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ON THE FREDHOLM PROPERTY OF
BISINGULAR PSEUDODIFFERENTIAL OPERATORS
MASSIMO BORSERO AND JO¨RG SEILER
Abstract. For operators belonging either to a class of global bisingular pseu-
dodifferential operators on Rm×Rn or to a class of bisingular pseudodifferential
operators on a product M × N of two closed smooth manifolds, we show the
equivalence of their ellipticity (defined by the invertibility of certain operator-
valued, homogeneous principal symbols) and their Fredholm mapping property
in associated scales of Sobolev spaces. We also prove the spectral invariance of
these operator classes and then extend these results to larger classes of Toeplitz
type operators.
1. Introduction
Calculi of bisingular pseudodifferential operators can be seen as a systematic ap-
proach for studying tensor products of pseudodifferential operators. Focusing on
elliptic theory, a typical question would be the following: Given classical (or poly-
homogeneous) pseudodifferential operators Aj ∈ L
µ
cl(M) and Bj ∈ L
ν
cl(N) for
j = 1, . . . , k, on smooth manifolds M and N , how can we characterize the exis-
tence of a parametrix, the Fredholm property or the invertibilty of the operator
A1 ⊗ B1 + . . . + Ak ⊗ Bk? Here, the tensor product A ⊗ B denotes an operator
acting on functions defined on M ×N with the property that
A⊗ B(u⊗ v) = Au⊗Bv, u ∈ C∞(M), v ∈ C∞(N),
where (f ⊗ g)(x, y) = f(x)g(y) for any two functions f and g on M and N , respec-
tively. Such tensor products, in general, do not define a classical pseudodifferential
operator onM×N , hence the question cannot be answered using only the standard
calculus.
Questions of this kind are not only of academic interest but arose, in particular,
naturally in the framework of the famous Atiyah-Singer index theorem. In fact,
Atiyah and Singer in [1] were led to study systems of the form
A⊠B =
(
A⊗ 1 −1⊗B∗
1⊗B A∗ ⊗ 1
)
,
where both A and B are zero-order classical pseudodifferential operators on M
and N , respectively. Again, A⊠B is not a classical pseudodifferential operator on
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M ×N . However, if both A and B are elliptic, then A⊠B is a Fredholm operator
in L2(M ×N,C2) with index indA⊠B = indA · indB.
Motivated by these phenomena, Rodino in [11] introduced a pseudodifferential cal-
culus of operators acting on sections of vector bundles over a product of smooth,
closed (i.e., compact and without boundary) manifolds M × N , containing such
kinds of tensor product type operators. We recall the main features and ideas in
Section 3. In this calculus, operators can be composed and parametrices to elliptic
elements can be constructed. Ellipticity in this context refers to the invertibility
of two operator-valued principal symbols associated with each operator (roughly
speaking, each such principal symbol is defined on the co-tangent bundle of one of
the two manifolds and takes values in the space of classical pseudodifferential op-
erators of the other manifold). In Section 3.1.2 we carefully discuss these principal
symbols, developing a formalism necessary for our application to so-called Toeplitz
type operators presented in Section 4.
As a consequence of the existence of parametrices to elliptic operators, as shown in
[11], elliptic operators act as Fredholm operators in a certain scale of naturally as-
sociated L2-Sobolev spaces. The main result in the present paper is the proof of the
reverse statement: If a bisingular pseudodifferential operator in the calculus of [11]
is Fredholm it necessarily must be elliptic. In other words, the ellipticity condition
used in the calculus is “optimal”. The method of our proof is based on techniques
introduced in Gohberg [4] and Ho¨rmander [5]. Also, as a consequence, we obtain
that the calculus of Rodino is spectrally invariant. Both equivalence of Fredholm
property and ellipticity as well as the spectral invariance have been employed in
the very recent work Bohlen [3], where the meromorphic structure of the η-function
for (scaler-valued) bisingular pseudodifferential operators is investigated.
Of course one can pose analogous questions also in case where M and N are not
compact. It then depends very much on the sort of non-compactness which kind of
operators one would consider. In the present paper, we investigate the case M =
Rm and N = Rn and work with bisingular operators based on pseudodifferential
operators of Shubin type, cf. [15]. Such a calculus was recently considered in Battisti,
Gramchev, Rodino and Pilipovic´ [2], where a Weyl law for the spectral counting
function of global bisingular operators has been obtained, and also in Nicola and
Rodino [9], where the noncommutative residue is studied. Again we show, in Section
2, equivalence of ellipticity and Fredholm property as well as spectral invariance.
As a matter of fact, our results allow us to treat even more general kinds of bisingular
operators, of so-called Toeplitz type, both in the context of bisingular operators on
M × N and Rm × Rn, repectively. To this end we show in Section 4 that general
results of Seiler [14] on abstract pseudodifferential operators of Toeplitz type apply
in the present two settings of bisingular operator classes. As an application, we
prove the existence of bisingular order-reductions.
The addressed question of characterizing the Fredholm property of pseudodiffer-
ential operators in terms of the invertibility of associated principal symbols is a
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fundamental problem whenever working with algebras/calculi of pseudodifferen-
tial operators. In many concrete cases such results are valid; we just mention the
calculi of Schulze [13] for manifolds (with and without boundary) with conical sin-
gularities, edges, and higher singularities, and the calculi of Melrose [8] for corner
manifolds. A general approach to this question, which contains many of these calculi
as specific examples, has been developed by Nistor and co-authors in the frame-
work of pseudodifferential operators on groupoids, see [6] and references therein.
In [7], Mantoiu uses C∗-algebra techniques to investigate the essential spectrum
(Fredholm spectrum) of Schro¨dinger operators on locally compact Lie groups, in-
cluding bisingular Schro¨dinger operators as particular examples.
Given a specific pseudodifferential calculus, one may be interested in a correspond-
ing calculus of bisingular operators and study the relation between ellipticity and
Fredholm property. In this perspective, our paper only concerns a relatively simple
situation; more complicated settings might be subject to future research.
2. Bisingular operators of Shubin type
In the present section we show the equivalence of ellipticity and Fredholm property
for a certain class of global bisingular operators on Rm × Rn, a bisingular version
of operators of Shubin type [15]. For the more technical details of this calculus we
refer the reader to the recent paper [2].1
Let us introduce here two notations which we will use throughout the whole paper.
We write 〈y〉 = (1 + |y|2)1/2 for vectors y ∈ Rk. In case y = (y1, y2) we shall also
write 〈y1, y2〉 := 〈(y1, y2)〉.
Moreover, the unit-sphere in Rk we shall denote by Sk−1.
2.1. Shubin type symbols with values in a Fre´chet space. Let F be a Fre´chet
space with topology given by the system of semi-norms p0, p1, p2, . . ..
For ν ∈ R we let Γν(Rn;F ) denote the space of all smooth functions a : Rn×Rn → F
satisfying, for any k ∈ N,
qk(a) := sup
x,ξ∈Rn
j+|α|+β|≤k
pj
(
DαξD
β
xa(x, ξ)
)
〈x, ξ〉|α|+|β|−ν < +∞.(2.1)
These semi-norms turn Γν(Rn;F ) into a Fre´chet space.
The subspace Γνcl(R
n;F ) of classical (or poly-homogeneous) symbols consists of
those elements of Γν(Rn;F ) for which there exist smooth functions
(2.2) a(ν−j) : (Rn × Rn) \ {0} → F, j = 0, 1, 2, . . . ,
1Actually, in [2] the authors work with a class of symbols slightly larger than the one employed
here. They only require the existence of the homogeneous principal symbols while we ask the
existence of complete asymptotic expansions in homogeneous components. However, our approach
carries over without modification to this larger calculus and our results, i.e., Theorems 2.5, 2.11
and Corollary 2.12, remain valid. In fact, our calculus coincides with the one of [9], where it is
presented with a slightly different formalism.
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that are positively homogeneous of degree ν − j in (x, ξ), i.e.,
a(ν−j)(tx, tξ) = tν−j a(ν−j)(x, ξ) ∀ t > 0 ∀ (x, ξ) 6= 0,
such that
rN (a) := a−
N−1∑
j=0
χa(ν−j) ∈ Γν−N (Rn;F ) ∀ N = 0, 1, 2, . . . ,
where χ(x, ξ) is a smooth zero-excision function, i.e., χ ≡ 0 near the origin and 1−χ
has compact support. Note that the homogeneous components a(ν−j) are uniquely
determined by a; the component a(ν) is called the homogeneous principal symbol
of a. By homogeneity, we may identify every component with a smooth, F -valued
function defined on the unit-sphere S2n−1 in Rn × Rn. Then the maps
a 7→ rN (a) : Γ
ν
cl(R
n;F ) −→ Γν−N (Rn;F ),
a 7→ a(ν−j) : Γνcl(R
n;F ) −→ C∞(S2n−1;F )
with j,N = 0, 1, 2, . . ., induce a Fre´chet topology on Γνcl(R
n;F ).
Finally, note that
Γ−∞(Rn;F ) := ∩
ν∈R
Γν(Rn;F ) = ∩
ν∈R
Γνcl(R
n;F )
coincides with the Schwartz space S (Rn, F ) of rapidly decreasing, F -valued func-
tions.
2.1.1. Operator-valued symbols. Of particular importance is the case F = L (E1, E2),
the Banach space of all bounded, linear operators E1 → E2 between two Hilbert
spaces. In this case we associate with a ∈ Γν(Rn,L (E1, E2)) the pseudodifferential
operator A = op(a) : S (Rn, E1)→ S (R
n, E2) defined by
(Au)(x) =
∫
eixξa(x, ξ)û(ξ) d¯ξ, S (Rn, E1).
For E1 = E2 = C these are the standard pseudodifferential symbols (respectively
operators) from the Shubin class as introduced in [15]. Note that operators asso-
ciated with symbols of order −∞ are integral operators with integral kernels that
are Schwartz functions in both variables.
2.1.2. Ellipticity. a ∈ Γνcl(R
n,L (E1, E2)) is called elliptic, if its homogeneous prin-
cipal symbol a(ν) from (2.2) is invertible for every (x, ξ) 6= 0. In this case a ad-
mits a so-called parametrix, i.e., a symbol b ∈ Γ−νcl (R
n,L (E2, E1)) such that
op(a)op(b) = 1 − op(r1) and op(b)op(a) = 1 − op(r2) with symbols r1 and r2
or order −∞.
2.1.3. Parameter-dependent operators and order-reductions. In the definition of the
symbol classes from the beginning of Section 2.1 one may replace the covariable ξ
with η := (ξ, σ), where σ is a real parameter. This then leads to symbol classes
denoted by Γν(cl)(R
n,Rσ;F ) and to corresponding operator-families A(σ) in case
F = L (E1, E2). Ellipticity asks the invertibility of the homogeneous principal sym-
bol for all (x, η) 6= 0 and implies the existence of a parameter-dependent parametrix,
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i.e., op(a)(σ)op(b)(σ) = 1 − op(r1)(σ) and op(b)(σ)op(a)(σ) = 1 − op(r2)(σ) with
parameter-dependent r1 and r2 of order −∞. Employing that the parameter in r1
and r2 is rapidly decreasing as it tends to ±∞, one can modify b in such a way,
that op(a)(σ)op(b)(σ)− 1 and op(b)(σ)op(a)(σ)− 1 are compactly supported in σ.
In other words, if a(σ) ∈ Γν(cl)(R
n,Rσ;L (E1, E2)) is parameter-elliptic and σ0 is
sufficiently large, then
λν(x, ξ) := a(x, ξ, σ0) ∈ Γ
ν
cl(R
n;L (E1, E2))
and
λ−ν(x, ξ) := b(x, ξ, σ0) ∈ Γ
−ν
cl (R
n;L (E2, E1))
satisfy op(λν)op(λ−ν) = idE2 and op(λ
−ν)op(λν) = idE1 . Any such λ
ν is called an
order-reduction of order ν. For example, in case E = E1 = E2 one can take
(2.3) a(x, ξ, σ) = [x, ξ, σ]ν idE ,
where [·] : R2n+1x,ξ,σ → R denotes a positive smooth function that coincides with the
usual modulus outside some neighborhood of the origin.
2.1.4. Sobolev spaces. Let E be a Hilbert space and Λs = op(λs) be an order-
reduction of order s as described in the previous subsection (with E = E0 = E1).
The Sobolev space Qs(Rn, E) of order s is defined as the closure of S (Rn, E) with
respect to the norm ‖u‖s = ‖Λ
su‖L2(Rn,E).
For a symbol a ∈ Γν(Rn,L (E1, E2)), the associated operator A = op(a) extends
by continuity to A : Qs(Rn, E1)→ Q
s−ν(Rn, E2) for every s ∈ R.
2.2. Bisingular symbols and their calculus. Let us denote by
Γµ,ν(Rm × Rn;Ck,Cℓ), µ, ν ∈ R ∪ {−∞}, k, l ∈ N,
the space of all smooth functions a : Rm×Rm×Rn×Rn → Cℓ×k (taking values in
the complex ℓ× k-matrices, identified with L (Ck,Cℓ) by using the standard basis
of Ck and Cℓ, respectively) such that
(x, ξ) 7→ a1(x, ξ) :=
(
(y, η) 7→ a(x, ξ, y, η)
)
defines a Fre´chet space valued symbol
a1 ∈ Γ
µ
(
R
m; Γν(Rn;Cℓ×k)
)
.(2.4)
In this case,
(y, η) 7→ a2(y, η) :=
(
(x, ξ) 7→ a(x, ξ, y, η)
)
defines a symbol
a2 ∈ Γ
ν
(
R
n; Γµ(Rm;Cℓ×k)
)
.(2.5)
Remark 2.1. A function a belongs to Γµ,ν(Rm×Rn;Ck,Cℓ) if, and only if, it satisfies
the uniform estimates
‖DαξD
β
xD
γ
ηD
δ
ya(x, ξ, y, η)‖Cℓ×k ≤ Cαβ〈x, ξ〉
µ−|α|−|β|〈y, η〉ν−|γ|−|δ|
for every order of derivatives.
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The spaces of classical symbols Γµ,νcl (R
m×Rn;Ck,Cℓ) are defined as above, replac-
ing Γµ and Γν by Γµcl and Γ
ν
cl, respectively.
2.2.1. Operators and Sobolev spaces. With a ∈ Γµ,ν(Rm×Rn;Ck,Cℓ) we associate,
as usual, its pseudodifferential operator
A = op(a) : S (Rm × Rn,Ck) −→ S (Rm × Rn,Cℓ).(2.6)
The map a 7→ op(a) establishes a bijection between the respective spaces of symbols
and operators. Therefore we shall not introduce a new notation for the spaces
of operators, but simply write A ∈ Γµ,ν(Rm × Rn;Ck,Cℓ). Operators of order
(−∞,−∞) we shall refer to as regularizing or smoothing operators.
Remark 2.2. With A = op(a) ∈ Γν(Rn) and B = op(b) ∈ Γµ(Rm), let a ⊗ b ∈
Γµ,ν(Rm×Rn) be defined by a⊗b(x, ξ, y, η) = a(x, ξ)b(y, η). The associated operator
shall be denoted by A⊗B = op(a⊗b). If u(x, y) = v(x)w(y) with rapidly decreasing
functions v and w, then
[(A⊗B)u](x, y) = (Av)(x)(Bw)(y).
Such tensor-products, respectively finite linear combinations, are the simplest ex-
amples of bisingular operators. Using the nuclearity of Γνcl(R
n) indeed it can be
shown that
Γµ,νcl (R
m × Rn) = Γµcl(R
m) ⊗̂πΓ
ν
cl(R
n),(2.7)
where E ⊗̂πF denotes the completed, projective tensor-product of two Fre´chet
spaces E and F , cf. [16]. Note that an equality as in (2.7) does not hold for the
spaces of non-classical symbols.
The operator from (2.6) extends continuously to
A : Qs,t(Rm × Rn,Ck) −→ Qs−µ,t−ν(Rm × Rn,Cℓ), s, t ∈ R,(2.8)
where Qs,t(Rm × Rn,Cj) is the j-fold sum of Qs,t(Rm × Rn), the latter being the
closure of S (Rm × Rn) with respect to the norm u 7→ ‖Λs,tu‖L2(Rm×Rn), where
Λs,t = Λsm ⊗ Λ
t
n with order-reductions Λ
s
m and Λ
t
n of order s and t on R
m and Rn,
respectively, as described in Section 2.1.3.
Bisingular symbols behave well under composition and taking the formal adjoint,
in the sense that:
(1) Composition of operators, (A2, A1) 7→ A2A1, induces maps
Γµ2,ν2(Rm × Rn;Cj ,Cℓ)× Γµ1,ν1(Rm × Rn;Ck,Cj)
−→ Γµ1+µ2,ν1+ν2(Rm × Rn;Ck,Cℓ).
(2) Taking the formal L2-adjoint, A 7→ A∗, induces maps
Γµ,ν(Rm × Rn;Ck,Cℓ) −→ Γµ,ν(Rm × Rn;Cℓ,Ck).
The analogous statements are true for classical symbols.
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2.2.2. Classical symbols and ellipticity. With a classical operator A = op(a) be-
longing to Γµ,νcl (R
m × Rn;Ck,Cℓ) we associate two principal symbols
σµ1 (A) = a
(µ)
1 ∈ C
∞
(
S
2m−1,Γνcl(R
n;Cℓ×k)
)
,
σν2 (A) = a
(ν)
2 ∈ C
∞
(
S
2n−1,Γµcl(R
m;Cℓ×k)
)
,
the homogeneous principal symbol of a1 and a2 as defined in (2.4) and (2.5), re-
spectively, restricted to the corresponding unit-sphere. Note that
σµ1 (A) ∈ C
∞
(
S
2m−1,L (Qs(Rm,Ck), Qs−µ(Rm,Cℓ))
)
, s ∈ R,
and similarly for σν2 (A). For compostion and adjoints of operators we have, using
notation from (1) and (2) above,
σµ1+µ21 (A2A1) = σ
µ2
1 (A2)σ
µ1
1 (A1), σ
µ
1 (A
∗) = σµ1 (A)
∗,
where the ∗ on the right-hand side is the formal L2-adjoint Γν(Rn;Ck,Cℓ) →
Γν(Rn;Cℓ,Ck). Analogous equations hold for the other principal symbol σ2.
Definition 2.3. A ∈ Γµ,νcl (R
m × Rn;Ck,Ck) is called elliptic if both σµ1 (A) and
σν2 (A) take values in the invertible operators.
In the previous definition, invertibility of σµ1 (A)(x, ξ) refers either to invertibility in
L (Qs(Rm,Ck), Qs−µ(Rm,Ck)) for some s ∈ R or to invertibilty in Γνcl(R
n;Ck×k),
i.e., having an inverse belonging to Γ−νcl (R
n;Ck×k). Due to the spectral invariance
of the standard Shubin class (which is a particular case of the spectral invariance
of bisingular operators that we shall prove in this paper) both possibilities are
equivalent.
The following theorem is one of the main results for elliptic operators:
Theorem 2.4. An operator A ∈ Γµ,νcl (R
m × Rn;Ck,Ck) is elliptic if, and only if,
there exists an operator B ∈ Γ−µ,−νcl (R
m × Rn;Ck,Ck) such that
1−AB, 1−BA ∈ Γ−∞,−∞(Rm × Rn;Ck,Ck).
Any such B is called a parametrix of A.
Note that parametrices of elliptic operators are uniquely determined modulo smooth-
ing operators. Recall once more that smoothing operators are precisely those inte-
gral operators with an integral kernel which is rapidly decreasing in all variables.
2.3. Ellipticity and Fredholm property. Let A ∈ Γµ,ν(Rm × Rn;Ck,Ck). If A
is elliptic one can construct a parametrix B ∈ Γ−µ,−ν(Rm × Rn;Ck,Ck), i.e., both
1 − AB and 1 − BA are smoothing operators. Since smoothing operators induce
compact operators in the Sobolev spaces of any order, the implication a) ⇒ b) of
the following theorem is evident:
Theorem 2.5. For A ∈ Γµ,ν(Rm×Rn;Ck,Ck) the following properties are equivalent:
a) A is elliptic.
b) For every (s, t) ∈ R2, A induces Fredholm operators
Qs,t(Rm × Rn;Ck) −→ Qs−µ,t−ν(Rm × Rn;Ck).
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c) There exists a tuple (s, t) ∈ R2 such that A induces a Fredholm operator
Qs,t(Rm × Rn;Ck) −→ Qs−µ,t−ν(Rm × Rn;Ck).
The implication b)⇒ c) is trivial. In the sequel we shall prove the implication c)⇒
a). The method of proof is inspired by that of Theorem 1 in Section 2.3.4.1 of [10]
and by that of Theorem 1.6 in [12].
2.3.1. A family of isometries. Let E be a Hilbert space. For fixed (x0, ξ0) ∈ R
n×Rn
with |(x0, ξ0)| = 1 and an arbitrarily fixed τ ∈ (0, 1/2) define Sλ ∈ L (L
2(Rn, E)),
λ ≥ 1, by
(2.9) (Sλu)(x) = λ
nτ/2eiλxξ0u
(
λτ (x− λx0)
)
.
It is straightforward to verify that any Sλ is an isometric isomorphism with inverse
given by
(S−1λ v)(x) = λ
−nτ/2e−iλ(λx0+λ
−τx)ξ0v
(
λτ (λx0 + λ
−τx)
)
.
Moreover,
w-lim
λ→+∞
Sλu = 0 ∀ u ∈ L
2(Rn, E),(2.10)
where w-lim denotes the limit with respect to the weak topology of L2(Rn, E). In
fact, this property follows from the fact that all Sλ are isometries and that
|(Sλu, v)L2(Rn,E)| =
∣∣∣ ∫ (Sλu(x), v(x))E dx∣∣∣
≤
∫
λnτ/2‖u(λτ (x− λx0))‖E‖v(x)‖E dx
≤ λ−nτ/2‖u‖L1(Rn,E)‖v‖L∞(Rn,E)
λ→+∞
−−−−−→ 0
for every u and v belonging to the dense subspace S (Rn, E) of L2(Rn, E).
2.3.2. Recovering the principal symbol. Let a ∈ Γν(Rn,L (E)) be an operator-
valued symbol in the sense of Section 2.1.1 For convenience of notation we assume
that a is L (E)-valued, but the following results remain valid for the more general
case of a being L (E,F )-valued, with two Hilbert spaces E and F . If the Sλ, λ ≥ 1,
are as introduced in the previous Section 2.3.1, a direct calculation shows that
S−1λ op(a)Sλ = op(aλ), aλ(x, ξ) = a(λx0 + λ
−τx, λξ0 + λ
τ ξ).(2.11)
Note that aλ ∈ Γ
ν(Rn,L (E)) for every λ. The following estimate will be crucial
later on:
Lemma 2.6. Let a ∈ Γν(Rn,L (E)) with ν ≤ 0 and ρ = τ1−τ (note that 0 < ρ < 1).
Then, for any order of derivatives,∥∥DαξDβxaλ(x, ξ)∥∥L (E) ≤ Cαβ λ(1−τ)ν−τ |β| 〈x, ξ〉ρ|α|−ν
uniformly in (x, ξ) ∈ Rn × Rn and λ ≥ 1.
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Proof. By chain rule and using the standard symbol estimates for a, we have∥∥DαξDβxaλ(x, ξ)∥∥L (E) ≤ C λ|α|τ−|β|τ 〈λx0 + λ−τx, λξ0 + λτ ξ〉ν−ρ|α|,
with a constant C independent of (x, ξ) and λ. Since 〈v + w〉−1 ≤ C〈w〉/|v| by
Peetre’s inequality and 〈σw〉 ≤ σ〈w〉 for σ ≥ 1, we can estimate
〈λx0 + λ
−τx, λξ0 + λ
τ ξ〉ν−ρ|α| ≤ C〈λ−τx, λτ ξ〉ρ|α|−ν |(λx0, λξ0)|
ν−ρ|α|
≤ Cλ(ρ|α|−ν)τλν−ρ|α|〈x, ξ〉ρ|α|−ν ,
resulting in∥∥DαξDβxaλ(x, ξ)∥∥L (E) ≤ C λ(1−τ)ν−τ |β|+(τ−ρ+τρ)|α|〈x, ξ〉ρ|α|−ν .
It remains to observe that τ − ρ+ τρ = 0, due to the choice of ρ. 
Lemma 2.7. Let {aλ | λ ≥ 1}) be a subset of Γ
0(Rn,L (E)), σ ∈ C a constant,
and u ∈ S (Rn, E). Assume that
(1a) aλ(x, ξ)
λ→+∞
−−−−−→ σ for all (x, ξ) ∈ Rn × Rn,
(1b) for every x ∈ Rn there exist constants cx,mx ≥ 0 such that
‖aλ(x, ξ)‖ ≤ cx〈ξ〉
mx ∀ ξ ∈ Rn ∀ λ ≥ 1,
(2) there exists a g ∈ L1(Rn) such that
‖[op(aλ)u](x)‖
2
E ≤ g(x) ∀ x ∈ R
n ∀ λ ≥ 1.
Then op(aλ)u
λ→+∞
−−−−−→ σu in L2(Rn, E).
Proof. The result follows directly from Lebegue’s dominated convergence theorem,
provided we can show that op(aλ)u converges pointwise on R
n to σu as λ tends to
infinity. However, with x ∈ Rn fixed,
[op(aλ)u](x) =
∫
eixξaλ(x, ξ)û(ξ) d¯ξ.
By assumption (1a), the integrand converges pointwise on Rnξ to σe
ixξû(ξ). By (1b)
the integrand is majorized in norm by h(ξ) := cx〈ξ〉
mx û(ξ) ∈ L1(Rnξ ). Thus, by
dominated convergence,
[op(aλ)u](x)
λ→+∞
−−−−−→ σ
∫
eixξû(ξ) d¯ξ = σu(x).
This completes the proof. 
The following proposition gives a method for recovering the principal symbol from
the operator:
Proposition 2.8. Let A = op(a) ∈ Γ0cl(R
n,L (E)), aλ as in (2.11), and u ∈
S (Rn, E). Then
op(aλ)u
λ→+∞
−−−−−→ a(0)(x0, ξ0)u in L
2(Rn, E),
where a(0) ∈ C∞(S2n−1,L (E)) denotes the homogeneous principal symbol of a.
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Proof. By Lemma 2.6 with |α| = |β| = ν = 0, condition (1b) of Lemma 2.7 is
obviously satisfied (with mx = 0). Now let χ(x, ξ) be a zero-excision function and
write a = a0 + r, where
a0(x, ξ) = χ(x, ξ)a(0)(x, ξ), r ∈ Γ−1(Rn,L (E)).
Then aλ = a
0
λ + rλ. By Lemma 2.6 with |α| = |β| = 0 and µ = −1, it is clear that
rλ(x, ξ)→ 0 for all x and ξ. Moreover, by homogeneity of a
(0),
a0λ(x, ξ) =χ(λx0 + λ
−τx, λξ0 + λ
τ ξ)a(0)(x0 + λ
−1−τx, ξ0 + λ
−1+τξ)
and thus a0λ(x, ξ)→ a
(0)(x0, ξ0) for all x and ξ. Therefore assumption (1a) of Lemma
2.7 with σ = a(0)(x0, ξ0) is satisfied.
It remains to verify assumption (2). To this end let M ∈ N and write, using inte-
gration by parts,
〈x〉2M [op(aλ)u](x) =
∫
eixξ(1 + ∆ξ)
M
(
aλ(x, ξ)û(ξ)
)
d¯ξ.
By product rule and Lemma 2.6 there exist functions uα ∈ S (R
n, E) such that
〈x〉2M‖[op(aλ)u](x)‖E ≤
∑
|α|≤2M
∫
〈x, ξ〉ρ|α|ûα(ξ) d¯ξ.
Hence
‖[op(aλ)u](x)‖
2
E ≤ C〈x〉
4M(ρ−1) =: g(x)
with a suitable constant independent of x and λ. Since ρ− 1 < 0 we can choose M
so large that g ∈ L1(Rn). 
2.3.3. The proof of Theorem 2.5. First we shall proof the following result on pseu-
dodifferential operators with operator-valued symbols. Recall that a linear con-
tinuous operator is called upper semi-fredholm if it has closed range and finite-
dimensional kernel; it is called lower semi-fredholm, if its range is closed and of
finite co-dimension:
Proposition 2.9. Consider A = op(a) ∈ Γ0cl(R
n,L (E)) as a bounded operator in
L2(Rn, E) and let (x0, ξ0) ∈ R
n × Rn be a unit-vector.
a) If A is upper semi-fredholm, a(0)(x0, ξ0) is injective.
b) If A is lower semi-fredholm, a(0)(x0, ξ0) is surjective.
Proof. Assume that A = op(a) ∈ Γ0cl(R
n,L (E)) induces an upper semi-fredholm
operator A ∈ L (L2(Rn, E)). Since E is a Hilbert space, there exists a B ∈
L (L2(Rn, E)) such that K := 1−BA is a compact operator in L2(Rn, E).
Let u ∈ S (Rn) with ‖u‖L2(Rn) = 1 and define ue ∈ S (R
n, E), e ∈ E, by ue(x) =
u(x)e. Then, with notations from the previous subsection,
‖e‖E =‖ue‖L2(Rn,E) = ‖(BA+K)Sλue‖L2(Rn,E)
≤‖B‖L (L2(Rn,E))‖S
−1
λ ASλue‖L2(Rn,E) + ‖KSλue‖L2(Rn,E)
λ→+∞
−−−−−→ ‖B‖L (L2(Rn,E))‖a
(0)(x0, ξ0)e‖E.
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For the convergence we have used that KSλue → 0, since Sλue → 0 weakly by
(2.10) and K is compact, and that S−1λ ASλue = op(aλ)ue → ue in L
2(Rn, E) due
to Proposition 2.8. Therefore,
‖a(0)(x0, ξ0)e‖E ≥
1
‖B‖L (L2(Rn,E))
‖e‖E ∀ e ∈ E.
This implies a). If A is lower semi-fredholm, its adjoint is an upper semi-fredholm
operator. By a), the principal symbol of A∗ evaluated in (x0, ξ0), i.e., a
(0)(x0, ξ0)
∗,
is injective. Hence a(0)(x0, ξ0) is surjective. 
Let us emphasize once more that the previous result remains valid in case of A =
op(a) ∈ Γ0cl(R
n,L (E,F )) with Hilbert spaces E and F , considered as an operator
from L2(Rn, E) to L2(Rn, F ).
The proof of c)⇒ a) of Theorem 2.5 now works as follows: Consider A ∈ Γµ,νcl (R
m×
Rn;Ck×k) as an operator with operator-valued symbol a ∈ Γνcl(R
n,L (E,F )) with
E = Qs(Rm,Ck) and F = Qs−µ(Rm,Ck). With order-reductions ΛsE = op(λ
s
E) and
ΛsF = op(λ
s
F ) as described in Section 2.1.3, using (2.3) define A˜ := Λ
t−ν
F AΛ
−t
E . Then
A˜ = op(a˜) ∈ Γ0cl(R
n,L (E,F )) and the Fredholm property of A is equivalent to
that of A˜ : L2(Rn, E)→ L2(Rn, F ). By Proposition 2.9, the homogeneous principal
symbol a˜(0) ∈ C∞(S2n−1,L (E,F )) is pointwise invertible. However, this principal
symbol just coincides with σν2 (A) as introduced in Section 2.2.2. Analogously, σ
µ
1 (A)
evaluated in an arbitrary unit-vector of Rm × Rm is invertible as an operator in
Qt(Rn,Ck)→ Qt−ν(Rn,Ck).
Remark 2.10. Let us mention an alternative approach to prove Theorem 2.5, based
on C∗-algebraic arguments. Let Γ(Rn) denote the C∗-closure of Γ0cl(R
n) and Kn the
space of compact operators in L2(Rn). Then Γ(Rn)/Kn can be identified with the
space of continuous functions on the unit-sphere S2n−1; see [3] for details. Using
(2.7), the C∗-closure of Γ0,0(Rm × Rn), factored by the compact operators, can be
identified with
[
(Γ(Rm)/Km)⊗ Γ(R
n)
]
⊕
[
Γ(Rm)⊗ (Γ(Rn)/Kn)
]
. This means that
an operator (from the C∗-closure) is Fredholm if, and only if, the two associated
principal symbols are invertible. Filling in the details of the above argument is of a
complexity comparable with that of the proof above .
2.4. Spectral invariance. A consequence of Theorem 2.5 is the following result,
the so-called spectral-invariance of bisingular pseudodifferential operators:
Theorem 2.11. Let A ∈ Γµ,ν(Rm × Rn;Ck,Ck). Assume that A induces an iso-
morphism Qs,t(Rm×Rn;Ck) −→ Qs−µ,t−ν(Rm×Rn;Ck) for some tuple (s, t) ∈ R2.
Then there exists a B ∈ Γµ,ν(Rm × Rn;Ck,Ck) such that AB = BA = 1. In par-
ticular, A induces an isomorphism Qs,t(Rm ×Rn;Ck) −→ Qs−µ,t−ν(Rm ×Rn;Ck)
for every tuple (s, t) ∈ R2.
In other words, invertibility as a bounded operator between Sobolev spaces implies
the invertibility within the class of bisingular pseudodifferential operators.
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Proof. To shorten notation let us assume k = 1. The isomorphism is, in particular, a
Fredholm operator. Due to Theorem 2.5, A is elliptic. Therefore it has a parametrix
B0 ∈ Γ
−µ,−ν(Rm × Rn). Thus KR := 1− AB0 and KL := 1− B0A are smoothing
operators. Passing to the action in Sobolev spaces, and resolving both equations for
A−1 we obtain A−1 = A−1KR + B0 and A
−1 = KLA
−1 +B0. Inserting the latter
equation in the previous one yields
A−1 = B0 +B0KR +KLA
−1KR.
Obviously, both B0 andB0KR belong to Γ
−µ,−ν(Rm×Rn). Now letR := KLA
−1KR.
We shall argue below that R is smoothing and therefore B = B0 + B0KR + R ∈
Γ−µ,−ν(Rm × Rn) is the desired operator.
SinceKL andKR are smoothing it is obvious that both R and R
∗ map L2(Rm×Rn)
to S (Rm × Rn). However, this is known to be equivalent to R being an integral
operator with an integral kernel that is rapidly decreasing in all variables; for con-
venience of the reader we sketch the argument: First of all one sees that R has a
kernel k(x, y) = k(x1, x2, y1, y2) ∈ L
2(R2mx × R
2n
y ) such that
k ∈ S (Rnx1 × R
m
y1 , L
2(Rnx2 × R
m
y2)) ∩S (R
n
x2 × R
m
y2 , L
2(Rnx1 × R
m
y1)).
Thus the claim follows if we can show that
S (Rku, L
2(Rℓv)) ∩S (R
ℓ
v, L
2(Rku)) = S (R
k+ℓ
(u,v)).
Let g be a function from the space on the left-hand side and denote by ‖ · ‖ the
norm of L2(Rk+ℓ). Then, by Parseval’s identity,
‖g‖ = (2π)−(k+ℓ)/2‖Fg‖ = (2π)−k/2‖Fu→ξg‖ = (2π)
−ℓ/2‖Fv→ηg‖.
Combining this repeatedly with the estimate ab ≤ a2 + b2, one obtains that
‖〈u〉i〈v〉j〈Du〉
i′〈Dv〉
j′g‖ ≤ C
(
‖〈u〉4i〈Du〉
i′g‖+ ‖〈Du〉
2i′g‖+ ‖〈Du〉
4i′g‖+
+ ‖〈v〉4j〈Dv〉
j′g‖+ ‖〈Dv〉
2j′g‖+ ‖〈Dv〉
4j′g‖
)
is finite for any choice of non negative integers i, i′, j, j′. This yields that g belongs
to S (Rk+ℓ). 
Corollary 2.12. Let A ∈ Γµ,ν(Rm×Rn;Ck,Ck) be elliptic and µ, ν ≥ 0. Then the
unbounded operator
As,t : S (R
m × Rn,Ck) ⊂ Qs,t(Rm × Rn,Ck) −→ Qs,t(Rm × Rn,Ck)
has one, and only one, closed extension, given by the action of A on the domain
Qs+µ,t+µ(Rm × Rn,Ck). The spectrum of the closure of As,t does not depend on
both s and t.
Proof. By density of the rapidly decreasing functions in any Sobolev space, it is
clear that Qs+µ,t+µ(Rm×Rn,Ck) is contained in the domain of the closure of As,t.
Moreover, if both u and Au belong to Qs,t(Rm×Rn,Ck) then u ∈ Qs+µ,t+µ(Rm ×
Rn,Ck) by elliptic regularity. Therefore, the domain of any closed extension is a
subset of, and hence equal to, Qs+µ,t+µ(Rm × Rn,Ck).
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The statement on the spectrum follows directly from Theorem 2.11 and the fact
that λ−A ∈ Γµ,ν(Rm × Rn;Ck,Ck) for any λ ∈ C. 
3. Bisingular operators on closed manifolds
In [11] bisingular operators acting on sections in vector bundles over products of
closed manifolds are considered. We shall use the notation Lµ,νcl (M ×N ;E,F ) for
such operators and Qs,t(M × N,G) for the associated Sobolev spaces, where M
and N are closed Riemannian manifolds and E, F and G are finite-dimensional
hermitian vector-bundles over M ×N .
3.1. Description of the calculus. As usual, bisingular operators on a manifold
are defined as those that in any local trivialisation of the bundles and any local
coordinates correspond to bisingular operators in a product of two Euclidean spaces,
with symbols taking values in CdimF×dimE . We shall not go too much into the
details, but only describe how the classes Γµ,ν introduced above have to be modified
to recover the situation of [11].
3.1.1. The calculus on Rm×Rn. For a Fre´chet space F define the space Lν(Rn, F )
as in the beginning of Section 2.1, replacing in (2.1) the term 〈x, ξ〉|α|+|β|−ν by
〈ξ〉|α|−ν .
For defining the classical symbols Lνcl(R
n, F ), in the subsequent part one considers
homogeneous components a(ν−j) : Rn × (Rnξ \ {0})→ F which are homogeneous in
the sense of
a(ν−j)(x, tξ) = tν−j a(ν−j)(x, ξ) ∀ t > 0 ∀ x ∀ ξ 6= 0.
The excision function χ(x, ξ) needs to be replaced by an excision function χ(ξ).
Starting out with these symbol classes, one then introduces, as before, the bisingular
symbols Lµ,νcl (R
m × Rn;Ck,Cℓ). The corresponding Sobolev spaces Qs,t(Rm ×Rn)
are defined as the closure of S (Rm × Rn) with respect to the norm ‖u‖s,t =
‖Λs,tu‖L2(Rm×Rn), where Λ
s,t is the operator with symbol λs,t(ξ, η) = 〈ξ〉s〈η〉t.
The two principal symbols associated with A = op(a) ∈ Lµ,νcl (R
m ×Rn;Ck,Cℓ) are
then
σµ1 (A) = a
(µ)
1 ∈ C
∞
(
R
m
x × S
m−1
ξ , L
ν
cl(R
n;Cℓ×k)
)
,
σν2 (A) = a
(ν)
2 ∈ C
∞
(
R
n
y × S
n−1
η , L
µ
cl(R
m;Cℓ×k)
)
,
(3.1)
and ellipticity asks the pointwise invertibility of both these symbols.
The analogue of Theorem 2.4 holds true, while Theorem 2.5 fails to be true, since
smoothing operators do not induce compact operators in the Sobolev spaces of
Rm × Rn. However, the analogue of Theorem 2.5 for operators on a product of
compact manifolds is valid, as we shall see below.
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3.1.2. The principal symbols. For an operator A ∈ Lµ,νcl (M × N ;E,F ) the exis-
tence of local principal symbols leads to two globally defined (on the unit co-sphere
bundles S∗M and S∗N , respectively) objects, again denoted by σµ1 (A) and σ
ν
2 (A).
If v = (x, ξ) ∈ S∗M then σµ1 (A)(v) is an operator in L
ν
cl(N ;E(x), F (x)), where
Lνcl refers to the usual space of classical pseudodifferential operators on a closed
manifold and
E(x) := E
∣∣
{x}×N
, F (x) := F
∣∣
{x}×N
x ∈M,
considered as vector bundles over N ∼= {x} ×N .
If we denote by πM : S
∗M → M the canonical projection and define the (infinite-
dimensional) Hilbert space bundle Qs(N,E) over M by taking as fibre in m ∈ M
the Sobolev space Qs(N,E(m)) of sections in E(m) (see Section 5 for details)2,
then we can consider σµ1 (A) as a bundle homomorphism
σµ1 (A) : π
∗
MQ
s(N,E) −→ π∗MQ
s−ν(N,F ), s ∈ R.(3.2)
Similarly,
σν2 (A) : π
∗
NQ
s(M,E) −→ π∗NQ
s−µ(M,F ), s ∈ R.(3.3)
Theorem 3.1. A ∈ Lµ,νcl (M × N ;E,F ) is called elliptic if both homomorphisms
(3.2) and (3.3) are isomorphisms3. Then, the following are equivalent:
a) A ∈ Lµ,νcl (M ×N ;E,F ) is elliptic.
b) There exists a B ∈ L−µ,−νcl (M×N ;F,E) such that both 1−AB and 1−BA
are smoothing operators.
3.2. Ellipticity and Fredholm property. We are now going to explain that the
analogue of Theorem 2.5 holds for operators A ∈ Lµ,νcl (M ×N ;E,F ). Assume that
A induces a Fredholm operator
A : Qs,t(M ×N,E) −→ Qs−µ,t−ν(M ×N,F )
for some fixed numbers s and t. Let B be the corresponding inverse modulo compact
operators. Let K := 1 −BA and v0 ∈ S
∗
m0M be a given, fixed unit co-vector. We
shall verify the invertibility of
σµ1 (A)(v0) ∈ L
ν
cl(N ;E(m0), F (m0)).
To this end, let U be a coordinate system of M near m0 such that v0 corresponds
to (x0, ξ0) and that E|U×N ∼= U × E(m0), F |U×N ∼= U × F (m0) in the sense of
Proposition 5.1. Moreover, let χ1, χ2, χ3 ∈ C
∞
0 (U0) such that χi+1 ≡ 1 on the
support of χi for i = 1, 2. Consider the χi as functions on M × N , not depending
2The common notation for these Sobolev spaces is Hs; however, for reasons of consistency with
the previously employed notation we shall use the letter Q rather than H.
3Evaluation of the principal symbols in a specific co-vector gives a standard, classical pseu-
dodifferential operator of order µ respectively ν on the manifold M or N , respectively. Due to
spectral invariance of this calculus, conditions (3.2) and (3.3) are independent of s.
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on the variable of N . Multiplying the identity K = 1−BA from the left with χ1 ,
from the right with χ3, and rearranging terms yields
(3.4) χ1Bχ2χ3Aχ3 = χ1 − χ1Kχ3 − χ1B(1− χ2)Aχ3.
Note that (1 − χ2)Aχ3 ∈ L
−∞,ν
cl (M × N ;E,F ) due to the disjoint supports of
(1 − χ2) and χ3, and that all four operators in (3.4) are localized in U × N . In
particular, they can be identified – after passing to local coordinates in U – with
operators on Rm ×N .
Now let λs(ξ) = [ξ]s, s ∈ R, where [·] denotes a smooth, positive function that coin-
cides with the usual modulus outside some neighborhood of the origin. Obviously,
λs ∈ Lscl(R
m) and op(λs)op(λ−s) = 1. Define the operators Λs = op(λs)⊗ 1, s ∈ R,
on Rm ×N .
Multiplying (3.4) from the left with Λs, from the right with Λ−s, and by substituting
on the left-hand side χ2χ3 by χ2Λ
µ−sΛs−µχ3, we obtain an equality
B′A′ = Φ−K1 −K2,
with obvious meaning of notation. In particular, A′ and Φ are pseudodifferential
operators with respective operator-valued symbols
a ∈ L0cl(R
m,L (Qt(N,E(m0)), Q
t−ν(N,F (m0))),
ϕ ∈ L0cl(R
m,L (Qt(N,E(m0)), Q
t(N,F (m0))),
where a(0)(x0, ξ0) is the local expression of σ
0
1(A)(v0) and ϕ
(0)(x0, ξ0) = 1.
Observe that K2 is not a compact operator, but extends to a continuous map
L1(Rm, Qt(N,E(m0))) into L
2(Rm, Qt(N,F (m0))). The injectivity of σ
0
1(A)(v0)
now follows from the following proposition; its surjectivity, hence invertibility, then
follows by considering the adjoint of A.
Proposition 3.2. Let E,F be two Hilbert spaces and (x0, ξ0) ∈ R
m × Rm with
|ξ0| = 1. Moreover let A = op(a) ∈ L
0
cl(R
m,L (E,F )) and assume that there exists
a B ∈ L (L2(Rm, F ), L2(Rm, E)) such that
BA = Φ−K1 −K2,
where Φ = op(ϕ) ∈ L0cl(R
m,L (E)) with ϕ(0) = 1, K1 is a compact operator in
L2(Rm, E) and K2 induces a continuous operator L
1(Rm, E) → L2(Rm, E). Then
a(0)(x0, ξ0) is injective.
Proof. The proof is very similar to the one of Proposition 2.9. For simplifying
notation we again shall assume that E = F . Instead of the operator-family Sλ,
defined in (2.9), we shall now use Sλ ∈ L (L
2(Rm, E)), λ ≥ 1, defined by
(Sλu)(x) = λ
m/4eiλxξ0u
(
λ1/2(x− x0)
)
.
Similarly to Section 2.3.1 we can verify that these Sλ are isometric isomorphisms
and, for every u ∈ S (Rm, E),
i) S−1λ ASλu
λ→+∞
−−−−−→ a(0)(x0, ξ0)u in L
2(Rm, E),
S−1λ ΦSλu
λ→+∞
−−−−−→ ϕ(0)(x0, ξ0)u = u in L
2(Rm, E),
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ii) Sλu
λ→+∞
−−−−−→ 0 weakly in L2(Rm, E),
iii) Sλu
λ→+∞
−−−−−→ 0 in L1(Rm, E).
Now let us choose u ∈ S (Rm) such that ‖u‖L2(Rn) = 1 and define ue by ue(x) =
u(x)e with e ∈ E. We obtain
‖S−1λ ΦSλue‖L2(Rm,E) =‖S
−1
λ ((BA+K1 +K2)Sλue‖L2(Rm,E)
≤‖B‖L (L2(Rm,E))‖S
−1
λ ASλue‖L2(Rm,E)+
+ ‖K1Sλue‖L2(Rm,E) + ‖K2Sλue‖L2(Rm,E).
Passing to the limit λ → +∞, using i)–iii) from above, the left-hand side of the
latter inequality converges to ‖ue‖L2(Rm,E) = ‖e‖E, while the right-hand side tends
to ‖B‖L (L2(Rm,E))‖a
(0)(x0, ξ0)e‖E . We thus derive the estimate
‖a(0)(x0, ξ0)e‖E ≥
1
‖B‖L (L2(Rm,E))
‖e‖E ∀ e ∈ E,
which implies the desired injectivity. 
Also the results of Section 2.4 on the spectral invariance extend to the present
setting. Let us state this explicitly:
Theorem 3.3. Theorems 2.5, 2.11 and Corollary 2.12 remain valid, with obvi-
ous adaptations, in the framework of bisingular pseudodifferential operators from
Lµ,νcl (M ×N ;E,F ).
4. Operators of Toeplitz type
Assume we consider a class of operators that act in an associated scale of Sobolev
spaces and that in this class we can characterize the Fredholm property of an
operator by its ellipticity which, by definition, means the invertibility of certain
principal symbols associated with the operator. It is natural to pose the following
problem: Take an operator A˜ and two projections P0, P1 in that class of operators
(where projection means that P 2j = Pj), such that the compostion A = P1A˜P0
makes sense. The range spaces of the projections determine closed subspaces of the
Sobolev spaces. How can we characterize the Fredholm property of A, considered
as an operator acting between these closed subspaces?
This question has been answered in [14], in a quite general context of “abstract”
pseudodifferential operators. We shall apply these results here to the case of bisin-
gular pseudodifferential operators. We focus on the case of operators defined on a
product M ×N of compact manifolds, as described in the preceeding Section 3; an
analogous result also holds true for the class of global bisingular operators described
in Section 2.
Let E0 and E1 be two vector bundles over M ×N and Pj ∈ L
0,0(M ×N ;Ej , Ej),
j = 0, 1 be two projections. The range spaces
Qs,t(M ×N,Ej ;Pj) := Pj
(
Qs,t(M ×N,Ej)
)
, s ∈ R,
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are closed subspaces of Qs,t(M ×N,Ej). The principal symbols σ
0
0(Pj) and σ
0
1(Pj),
see (3.2) and (3.3), are projections when acting as bundle homomorphisms in
π∗MQ
s(N,Ej) and π
∗
NQ
s(M,Ej), respectively. Thus they determine subbundles
which we shall denote by
Qs(N,Ej ;Pj) ⊂ π
∗
MQ
s(N,Ej), Q
s(M,Ej ;Pj) ⊂ π
∗
NQ
s(M,Ej).
Note that these are bundles on S∗M and S∗N , respectively, that generally do not
arise as liftings from bundles over M and N , respectively.
Theorem 4.1. Let A˜ ∈ Lµ,ν(M×N ;E0, E1) and Pj projections as described above.
For A := P1A˜P0 the following assertions are equivalent:
a) A : Qs,t(M×N,E0;P0)→ Q
s−µ,t−ν(M×N,E1;P1) is a Fredholm operator
for some s ∈ R.
b) The following bundle homomorphisms are isomorphisms:
σµ0 (A) : Q
s(N,E0;P0) −→ Q
s−ν(N,E1;P1),
σµ1 (A) : Q
s(M,E0;P0) −→ Q
s−µ(M,E1;P1).
Moreover, the following two assertions are equivalent:
i) A : Qs,t(M ×N,E0;P0)→ Q
s−µ,t−ν(M ×N,E1;P1) is invertible for some
s, t ∈ R.
ii) There exists a B˜ ∈ Lµ,ν(M ×N ;E1, E0) such that AB = P1 and BA = P0
for B := P0B˜P1.
Proof. First of all let us observe that we may assume without loss of generality
that both bundles E0 and E1 are trivial bundles. In fact, due to Swan’s theorem,
there exists a bundle E′0 over M and such that E0 := E0 ⊕E
′
0 = M ×N × C
L0 for
some L0 ∈ N. Similarly, E1 := E1 ⊕ E
′
1 = M × N × C
L1 . Now we define the new
projections Pj =
(
Pj 0
0 0
)
∈ L0,0cl (M × N ; Ej , Ej), acting as Pj on sections in Ej
and as zero on sections in E′j . Similarly, we extend A˜ to A˜ ∈ L
µ,ν
cl (M ×N ; E0, E1).
Then Qs,t(M × N, Ej ;Pj) = Q
s,t(M × N,Ej ;Pj) and A can be identified with
A = P1A˜P0. Also the respective principal symbols can be identified with each
other.
Next, assuming that the Ej are trivial of fibre-dimension Lj, let us justify that
we may assume without loss of generality that µ = ν = s = t = 0. In fact, let
Λσ,ρj ∈ L
σ,ρ(M ×N ;Ej , Ej), σ, ρ ∈ R, be invertible with (Λ
σ,ρ
j )
−1 = Λ−σ,−ρj .
4 Then
the Fredholm property (respectively invertibility) of A is equivalent to that of
A′ := P ′1A˜
′P ′0 : Q
0,0(M ×N,E0;P
′
0) −→ Q
0,0(M ×N,E1;P
′
1),
where A˜′ := Λs−µ,t−ν1 A˜Λ
−s,−t
0 is of zero oder and both P
′
0 = Λ
s,t
0 P0Λ
−s,−t
0 and
P ′1 = Λ
s−µ,t−ν
1 P1Λ
µ−s,ν−t
1 are projections.
4Let λσ,ρ = (1−∆M )
µ/2 ⊗ (1−∆N )
ν/2 with the Laplacians on M and N , respectively. Then
let Λσ,ρj be the (Lj × Lj)-diagonal matrix with entries λ
σ,ρ.
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Following [14], let G := {(M×N ;E) | E trivial vector bundle over M ×N}, called
the set of admissible weights, and
Lµ(g) :=Lµ,µ(M ×N ;E0, E1),
g =
(
(M ×N ;E0), (M ×N ;E1)
)
∈ G×G
as well as
Hs(g) :=Qs,s(M ×N,E), g = (M ×N ;E) ∈ G.
Then the equivalence of a) and b) is just Theorem 3.12 of [14] (the assumptions are
satisfied due to the equivalence of ellipticity and Fredholm property, cf. Theorem
3.3 and Section 3.2), while the equivalence of i) and ii) is Theorem 3.9 of [14]. 
4.1. Order reductions. In this section we shall show the existence of bisingular
order reductions on a product of two closed manifolds. We shall need the following
lemma:
Lemma 4.2. Let µ > 0 and A ∈ Lµcl(M,C
L) be elliptic, symmetric and have scalar
principal symbol. Moreover, assume that A is positive, i.e.,
(Au, u)L2(M,CL) > 0 ∀ 0 6= u ∈ C
∞(M,CL).
Let P ∈ L0cl(M,C
L) be an orthogonal projection. Then
AP := PAP + (1− P )A(1 − P ) ∈ L
µ
cl(M,C
L)
is invertible with inverse belonging to L−µcl (M,C
L).
Proof. Since A has scalar principal symbol, AP has the same principal symbol
as A, hence is elliptic. Since P is orthogonal, AP is also positive. It remains to
observe that the spectrum of elliptic operators of positive order consists of isolated
eigenvalues only. Due to the positivity, 0 is not an eigenvalue of AP . 
Theorem 4.3. Let µ, ν ∈ R and E be a Hermitian vector bundle over M × N .
Then there exist operators A ∈ Lµ,νcl (M ×N ;E,E) and B ∈ L
−µ,−ν
cl (M ×N ;E,E)
such that AB = 1 and BA = 1.
Observe that it is sufficient to show this theorem in case µ, ν > 0. In fact, given
arbitrary µ, ν choose µ0, ν0 > 0 such that µ1 := µ + µ0 > 0 and ν1 := ν + ν0 >
0. Then choose A0 ∈ L
µ0,ν0
cl (M × N ;E,E) and A1 ∈ L
µ1,ν1
cl (M × N ;E,E) with
corresponding inverses B0 and B1. Then A := B0A1 ∈ L
µ,ν
cl (M × N ;E,E) and
B := B1A0 ∈ L
−µ,−ν
cl (M ×N ;E,E) are as desired.
Proof of Theorem 4.3. Let µ, ν > 0. As described in the beginning of the proof of
Theorem 4.1, we find a bundle E′ over M × N such that E ⊕ E′ = M × N × CL
with an orthogonal direct sum. Let P denote the orthogonal projection onto E
along E′; we consider P as an element of L0,0cl (M ×N ;C
L,CL). Then we have the
identification
Lµ,νcl (M ×N ;E,E) =
{
PA˜P | A˜ ∈ Lµ,νcl (M ×N ;C
L,CL)
}
,
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where PA˜P is considered as a map in (the identified spaces)
Qs,t(M ×N,E) = Qs,t(M ×N,CL;P ).
Now let Λ = Λµ,ν ∈ Lµ,νcl (M ×N ;C
L,CL) be as described in footnote 4. In partic-
ular, Λ is elliptic, symmetric and is positive, i.e.,
(Λu, u)L2(M×N,CL) > 0 ∀ 0 6= u ∈ C
∞(M ×N,CL).
Let ΛP := PΛP + (1−P )Λ(1−P ). By Lemma 4.2 (applied pointwise/fibrewise to
the principal symbols σµ1 (ΛP ) and σ
ν
2 (ΛP ) of ΛP ), one sees that ΛP ∈ L
µ,ν
cl (M ×
N ;CL,CL) is elliptic. Moreover, ΛP is symmetric and positive. Since the spectrum
of elliptic bisingular pseudodifferential operators of positive order(s) consists of
isolated, positive eigenvalues (due to the compact embedding of Sobolev spaces of
positive order(s) into L2), and due to the spectral invariance of bisingular operators,
we conclude that ΛP is invertible with inverse in L
−µ,−ν
cl (M × N ;C
L,CL). Then
A := PΛPP = PΛP induces isomorphisms Q
s,t(M ×N,CL;P ) → Qs−µ,t−ν(M ×
N,CL;P ), i.e., Qs,t(M ×N,E)→ Qs−µ,t−ν(M ×N,E). Now, due to Theorem 4.1,
there exists a B = PB˜P with B˜ ∈ L−µ,−νcl (M ×N ;C
L,CL) such that AB = BA =
P , hence AB = BA = 1 on any Qs,t(M ×N,CL;P ) = Qs,t(M ×N,E). 
5. Appendix: A remark on vector bundles over product spaces
Let E be a vector bundle overM ×N , the product of two smooth closed manifolds.
For every m ∈M we define an embedding of N into M ×N by
ιm : N →M ×N, n 7→ (m,n)
and we denote by E(m) := ι∗mE be the corresponding pull-back of E to N .
Proposition 5.1. For every m ∈M exists an open neighborhood U ⊂M such that
E|U×N ∼= U × E(m) (diffeomorphism between smooth manifolds).
Proof. By Swan’s theorem we may assume that E is a subbundle of M ×N × CN
for some N ∈ N. Hence there exists a function p ∈ C∞
(
M × N,L (CN )
)
taking
values in the projections of CN and such that
E(m,n) =
{(
m,n, p(m,n)v
)
| v ∈ CN
}
, E(m)n =
{(
n, p(m,n)v
)
| v ∈ CN
}
are the fibres of E over (m,n) and of E(m) over n, respectively. Now let m0 ∈ M
be fixed. Define ϕ ∈ C∞
(
M ×N,L (CN )
)
by
ϕ(m,n) = p(m0, n) + (1− p)(m,n).
Since ϕ(m0, n) = 1 for every n and since N is compact, we find an open neighbor-
hood U0 of m0 such that ϕ(m,n) ∈ L (C
N ) is an isomorphism for every (m,n) ∈
U0×N . In particular, ϕ induces a bundle isomorphism Φ in U0×N×C
N . Moreover,
Φ(E(m,n)) = {m} × E(m0)n, (m,n) ∈ U0 ×N.
In fact, since both sides have the same dimension, this follows if the left-hand side
is a subset of the right-hand side. However, this is true, since ϕ(m,n)p(m.n)v =
20 MASSIMO BORSERO AND JO¨RG SEILER
p(m0, n)p(m,n)v ∈ im p(m0, n) for every v ∈ C
N . In other terms, we have verified
that Φ : E|U0×N → U0 × E(m0) diffeomorphically. 
Corollary 5.2. Let M be connected and m0 ∈M be fixed. Then:
a) E(m) is isomorphic to E(m0) for every m ∈M .
b) E is a fibre bundle over M with typical fibre E(m0).
Proof. For a) denote by V the set of all m ∈ M such that E(m) ∼= E(m0). By
Proposition 5.1 both V and M \ V are open subsets of M . Since m0 ∈ M and M
is connected, M \ V must be empty, hence V = M . Clearly, b) follows from a) and
Proposition 5.1. 
In the following let Qs(N,F ) denote the standard L2-Sobolev space of order s of
sections in the vector bundle F over N . This is a separable, infinite dimensional
Hilbert space.
Corollary 5.3. Let m0 ∈M be fixed (and M not necessarily connected). Then
Qs(N,E) := ∪
m∈M
{m} ×Qs(N,E(m))
is a Hilbert space bundle over M with typical fibre Qs(N,E(m0)).
Proof. Let M0, . . . ,Mk be the connected components of M and fix points mi ∈
Mi. Corollary 5.2 implies that Q
s(N,E)|Mi is a bundle over Mi with typical fi-
bre Qs(N,E(mi)). It remains to observe that any Q
s(N,E(mi)) is isomorphic to
Qs(N,E(m0)), since all these spaces are isomorphic to ℓ
2(N), for example. 
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