Abstract Electronic devices may undergo attacks going beyond traditional cryptanalysis. Side-channel analysis (SCA) is an alternative attack that exploits information leaking from physical implementations of e.g. cryptographic devices to discover cryptographic keys or other secrets. This work comprehensively investigates the application of a machine learning technique in SCA. The considered technique is a powerful kernel-based learning algorithm: the Least Squares Support Vector Machine (LS-SVM). The chosen side-channel is the power consumption and the target is a software implementation of the Advanced Encryption Standard. In this study, the LS-SVM technique is compared to Template Attacks. The results show that the choice of parameters of the machine learning technique strongly impacts the performance of the classification. In contrast, the number of power traces and time instants does not influence the results in the same proportion. This effect can be attributed to the usage of data sets with straightforward Hamming weight leakages in this first study.
Introduction
Security in electronic devices must not only rely on cryptographic algorithms proven to be mathematically secure. An attacker may use information leaked from side-channels [14] resulting from physical implementations. This is called sidechannel analysis (SCA) and it may endanger the overall security of a system. The ever increasing demand for security on a number of applications, including the internet of things, financial transactions, electronic communications, and data storage, should drive designers to strongly consider the possibility of physical attacks in addition to attacks on cryptographic algorithms, as most of these applications require the use of embedded devices.
In cryptography, SCA usually aims at revealing cryptographic keys. The underlying hypothesis for SCA assumes that physical observables carry information about the internal state of a chip implementing some cryptographic algorithm. In this context, useful key-related information can often be obtained from side-channels such as processing time [13] , power consumption [14] , and electromagnetic emanation [8, 17] .
In this work, we focus on power analysis. Given a set of power traces measured from a chip implementing a cryptographic algorithm, the ultimate goal is to tell which cryptographic key has been processed internally. This problem is frequently addressed using a divide-and-conquer approach. This approach breaks down a problem into practically tractable sub-problems. For example, parts of the cryptographic key, also known as subkeys, may be attacked at a time. Each attack may be formulated as a classification problem intending to discover which subkey is linked to a given power trace.
Machine learning [16] is often used to solve classification and regression problems. Machine learning concerns computer algorithms that can automatically learn from experience. As a number of SCA-related problems can be formulated as classification problems, it turns out that machine learning represents a potential, useful tool for SCA.
Machine learning techniques have already been applied in cryptanalysis [19] . Furthermore, Backes et al. [2] used machine learning techniques for acoustic side-channel attacks on printers. To the best of our knowledge, there has not been further thorough investigation on the application of machine learning techniques in SCA.
This contribution lies in the context of profiled attacks, such as Template Attacks (TAs) [5] . These attacks comprise two phases: profiling and classification. In machine learning terms, these phases are respectively known as training and testing. In TAs, multivariate Gaussian templates of noise within power traces are generated either for all possible subkeys or for the results of some particular function involving them. Subsequently, power traces are classified under a maximum likelihood approach. The TA is regarded as the strongest form of side-channel attack possible in an information theoretic sense [5] . Although TA can be seen as a machine learning technique, we refer to TA and machine learning techniques separately in this work.
In our work, the machine learning technique used is the Least Squares Support Vector Machines (LS-SVMs) [20] , which is a kernel-based learning algorithm. LS-SVM classifiers have achieved considerable results in comparison to other learning techniques, including standard SVM classifiers, for classification on 20 public domain benchmark data sets [9] .
We trained LS-SVM classifiers by supervised learning. In the training phase, a number of power traces were provided to the classifier to teach it the most important features of the data set. In the testing phase, one unseen power trace was presented to the classifier at a time.
To get insight into the behavior of all the LS-SVM parameters, we focused on binary classification problems. Artificial data were created based on power traces extracted from a software implementation of the Advanced Encryption Standard (AES) without countermeasures. We considered one single S-Box lookup. In this first study, there was no actual key recovery yet.
Three experiments were conducted. We first investigated the influence of changing the parameters of the LS-SVM classifiers to learn their effects. Analyses varying both the numbers of power traces and their components (time instants possibly preprocessed) were also performed. In addition, we examined the impact of three feature selection techniques [Pearson correlation coefficient approach for component selection [18] , sum of squared pairwise t-differences (SOST) of the average signals [10] and principal component analysis (PCA) [12] ] and one preprocessing technique (outliers removal).
Our approaches were compared to TAs in terms of effectiveness to provide a known reference. TAs strongly rely on parametric estimations of Gaussian distributions. Machine learning techniques are able to bypass restrictive assumptions about probability density distributions. This paper is organized as follows: Sect. 2 describes the feature selection techniques used in this work. In Sect. 3, our selected machine learning technique is explained. The results of the experiments are presented in Sect. 4. The preprocessing technique is also explained in this section. Section 5 presents the conclusions. Section 6 is dedicated to future work.
Feature selection
Generally, machine learning approaches make use of a preliminary step before tackling the classification problem to be solved. This step is called feature selection. It filters out and/or preprocesses the components of a given data set in order to extract the intrinsic parts of the data containing the most relevant pieces of information under some criteria. The two main advantages of using the feature selection step are (1) it allows for the reduction of the computational burden of classifiers with respect to processing and memory issues; and (2) it avoids confusing or teaching the wrong features of the data to the classifier. High-dimensional data can prevent classifiers from working in practice.
Power traces have thousands or millions of samples in time, which are here regarded as components. In this work, each component is represented by t. Many of them do not carry relevant information related to the targeted subkeys. They rather represent noise and ideally should not be presented to the classifier.
The following sections are presented: the Pearson correlation coefficient approach for component selection (mostly used in this work); the SOST of the average signals; and the PCA.
Pearson correlation coefficient approach
A straightforward way to select the N most relevant components of the power traces concerns finding the N points which have the largest correlations with respect to a function of the targeted subkey, as shown by Rechberger and Oswald [18] .
The Pearson correlation coefficient is given by
where cov(·, ·) represents the covariance, var(·) represents the variance, x(t) is the vector with the component t of all power traces in the training set, and y is a vector containing the target values.
Sum of squared pairwise T-differences (SOST)
Chari et al. [5] originally proposed the following method to choose the most relevant components of the power traces, as part of TAs: let M i be the statistical average of the power traces associated with the subkey i, i = 1, . . . , S. The N most relevant components would be those at which large differences show up after computing the sum of pairwise differences between the average signals M i . Gierlichs et al. [10] showed that this feature selection method was not optimal. Better results were achieved using the SOST of the average signals. SOST is based on the T-Test-a statistical tool to distinguish signals. The T-Test is expressed by the following ratio:
The denominator of the formula weights the difference between M i (t) and M j (t) according to the variabilities σ 2 i (t) and σ 2 i (t), in relation to the number of signals n i and n j associated with the sets i and j. Equation (1) can also be seen as an analogy to the signal-to-noise ratio, in which the difference between the averages is the signal and the denominator is a measure of dispersion, being interpreted as noise. This noise may make the distinction between the distributions with averages M i (t) and M j (t) hard, but it should vanish if n i and n j are large.
The most relevant components will be those at which the SOST,
presents the N highest peaks.
Principal component analysis (PCA)
Principal component analysis [12] is a well-known orthogonal, non-parametric transformation that provides a way to efficiently select relevant information from data sets. The core idea is to compute a new basis that better expresses the data set, revealing its intrinsic structure. By assuming linearity, the set of new plausible bases is significantly reduced and the problem turns into finding an appropriate change of basis. PCA also assumes that mean and variance are sufficient statistics.
Presuming that the directions with largest variances contain most relevant information, PCA sorts the transformed, most important components of a vector with regard to their variances.
In addition to maximizing the signal, measured by the interclass variance, PCA also intends to minimize the redundancy within components of the data set. This can be achieved by setting all off-diagonal terms of the covariance matrix of the transformed data to zero, making the components uncorrelated to each other.
After estimating the covariance matrix C of the original data set x ∈ R M , where M is the number of components of x, the N < M eigenvectors related to the largest eigenvalues λ t from the eigenvector decomposition Cu t = λ t u t should be selected. The transformed, lower dimensional variable will be given by z t = u T t (x t − μ t ), t = 1, . . . , N , where μ t is the mean of the t-th component of x. The error on the new data set resulting from the dimensionality reduction is determined by M t=N +1 λ t . For the transformed variable, t does not have a time connotation anymore.
Classification
The classification technique used in this work is the LS-SVM. LS-SVM tackles linear systems rather than solving convex optimization problems, typically quadratic programs, as in standard support vector machines (SVM) [7] . This is done by both introducing a least squares loss function and working with equalities, instead of the intrinsic inequalities of SVM formulations. One advantage of this reformulation is complexity reduction.
(LS-)SVM classifiers are originally formulated to perform binary classification. In the training phase, the (LS-)SVM classifier constructs a hyperplane in a high-dimensional space aiming to separate the data according to the different classes. This data separation should occur in such a way that the hyperplane has the largest distance to the nearest training data points of any class. These particular training data points define the so-called margin.
Let
. . , n} be a training set, where x k and y k are, respectively, the k-th input (power trace after feature selection) and output (subkey-related) patterns.
The classifier in the primal weight space takes the following form:
where sign(x) = −1 if x < 0, else sign(x) = 1, and ϕ(x) : R N → R N f maps the N -dimensional input space into a higher, possibly infinite, N f -dimensional space. Both the weights w ∈ R N f and bias b ∈ R are parameters of the classifier. These parameters can be found by solving the following optimization problem having a quadratic cost function and equality constraints:
which is a modification of the basic SVM formulation. In Eq. (2), e = [e 1 , . . . , e n ] T is a vector of error variables, tolerating misclassification, and γ is the regularization parameter, determining the trade-off between the margin size maximization and the training error minimization. After constructing the Lagrangian,
and taking the conditions for optimality, by setting
the classifier formulated in the dual space is given by 
The solution is unique when the matrix corresponding to the linear system has full rank. According to Mercer's theorem [1] , a positive definite K guarantees the existence of the feature map ϕ, which is often not explicitly known.
From ∂L ∂e k = 0, we have α k = γ e k , meaning that the support values are proportional to the errors corresponding to the training data points. As α k = 0, k = 1, . . . , n, every data point is a support vector, implying lack of sparseness. High α k values suggest high contributions of training data points on the decision boundary created by the classifier to distinguish the different classes.
Practicalities
Roughly, when working with (LS-)SVMs one usually chooses the kernel K between the linear kernel,
and the radial basis function (RBF) kernel,
where ||·|| 2 is the L 2 -norm and σ 2 ∈ R + is a parameter to be chosen. Other kernel options, such as the polynomial kernel and the multilayer perceptron (MLP) kernel, are beyond the scope of this work.
Kernel-based models usually depend on parameters controlling both their accuracies and complexities. When using linear kernels, the only parameter to be tuned is γ . If γ → 0, the solution favors margin maximization, putting less emphasis on minimizing the misclassification error. RBF kernels require tuning an additional parameter σ 2 , which is directly related to the shape of the decision boundary.
Considering RBF kernels, both parameters γ and σ 2 should be optimized for the classifier to maximize the success rates concerning the analysis of unknown power traces from the testing data set. A combination of a cross-validation and a grid search algorithm is recommended in the literature [20] for parameter tuning. Cross-validation can help preventing overfitting. However, its computation may be computationally costly.
Many classification problems have more than two classes. As (LS-)SVMs are designed to perform binary classification, a typical approach to cope with a multi-class problem is to split the problem up into binary classification problems using some coding technique. For example, a multiclass problem comprising p classes may be broken down into log 2 p binary classification tasks. Subsequently, the results of the binary classifiers should be combined to reconstruct a valid result for the original multi-class problem. In this work we only deal with binary classification problems.
Results
This section investigates the potential that LS-SVMs have to work as robust power traces analyzers. We chose to get started with a thorough investigation on the machine learning technique behavior. To this end, several tests were performed using both linear and RBF kernels. We are one step behind of the actual discovery of cryptographic subkeys. In this work, our attacks distinguish between two different classes related to the output of one AES S-Box.
Experimental settings
Preliminary tests were performed on real measurements from an implementation consisting of the subpart of the AES algorithm composed by the XOR between an 8-bit subkey and the input word, followed by the application of one S-Box. The LS-SVM supervised learning classifiers have been implemented using the LS-SVMlab1.7 [4] .
Our data set contains 5,000 power traces with 2,000 components each. In this work, attacks distinguish only between two different classes, to help us initially build a solid understanding about the techniques involved. These two different classes were chosen in three ways.
The first two approaches considered the relationship between the power traces and the internal state of the cryptographic algorithm to be represented by the Hamming weight model [15] . The threshold approach divided the data set into two classes depending on the Hamming weights of the outputs of the S-Box (less than or greater than 4). The intercalated approach divided the data set depending if the Hamming weights were even or odd. The third approach, named bit(4), focused on the fourth least significant bit of the output of the S-Box, since it was the bit leaking more information. Both intercalated and bit(4) approaches were created so that their classes would not be as trivially separable as those from the threshold approach.
In the training phase, a number of inputs from the training set were provided to the classifier to teach it the most important features of the data set. In the testing phase, one input of the test set was presented to the classifier at a time. Success rates were calculated as percentages of correct classifications among the power traces from the test sets. Section 4.2 investigates the impact that the variation of the parameters γ and σ 2 have on the success rates. In Sect. 4.3, we analyzed the influence of varying both the numbers of traces and components on the classification. The most relevant components of the power traces were selected by the Pearson correlation coefficient approach in these two sections. Lastly, Sect. 4.4 examined whether removing outliers or using either the SOST or PCA feature selection techniques, instead of the Pearson correlation coefficient approach, would increase the success rates. All these sections provide a brief comparison of our results to TAs in terms of effectiveness.
Influence of the LS-SVM parameters
In this part, the training and test sets comprised, respectively, 3,000 and 2,000 power traces. At first, only two components, out of 2,000, were selected by picking those having the largest Pearson correlation coefficients and not belonging to the same clock cycle. Working with two-dimensional inputs allowed visualization of the decision boundaries created by the classifiers with respect to the components.
The parameters γ and σ 2 , in case of using the RBF kernel, assumed the following values: 0.1, 1 and 10. After analyzing all their combinations, we verified that the success rates for the threshold approach were as high as 99.3%, regardless of the type of kernel used. This is because the classes assigned by the threshold approach are easily distinguishable.
The intercalated approach led to results sensitive to both the type of kernel and the tuning parameters. When using RBF kernels, the success rates showed a direct relation to σ 2 . Success rates as high as 99.0%, 94.0% and 82.7% were achieved for σ 2 = 0.1, 1 and 10, respectively. Although γ did not influence the results as much as σ 2 , high values of γ slightly increased the results. Linear kernels yielded success rates around 49.9%, performing as well as random guesses. The reason behind this is that a linear function cannot separate nonlinear, intercalated data.
The bit(4) approach achieved success rates of 74.0%, regardless of both the kernel type and the values of the tuning parameters. These results, despite being worse than those from both the threshold and intercalated approaches, are yet clearly better than random, considering that only one out of eight bits from the output of the S-Box was taken into account.
Figures 1, 2 and 3 show how the classification in the threshold, intercalated and bit(4) approaches, respectively, occurs in relation to the tuning parameters. The horizontal and vertical axes are, respectively, the two considered power traces components. Figures 1, 2 and 3a present the two classes for each approach: the square-shaped points belong to one class, whereas the circle-shaped points belong to the other class. Figures 1, 2 and 3b concern the decision boundaries (dark lines scattering the space in two regions: light and dark colored) of the linear kernel-based classifiers for γ = 1. Varying γ for the linear kernel does not influence the decision boundary considerably. Figures 1, 2 and 3c-f concern the decision boundaries of the RBF kernelbased classifiers for the combinations of γ ∈ {0.1, 10} and σ 2 ∈ {0.1, 10}.
We verified that underfitting arises for low values of γ , while overfitting occurs for high values of γ . This conclusion is supported by Eq. (2). When using the RBF kernel, low values of σ 2 make the decision boundary fit the data, while high values of σ 2 spread the decision boundaries.
Particularly, the orientations of the decision boundaries shown in Fig. 2d for γ = 0.1 and σ 2 = 10 seem counterintuitive. The reason behind this is twofold: (1) the low value of γ favored underfitting; and (2) the relatively high value of σ 2 favored the spread of the decision boundary in the wrong direction, which has been poorly chosen due to underfitting. However, as γ increases, the direction of the decision boundaries tend to fit the orientation of the data more suitably, as shown in Fig. 2f in comparison to Fig. 2d .
TAs using two templates led to success rates of 99.6%, 50.3%, and 73.7% for the threshold, intercalated, and bit(4) approaches, respectively. Except for the intercalated approach, results were similar to those obtained with LSSVMs using RBF kernels. Results on the intercalated approach were poor, as in LS-SVMs with linear kernels. The Gaussian-based templates did not fit well the distributions of the intercalated data. This was because the intercalated data were actually drawn from a Gaussian mixture.
Varying the number of traces and components
Since the classes defined by the threshold approach are trivially separable, this section deals only with the intercalated and bit(4) approaches. The first part of the experiments consisted in varying the number of power traces within the training and test sets. Out of 5,000, 4,000, 3,000, 2,000, 1,000, and 500 randomly chosen power traces, 70% were assigned to the training set and the remaining were assigned to the test set. The parameters γ and σ 2 were kept constant. For the intercalated approach: γ = 10 and σ 2 = 1. For the bit(4) approach: γ = 1 and σ 2 = 0.1. Interestingly enough, the results did not vary noticeably when contrasted with those from Sect. 4.2. However, in the bit(4) case, the success rates dropped approximately 10% when using the minimum number of power traces, though. For these first experiments with binary classification problems a relatively small amount of power traces seemed to be enough, as far as the relevant components of the power traces have been selected. TAs behaved likewise.
The second part of the experiments in this section attempted to raise the success rates (SR) in the bit(4) approach by increasing the number of components. Table 1 shows the result for γ = 1 and σ = 0.1 using, respectively, 3,500 and 1,500 power traces for the training and test sets.
When using the RBF kernel, the success rates dropped as more components were included. It means that the added components did not bring additional, valuable information to the classifier. On the other hand, they represented noise, making the classification task even harder. The contemplation of a search method for more suitable parameters may help improve the results. In both the linear kernel and TA cases, the success rates did not vary as a function of the considered number of components.
Outliers removal, SOST and PCA
In this part, we examined whether removing outliers or using either the SOST or PCA feature selection techniques, instead of the Pearson correlation coefficient approach, would increase the success rates.
Traces were drawn as outliers if the value of one of its selected components subtracted by the mean of this component yielded a value larger than 2.7 times the related standard deviation. The threshold 2.7 was chosen ad hoc. It assured 99.3% of data coverage. Still focusing on the bit(4) approach, this preprocessing technique did not improve the previous results.
Concerning the SOST, even with this feature selection technique not choosing exactly the same components as those from the previous section, the success rates also did not change in comparison with the prior results.
The scenario did not change remarkably when using PCA either. By keeping the features representing more than 98.0% of the variance of all the features, the results remained similar to the ones from Sect. 4.2. When saving, respectively, 98.0%, 99.0%, and 99.5% of the variance, the number of selected features were 4, 5, and 7, respectively.
Conclusions
Side-channel analysis is a powerful and feasible way of attacking secure systems. In this novel work, we started a comprehensive study on the application of machine learning in SCA. One of the main motivations to use machine learning techniques is their outstanding results in different domains.
We focused on power analysis. Power traces often leak meaningful amounts of information about the processed cryptographic key. Power traces extracted from a software implementation of the AES without countermeasures were used for initial analysis. To help us better understand the behavior of the machine learning technique, we created three simple arrangements of class distributions: threshold, intercalated, and bit (4) . All of them contained two different classes.
In this work, we chose the LS-SVM as our classification technique. We performed three experiments. Firstly, experiments examining the influence of the parameters of the machine learning technique on the accuracy of the classifiers were performed on data sets with obvious Hamming weight leakage. Secondly, we investigated the consequences of varying both the number of traces and their components. Thirdly, we ran tests considering feature selection (Pearson correlation coefficient approach, SOST and PCA) and preprocessing (outliers removal) techniques. The results were compared to the relatively simple, strong and well-known TAs.
The success rates obtained in the threshold approach were high regardless of the type of kernel used, mainly because the data set was easily separable. Results for the intercalated approach showed that the RBF kernel is more suitable for nonlinear problems. Since the choice of the LS-SVM parameters directly affected the results, applying an automatic parameter tuning technique should be considered in future works.
The influence of varying the number of power traces for training could only be noticed when using as few as 500 power traces, which yielded lower success rates. When increasing the number of components of the inputs of the classifiers, the results got worse due to lack of valuable information within the additional components. Likewise, the application of a preprocessing technique did not contribute. All the feature selection techniques inspected in this work performed similarly.
TAs performed similarly to LS-SVM classifiers using linear kernels. This similarity was clarified in the analysis on the intercalated approach, which generated comparable (poor) results for both LS-SVM classifiers with linear kernels and TAs. LS-SVM classifiers with RBF kernels were able to produce reasonable results in the intercalated approach. They outperformed TAs in this case.
Future works
LS-SVM It would be interesting to look further at the functioning of kernel-based learning algorithms. It may be that other possibly tailored kernels improve the results. As a short reminder, the kernel is responsible for mapping the data into a feature space to facilitate the distinction between different classes.
Efficiency comparison Future works should include an assessment of the efficiency of machine learning approaches in comparison to TAs. We observed that LS-SVMs are significantly heavier than TAs, especially in the training phase. This observation is likely to hold for other elaborated machine learning techniques.
Other cryptographic algorithms and implementations Any implementation of any cryptographic algorithm may be attacked. The more attacks are performed, the more can be learned about using machine learning techniques in SCA. Here the attacker is free to attack either software or hardware implementations of cryptographic algorithms such as the AES, 3DES, etc.
Attacks on protected implementations A more realistic attack scenario should consider attacks on protected implementations. Some designers make use of countermeasures such as masking [6] , for instance. Also, more noisy data should be considered.
Other machine learning techniques One is basically free to use any off-the-shelf machine learning technique or even some other approach. Examples of other machine learning techniques include artificial neural networks [3, 11] . Machine learning techniques that learn in an unsupervised way (by not making use of any labeled data, e.g. clustering) are able to perform non-profiled attacks, which were out of the scope of this work.
