to left or right by itself to reveal food, most push it in the same direction themselves on their first attempt. Such affordance learning may have played a role in the behavior of one rook in the original study [15] which dropped stones down the tube after seeing another bird do so. Again, further tests are called for.
It is always easier to explain animal behavior anthropomorphically, as reflecting human-like concepts or understanding, than to imagine other ways of responding to observable cues. The deconstructionist approach to 'insightful behavior' in the present study [4] makes a noteworthy advance, but more remains to be done to analyse the processes underlying the birds' novel use of stones in this and earlier [15, 16] studies. Manipulating experience with stones or other relevant objects prior to the experiment should be part of these investigations as by itself no amount of learning about the apparatus in the absence of stones will explain why the birds then bring and use stones. New Caledonian crows are uncommon in laboratories, as reflected by the small number of animals in the present study [4] . The fact that members of at least one more readily available species, rooks, behave similarly with tools should make such projects practical. 12 [1] . The SIN also collaborates with the anillin-related protein mid1p to promote contractile ring assembly early in mitosis [2] . Two long-standing questions in the field are what activates the SIN at the end of anaphase and how it is turned off after the completion of cytokinesis; a recent study [3] of a fission yeast protein known as etd1p suggests some answers. SIN signalling originates from the spindle pole body (SPB), and is modulated by the nucleotide status of the GTPase spg1p ( Figure 1A ). This is regulated in part by the GTPase-activating protein (GAP) cdc16p, with which spg1p interacts through a scaffold protein, byr4p. SIN proteins segregate asymmetrically during mitosis ( Figure 1B ). SPB duplication in S. pombe is conservative, generating distinguishable 'old' (o-) and 'new' (n-) SPBs [4] . Spg1p interacts with cdc7p during mitosis, initially on both SPBs, where low levels of byr4p, but not cdc16p, are also present. During anaphase B, the cdc7p signal at the oSPB grows fainter while the nSPB becomes brighter, reaching a maximum as the SPBs approach the cell tips. The signals of the GAP proteins also increase in intensity throughout anaphase, but at the oSPB [5] . To date, no role has been ascribed to this asymmetric protein distribution.
Etd1p was proposed previously to provide a link between the contractile ring and the SIN [6] . Loss of etd1p function produces a multinucleate SIN-mutant phenotype and it is required to maintain the SIN in an active state [6] . Etd1p is essential [6] , but only at low temperatures [3] . Epistasis analysis suggests the etd1p acts upstream of spg1p [3] , or in a feedback loop [6] . GFP-tagged etd1p is located at the cell tips in interphase and during the early stages of mitosis. A medial cortical band is also seen early in mitosis. At the end of anaphase, when the SIN is presumed to be activated for cytokinesis, the GFP-etd1p signal disappears from the cortex and then localises at the division site during septation [3, 6] ; this may depend upon SIN activity. Strong overexpression of etd1p produces a SIN phenotype [6] , in part by sequestration of spg1p [3] ; moderate expression of GFP-etd1p will permit cytokinesis when SIN activity is reduced, or spindle extension is compromised [3] . Etd1 mRNA accumulates periodically, peaking in late G2/mitosis; this periodicity is reflected in the steady-state level of etd1p-HA (a tagged form of etd1p), which is degraded at the end of cytokinesis [6] .
What Activates the SIN at the End of Anaphase? Broadly, the new study [3] suggests that, as the spindle poles approach the cell tips, the proximity to etd1p localised there increases the amount of cdc7p and results in activation of the SIN (Figure 2 ). At present, the mechanism underlying the increase of nSPB cdc7p signal during anaphase remains unresolved; for example, it is not known whether the total amount of spg1p and/or spg1-GTP increases at the nSPB. Another important parameter that might contribute to changes in the level of cdc7p at the nSPB is the rate of protein turnover at the SPBs.
It is noteworthy that, in the budding yeast Saccharomyces cerevisiae, the residence time of proteins of the mitotic exit network (MEN) -the budding yeast counterpart of the SIN -at the SPBs affects their steady-state levels at the SPB during anaphase [7] and in response to spindle orientation [8, 9] . Etd1p shows homology to CDC25-related GEF-domains; but although etd1p has been shown to bind spg1p in vitro, no GEF activity has been demonstrated [3] . The mechanism by which etd1p activates the SIN remains to be determined. An interesting parallel can be drawn between the behaviour of etd1p and that of Lte1p in the MEN; in S. cerevisiae, Lte1p is only required for mitotic exit at low temperatures, and it also contains a GEF domain, though this is not required for the protein's essential function [10] .
Turning the SIN off after Cytokinesis
The SIN must be turned off after completion of cytokinesis to prevent additional rounds of septation. Simultaneous visualisation of cdc7p and a contractile ring protein reveals a correlation between contractile ring closure and removal of cdc7p from the nSPB [3] . Examination of S. pombe dikaryons [11] revealed that when one daughter cell inherits both nSPBs, SIN inactivation still occurs when the contractile ring closes; in contrast, cdc7p remains for longer on the nSPBs after ring closure if each cell acquires both a nSPB and an oSPB. Interestingly, GFP-etd1p behaves asymmetrically after cytokinesis; the steady-state level of GFP-etd1p decreases in the cell that inherited the nSPB, and increases in the other.
Taken together, these data prompt the authors [3] The size of the green dots reflects the intensity of the cdc7p signal (green) and reassembled GAP (red). Note that the signals become more intense through anaphase. The first cell at the top shows a cell in metaphase: cdc7p is present at both SPBs and the GAP has been disassembled. The second and third cells show that, during early anaphase B, the SPBs already show different constellations of proteins, and the signals grow brighter as the SPBs approach the tips. For the nSPB, this is proposed to be due to an etd1-dependent increase in the level of spg1-GTP. In the fourth cell, the spindle has broken down and the contractile ring is contracting, etd1p is found in the cytoplasm and at the division septum (black bar in the medial region). An equilibrium exists between etd1p stimulating the SIN and SIN-dependent inactivation of etd1p. In the fifth and sixth cells, etd1p is no longer being made, SIN activity inactivates the remaining etd1p, and then decays as etd1p is required for SIN activity. Etd1p is represented in blue, as a gradient from the cell tips. The blue arrow indicates etd1 activation of the SIN, the black T represents SIN inhibition of etd1p activity.
signalling is important for timely SIN resetting (Figure 2) . Globally, their model proposes that etd1p is required for SIN activation, but that the active SIN in its turn inactivates etd1p, perhaps by promoting its degradation. During anaphase, the balance initially favours etd1p, and it promotes an increase in SIN activity. At the time of septum formation when etd1 expression declines [6] , the active SIN gains the upper hand, and etd1p activity declines. As etd1p is required for SIN activity, SIN signalling from the nSPB is auto-extinguishing (Figure 2) . The APC/C subunit nuc2p has been implicated in resetting the SIN [12] ; it will be of interest to determine whether it is involved in the degradation of etd1p.
The new paper [3] shows that cells expressing elevated levels of GFP-etd1p retain some cdc7p on the nSPB after cleavage, consistent with a delay in resetting the SIN. Filming of dikaryons suggests that SIN asymmetry is required for the differential changes in etd1p level that are observed in the daughter cells. The mechanism whereby closure of the contractile ring is coupled to SIN inactivation remains to be elucidated. This study does not address what establishes the initial SIN asymmetry in anaphase B, though cdk inactivation is clearly important [13, 14] . In SIN mutants, the GAP remains asymmetric [15, 16] , suggesting that the establishment of SIN protein asymmetry is mediated via the GAP, though this remains conjectural.
In summary, this paper [3] sheds new light on SIN regulation and builds upon the earlier proposition [6] that etd1p degradation could be coupled to SIN inactivation, incorporating a role for the mitotic asymmetry of the SIN proteins. Understanding how the mutual regulation of etd1p and the SIN works will be of great interest. We speculate that if etd1p activates the SIN, then perhaps the contractile ring-dependent medial pool of GFP-etd1p observed in early mitosis [6] contributes to the SIN's early mitotic activity in contractile ring formation.
Finally, we note that the observation that the progeny of a single division differ with regard to their treatment of GFP-etd1p provides another instance of an asymmetric event in the 'symmetric' fission yeast cell, which include the regulation of mating-type switching [17] , maturation of spindle pole bodies over two cell cycles [4] , and the growth pattern and segregation of cell polarity factors [18] . It will be of interest to determine whether the SPB inherited by a cell affects any other aspects of its biology. Circadian Clocks: Evolution in the Shadows As scientists, we strive for highly controlled conditions. The real world, however, is noisy. Complex networks are a coping mechanism for an erratic environment.
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The field of genetics has elaborated a multitude of partially defined complex networks. An excellent example is the molecular mechanism driving the circadian biological clock (Figure 1) . The clock is a fundamental process that permeates biology at all levels, creating a temporal structure that serves to anticipate what is needed by the cell and the organism, and when. Originally characterized as a simple, single feedback loop, the molecular circadian network is presently described as a collection of transcription factors that form interlocked loops [1] . In an attempt to understand the inherent complexity of the circadian clock, a group of systems biologists, as reported in this issue of Current Biology, has applied (relatively) unbiased iterative modeling to the
