Abstract-Overload control requires different scheduling policies in different application scenarios. In this work, we propose an API that allows the programmer to choose and program scheduling policies in the specific setting of a staged eventdriven architecture. Through the study of various scheduling policies, we have extracted common requirements and built an interface that allows developers to build and combine scheduling controllers. The implementation is specific to the Leda eventdriven architecture, but the same model could be applied in other systems with similar needs. Using this interface, we have built controllers for a set of scheduling policies, and we report the results of experiments with these policies in two Leda applications with different load profiles.
I. INTRODUCTION
It is often the case that servers must deal with abrupt variations in demand. This makes it necessary to employ some form of workload control that can dynamically adjust the available resources in order to avoid service degradation.
The staged event-driven architecture (SEDA) [1] has been receiving attention along the last years for its hybrid model, which combines threads and events. This combination allows systems to adapt gracefully to changes in load conditions. The original architecture included a specific policy that adjusted the number of threads working on each stage to deal with demand variations. However, different execution environments, as well as different application characteristics, may require different strategies for handling this variation. This was extensively explored in Gordon's work [2] , which showed the behavior of several scheduling strategies on a set of stagebased applications.
In stage-based middlewares, a controller component is responsible for implementing policies for scheduling threads and dealing with demand variations. Conventionally, the controller is a pre-defined software artifact, and modifying this component requires rebuilding the middleware. This is not convenient when the programmer needs to experiment with different strategies to determine the most appropriate one for a given scenario. The middleware should thus provide support for extensions, allowing the application programmer to choose among existing scheduling strategies or even to develop new ones.
Leda is a stage-based middleware that strives to decouple the application design from specific execution environments, encouraging a stepwise approach for designing concurrent applications, similar to Foster's PCAM methodology [3] . We now take this decoupling further, exploring how an appropriate API can provide support for defining different controllers. This allows the programmer to freely experiment with different scheduling strategies, with no need to reconstruct the entire application for each new experiment. In this paper, we present the API that resulted from this exploration, discussing how it can be used to implement a set of controllers. We also experiment with these controllers in two applications with different load profiles.
The rest of this paper is organized as follows. Section II presents an overview of Leda. In Section III we describe our API for implementing controllers and illustrate its use in building a set of specific controllers. Next, Section IV discusses the results of running two applications with different usage profiles with different controllers. Finally, Section V contains some final remarks.
II. LEDA
Leda is an implementation of the staged event-driven architecture (SEDA) proposed by Welsh [1] . In this architecture, the logic of the application is split into a series of stages that communicate with each other through event queues, as illustrated in Figure 1 . In the original architecture, each stage has its own thread pool, and threads from this pool continuously execute a stage event handler which processes events from the input queue. Each stage also includes a controller, which is responsible for scheduling event handling and adjusting the stage concurrency level. The fact that each stage has its own controller allows the developer to employ appropriate scheduling policies for the specific characteristics of each stage. On the other hand, because each stage has its own pool of threads, this creates a highly local view of scheduling; for instance, if all controllers decide to increase their thread pool, application performance may plummet due to an excess in the global number of threads.
Leda extends the SEDA proposal by allowing stages to be grouped in clusters, which share a single thread pool and controller. A cluster may contain any number of stages, ranging from a single stage to the whole application. This allows the developer to structure the application in stages considering only the application logic, and in a later phase define the clusters, decoupling application design from specific execution environments.
Leda was implemented in Lua [4] and in C, exploring characteristics of Lua to implement user-level threads, which in Leda are called instances. Each stage has a number of instances that define the maximum parallelism achievable in that stage, when all of them are being executed by different OS threads. Whenever an instance becomes available, Leda dequeues an event from the stage's event queue and places it in a processing queue, marking it to be processed by this instance. OS threads repeatedly visit this processing queue to fetch the next instance to execute. Figure 2 illustrates these elements. Processing queues may be either local to each stage or global to clusters, according to the chosen scheduling policy, as we shall see in the next Section. These extensions to the original stage-driven architecture introduce flexibility and are specifically important for experimenting with different configurations. Clusters decouple application logic from scheduling granularity. Instances decouple the number of OS threads in the pool from the number of concurrent units seen by the application. In the next Sections, we will discuss how we added further flexibility to Leda, allowing the developer to build and experiment with different scheduling policies.
III. PROGRAMMING NEW CONTROLLERS
Over the years, various scheduling policies have been proposed for overload control, many of them suitable for staged-based architectures [2] , [5] , [6] , [7] , [8] , [9] , [10] . Although they differ in the way they adjust and distribute system resources, they also share some common behaviors. Some schedulers, for instance, allocate private resources for each stage and rely on monitoring the environment in order to reconfigure these resources to adapt to demand variations [5] , [10] . Other schedulers share a common set of resources among the application stages, and apply a specific policy for distributing these resources over time [7] , [11] , [8] , [9] . These policies can either be based on statically configured parameters (such as a fixed visiting order for processing the stages' events) or on some priority mechanism that can dynamically adapt to environment changes detected by monitoring facilities.
After studying several scheduling policies, we identified their common and specific requirements, and designed a programming interface that allows developers to build and combine different scheduling controllers for stage-based architectures. Although designed for Leda, the same interface model can be applied to other architectures with similar needs.
Our interface model is divided into five -Leda, Pool, Monitoring, Scheduler and Instances -briefly described below:
• Leda: global environment configuration methods, such as configuring Leda's processing queues.
• Pool: thread pool configuration facilities. This class offers methods for creating new thread pools, allocating them to specific stages, and adding or removing threads.
• Monitoring: basic monitoring facilities. It permits configuring callback procedures to be invoked at regular intervals and obtaining several performance metrics, such as the number of queued and processed events for a given stage.
• Scheduler: management of shared resources. Among other facilities, methods in this class allow the controller to configure the stage visiting order and set stage priorities.
• Instances: management of user-level threads. This class offers methods to create and destroy stage instances, allowing the controller to adjust the level of parallelism achievable in each stage.
In the next sections, we demonstrate how we used our API to build controllers for various scheduling policies suitable for stage-based architectures.
A. Single Queue (Leda)
The Single Queue policy is one of the scheduling strategies investigated in Gordon's work [2] . In this strategy, all stages share a single thread pool, and all threads fetch events to process from a single event queue. Each event in this queue is marked with a color [11] that indicates its corresponding stage (i.e, its corresponding event handler). All events have equal priority, and thus are processed on a first come, first served basis.
The single queue policy corresponds to Leda's default controller: a single processing queue and a single thread pool, both shared by all stages residing in a cluster. Figure 3 illustrates how we use our API for configuring this controller.
B. SEDA
In the SEDA original architecture [1] , each stage has its own thread pool and controller. In its first implementation, each pool had a fixed number of threads. Later, new scheduling policies were proposed and experimented, such as adjusting the number of threads in a stage's pool according to its demand (i.e., the number of queued events), and discarding events when the input queue size reaches a given threshold [5] . Figure 4 illustrates how we can use our API to build a SEDA controller that adopts these two strategies: discarding onTimer is a callback function that is invoked every two seconds. It monitors the application stages in order to adjust the number of threads in their pool according to their load. If a stage has more than 50 events queued for processing and less than 8 threads in its pool, a new thread is added to the pool. On the other hand, if the stage has less than 50 queued events and more than 2 threads, one thread is removed from its pool.
C. SRPT
The SRPT (Shortest Remaining Processing Time) policy favors the scheduling of tasks that are nearest to their end [12] . Because stage-based applications are typically structured as a pipeline, it is reasonable to conclude that giving priority to stages closest to the end of the pipeline will favor servicing requests that have the shortest remaining process times.
This adaptation of the SRPT strategy to staged-based architectures was adopted by Gordon for implementing his SRPT controller [2] , which shares a single thread pool among the application stages. The threads in this pool begin by visiting (i.e., fetching events to process) the last stage in the pipeline. If a visiting thread finds an empty event queue, it proceeds to the previous stage in the pipeline. When a thread successfully processes one event when visiting a stage, it returns to the last stage in the pipeline. This behavior is illustrated in Figure 5 . The implementation of an SRPT controller is presented in Figure 6 . Again, we begin by creating the application stages and their instances. Next, we add 8 threads to the shared thread pool. Because no private pool or processing queue is created, all stages will also share a single processing queue. Finally, we configure the stages' priorities. In Leda, events are placed in the global processing queue according to the priority of their corresponding stages; therefore, events corresponding to stages with higher priorities will be processed first. By default, all stages have equal priority values. To build a SRPT Controller, we only need to assign adequate priorities to the application stages: the last stage in the pipeline will have the highest priority, its previous stage the next higher priority, and so on. The ordering of events in the processing queue thus provides the support for implementing the visiting order of the SRPT strategy.
D. Cohort
Cohort scheduling [7] is also based on a shared thread pool and a specific visiting order. However, instead of favoring tasks closest to the end, the Cohort strategy aims at benefiting from code and data locality. To achieve this goal, the threads begin by visiting the first stage in the pipeline. When this stage's event queue is exhausted, all threads proceed to the next stage. The visitation steps forward until the last stage in the pipeline is reached. When this last stage has been visited, the threads reverse the direction of visits, proceeding backwards towards the first stage. This behavior is illustrated in Figure 7 . The implementation of a Cohort controller based on our API is presented in Figure 8 . To implement the Cohort visitation, we need to provide a private processing queue for each stage, using method usePrivateQueues. This method can only be called once, and must precede the rest of a controller implementation.
cohort is an auxiliary function that builds a table defining a cohort visitation to the application stages (forward then backwards). The resulting table for the example would be {stage1, stage2, stage3, stage4, stage3, stage2}. This table is then provided as an argument to method visitOrder that establishes the sequence of stages to be visited.
E. Work stealing
Work stealing was initially proposed for architectures based on threads [10] . In the original work stealing technique, idle processors steal work from overloaded ones. We adapted this strategy to a stage-based architecture by making overloaded stages "steal" threads from the least loaded ones. The code in Figure 9 shows how a work stealing controller can be built using our API.
As in the case of SEDA, here each stage will have its own thread pool. We begin by creating stages and their thread pools. We also assign eight instances to each stage, defining their maximum level of parallelism.
The core of the controller is the onTimer function, invoked every 10 seconds. onTimer begins by sorting stages, using the auxiliary compare function that compares the rate at which each stage is processing incoming events. onTimer then selects the most loaded and the least loaded stage. It then checks if it makes sense to transfer a thread ("workers"') from one stage to the other, checking whether the least loaded stage has at least two threads and whether there are enough instances in the most loaded one to increase its level of parallelism.
Finally, we reset all the statistics in order to avoid getting old statistics next time we run the onTimer function.
IV. EXPERIMENTS
To illustrate the benefits of working with the API described in the previous section, we developed two applications with different load profiles and tested them with a number of controllers. The first application is an image processing application that binarize Captchas (Completely Automated Public Turing test to tell Computers and Humans Apart). and the second one is a classic HTTP server. Each of the applications uses a single cluster grouping all of the application stages.
Our test environment was a virtual machine in AWS Amazon Web Services: an 8-core Intel Xeon E5 processor at 2.8GHz with 15GB of memory, running Ubuntu 14.04.
A. Image processing: Captcha binarization
Captcha binarization is usually the first step used in Captcha recognition. Binarization involves a sequence of image processing steps that can be easily modeled as a pipeline of stages, as shown in Figure 10 .
The application was written in Lua and C, using Lua to implement the basic structure of each stage and C for heavy computational tasks. The role and implementation of each stage can be outlined as follows:
1) Load
This stage reads images from disk and inserts them into the processing pipeline. We used the Imlib2 library 1 , a graphics library for fast file loading and saving. 
2) Grayscale
This stage transforms colors into shades of gray, allowing the next filters to be applied. We wrote the entire code for this processing in C. 
3) Threshold
This stage replaces each pixel in the image with a black or white pixel according to a given threshold. We used OpenCv 2 to implement this filter. This stage is used twice in the application pipeline: immediately after grayscaling the image and after blurring it.
4) Blur
This stage applies a blurring mask, in order to smooth edge transitions caused by noise. We wrote the C code for this mask ourselves.
5) Invert
This stage inverts the image color, replacing black with white and vice versa. Again, we wrote the C code for this filter ourselves.
6) Save
This is the final stage. It saves images to disk, once more using the Imlib2 library. Figure 11 illustrates the result of each step in our binarization pipeline. We tested this application with 5,000 images with dimensions ranging from 256x80 to 2,560x1,600 pixels. Table I shows the total times (in seconds) the application took to process the whole set of images with different controllers and numbers of threads. Because the application was running on a machine with eight cores, we experimented with 8 and 16 threads. Only the SEDA_d controller varies dynamically the number of threads along execution, allowing the number of threads in each stage pool to grow or decrease according to the size of the event queue, but maintaining a global minimum of eight and a global maximum of 16 threads in the application.
The application is composed of seven stages, so, for the controllers using local processing queues, we had to make a decision about the sizes of local thread pools. In the case of eight threads, we assigned an extra thread, arbitrarily, to Blur (we ran some partial tests and determined that the stage chosen for the extra thread did not make any difference). In the case of sixteen threads, we assigned a single thread to the input and output stages, which are inherently sequential, and two threads to each of the filtering stages, with the exception of Invert. Overall, the controllers that share a global processing queue -Leda and SRPT -exhibited the best behavior, independently of whether we were using one or two threads per core. The SEDA and Workstealing controllers exhibited very bad results for eight threads, showing the disadvantage of pinning a thread to a specific stage for this load profile. When 16 threads were used, these controllers exhibited better results, but still not as good as the ones with a global queue (around 12 to 15% slower). Intuitively, workstealing seems to be a good technique for applications in which stages have dissimilar demands for computing power, which is not the case here.
B. Application server
This application is an HTTP server that answers to static and dynamic page requests. The application is divided into the stages as illustrated in Figure 12 . We built this application directly in Lua, using the Luasocket library for communication 3 . The role of each stage is as follows:
1) Start
This stage binds a server socket to a port and receives new requests.
2) Parse headers
This stage reads and parses request headers.
3) Run dynamic page
This stage cretes dynamic content.
4) Load static page
This stage reads static pages from disk.
5) Send
This stage combines static and dynamic content and sends the result to the user.
For the tests with the HTTP server, we used httperf [13] . We configured httperf to send 30 requests per second until it completed 2.000 requests (that is, every second httperf sends 30 requests to the server independently of having received results for the previous batches of requests.).
Again we experimented running the application with one and two threads per core. Because the number of stages is neither a multiple or a divisor of the number of cores, in the case of controllers using local processing pools, we made arbitrary choices about the stages that used more threads than the others without observing any significant difference with different choices. Each stage has a number of instances equal to the number of threads that can possibly visit it simultaneously, to allow these threads to effectively handle events from that stage in parallel. The results are quite different from the ones we obtained for the captcha binarization case. Although the SRPT controller running on 8 or 16 threads still obtains the best average value, the best result for the Leda controller is around 50% slower that this best value. The workstealing and SEDA controller now achieve very good results with 16 threads. In this application, stages have different processing rates: the stage that creates dynamic content has a much slower service rate than the others (we measured periodically the number of requests services by each state, confirming this intuitive notion).
V. FINAL REMARKS
The main goal of this work was to further extend the flexibility of Leda, allowing the developer to experiment easily with various scheduling strategies. We believe this is a promising approach: by exposing a relatively small number of methods, we have managed to build controllers with a range of different behaviors.
In this work, our focus was not on obtaining the best possible performance for the studied applications, but to show the benefits of decoupling the scheduling strategy from the application. Gordon [2] had previously shown the impact of different policies on stage-based application. However, it was necessary to rebuild the application for experimenting with each scheduling strategy.
One class of strategies that we have not explored in this work is that of policies that need to rebuild dynamically the order of visitation to reflect fluctuations in the load of specific stages. One example of such a strategy is DBR [2] . No new API facilities are needed to implement this kind of controller.
Although our implementation is for the specific case of Leda, the idea of exposing an API for programming scheduling strategies and decoupling the scheduling strategy from the application itself could be useful in any stage-based infrastructure.
