Abstract-This study explores the importance of the partial volume effect (PVE) in quantifying renal function on magnetic dynamic contrast enhanced magnetic resonance imaging (DCE-MRI). DCE-MRI image data were acquired for a healthy volunteer and after motion correction a PV correction step was applied to remove non-renal contributions to time-intensity curves derived from a typical renal cortical region of interest (ROI). PV correction consisted on the assignment of a mixing vector to each voxel location, representing the contributions of each tissue into a given voxel due to the convolution action of the point spread function (PSF) of the acquisition sequence. These mixing vectors were then used to recover the true intensities that correspond to the unmixed (i.e. pure) signals associated with each constituent tissue, eliminating contributions from liver, spleen and other surrounding tissues from the renal component. The result was an increased slope in the filtration part of the enhancement curve for the renal component. Quantitatively, PV correction resulted in an increase of glomerular filtration rate (GFR) estimated through a Rutland-Patlak analysis. Using a common DCE-MRI sequence, the contribution to a typical renal cortical ROI from non-renal tissues was found to be ∼ 25%. The removal of these component resulted in a 32% (left) and 37% (right kidney) increase in relative GFR and an increased R 2 for the Rutland Patlak model compared to the same analysis undertaken with no PVE correction.
I. INTRODUCTION
D YNAMIC contrast enhanced magnetic resonance imaging has been suggested as a possible alternative to radioisotope renography (RR) for estimating differential renal function and glomerular filtration rate. While DCE-MRI has the same basis as RR, using gadolinium (Gd) instead of technetium ( 99m Tc) as a tracer, advantages of DCE-MRI compared to RR include the lack of ionising radiation, increased spatial resolution and availability of volumetric data that contains both tracer kinetics and anatomical information.
To date, DCE-MRI and, even RR techniques have failed to robustly estimate absolute GFR when compared to gold standard' plasma-sampling methods using 51 Cr-EDTA or inulin clearance [1] - [3] . Prior work has identified various factors that need to be considered for accurate quantification of glomerular filtration rate on DCE-MRI. These include movement artefacts [4] - [7] , the selection of a suitable ROI for the analysis [5] , [8] - [10] , [13] - [16] , non-linear relationship between signal intensity and Gd concentration [10] , [11] and suitability of the models used to estimate GFR [12] . Whilst all the above aspects are recognised as confounding factors on GFR quantification and are addressed in the DCE-MRI literature, there has been no consideration of the (PVE) in DCE-MRI.
The PVE occurs due to the discrete nature and finite bandwidth of image acquisition systems and is the result of signals from two or more tissues combining to produce a single image intensity value within a voxel. In functional imaging techniques, such as DCE-MRI, spatial resolution is often sacrificed for better temporal resolution. The resulting larger point spread function (PSF) and larger voxels (compared to the size of the anatomical areas of interest), are more likely to present significant PVEs.
Whilst there is significant interest in PVs for image quantification of brain data, PV quantification techniques have yet to be investigated for DCE-MRI of the kidneys. These brain analysis methods can be considered to fall into two basic approaches: those that utilise probabilistic approaches to infer the most likely tissue-composition of a voxel [17] , [18] , or those that utilise a mixing map estimated from high resolution anatomical data registered onto lower resolution functional data [19] , [20] .
The aim of this study was to investigate the PVE on the renal cortical MRI signal and its influence on GFR quantification, using a methodology developed from the mixing map technique. In particular, we focus on the characterisation of the 3D PSF of the DCE-MRI sequence.
II. MATERIALS AND METHODS

A. Overview of the Methodology
We propose a method for PV correction in DCE-MRI data using high-resolution anatomical MRI images and knowledge of the PSF of the particular DCE-MRI pulse-sequence used to acquire the data. These are used to calculate mixing vectors for each voxel within a user-defined ROI and to de-compose the observed intensity for each voxel into its constituent parts corresponding to the contributions of each influencing tissue. This approach employs several pre-processing steps before a relative measure of GFR can be undertaken, whether using PVE analysis or not. Figure 1 provides a schematic diagram of the flow of data processing used in the methodology, the most significant aspects of which are described in the subsections below. Schematic diagram of typical image processing and analysis techniques to extract GFR estimates from DCE-MRI data, including a PV correction stage.
First, a 3D high resolution anatomical scan of the abdomen of a healthy adult volunteer to be used for PV correction was acquired during breath-hold using a true-FISP pulse-sequence: TE/TR = 1.67/3.34 ms, flip angle = 68, acquisition matrix = 256x187 voxels, 400x325 mm field of view (FOV) on a 1.5T Siemens Avanto scanner (Siemens Medical Solutions, Erlangen, Germany). Thus, the high-resolution anatomical data consisted of a 3D volume with 18 slices of 7.5mm thickness (no gap) and an in-plane voxel dimension of 1.56x1.56 mm.
DCE-MRI volume data were then acquired every 2.5 seconds over a period of several minutes using a SPGR 3D-FLASH pulse-sequence (VIBE): TE/TR = 0.53/1.63 ms, flip angle = 17, acquisition matrix = 128x104 voxels, 400x325 mm FOV. Thus, the dynamic dataset consisted of 3D volumes with 18 slices of 7.5mm thickness (no gap) and an in-plane voxel dimension of 3.1x3.1 mm. The injected Gd-DTPA dose (Magnevist, Schering, Germany) was 0.05 mmol/kg body weight, injected as a bolus at 2 ml/second using an automatic injector (Spectris). The contrast agent bolus was immediately followed by a 15 ml saline flush injected at the same speed.
B. Movement Correction
An oblique-coronal orientation along the long axis of the kidney was used to minimise movement artefacts in the DCE-MRI data. The motion in this plane was considered to be dominated by 2D translation in the coronal plane. However, the motion correction step considered both 3D translation and rotation, performed using a method proposed by Sun et al [4] and adapted for DCE-MRI studies [21] .
C. ROI definition
For subsequent analysis, a cortical ROI was then manually defined using on a central kidney slice from a DCE-MRI volume within 30-40 seconds of contrast enhancement. The renal time intensity curve, R ROI (t), obtained from this cortical ROIs was combined with an arterial input function, A ROI (t), extracted from an arterial ROI on the functional data to produce an estimate of relative GFR for each kidney using Rutland-Patlak analysis [22] , [23] . PV corrected versions of the renal curve, R ROI (t), produced using the method described below, were then also used to estimate GFR and these results were compared to the uncorrected ones.
D. PV correction
PV analysis assigns a set of mixing values to each voxel, corresponding to the fractional signal component from various adjacent tissue structures that contribute to the observed signal intensity. The anatomic MR data demonstrating major organs (kidney, liver and spleen) were manually segmented on all slices that contained kidney tissue, as defined by one of the authors (IG), see Figure 2 (left). The resulting stack of tissue templates for each organ was then convolved with the 3D PSF of the DCE-MRI sequence to define the spatial extent of PSF-induced blurring, and hence PVE signal mixing. Superimposing each convolved template onto the corresponding organ position in the original anatomical image produced a mixing map representing the action of the PSF on the functional data. Where the convolved templates overlap, the relative magnitude of each overlapping contribution in each voxel describes the relative signal contribution from each tissue class to the observed intensity. Thus mixing vectors were assigned to each voxel, with mixing vector components representing the fractional contribution of the adjacent tissues to the observed voxel intensity. A graphical illustration of the PV contributions to renal voxels can be seen in Figure 2 (right). In order to locate the above mixing map at the correct position within the functional image data, the functional data had to be registered with the templates/anatomical data. The anatomical data were captured using the same FOV as the dynamic data, using x2 finer voxel dimensions compared to the functional data. This allowed a simple bilinear interpolation to be used in the upsampling stage, providing greater control over locating the mixing map at the correct position on the functional data, giving potentially sub-voxel functional precision in the coronal plane. A phase correlation method similar to that described by [24] was extended to 3D and then employed here to register the anatomical and movementcorrected dynamic data.
Once the mixing maps and the dynamic data were registered, the signal intensity curves of n individual tissue components, i(t), within a renal ROI of ω voxels were calculated from a vector R ROI (t) composed of the voxel intensities observed within the ROI and the Geometric transfer Matrix (GTM) [20] obtained from the mixing maps using:
where A is the GTM, a ω × n matrix with elements α kj , that is the contribution from the j −th tissue on voxel k. For a typical ROI where there are more observations (voxels) than tissue types, Equation 1 defines an overdetermined system, with no single solution. However, an optimal solution in a least squares sense may be obtained through the pseudo-inverse of A. Thus, solving for i(t), this vector contains the n PV corrected components present in the ROI, including R ROI (t).
E. Patlak analysis
In order to quantify the PVE, we have used the RutlandPatlak approach that will produce filtration estimates of a cortical ROI, R ROI (or its PV corrected version, R ROI (t)). This model assumes unilateral flow from the arterial compartment to the renal cortex and that no tracer leaves R ROI . Thus, glomerular filtration is estimated from plotting the following straight-line equation:
where A ROI (t) represents the mean intensity obtained from an arterial ROI, normally placed on the aorta, at time t. Using Rutland-Patlak analysis between one and two minutes after the first rise of the signal from the baseline in the aorta, then k 1 represents an estimate of GFR and k 2 an estimate of the blood pool contribution. For purposes of demonstrating the effects of the partial volume effect on GFR, this represents a relative approach in this work, as an absolute measure would require a conversion from voxel intensity to absolute [Gd] and knowledge of the absolute volume of the cortex. These are non-trivial issues for absolute GFR estimation.
III. POINT SPREAD FUNCTION ESTIMATION
A. Estimation of Line Spread Functions from phantom data
The PSF was estimated from a set of Line Spread Functions (LSF) corresponding to distinct orientations obtained from phantom data acquired using the VIBE sequence described Section II-A. The phantom used had solid square perspex blocks whose boundaries provide high contrast edges from which LSFs were estimated by differentiation of the edge profiles or edge spread functions (ESF)s. These edges are located far from other structures and thus avoid ringing effects from adjacent structures [25] . MR-captured phantom data can be seen in Figure 3 Fig . 3 . MR image from phantom used for LSF estimation. The boundary of the square perspex blocks provides a high contrast edge for the extraction of ESFs. (Left) was acquired using the VIBE sequence but at a higher in-plane resolution (0.5x0.5mm) than that of the proposed clinical resolution (right).
In practice, the main issues to consider in estimating an LSF from an ESF are those of noise arising from a variety of sources. The differentiation step is highly sensitive to noise and intensity variations in the ESF affect the LSF (intensity noise). Additionally, there is typically noise associated with large voxel sizes relative to the width of an edge, and therefore poor sampling of the edge profile (sampling noise). Another problem, specific to MR, is the effect of the magnitude operator applied after the IFT of the k-space data, which results in an asymmetric LSF. These issues are addressed below.
1) Effects of Noise:
The effects of noise on LSF estimation may be reduced by combining several adjacent ESFs. On a perfect sampling grid, with an ESF that is at exactly 90
• to the angle, samples could be simply averaged to reduce intensity noise. However, sampling noise would still apply and would be strictly limited by voxel size. In practice, there is normally an angle α between the ESF and the edge. This angle may be used to oversample an ESF [26] . There are many approaches in the literature to accurately calculate both the position and the angle of the edge, ranging from linear interpolation along the profile to Hough Transforms. For a survey of some of these methods see [27] . However, in the authors' experience, global estimates of α do not result in accurate alignment of the ESFs due to local variations of the angle, Δα, along the edge produced by the sampling grid. An alternative approach is to find the relative displacement, Δx, between adjacent profiles ESF j and ESF j+1 and align them. A simple approach is to find a Δx that minimises the area between two profiles:
arg min
Thus, multiple ESFs and LSFs might be registered, as can be seen in Figure 4 . The registered LSFs might then be interpolated into the same grid and averaged together to produced a smoother version, or more appropriately, registered ESFs may be interpolated into the same grid and averaged to produce a smoothed profile that is then differentiated. However, due to the relatively large voxel size of the dynamic sequence, the characterisation of the LSF was still considered too poor. The methodology for further reducing the effects of sampling noise on the estimation, and therefore modelling, of the LSF is described below. 
2) Effects of poor sampling:
The temporal constraints to adequately sample renal function result in the need for very rapid acquisition of data and consequently a relatively low resolution. Even though edge profiles may be oversampled as described in the previous section, the resulting ESFs might still contain few samples and offer a poor characterisation of the profile and therefore of the LSF. This is evident from Figure 5 (left), where the lack of data prevents an accurate view of the underlying LSF. In the next section, a model for the LSF is is proposed from the experimental data. The model was derived from data acquired using the same acquisition sequence but with increased spatial resolution. The equivalent LSF, acquired with an in-plane resolution of 0.5x0.5 mm, may be seen in Figure 5 (right). The validity of the model for the lower resolution is tested through the acquisition of data with several in-between resolutions and fitting of the model to the corresponding LSFs. Fig. 5 . Effects of poor sampling on LSF estimates: with a higher spatial resolution (right) (i.e. smaller pixels covering a smaller FOV), but otherwise using the same sequence, the LSF is captured in more detail than using the proposed clinical acquisition sequence (left).
3) Effects of Magnitude operator on LSF and ESF:
In theory, intensities in MR images should theoretically be real-valued [28] , but negative and complex values in the Inverse Fourier (IF)-transformed data arise due to noise in k-space data. Thus, a magnitude operator is applied to the IF-transformed data, that for the purpose of visualisation, transforms MR signal intensities into integer values.
The phantom used to estimate the LSFs contained perspex blocks that produce no MR signal, within an aqueous solution that produces a large MR signal, with the transition between these two compartments defining the edge. The effects of the magnitude operator is clearly visible in the zero-signal portion of the edge profile (see Figure 6) . Here, any boundary effects associated with the LSF are essentially cropped as negative values are converted into the positive domain. This prevents observation of the true characteristics of the underlying LSF. A solution to this could be to use a phantom with boundaries defined by a low-signal/high-signal edge, instead of a zerosignal/high-signal edge. However, in our case, the fitting range of the model was limited to exclude the zero-signal part of the profiles. Thus
where x m is defined as: 
B. Empirical LSF model for Dynamic MRR sequence
The specific shape of the PSF of a particular MR sequence is scanner-dependent as it is influenced by several factors. Possibly, the two most important may be those associated with finite sampling and MR signal decay. The sampling of kspace during image acquisition results in a finite set of spatial frequencies being captured. Thus, it is common in the literature to consider the PSF of a MR scanner as a sinc function [29] - [32] , that is, the inverse Fourier Transform of an ideal low-pass filter. However, in addition to this, there are further filtering effects due relaxation within the temporal sampling window that result in exponential signal decay during acquisition. In particular, GE sequences such as the VIBE sequence used here [33] are affected by T 2 and T * 2 decay [34] , [35] . To model these effects, a gaussian-weighted sinc, LSF gs (x), is proposed. Thus, in 1D:
where dc gs , h gs , μ gs , σ s , and σ g are the fitting parameters.
C. Model Fit
LSF obtained from in-plane edges at 0 • , 45
• , 90
• , and 135
• . LSFs where also obtained from an edge perpendicular to acquisition plane for the LSF in the z-direction. Figure 7 shows exemplar fittings for in-plane LSFs at 0
• . As can be seen, the samples at the clinical resolution are insufficient to provide an accurate characterisation of the LSF. 
• , and out of plane, zdirection)and at different locations and through different image slices of the acquired phantom. The average FWHM as a function of resolution can be seen in Figure 8 . As can be seen, the uncertainty on the FWHM estimates increases as the resolution decreases. In order to produce accurate estimates of the model parameters at the resolution we are interested in (3.2x3.2 mm), the higher resolution estimates might be used: The relationship between the model parameters σ s , and σ g and resolution can be seen in Figure 9 . The linear relationship suggests that the gaussian weighted model may be accurately fitted to the higher resolution data and the parameters at the clinical resolution obtained by interpolation of the higher resolution parameters. Therefore, these results were used to produce an anisotropic 3D PSF, based on the gaussian-sinc model with in-plane FWHM = 6.3 mm and out-of-plane FWHM = 14.8 mm.
IV. RESULTS AND DISCUSSION
Initially, cortical ROIs that defined the entire cortex within the central slice under analysis were used. It was found that the peri-renal components contribute typically 24% (left) and 26% (right kidney) to the overall signal on the single slice of the kidney used for analysis, as can be seen in Figure 10 .
The observed time-intensity curve was then then decomposed into their constituent parts, using Equation 1. The effects of removing non-renal components using PV correction causes a change in the shape of the recovered parenchymal renal curve with a steeper slope in the critical period of filtration, as can be seen from the time-intensity plots in Figure 10 .
The time-intensity data from the kidney were then used in conjunction with the arterial input function to perform a Rutland-Patlak analysis. Removing the additional signal contribution due to partial volume effects from surrounding tissues (liver/spleen and peri-renal) resulted in an increase in relative GFR: 32% (left) and 37% (right kidney). In addition to a higher GFR estimate, PV correction also produced a better To assess the unmixing of the component signals, PV liver and spleen components extracted from large rectangular ROIs as per Figure 2 were compared to corresponding organbased ROIs that did not contain mixed voxels, validating the component mixing data yielded by the PV analysis. A plot of each of the extracted components and a comparison between a pure liver curve and the PV liver estimate can be seen in Figure 12 . Finally, the bottom row of Figure 12 illustrates the similarity between PV-corrected renal time-intensity plots for the cortical and large rectangular ROIs. This illustrates the robustness of the approach to the subjective task of renal cortical ROI definition, despite the rectangular ROI suffering from 50% non-renal contamination, and being, clinically, an unrealistic ROI choice.
V. CONCLUSION
The quantification of the renal curve derived from DCE-MRI data is the subject of many publications. One of the foremost issues has been the appropriate selection of an ROI for GFR analysis: its selection, as well as the pitfalls associated with this selection, have been comprehensively reviewed in the literature [9] . As all the glomeruli are located in the renal cortex, most authors use a cortical ROI when absolute quantification of GFR has been reported. However, this study has shown that the kidney signal in DCE-MRI contains significant contributions from non-renal tissue, which may account for some of the variation observed in estimated GFR, dependent on ROI location and ROI size when PVE are ignored. The analysis of a renal cortical ROI for a single healthy volunteer suggests that PVEs due to external tissue intensity overspill in DCE-MRI accounts for ∼ 25% of the observed signal arising from extra-renal mixing.
The above decomposition of the time intensity curves from an apparent renal ROI into its constituent components reveals the importance of considering partial volume effects on a ROI placed on the cortex. Our analysis shows that removing the additional signal contribution due to partial volume effects from surrounding tissues (liver/spleen and peri-renal) has a considerable effect ( > 30% increase) on the slope of the recovered cortical Rutland-Patlak curve in this phase of the examination, the critical time for the quantification of the GFR. for access and assistance with the motion correction software used in this work, and Kidney Research UK for funding the scanning of volunteers. van Engelshoven, A. Hasman, and M. Geerlings, "Movement correction
