Abstract -Hydrocarbon reservoirs are characterized by the spatial distributions of petrophysical properties. These spatial characteristics are usually derived from well data and seismic information. To study a reservoir, the engineers build a fine geological model, also called a geostatistical model, to represent the field. The purpose is to capture as well as possible the peculiarities and heterogeneity of the true reservoir. At this stage, performing a flow simulation with such detailed geological models is just too time-demanding. Therefore, a possibility consists of upscaling the geological model to an upscaled mesh, thus resulting in a coarse reservoir model for which fluid flow can be numerically simulated in a reasonable amount of time. The coarse grid blocks of this reservoir model are attributed equivalent petrophysical properties related to the properties populating the fine grid blocks. These properties are upscaled, and so they do not capture all of the details of the fine model. In this paper, we investigate the potential of various numerical and easy to compute criteria, which help evaluate the information loss due to the upscaling process. Our final purpose is to provide and access the reliability of quality indicators, which make it possible to evaluate the quality of the upscaled reservoir model. The potential of this systematic and integrated study is illustrated with two types of numerical experiments based upon the SPE10 case. First, we apply different upscaling methods to determine coarse reservoir models. Quality indicators are computed for each of them so that we identify the most suitable upscaling methods. Then, the upscaled models are input to flow simulators to check the accuracy of our quality estimations. Second, we also investigate the influence of coarsening and try to determine from the computed quality indicators the coarse cell size above which too much information is lost.
INTRODUCTION The Upscaling Process
In the petroleum industry, the study of a field begins with the construction of a fine geological model. This model must capture the heterogeneity of the actual reservoir. As it is used to properly describe the spatial variations in petrophysical properties within the reservoir, reservoir engineers usually build high-resolution models with up to hundreds of millions of grid blocks. Inputting such models at once to flow simulators is not feasible in practice as it is extremely CPU time-demanding. Therefore, engineers are used to upscaling these geological models to upscaled meshes. The resulting coarse reservoir models represent the same field, but with fewer cells. The upscaling process consists in assigning equivalent petrophysical properties to the coarse grid blocks based upon the knowledge of the petrophysical properties populating the fine grid blocks. This has to be performed ensuring that fluid flow simulations for the fine or the coarse models yield very similar results. The usual properties to be upscaled are: -discrete properties such as rock types or regions; -continuous properties such as porosity, permeability or saturation.
In this paper, we focus on the upscaling of continuous properties, particularly permeability. The key assumption of the upscaling process is that fluid flow equations are the same on the fine (geological) and coarse (reservoir) scales. The upscaling process is split into two steps as shown in Figure 1 : -homogenization of the petrophysical properties; -coarse discretization.
Clearly, the counterpart of upscaling is the information loss: upscaling tends to smooth fine heterogeneity features. This induces errors, which have to be quantified. Many upscaling methods exist to determine coarse reservoir models and many comprehensive reviews are available in the scientific literature [1] [2] [3] [4] [5] . In this paper, "upscaling" refers to an average in the physical space; the coarse permeability is also an equivalent (related to an average in the physical space) permeability and not an effective one (related to an average in the probability space). The notion of equivalent and effective permeability is discussed in [5] .
The Different Errors
The two steps mentioned above, that is to say homogenization and discretization, imply different consequences [6] : homogenization smooths the permeability field and grid coarsening increases truncation errors. To study these different effects, Sablok and Aziz [6] define three kinds of errors: -the total upscaling error; -the discretization error due to grid coarsening; -the smoothing error due to the smoothing of fine heterogeneity.
The total (or resulting) error is a non-intuitive combination of the two others: it is in no way a simple addition. This can be explained as follows. The discretization error and the smoothing error have different natures and can balance each other. This makes the analysis of information loss more complicated. In addition, error analysis is often based upon numerical fluid flow responses such as breakthrough time or production, which are complex functions of reservoir and simulation parameters: the multiphasic parameters such as relative permeability or capillary pressure are non-linear functions of saturation. Moreover, PVT parameters are non-linear functions of pressure. All these parameters make the error analysis very complex by fluid flow response. This is the reason why we look for quality criteria capable of handling these errors separately. Various authors [7] [8] [9] [10] [11] proposed different criteria to quantify these errors as recapped hereafter.
OBJECTIVES OF THE PAPER
In this paper, we first present different quality criteria. Then, we come back to the well-known SPE10 test case and introduce two numerical test cases. The first one aims to show that quality indicators can help identify the most suitable upscaling methods depending on the case studied. The second test case stresses the potential of these indicators to determine the level of coarsening above which too much information is lost. This level can be related to the representative elementary volume. Finally, we show how they can help reservoir engineers to select the most appropriate coarsening level.
1 UPSCALING CRITERIA
The Upscaling Factor
The upscaling factor [12, 13] , also known as the upscaling ratio [14] or aggregation rate, is often used in reservoir simulation for upscaling purposes.
The dependence of upscaled permeability distribution as a function of the upscaling factor has been treated by several previous works [15, 16] . It corresponds to the number of fine grid blocks, which are gathered all together to create a coarse grid block. It thus defines the coarsening level between the geological and the reservoir models. The computation of this factor is straightforward. With N f and N c the numbers of cells in the fine and coarse reservoir grids, respectively, the upscaling factor (Fu) is:
The smaller the Fu, the coarser the reservoir model. However, this factor usually depends on direction. Therefore, we denote N f ;x ; N f ;y ; N f ;z and N c;x ; N c;y ; N c;z the numbers of cells in the geological and reservoir grids along directions X, Y and Z. This leads to the following three upscaling factors as proposed by [8] :
As mentioned above, the upscaling factor following [12, 13] is the number of fine grid blocks in a coarse grid block. This definition is suitable provided the fine and coarse grids are Cartesian and the coarse grid is built by aggregating entire fine cells. However, as soon as the coarse grid is a Corner Point Geometry (CPG) grid, it no longer holds. In this case, the number of fine cells included in a coarse cell can vary depending on the target coarse cell. Thus, we prefer to refer to formulae 1 and 2 because they apply to any grids, whatever the coarse grid. This definition is very general and is independent of the upgridding method used to create the coarse grid [17, 18] . Upgridding methods make it possible to adapt the gridding to geological heterogeneity. Therefore, the number of fine cells in a coarse reservoir cell is not constant per coarse cell. In addition, for a given upscaling factor, the impact of upscaling, in terms of information loss, will be less significant for a model with many fine cells than for a model with less fine cells. This motivated us to propose a new criterion, which allows us to aggregate more cells when there are many fine cells. This was already envisioned by [19] , who investigated the impact of upscaling on a 3D model describing a field with meander belts and operated with steam-assisted gravity drainage.
The Upscaling Extent Parameter
It is quite intuitive that the higher the degree of coarsening, the greater the errors. To quantify the link between the upscaling factor and the information loss, [11] introduces the Upscaling Extent parameter, denoted UE. This was modified as follows by [9, 10] for practical purposes:
Following this notation, when UE ¼ 1, the upscaled model is as coarse as possible and the resulting errors are potentially significant. On the other hand, when UE ¼ 0, the upscaled model is the same as the fine one and detailed information is fully preserved. We can propose an explicit relation between the upscaling factor and the upscaling extent parameter:
For a given upscaling method, the information loss is roughly proportional to the upscaling extent parameter [11] . Therefore, it is essential to evaluate the UE parameter when studying the potential of upscaling methods. Comparisons between different upscaling methods are meaningful provided the UE levels are the same. Finally, the UE concept can be propagated along axes X, Y and Z, just like the upscaling factor [8] . In this case, we obtain:
The Data Range Indicator
Different studies stressed that upscaling removes extreme permeability values. It actually contributes to reducing large values and increasing small ones, which results in a narrower range, the range being the difference between the lowest and highest values. Based upon this analysis, [10] defined the ILIa Information Loss Indicator as:
R f and R c are the ranges computed for the property of interest, that is permeability K, for the fine and the coarse models, respectively. Thus, according to this definition, no information is lost when ILIa ¼ 1, while all of it is lost when ILIa ¼ 0. Let us note that the upscaling extent parameter and the ILIa parameter vary inversely. In order to handle parameters all varying in the same way, we suggest using the ILIr Indicator (r for range):
Thus, no information is lost when the ILIr parameter is 0, whereas all of it is lost when it is 1. This criterion makes it possible to control the range of values of the studied petrophysical property, but does not provide anything about their statistical properties. The following two sections investigate the potential of other criteria to address this issue.
The variance Indicator
[8] proposed another indicator, named the variance indicator, which is related to residuals. Briefly, residuals correspond to the difference between the coarse property values K c;d transferred to the fine grid and the fine property values K f (Fig. 1) . This quantifies the error related to the smoothing of the heterogeneities observed on the fine scale. Thus, residuals are defined as:
The variance indicator corresponds to the variance of the residuals. In the case of a Cartesian grid, it is defined as:
r 2 and EðxÞ are the variance and the mean of K, respectively. The sample mean or arithmetic mean of K is denoted K and N is the number of sampled values. The variance measures the dispersion of a distribution. The purpose of an indicator relative to variance is to check whether the variance of the property on the coarse scale is the same as its variance on the fine scale. Keeping this goal in mind, we focus on the variance of the residuals, which must be close to zero. We introduce the ILIv variance indicator:
Thus, ILIv ¼ 0 when the variance of the residuals is zero (white noise). In this case, there is no information loss. Expanding residual variance yields:
Clearly, the upscaling process tends to narrow the range of values. Thus:
As a result, the second term on the left-hand side of the equation is negative, meaning that:
This means that the ILIv indicator is less than 1 in most of the cases studied. When this indicator tends to 1, the variance of residuals and the variance of the fine distribution are almost the same. This means that the upscaling process is too strong and that too much information is lost.
The Cardwell and Parsons Bounds
This section comes back to the bounds proposed by Cardwell and Parsons [20] . These bounds were derived from a variational principle [21] . They are written as ( Fig. 2) :
where: -l i a is the arithmetic mean along direction i; -l i h is the harmonic mean along direction i. The interested reader can refer to [20] and [22] for detailed formulations in the case of Cartesian grids. Let us consider CPG grids and denote v i;j;k the volume of a fine cell. We assume that a coarse cell consists of N x N y N z cells and define:
This leads to the following expression for K min c;x :
Therefore, referring to Cardwell and Parsons bounds, we define the Cardwell and Parsons indicator:
This provides a grid property, that can be used to anticipate where the approximation of the upscaled permeability is poor. When Error ¼ 0, K 
The QQplot
Sablok and Aziz [6] stressed the usefulness of QQplots [7] to analyze information loss. This is especially true when the stochastic realizations used to represent petrophysical property variations are not derived from two-point statistics methods. QQplots make it possible to compare at once the distribution on the coarse scale with the distribution on the fine scale. 
If we compare two identical distributions, we obtain the bisector. Thus, the more accurate the upscaling process, the closer the QQplot to the bisector.
UPSCALING METHODS
In this section, we recap the basics of the upscaling methods applied in this paper. The interested reader can refer to [3] for a detailed review.
Basic Algebraic Methods
We note V and v the volume of the coarse and fine cells, K and k the permeability of the coarse and fine cells and J the set of fine cells contained in the coarse cell:
In such conditions, the arithmetic mean is written as:
While the harmonic mean is:
Another useful simple algebraic average is the geometric mean:
More Sophisticated Algebraic Methods
The following three upscaling methods are more complex:
The Power-Law Method Journel et al. [23] introduced the power-law method, which can be written as:
with p 2 ½À1; 1. When p is À1, 0 and 1, the power-law method is equivalent to the harmonic mean, the geometric mean and the arithmetic mean, respectively. A study of this method and a determination of the power exponent are available in [24] .
The Algebraic Isotropic Method
The algebraic isotropic method [25] is rooted in the Cardwell and Parsons approach [20] . In [25] , Gue´rillot et al. proposed computing the geometric mean of the two Cardwell and Parsons bounds:
K min c;x and K max c;x are given by Equations (13) and (14).
The Bound Combination Method
Duquerroix et al. [26] and Kruel-Romeu [27] suggested to generalizing the algebraic isotropic method to account for field anisotropy. The upscaled properties are then derived from the following relationship, known as the bound combination method:
The two additional terms, compared with Equation (25), are estimated from the following expressions:
Notation l stands for mean. The a and h subscripts specify whether this mean is arithmetic or harmonic.
The Numerical Local Method
The last upscaling method considered hereafter is the numerical local method. This one is based upon the simulation of Darcy flow with given boundary conditions for each group of fine grid blocks within coarse grid blocks. In this paper, we use no-flow boundary conditions. Flow is assumed to be linear and steady-state. This method is described in several papers [28] [29] [30] [31] . It was shown to provide satisfactory results provided the coarse cell size is very large compared with the correlation length of permeability [32] .
SENSITIVITY STUDY AND NUMERICAL EXPERIMENT

The SPE10 Test Case [33]
In this section, we consider the second case of the Tenth SPE Comparative Solution [12] 3 ). The production scheme is based upon a classical inverted "5-spot" pattern with four producers P located in the corners and an injector I in the center (Fig. 3) . The coordinates of the wells are (i: X-coordinate, j: Y-coordinate):
-P 1 : i = 0, j = 0; -P 2 : i = 60, j = 0; -P 3 : i = 60, j = 220; -P 4 : i = 0, j = 220; -I: i = 30, j = 110.
All wells are vertical and completed throughout the whole formation (Fig. 3) . The productivity index of each well is computed using the Peaceman method. The injection rate is 795 m 3 =day (5 000 bbl/day) in reservoir conditions with a maximum injection bottom-hole pressure of 689.18 bar (10 000 psi). The four producers produce at 275.67 bar (4 000 psi) bottom-hole pressure. All wells have an internal diameter of 0.3048 m (1.0 ft).
The water properties are:
On the other hand, we consider a dead oil with the PVT properties reported in Table 1 .
The relative permeabilities are derived from the Brooks-Corey models [34]:
where S wi ¼ S or ¼ 0:2. The upscaling and flow simulation results presented hereafter were obtained using the CobraFlow software and the PumaFlow simulator [35, 36] , respectively. In this work, we did not study the numerical dispersion due to the mathematical model of the simulator. Upscaling and coarsening cause numerical dispersion. In this work, the simulator adapts the time step itself to obtain correct results. To study the numerical dispersion precisely, we should study the mathematical method used in the simulator and using a constant CFL criterion [37] .
How Important is the Choice Of Upscaling Method?
The spatial distribution of petrophysical properties within the two SPE10 units is very different (Fig. 3) . On the other hand, it is essential to consider a stationary distribution for investigating the influence of upscaling methods on information loss. We first attempted to apply the various criteria defined above without decoupling the two units, which made the interpretation and Figure 3 Porosity distribution within the whole SPE10 model. understanding of the results very difficult. A few tests pointed out that it is required to estimate the upscaling criteria on each unit separately when there are significant differences in petrophysical properties. As a result, we focus on the top part of the SPE10 model. The following subsections are dedicated to the comparison of different upscaling methods referring to the criteria defined above. This analysis makes it possible to select the best method to use. In all cases studied, the coarse scale reservoir grid is fixed.
Upscaling Methods Used
The reservoir grid encompasses 15 Â 55 Â 17 cells. We consider the 7 upscaling methods introduced in Section 2:
-arithmetic mean; -harmonic mean; -geometric mean; -power-law method; -algebraic isotropic method; -bound combination method; -numerical local method.
The upscaling factor and upscaling extent parameter computed for the case studied are reported in Tables 2  and 3 . These parameters have the same values whatever the upscaling method.
The upscaling extent parameter (Tab. 3) is higher along direction Z. This suggests that upscaling along this direction is likely to be more problematic. The analysis of the upscaling factor leads to a similar conclusion. Its value is smaller along direction Z (Tab. 2), meaning that coarsening is stronger in this direction.
The Cardwell and Parsons Bounds
The results derived from the Cardwell and Parsons bounds (Eq. 19) are recapped hereafter. Figure 4 shows that the X-and Y-permeability errors are very similar as
y for the SPE10 test case. In addition, the upscaling factors are the same for both X and Y axes (Tab. 2). The slight differences evidenced from Figure 4 result from the dimensions of the coarse cells which vary with direction. Generally speaking, the error is small. In terms of percentiles, 75% of the grid blocks show Cardwell and Parsons errors of less than 0.12 for horizontal permeabilities. This means that the coarsening effect induced by upscaling is not too strong, or in other words, that heterogeneity is moderate in every grid block. The results are clearly different for vertical permeabilities Kz. 75% of the cells show an error of less than 0.41 and 25% of them less than 0.11. Basically, 25% of the grid blocks are characterized by an error greater than 0.41. This means that the upper Cardwell and Parsons bound is 2.57 times larger than the lower bound for 25% of cells. In addition, a second peak is evidenced with errors in the range between 2.4 and 3.3: all these cells correspond to an upper bound 251 times larger than the lower bound. These values are very high and stress that the 0.2 upscaling factor applied along the Z axis is too significant as it is (without any specifically designed upgridding technique). Moreover, in the Z direction, the permeability is more heterogeneous: the permeability is organized on fine layers with very different permeability. Therefore, any upscaling technique can be applied when dealing with the horizontal directions for the case studied. However, the vertical upscaling has to be performed more carefully. Figure 5 shows the locations of the grid blocks with Z error values higher than 2. At first glance, we observe that they can be anywhere, which once again highlights the difficulty in determining an appropriate technique for upscaling the vertical permeabilities.
Variance, Data Range Indicators and QQplots
The data range and variance indicators, denoted ILIr and ILIv as explained in the previous sections, are displayed in Figure 6 . A general comment is that both ILIr and ILIv indicators evolve the same way whatever the upscaling technique applied. Whatever the direction of interest, the data range and variance indicators are minimal for the arithmetic method and maximal for the harmonic method. This feature is also evidenced for the QQplots, especially for vertical permeabilities. All errors are bounded by those estimated for the arithmetic and harmonic methods. The indicators also respect these bounds, also called fundamental inequality or Wiener bounds [38] , because they are always valid [3, 20, 39, 40] . Thus, in the case studied, the data range and variance indicators can be considered as simply-computed criteria, which allow us to rank the various upscaling methods. Another point is that the bound combination and the algebraic methods yield similar results. For the example studied, the horizontal permeability is isotropic: K x is the same as K y . In this special case, the two methods are similar. Now, in Figure 7 , we can analyze the results given by the Cardwell and Parsons bounds on the QQplot. These bounds define an envelope, narrower than the one derived from the harmonic and arithmetic methods. According to Cardwell and Parsons [20] and Le Loch [41] , an accurate estimate of the upscaled permeability should range between the (Fig. 6) , it is shown that the numerical local method departs from the results derived from the bound combination and the algebraic isotropic methods. Considering the QQplots on top of the data range, variance indicators can contribute to refining our choice of the upscaling method. In Figure 7 , we observe that the harmonic average tends to reduce the upscaled values, while the arithmetic method leads to the opposite behavior. In this case, the differences between the numerical local method and the bound combination and algebraic isotropic methods are very small. The three curves turn out to be almost the same for both K x and K y . On the other hand, the numerical local method lightly departs from the two algebraic methods for K z . In Sections 3.2.1 and 3.2.2, we checked that the upscaling of vertical permeabilities is more challenging than the upscaling of horizontal permeabilities. The analysis of the indicators that we suggested here lead us to the same conclusion. Whatever the upscaling method, the data range and variance indicators are larger for vertical permeabilities than for horizontal permeabilities. In addition, the area between the QQplots for the two Cardwell and Parsons bounds is larger for vertical permeabilities than for horizontal permeabilities. To consolidate these conclusions, we decided to move one step ahead and confront the simulation results. Figure 8 depicts the bottom-hole pressure at the injector. For three upscaling methods (geometric, harmonic and power-law with an exponent of À0.5), the injector reaches the maximal bottom-hole pressure. The harmonic method provides a lower bound for permeability, 1.0E-01
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the upscaled productivity index for the injector is also too low and the pressure drops. The same conclusion can be established for the power-law method with an exponent of À0.5. Coming back to the QQplots in Figure 7 , we note that these methods should not be recommended in this case: these three methods give very different QQplots compared with the others (for Kx and Ky). In such conditions, there is no way to make valuable comparisons with these three methods.
The water injection rates at surface conditions obtained for different upscaling methods are plotted in Figure 9 . Excluding these three methods, we have a constant injection rate. We can also make valuable comparisons with these seven other methods. In conclusion, we can note that if the upscaling method is not chosen intelligently, the upscaling process can drastically change the well behavior and mislead the reservoir engineer. The water-oil ratios simulated for different reservoir models obtained from different upscaling methods are plotted in Figure 10 .
The increase in the water-oil ratio by the arithmetic method is not always noticeable (see, for instance, wells P1, P3 and P4). It is known that for isotropic fields, the bound combination method and the algebraic isotropic method give the same results for both indicators and QQplots. Now, focusing on the simulated water-oil ratios, an anomalous behavior is evidenced for wells P3 and P4. The results at well P3 obtained for the upscaled models are all wrong compared with the fine model. The overall behavior of the ratio is not respected. On the other hand, the curves obtained for well P4 evolve the same way, but the water-oil ratios are underestimated. This may be related to the too large value of the upscaling factor. In this special case, it seems that the most relevant methods are the bound combination and the algebraic methods, particularly when considering wells P1 and P4. However, none of these methods makes it possible to perfectly reproduce the results simulated for the geological model. A surprising result is pointed out for the numerical local method. Clearly, this method does not yield the best approximation. For wells P3 and P4, the results obtained are very close to those derived from the bound combination and the algebraic methods. However, for the other two wells, they are very different. The water-oil ratio is overestimated for well P1, while it is the opposite for well P4. This stresses the difficulties in selecting a suitable upscaling method.
The results in terms of oil rates are reported in Figure 11 . In Figure 7 , we observed that the powerlaw method with an exponent of 0:5 gives results very similar to those derived from the arithmetic average. The permeabilities derived from these two methods (specially K z ) are slightly higher compared with the bisector. The same phenomenon is shown for oil rates. Overall, for all wells, the methods identified as best in the previous sections (bound combination, algebraic and numerical local) overestimate oil rates. More precisely, the two algebraic methods give similar results. The numerical local method gives a correct result for oil rates, that is a result very close to those provided by the two algebraic methods. If referring to well P1, the arithmetic average and the power-law method with an exponent of 0:5 drastically overestimate the oil rates. Coming back to the QQplots in Figure 7 , we note that these methods should not be recommended in this case. Therefore, the QQplot results are in good agreement with the flow results simulated for the coarse reservoir models. In conclusion, it seems that the bound combination, algebraic isotropic and numerical methods are the best choice. Comparison of the water injection rates at surface conditions for reservoir models derived from different upscaling methods (black = fine grid results). Comparison of the oil rates at surface conditions for reservoir models derived from different upscaling methods. Figure 10 Comparison of the water-oil ratios for reservoir models derived from different upscaling methods (black = fine grid results).
We focus on saturation plots to analyze the impact of upscaling. Figure 12 shows water saturation after 530 days of injection.
The upscaling process smooths the displacement front, but its general form is more or less preserved. As expected, the bound combination method and the algebraic isotropic method give the same results in terms of water saturation. As mentioned earlier, anomalous behavior was evidenced for the water-oil ratios simulated for wells P3 and P4. For these two wells, Figure 9 shows that the front is very different from the one obtained on the fine scale. In the case of the oil rate, we observed that the power-law method with an exponent of 0.5 and the arithmetic average lead to similar water displacements. Whatever the upscaling method applied to this test case, the displacement front tends to extend, especially for wells P3 and P4. This may be due to coarsening, or more precisely, to numerical diffusion. For wells P1 and P2, the front also extends with the arithmetic mean and the power-law method (with an exponent of 0.5). These two methods are known to be optimistic. Therefore, permeability overestimation adds to numerical diffusion, which accentuates front distortion.
How Important is the Choice of the Upscaling Factor?
Section 3.2 investigated the influence of the choice of the upscaling method on the simulation results. Now, given an upscaling method, we propose to focus on the upgridding step, that is, on the analysis of the upscaling factor impact. The application case considered hereafter is the bottom part of the SPE10 case. This unit includes very thin and long channels. As such, the flow simulation results are expected to be very sensitive to the upscaling factor. The upscaling method used is the bound combination one [25] (Eq. 26).
The Upscaling Factor and the Upscaling Extent Parameter
In the first step, we study the relative effect of coarsening in different directions. We envision two different configurations: first along the X direction, and second along the Y direction. The dimensions of the grids used are reported in Tables 4 and 5 along with the upscaling factor values.
The UE Upscaling Extent parameter is computed for the two coarsening configurations of interest. Both global (Eq. 3) and directional (Eq. 5) parameters are represented in Figure 10 . The UE decreasing at small upscaling factors is stronger for the upscaling along direction Y than for the upscaling along direction X. According to [10] , the information loss is proportional to the UE. Therefore, the UE curves depicted in Figure 13 can be used to evaluate the information loss. This idea drives our understanding of the results presented in the following subsections. Comparison of water saturation for reservoir models derived from different upscaling methods after 530 days of injection.
In the Figure 13 , we remark that for the coarsening along direction X, the UE and UE x variations are more linear like the UE and UE y variations. Qi and Hesketh [10] stated that the information loss is proportional to the UE criterion. Therefore, these curves can also help explain the next results.
The Data Range and Variance Indicators
Before going further, we detail the key features of the selected upscaling method when applied to this special case. As explained above, the bound combination method is a generalization of the algebraic isotropic method. It depends on the Cardwell and Parsons bounds. The effective permeability, when computed along direction X, is given by Equation (26) . In the case studied, we upscale the model either along X or Y. Then, with the upscaling along X, a coarse cell encompasses a single cell along directions Y and Z and several along direction X (Fig. 14) . So, if only upscaling in one direction is carried out then it is trivial that the harmonic average might be chosen along the coarse cell and arithmetic average for flow transverse to the cell. In this case, the bound combination method boils down to this configuration.
In fact, based upon this configuration, expressions (13, 14, 27) and (28) can be simplified, resulting in: The Upscaling Extent (UE) parameter versus the upscaling factor for the two coarsening directions considered (coarsening along a) axis X only, b) axis Y only). The global UE parameter is plotted together with the directional UE (UE x and UE y ).
In this case, the bound combination method yields:
As a conclusion, when aggregating cells along direction X only, the bound combination method boils down to the harmonic mean for Kx and the arithmetic mean for Ky and Kz. The same result is obtained when considering the algebraic isotropic method instead of the bound combination method. This is a known result in upscaling ( [42] p. 30). Figure 15 shows that the indicator values obtained for Ky and Kz are pretty close for the upscaling along X. Similarly, the results for Kx and Ky are very close for the upscaling along Y. These similarities and the simplification of the bound combination method arise because there is only one direction of upscaling. The variations in the data range indicators provide useful insights about the maximal value that can be used for the upscaling factor. When along X, the upscaling process is erroneous for upscaling factors less than 0.25. Even with an upscaling factor of 0.166, the smoothing effect due to upscaling can be considered as too strong. When along direction Y, the upscaling process is characterized by a critical upscaling factor of 0.1. The overall variations in the variance indicator being linear, it is difficult to draw conclusion. The only remarkable point is that the values obtained with the harmonic mean are higher than with the arithmetic mean. This is also true for the data range indicator.
Effects of Coarsening on the QQplot
Whatever the coarsening direction, Figures 16 and 17 show that the smaller the upscaling factor, the more the QQplot departs from the bisector. In other words, the smaller the upscaling factor, the less accurate the upscaling. In addition, these figures point out that the upscaling process is wrong for the intermediate permeability values in between 1 mD and 10 mD, while the extreme values are properly captured. Moreover, as explained previously in the paper the bound combination method boils down to the harmonic mean in the direction of upscaling, and to the arithmetic mean in the other directions. And the harmonic mean will be pessimistic in the direction of upscaling (QQplot below the bisector) and the arithmetic average will be optimistic (QQplot above the bisector). The results obtained for vertical permeabilities are more intricate, especially for high upscaling factors. Two bumps are observed: one when fine permeabilities are in the range ½10 À4 mD; 10 À2 mD and the other one when they are in the range ½10 À1 mD; 10 mD. However, these two bumps merge when the upscaling factor decreases. This phenomenon related to systems close to their percolation threshold is detailed in [16] .
Convergence of the Quality Indicators and the Simulation Results
This section presents the production responses simulated for the various reservoir models obtained, considering the two upscaling configurations described above: coarsening along X and coarsening along Y.
Coarsening along X
Let us first focus on the responses simulated for the injector, which is located in the middle of the field. Figure 18 depicts the bottom-hole pressure and the water injection rate at surface conditions for the different upscaling factors. As expected, the injection rate is almost constant: the simulator has difficulties maintaining a constant injection rate, but the difference is negligible (a maximal difference of 10 m 3 =day for a constant rate of 795 m 3 =day). The difference in bottom-hole pressure 1.E-01
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Kf Kc,d tells us about the average permeability between wells and about the upscaled productivity index. The upscaling modifies this average permeability and the productivity index: we also see a difference in BHP. Small Fu upscaling factors lead to very inaccurate results. When Fu < 0:1 (that is UE > 0:17 or UE x > 0:56), bottom-hole pressures and water injection rates are both overestimated. When Fu > 0:16 (that is UE < 0:134 or UE x < 0:438), the fine and coarse simulated production responses are pretty close. This is consistent with the results for the ILIr data range indicator shown in Figure 15 . When the upscaling factor is more than 0:16, the ILIr values obtained indicate very bad results. When Fu decreases, that is when the UE increases; the responses simulated for the injector deteriorate. For Fu > 0:33 (for UE < 0:082 or UE x < 0:27), the results for the coarse models are in very good agreement with the responses simulated for the fine model. Moreover, the water injection rates computed are smoother when Fu 0:25 (Fig. 18a) . This may be induced by the homogenization of the permeability field. Thus, for the case studied and considering only the responses at the injector, the upgridding can be regarded as reasonable as long as the upscaling factor Fu is more than 0:33. In the case of the producers, we focused on the water-oil ratios (Fig. 22) as these responses are very sensitive to the upscaling factor. The breakthrough is actually a key factor when managing reservoir production. It is therefore crucial to build upscaled reservoir models able to properly reproduce the breakthrough simulated for the fine model. For a small upscaling factor, we remark that the results are very inaccurate. For Fu < 0:1 (UE > 0:17 or UE x > 0:56), the bottom-hole pressure and the water injection rate are overestimated. For Fu > 0:16 (UE < 0:134 or UE x < 0:438) the results are quite similar to the fine results. This conclusion can also be drawn from the ILIr result (Fig. 15) . For an upscaling factor higher than 0.16, the ILIr results are very bad. We remark that when Fu lowers and so when the UE increases, the results deteriorate at the injector. The results for Fu > 0:33 (for UE < 0:082 or UE x < 0:27) are in very good agreement with the fine results. Moreover, the water injection rate results are smoother for Fu 0:25: this may be due to the homogenization of the permeability field. As a conclusion, the upgridding is reasonable for the injector results when Fu > 0:33. This value gives an idea of the Representative Elementary Volume of this case. This also has to be investigated (Fig. 19) for the responses simulated at the producer. For the four producers, the results are very poor when Fu < 0:16 (UE > 0:134 or UE x > 0:438). This is the same as for the injector. Second, the results obtained for wells P2, P3 and P4 are in very good agreement with the fine results when Fu > 0:33 (for UE < 0:082 or UEx < 0:27). However, for well P1, all results are relatively bad whatever the upscaling factor: too much water is produced at this well. The upscaled permeabilities around this well are probably overestimated. Despite these poor results for well P1, we concluded that the breakthrough was correctly captured provided Fu was more than 0:33.
Coarsening along Y
The same study was performed when performing the upscaling along the Y direction. The bottom-hole pressures and the water rates simulated for the injector are displayed in Figure 20 . It is worth noting that the maximal bottom-hole pressure is 689:18 bar (10 000 psi). Figure 20 shows that the injector reaches the maximal bottom-hole pressure when Fu < 0:05 (UE > 0:224 or UE y > 0:556). At this point, as soon as the pressure constraint is reached, the well production is based upon a Bottom-hole pressures at the injector for various upscaling factors -upscaling is performed along direction Y (black = fine grid results). constant pressure and the water injection rate falls. In such conditions, there is no way to make valuable comparisons. A major result is that too strong a coarsening can drastically change the dynamic behavior of the field. This phenomenon could be predicted from the analysis of the data range indicators. Figure 15 shows that ILIr values strongly decrease for upscaling factors within the range ½0:05; 0:1. When Fu is more than 0:01, the ILIr values are very small. Another insight can also be detected from the analysis of QQplots for vertical permeabilities (Fig. 17) . When Fu < 0:05, the shape of the QQplots changes and the two small bumps combine to form a single one. Based upon this result, we restrict our attention to the water injection rates simulated for Fu > 0:05. Figure 21 shows that water injection rates are lightly overestimated when Fu is too small. The simulator has difficulties maintaining a constant injection rate (oscillations), but the difference is negligible (a maximal difference of 10 m 3 =day for a constant rate of 795 m 3 =day). In addition, the upscaling process contributes to homogenizing permeabilities. Thus, the smaller Fu, the smoother the results. We can also observe that the results are very good when Fu > 0:2. When Fu ¼ 0:1, the rates simulated for the upscaled models are not very accurate, but the main features of well behavior are preserved.
In the case of the producers, we focus on the water-oil ratios. At first glance, the results obtained for Fu ¼ 0:1 are wrong. This is particularly obvious for well P1. For this problematic well, the results turn out to be correct as soon as Fu ! 0:2. For wells P3 and P4, the simulated water-oil rates clearly depend on Fu: the smaller the Fu (the higher the UE, ILIr and ILIem), the worse the results. Depending on the criterion considered, the water-oil ratio is underestimated for well P3 while it is overestimated for well P4. As a conclusion, the upgridding is reasonable when Fu ! 0:2: to obtain correct results we must choose an upscaling factor greater than 0:2. Water-oil ratios for various upscaling factors -upscaling is performed along direction Y (black = fine grid results).
CONCLUSION
In this paper, we studied and detailed different criteria, which make it possible to evaluate the validity of upscaling methods and to quantify the information loss resulting from their application. We studied two test cases, the first one to see whether indicators or criteria help to identify the best upscaling method to use, and the second one to identify the most relevant upscaling factor. We showed that the QQplot and the variance indicator are valuable preprocessing tools to investigate the impact of uspcaling before performing any fluid flow simulation. Then, estimating the Cardwell and Parsons bounds helps identify the cells or directions for which upscaling may lead to erroneous results if not carefully and properly done. The analysis of Cardwell and Parsons bounds combined together with the search for the zero data range and variance indicators provide useful insights into the validity of the upscaled results obtained. In addition, we observed that for the first test case the bound combination, algebraic and numerical local methods give the most satisfactory results. Combining these methods to upscale the absolute permeabilities with a method to upscale well productivity indices [43] would contribute to improving the results further. The second test case pointed out that these different criteria are also very useful for selecting an appropriate upscaling factor. In this case, an upscaling factor greater than 0:2 gives correct results in terms of the oil rate or water-oil ratio. This study treats one example of heterogeneous medium: the well-known SPE10 test case. A perspective of this work could be to test how these different upscaling indicators suit different types of heterogeneity.
