Abstract. Hamidoune's connectivity results [11] for hierarchical Cayley digraphs are extended to Cayley coset digraphs and thus to arbitrary vertex transitive digraphs. It is shown that if a Cayley coset digraph can be hierarchically decomposed in a certain way, then it is optimally vertex connected. The results are obtained by extending the methods used in [11] . They are used to show that cycle-prefix graphs [5] are optimally vertex connected. This implies that cycle-prefix graphs have good fault tolerance properties.
G * , is obtained by reversing all the edges of G.
Given a group G, a subgroup H of G and a set of generators S ⊆ G\H, the Cayley coset digraph G(G, H, S) (or G if G, H and S are clear from context) is obtained as follows: the set V (G) of vertices of G is given by the set of left cosets G/H = {gH | g ∈ G} of H in G, and the set E(G) of edges of G consists of the ordered pairs (gH, g ′ H) with gHs ∩ g ′ H = ∅ for some s ∈ S. The graph G is vertex transitive. A transitive group of automorphisms of G acting on V (G) consists of the maps ϕ g : g ′ H → gg ′ H. Every vertex transitive digraph is a Cayley coset digraph, as is shown in [15] .
G is a Cayley digraph iff H = {e}, where e is the identity of G. A Cayley (coset) graph is a symmetric Cayley (coset) digraph (i.e. if (x, y) ∈ E(G) then (y, x) ∈ E(G)).
For s ∈ S, let E s = {(g 1 H, g 2 H) | g 1 Hs ∩ g 2 H = ∅} be the set of edges induced by s. The next lemma shows that we can assume that S consists of distinct representatives of the double cosets HgH in G.
Lemma 2.1 The following are equivalent:
(i) The edge (g 1 H, g 2 H) is in E s .
(ii) g −1 1 g 2 is in HsH.
(iii) g 1 HsH ⊇ g 2 H.
Proof. We have (g 1 H, g 2 H) ∈ E s iff Hs ∩ g −1
1 g 2 ∈ HsH iff g 2 ∈ g 1 HsH iff g 2 H ⊆ g 1 HsHH = g 1 HsH.
Lemma 2.1 implies that E s ∩ E s ′ = ∅ unless HsH = Hs ′ H in which case E s = E s ′ .
Assumption. From now on we assume that the generators are representatives from distinct double cosets of H.
A digraph G is strongly connected iff for every a, b ∈ V (G), there is a path from a to b. Since only strong connectivity is considered in this note, the word "strongly" will be omitted. Note that for vertex transitive digraphs, strong connectivity is equivalent to weak connectivity, i.e. in a vertex transitive digraph, if there is a path from a to b, then there is one from b to a.
Lemma 2.2 G is connected iff H, S = G.
Proof. By vertex transitivity, it suffices to check that for every g ∈ G, there is a path from H to gH in G. A path is a sequence H, g 1 H, g 2 H, . . . , gH where
with s i ∈ S. There is such a sequence ending at gH iff every element of gH can be expressed as a product of elements of H and generators. The result follows. Lemma 2.2 implies that the components of G are determined by the left cosets of H, S , i.e. each component is of the form (g H, S )/H. Assumption. We assume that H and S generate G or equivalently, that G is connected.
By Lemma 2.2, the set of neighbors of H due to s is given by HsH/H. Thus, the contribution of E s to the degree d of G is determined by the index
Proof. The result follows from the discussion above and from the assumption that the generators come from distinct double cosets of H.
The numbers d s can be computed using the following elementary result from group theory [4] :
Vertex connectivity
Definitions. Let G be a digraph. The vertex connectivity of G is the smallest number of vertices that need to be removed from G so that the digraph induced on the remaining vertices is not connected. The vertex connectivity of G is denoted by κ(G) or simply κ if the graph is clear from the context.
For A ⊆ V (G), let N G (A) denote the set of neighbors of A, where
The subscript is omitted if it is clear which graph is being considered. A is a part
A is an atom iff A is a minimum size part of G with the property that N (A) = κ. Note that this definition differs slightly from the one given by Hamidoune [8] , who defines atoms as minimal size parts A of G or G * satisfying N G (A) = κ or N G * (A) = κ, respectively. The only digraphs without atoms are the complete digraphs where every pair of vertices is an edge. Assume that G is not complete. The next lemmas are used to show that the atoms of G partition G, provided that they are small enough. 
Proof. Suppose that A ∩ B and A \ B are both non-empty. We show that A ∪ B is a part with N (A ∪ B) < κ to derive a contradiction. Since
To obtain the contradiction, it suffices to show that N (A) \ (B ∪ N (B)) < N (B) ∩ A . This follows from Lemma 3.2 which is proved next. 
This gives the result. Proof. By Lemma 3.1 it suffices to show that if A and B are distinct intersecting atoms of G of size at most (n−κ)/2, then
To bound the last sum, we use Lemma 3.2 to obtain
It follows that A ∪ N (A) ∪ B ∪ N (B) < n − κ + κ = n, which gives the result.
Lemma 3.4 Let G be a digraph of vertex connectivity κ which is not complete.
Then either G or G * has an atom of size at most (n − κ)/2.
Assumption. From now on we assume that G has an atom of size at most (n − κ)/2. To see that this assumption does not restrict the generality of the results to be shown, it suffices to apply Lemma 3.4 and note that the properties used to prove the results are preserved if G is replaced by G * . In particular, note that the vertex connectivity of G * is the same as the vertex connectivity of G. Furthermore, the generating set S −1 of G * has the same associated degrees and also consists of distinct double coset representatives.
Lemma 3.5 With the given assumption, the atoms of G partition the vertices of G. The automorphisms of G induce permutations of the atoms and each atom is a vertex transitive induced subgraph of G.
Proof. The automorphic image of an atom is an atom. By transitivity of G, the atoms cover G. Since distinct atoms are disjoint, they partition the vertices of G. This also implies that the automorphisms of G induce permutations of the atoms. Since G is transitive, each atom is transitive.
Let A 0 be the atom containing H. Let S 0 be the set of generators s ∈ S such that s ∈ A 0 . Let S 1 = S \ S 0 .
Lemma 3.6
The subset A 0 of G is the subgroup H, S 0 generated by H and S 0 . The edges induced on A 0 by G are given by
Proof. To see that A 0 is a subgroup, let g ∈ A 0 and consider the automorphism φ g . Since φ g (H) ∈ A 0 , φ g (A 0 ) = A 0 . This implies that A 0 is closed under multiplication by g. That A 0 is a subgroup follows by arbitrariness of g.
If g 1 H and g 2 H are in A 0 and there is an edge from
Note that A 0 is connected, for otherwise any part of A 0 with outdegree zero in A 0 is a smaller part of G with at most κ neighbors in G. Lemma 2.2 implies that ∪A 0 = H, S 0 .
Example 3.7 Consider again the assumption that G has an atom of size at most (n − κ)/2. There are Cayley graphs which do not satisfy this assumption and where the atoms do not partition the set of vertices. As an example consider the group S n of permutations on n ≥ 4 vertices. Using cycle notation for permutations, let a = (12) and b = (123 . . . n). Then a, b = S n . Let G = G(S n , {(1)}, {a, b, ba}). Then S n = a, b = a, ba = b, ba . Therefore the only candidates for atoms of G or G * are
We have
Since H 3 = n, N 3 ≥ n and N * 3 ≥ n. Since ba is a cycle of length n − 1, N 4 ≥ n − 1 and N * 4 ≥ n − 1. Since N * 2 = 2, κ = 2. However, none of the connected subgroups of S n have 2 neighbors. The atom containing the identity of G * is given by H 2 .
Lemma 3.6 shows that to check the vertex connectivity of G it suffices to check the number of neighbors of each subgroup generated by H and a subset of S. Since an atom is never the whole graph, the next result is immediate. 
Except when the degree of G is 1, the size of atoms is strictly smaller than the degree d of G. This is a consequence of the next lemma. 
Proof. The atom A 0 of G satisfies one of the following cases: 3 . A 0 and G ′ are incomparable.
Consider case 1. If r ∈ R 2 , then ( A 0 )rH is disjoint from G ′ , because otherwise r ∈ G ′ . Thus the neighbors of A 0 due to R 2 are disjoint from G ′ and since ( A 0 )rH/H ≥ A 0 , there are at least max( A 0 , d R 2 ) many such neighbors. It follows that
, and we are done.
Consider case 2. Since the number of neighbors of A 0 is at least A 0 , trivially
Observe that for r ∈ R 21 and s ∈ R 22 , r and s come from distinct double cosets of G ′ . Otherwise, by assumption, H, r = H, s , which would imply that either both r and s are in A 0 , or both r and s are not in A 0 . Thus
as desired. 
If r, s ∈ S i+1 and G
Proof. It suffices to apply Theorem 3.10 to each step in the tower of Cayley coset digraphs G(G i , H, S 1 ∪ . . . ∪ S i ).
The next corollary shows how to replace the restriction on the size of the groups G i by conditions on the degrees induced by the partition of the generators. 
i rG i = G i sG i , then H, r = H, s . 3. κ(G(G 1 , H, S 1 )) = d 1 . 4. G 1 /H ≥ d 2 .
For all
Proof. It suffices to show by induction that G i /H ≥ d i+1 and apply Corollary 3.11. Since G i−1 is a proper subgroup of
Applications
Hierarchical Cayley coset digraphs.
Definition. G is a quasi-minimal or hierarchical Cayley coset digraph iff there is an ordering {s 1 , . . . , s k } of the generators of G such that the subgroups H, s 1 , s 2 , . . . , s i are distinct. G is minimal iff for no S ′ ⊂ S, H, S ′ = G. 
The fact that hierarchical Cayley digraphs are optimally vertex connected can now be easily shown. Proof. Partition S∪S ′ into the sets defined by: S 1 = {s 1 , s 2 }∪({s
and G i be defined as in Corollary 3.12. We have 2 ≤ d 1 ≤ 4, and for each i ≥ 1, d S i+1 ≤ 2. To apply Corollary 3.12 it suffices to check that
is optimally vertex connected and
If G 1 is not optimally vertex connected, then the atom A of G 1 is given by either s 1 or s 2 . Let s i ∈ A and s j ∈ A ({i, j} = {1, 2}). We can assume that 2 ≤ A ≤ 3, for otherwise N (A) ≥ A ≥ 4 ≥ d 1 . Similarly, since A divides N (A) , we can assume that N (A) = A . Suppose that s By assumption, G 1 has a proper nontrivial subgroup and G 1 = 4. This implies that G 1 ≥ 6 ≥ d 2 .
Hamidoune [11] continues the analysis of the proof of Theorem 4.4 to show that if G is as in the statement of this theorem and G is not optimally
Cycle-prefix graphs. The cycle-prefix graphs (CP-graphs) are Cayley coset digraphs defined on the group S n of permutations of [n] = {1, . . . , n}. They were proposed as interconnection networks with good degree and diameter properties in [5] . If π is a permutation which maps i to π i , then we write π = π 1 π 2 . . . π n . Application of permutations is on the right, so that iπ = π i . Composition is defined by i(πσ) = (iπ)σ. The cycle-prefix permutations γ(k) with 2 ≤ k ≤ n are the permutations which cyclically permute {1, . . . , k} to the right and leave other numbers fixed. Thus γ(k) = k12 . . . (k − 1)(k + 1) . . . (n − 1)n. Let H k be the subgroup of S n consisting of the permutations π with π i = i for i ≤ n − k. (2), . . . , γ(n − k + 1)}). Then CP(n, k) is a Cayley coset digraph of degree n − 1. The degrees induced by the generators in CP(n, k) are given by d γ(i) = 1 for 2 ≤ i ≤ n−k and d γ(n−k+1) = k. Proof. The digraphs CP(n, k) are hierarchical with generators ordered by {γ(2), . . . , γ(n−k +1)}. If k = n−1, then CP(n, k) is the complete digraph on n vertices and we are done. If k = 1, then CP(n, k) is a hierarchical Cayley digraph and is optimally vertex connected by Corollary 4.3. Assume that 1 < k < n − 1. (2), . . . , γ(n − k)}). Then G ′ is isomorphic to CP(n − k, 1) and G ′ = (n − k)!. This follows from the fact that γ(j) is in the normalizer of H for j ≤ n − k. Thus G ′ is optimally vertex connected. If (n − k)! ≥ n − 1, Theorem 3.10 can be applied to show that CP(n, k) is optimally vertex connected. Assume that (n − k)! < n − 1. Then k ≥ n/2, because ⌈(n + 1)/2⌉! ≥ n − 1 for all n ≥ 1. Following the proof of Theorem 3.10, suppose that A is a nontrivial atom of CP(n, k) with A > 1 and N (A) < n − 1. Note that H, γ(n − k + 1) = S n which implies that the edges due to γ(n − k + 1) are not in A and A ⊆ G ′ . For any subgroup F of G ′ which contains H, the number of neighbors of F/H due to γ(n − k + 1) is F/H k. Proof: F γ(n − k + 1)H is given by the disjoint union k−1 l=0 F l , where F l is the set of permutations defined by
Note that for each member σ of F , σ n−k is determined by the σ 1 . . . σ n−k−1 . Hence F l = F which gives F γ(n − k + 1)H/H = F/H k. As a result, A < n/k and since A > 1 this implies that k < n/2, contrary to assumption.
Edge connectivity
For completeness we include the result that vertex transitive digraphs are optimally edge connected. This result and its proof (for the undirected case) are due to Mader [13] . Definition. The edge connectivity of a digraph G is the smallest number of edges that need to be removed so that the resulting digraph is not connected. The edge connectivity of G is denoted by λ(G).
Theorem 5.1 Every Cayley coset digraph has edge connectivity equal to its degree.
Proof. Let λ be the edge connectivity of G. We start by showing that there is a notion of atom applicable to edge connectivity. An e-atom of G is a minimal subset of the vertices of G with exactly λ outgoing edges. Let N e (A) denote the set of edges leaving A. Let E(A) denote the set of edges included in A. N e (B) ) .
Since the right-hand side of this expression is N e (A) = λ, minimality of A requires that A ⊆ B.
Lemma 5.2 implies that the observations about atoms of G apply to e-atoms of G. In particular, provided that the size of an e-atom is at most n/2, distinct e-atoms are disjoint, so that they form blocks under the group of automorphisms of G. Again, either G or G * satisfies the size condition, so without loss of generality, assume that an atom has at most n/2 elements.
Let A 0 be the e-atom which contains H. Then A 0 is a subgroup of G. We can partition the generators as before into the set S 0 of generators in 
