All relevant data are within the paper and its Supporting Information files.

Introduction {#sec001}
============

Higher global connectivity and the increased volume of international travel have escalated the threat of importation, establishment, and expansion of many arboviral diseases \[[@pone.0161365.ref001]--[@pone.0161365.ref003]\]. The past two decades alone have been witness to the emergence of dengue, chikungunya, West Nile, Japanese encephalitis, and most recently, Zika viruses in naïve populations across the globe \[[@pone.0161365.ref001], [@pone.0161365.ref004]--[@pone.0161365.ref007]\]. When importation of these viruses leads to outbreaks, local healthcare systems can be overwhelmed, and resources for combating the spread of the virus are potentially inefficiently allocated. As the threat of arbovirus emergence increases, so does the need for adequate tools (such as mathematical models) for understanding the emergence potential and subsequent spread in naïve populations. These models help identify the key factors that lead to the spread of a virus and thereby inform policies aimed at mitigating the impacts on public health \[[@pone.0161365.ref008]\].

While these models are needed, there is a scarcity of data available for the model parameterization necessary for predicting outbreaks in populations in which a disease has never (or rarely) been present. Although this complicates the ability to make conclusive predictions regarding the impact of an introduced disease on a naïve population, models remain useful for developing a better understanding of which factors are critical for an introduction to lead to an outbreak \[[@pone.0161365.ref008]\]. A number of mechanistic models have been utilized recently to study factors that influence disease spread into new regions as well as to make predictions regarding the potential for introduced infectious diseases to become established in novel areas \[[@pone.0161365.ref009]--[@pone.0161365.ref014]\]. For example, following the introduction of chikungunya into the Western Hemisphere in late 2013, modeling studies were conducted to help understand the potential for spread throughout the Caribbean and the Americas \[[@pone.0161365.ref011], [@pone.0161365.ref012]\]. With no history of chikungunya in these regions, these studies focused on the impact that typical drivers of mosquito-borne disease spread, such as human travel and mosquito abundance, could have on the probability of chikungunya emergence. These studies were also aided by insights gained from a richer history of studying dengue, which is spread by the same vectors, throughout this region \[[@pone.0161365.ref006], [@pone.0161365.ref015]\].

Human movement via air and sea travel is often implicated as one of the primary factors in the global spread of mosquito-borne disease \[[@pone.0161365.ref003], [@pone.0161365.ref016]--[@pone.0161365.ref020]\], as well as the global spread of some disease vectors such as *Aedes aegypti* and *Aedes albopictus*, the mosquito vectors of dengue, chikungunya, yellow fever, and Zika viruses \[[@pone.0161365.ref021]--[@pone.0161365.ref026]\]. Human movement patterns also contribute to the spread of mosquito-borne disease at a finer scale, such as within cities \[[@pone.0161365.ref027]--[@pone.0161365.ref029]\]. Stoddard et al. \[[@pone.0161365.ref027]\] showed that movement of people among houses within Iquitos, Peru was a major driver of the spread of dengue throughout the city, and Adams and Kapan \[[@pone.0161365.ref029]\] demonstrated in a theoretical study that human movement across subpopulations may contribute to the persistence of mosquito-borne pathogens in urban areas. These studies emphasize the need to consider the role of human movement not only in the importation of mosquito-borne disease into naïve populations, but also in the spread of a pathogen throughout well-connected populations within urban areas. Unfortunately, data sets that describe human activity within and across subpopulations of large urban areas are rare, so approaches for approximating the movement of humans in infectious disease models have been borrowed from transportation theory. One common model to estimate the flow of people among populations is the gravity model \[[@pone.0161365.ref030]\]. The gravity model has been used in a number of previous studies to characterize human movement at the county level \[[@pone.0161365.ref031]--[@pone.0161365.ref034]\].

In this study, we develop a spatially explicit model that utilizes the gravity model to implicitly incorporate human movement into the probability of transmission to study the potential for mosquito-borne disease emergence in an Urbanized Area (UA) of the United States. As a case study, we parameterize the model to be representative of the Miami UA, and we describe mosquito dynamics in the model by fitting a population dynamic model to a unique data set provided by the Miami-Dade Mosquito Control Division. We use the model to explore the potential for importation of dengue to lead to emergence and spread within the Miami UA.

Dengue, which is vectored primarily by *Ae. aegypti*, was first reported in the Western Hemisphere in the 1800s and is now endemic to many countries in the Americas \[[@pone.0161365.ref001], [@pone.0161365.ref035]\]. Dengue is not thought to be currently established in any part of the United States; however, a number of large outbreaks occurred throughout the state of Florida in the first half of the 20th century, suggesting that the virus may have been established in the state during that period \[[@pone.0161365.ref035], [@pone.0161365.ref036]\]. Today, dengue is frequently imported into Florida from the many tropical and subtropical regions of the world to which it is endemic \[[@pone.0161365.ref035], [@pone.0161365.ref037]\]. From 2010 to 2015, there were 646 confirmed imported cases of dengue in Florida, 383 of which occurred within the Miami UA ([S1](#pone.0161365.s002){ref-type="supplementary-material"} and [S2](#pone.0161365.s003){ref-type="supplementary-material"} Figs) \[[@pone.0161365.ref037]\]. In 2009 and 2010, two outbreaks of locally transmitted dengue occurred in Key West, FL (Monroe County), with 28 locally acquired cases reported in 2009 and 56 in 2010 \[[@pone.0161365.ref037]--[@pone.0161365.ref039]\]. In 2013, another outbreak of 17 locally acquired cases was reported in Martin County, FL \[[@pone.0161365.ref037]\]. Smaller chains of local transmission have been reported in each of the past six years in parts of the Miami UA, but no outbreaks (which, for this study, we define to be more than 10 locally acquired cases that are related) were reported \[[@pone.0161365.ref037], [@pone.0161365.ref038]\].

Despite the few locally acquired cases of dengue reported in the Miami UA to date, it is likely one of the regions within the U.S. most at risk of a dengue outbreak. In addition to potentially being a dengue endemic region in the past, southern Florida is now home to both the primary and secondary (*Ae. albopictus*) vectors of the virus \[[@pone.0161365.ref036], [@pone.0161365.ref040]--[@pone.0161365.ref045]\]. The Miami UA also has a tropical climate with little fluctuation in temperature and precipitation throughout the year, which supports a suitable environment for both dengue virus and its vectors and is similar to the climate of many dengue endemic regions of the world. Furthermore, the Miami UA is highly connected to dengue endemic countries in the Caribbean and Latin America via three international airports and four passenger and cargo seaports. In 2013, Miami International Airport and Fort Lauderdale-Hollywood International Airport were the 16^th^ and 22^nd^ busiest U.S. airports, respectively, by passengers enplaned \[[@pone.0161365.ref046]\]. Also in 2013, the Miami International Airport was listed as the second busiest U.S. airport for international travel and the top gateway to Latin America and the Caribbean \[[@pone.0161365.ref047]\]. The Port of Miami and Port Everglades in Fort Lauderdale are the two busiest seaports in the U.S. for cruise travel \[[@pone.0161365.ref046]\], and the majority of destinations for ships departing these ports are in the Caribbean and Central America \[[@pone.0161365.ref048]\].

To demonstrate the utility of this model for detecting factors that could lead to dengue emergence in the Miami UA, we study the impact of mosquito population dynamics and human movement on the potential for emergence by investigating the influence of timing and location of introduction on both the probability of autochthonous transmission occurring and the size of outbreaks following successful local transmission. We further explore the influence of clinical presentation rates on the ability to detect local transmission and outbreaks, and we discuss sensitivity of the model to parameters that are poorly characterized for the Miami UA.

Materials and Methods {#sec002}
=====================

Model Description {#sec003}
-----------------

We employ a vector-host epidemic model with discrete time and discrete state space. The dynamics of the system are described by an adaptation of a Reed-Frost chain binomial system to incorporate demographic stochasticity \[[@pone.0161365.ref049]\]. As the frequency at which local cases of dengue in the Miami UA are reported is low ([S2 Fig](#pone.0161365.s003){ref-type="supplementary-material"}), we have developed this model to capture the impacts of stochastic effects on the probability of emergence and outbreaks of dengue.

We track the dynamics of one serotype of dengue in humans and adult female *Ae. aegypti* populations in the 186 cities, census designated places (CDPs), and census county divisions (CCDs) that comprise the Miami UA. Note that in this paper we are interested in studying the potential for an outbreak following an introduction of a single serotype, so we ignore the potential for introduction and circulation of multiple serotypes. Throughout, we denote classes of the human population with the subscript *H* and *Ae. aegypti* classes with the subscript *G*. At each location *i* on each day *t*, we divide the human population into susceptible (*S*~*H*~(*i*, *t*)), exposed (*E*~*H*~(*i*, *t*)), infectious (*I*~*H*~(*i*, *t*)), and recovered (*R*~*H*~(*i*, *t*)) classes. The total human population in location *i* at time *t* is denoted by *N*~*H*~(*i*, *t*) = *S*~*H*~(*i*, *t*) + *E*~*H*~(*i*, *t*) + *I*~*H*~(*i*, *t*) + *R*~*H*~(*i*, *t*). Throughout the study, we are primarily interested in the potential for emergence and outbreaks within a year of introduction of the virus, so we neglect human births and deaths as well as immigration and emigration in the region and assume that the human population in each location remains constant throughout the year so that *N*~*H*~(*i*, *t*) = *N*~*H*~(*i*) for all *t*. Although rates of travel into and out of the region may vary seasonally, we do not anticipate this having a significant impact on the human population size.

Similar to the compartmentalization of the human population, we divide each vector population into susceptible (*S*~*G*~(*i*, *t*)), exposed (*E*~*G*~(*i*, *t*)), and infectious (*I*~*G*~(*i*, *t*)) classes. The total vector population in each location *i* at time *t* is denoted by *N*~*G*~(*i*, *t*) = *S*~*G*~(*i*, *t*) + *E*~*G*~(*i*, *t*) + *I*~*G*~(*i*, *t*).

Stochastic dynamics for humans are governed by the probabilities of becoming infected, becoming infectious, and recovering from infection. We define all probabilities on a daily time interval (i.e. on the time interval \[*t*, *t* + 1\]); however, time intervals of different lengths could be considered by rescaling parameter values. We define the vector-to-host transmission rate (biting rate × probability of a bite leading to transmission of the virus) as *β*. In a single location *i* in the absence of human movement in the region, the probability that a susceptible human becomes infected is given by $$\lambda_{H}\left( i,t \right) = 1 - \exp\left( {- \frac{\beta I_{G}\left( i,t \right)}{N_{H}\left( i \right)}} \right)$$ Once infected, the probability that a host becomes infectious is given by *σ*~*H*~, which is defined in terms of the average intrinsic incubation period, $\left( {\hat{\sigma}}_{H} \right)^{- 1}$: $$\sigma_{H} = 1 - \exp\left( - {\hat{\sigma}}_{H} \right)$$ The probability that an infectious host recovers is given by *γ*~*H*~, which is defined in terms of the average duration of infectiousness for humans, $\left( {\hat{\gamma}}_{H} \right)^{- 1}$: $$\gamma_{H} = 1 - \exp\left( - {\hat{\gamma}}_{H} \right)$$ Taken together, the human dynamics in the absence of movement about the region are given by the following equations: $$W_{H}\left( i,t \right) \sim \text{binomial}\left( S_{H}\left( i,t \right),\lambda_{H}\left( i,t \right) \right)$$ $$V_{H}\left( i,t \right) \sim \text{binomial}\left( E_{H}\left( i,t \right),\sigma_{H} \right)$$ $$U_{H}\left( i,t \right) \sim \text{binomial}\left( I_{H}\left( i,t \right),\gamma_{H} \right)$$ $$S_{H}\left( i,t + 1 \right) = S_{H}\left( i,t \right) - W_{H}\left( i,t \right)$$ $$E_{H}\left( i,t + 1 \right) = E_{H}\left( i,t \right) + W_{H}\left( i,t \right) - V_{H}\left( i,t \right)$$ $$I_{H}\left( i,t + 1 \right) = I_{H}\left( i,t \right) + V_{H}\left( i,t \right) - U_{H}\left( i,t \right)$$ $$R_{H}\left( i,t + 1 \right) = R_{H}\left( i,t \right) + U_{H}\left( i,t \right).$$ Here, *W*~*H*~(*i*, *t*), *V*~*H*~(*i*, *t*), and *U*~*H*~(*i*, *t*) represent the number of newly infected, newly infectious, and newly recovered individuals, respectively, in location *i* at time *t*.

Unlike the human population, the vector population varies daily throughout the year due to a seasonally varying per capita recruitment rate, *ψ*~*G*~(*t*), where $$\psi_{G}\left( t \right) = \mu_{G}\left( {1 + \nu\cos\left( {\frac{2\pi}{365}\left( t - \tau_{G} \right)} \right)} \right)$$

In this equation, *ν* and *τ*~*G*~ determine the amplitude and the timing, respectively, of the peak recruitment rate during the season. The parameter *μ*~*G*~ is the probability of vector mortality each day. In order to maintain a stable average population size, we also set the average per capita recruitment rate to be *μ*~*G*~. The recruitment rate is defined as the average number of adult female mosquitoes produced by a single adult female mosquito each day (the number of eggs laid, survival through juvenile stages, and sexing of offspring is modeled implicitly in this recruitment rate). We define *μ*~*G*~ as $$\mu_{G} = 1 - \exp\left( - {\hat{\mu}}_{G} \right)$$ where $\left( {\hat{\mu}}_{G} \right)^{- 1}$ is the average lifespan of *Ae. aegypti* in days.

Stochastic dynamics for vectors are governed by the probabilities of recruitment, death, becoming infectious, and becoming infected. The number of new vectors recruited in location *i* at time *t* is chosen from a Poisson distribution with mean *ψ*~*G*~(*t*)*N*~*G*~(*i*, *t*). That is, if *M*~*G*~(*i*, *t*) is the number of newly recruited adult vectors in location *i* at time *t*, then $$M_{G}\left( i,t \right) \sim \text{Poisson}\left( \psi_{G}\left( t \right)N_{G}\left( i,t \right) \right)$$ In the absence of sufficient data to suggest differences in human-to-vector and vector-to-human transmission rates, we define the human-to-vector transmission rate to be equal to the vector-to-human transmission rate, *β*. The probability that a susceptible vector becomes infected in location *i* at time *t* is $$\lambda_{G}\left( i,t \right) = 1 - \exp\left( {- \frac{\beta I_{H}\left( i,t \right)}{N_{H}\left( i \right)}} \right)$$ A susceptible vector can either remain susceptible, become infected and live to the next day, or die (either infected or uninfected). We assume that death is independent of becoming infected or becoming infectious. The probability that a susceptible vector becomes infected and lives to the next day is (1 − *μ*~*G*~)*λ*~*G*~(*i*, *t*). The number of susceptible vectors that either progress to the infected class, die, or remain susceptible is chosen from a multinomial distribution. Let *W*~*G*~(*i*, *t*) be the number of vectors in location *i* at time *t* that become infected and survive and *X*~*S*~(*i*, *t*) be the number of susceptible vectors in location *i* at time *t* that die. Then, $$\left\lbrack W_{G}\left( i,t \right),X_{S}\left( i,t \right) \right\rbrack \sim \text{multinomial}\left( {S_{G}\left( i,t \right),\left\lbrack {\left( 1 - \mu_{G} \right)\lambda_{G}\left( i,t \right),\mu_{G}} \right\rbrack} \right)$$

Once infected, the probability that a vector becomes infectious is *σ*~*G*~, which is defined in terms of the average extrinsic incubation period, $\left( {\hat{\sigma}}_{G} \right)^{- 1}$: $$\sigma_{G} = 1 - \exp\left( - {\hat{\sigma}}_{G} \right)$$ The probability that a vector becomes infectious and lives to the next day is (1 − *μ*~*G*~)*σ*~*G*~. The number of infected vectors that either progress to the infectious class, die, or remain infected is chosen from a multinomial distribution. Let *U*~*G*~(*i*, *t*) be the number of vectors that become infectious in location *i* at time *t* and *X*~*E*~(*i*, *t*) be the number of exposed vectors in location *i* at time *t* that die. Then, $$\left\lbrack U_{G}\left( i,t \right),X_{E}\left( i,t \right) \right\rbrack \sim \text{multinomial}\left( {E_{G}\left( i,t \right),\left\lbrack {\left( 1 - \mu_{G} \right)\sigma_{G},\mu_{G}} \right\rbrack} \right).$$ Once infectious, a vector dies with probability *μ*~*G*~. The number of infectious vectors that die is chosen from a binomial distribution. Let *X*~*I*~(*i*, *t*) be the number of infectious vectors in location *i* at time *t* that die. Then, $$X_{I}\left( i,t \right) \sim \text{binomial}\left( I_{G}\left( i,t \right),\mu_{G} \right).$$

The mosquito dynamics in the absence of human movement are given by the following equations: $$S_{G}\left( i,t + 1 \right) = S_{G}\left( i,t \right) + M_{G}\left( i,t \right) - W_{G}\left( i,t \right) - X_{S}\left( i,t \right)$$ $$E_{G}\left( i,t + 1 \right) = E_{G}\left( i,t \right) + W_{G}\left( i,t \right) - U_{G}\left( i,t \right) - X_{E}\left( i,t \right)$$ $$I_{G}\left( i,t + 1 \right) = I_{G}\left( i,t \right) + U_{G}\left( i,t \right) - X_{I}\left( i,t \right)$$

Type Reproductive Number {#sec004}
------------------------

For this model, we define the time-varying type reproductive number \[[@pone.0161365.ref050]\] in a single population *i* to be $R_{0}^{T}\left( i,t \right)$, where $$R_{0}^{T}\left( i,t \right) = \frac{\beta^{2}\sigma_{G}\left( 1 - \mu_{G} \right)N_{G}\left( i,t \right)}{\left( \sigma_{G}\left( 1 - \mu_{G} \right) + \mu_{G} \right)\mu_{G}\gamma_{H}N_{H}\left( i \right)}$$ Refer to [S1 Text](#pone.0161365.s001){ref-type="supplementary-material"} for details of this calculation. In [S3 Fig](#pone.0161365.s004){ref-type="supplementary-material"}, we show how this value varies across the year with fluctuations in the vector population. We note that once movement is incorporated into the probability of infection term, the global value of $R_{0}^{T}\left( t \right)$ will be different from the value given in [Eq 22](#pone.0161365.e027){ref-type="disp-formula"}, but this value provides a good approximation.

Implicit Human Movement {#sec005}
-----------------------

We model movement of humans about the Miami UA implicitly by including a term within the probabilities of infection *λ*~*H*~(*i*, *t*) and *λ*~*G*~(*i*, *t*) that allows for infection to be acquired via contact in locations throughout the region. The probability that an infection is acquired from another location depends upon the rate of movement between locations, which is approximated by the gravity model \[[@pone.0161365.ref030]\]. The general premise of the gravity model is that movement between locations is proportional to the population size of the two locations and inversely proportional to the distance between locations. There are three parameters that determine the degree of this relationship. Namely, *a* and *b*, which determine the degree of attractiveness of the source and destination populations, respectively, and *c*, which determines the impact of the distance between the two populations. For population *i* of size *N*~*i*~ and population *j* of size *N*~*j*~, the daily flux from *i* to *j* is given by *m*~*ij*~, where $$m_{ij} = \frac{\left( N_{i} \right)^{a}\left( N_{j} \right)^{b}}{\left( d_{ij} \right)^{c}}$$ Here, *d*~*ij*~ is the distance between populations *i* and *j*. For this study, we calculate the distance between two populations using the Haversine formula (refer to [S1 Text](#pone.0161365.s001){ref-type="supplementary-material"} for details). We estimated the values of parameters *a*, *b*, and *c* by fitting the gravity model to daily commute data obtained from the U.S. Census \[[@pone.0161365.ref051]\]. Details of the parameter estimation can be found in [S1 Text](#pone.0161365.s001){ref-type="supplementary-material"}.

With implicit human movement incorporated, the probability that a human in location *i* at time *t* becomes infected is now $$\lambda_{H}\left( i,t \right) = 1 - \exp\left( {- \frac{\beta I_{G}\left( i,t \right)}{N_{H}\left( i \right)} - \theta\left( N_{H}\left( i \right) \right)^{a}\sum\limits_{j \neq i}\frac{\left( N_{H}\left( j \right) \right)^{b}}{\left( d\left( j,i \right) \right)^{c}} \cdot \frac{\beta I_{G}\left( j,t \right)}{N_{H}\left( j \right)}} \right),$$ and the probability that a vector in location *i* at time *t* becomes infected is now $$\lambda_{G}\left( i,t \right) = 1 - \exp\left( {- \frac{\beta I_{H}\left( i,t \right)}{N_{H}\left( i \right)} - \theta\left( N_{H}\left( i \right) \right)^{a}\sum\limits_{j \neq i}\frac{\left( N_{H}\left( j \right) \right)^{b}}{\left( d\left( j,i \right) \right)^{c}} \cdot \frac{\beta I_{H}\left( j,t \right)}{N_{H}\left( j \right)}} \right).$$ In these two terms, the parameter *θ* does not have a biological or demographic interpretation, but determines the proportional impact of movement on the probability of acquiring infection. The value of *θ* is on the order of magnitude of the inverse of the total population size in the region; this parameter then summarizes the overall impact of human movement on new infections throughout the entire region. This characterization of the impact of human movement on acquiring infections assumes that a susceptible human in population *i* can become infected by contact with an infectious vector in population *i* or contact with an infectious vector in another population *j*. Similarly, a susceptible vector in population *i* can become infected by an infectious human in population *i* or an infectious human that is visiting from another population *j*. We assume here that the impact of movement is independent of whether a human is susceptible or infectious, thus the value of *θ* is the same in both terms. Note here that we assume that the movement about various locations does not significantly affect the population sizes in each location.

We remark that for the purposes of this study, we do not consider the impacts of movement of the vector population. Mark-release-recapture studies have found that *Ae. aegypti* females do not disperse great distances, typically staying within 50--100 meters of the release site \[[@pone.0161365.ref052]--[@pone.0161365.ref054]\]. Because the spatial structure of the population in our model is coarse (that is, at the level of Census Designated Places (CDPs) and not houses within neighborhoods), we do not anticipate mosquito movement contributing to the spread of dengue from one location to another.

Parameterization of human population structure and movement {#sec006}
-----------------------------------------------------------

As of the 2010 U.S. Census, the Miami UA consists of the majority of Miami-Dade, Palm Beach, and Broward counties as well as part of southern Martin County \[[@pone.0161365.ref055]\]. Within the four counties, there are 186 cities, towns, villages, CDPs, and unincorporated regions of census county divisions (CCDs) that are considered to be a part of the Miami UA (see [S4 Fig](#pone.0161365.s005){ref-type="supplementary-material"}) \[[@pone.0161365.ref055]\]. The Miami UA has a total population size of 5.5 million people and a population density of 1715.72 people per square km of land \[[@pone.0161365.ref055]\]. The human population size of the 186 locations within the region ranges from 1 (the unincorporated area of Pompano Beach CCD) to 399,443 (Miami) with a median size of 13,517. [S4 Fig](#pone.0161365.s005){ref-type="supplementary-material"} illustrates the 186 regions and the heterogeneity in population size across the area. In our model, we include populations in the 161 different CDPs and 25 unincorporated populations within CCDs. We obtained human population size data from U.S. Census Bureau population and housing tables from the 2010 census \[[@pone.0161365.ref055]\]. Human daily commute data was obtained from the U.S. Census Bureau OnTheMap tool \[[@pone.0161365.ref051]\]. For a detailed description of U.S. Census data acquisition, see [S1 Text](#pone.0161365.s001){ref-type="supplementary-material"}. To estimate parameter values in the gravity model, we fit [Eq 23](#pone.0161365.e029){ref-type="disp-formula"} to the daily commute data utilizing a nonlinear least squares approach. We remark that utilizing the gravity model rather than the raw daily commute data was necessary because the U.S. Census Bureau OnTheMap tool includes only the 161 CDPs and not the 25 unincorporated populations within the CCDs. Further details of the gravity model fitting are included in [S1 Text](#pone.0161365.s001){ref-type="supplementary-material"} and error associated with fitting is shown in [S5 Fig](#pone.0161365.s006){ref-type="supplementary-material"}.

Parameterization of mosquito distribution and seasonality {#sec007}
---------------------------------------------------------

The Miami-Dade County Mosquito Control Division placed CDC light traps in various locations throughout Miami-Dade county during 2010--2013 ([S6 Fig](#pone.0161365.s007){ref-type="supplementary-material"}). Of all of the traps, only ten traps were present at the same locations across the four years, and we chose to analyze data for these ten traps to estimate the average seasonal behavior of the *Ae. aegypti* populations during this time period. We fit a deterministic model of mosquito population dynamics to data from each of the traps to characterize the seasonality of the vector population. We utilized a generalized least squares approach to estimate a value for *τ*~*G*~, which determines the time at which the mosquito population reaches its peak each year (see [Eq 11](#pone.0161365.e013){ref-type="disp-formula"}). Of the ten traps, data from two of the traps were too sparse to capture seasonal variation (see [S1 Text](#pone.0161365.s001){ref-type="supplementary-material"} for details), so we estimated the mean value for *τ*~*G*~ from eight different model fits. The mean value of *τ*~*G*~ was 90.89 days with a 95% confidence interval of (81.01, 100.77). [S1 Text](#pone.0161365.s001){ref-type="supplementary-material"} contains a detailed description of the process of estimating *τ*~*G*~. Additionally, [S7 Fig](#pone.0161365.s008){ref-type="supplementary-material"} shows the dynamics of the population model fit to the trap data for each of the traps. We note that the timing of seasonal peaks and troughs observed with this estimate of *τ*~*G*~ ([S8 Fig](#pone.0161365.s009){ref-type="supplementary-material"}) are in agreement with those observed in a recent previous study in Palm Beach county \[[@pone.0161365.ref045]\].

Throughout this paper, we assume a vector-host ratio that varies seasonally according to [Eq 11](#pone.0161365.e013){ref-type="disp-formula"}, but is constant across the subpopulations. [S8 Fig](#pone.0161365.s009){ref-type="supplementary-material"} shows the deterministic population dynamics of vectors for different values of average vector-to-host ratios. We note that in this study the average vector-host ratio is defined as the ratio of vectors to humans averaged across a single year, and this value is determined by *a priori* simulations of population dynamics in a deterministic model. We implemented a generalized least squares approach to estimate the value of the initial population size of *Ae. aegypti* (and thus the initial vector-host ratio) that would generate the desired average vector-host ratio in a homogeneously mixed human population when we simulated one year of vector population dynamics with the deterministic model given in [Eq 26](#pone.0161365.e032){ref-type="disp-formula"}. We then initialized the vector populations in each of the 186 locations within the Miami UA by calculating the initial population size of the vectors as the product of the initial vector host ratio and the human population size at each location. $$N_{G}\left( t + 1 \right) = N_{G}\left( t \right) + \mu_{G}N_{G}\left( t \right)\left( {1 + \nu\cos\left( {\frac{2\pi}{365}\left( t - \tau_{G} \right)} \right)} \right) - \mu_{G}N_{G}\left( t \right)$$

Parameter Selection {#sec008}
-------------------

We utilized the data in the Florida Department of Health reports ([S1](#pone.0161365.s002){ref-type="supplementary-material"} and [S2](#pone.0161365.s003){ref-type="supplementary-material"} Figs, \[[@pone.0161365.ref037]\]) to assist in selecting some parameter values for our model. Fixing all other parameters at the values listed in [Table 1](#pone.0161365.t001){ref-type="table"}, we first conducted a global sensitivity analysis of three poorly characterized parameters: the average vector-host ratio; the transmission rate, *β*; and the gravity model proportionality coefficient, *θ*. We generated 5000 sets of values for these parameters, each value randomly and independently chosen from three distinct uniform distributions (the average vector-host ratio ∼ Uniform(0, 3), *β* ∼ Uniform(0, 4), and log~10~(*θ*) ∼ Uniform(−8, −4)). For each parameter set, we conducted 100 simulations wherein one infectious person was introduced in the city of Miami on May 30. We calculated the probability of autochthonous transmission following introduction as well as the median number of cases that occurred within 100 days of introduction when autochthonous transmission did occur. (We chose 100 days to maintain a standard epidemiologically relevant measure of time following introduction throughout the entirety of the study). We then grouped parameter values and compared the cumulative distribution of each of these two metrics from simulations across parameter groups. Detailed results of the sensitivity analysis are presented below in the last section of the Results.

10.1371/journal.pone.0161365.t001

###### Table of default parameter values.

![](pone.0161365.t001){#pone.0161365.t001g}

  Parameter                                   Description                                                  Default Value    Source
  ------------------------------------------- ------------------------------------------------------------ ---------------- ----------------------------------------------------
  *β*                                         Vector to human transmission rate                            0.16             Est.
  $\left( {\hat{\sigma}}_{G} \right)^{- 1}$   Average extrinsic incubation period                          9                \[[@pone.0161365.ref056]\]
  $\left( {\hat{\mu}}_{G} \right)^{- 1}$      Average vector lifespan                                      10               \[[@pone.0161365.ref052], [@pone.0161365.ref057]\]
  *ν*                                         Amplitude of the vector recruitment seasonality function     0.25             Est.
  *τ*~*G*~                                    Phase shift of the vector recruitment seasonality function   90.89            SM
                                              Average vector-host ratio in each location                   1                Est.
  *β*                                         Human to vector transmission rate                            0.16             Est.
  $\left( {\hat{\sigma}}_{H} \right)^{- 1}$   Average intrinsic incubation period                          4                \[[@pone.0161365.ref058]\]
  $\left( {\hat{\gamma}}_{H} \right)^{- 1}$   Average duration of infectiousness                           7                \[[@pone.0161365.ref059], [@pone.0161365.ref060]\]
  *θ*                                         Gravity model proportionality coefficient                    3 × 10^−6^       Est.
  *a*                                         Gravity model donating population exponent                   0.296            SM
  *b*                                         Gravity model receiving population exponent                  0.4371           SM
  *c*                                         Gravity model distance exponent                              0.749            SM
                                              Default location of dengue introduction                      Miami, Florida   
                                              Default day of dengue introduction                           150 (May 30)     
                                              Default number of infectious individuals introduced          1                

Parameters marked 'Est.' are estimated from the parameter selection process described in the text. For parameters marked SM, refer to [S1 Text](#pone.0161365.s001){ref-type="supplementary-material"} for details regarding the estimation of the values shown here.

To select values for these three parameters, we determined plausible parameter sets utilizing an approach similar to that described in \[[@pone.0161365.ref061]\]. For each of the 5000 parameter sets, we compared the model output for the total number of cases that occurred within 100 days of introduction to the number of cases that occurred in the 2013 Martin County outbreak ([S1](#pone.0161365.s002){ref-type="supplementary-material"} and [S2](#pone.0161365.s003){ref-type="supplementary-material"} Figs). We assumed that only 5--10% of cases in the Martin County outbreak were reported (based on calculations from data presented in \[[@pone.0161365.ref039]\] and \[[@pone.0161365.ref062]\] following the 2009-2010 Key West Outbreak), and selected sets of values of the average vector-host ratio, *θ*, and *β* whose maximum outbreak size was within a range of 170--340 total cases when an introduction occurred near the peak of the season (May 30). Here we chose to compare the maximum value of the simulations because we assume that, due to low reporting rates, the outbreaks that have occurred represent the extremes of local transmission events. The interval 170--340 was calculated by assuming that only 5--10% of the 17 cases that occurred in Martin county were reported. We note that we chose to utilize Martin County for the selection of parameters because the region in which the 2012 outbreak occurred is more representative of parts of the Miami UA than is Key West, the only other location in Southern Florida where an outbreak has occurred in recent years (in fact, part of Martin County is included in the Miami UA).

We found that of the 5000 parameter sets, 154 (3.04%) resulted in a maximum number of cases in the interval of 170--340. We selected one parameter set of the 154 as the default values for this study (See [Table 1](#pone.0161365.t001){ref-type="table"}). We note that because the data available are sparse and because we have a poor understanding of mosquito abundance in this region, multiple combinations of these three parameters can lead to similar outcomes. In [S1 Text](#pone.0161365.s001){ref-type="supplementary-material"}, we further explore the non-identifiability of these parameters. In particular, we show that in plausible sets of *β* and the average vector host ratio, values of the two parameters are proportional to one another ([S9 Fig](#pone.0161365.s010){ref-type="supplementary-material"}). Also in [S1 Text](#pone.0161365.s001){ref-type="supplementary-material"}, we show the distribution of the parameter values in the plausible parameter sets ([S10 Fig](#pone.0161365.s011){ref-type="supplementary-material"}).

Scenarios and Metrics of Interest {#sec009}
---------------------------------

Previous work has shown that the potential for disease outbreaks can be influenced by factors such as human population size, vector abundance, seasonality in transmission, and connectivity of populations \[[@pone.0161365.ref063]--[@pone.0161365.ref070]\]. In this study, we consider a number of scenarios to address the impact of some of these factors on outbreaks of dengue in the Miami UA. Each scenario that we consider has a unique parameter set. For example, a single scenario may have the default parameters listed in [Table 1](#pone.0161365.t001){ref-type="table"}, except that the imported case occurs on July 11 rather than May 30. For each scenario, we conducted 500 simulations. We note that, for the purpose of this study, we are interested in the dynamics that follow a single introduction of dengue into the region, and we do not consider the impacts of multiple introductions. By only considering a single introduction, we can better understand the impacts of the factors that lead to successful local transmission and outbreaks. Furthermore, given the relatively low numbers of imported and locally acquired cases of dengue in the region, we assume an entirely susceptible population prior to the first introduction.

Throughout the results, we primarily present two metrics of epidemiological relevance: the probability of autochthonous transmission (i.e., the probability that an imported case leads to at least one locally acquired human case) and the total number of human cases that occur throughout the entire Miami UA within 100 days of the initial import. These two metrics are particularly important for preparing the public health community to respond to outbreaks and helping to inform policies for implementing vector control. We calculate the probability of autochthonous transmission by summing the number of simulations that lead to 1, 10, 50, 100, or 500 locally acquired cases within one year of an imported case and dividing by the total number of simulations conducted. These outbreak sizes were chosen to understand the potential for outbreaks of different sizes across different orders of magnitude. The total number of cases that occur within 100 days of the initial import are presented only for simulations in which at least one autochthonous case occurs.

Results {#sec010}
=======

Timing of Introduction {#sec011}
----------------------

Because the *Ae. aegypti* population varies seasonally, we investigate the impacts of the time of year at which an imported case arrives in the region on the probability that local transmission occurs and the number of cases that follow a single introduction ([Fig 1](#pone.0161365.g001){ref-type="fig"}). We held all parameters at the values listed in [Table 1](#pone.0161365.t001){ref-type="table"} except for the day of introduction, and we introduced a single infectious person into the city of Miami on different days throughout the year, starting with January 10 and incrementing every 10 days until December 26. We calculated the probability that autochthonous transmission occurred ([Fig 1A](#pone.0161365.g001){ref-type="fig"}) and recorded the total number of cases that occurred in the 100 days following introduction ([Fig 1B](#pone.0161365.g001){ref-type="fig"}).

![The impact of the timing of introduction on local transmission and outbreak.\
(A) The probability that at least *n* autochthonous cases occurred following a single introduction on the date given on the horizontal axis (error bars are the probability of autochthonous transmission ± the binomial standard deviation). (B) The total number of dengue cases that occurred within 100 days of a single introduction on the date listed along the horizontal axis. (C) The fraction of total cases that occurred in the location of introduction. All other parameter values are as given in [Table 1](#pone.0161365.t001){ref-type="table"}. In the box plots in (B) and (C), red lines indicate the median, blue dots indicate the mean, and the box represents the interquartile range. Whiskers indicate the interquartile range multiplied by 1.5.](pone.0161365.g001){#pone.0161365.g001}

The probability of autochthonous transmission occurring increased from January until July and decreased from July until December. Imports that occurred between January and February led to at least one case caused by local transmission in fewer than 20% of simulations as did imports that occurred in late October and November and December. The probability that local transmission occurred increased through the spring months, and imports occurring between early June and early August led to local transmission in more than 60% of simulations, with the highest probability of local transmission following imports in late June (80%). The probability of local transmission remained above 50% following imports throughout August and early September, but decreased in the autumn months.

The probability of larger numbers of locally acquired cases occurring exhibited variation similar to that of the probability that at least one case occurred; however, the rate of decline in the probability that occurred following the peaks in May-July was greater for the probability of having a larger number of cases (e.g. compare *n* = 100 with *n* = 1 in [Fig 1](#pone.0161365.g001){ref-type="fig"}). The peak timing at which an introduction led to local cases also shifted to earlier in the year for the probability of larger numbers of cases. For example, the probability that at least 500 cases occurred was highest following imports in early May whereas the probability that at least 100 cases occurred was highest following imports in late May and early June.

The total number of cases that occurred within 100 days of an imported case varied across the year in much the same way that the probability of observing outbreaks of at least 500 cases did ([Fig 1B](#pone.0161365.g001){ref-type="fig"}). The median number of cases that occurred following imports from January to mid-March as well as mid-September to December was fewer than 10. The variation in these months was also low. The median number of cases and the variability in the number of cases that occurred increased for imports during April and May and decreased for imports that occurred in June and the following months. Imports in May led to the highest median number of cases (around 100), and the median number of cases was greater than 50 for imports that occurred in late April and June.

The differences in the probability that an autochthonous case occurred and the number of cases within 100 days following an imported case were driven by the *Ae. aegypti* population dynamics (see [S8 Fig](#pone.0161365.s009){ref-type="supplementary-material"}) which led to variation in the time-varying type reproductive number, $R_{0}^{T}\left( t \right)$ ([S3 Fig](#pone.0161365.s004){ref-type="supplementary-material"}), due to the direct relationship between $R_{0}^{T}\left( t \right)$ and the vector population size (see [Eq 22](#pone.0161365.e027){ref-type="disp-formula"}). The probability that at least one locally acquired case occurred following an imported case was highest when the vector population was highest, and the probability increased and decreased with the vector population. Both the probability that larger numbers of locally acquired cases occurred and the total number of cases that occurred within 100 days of the initial introduction were highest when introductions occurred as the vector population was increasing towards its peak size in July. However, both of these metrics began decreasing when the imported cases arrived before the vector population reached its peak.

To assess the impact of movement throughout the region on outbreaks and how that impact varies with the timing of imported cases, we also calculated the fraction of total cases throughout the region that were acquired in the location of introduction (for these results, the city of Miami, [Fig 1C](#pone.0161365.g001){ref-type="fig"}). We found that when autochthonous transmission occurred, but the total number of cases was low, the majority of total cases were acquired in the location of introduction. As the outbreaks grew, the fraction of cases acquired at the location of introduction (FCALOI) decreased. In the larger outbreaks that occurred following introduction in late April and May, the median FCALOI was about 0.40, and the variability in the FCALOI was lower for introductions during this time than for introductions earlier in the year. In contrast, the small chains of transmission (typically fewer than 10 cases) that occurred following introductions in January-February and October-December had a median FCALOI of about 1. There was very little variability in FCALOI in October-December, but high variability in FCALOI in January and February. Although the median FCALOI was over 0.75 when introductions occurred in late July and August, the variability in FCALOI was high. This high variability was driven in part by the low, but variable, number of cases that occurred following imports during these months.

Location of Introduction {#sec012}
------------------------

Next, we address the impact that heterogeneity in human population size and movement have on the probability of autochthonous transmission and the total number of cases that occurred within 100 days of introduction ([Fig 2](#pone.0161365.g002){ref-type="fig"}). For this part of the study, we introduced a single infectious person into one of the locations within the Miami UA on May 30 and observed the number of cases that occurred throughout the entire region following this introduction. We then repeated this for each of the 186 different locations. To identify potential drivers of heterogeneity in results, we tested for correlations between our two primary metrics (the probability of at least one autochthonous case and the median number of cases that occurred within 100 days) and demographic characteristics of the CDPs where the initial import occurred (human population size, the number of people who commute in each day relative to the CDP population size, and the number of people who commute out each day relative to the CDP population size, the latter two of which are calculated from the output of the gravity model in [Eq 23](#pone.0161365.e029){ref-type="disp-formula"}). We calculated Spearman's rank correlation coefficient (*ρ*) to quantify these relationships. We show scatter plots of these relationships in [Fig 3](#pone.0161365.g003){ref-type="fig"}.

![The impact of the location of introduction on local transmission and outbreak throughout the entire Miami UA.\
Probability that at least one autochthonous case occurred in the Miami UA (A) and the total number of dengue cases that occurred throughout the entire Miami UA in the first 100 days (B) following a single introduction on May 30 in each of the 186 locations. The metric presented on each map represents the metric for an introduction in that location. All other parameter values are as given in [Table 1](#pone.0161365.t001){ref-type="table"}. The map included in this figure was obtained from U.S. Census Bureau TIGER/LINE^®^Shapefiles \[[@pone.0161365.ref071]\].](pone.0161365.g002){#pone.0161365.g002}

![Scatter plots of relationships between location of introduction characteristics and metrics of outbreak probability and size.\
Each column shows a different population of introduction characteristic: (A,D) population size (log scale), (B,E) the number of commuters traveling to the population of introduction relative to the population size of the location, and (C,F) the number of commuters traveling from the location of introduction relative to the population size of the location. The first row (A-C) shows the probability of at least one autochthonous case, and the second row (D-F) shows the median number of cases that occurred within 100 days of introduction (log scale). These relationships were generated from the model output presented in the [Fig 2](#pone.0161365.g002){ref-type="fig"}.](pone.0161365.g003){#pone.0161365.g003}

The probability that at least one autochthonous case occurred varied little with the location of introduction ([Fig 2A](#pone.0161365.g002){ref-type="fig"}). This is due in part to the impacts of movement as defined by the gravity model. That is, because people in smaller populations commute out frequently, they are likely to encounter a similar number of mosquitoes as people in a large population that do not commute as frequently. The 25th, 50th, and 75th percentiles for the probability of autochthonous transmission were 0.51, 0.53, and 0.55, respectively. The probability of at least one autochthonous case was negatively correlated with the population size of the location of introduction (*ρ* = −0.3023, *p* \< 0.0001), which suggests that autochthonous transmission was more likely to occur when introductions appeared in locations with a smaller human population size than introductions into locations with a larger human population, although this relationship was weak. The probability of at least one autochthonous case was also positively correlated with the number of commuters (*ρ* = 0.3206, *p* \< 0.0001 for inbound commuters and *ρ* = 0.3585, *p* \< 0.0001 for outbound commuters), suggesting that an introduction into a location with higher numbers of commuters is more likely to lead to autochthonous transmission than those with fewer commuters, but again this relationship was weak.

The median number of cases that occurred within 100 days of introduction varied more with introductions in different locations than did the probability of at least one autochthonous case. The median number of cases occurring within 100 days of introduction fell between a minimum of 65 and a maximum of 279395, and the 25th, 50th, and 75th percentiles were 95, 122, and 207, respectively. We observed a strong negative correlation between the median number of cases occurring within 100 days of introduction and the population size of the location of introduction (*ρ* = −0.8579, *p* \< 0.0001), indicating that introductions into locations with a smaller human population size typically led to larger outbreaks in the region. We also observed a strong positive correlation between the median number of cases occurring within 100 days of introduction and the relative number of commuters (*ρ* = 0.8217, *p* \< 0.0001 for inbound commuters and *ρ* = 0.9320, *p* \< 0.0001 for outbound commuters), which suggests that the number of commuters, and in particular, the relative number of people who commute out of the location of introduction are driving the number of cases that occur throughout the entire region following introduction.

We remark here that the impact of population size on the probability of local transmission and the median number of cases that occur within 100 days of introduction is a consequence of the assumptions associated with the use of the gravity model to approximate human movement. Due to the structure of the gravity model, there is a negative correlation between human population size and the daily number of outbound commuters. Thus, the negative correlations between population size and our two primary metrics presented above are the result of the positive correlations between the relative number of outbound commuters and our two primary metrics. If we assume that people do not move about the region (i.e., set *θ* = 0), there is no significant correlation between population size and the number of cases that occur within 100 days of introduction (*ρ* = 0.058, *p* = 0.4422), and there is a weak, but significant, positive correlation between population size and the probability of autochthonous transmission (*ρ* = 0.2696, *p* = 0.002).

Reporting {#sec013}
---------

The clinical presentation rate and thus the fraction of total cases that are reported will have a significant impact on whether a dengue outbreak is detected. We investigate the potential impacts of imperfect reporting rates on the probability that autochthonous transmission is detected as well as the total number of cases detected within 100 days of the initial introduction ([Fig 4](#pone.0161365.g004){ref-type="fig"}). We note here that, for the purpose of this study, reporting rates are synonymous with clinical presentation rates. For this analysis, we introduced a single infectious individual in the city of Miami at different times of the year, starting with January 10 and incrementing every 10 days until December 26 (as in our study of the timing of introduction), and we calculated the probability of detecting at least one autochthonous case when reporting rates (*r*) are 2%, 10%, and 50% ([Fig 4A](#pone.0161365.g004){ref-type="fig"}). The probability is calculated as the fraction of cases detected at each reporting rate given that autochthonous transmission actually occurred.

![Probability of detecting local transmission at different reporting rates.\
(A) The probability of detecting local transmission at different reporting rates (*r*) for different days of introduction (error bars are the probability of autochthonous transmission ± the binomial standard deviation). (B) The total number of cases detected in the first 100 days following a single introduction on May 30 for different reporting rates. All other parameter values are as given in [Table 1](#pone.0161365.t001){ref-type="table"}. In (A), the number in parentheses indicates the number of total simulations (out of 500 total simulations) in which at least one autochthonous case of transmission occurred. In the boxplot in (B), red lines indicate the median, blue dots indicate the mean, and the box represents the interquartile range. Whiskers indicate the interquartile range multiplied by 1.5.](pone.0161365.g004){#pone.0161365.g004}

The probability of detecting autochthonous transmission at different reporting rates varied with the timing of introduction, largely due to the associated variation in the number of autochthonous cases ([Fig 1B](#pone.0161365.g001){ref-type="fig"}). However, the magnitude of that variability depended upon the reporting rate. When reporting rates were high (50%), the probability of detecting autochthonous transmission exhibited a small amount of variation with the timing of introduction, because detection of autochthonous transmission was very likely even if only a few cases occurred. At lower reporting rates, such as 2% (blue dots in [Fig 4A](#pone.0161365.g004){ref-type="fig"}), the probability of detecting autochthonous transmission was highest when cases were imported in late May, which corresponds to the timing of introduction that led to the highest number of cases ([Fig 1B](#pone.0161365.g001){ref-type="fig"}). In general, when the reporting rates were lower, the probability of detecting autochthonous transmission was strongly affected by the number of cases that occurred (compare Figs [1B](#pone.0161365.g001){ref-type="fig"} and [4A](#pone.0161365.g004){ref-type="fig"}). For instance, the probability of detecting autochthonous transmission was generally similar for reporting rates of 2 and 10% when introductions occurred during the first six months of the year (when outbreaks were larger, [Fig 1B](#pone.0161365.g001){ref-type="fig"}), whereas the probabilities differed by at least 0.2 for much of the remainder of the year (when outbreaks were smaller, [Fig 1B](#pone.0161365.g001){ref-type="fig"}). Although expected, this result emphasizes the influence of reporting rate on our ability to detect transmission during smaller outbreaks.

To study the impact of reporting rates on the perceived size of an outbreak, we introduced a single infectious person in the city of Miami on May 30 and compared the size of the detected outbreak. We found that the total number of cases detected could differ by as much as almost 100% at lower reporting rates. For example, the median number of cases reported when the reporting rate was 5% was fewer than 10, whereas the actual number of cases recorded for this scenario was approximately 100. At a reporting rate of only 2%, no cases may be reported even when there is an outbreak of over 100 cases. Note that this result is not surprising (e.g., 5% of 100 is 5), but it emphasizes how low reporting rates may impact the ability to detect local transmission and outbreaks, even when the outbreaks are large for the region in which they occur.

Sensitivity Analysis {#sec014}
--------------------

Finally, we study the impacts on the model of changes in the average vector-host ratio and *β* by varying values for these parameters as well as the parameter *θ* in a global sensitivity analysis and observing how values of our two primary metrics (probability of autochthonous transmission and number of cases that occur within 100 days of introduction) change as values for these parameters change. In [Fig 5](#pone.0161365.g005){ref-type="fig"}, we present the marginal distributions of the two metrics for a range of values of the average vector-host ratio and *β*. [S11 Fig](#pone.0161365.s012){ref-type="supplementary-material"} shows the global distributions of the two metrics obtained in this sensitivity analysis, and [S12 Fig](#pone.0161365.s013){ref-type="supplementary-material"} shows $R_{0}^{T}\left( t \right)$ values on the day of introduction for each of the 5000 parameter combinations. In [S1 Text](#pone.0161365.s001){ref-type="supplementary-material"}, we also present results for the impacts of changes in *θ* on model output ([S13 Fig](#pone.0161365.s014){ref-type="supplementary-material"}).

![Sensitivity analysis for the average vector-host ratio and transmission rate *β*.\
Heat maps depict cumulative distributions of the probability of autochthonous transmission as it varies with changes in the average-vector host ratio (A) and *β* (B), and the median number of cases that occur within 100 days of introduction as it varies with changes in the average vector-host ratio (C) and *β* (D). Note that the axis for the median number of cases that occur within 100 days is on a log~10~ scale. In each heat map, the parameters on the horizontal axis are divided into 30 evenly spaced groups and the values on the vertical axis are divided into 20 evenly spaced groups. The colored rectangles present the cumulative frequency of simulations conducted with parameter values in the group on the horizontal axis that led to values of the metric in the group on the vertical axis. The solid black curve represents the median value of the metric presented on the vertical axis for each group of values on the horizontal axis (i.e. 50% of the simulations conducted with parameters in the the range of values on the horizontal axis led to values of the metric on the vertical axis higher than those at the curve). These figures were generated from 5000 total simulation sets. Each simulation set is a unique parameter combination that is run 100 times. For these simulations, the average vector-host ratio ∼ Uniform(0, 3), *β* ∼ Uniform(0, 4), and log~10~(*θ*) ∼ Uniform(−8, −4). All other parameter values are as given in [Table 1](#pone.0161365.t001){ref-type="table"}.](pone.0161365.g005){#pone.0161365.g005}

In [Fig 5](#pone.0161365.g005){ref-type="fig"} and [S13 Fig](#pone.0161365.s014){ref-type="supplementary-material"}, we present heat maps of the cumulative frequency of each metric. For each heat map, the parameters on the horizontal axis are divided into 30 evenly spaced groups and the values on the vertical axis are divided into 20 evenly spaced groups. The colored rectangles present the cumulative frequency of simulations conducted with parameter values in the group on the horizontal axis that led to values of the metric in the group on the vertical axis. The solid black curve represents the median of the cumulative distribution for the metric presented on the vertical axis for each group of values on the horizontal axis (i.e. 50% of the simulations conducted with parameters in the group of values on the horizontal axis led to values in the groups on the vertical axis that were higher than those at the black curve).

As the average vector-host ratio increased, the probability of autochthonous transmission increased gradually and began to saturate around an average vector-host ratio of 2 ([Fig 5A](#pone.0161365.g005){ref-type="fig"}). The median number of cases that occurred within 100 days of introduction also increased with the average vector-host ratio ([Fig 5C](#pone.0161365.g005){ref-type="fig"}). From the lowest group of values for the average vector-host ratios considered (≤ 0.1) to an average vector-host ratio near 1, the median of the cumulative distribution for the median number of cases that occurred within 100 days increased from tens of cases to hundreds of cases. As the average vector-host ratio increased beyond 1.5, the change in the median number of cases that occurred within 100 days was minimal.

As expected, increases in *β* had a greater impact than increases in the average vector-host ratio on the probability of autochthonous transmission and the median number of cases that occurred within 100 days of introduction ([Fig 5B](#pone.0161365.g005){ref-type="fig"}). The strong impact of this parameter on the dynamics is due in part to its role in both human-to-mosquito and mosquito-to-human transmission, which leads to a nonlinear impact on $R_{0}^{T}\left( t \right)$. As *β* increased from values close to zero to values close to 0.4, the median of the cumulative distribution for the probability of autochthonous transmission increased from approximately 0 to approximately 0.9. The values for the probability of autochthonous transmission did not saturate with increases of *β* within the group of values we considered. The median number of cases that occurred within 100 days of introduction also increased rapidly with increases in *β* ([Fig 5D](#pone.0161365.g005){ref-type="fig"}). The median of the cumulative distribution for the median number of cases that occurred within 100 days increased by four orders of magnitude when *β* increased from 0.1 to 0.4, which indicates that small changes in *β* can cause radically different model outcomes.

Discussion {#sec015}
==========

In this study, we developed a mathematical model to understand the potential for emergence of mosquito-borne disease in an Urbanized Area in the United States. We highlighted the utility of this model by exploring the role of timing and location of introduction in determining whether an introduction of dengue in the Miami UA will lead to autochthonous transmission and outbreaks in the context of human movement patterns. Furthermore, we utilized the model to understand the impact of reporting rates on detection and perceived outbreak size, and we tested the sensitivity of the model to parameters that are poorly understood for the Miami UA, namely the transmission rate and average vector-host ratio.

We showed that the time of year in which an imported case of dengue arrives within the Miami UA influences both the probability of autochthonous transmission and the ultimate number of locally acquired cases. Although introductions in June and July led to the highest probability of autochthonous transmission, introductions in May often led to the greatest number of cases. This result reemphasizes the need for comprehensive vector control measures to begin in late spring and early summer even if the vector population and the number of dengue cases observed at the time are low. We found that outbreaks following introductions in autumn were smaller than those following introductions in the late spring and summer. Most of the imported cases of dengue that were reported in 2010--2014 occurred in late summer and early autumn when the vector population is lower ([S2](#pone.0161365.s003){ref-type="supplementary-material"} and [S7](#pone.0161365.s008){ref-type="supplementary-material"} Figs). Importations in late spring and early summer have been less common. This study of the impacts of the timing of introduction also potentially assists in understanding why large outbreaks of dengue in southern Florida have been rare despite numerous imported cases.

We also found a relationship between the timing of introduction and the fraction of cases that occurred at the location of introduction. A smaller fraction of outbreaks following introduction in the spring and summer occurred within the introduction location whereas introductions in the winter led to chains of transmission that occurred almost entirely within the location of introduction. This result has the potential to inform vector control measures and encourage more efficient allocation of resources throughout the region during the months when the vector population is less abundant. Although available data does not allow us to link the outbreaks that have occurred to specific introductions in the region, the larger chains of transmission and the outbreaks that have been reported in southern Florida (which occurred in autumn) were localized to specific locations (namely, Martin County and Key West). This supports our result that the probability of an outbreak is seasonally driven.

In our effort to determine the impact of the location of introduction, we found that when dengue introductions occurred in smaller populations, the total number of autochthonous cases throughout the Miami UA was higher. This is due primarily to the higher rate of movement of people in smaller populations. That is, based on the U.S. Census commuter data and the gravity model with which we parameterized implicit human movement, people in smaller cities and cities that are farther away from larger cities traveled more about the entire region than those in large cities, and these people were potentially acting as carriers of the virus. This led to the higher probabilities of transmission and subsequent acquisition of infection by populations in the smaller CDPs and unincorporated CCDs in the Miami UA. Although this result is a consequence of the movement parameterization in the model, it could provide one explanation as to why larger outbreaks of dengue have not been observed in the heavily populated counties of the Miami UA (Miami-Dade, Broward, and Palm Beach) despite numerous introductions. In fact, the outbreaks that occurred were in counties with lower population sizes than these three (Martin County and Monroe County) \[[@pone.0161365.ref037]\].

The fraction of total cases of dengue that are actually reported depends on the clinical presentation rate within the population. According to a study by Bhatt and colleagues in 2013, approximately 24.6% of dengue cases are apparent, meaning that about 75.4% of dengue cases will be subclinical and thus not likely to be reported to health authorities \[[@pone.0161365.ref072]\]. This presentation rate and reporting will have a significant impact on whether an outbreak of dengue is detected. For instance, in 2009-2010, seroprevalence studies suggested that only about 2% of the cases that occurred in Key West, Florida presented at health care facilities and were reported \[[@pone.0161365.ref039], [@pone.0161365.ref062]\]. Investigating the impacts of reporting rates on the probability of detecting autochthonous transmission and subsequent outbreaks, we showed that at reporting rates of 2%, the probability of detecting a locally acquired case was below 0.20 when introductions occurred during the winter and fall ([Fig 4A](#pone.0161365.g004){ref-type="fig"}). Furthermore, we showed that at this reporting rate, a large outbreak could potentially go completely undetected ([Fig 4B](#pone.0161365.g004){ref-type="fig"}). This result suggests that the small chains of transmission that have occurred in the Miami UA in the past four years are possibly part of larger outbreaks. Seroprevalence studies, such as the one conducted in Key West following the 2009-2010 outbreaks \[[@pone.0161365.ref073]\], need to be conducted in the areas where numerous imported cases have occurred to determine whether undetected outbreaks have occurred. If seroprevalence of one or two serotypes of dengue (such as DENV1 or DENV2, the two serotypes most frequently imported in Florida \[[@pone.0161365.ref037]\]) is higher than assumed, this would indicate that a significant proportion of the population is at risk for secondary dengue infection should an outbreak of another serotype of dengue occur in the region in the future, which could challenge health care infrastructure.

Although we elucidated scenarios in which importation of dengue could lead to autochthonous transmission and outbreaks, we emphasize that these results were obtained for specific parameter sets. We showed that our model is sensitive to parameters whose values are not well understood, namely the dengue transmission rates and the vector-host ratio. Several studies have aimed to better understand the distribution of *Ae. aegypti* in southern Florida \[[@pone.0161365.ref042], [@pone.0161365.ref044], [@pone.0161365.ref045]\] and have found that *Ae. aegypti* populations tend to be associated with more developed areas within the region and that the vector populations are greater in areas closer to the Atlantic coast where the human population is also greater. Even with this knowledge, quantifying the abundance of *Ae. aegypti* and understanding the relationship between the vector population and the highly heterogeneous human population throughout the Miami UA are difficult tasks. However, developing a better understanding of the relationship between human and mosquito vector distributions as well as the potential for transmission of dengue between the two populations in this region is critical to developing a model with stronger predictive power.

In addition to a better understanding of vector distribution and transmission potential, the model presented here would benefit from a more thorough understanding of several other unknown factors that contribute to heterogeneity of risk of infection throughout the Miami UA, such as human movement and activity in the region and heterogeneity in human contact with vectors. Risk of infection in our model is associated primarily with population size and movement according to a parameterization of the gravity model obtained using U.S. Census commuter data. Movement of humans is strongly associated with the spread of dengue throughout a region \[[@pone.0161365.ref027], [@pone.0161365.ref028]\], but movement is more complex than that captured by the gravity model and the data used to parameterize it. For instance, travel within a CDP, travel beyond that of daily commuting, and recreational travel are all likely to influence risk of transmission. To our knowledge, this information is not available for the Miami UA, but studies have been conducted in some dengue endemic regions such as Iquitos, Peru to better understand heterogeneity in human movement and how that heterogeneity potentially impacts dengue risk \[[@pone.0161365.ref074]\]. Similar studies for the Miami UA as well as other areas within the U.S. where arbovirus introduction is likely to lead to an outbreak would allow for investigation of the impacts on local transmission and outbreak of different types of human movement.

This model also does not account for any spatiotemporal heterogeneity of the human population or mosquito behavior. Human-mosquito contact within each of the subpopulations of the Miami UA is assumed to be well-mixed in this model, but this is not likely the case for all locations. Some locations potentially have varying degrees of assortative mixing that may depend upon a number of factors, including daily activities and socioeconomic status. While general socioeconomic measures are available for the CDPs and CCDs from the U.S. Census \[[@pone.0161365.ref075]\], this information is not as easily obtainable for subdivisions of the CDPs and CCDs. Furthermore, incorporating these measures into the model, either within or across locations, would require an established relationship between socioeconomic status and human contact with vectors within the Miami UA. To our knowledge, a study of this relationship has not been conducted for the Miami UA, but studies to begin to quantify this relationship for dengue and West Nile have been conducted in other locations within the U.S. such as Baltimore, Maryland and Suffolk County, New York, among other places \[[@pone.0161365.ref076]--[@pone.0161365.ref078]\]. While the relationships derived from these studies may not apply specifically to dengue in the Miami UA, they could be incorporated in the model as an *a priori* assessment of the potential impact of socioeconomic heterogeneity on disease spread and outbreaks. Heterogeneity in vector-host ratios and contact with vectors could be another reason why introductions of dengue in larger populations have not yet led to outbreaks while outbreaks have occurred in smaller populations ([S1 Fig](#pone.0161365.s002){ref-type="supplementary-material"}, \[[@pone.0161365.ref037]\]). In addition to the influences of spatial heterogeneity, temporal variations in human exposure to mosquitoes and mosquito feeding habits should be considered. Changes in precipitation and temperature that occur across seasons are likely to influence human activity, and there is evidence that *Ae. aegypti* biting rates are influenced by temperature \[[@pone.0161365.ref079]\], although the influence of these temporally varying aspects on dengue transmission in the Miami UA are not well understood.

The structure of our model follows a common framework for epidemiological models and is parameterized with publicly available U.S. Census population and daily commute data \[[@pone.0161365.ref051], [@pone.0161365.ref055]\], making this model adaptable to other regions of the United States. Although it is designed to study mosquito-borne disease spread throughout urbanized areas, it can also be utilized to study other diseases by adapting the basic epidemiological structure, and it can be parameterized at the level of counties, CCDs, or CDPs for any region where similar data is available. For example, this model could be adapted to study two other potential threats to the Miami UA and other metropolitan areas in the U.S. such as New Orleans, Houston, and New York City: chikungunya and Zika virus. Chikungunya became established in the western hemisphere in 2014 and imported cases were detected in nearly all U.S. States. Over 400 imported cases were detected in Florida in 2014, and the majority of those were in southern Florida \[[@pone.0161365.ref037]\] ([S14 Fig](#pone.0161365.s015){ref-type="supplementary-material"}). New York reported the most imported cases of chikungunya of any state within the United States (801) and although no locally transmitted cases were reported there, one of the major vectors of chikungunya and dengue, *Ae. albopictus*, is present throughout the region \[[@pone.0161365.ref078], [@pone.0161365.ref080]\]. Zika virus was first detected in the Western Hemisphere in 2015 and is rapidly spreading throughout Central and South America \[[@pone.0161365.ref007]\]. As of mid-June 2016, 755 travel-related cases of Zika virus have been reported in the United States, 147 of which were reported in Florida ([S15 Fig](#pone.0161365.s016){ref-type="supplementary-material"}), but no autochthonous cases due to mosquito-human contact have been reported yet \[[@pone.0161365.ref037], [@pone.0161365.ref081]\]. While modeling studies have been conducted to study the potential spread of chikungunya virus throughout the Americas, including cities within the United States \[[@pone.0161365.ref010]--[@pone.0161365.ref012]\], no studies have examined the potential for introduction and emergence of dengue, chikungunya, or Zika virus within U.S. cities with the detail afforded by the model presented here.
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###### Supplementary Text.

We describe the acquisition of U.S. Census data, the fitting of the vector dynamics and gravity model to data, the results of sensitivity analysis for the parameter *θ*, the calculation of $R_{0}^{T}\left( i,t \right)$, and complexities of parameter selection.
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###### 

Click here for additional data file.

###### Total dengue cases in Florida 2010--2016.

Total cases of dengue imported (A) and locally acquired (B) in the Miami UA and Florida. Broward, Miami-Dade, and Palm Beach counties comprise the majority of the Miami UA. Martin County, part of which is considered to be within the Miami UA, is located just north of Palm Beach county. Monroe county includes the Florida Keys and is located west and southwest of the Miami UA. Data presented here were obtained from \[[@pone.0161365.ref037]\]. Note that 2016 numbers are as of June 15, 2016.
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###### 

Click here for additional data file.

###### Time series of dengue cases in Florida 2010--2015.

Time series of the number of imported (A,C) and locally acquired (B,D) cases of dengue in the Miami UA (Broward, Miami-Dade, and Palm Beach counties, A,B) and the remainder of Florida (C,D). Data presented in these figures were obtained from \[[@pone.0161365.ref037]\]. Each curve in the figure represents a different year (2010--2015). Note that the time associated with cases is the time at which Florida Department of Health reported the cases.
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Click here for additional data file.

###### The time-varying value of $R_{0}^{T}\left( t \right)$ (see [Eq 22](#pone.0161365.e027){ref-type="disp-formula"}) in one CDP of introduction.

$R_{0}^{T}\left( t \right)$ (not taking into account the influence of human movement) at different times of the year when the average vector-host ratio is 1. Note that this calculation assumes that the vector-host ratio remains the same from the day of introduction forward and is thus an approximation of the value of *R*~0~ on the day in which an imported case is introduced. The dashed black line indicates the epidemiological threshold value of $R_{0}^{T}\left( t \right) = 1$. This $R_{0}^{T}\left( t \right)$ value is calculated with the parameters listed in [Table 1](#pone.0161365.t001){ref-type="table"} of the main text.
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Click here for additional data file.

###### (Top) Location of the Miami UA in Florida. (Bottom) Population size (2010) of the cities, towns, villages, CDPs, and CCDs within the Miami UA.

The counties in the Miami UA are, from top to bottom, Martin, Palm Beach, Broward, and Miami-Dade. The map included in this figure was obtained from U.S. Census Bureau TIGER/LINE^®^Shapefiles \[[@pone.0161365.ref071]\].
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Click here for additional data file.

###### (A) Residual values of gravity model predictions (actual commuter flow---model estimate). (B) Boxplot of residual values (excluding outliers).

In the boxplot, the red line represents the median value and the box represents the interquartile range.
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Click here for additional data file.

###### Location of CDC Light Traps in Miami-Dade county.

The map included in this figure was obtained from U.S. Census Bureau TIGER/LINE^®^Shapefiles \[[@pone.0161365.ref071]\].
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Click here for additional data file.

###### *Ae. aegypti* population counts from CDC light traps from 2010--2013.

Blue dots are weekly counts and the solid black line is Eq S4 fit to each trap using the data presented in each figure.

(PDF)

###### 

Click here for additional data file.

###### Deterministic dynamics of the *Ae. aegypti* population throughout a single year for different values of the average vector-host ratio.

The curves represent the vector-host ratio as it changes throughout the year with fluctuations in the vector population. Each curve represents a deterministic simulation with a different value for the average vector-host ratio. In the main text, the average vector-host ratio is 1, which is indicated by the black curve in this figure.
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Click here for additional data file.

###### Relationship between *β* and the average vector-host ratio in plausible parameter sets.

Scatter plot of 3000 combinations of values of *β* and the average vector-host ratio utilized in simulations of dengue introduction in a single homogeneous population of size 38000. Light blue circles represent all combinations of the two parameters. Dark black circles represent the values of the two parameters that were deemed plausible (i.e. led to a maximum number of cases from 100 simulations between 170--340). The pink star represents the combination of the two parameters utilized as the default values in this study. For more information, see [S1 Text](#pone.0161365.s001){ref-type="supplementary-material"}.
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Click here for additional data file.

###### Boxplots of Plausible Parameter sets.

\(A\) The maximum number of cases from 100 simulations of each parameter set. The red squares denote the upper (340) and lower (170) bounds on the maximum number of infections required for a parameter set to be deemed plausible. (B) *β*. (C) *θ* (log scale), and (D) The average vector-host ratio. For panels (B-D), the red star represents the default value chosen for that parameter from one plausible parameter set. The red line represents the median, and the box encases the Interquartile range (IQR). The whiskers indicate 1.5×IQR.
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Click here for additional data file.

###### Distribution of metrics for all 5000 simulations utilized in the global sensitivity analysis.

\(A\) The relative frequency of the probability of at least one autochthonous case. (B) The relative frequency of the median number of cases that occurred within 100 days of introduction (on a log~10~ scale). For these simulations, the average vector-host ratio was chosen from a uniform distribution with minimum 0 and maximum 3, *β* ∼ uniform(0, 0.4), and log~10~(*θ*) ∼ uniform(-8, -4). All other parameter values are as given in [Table 1](#pone.0161365.t001){ref-type="table"} of the main text.
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Click here for additional data file.

###### Distribution of $R_{0}^{T}\left( t \right)$ (see [Eq 22](#pone.0161365.e027){ref-type="disp-formula"}) for a single population on May 30 for all 5000 simulations utilized in the global sensitivity analysis.

The relative frequency of $R_{0}^{T}\left( t \right)$ on May 30. For these simulations, the average vector-host ratio was chosen from a uniform distribution with minimum 0 and maximum 3, *β* ∼ uniform(0, 0.4), and log~10~(*θ*) ∼ uniform(-8, -4). All other parameter values are as given in [Table 1](#pone.0161365.t001){ref-type="table"} of the main text.
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Click here for additional data file.

###### Sensitivity analysis for the parameter *θ*.

Heat maps depict how the probability of autochthonous transmission (A) changes with changes in *θ* and how the median number of cases that occurred within 100 days of introduction (B) changes with changes in *θ*. Note that the axis for the median number of cases that occur within 100 days is on a *log*~10~ scale. In each heat map, the parameters on the horizontal axis are divided into 30 evenly spaced groups and the values on the vertical axis are divided into 20 evenly spaced groups. The colored rectangles represent the cumulative frequency of simulations conducted with parameter values in the group on the horizontal axis that led to values of the metric in the group on the vertical axis. The solid black curve represents the median of the cumulative distribution for the metric presented on the vertical axis for each group of values on the horizontal axis. These figures were generated from 5000 total simulation sets. Each simulation set is a unique parameter combination that is run 100 times. For these simulations, the average vector-host ratio ∼ uniform(0, 3), *β* ∼ uniform(0, 4), and log~10~(*θ*) ∼ uniform(−8, −4). All other parameter values are as given in [Table 1](#pone.0161365.t001){ref-type="table"} of the main text.
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Click here for additional data file.

###### Total cases of chikungunya in Florida 2014--2016.

Imported (A) and locally acquired (B) chikungunya cases in the Miami UA and Florida. Broward, Miami-Dade, and Palm Beach counties are part of the Miami UA. Martin County, part of which is considered to be within the Miami UA, is just north of Palm Beach County. Monroe county includes the Florida Keys and is west and southwest of the Miami UA. Data presented in these figures were aggregated from \[[@pone.0161365.ref037]\]. Note that 2016 numbers are as of June 15, 2016.

(PDF)
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Click here for additional data file.

###### Total cases of Zika virus in Florida 2016.

Imported Zika virus cases in the Miami UA and Florida. Broward, Miami-Dade, and Palm Beach counties are part of the Miami UA. Martin County, part of which is considered to be within the Miami UA, is just north of Palm Beach County. Monroe county includes the Florida Keys and is west and southwest of the Miami UA. Data presented in these figures were aggregated from \[[@pone.0161365.ref037]\]. Note that numbers are as of June 15, 2016.

(PDF)
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Click here for additional data file.
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