It is well known that the family of context-sensitive grammars generate languages which are not context-free and that it is undecidable whether a context-sensitive grammar generates a context-free language. However, the mechanism by which the use of context allows a non-context-free language to be generated is not well understood. In this paper we attempt to focus on this problem by surveying some of the results which speak to two questions: (i) What constraints can be placed on the form of the rules of contextsensitive grammars without restricting the weak generative capacity? (ii) What (nontrivial) constraints can be placed on the form of the rules of context-sensitive grammars such that only context-free languages will be generated ?
INTRODUCTION
The theory of formal grammars has played an important role in automata theory and the theory of computation. (15) However, most of the research effort has been directed toward the theory of context-free grammars and languages. The theory of context-sensitive grammars is not well developed, many of the results are not well understood, and there are many open questions relating to automata theory, formal language theory, and compuThe preparation of this paper was supported in part by the National Science Foundation under Grants NSF-GJ-30409 and GS-803, by the National Aeronautics and Space Administration under Grant NGR-22-007-176, and by the 1972 Advanced Research Workshop on Tree Mappings, MSSB, Center for Advanced Study in the Behavioral Sciences.
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Book tational complexity. The purpose of this paper is to draw attention to the problem of explaining the use of context in generating non-context-free languages. There are no new results presented here but rather a number of existing results are surveyed and interpreted. It is hoped that this will lead to new results which will provide an adequate explanation. The way in which rewriting rules containing context interact to generate non-context-free languages has not been explained. While it is undecidable whether a context-sensitive (or arbitrary) grammar generates a context-free language, it is not unreasonable to ask for a formal description of the mechanism used in derivations in such grammars in order that non-contextfree languages are generated. In many examples it appears that a capacity for "storing and transmitting information" is coded into the rewriting rules by choice of context. Several results have used the creation of "barriers" to "message-sending" in order to show that under certain conditions only context-free languages are generated. The description of the type of rules used in showing that a grammar can imitate the actions of a Turing machine does little to explain the mechanism (or power) of context.
Most of the results surveyed in 3-5 are concerned with constraints placed on the form of the rules (that is, on the context) of context-sensitive grammars. The constraints studied in Section 3 do not restrict the weak generative capacity of the class of grammars (i.e., all the context-sensitive languages are generated by grammars with these constraints), while those in Section 4 restrict the weak generative capacity to the extent that all contextsensitive languages are not generated but some non-context-free languages are generated. The constraints studied in Section 5 restrict the weak generative capacity to such an extent that only context-free languages are generated.
One view of the role of context is that "context tells when a particular context-free rule is applicable." The results in Sections 4 and 5 suggest that this view is not adequate. Also, one should note that there are many variations on rewriting systems involving restricted use of rewriting rules, regulated derivations, etc. For example, there are programmed grammars, (21) matrix grammars, a) and two-type bracketed grammars for one-way stack languages ll6) (also see Refs. 22, 23, 28, and 29) . As yet a method of using these systems to explain the use of context in arbitrary rewriting systems has not appeared and these systems are not studied here.
PRELIMINARIES
We begin by reviewing some basic definitions and facts about grammars and languages.
A grammar (rewriting systems) is defined as a quadruple G = (V, Z, R, X) where V is a finite set of symbols, Z C V is the set of terminal symbols (so V --Z is the set of nonterminal symbols), X ~ V --Z, and R is a finite set of rewriting rules (productions) of the form The class of languages generated by arbitrary grammars can be shown to be the class of recursiveIy enumerable (r.e.) sets, which can be proved to be the class accepted by arbitrary Turing acceptors. 
It is easy to show that if L is a context-free language, then L --{e} is context-sensitive. Sometimes a language L is called extended context-sensitive if L --{e} is context-sensitive. The various special conditions caused by the presence of the empty word in a language are not relevant to the issues discussed here, so we shall assume that the languages considered do not contain the empty word. It is known that a language is context-sensitive if and only if it is accepted by a nondeterministic, linear, bounded automaton (a nondeterministic Turing aeceptor which uses an amount of tape proportional to the length of the input). Hence every context-sensitive language has a primitive recursive characteristic function a but there are sets with primitive recursive characteristic functions which are not context-sensitive. It is not known whether every context-sensitive language is accepted by a deterministic, linear, bounded automaton.
The family of context-sensitive languages possesses many of the positive closure properties of the family of context-free languages; for example, it is a principal abstract family of languages closed under e-free substitution. (~) However, this family is not closed under arbitrary homomorphic mappings; the image of the family of context-sensitive languages under arbitrary homomorphic mappings is the family of recursively enumerable sets. Also, the family of context-sensitive languages is closed under intersection; it is an open question whether it is closed under complementation.
GENERATE ALL CONTEXT-SENSITIVE LANGUAGES
In this section we consider some of the restrictions which can be placed on the form of the rules of context-sensitive (or arbitrary) grammars and which do not restrict the weak generative capacity. In each case these are restrictions on the form of the rules, not the way in which the rules are applied.
One type of restriction of context which occurs in different ways is the use of terminal symbols as part of the context. At this point we simply observe that there is no loss of weak generative capacity if one demands that no terminal symbols can occur as part of context, that is, if each rule p ~ 0 of the grammar G = (V, Z, R, X) is such that p ~ (V --Z)*. Each grammar Gt can be effectively converted to a grammar G~ such that the rules in G2 meet this condition, L(G2) = L(GO, and G~ is context-sensitive if and only if G1 is.
The form of the rules of a context-sensitive grammar G = (V, Z, R, X) is such that no "length-decreasing" or "erasing" rules are allowed, that is, if c~Z~ -+ ~yfi ~ R, then I c~Z/? ] ~< I c~y~ [.5 If we consider an arbitrary grammar G = (V, Z, R, X) such that every rule p -+ 0 is such that [ p I ~< h 01, then such a grammar is called monotonic. It is easy to see that monotonic grammars generate only context-sensitive languages, as)
While length-decreasing rules are not allowed in a context-sensitive grammar, a limited number of applications of such rules in an arbitrary grammar often yields only a context-sensitive language. In particular, if G = (V, 27, R, X) is an arbitrary grammar and k is a constant such that for all w ~ L(G) there is a derivation of w from S which uses at most k [ w ] applications of erasing rules, then L(G) is context-sensitiveJ 9,m More generally, if there is a recursive bound on the number of applications of length-decreasing rules, then the language generated is recursiveJ ~) If one bounds the number of applications of length-decreasing rules as a function of the number of steps in a derivation, then only a constant bound will ensure that context-sensitive languages are generatedJ 4)
Let us consider certain "normal forms" for grammars. 6
The best known normal form for contex-sensitive grammars is that of Kuroda. as) A context-sensitive grammar G = (V, Z, R, X) is said to be in Kuroda normal form if each rule in R is of one of the following forms:
To obtain a normal form for arbitrary grammars, one can add the form Z -~ e to the forms allowable in Kuroda normal form.
In Kuroda normal form there are two basic restrictions for contextsensitive rules: context on the left or on the right but not both, and context of length one. The restriction on length of context involves simple "coding" while the restriction to one-sided context is achieved by replacing rules of the form AZB -+ A YB by a pair or rules such as AZ -~ AZ', Z'B ~ YB, where Z' is a new symbol occurring only in these two rules.
A natural question arises with regard to one-sided versus two-sided context. Is it necessary to have rules of the form c~Z/3 --+ c~y/3 where a v~ e and/3 ~-e, or equivalently rules of the form ~Z-+ ~y where ~ v~ e and Yfi --~ ~ where/3 v~ e ?
It is easy to see that one can eliminate context on one side if one allows permutation rules, i.e., rules of the form AB-+ BA. However, Haines (14) has announced an important result on normal forms. A left context-sensitive grammar G = ( V, Z, R, X) is defined as a context-sensitive grammar such that every non-context-free rule is of the form ~Z -+ ~7, where ~, y ~ V*, Z c V-Z', and y v~ e. Haines claims that each context-sensitive language is generated by a left context-sensitive grammar. 7 (Of course one could substitute "right" for "left.") Interpreting this result in terms of "messagesending," we see that it is enough to "send messages" in one direction only--in this case, to the right--so that one need only "guess" that the "message was received."
Another normal form for arbitrary grammars suggests that context only tells one that certain context-flee rules can be applied. 
GENERATE ONLY SOHE OF THE CONTEXT-SENSITIVE LANGUAGES
Here we consider two restrictions which allow context-sensitive grammars to generate some languages which are not context-free but which do not allow all context-sensitive languages to be generated.
From the Kuroda normal form it is easy to see that one loses no generative capacity if one considers only those grammars such that in any derivation only context-free rules are rules are applied first and then only length-preserving context-sensitive rules are applied. One might well ask whether the same result is obtained if one relaxes the requirement that the non-context-free rules be length-preserving. It is shown in Ref. 4 that this is not the case.
If one considers those context-sensitive grammars such that every rule is either length-increasing or generates only a terminal symbol, then the family ~ of languages generated has the following properties:
(1) Every context-free language is in 5r (2) For every r.e. set L there exists a language L0 in 5(' and a homomorphism h such that k(Lo) = L, so that 5~ contains languages which are not context-free. (3) 5q is a proper subfamily of the context-sensitive languages; in particular, {wcwRcw [ w ~ {a, b}*} is not in ~o.
Note that (2) implies that a grammar of this form must have some "message-sending capacity" but the proof of (2) given in Ref. 4 depends on the grammar also generating some "padding" which is eventually erased by the homomorphism. On the other hand, (3) shows that the power to "send messages" is quite restricted.
One effect of context is the ability to achieve a permutation of symbols, that is, using context-sensitive rules, one can obtain AB *~ BA. One might well ask if context-sensitive rules allow anything more than the composition of permutations along with the type of substitution allowed by context-free rules. Sillars (25) has shown that this is not the case. He did this by investigating "permutation grammars," grammars which have only permutation rules in addition to the context-free rules.
A
monotonic grammar G = (V, Z', R, X) is called apermutation grammar if each non-context-free rule in R is of the form Y1 "'" Y~ --+ Y,(1) "'" Y~(m)
where each Yj ~ V --X and where zr is some permutation of {1,..., m} with no fixed points. Let F/R be the set of "permutation" rules of R and let G,. = (V, Z, R --F/R, X), so that Gr is a context-free grammar.
It can be shown that L(G) is infinite if and only if L(G,~) is infinite, so that L(G)
is infinite if and only if it has an infinite context-free subset. Thus the permutation grammars cannot generate all the context-sensitive languages; for example, {a~b'~c~[n >~ 1} has no infinite context-free subset. On the other hand, it is clear that the permutation grammars do generate non-context-free languages; for example, it is easy to construct a permutation grammar to generate {w c {a, b, c}* 1 w has an equal number of a's, b's, and c's}.
Note that a permutation grammar has only length-preserving rules in addition to its context-free rules. However, it is not clear how to analyze such grammars in terms of "message-sending." In fact, these grammars may be best analyzed by considering them to be weak extensions of context-free grammars.
It should be noted that there are other types of grammars which extend the context-free languages but generate only a proper subfamily of the context-sensitive languages. For example, there are matrix grammars, m indexed grammars, (2s) macro grammars, (~9) programmed grammars, (2~ time-variant grammars, (2~,2a) and others. In these cases either the type of rule is different from the definition of a context-sensitive rule or the way that the rules are applied is regulated in some fashion. It is not clear whether the study of these grammars would throw light on the questions considered here.
GENERATE ONLY CONTEXT-FREE LANGUAGES
Now we consider certain restrictions on the form of the rules of a grammar which force the language generated to be context-free. In each case it is decidable whether the rules of a grammar satisfy the restriction.
Recall that a context-free language may be specified in various ways: by a context-free grammar; by a nondeterministic pushdown store acceptor; by a formula h(D n R), where h is a homomorphism, D is a Dyck set, and R is a regular set. However, every grammar has certain (not necessarily different) context-free languages associated with it.
In an arbitrary grammar G = (V, Z', R, X) a derivation r * r "-" r is a called a left-to-right derivation if for each i = 1 .... , n there are strings ~ Z'*, fi ~ V*, and a rule p --+ 0 ~ R such that r = c~pfi and r = c~Ofi--that is, at each step the rewriting rule uses the leftmost nonterminal symbol in the string either as the transformed symbol or as part of context. It has been shown by Evey (v) and Matthews agl that for any grammar the set of terminal strings obtained by left-to-right derivations from the initial symbol is a context-free language. If one relaxes the "leftmost" condition to allow the rewriting rule to be applied within some fixed distance of the leftmost nonterminal symbol in the string, then once again one obtains a context-free language. (Clearly one can replace right-to-left for left-to-right.)
In an arbitrary grammar G = (V, Z, R, X) a derivation ""
is called a two-way derivation if for each i = 1,..., n, there are strings e~ and/3 and a rule P ~ 0 ~ R such that ~b~_ 1 = ~p/3, ~bi = ~0/3, and either ~ ~ Z* or /3 ~ Z*--that is, at each step the rewriting rule uses either the leftmost or the rightmost nonterminal symbol in the string. It has been shown by Matthews ~2~ that for any rewriting system or grammar the set of terminal strings obtained by two-way derivations from the initial symbol is a contextfree language. (A short proof of this result appears in Ref. 9.) Again, one can allow the rewriting rules to be applied within some fixed distance of the leftmost or rightmost possible position in the string at each step and still generate only a context-free language. These results provide a useful tool for showing that a given grammar generates a context-free grammar. Thus, if one can show that for some given grammar the set of left-to right (or right-to-left or two-way) derivations yields the entire language generated by that grammar, then one can conclude that the grammar generates only a context-free language. This method of attack is illustrated by the following result. In this case the terminal context requirement allows the strings to be generated while "sending messages" only a bounded distance, in fact, a distance bounded by rn(rn + 1)/2. It should be noted that the requirement that the terminal left context be at least as long as the right context cannot be relaxed cS)-that is, if it is relaxed, then it is possible to generate noncontext-free languages.
There are several other results whose initial proofs do not depend on reduction to the yield of left-to-right derivations. In some cases the restrictions on the form of the rules may be viewed as creating "barriers" which keep "messages" from being "passed."
Let G = (V, 27, R, X) be a monotonic grammar. Suppose < is a partial order on V with the property that for each rule Z1 "'" Z~ --+ Y1 "'" Y~ in R there exists Y~ in {Y1 ... Terminal symbols cannot be used as part of context and a new terminal symbol is generated whenever context is used--thus "messages" cannot be "transmitted" more than some bounded distance.
Let G = (V, Z, R, X) be a context-sensitive grammar. Suppose that each non-context-free rule in R is of the form o~Zfi --~ o~7fi , where ~, 13 ~ Z*,
All of the results already stated in this section have been shown to be corollaries of a result which depends on the creation of "barriers" of terminal symbold forcing subsequent rules to be applied independently on either side of the barrier. The result concerns "terminal-bounded" grammars. A careful analysis of the proofs of the results cited above suggests that a grammar generates a non-context-free language only if an infinite number of strings in the language are generated by derivations which transform symbols arbitrarily far from either the leftmost or rightmost nonterminal symbol, and that arbitrarily many steps of the derivation "interact" in some way. The results of Baker (2) show that the intuitive notion of "barrier" is very useful in understanding the results in this section.
STRUCTURAL DESCRIPTIONS
In attempting to analyze derivations in an arbitrary grammar, one notes the absence of a convenient specification of "structural description." In the theory of context-free grammars one may use a "derivation tree" to represent the sequence of rewriting rules applied. (26) The derivation tree does not show the order in which rewriting rules are applied but this does not matter when considering the weak generative capacity. However, the notion of a derivation tree for arbitrary grammars is not particularly useful since it does riot retain the information regarding which occurences of symbols are used as context at various points in the derivation. Gladkii (1~) has provided one mechanism to describe derivations in an arbitrary grammar. IfG = (V, Z, R, X) is a grammar and -P0 ~/"1 ~ "" =~/~ is a derivation in G, then a production sequence for this derivation is defined to be a sequence of n ordered pairs, {((Bi, Pi, Ci), (Bi, Qi, Ci) Production sequences are useful in studying the interaction of individual applications of rewriting rules in a "local" manner. Indeed although results (4,z~) on derivations obtained in this way are limited, more information seems to be found in the study of production sequences than in more "algebraic" studies of derivations.CS,zz) However, it appears that a much more powerful tool is needed in order to explain the interaction of context in a "'global" manner which will provide an adequate explanation of how context is used.
CONCLUSION
No new results have been presented in this paper. However, it is hoped that this survey will draw attention to the problem of providing a formal description of the mechanism used in derivations in context-sensitive grammars. Until such a description is available, widespread use of contextsensitive rules in order to extend context-free grammars or to provide economy of description of languages will remain inhibited.
