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FOG COMPUTING BASED BEARING REMAINING USEFUL LIFE PROGNOSIS 
USING TIME SERIES NORMALIZED SIMILARITY AND RECURRENT NEURAL 
NETWORKS 
 






Techniques are described for determining a remaining useful life (RUL) prognosis 
of bearings using a feature extraction module for extracting time series normalized 
similarity (TSNS) features for vibration data normalization and a prediction module 
utilizing a deep learning model, known as an independently recurrent neural network 
(IndRNN), for predicting bearing RUL.  The feature extraction module and prediction 
module are deployed on a fog computing platform as services for determining the RUL 
prognosis of bearings.  
 
DETAILED DESCRIPTION 
Rolling element bearings are one of the most critical components in rotating 
machinery to support rotating shafts. Any unexpected failure of bearings may result in 
several negative implications, such as increasing downtime, reducing productivity, and 
even raising safety risks. To solve these problems, RUL prognosis is required to schedule 
a future action to avoid catastrophic events and extend life cycles.  Therefore, there is an 
emerging need to develop and improve the techniques of RUL prognosis of bearings. 
Existing prognostics methods have made great achievements on bearing condition 
prediction. However, due to the diversity and complexity of bearings, existing methods 
show some limitations. First, most model-based methods rely heavily on accurate physics-
based model or complex signal processing techniques, which require extensive expert 
involvement.  Second, in the age of Internet of Things (IOT) and Industrial 4.0, massive 
real-time data is collected from various bearings and forms a big data environment, which 
has the characteristics of large-volume, diversity, and high-velocity. Traditional data-
driven methods are insufficient for feature extraction and health condition prediction.  
Third, although an on-premise high performance computing (HPC) infrastructure can be 
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deployed on factory floors, it is very expensive to build HPC clusters and scale up the 
computing capacity of an on-premise HPC infrastructure for deploying highly iterative 
data-driven deep learning models and algorithms. Thus, it is desirable to develop generic 
and system-independent bearing prognostic algorithms, which can be deployed on a fog 
computing platform to meet the needs of IOT and big data. 
This proposal consists of an architecture in which a system is comprised of an edge, 
a local fog computing platform, and a remote cloud, as shown in Figure 1, below. 
 
Figure 1 
As shown in Figure 1, on the edge, bearing vibration data is collected from vibration 
sensors and then gateway devices stream all the raw data to the local fog computing 
platform and the remote cloud using a messaging protocol such as MQTT (Message 
Queuing Telemetry Transport), which is a publish-subscribe-based messaging protocol. 
The remote cloud is responsible for data storage, feature extraction, and model training. 
When correctness of the model is validated on the cloud, a feature extraction service and 
model service are deployed on the fog computing platform.  
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On the fog computing platform, data features are extracted from raw data and the 
trained model accepts data features to predict the RUL. Meanwhile, features and RUL 
results can be visualized on a Graphical User Interface (GUI). 
Bearing Vibration Data Acquisition 
The vibration signals are collected from sensors by certain sampling frequency. 
For example, as shown in below in Figure 2, sampling frequency of senor is 25.6 
kilohertz (kHz) at horizontal axis of bearing and 2560 samples (i.e., 1/10 seconds) are 
transmitted by gateway each 10 seconds. The RUL is defined as time to acceleration of 




Many classical statistical features have different ranges, which means that these 
features have no equal contributions to prediction of RUL. Specifically, statistical features 
extracted from a time domain, a frequency domain, and a time-frequency domain of 
vibration signals exhibit different degradation signatures and different ranges. To 
overcome the barrier of large variances of classical statistical features, six time series 
normalized similarity (TSNS) features are proposed to be combined with eight time-
frequency features so as to form an original feature set that contains rich degradation 
signatures of bearings. 
The TSNS features are calculated through the similarity measurement of data 
sequences between the current and initial times. If a data sequence at time t is denoted as 
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 and a data sequence at an initial operation time is denoted as , the TSNS features can 
be calculated using Equation 1, below, as follows: 
 
Equation 1 
For Equation 1, k is the length of the data sequence, { } and { } are the mean value of  
:  and :  , respectively. 
The feature set includes one TSNS feature in a time domain, five TSNS features in 
a frequency domain and eight classical features in a time-frequency domain. In the time 
domain, a data sequence f consists of 10 statistical features. In the frequency domain, a data 
sequence f is constructed by the frequency spectra, where they are a full frequency 
spectrum and four sub-bands frequency spectra. Suppose that the sample frequency is 25.6 
kHz and the full frequency spectrum and four sub-bands frequency spectra are located in 
0–12.8 kHz, 0–3.2 kHz, 3.2–6.4 kHz, 6.4–9.6 kHz and 9.6–12.8 kHz, respectively. In 
addition, eight time-frequency domain features, energy ratios of eight frequency sub-bands 
generated by performing a Haar wavelet package transform with a three-level 
decomposition on vibration signals, are also added into the feature set.  
Information associated with these features is detailed in Figure, below. 
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A Recurrent Neural Network (RNN) is strengthened by a time-step edge that 
introduces a notion of time to the neural network model. Edges connecting adjacent steps, 
called recurrent edges, form cycles that are self-connections of a neuron to itself across 
time. RNN has been widely used for processing sequential data. However, RNN is 
commonly difficult to train due to well-known gradient vanishing and exploding problems 
and difficult to learn long-term patterns. Long short-term memory (LSTM) and a gated 
recurrent unit (GRU) were developed to address these problems, but the use of hyperbolic 
tangent and the sigmoid action functions results in gradient decay over layers. To address 
these problems, a new type of RNN, known as an independently recurrent neural network 
(IndRNN) can be utilized, where neurons in the same layer are independent of each other 
and are connected across layers. 
In the training step, the lifetime samples of bearings are used to form a training set 
, , where ∈  is selected N features at time t and ∈ 0,1  is its associated 
label, which indicates the RUL percentage of bearings at time t. For example, suppose that 
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the failure time of a bearing is 2800 seconds (s), and the current inspection point is 2100s. 
Thus, the RUL is 700s and the corresponding label  (i.e., RUL percentage) is 0.25. 
The structure of neural network is illustrated in Figure 4, below. For the neural 
network, the Rectified Linear Unit (ReLU) activation function, mean squared error (MSE) 
loss function and Adam optimizer are used during training step in which the key 





In prediction step, the trained model accepts features that are extracted from raw 
data and outputs a RUL percentage. The final RUL value can be calculated, using Equation 




For Equation 2, t is the current inspection point, and  is the corresponding RUL 
percentage for the current inspection point. 
 Two examples of bearing RUL percentage, output from the IndRNN model, are 
shown below in Figure 5. 
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In summary, techniques are described for determining a RUL prognosis of bearings 
using a feature extraction module for extracting TSNS features for vibration data 
normalization and a prediction module utilizing IndRNN for predicting bearing RUL.  The 
feature extraction module and prediction module are deployed on a fog computing platform 
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