The tremendous effects of air quality in large cities have been considered a severe environmental problem all over the world. Therefore, the international community agreed to develop air quality standards to monitor and control pollution rates around industrial communities. Harmful emission into the air is a sign that could extremely affect man's health, natural life and agriculture. Forecasting models is essential for predicting air quality. CO 2 emissions have been an international concern because of fossil fuels. In this study, Particle Swarm Optimization (PSO) is used for analyzing world CO 2 emission based on the global energy consumption. A parametric PSO model is developed to forecast CO 2 emission based set of attributes. They include: global oil, natural gas, coal, and primary energy consumption. A data set collected during the years 1980 and 2010 were used in this study. Experimental results show that PSO can provide good modeling results using a limited number of measurements compared to other linear models.
INTRODUCTION
Climate change towards the increase of air pollution presented a significant environmental harmfulness. This reason causes an increased interest from both academics and policy-makers in developing prediction model in the area of CO2 emissions. Air quality prediction model helps in the management of our environment. The air pollution prediction is a complex nonlinear process function of numerous parameters [16, 13, 17] . Air quality information is collected from various sources and sensors to be used in developing a successful relationship which helps producing accurate prediction models. Mathematical methods and tools were introduced to solve variety of problems in system identification, control, stock market prediction and air pollution modeling [10] . The complexity of air pollution data has been broadly discussed in [15] , while the usage of various modeling tools was addressed in related literature [13] , [21] . In [3] , authors used a new panel data set covering the fifty United States and Washington D.C. from 1960-2001 to model CO 2 emission. Their objective was to measure of model performance using the squared out-of-sample prediction error of aggregate CO 2 emissions. CO 2 emissions and economic growth in Nigeria for the period 1971-2009, in a multivariate framework was presented in [8] . Authors in [19] provided a study to develop statistical models for predicting the carbon dioxide emissions and the atmosphere in the United States. A monthly emissions data from 1981 to 2003 that was collected by the Carbon Dioxide Information Analysis Center was used. The developed statistical models took into consideration various trends and seasonal effects. Forecasting the expected growth of China's CO 2 emissions using province-level information was presented in [2] . Air pollution has been explored in many articles based soft computing and computational intelligence techniques [15, 4] . For example, in [1] authors develop a non-parametric Artificial Neural Network (ANN) models to predict both the Particulate Matters (PM10) and Total Suspended Particles (TSP) in Salt, Jordan. Two Artificial Neural Network based AutoRegressive with eXternal (ANNARX) Input models were used to provide high performance modeling for the PM10 and the TSP air pollution parameters. An integrated multi-layer perceptron neural network and Bees Algorithm was proposed to analyze the world CO 2 emissions [5] . A data set from the years 1980 to 2006 were used, the data for the years 1980-1999 were used for training and the testing data used was for the years 2000-2006. The model was used to predict the World CO2 emission up to year 2040. Several models have been proposed to investigate the causal relationships between energy consumption and CO 2 emission. For instance, the relatively new time series technique known as the Toda-Yamamoto method [12] , and the Grey prediction model (GM) [17] , have been applied to predict CO 2 levels. Neural networks have been used for short-term CO 2 prediction [5] . In addition methods like Genetic Algorithm (GA) [11] have been employed for predicting CO 2 emission concentrations. In this paper, our objective is to develop a mathematical model for the global CO 2 emission based on a set of variables. They include global oil, natural gas, coal and primary energy consumption over the period from 1980 to 2010 using a Particle Swarm Optimization (PSO). The proposed model should be able to provide an accurate estimation results in our case.
AIR POLLUTION
Fossil energy resources remain abundant but contain significant amounts of carbon that are normally released during combustion. The proven and probable reserves of oil and gas are enough to last for decades and in the case of coal for centuries. Possible undiscovered resources extend these projections even further. Fossil energy use is responsible for about 85% of the anthropogenic CO 2 emissions produced annually [14] . In Figure 1 , we show the origin of CO 2 emissions from all fossil fuel combustion by region of the world. It was found that almost half of the total emissions come from Organization of Economic Cooperation and Development (OECD) countries, excluding Mexico, and only 20 percent are emitted in China, but only seven percent are from Latin America.
PARTICLE SWARM OPTIMIZATION
Particle Swarm Optimization (PSO) was developed in 1995 by James Kennedy (social-psychologist), and Russell Eberhart (electrical engineer) [9] . PSO is a robust stochastic nonlinearoptimization technique based on movement and intelligence of swarms. It is inspired from social behavior of bird or fish, where a group of birds randomly search for food in an area by following the nearest bird to the food. It combines local search methods with global search methods (exploration and exploitation). Moreover, it depends on social interaction between swarms to locate the best achieved position so far. The main idea of PSO is obtaining a number of particles that constitute a swarm moving around in the search space looking for the best solution. Each particle is treated as a point in a multi-dimensional space. The particles move around in the search space, and communicate either directly or indirectly with one another. In the implementation of PSO, each particle tries to modify its position using information as: its current position, its current velocity, the distance between the current position and best solution individually found, and the distance between the current position and the best solution found in its neighborhood [7] . The basic PSO equations are given as follows:
where: v id represents the velocity of particle i in dimension d, x id represents the position of particle i in dimension d, φ 1 , φ 2 are positive constants, c 1 , c 2 are random numbers p id is the best position reached so far by the particle, and p gd is the global best position reached by the neighborhood.
The previously shown velocity update equation is influenced by two components: (p id − x id ) that represents the cognitive component, and (p gd − x id ) that represent the social component. The velocity of PSO is prune to reach infinity which lead to causing the particles to reach a state of instability. Therefore, the velocity of the particle should not exceed a maximum value, v max . The performance can suffer if maximum velocity is inappropriately set. If it is too high, the particles can fly past optimal solutions, and if it is too low, they can get stuck in local minimal. More enhancements on the basic PSO model are stated in [20] .
The PSO algorithm is straightforward (see Algorithm 1). First, initialize particles with random position and velocity vectors. For each particle: evaluate the fitness and if it is better than the best individual fitness then update it. After that, update the best global fitness. Then obtain the new velocity and position for each particle. This procedure is repeated for a number of iterations (epochs) or until convergence is beyond a certain limit. Evaluate the population.
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Nature of Data
The Particle Swarm Optimization (PSO) model was used to forecast the CO 2 emission using the four energy commodities that are considered the highest. Long-term (annual) forecasting was performed. The related data from 1980 to 2010 were used, partly for installing the models (finding candidates of best weighting factors for each model and partly for testing the models (2004 to 2010) . The values of global oil, natural gas, coal, and primary energy consumption are presented in [11, 18] .
Evaluation Criterion
In order to check the performance of the developed PSO model, Route Mean Square (RMS), the Euclidian distance (ED), the Manhattan distance (MD) and the Variance-Accounted-For (VAF) were measured. These performance criteria were assessed to measure how close the measured values to those developed using the PSO approach. This criterion helps in better evaluating the capabilities of the developed PSO model. The RMS, VAF, ED and MD are computed as follows:
(1) Route Mean Square (RMS):
(2) Variance-Accounted-For (VAF) 
where y andŷ are the observed and estimated CO 2 of the proposed model and n is the number of measurements used in the experiments, respectively.
EXPERIMENTAL RESULTS
The input and output data used for the model is presented in Table 1 . The proposed model is an exponential model of the input variables. The tuning parameters and search space for PSO is given in Table 2 . A Matlab Toolbox for PSO was used to develop our results [6] . Candidate solutions (particles) in this case are just ndimensional vectors of particles of the form:
The search process begins by random distribution of the initial PSO population which represents a random sample of the PSO search space. The corresponding fitness of each particle is computed. Particles with higher fitness shall be selected to produce new population which enhances the features of their parents. The problem under consideration is to estimate the correct parameters α 1 , β 1 , α 2 , β 2 , α 3 , β 3 , α 4 and β 4 for the proposed exponential model. A data set adopted from [11] for the model development process was used. We defined the parameter space and other PSO setup tuning parameters are given in Table 2 . The fitness (i.e. quality) of a particular estimate is obtained by observing the behavior of the system with the estimated parameters, and using the RMS error between the actual and predicted CO 2 . It was found that the model developed using PSO is much stable and can provide better evaluation criterion which was adopted in this study.
CONCLUSIONS
This paper provided an exponential model for the global carbon emission based on global oil, natural gas, coal, and primary energy consumption attributes. A data set of the years (19802010) was used for estimating nine parameters of the model using PSO in both the training and testing cases. The developed results showed the advantages of PSO in tuning the model than GAs. Future work will focus on exploring the advantage of evolutionary computation techniques such as genetic programming to develop a mathematical model for the global carbon emission. 
