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CHAPITRE 1
Historique
L’objet de cette the`se est l’e´tude des grandes de´viations pour les temps locaux
d’auto-intersections de marches ale´atoires. Le premier chapitre est consacre´ a` faire
un historique de cette question. Nous commencerons par des rappels sur la the´o-
rie des grandes de´viations avant de donner les motivations historiques (notamment
physiques) de ce type de proble`me et les premiers re´sultats sur la question.
1. Grandes de´viations
1.1. Fondements. La the´orie des grandes de´viations s’inte´resse a` l’e´tude des
e´ve´nements rares, c’est a` dire les e´ve´nements dont la probabilite´ de se re´aliser est
petite. On peut commencer cette pre´sentation par un exemple simple.
Conside´rons une suite (Xi, i = 1, · · · , n) de variables ale´atoires inde´pendantes et
identiquement distribue´es de loi normale centre´es re´duites. Notons X¯n =
1
n
∑1
i=1Xi
la moyenne des Xi. La loi des grands nombres nous apprend que presque suˆrement,
X¯n converge vers 0. Par conse´quent on a pour tout a > 0,
lim
n→+∞
P
(|X¯n| ≥ a) = 0.
L’e´ve´nement
{
X¯n ≥ a
}
est donc un e´ve´nement atypique, on force notre processus a`
exce´der sa moyenne. La the´orie des grandes de´viations cherche a` quantifier plus pre´-
cise´ment la probabilite´ de ce type d’e´ve´nement. On peut remarquer que dans notre
exemple X¯n suit alors une loi normale centre´e et de variance 1/n. Par conse´quent
on a,
P
(|X¯n| ≥ a) = 1− P (|N(0, 1/n)| < a)
= 1− P (|N(0, 1)| < √na)
= 1− 2√
2π
∫ +∞
a
√
n
exp
(
−x
2
2
)
dx.
On peut aise´ment encadrer l’inte´grale pre´ce´dente par(
1− 1
a2n
) √
2
πa
√
n
exp
(
−a
2n
2
)
≤
√
2√
π
∫ +∞
a
√
n
exp
(
−x
2
2
)
dx ≤
√
2
πa
√
n
exp
(
−a
2n
2
)
,
pour finalement obtenir que
lim
n→+∞
1
n
logP
(|X¯n| ≥ a) = −a2
2
,
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ou bien encore que
P
(|X¯n| ≥ a) ∼
+∞
exp
(
−na
2
2
)
,
ou` an ∼
+∞
nn ⇔ lim
n→+∞
an
bn
= 1.
La probabilite´ pour que le processus X¯n re´alise un e´ve´nement atypique comme
exce´der sa moyenne est donc approximativement de exp
(
−na2
2
)
. Nous avons donc
re´ussi avec cet exemple simple a` quantifier la probabilite´ d’un e´ve´nement rare, ici
qu’une moyenne de gaussiennes centre´es de´passent 0. On dira que n est la vitesse de
la de´viation et que la fonction a→ a2/2 est la fonction de taux de la de´viation.
Ce petit calcul nous ame`ne a` nous poser plusieurs questions. D’abord, que peut-
on dire si l’on se place dans la situation classique des probabilite´s ou` la loi des
Xi est inconnue mais ou` les Xi sont inde´pendantes et identiquement distribue´es ?
Ensuite, peut-on obtenir des re´sultats assez ge´ne´raux si l’on affaiblit encore les
hypothe`ses en ne supposant plus que les variables ale´atoires sont inde´pendantes,
mais qu’on a seulement un processus de Markov ? Mais d’abord quel pourrait eˆtre
l’e´nonce´ rigoureux d’un principe de grandes de´viations. Donsker et Varadhan ont
introduit l’e´nonce´ rigoureux d’un principe de grandes de´viations dans plusieurs ar-
ticles [DV75b],[DV75a],[DV76]. Cet e´nonce´ est celui aujourd’hui utilise´ et nous
l’e´nonc¸ons ici. On renvoie pour toutes les de´finitions, pour tous les re´sultats e´nonce´s
dans cette cette section et la suivante ainsi que pour leur de´monstration a` l’ouvrage
de Dembo et Zeitouni [DZ10]. On se place sur X un espace topologique muni de sa
tribu bore´lienne BX.
De´finition 1.1 (Fonction de taux). Une fonction J : X→ R+ est une fonction
de taux si elle est semi-continue infe´rieurement, c’est a` dire si les ensembles de
niveaux Ψ(α) = {x tel que J(x) ≤ α} pour α ≥ 0 sont ferme´s. On dira que J est
une bonne fonction de taux si ces ensembles de niveaux sont compacts.
De´finition 1.2 (Principe de grandes de´viations). La famille {µǫ} de probabilite´s
sur (X,BX) satisfait un principe de grandes de´viations avec pour fonction de taux
J si pour tout Γ ⊂ BX
− inf
x∈
◦
Γ
J(x) ≤ lim inf
ǫ→0
ǫ log µǫ(Γ) ≤ lim sup
ǫ→0
ǫ log µǫ(Γ) ≤ − inf
x∈Γ¯
J(x)
L’e´nonce´ d’un principe de grandes de´viations peut s’exprimer de manie`re e´qui-
valente comme suit :
De´finition 1.3. La famille {µǫ} de probabilite´s sur (X,BX) satisfait un principe
de grandes de´viations avec pour fonction de taux J si
(1) pour tout ouvert O de BX,
lim inf
ǫ→0
ǫ log µǫ(O) ≥ − inf
x∈O
J(x)
(2) pour tout ferme´ F de BX,
lim sup
ǫ→0
ǫ log µǫ(F ) ≤ − inf
x∈F
J(x)
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Cette dernie`re de´finition est d’ailleurs plus souvent utilise´e.
Remarque 1.4. Il existe une version affaiblie du principe de grandes de´viations.
On dira que la famille {µǫ} de probabilite´s sur (X,BX) satisfait un principe de
grandes de´viations restreint avec pour fonction de taux J si la borne supe´rieure est
seulement valable pour des ensembles compacts.
Revenons maintenant a` la premie`re question que nous nous sommes pose´e, c’est a`
dire que peut-on dire si l’on conside`re une suite de variables ale´atoires de loi inconnue,
mais inde´pendantes et identiquement distribue´es. Un re´sultat connu souvent sous
le nom de The´ore`me des grandes de´viations, duˆ au mathe´maticien sue´dois Harald
Crame´r re´pond a` cette question. On e´nonce tout t’abord ce the´ore`me dans le cas de
la dimension 1, c’est a` dire lorsque les variables ale´atoires sont a` valeur dans R ou`
les hypothe`ses sont un peu plus faibles.
On note 〈·, ·〉 le produit scalaire sur Rd. Pour X1 une variable ale´atoire a` valeur
dans Rd, on note
Λ(λ) = logE [exp (〈λ,X1〉)] (1)
la log-Laplace de la loi de X1 et
Λ∗(x) = sup
λ∈R
{λx− Λ(λ)}
la transforme´e de Legendre de Λ.
The´ore`me 1.5 (The´ore`me de Crame´r sur R). Soit (Xi, i = 1, · · · , n) une suite
de variables ale´atoires re´elles inde´pendantes et identiquement distribue´es a` valeurs
dans R.
(1) Pour tout ferme´ F ⊂ R,
lim
n→+∞
1
n
logP
(
X¯n ∈ F
) ≤ − inf
x∈F
Λ∗(x).
(2) Pour tout ouvert O ⊂ R,
lim
n→+∞
1
n
logP
(
X¯n ∈ O
) ≥ − inf
x∈O
Λ∗(x).
Dans la version e´tendue a` Rd de ce the´ore`me, il faut pour que l’e´nonce´ soit
correct, supposer en plus que la log-Laplace de la loi de X1 soit de´finie sur R
d en
entier. Notons DΛ le domaine de de´finition de cette dernie`re.
The´ore`me 1.6 (The´ore`me de Crame´r sur Rd). Soit (Xi, i = 1, · · · , n) une suite
de variables ale´atoires re´elles inde´pendantes et identiquement distribue´es a` valeurs
dans Rd. Si on suppose que DΛ = R
d alors
(1) pour tout ferme´ F ⊂ R,
lim
n→+∞
1
n
logP
(
X¯n ∈ F
) ≤ − inf
x∈F
Λ∗(x),
et
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(2) pour tout ouvert O ⊂ R,
lim
n→+∞
1
n
logP
(
X¯n ∈ O
) ≥ − inf
x∈O
Λ∗(x).
La fonctionnelle Λ∗ est un e´le´ment central de la the´orie des grandes de´viations.
C’est pourquoi nous e´nonc¸ons maintenant une proposition qui montre quelques pro-
prie´te´s simples mais inte´ressantes de celle-ci, et qui seront inte´ressantes pour la suite
de nos travaux.
Proposition 1.7. La fonction Λ∗ est convexe et semi-continue infe´rieurement.
De´monstration. Λ∗ est semi-continue infe´rieurement en tant que supre´mum
de fonctions line´aires. Par ailleurs, soient u ∈ [0, 1] et x, y ∈ R,
Λ∗(ux+ (1− u)y) = sup
λ∈R
{λ(ux+ (1− u)y)− Λ(λ)}
= sup
λ∈R
{u (λx− Λ(λ)) + (1− u) (λy − Λ(λ))}
≤ uΛ∗(x) + (1− u)Λ∗(y).

Une e´tape supple´mentaire dans le processus de ge´ne´ralisation des re´sultats de
grandes de´viations est l’abandon de l’hypothe`se d’inde´pendance au profit de celle
plus faible, de processus Markovien. Cette ge´ne´ralisation a e´te´ l’objet des travaux de
Donsker et Varadhan dans une se´rie d’articles publie´s a` partir de 1975 [DV75a],[DV76].
1.2. Outils. On a vu (The´ore`me 1.5) que sous certaines hypothe`ses, une suite
de variables ale´atoires pouvait satisfaire un principe de grandes de´viations. Nous
pre´sentons dans cette section un certain nombres de crite`res qui permettent d’obtenir
des principes de grandes de´viations, et des outils qui autorisent un transfert des
principes de grandes de´viations. La question du transfert d’un principe de grandes
de´viations est la suivante. On conside`re une fonctionnelle et un processus ale´atoire
satisfaisant un principe de grandes de´viations. Quelles conditions doit-on mettre
sur la fonctionnelle pour que la fonctionnelle du processus satisfasse a` nouveau un
principe de grandes de´viations.
1.2.1. Principe de contraction. Ce principe permet de transfe´rer un principe de
grandes de´viations connu pour une famille de probabilite´s {µǫ}, a` une nouvelle fa-
mille µǫ ◦ f−1 si f est continue dans la topologie ou` se re´alise le principe de grandes
de´viations. On conside`re X et Y deux espaces topologiques de Hausdorff munis de
leur tribus bore´liennes BX et BY.
The´ore`me 1.8. Soit f : X → Y une application continue. Si la famille de
probabilite´s {µǫ} satisfait un principe de grandes de´viations sur (X,BX) avec pour
fonction de taux J , alors la famille de probabilite´s {µǫ ◦ f−1} satisfait un principe
de grandes de´viations sur (Y,BY) avec pour fonction de taux J˜ : Y → R+ de´finit
par
J˜(y) = inf {J(x), x ∈ X, f(x) = y} .
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De´monstration. Il suffit de remarquer que pour tout ouvert O de BY, f
−1(O)
est ouvert et
lim
ǫ→0
ǫ log µǫ ◦ f−1(O) ≥ − inf
{
J(x), x ∈ f−1(O)} = − inf {J˜(y), y ∈ O} .
On proce`de de la meˆme manie`re pour la borne supe´rieure sur les ferme´s. 
On peut donc appliquer un principe de contraction pour obtenir un principe
de grandes de´viations a` partir d’un autre principe de grandes de´viations sous cer-
taines hypothe`ses de continuite´. Si le principe de grandes de´viations est restreint,
on ne peut pas obtenir directement la borne supe´rieure. Par contre, si on a aucune
hypothe`se de continuite´ sur la fonction f , on ne peut pas appliquer ce type de me´-
thode. On peut partiellement re´ussir dans le cas ou` la fonction f est semi-continue
infe´rieurement (respectivement semi-continue supe´rieurement) en obtenant la borne
infe´rieure (respectivement supe´rieure) du principe de grandes de´viations.
On peut par exemple ”forcer” la borne supe´rieure en montrant que la famille de
probabilite´s est exponentiellement tendue a` l’aide du the´ore`me suivant :
The´ore`me 1.9. Si la famille de probabilite´s {µǫ} sur (X,BX) satisfait un prin-
cipe de grandes de´viations restreint et si elle est exponentiellement tendue, alors elle
satisfait un principe de grandes de´viations ”entier”.
1.2.2. The´ore`me de Gartner-Ellis. On pre´sente dans ce paragraphe le fameux
The´ore`me de Gartner-Ellis qui offre une ge´ne´ralisation du The´ore`me 1.5 a` un espace
topologique X. X est toujours un espace topologique de Hausdorff. On note X∗ le
dual topologique de X, c’est a` dire l’ensemble des formes line´aires continues sur
X. Pour µǫ une famille de probabilite´s sur X, on note Λµǫ la Log-Laplace de µǫ
de´sormais une application de X∗ dans R de´finit par :
∀λ ∈ X∗,Λµǫ(λ) = log
∫
X
exp (λ(x)) dµǫ(x).
Nous avons besoin de deux de´finitions pour e´noncer le the´ore`me.
De´finition 1.10 (Tension exponentielle). La famille de probabilite´s {µǫ} sur
(X,BX) est dite exponentiellement tendue si pour tout a ≥ 0, il existe un compact
K tel que
lim sup
ǫ→0
ǫ log µǫ(K
c) ≤ −a.
De´finition 1.11 (Gaˆteaux diffe´rentiabilite´). Une application f : X∗ → R est
dite Gaˆteaux diffe´rentiable si pour tout λ, θ ∈ X∗ la limite
lim
t→0
f(λ+ tθ)− f(λ)
t
existe.
The´ore`me 1.12. Soit {µǫ} une famille de probabilite´s sur (X,BX) exponentiel-
lement tendue. Si la limite
Λ(·) = lim
ǫ→0
ǫΛµǫ (·/ǫ)
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existe, est Gaˆteaux diffe´rentiable et est semi-continue infe´rieurement par rapport a` la
topologie faible, alors {µǫ} satisfait un principe de grandes de´viations avec la bonne
fonction de taux Λ∗.
Remarque 1.13. Comme on peut le voir ci-dessus, le calcul des moments ex-
ponentiels de la famille de probabilite´s {µǫ} permet par l’interme´diaire du the´ore`me
de Ga¨rtner-Ellis d’obtenir les grandes de´viations pour la famille {µǫ}. Ne´anmoins
comme on l’a vu pre´ce´demment, la fonctionnelle Λ∗ est toujours convexe. Or la
fonction de taux d’un principe de grandes de´viations ne l’est pas ne´cessairement.
Dans ce cas, l’usage d’une me´thode type Ga¨rtner-Ellis peut permettre d’obtenir les
bonnes vitesses de de´viations mais ne donnera jamais la bonne fonction de taux.
1.2.3. Lemme inte´gral de Varadhan. Le lemme inte´gral de Varadhan est un peu
la re´ciproque du the´ore`me de Ga¨rtner-Ellis. En effet celui-ci permet a` partir d’un
principe de grandes de´viations, d’obtenir les asymptotiques des moments exponen-
tiels. On a besoin ici d’une hypothe`se un peu plus forte sue l’espace topologique X,
puisqu’on suppose que X est re´gulier.
The´ore`me 1.14. Si la famille {µǫ} satisfait un principe de grande de´viations
sur (X,BX) avec pour bonne fonction de taux J , et si φ est une fonction continue
borne´e de X dans R, alors
lim
ǫ→0
ǫ log
∫
X
exp
(
φ(x)
ǫ
)
dµǫ(x) = sup {φ(x)− J(x), x ∈ X} .
1.2.4. Principes restreints. On rappelle qu’un principe de grandes de´viations est
dit restreint si la borne supe´rieure n’est seulement valable que sur des ensembles
compacts. Dans ce cas, on ne peut utiliser un principe de contraction ou bien encore
un lemme inte´gral de Varadhan. Il est donc souvent utile d’obtenir un principe
de grandes de´viations ”complet”. Pour obtenir un principe ”complet” a` partir d’un
principe restreint, il est par exemple possible de ”forcer” la borne supe´rieure en
montrant que la famille de probabilite´s est exponentiellement tendue a` l’aide du
the´ore`me suivant :
The´ore`me 1.15. Si la famille de probabilite´s {µǫ} sur (X,BX) satisfait un prin-
cipe de grandes de´viations restreint et si elle est exponentiellement tendue, alors elle
satisfait un principe de grandes de´viations ”entier”.
Une autre solution est d’utiliser un me´thode de compactification. En effet, si
on conside`re (Xt, t ≥ 0) un processus ale´atoire sur Rd qui satisfait un principe de
grandes de´viations restreint, alors le processus (XRt , t ≥ 0) projete´ sur le tore de
rayon R satisfait un principe de grandes de´viations ”complet” puisque les ensembles
ferme´s du tore sont compacts.
2. Intersections de marches ale´atoires
Nous entrons ici dans le vif du sujet, a` savoir les intersections de marches ale´a-
toires. Cette notion n’est pas unique et recouvre un certain nombre de quantite´s
diffe´rentes apparues au fil du temps et des diffe´rents travaux e´crits sur le sujet. Nous
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commenc¸ons donc par introduire diffe´rentes quantite´s lie´es aux intersections de pro-
cessus ale´atoires qui nous serviront tout au long de ce chapitre. Notons δx la fonction
telle que δx(y) = 1 si x = y et 0 sinon. Soit (Xt, t ≥ 0) une marche ale´atoire sur Zd.
On note :
∀x ∈ Zd, lt(x) =
∫ t
0
δx(Xs)ds
le temps local de la marche a` l’e´tat x, qui correspond au temps passe´ par la marche
a` l’e´tat x avant l’instant t. On notera
∀p > 1, It =
∑
x∈Zd
lpt (x)
le temps local d’auto-intersections. Le temps local d’auto-intersections -quantite´ qui
nous inte´resse en premier lieu- mesure dans quelle mesure la trajectoire de la marche
s’intersecte. En effet, il est facile de voir que si la marche passe un temps de l’ordre
de 1 sur chaque site visite´, alors It sera de l’ordre de t. Par contre, si la marche reste
tout le temps t sur un seul site, alors It sera de l’ordre de t
p. Il semble donc bien
que le temps local d’auto-intersections mesure les intersections de la marche. Cette
affirmation est en fait tre`s claire si p est entier. On peut en effet dans ce cas re´e´crire
It sous la forme
It =
∑
x∈Zd
lpt (x) =
∑
x∈Zd
(∫ t
0
δx(Xs)ds
)p
=
∫ t
0
· · ·
∫ t
0
1I
{
Xs1 = · · · = Xsp
}
ds1 · · · dsp.
On voit alors apparaˆıtre les intersections de la marche ale´atoire. Cette quantite´
e´tant l’objet principal de nos recherches, nous en reparlerons en de´tail plus tard.
On, notera
Rt = card {Xs, 0 ≤ s ≤ t}
le nombre de points distincts visite´s par la marche avant l’instant t. Historiquement,
c’est sans doute la premie`re notion introduite lie´e aux intersections de processus.
Elle est lie´e aux intersections puisque plus le nombre de points visite´s par la marche
est petit, plus la trajectoire ce cette dernie`re s’intersecte.
Pour p marches inde´pendantes X
(1)
t , · · · , X(p)t on note :
Qt =
∫
[0,t]p
1I
{
X(1)s1 = · · · = X(p)sp
}
ds1 · · · dsp
le temps local d’intersections mutuelles. Cette quantite´ mesure les intersections de p
marches inde´pendantes, elle est intimement lie´e au temps local d’auto-intersections
comme le montre l’ine´galite´ suivante :
Q
1/p
t =
(∑
x∈Zd
p∏
i=1
l
(i)
t (x)
)1/p
≤
(
p∏
i=1
∥∥∥l(i)t ∥∥∥
p
)1/p
≤ 1
p
p∑
i=1
∥∥∥l(i)t ∥∥∥
p
=
1
p
p∑
i=1
(
I
(i)
t
)1/p
.
(2)
14 1. HISTORIQUE
Toujours pour p marches inde´pendantes, on note
Jt = card
{{
X(1)s1 , 0 ≤ s1 ≤ t
} ∩ · · · ∩ {X(p)sp , 0 ≤ sp ≤ t}} .
Cette quantite´ est le nombre de points communs aux trajectoires de p marches
inde´pendantes. Jt est l’analogue de Rt pour p marches inde´pendantes.
Certaines de ces notions existent aussi dans le cas de processus continu comme
le mouvement Brownien. Soit (Bt, t ≥ 0) un mouvement Brownien d-dimensionnel
et p > 1. Formellement, le temps local d’auto-intersections du mouvement Brownien
s’e´crit
β(t) =
∫
Rd
(∫ t
0
δx(Bs)ds
)p
dx. (3)
Si cette quantite´ est bien de´finie en dimension 1, elle explose dans les dimensions
supe´rieures (voir par exemple Proposition 2.3.5 et 2.3.6 dans [Che10]). Ne´anmoins,
dans le cas de la dimension 2, Varadhan [Var69] a propose´ une me´thode de renor-
malisation base´e sur la de´composition ge´ome´trique que nous verrons dans la Section
3.1 du Chapitre 2 qui permet de de´finir le temps local d’auto-intersections comme
suit :
γ(t) =
∫ ∫
{0≤r<s≤t}
δ0 {W (r)−W (s)} drds−E
[∫ ∫
{0≤r<s≤t}
δ0 {W (r)−W (s)} drds
]
.
Malheureusement, cette me´thode est propre au cas p = 2. La question de l’existence
du temps local d’auto-intersections renormalise´ pour des valeurs de p autres que 2
a e´te´ traite´ dans le courant des anne´es quatre-vingt par diffe´rents auteurs. Dynkin
[Dyn84] en application de son ce´le`bre the´ore`me d’isomorphisme dont nous utilisons
une version dans nos preuves (Cf The´ore`me 4.1 du Chapitre 3), donne l’existence
du temps local renormalise´. Viendront ensuite d’autres me´thodes propose´es par Ro-
sen [Ros86], Dynkin a` nouveau [Dyn86],[Dyn88a],[Dyn88b], Le Gall [LG90] et
Rosen et Yor [RY91] dans le cas p = 3.
Pour p mouvements Browniens inde´pendants B
(1)
t , · · · , B(p)t et A ⊂ (R+)p on
note
α(A) =
∫
A
p∏
k=2
δ0
(
B(k−1)sk−1 − B(k)sk
)
ds1 · · · dsp
le temps local d’intersections mutuelles durant l’intervalle de temps A. C’est l’ana-
logue de Jt pour le mouvement Brownien.
2.1. Les premiers travaux. Les premiers travaux lie´s aux intersections de
processus sont sans doute dus a` Erdo˝s. De`s 1950 il s’inte´resse avec Dvoretzki [DE51]
au nombre de points visite´s par une marche ale´atoire avant l’instant t. Puis en 1960
il travaille avec Taylor sur les possibles points communs d’une marche conside´re´e sur
deux intervalles de temps distincts [ET60a], et sur le nombre de retour a` l’origine
d’une marche [ET60b]. Les intersections du mouvement Brownien l’inte´ressent tout
autant puisque paralle`lement il e´tudie avec Dvoretzki et Kakutani les points doubles
du mouvement Brownien [DEK50], les points multiples [DEK54],[DEK58] et les
points triples [DEKT57].
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Figure 1. Marche avec peu d’intersections
Figure 2. Marche avec beaucoup d’intersections
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A partir de 1975, ces questions ne vont plus cesser d’eˆtre traite´es. Donsker et
Varadhan en 1975 travaillent sur la saucisse de Wiener [DV75c]. Celle-ci est un
cylindre de rayon ǫ > 0 centre´ sur la trajectoire d’un mouvement Brownien. Les
auteurs s’inte´ressent au volume occupe´ par le cylindre pendant un temps t. Cette
quantite´ mesure les intersections du mouvement Brownien puisque plus le volume est
petit plus la trajectoire de la saucisse s’est recoupe´e. Ils montrent dans cet article la
convergence des moments exponentiels qui, comme on l’a vu sont relie´s aux grandes
de´viations. Puis en 1978, c’est le nombre de points visite´s par une marche ale´atoire
avant l’instant t qui est l’objet de leurs travaux [DV79]. A nouveau les auteurs
montrent la convergence des moments exponentiels. Paralle`lement Wolpert [Wol78]
de´termine la dimension de Hausdorff de l’intersection de k mouvements Brownien
plans inde´pendants.
Un peu plus tard au milieu des anne´es quatre-vingt, Geman, Horowitz et Rosen
[GHR84] ont construit le temps local d’intersections du mouvement Brownien dans
le plan en faisant tendre le rayon de la saucisse de Wiener vers 0. A la suite de cet
article Le Gall travaille beaucoup sur le sujet et e´crit toute une se´rie d’article sur
la saucisse de Wiener et les intersections du mouvement Brownien. Dans [LG86c]
il prouve la convergence de l’intersection de deux saucisses de Wiener vers le temps
local d’intersection de deux Browniens inde´pendants. Dans [LG86a], il montre que
correctement renormalise´, le nombre de points communs a` la trajectoire de deux
marches inde´pendantes convergent en dimension 1, 2 et 3 vers le temps local d’in-
tersection mutuelles de deux mouvements Browniens inde´pendants. Dans [LG86b]
il e´tudie le cas critique de la dimension 4 ou` la convergence se fait vers une distri-
bution Gaussienne. Yor travaille e´galement activement sur le sujet. Dans [Yor85b]
il prouve une formule de type Tanaka pour le temps local d’intersections du mouve-
ment Brownien et l’applique pour retrouver la renormalisation de Varadhan [Var69].
Dans [Yor85a], il prouve une version analogue affaiblie de cette renormalisation en
dimension 3. On peut aussi citer [Yor86] ou` l’auteur re´e´crit le temps local d’intersec-
tions sous forme d’inte´grale stochastique. On voit donc que toutes ces questions lie´es
aux intersections de processus ont e´te´ largement et depuis longtemps e´tudie´es. Tout
ces travaux e´taient motive´s par des proble`mes physiques que nous allons pre´senter
dans les sections suivantes.
2.2. Les mode`les de polyme`res. Les motivations d’e´tude des temps locaux
d’intersections proviennent pour partie de mode`les physiques tels les mode`les de
polyme`res. Un polyme`re est une longue chaˆıne de monome`res. On peut mode´liser
chaque monome`re par une variable ale´atoire (Yi, i = 1, · · · , N) correspondant a` l’in-
cre´ment d’une marche ale´atoire. La marche ale´atoire XN =
N∑
i=1
Yi ainsi construite
mode´lise le polyme`re. Physiquement, un polyme`re ne peut se recouper. Si un site de
l’espace est occupe´ par un des monome`res, un autre ne peut l’occuper. Cet impe´ratif
physique est appele´ par les physiciens le ”volume exclu”. Ce phe´nome`ne a commence´
a` eˆtre e´tudie´ par les physiciens Temperley [Tem56], Fisher et Sykes [FS59], Domb
[Dom60] qui commencent a` relier cette question au mode`le d’Ising, avant que de
Gennes [dG72] mais aussi des Cloizeaux [dC72] ne comprennent ve´ritablement les
2. INTERSECTIONS DE MARCHES ALE´ATOIRES 17
liens entres le ”volume exclu” et la the´orie quantique des champs. Naturellement, le
premier mode`le qui vient a` l’esprit pour e´tudier ce phe´nome`ne du ”volume exclu”
est celui de la marche auto-e´vitante, puisque celle-ci ne se recoupe pas. Malheureu-
sement ce mode`le du fait du caracte`re non Markovien de la marche est assez difficile
a` e´tudier, en particulier dans les dimensions petites qui inte´ressent en particulier
les physiciens (excepte´ le cas de la dimension 1 qui est trivial). Par ailleurs, il a
commence´ a` apparaˆıtre qu’une compre´hension des intersections des marches ale´a-
toires permettraient de mieux comprendre les marches auto-e´vitantes. On a donc
commence´ a` s’inte´resser aux intersections de processus.
Au cours des anne´es soixante, des mode`les dits de marches ale´atoires faiblement
auto-e´vitantes, affaiblissant cette interdiction faite au polyme`re de se recouper sont
introduits. Edwards introduit en 1965 [Edw65] un mode`le continu de polyme`re. Le
polyme`re est ici mode´lise´ par un processus continu regarde´ sur l’intervalle de temps
[0, 1], typiquement un mouvement Brownien. Pour a > 0, la mesure conside´re´e ν a
une densite´ par rapport a` la mesure de Wiener µ :
dν
dµ
=
exp (−aβ(1))
E [exp (−aβ(1))]
ou` β(1) est de´finit par (3). Comme on l’a vu pre´ce´demment, cette quantite´ n’existe
pas toujours et nous conside´rons ici son e´criture purement formelle. La mesure pe´na-
lise les intersections du Brownien mais ne les interdit pas. On notera que Symanzik
[Sym69] a introduit le meˆme type de mode`le pour e´tudier le Boson de Higgs. On
renvoie a` l’article de Westwater [Wes80], au livre de Lawler (section 6.4 de [Law91])
et a` Madras et Slade [MS93] pour plus de pre´cision. Les premiers articles de Donsker
et Varadhan sur la saucisse de Wiener [DV75b] et [DV75c] ont d’ailleurs e´te´ mo-
tive´ par ces liens entre the´orie quantique des champs et intersections de mouvements
Browniens que nous venons d’entrevoir.
Un analogue discret du mode`le d’Edwards est le mode`le de Domb-Joyce introduit
en 1972 [DJ72]. Le polyme`re est ici mode´lise´ par une marche ale´atoire simple
XN =
N∑
i=1
Yi
ou` les Yi sont des variables ale´atoires inde´pendantes et identiquement distribue´es
repre´sentant chaque monome`re. Une interaction re´pulsive ω est mise a` chaque fois
que la chaine s’intersecte, pe´nalisant ainsi les intersections du polyme`re. Ce mode`le
peut-eˆtre interpre´te´ [BS95] en terme d’auto-intersections. Pour a > 0, cela revient
a` e´tudier la mesure
1
(2d)N
exp (−aIN)
E [exp (−aIN)]
sur l’ensemble des marches aux plus proches voisins. Celle-ci favorise les marches
avec peu d’intersections de la meˆme manie`re que l’interaction re´pulsive ω pe´nalisait
les intersections. On remarque que si a = 0, on retombe sur la marche ale´atoire
simple et que si a → +∞, on a un mode`le de marche ale´atoire auto-e´vitante. On
renvoie a` Barrett pour une introduction physique du mode`le [Bar90] et a` Brydges
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et Slade [BS95] ou Lawler (section 6.4 de [Law91]) pour une vision plus mathe´ma-
tique. Re´cemment, beaucoup de re´sultats ont e´te´ obtenu pour ce type de mode`le,
notamment en utilisant des me´thodes de type de´veloppement en dentelles. En ce
qui concerne les marche faiblement auto-e´vitantes, diffe´rents the´ore`mes limites ont
e´te´ obtenues par van der Hofstad, den Hollander et Slade pour des dimensions plus
grande que 5 dans [vdHdHS98] et par van der Hofstad pour la dimension 1 dans
[vdH01]. Le cas de la dimension 4 est traite´ par Brydges et Slade dans un ar-
ticle tout re´cent [BS10] utilisant des me´thodes de renormalisation de groupes. Les
marches auto-e´vitantes ont aussi e´te´ traite´es a` l’aide de de´veloppement en dentelles
afin de prouver diffe´rents the´ore`mes limites. On peut citer pour les dimensions plus
grandes que 5 Hara et Slade [HS92b] et [HS92a], puis Holmes, Ja´rai, Sakai et Slade
[HJSS04] et van der Hofstad et Slade [vdHS03]. Dans un des travaux qui a mene´ a`
la me´daille Fields de 2006, Lawler, Schramm et Werner ont propose´ des conjectures
pour des limites d’e´chelles de marches ale´atoires auto-e´vitantes en dimension 2 dans
[LSW04].
Par la suite, on a pu rajouter des poids ale´atoires aux intersections dans le but
de mode´liser diffe´rents phe´nome`nes. On regarde alors l’Hamiltonien
HN =
∑
i<j
ωiωj 1IXi=Xj .
A nouveau la mesure conside´re´e est pour a ∈ R,
exp(−aHN)
E [exp(−aHN)] .
La litte´rature sur le sujet est tre`s de´veloppe´e et notre but ici n’est pas d’essayer
d’eˆtre exhaustif, mais on peut citer sur ce sujet l’article de Derrida, Griffiths et
Higgs [DGH92] pour des charges gaussiennes, de Derrida et Higgs [DH94] pour
des charge de type Bernoulli, ou encore celui de Kantor et Kardar [KK91] pour
des charges correspondant a` un mode`le e´lectrique valant ±1. On peut citer l’article
de van der Hodstad et Ko¨nig [vdHK01] pour un re´sume´ (ancien maintenant) des
re´sultats.
On peut conclure de ces diffe´rents mode`les physiques que l’e´tude des grandes de´-
viations pour les temps locaux d’auto-intersections est inte´ressante dans deux prin-
cipales directions. D’une part, les intersections de processus apparaissent naturelle-
ment de mode`les physiques, et d’autre part les physiciens sont tout particulie`rement
inte´resse´s par l’e´tude des moments exponentiels des temps locaux d’intersections.
Or nous avons vu dans la section 1.2.2 le lien e´troit qui existe entre asymptotique
des moments exponentiels et principe de grandes de´viations.
2.3. Les marches ale´atoires en paysages ale´atoires. Nous avons vu que
les temps locaux d’intersections pouvaient eˆtre des outils de mode´lisations de phe´-
nome`nes physiques, mais ils peuvent aussi apparaˆıtre comme conse´quence de l’ima-
gination des mathe´maticiens. Introduisons tout d’abord la de´finition suivante.
De´finition 2.1. Un processus (Xt, t ≥ 0) est dit auto-similaire de parame`tre
δ > 0 si pour tout c > 0, les processus (Xct, t ≥ 0) et (cδXt, t ≥ 0) sont e´gaux en loi.
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A la fin des anne´es septante, Kesten et Spitzer a` l’ouest [KS79], et Borodin
a` l’est la meˆme anne´e [Bor79a] et [Bor79b] introduisent un nouveau mode`le dit
de marches ale´atoires en paysages ale´atoires. Leur but e´tait de construire de nou-
veaux processus auto-similaires. Commenc¸ons par de´crire ce mode`le. Conside´rons
un individu se de´plac¸ant ale´atoirement sur le re´seau Zd selon une marche ale´atoire
(Xt, t ≥ 0). On place sur le re´seau Zd un champs ale´atoire inde´pendant et identi-
quement distribue´ inde´pendant de la marche. A chaque fois qu’il visite le sommet z
pour la premie`re fois, il tire au hasard selon la loi Yz la somme qu’il va devoir payer
ou recevoir. On s’inte´resse a` la somme perc¸ue ou de´pense´e par notre joueur. Cette
quantite´ est donne´e par la variable
Zt =
∫ t
0
Y (Xs)ds.
Il est facile de remarquer que
Zt =
∑
z∈Zd
Y (z)lt(z).
Si l’on suppose de plus que (Yz, z ∈ Zd) est un champs centre´ de variance 1, alors
conditionnellement a` la marche, Var(Zt) =
∑
z∈Zd
lt(z)
2 = It. Le temps local d’auto-
intersection apparaˆıt donc comme la variance conditionnelle du processus conside´re´.
Un certain nombre de re´sultats ont e´te´ obtenus sur ce type de processus comme des
the´ore`mes de la limite centrale [KS79],[Bor79a],[Bor79b],[Bol89], [DU10], des
the´ore`mes limites locaux [CGPS10], [CGP11] et des re´sultats de grandes de´via-
tions [AC07a],[AC07b], [GKS07], [FMW08], [Ass08],[Ass09]. On voit d’ailleurs
dans ces papiers toute l’importance d’avoir une bonne compre´hension du temps lo-
cal d’auto-intersections pour e´tudier ce type de marches ale´atoires. Ce mode`le a
e´te´ simultane´ment introduit par les physiciens Matheron et de Marsily pour l’e´tude
d’e´coulements ale´atoires en milieux stratifie´s. Ce mode`le a des liens profonds avec
les mode`les physiques de sources ale´atoires ou de spins de´polarise´s en champs ale´a-
toires. On renvoie le lecteur inte´resse´ a` l’article de Le Doussal [LD92] pour une
introduction pre´cise de ces mode`les.
2.4. Plus re´cemment : Loi des grands nombres et the´ore`me central
limite. Nous allons dans cette partie pre´senter les principaux re´sultats connus au-
jourd’hui sur le temps local d’auto-intersections de marches ale´atoires a` l’exception
des re´sultats de type grandes de´viations qui feront l’objet du Chapitre suivant. Ces
re´sultat ont parfois e´te´ prouve´ dans le cas du temps discret et d’autres fois dans
le cas du temps continu. Pour clarifier cette pre´sentation, nous avons fait le choix
de donner tous les re´sultats dans le cas du temps continu. De plus, nous sommes
convaincus que ces re´sultats sont valables dans les deux cas, discret et continu. On
commence par donner les re´sultats dans le cas des marches a` variance finie.
2.4.1. Marches a` variance finie. Si les ordres de grandeurs sont connus depuis
longtemps, les constantes exactes elles le sont depuis peu et encore pas dans le cas de
la dimension 1. En effet, pour la dimension 1, on sait que la marche est re´currente,
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et on peut affirmer qu’on a l’e´quivalent suivant :
It ∼
t→+∞
t(p+1)/2.
Cependant, il n’existe pas de loi forte des grands nombres. Le re´sultat le plus aboutit
est le suivant :
The´ore`me 2.2. Soit (Xt, t ≥ 0) une marche ale´atoire de´finit sur Z dont l’in-
cre´ment est de moyenne nulle et de variance σ2. Quelque soit p > 0,
1
t(p+1)/2
∑
x∈Z
lt(x)
p d−→ 1
σp−1
β(1).
Ce re´sultat prouve´ par Chen et Li dans [CL04] n’est pas non plus un ve´ritable
the´ore`me central limite.
Dans le cas de la dimension 2, la marche est toujours re´currente mais celle-ci
a plus d’espace pour se de´placer. Ainsi la valeur typique du temps local d’auto-
intersections sera plus faible que dans le cas de la dimension 1. Cˇerny a prouve´ dans
[Cˇer07] la loi forte suivante :
The´ore`me 2.3. Soit (Xt, t ≥ 0) une marche ale´atoire centre´e de Z2 de matrice
de covariance Σ. Alors ∀p ≥ 0,
lim
t→+∞
It
t (log t)p−1
=
Γ(p+ 1)(
2π
√
detΣ
)p−1 p.s,
ou` Γ est la fonction Gamma usuelle.
Dans le cas de la dimension 1, nous avions la convergence en loi du temps local
d’auto-intersections. Pour la dimension 2, ce sera toujours le cas mais le temps local
d’auto-intersection du Brownien n’existe plus formellement. On a vu que l’on pouvait
ne´anmoins s’en sortir en utilisant par exemple la renormalisation due a` Varadhan
[Var69]. Dans cette optique, Stoll [Sto89] obtient un the´ore`me central limite pour
It dans le cas p = 2 puis Rosen [Ros90] ge´ne´ralise le re´sultat avec le the´ore`me
suivant :
The´ore`me 2.4. Soit (Xt, t ≥ 0) une marche ale´atoire syme´trique sur Z2 de
matrice de covariance Γ.
1
t
(It − E[It]) d−→ 1√
det Γ
α([0, 1]p)
Remarque 2.5. Notons pour eˆtre complet que Dynkin a de´montre´ un the´ore`me
e´quivalent pour un autre type d’intersection et une autre renormalisation du temps
local d’auto-intersection du Brownien ([Dyn88a] et [Dyn88b]).
Pour les dimensions supe´rieures a` 3, la marche est transitoire. Typiquement, elle
passe un temps 1 sur chaque sommet visite´. On a donc It ∼ t. Becker et Ko¨nig ont
re´cemment prouve´ la loi forte des grands nombres suivante [BK09] :
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The´ore`me 2.6. Soit (Xt, t ≥ 0) une marche ale´atoire centre´e de Zd avec d ≥ 3.
Notons γ la probabilite´ de non retour a` l’origine, c’est a` dire P (Xt 6= 0, ∀t ≥ 1).
Alors ∀p ≥ 0,
lim
t→+∞
It
t
= γ2
+∞∑
k=1
kp(1− γ)1−k p.s.
On notera pour eˆtre complet que ces re´sultats ont e´te´ prouve´ quelque soit p ≥ 0.
Le cas p = 1 est trivial et le cas p = 0 correspond au nombre de points visite´s par
la marche ale´atoire qui a e´te´ traite´ par Dvoretzki et Erdo˝s [DE51] et par Spitzer
[Spi64].
Pour les dimensions plus grande que 3, la convergence ne se fait plus vers le temps
local d’auto-intersections du mouvement Brownien mais vers une loi Gaussienne.
Chen [Che08] puis Asselah [Ass10] (pour d ≥ 4) ont re´cemment obtenu par des
me´thodes diffe´rentes le the´ore`me central limite suivant :
The´ore`me 2.7. Soit (Xt, t ≥ 0) une marche ale´atoire syme´trique sur Zd de
matrice de covariance Γ. U une Gaussienne centre´e re´duite. Pour d = 3 et p = 2,
1√
t log t
(It − E[It]) d−→ λ1U.
Pour d ≥ 4 et p = 2,
1√
t
(It − E[It]) d−→ λ2U
ou` λ1 =
1√
2π2 det Γ
, λ2 =
√
3G(0)2 +G(0) + 2
∑
x∈Zd
G(x)3 et G est la fonction de
Green de la marche, c’est a` dire G(x) =
∫ +∞
0
P(Xt = x)dt.
Voila` ce qu’actuellement on peut dire pour des re´sultats du type loi des grands
nombres et the´ore`me central limite pour le temps local d’auto-intersections de marches
ale´atoires a` variance finie. Nous nous sommes dans nos travaux inte´resse´s au cas net-
tement moins e´tudie´ des marches α-stables. Nous e´nonc¸ons maintenant des re´sultats
analogues pour ce type de marches.
2.4.2. Marches α-stables. Rappelons tout d’abord ce qu’est un processus α-
stable.
De´finition 2.8 (Processus α-stable). Une variable ale´atoire Y est dite stable si
pour tout k, il existe des variables ale´atoires inde´pendantesY1, · · · , Yk de meˆme loi
que Y et des constantes ak > 0, bk telles que
Y1 + · · ·+ Yk d= akY + bk.
On peut alors montrer que ne´cessairement ak = k
α ou` α ∈]0, 2].
On peut alors associer a` chaque variable ale´atoire α-stable Y un processus de
Le´vy (processus a` incre´ments stationnaires et inde´pendants) (voir par exemple Sec-
tion 2 du Chapitre 3 de [RY99]) qui est aussi appele´ processus α-stable.
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De´finition 2.9. On dit que b : R+ → R est une fonction a` variation re´gulie`re
d’ordre a si pour tout t > 0,
lim
x→+∞
b(tx)
b(x)
= xa.
De´finition 2.10. Soit (Ut, t ≥ 0) un processus α-stable. Soit b(t) une fonction a`
variation re´gulie`re d’ordre 1/α. On dit que la marche ale´atoire (Xt, t ≥ 0) est dans
le domaine d’attraction d’un processus α-stable si
1
b(t)
Xt
d−→
t→+∞
U1.
On parlera de marche α-stable lorsque la marche ale´atoire est dans le domaine
d’attraction d’un processus α-stable. On renvoie a` Le Gall et Rosen [LGR91] une
introduction a` ce type de marches. Pour se faire une ide´e du comportement de ces
marches, on peut voir que la queue de distribution de ce type de marche est de l’ordre
de t−α. En d’autres termes, pour tout ǫ > 0, l’incre´ment de la marche a un moment
d’ordre α − ǫ. C’est a` dire que plus α est petit, plus la marche a tendance a` sauter
loin. Ainsi lorsque α ∈]0, 1[, la marche saute en moyenne a` l’infini. Cela se traduit en
terme de re´currence/transience par le fait que ces marches sont re´currentes si α > d
et transitoire si α < d. Nous allons maintenant donner des re´sultats du type loi des
grands nombres et the´ore`me central limite pour le temps local d’auto-intersections
de ce type de marches. Il y a comme dans le cas des marches a` variances finies (cas
α = 2) trois re´gimes. Dans le cas ou` α > d, on rappelle que la marche est re´currente,
on a ne´cessairement d = 1 et
It ∼
t→+∞
tp−
p−1
α . (4)
On remarque que cette estime´e est croissante en α. C’est tout a` fait logique puisque
plus α est grand, moins la marche saute loin et donc plus elle aura tendance a`
s’intersecter. Nous avons cependant un re´sultat plus pre´cis. Comme corollaire d’un
re´sultat de Kesten et Spitzer (Lemme 6 dans [KS79]), on a le the´ore`me suivant :
The´ore`me 2.11. Soit (Xt, t ≥ 0) une marche ale´atoire α-stable syme´trique de
Z avec α > 1. Alors ∀p ∈]0, 2],
1
tp−(p−1)/α
It
d−→ β(1).
Re´cemment, Chen et Li en collaboration avec Rosen (Lemme 14 dans [CLR05])
ont prouve´ le re´sultat plus fort suivant :
The´ore`me 2.12. Soit (Xt, t ≥ 0) une marche ale´atoire α-stable syme´trique de
Z avec α > 1 et bt sa fonction a` variation lente d’ordre α associe´e. Notons
l˜t(x) =
bt
t
lt(⌊btx⌋)
version re´e´chelone´e de lt. Alors
l˜t
d−→ L1,
ou` L1 est le temps local du processus α-stable (Ut, t ≥ 0) arreˆte´ au temps 1.
2. INTERSECTIONS DE MARCHES ALE´ATOIRES 23
On peut noter qu’il est possible de montrer que L1 existe quand α > 1.
Dans le the´ore`me, l˜ est vue comme une variable ale´atoire de Z dans L1(R).
Comme corollaire de ce re´sultat, les auteurs retrouvent le The´ore`me 2.11 pour p > 1.
Le cas α = d recouvre en fait les deux cas α = d = 1 et α = d = 2. Ce sont des
cas limites ou` la marche est parfois re´currente et parfois transitoire (cela de´pend du
choix de la fonction a` variations lentes). Cependant, l’estime´e suivante est toujours
valable :
It ∼
t→+∞
t (log t)p−1 .
Tour re´cemment, dans [CGP11] (Lemme 4) Castell, Guillotin-Plantard et Pe`ne
ont prouve´ une loi des grandes nombres dans ce cas. On note Γ la fonction Gamma
usuelle.
The´ore`me 2.13. Pour (Xt, t ≥ 0) une marche ale´atoire α-stable syme´trique de
Z
d.
(1) Si α = d = 1 alors ∀p > 0,
1
t(log t)p−1
It
a.s.−→ Γ(p+ 1)
(πa)p−1
,
ou` a est le parame`tre de la loi de Cauchy limite.
(2) Si α = d = 2, on note Σ la matrice de covariance de la marche ale´atoire.
Alors ∀p > 0,
1
t(log t)p−1
It
a.s.−→ Γ(p+ 1)
(2π
√
detΣ)p−1
.
Dans le cas ou` α < d, la marche est transitoire et passe un temps de l’ordre de
1 sur chaque e´tat visite´. L’estime´e ne de´pend donc ni de d ni de α ni de p et on a
It ∼
t→+∞
t.
On peut trouver dans l’introduction d’un article de Kesten et Spitzer [KS79] que
pour une marche ale´atoire α-stable syme´trique (Xt, t ≥ 0), pour d = 1 et α < d,
∀p > 0, 1
t
It
a.s.−→ E
[
l˜∞(0)p−1
]
,
ou` l˜ est le temps local de la marche ale´atoire (St, t ∈ R) de´finit pour les temps
ne´gatif par (St, t ≤ 0) la marche ale´atoire retourne´e en temps.
Remarque 2.14. Conside´rons le cas de la dimension 1. On peut voir que si l’on
fait α → 1 dans l’e´quation 4, on obtient It ∼ t. On a donc bien en fait une sorte
de continuite´ dans les estime´es du temps local d’auto-intersection avec un facteur
logarithmique transitionnel dans le cas critique α = 1. Il n’y a donc pas de saut
comme pouvait le laisser croire les estime´es dans le cas a` variance finie.
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3. Un mot sur les intersections mutuelles
Une quantite´ connexe aux auto-intersections est les intersections mutuelles. Pour
X
(1)
i , · · · , X(p)i p marches inde´pendantes, on rappelle que le temps local d’intersec-
tions mutuelles est donne´ par
Qn =
n∑
i1,··· ,ip=1
1I
{
X
(1)
i1
= · · · = X(p)ip
}
=
∑
x∈Zd
n∑
i1,··· ,ip=1
1I
{
X
(1)
i1
= x
}
· · · 1I
{
X
(p)
ip
= x
}
=
∑
x∈Zd
l(1)n (x) · · · l(p)n (x).
Par inde´pendance, on peut facilement voir que
E[Qn] =
∑
x∈Zd
E
[
l(1)n (x)
]p
=
∑
x∈Zd
Gn(x)
p,
ou` Gn(x) = E
[
l
(1)
n (x)
]
.
L’ordre de grandeur de Qn est sensiblement diffe´rent de celui de In. Ne´anmoins,
comme nous le verrons pour le temps local d’auto-intersections dans le Chapitre
suivant, trois cas apparaissent. Le cas sur-critique p(d − 2) > d, le cas critique
p(d− 2) = d et le cas sous-critique p(d− 2) < d. De l’estime´e G(x) = O(|x|2−d) (ou`
G(x) = lim
n→+∞
Gn(x) si la limite existe), on a que E[Q∞] = O
(∑
x∈Zd Gn(x)
p
)
< +∞
lorsque p(d− 2) > d. Ainsi Q∞ est fini presque suˆrement dans le cas sur-critique.
Le cas critique p(d − 2) = d est en fait compose´ des deux cas p = 2, d = 4 et
p = 3, d = 3. Erdo˝s et Taylor [ET60a] ont tre`s toˆt montre´ que dans ces cas la`, Q∞
est infini. Plus re´cemment, dans le cas d = 4, p = 2, Marcus et Rosen [MR97] ont
prouve´ la loi du logarithme ite´re´e suivante :
The´ore`me 3.1. Soient (X
(1)
n , n ∈ N) et (X(2)n , n ∈ N) deux marches ale´atoires
de Z4, inde´pendantes identiquement distribue´es syme´triques, ayant des moments
d’ordre trois et une matrice de covariance Γ. On a
lim
n→+∞
Qn
log n log3 n
=
1
2π2 det(Γ)1/2
.
Dans la ligne´e de cet article Rosen [Ros97] a e´tudie´ le cas d = 3, p = 3. Il obtient
une loi du logarithme ite´re´e e´quivalente :
The´ore`me 3.2. Soient (X
(1)
n , n ∈ N), (X(2)n , n ∈ N), (X(3)n , n ∈ N) trois marches
ale´atoires syme´triques de Z3, identiquement distribue´es, ayant une matrice de cova-
riance Γ et tels que E[|X(1)1 |2 log+ |X1|] < +∞. On a
lim
n→+∞
Qn
log n log3 n
=
1
π det(Γ)
Dans le cas sous-critique p(d − 2) < d, Chen (The´ore`me 5.3.2 dans [Che10]) a
obtenu la loi des grands nombres et le the´ore`me central limite suivant :
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The´ore`me 3.3. Pour X
(1)
i , · · · , X(p)i p marches inde´pendantes identiquement
distribue´es, syme´triques de matrice de covariance Γ. Si p(d− 2) < d, alors
n−
2p−d(p−1)
2 Qn
d→ det(Γ)− p−12 α ([0, 1]p) .

CHAPITRE 2
Grandes de´viations pour les temps locaux
d’auto-intersections
On commence dans ce chapitre a` s’inte´resser de plus pre`s au temps local d’auto-
intersections de marches ale´atoires. On donne dans un premier temps des heuris-
tiques assez grossie`res, puis on pre´sente les re´sultats actuellement connus et enfin on
expose les diffe´rentes me´thodes de preuves propose´es par les auteurs sur la question.
1. Heuristiques sur les vitesses de de´viations et les strate´gies
Conside´rons une marche ale´atoire syme´trique, ape´riodique et a` variance finie sur
Z
d, note´e (Xt, t ≥ 0). Comme nous nous inte´ressons aux grandes de´viations du temps
local d’auto-intersections, on cherche a` quantifier P(It ≥ bpt ) pour bpt ≫ E[It]. Compte
tenu des ordres de grandeur du temps local d’auto-intersection It que nous avons vu
dans la Section 2.4 du chapitre pre´ce´dent, cela revient a` regarder bpt ≫ t(p+1)/2 en
dimension 1, bpt ≫ t(log t)p−1 en dimension 2 et bpt ≫ t en dimension 3. Par ailleurs,
on a vu que plus la marche passait du temps en un petit nombre de sites, plus
son temps local d’auto-intersection e´tait grand. Une strate´gie pour la marche pour
faire grossir son temps local d’auto-intersection serait donc de se localiser durant un
temps τ dans une boule de rayon R afin de favoriser ses intersections. Comme une
marche a` variance finie atteint le bord d’une boule de rayon R en approximativement
R2 unite´ de temps, la probabilite´ qu’elle en sorte avant le temps τ est de l’ordre de
exp(−τ/R2). Voyons maintenant le gain en termes d’intersections. On peut estimer
grossie`rement que durant ce temps τ , la marche passe un temps τ/Rd dans les Rd
sites de la boule de rayon R. Par conse´quent
It ∼ Rd
(
τ/Rd
)p
= τ pRd(1−p).
Il ne nous reste plus qu’a` optimiser cette quantite´ en τ et R. D’une part on choisit
bpt = It = τ
pRd(1−p) puisque c’est le moins couˆteux pour la marche, ce qui nous donne
τ = btR
d/q ou` q est le conjugue´ de p. La probabilite´ que la marche reste localise´e
dans la boule de rayon R durant un temps τ est de´sormais donne´e par
exp(−τ/R2) = exp(−btRd/q−2).
On cherche maintenant a` maximiser cette probabilite´ en R. Il y a donc 3 cas pos-
sibles :
(1) Cas sous-critique : d/q − 2 < 0⇔ p(d− 2) < d.
Il faut donc ici choisir R maximum. Comme R =
(
τ
bt
)q/d
, on choisit la
27
28 2. GRANDES DE´VIATIONS POUR LES TEMPS LOCAUX D’AUTO-INTERSECTIONS
valeur de τ maximum, c’est a` dire t. Ainsi, en localisant la marche pendant
tout le temps t dans une boule de rayon
(
t
bt
)q/d
, on a
P(It ≥ bpt ) ∼ exp
(
−t(d−2q)/db2q/dt
)
.
(2) Cas critique : d/q − 2 = 0⇔ p(d− 2) = d. Dans ce cas la`, le choix de R et
τ n’a pas d’importance pourvu qu’on ait τ = btR
d/q. On a dans tout les cas
P(It ≥ bpt ) ∼ exp(−bt).
(3) Cas sur-critique : d/q − 2 > 0 ⇔ p(d − 2) > d. On a besoin ici de choisir
R minimum, soit R ∼ 1. Ainsi une bonne strate´gie semble de localiser la
marche durant un temps de l’ordre de bt dans une boule de rayon 1. On a
dans ce cas la`
P(It ≥ bpt ) ∼ exp(−bt).
On voit donc apparaitre trois cas distincts qui nous donnent des indications sur
les vitesses de de´viations dans chacun de trois cas. Ces vitesses de de´viations ont
parfois e´te´ prouve´es avant d’obtenir les constantes exactes de de´viations. Asselah et
Castell ont par exemple prouve´ dans [AC07b] les e´chelles de grandes de´viations dans
le cas p = 2 et d ≥ 5 (dimensions sur-critiques) puis Asselah donne dans [Ass08] les
e´chelles de de´viations pour p = 2 et d = 3. On peut noter que Fleischmann, Mo¨rters
et Wachtel [FMW08] ont obtenu des ine´galite´s de concentrations a` des e´chelles de
de´viations mode´re´es mais sans obtenir les bonnes vitesses (a` noter que les auteurs
traitent aussi les cas p = 2,d = 4 et p = 3, d ≥ 4). Les travaux pre´ce´demment cite´s
portaient sur des mode`les de marches ale´atoires en paysages ale´atoires dont nous
avons parle´ en Section 2.3 du chapitre pre´ce´dent. Leur but en obtenant ces re´sultats
de vitesses de de´viations e´taient d’obtenir des re´sultats de grandes de´viations pour
ce type de marches ale´atoires. Ces re´sultats s’accompagnent aussi d’informations
qui pre´cisent les heuristiques donne´es ci-dessus. En effet, dans [AC07b] Asselah
et Castell montrent que pour p = 2 et d ≥ 5 c’est a` dire dans des dimensions
sur-critiques,
Proposition 1.1. ∀ǫ > 0 et ∀y > 1 + 2∑x∈Zd G(x)2,
lim sup
t→+∞
1√
t
logP

 ∑
x/lt(x)≤t1/2−ǫ
l2t (x) ≥ ty

 = −∞.
Ce re´sultat prouve que les sites ou` la marche passe un temps d’un ordre infe´rieur
a`
√
t ne participent pas a` la de´viation. Cela renforce donc l’heuristique en nous
incitant a` penser que la marche passe bien un temps de l’ordre
√
t sur un nombre
fini de sites, ce qui fait grossir It jusqu’a` un ordre de t. La marche est ensuite laisse´e
libre. On notera que ce re´sultat a e´te´ e´tendu par Asselah au cas sur-critique pour
d ≥ 3 dans [Ass10].
Dans le cas sous-critique, Asselah [Ass10] montre que
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Proposition 1.2. Pour d ≥ 3, ∀ξ > 1,
lim sup
A→+∞
lim sup
t→+∞
1
t1−2/d
logP

 ∑
x/lt(x)≥A
lpt (x) ≥ ξt

 = −∞.
Ce re´sultat montre que les sites trop souvent visite´s ne participent pas a` la
de´viation. Ce re´sultat conforte donc l’heuristique qui nous indiquait que la marche
passait un temps de l’ordre de bqt/t
q−1 sur les sites visite´s.
Dans la suite de ce chapitre, nous allons voir tout d’abord que les e´chelles donne´es
par les heuristiques sont les bonnes, et que pas moins de six approches diffe´rentes
ont e´te´ introduites dans les diffe´rents articles sur le sujet pour prouver les principes
de grandes de´viations.
2. Re´sultats actuels
Nous pre´sentons dans cette section les re´sultats de grandes de´viations connus
a` ce jour -dans la limite de nos connaissances- sur les intersections de marches
ale´atoires. Nous distinguerons trois type de de´viations, a` savoir les tre`s grandes
de´viations, les grandes de´viations et les de´viations mode´re´es. On parlera de tre`s
grandes de´viations lorsqu’on est a` des e´chelles tre`s grandes devant la moyenne, c’est
a` dire lorsqu’on estime P (It ≥ at) pour at ≫ E[It]. Les grandes de´viations concernent
l’e´chelle de la moyenne, c’est a` dire lorsque at ≥ E[It], et les de´viations mode´re´es
les e´chelles en dessous de la moyenne, a` savoir lorsqu’on regarde P (It − E[It] ≥ at)
pour
√
V ar(It)at ≪ E[It]. On renvoie pour cette partie au livre de Chen [Che10]
et a` l’article de Ko¨nig [Ko¨10] qui fait le point des re´sultats connus sur le sujet.
Commenc¸ons par prendre quelques notations. On notera ‖·‖p la norme p classique
des fonctions de´finies de Rd dans R et Np(·) la norme p des fonctions de´finies de Zd
dans R. Certains re´sultats e´nonce´s ont e´te´ prouve´ dans le cas du temps discret,
d’autres dans le cas du temps continu, comme pre´ce´demment on les e´nonce tous
dans le cas du temps continu.
2.1. Cas des marches a` variance finie.
2.1.1. Cas sous-critique. Il s’agit du cas le plus avance´. On commence par une
petite proposition liant les diverses e´critures des constantes de de´viations. Posons
χd,p = inf
{
1
2
‖∇g‖22 , ‖g‖2 = ‖g‖2p = 1
}
.
et κd,p la meilleure constante dans une ine´galite´ de Gagliardo-Nirenberg :
κd,p = sup
{
‖g‖2p
‖∇g‖d/(2q)2 ‖g‖1−d/(2q)2
, g ∈ W 1,2(Rd)
}
.
Proposition 2.1.
χd,p =
1
2
κ
−4q/d
d,p .
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De´monstration. On peut remarquer que l’expression
‖g‖2p
‖∇g‖d/(2q)2 ‖g‖1−d/(2q)2
est in-
variante par la transformation gγ(·) = γd/(2p)g(γ·). Ainsi
κd,p = sup
{
‖g‖2p
‖∇g‖d/(2q)2
, g ∈ W 1,2(Rd), ‖g‖2 = 1
}
.
A nouveau l’expression
‖g‖2p
‖∇g‖d/(2q)2
est invariante par la transformation gγ(·) = γd/2g(γ·).
On peut donc ajouter la condition ‖g‖2p = 1 et on a le re´sultat voulu. 
Chen et Li [CL04] obtiennent d’abord un re´sultat de tre`s grandes de´viations pour
toute valeur de p > 1 dans le cas de la dimension 1 pour des marches syme´triques,
ape´riodiques a` variance finie. Puis Chen [Che04] obtient un re´sultat du meˆme type
pour les dimensions supe´rieures ou e´gales a` 2 mais pour les intersections mutuelles
de marches :
The´ore`me 2.2 (Chen 2004). Soient X
(1)
t , · · · , X(p)t p marches ale´atoires inde´-
pendantes et identiquement distribue´es de Zd pour d ≥ 2, syme´triques et de matrice
de covariance Γ. Supposons p(d−2) < d, pour toute suite (βn)n telle que 1≪ βn ≪ n
et pour tout λ > 0 on a :
lim
t→+∞
1
βt
logP
(
Qt ≥ λtp−d(p−1)/2βd(p−1)/2t
)
= −p(det Γ)1/dλ2/(d(p−1))χd,p
Plus re´cemment, Becker et Ko¨nig [BK11] ont obtenu un principe de grandes
de´viations dans le cas sous-critique pour une marche simple mais avec deux res-
trictions. D’une part ils n’obtiennent le re´sultat que pour p(d − 2/p) < d, d’autre
part le principe de grandes de´viations n’est valable que sur une e´chelle de de´viations
restreinte, distante de la moyenne de It a` un facteur polynomial pre´s. Finalement
nous avons obtenu dans [Lau10a] le re´sultat suivant qui englobe les pre´ce´dents et
dont la de´monstration est donne´e dans le Chapitre 5.
The´ore`me 2.3 (L. 2010). Supposons p(d− 2) < d et
(1) en dimension d = 1, 1≪ β2t ≪ t
(2) en dimension d = 2, 1≪ β2t ≪ tlog t
(3) en dimension d ≥ 3, 1≪ βdt ≪ t
on a quelque soit λ > 0,
lim
t→+∞
β2t
t
logP
(
It ≥ λtpβ−d(p−1)t
)
= −λ2/(d(p−1))χd,p. (5)
Remarque 2.4. Compte tenu des e´chelles de It donne´es en Section 2.4 du cha-
pitre pre´ce´dent, on peut voir qu’on a bien un re´sultat de tre`s grandes de´viations
puisque on a dans les trois cas, tpβ
−d(p−1)
t ≫ E[It].
Nous verrons plus tard que nous avons ge´ne´ralise´ la borne supe´rieure de ce re´-
sultat aux marches ale´atoires α-stables.
En ce qui concerne les re´sultats de de´viations mode´re´es, les re´sultats sont parcel-
laires. A l’heure actuelle, seul le cas de la double intersection (p = 2) en dimension
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2 et 3 est connu. Bass, Chen et Rosen [BCR06] ont dans un premier temps prouve´
le re´sultat suivant :
The´ore`me 2.5 (Bass, Chen et Rosen 2006). Soit (Xt, t ≥ 0) une marche ale´a-
toire de Z2, syme´trique, ape´riodique et de matrice de covariance Γ. Quelle que soit
(bt)t tel que 1≪ bt ≪ t, ∀λ > 0,
lim
t→+∞
1
bt
logP (It − E[It] ≥ λtbt) = −λ
√
det Γ κ(2, 2)−4. (6)
On peut noter que nous sommes bien en pre´sence d’un re´sultat de de´viations
mode´re´es, puisque comme nous l’avons vu dans la section 2.4 du chapitre pre´ce´dent,
en dimension 2, It ∼ t log t. Les auteurs re´ussissent donc bien a` passer en dessous de
la moyenne. Plus re´cemment, Chen [Che10] a prouve´ le meˆme type de re´sultat dans
le cas de la dimension 3. Il est a` noter que le cas de la dimension 3 est plus complique´
que celui de la dimension 2 car il y a deux e´chelles de de´viations a` l’inte´rieur des
de´viations mode´re´es. Chen regarde des quantite´s de la forme It−E[It] ≥ ct avec dans
le cas pre´sent E[It] ∼ t. L’auteur montre qu’il y a deux e´chelles de de´viations, la
premie`re pour les suites (ct)t telles que
√
t log t≪ ct ≪
√
t (log t)3/4, et une deuxie`me
e´chelle pour
√
t (log t)3/4 ≪ ct ≪ t2. Les re´sultats obtenus sont les suivants :
The´ore`me 2.6 (Chen 2010). Soit (Xt, t ≥ 0) une marche ale´atoire de Z3, sy-
me´trique, ape´riodique et de matrice de covariance Γ. Quelle que soit (bt)t tel que
1≪ bt ≪
√
log t, ∀λ > 0,
lim
t→+∞
1
bt
logP
(
It − E[It] ≥ λ
√
tbt log t
)
= −λ2π2 det(Γ) (7)
The´ore`me 2.7 (Chen 2010). Soit (Xt, t ≥ 0) une marche ale´atoire de Z3, syme´-
trique, ape´riodique et de variance finie. Quelle que soit (bt)t tel que
√
log t≪ bt ≪ t,
quelque soit L > 0 il existe λ > 0 tel que
lim
t→+∞
1
bt
logP
(
It − E[It] ≥ λ
√
tb3t
)
≤ −L (8)
Remarque 2.8. Le the´ore`me 2.7 ne nous donne qu’une indication sur les e´chelles
de de´viations. On peut cependant remarquer que le re´sultat est connu (voir the´ore`me
2.3) pour les grandes e´chelles (t1/3 ≪ bt ≪ t). Le re´sultat de de´viations est donc
entie`rement connu sauf pour les e´chelles juste en dessous de la moyenne, a` savoir√
log t≪ bt ≪ t1/3.
2.1.2. Cas sur-critique. Khanin, Mazel, Shlosman et Sinai ont e´te´ les premiers a`
s’inte´resser aux de´viations dans le cas sur-critique. Ils obtiennent dans [KMSS94],
les e´chelles de grandes de´viations pour les intersections mutuelles de deux marches
ale´atoires inde´pendantes en dimension d ≥ 5 (ce qui correspond bien au cas sur-
critique). Par la suite, Asselah et Castell dans [AC07b] obtiennent les e´chelles des
grandes de´viations pour les auto-intersections de marches ale´atoires pour d ≥ 5 et
pour tout p ve´rifiant p > d
d−2 (cas sur-critique). A la suite de ce re´sultat, Chen et
Mo¨rters [CM09] se sont inte´resse´s aux intersection mutuelles de p marches inde´-
pendantes X(1), · · · , X(p), mais directement pour le temps infini, c’est a` dire qu’ils
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se sont inte´resse´s a` la quantite´
Q∞ =
∫ +∞
0
dt1 · · ·
∫ +∞
0
dtp 1I
{
X
(1)
t1 = · · · = X(p)tp
}
.
On notera comme nous l’avons souligne´ en Section 3 du chapitre pre´ce´dent, que
cette quantite´ est finie presque suˆrement dans le cas sur-critique. Posons
Υ(p) = sup
{
< g,Gg >,N(2p)′(g) = 1
}
(9)
ou` ∀r ≥ 1, N rr (g) =
∑
x∈Zd g(x)
r, Gg(x) =
∑
y∈Zd
G(x−y)g(y) et < ·, · > est le produit
scalaire sur l2(Zd). Les auteurs prouvent :
The´ore`me 2.9 (Chen et Mo¨rters 2009). Supposons p(d− 2) > d. Soient
X
(1)
t1 , · · · , X(p)tp p marches inde´pendantes et identiquement distribue´es, ape´riodiques,
syme´triques et a` variance finie. On a alors
lim
a→+∞
1
a1/p
logP (Q∞ ≥ a) = − p
Υ(p)
.
A la suite de cet article, nous nous sommes inte´resse´s a` appliquer la me´thode
utilise´e par Castell dans le cas critique (The´ore`me 2.12) au cas sur-critique. Nous
avons obtenu dans [Lau10b] le the´ore`me 2.19 qui donne un principe de tre`s grandes
de´viations pour les auto-intersections de marches α-stables dans les cas critique et
sur-critique. On obtient comme cas particulier de ce re´sultat le the´ore`me suivant :
The´ore`me 2.10 (L.2010). Supposons p(d − 2) > d. Soit (Xt, t ≥ 0) la marche
simple sur Zd. On a alors pour toute suite 1≪ βdt ≪ t et pour tout λ > 0,
lim
t→+∞
β
d/q
t
t
logP
(
It ≥ λtpβ−d(p−1)t
)
= − λ
1/p
Υ(p)
.
On notera qu’en utilisant l’ine´galite´ (2) du Chapitre 1, nous obtenons comme
corollaire de ce principe de grandes de´viations, la borne supe´rieure du The´ore`me
2.9.
On vient donc de voir des re´sultats du type tre`s grandes de´viations. Il n’y a
pas a` ce jour de re´sultats de type de´viations mode´re´es dans le cas sur-critique. En
revanche, Asselah [Ass09] a obtenu un re´sultat de type grandes de´viations dans le
cas sur-critique pour la double intersection (p = 2) ce qui implique d ≥ 5. On a
donc :
The´ore`me 2.11 (Asselah 2009). Supposons p = 2 et d ≥ 5. Soit (Xt, t ≥ 0) la
marche simple sur Zd. Pour tout λ > 0,
lim
n→+∞
1√
n
logP (In − E[In] ≥ λn) = −
√
λ
Υ(p)
.
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2.1.3. Cas critique. Le cas p(d − 2) = d est critique a` plusieurs titres. Tout
d’abord, on a vu dans la Section 1 que nous n’avons pas d’heuristique pre´cise pour
que la marche re´alise les grandes de´viations. De plus, la constante de Gagliardo-
Nirenberg devient dans ce cas, la meilleure constante dans une ine´galite´ de Sobolev :
κ(d, p) = sup
{
‖g‖2p
‖∇g‖d/(2q)2
, g ∈ W 1,2(Rd)
}
.
Dans le cas critique, cette constante co¨ıncide avec la version discre`te de l’ine´galite´
de Sobolev :
C(d, p) = sup
{
N2p(g)
N
d/(2q)
2 (∇g)
}
.
C’est d’ailleurs cette dernie`re qui apparaˆıt dans le re´sultat de tre`s grandes de´-
viations prouve´ par Castell [Cas10] :
The´ore`me 2.12 (Castell 2010). Supposons p(d − 2) = d(⇔ d/q = 2). Soit
(Xt, t ≥ 0) une marche ale´atoire simple. Quelle que soit la suite (βt, t ≥ 0) telle que
1≪ βdt ≪ t, ∀λ > 0,
lim
t→+∞
β2t
t
logP
(
It ≥ λtpβ−d(p−1)t
)
= − λ
1/p
C(d, p)2
. (10)
Remarque 2.13. On peut voir que comme dans le cas sur-critique, la fonction
de taux n’est pas convexe. Dans le cas sous-critique elle ne l’est pas ne´cessairement.
Par contre, la fonction de taux associe´ a` ‖lt‖p l’est toujours.
2.2. Cas des marches α-stables. On peut refaire l’heuristique de la Section 1
dans le cas des marches α-stables. Le seul changement est dans la probabilite´ que la
marche soit localise´e dans une boule de rayon R durant un temps τ qui est de´sormais
de l’ordre de exp (−τ/Rα). Toujours en optimisant cette dernie`re en R, les trois cas
deviennent alors :
(1) Cas sous-critique : d/q − α < 0⇔ p(d− α) < d.
On a alors
P (It ≥ bpt ) ∼ exp
(
−t(d−αq)/dbαq/dt
)
.
(2) Cas critique : d/q − α = 0⇔ p(d− α) = d.
On a alors
P (It ≥ bpt ) ∼ exp (−bt) .
(3) Cas sur-critique : d/q − α > 0⇔ p(d− α) > d.
On a alors
P (It ≥ bpt ) ∼ exp (−bt) .
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2.2.1. Cas sous-critique. A la suite de leurs re´sultats dans le cas des marches a`
variance finie [CL04], Chen et Li en collaboration avec Rosen [CLR05] ont ge´ne´-
ralise´ leurs re´sultats de grandes de´viations en dimension 1 dans le cas plus ge´ne´ral
de marches α-stables. Plus pre´cise´ment les auteurs se placent dans le cas ou` α > 1,
ce qui revient dans le cas de la dimension 1 a` conside´rer une marche re´currente. La
condition p(d− α) < d est alors automatiquement ve´rifie´e. Notons,
χα,d,p = inf
{∫
Rd
|ω|α|F(g)(ω)|2dω, ‖g‖2p = ‖g‖2 = 1
}
,
ou` F(g) est la transforme´e de Fourier de g, c’est a` dire
F(g)(ω) =
∫
Rd
g(x) exp (−2iπ < x, ω >) dx.
Ils ont donc le re´sultat de tre`s grandes de´viations suivant :
The´ore`me 2.14 (Chen, Li et Rosen 2005). Soit (Xt, t ≥ 0) une marche ale´atoire
sur Z, syme´trique et dans le domaine d’attraction d’un processus α-stable avec α > 1.
Supposons p ≥ 1, pour tout (βt)t tel que 1≪ βαt ≪ t et pour tout λ > 0, on a :
lim
t→+∞
βαt
t
logP
(
It ≥ λtpβ1−pt
)
= −1
2
λα/(p−1)χα,1,p.
A la suite de son article [Che04] sur les intersections mutuelles des marches
a` variance finie, Chen en collaboration avec Rosen [CR05] publie un re´sultat de
tre`s grandes de´viations pour le temps local d’intersections mutuelles de p marches
α-stables inde´pendantes.
The´ore`me 2.15 (Chen et Rosen 2005). Soient X(1), · · · , X(p) p marches ale´a-
toires inde´pendantes et identiquement distribue´es de Zd, syme´triques et dans le do-
maine d’attraction d’un processus α-stable. Supposons p(d− α) < d, pour tout (βt)t
tel que 1≪ βt ≪ t et pour tout λ > 0, on a :
lim
t→+∞
1
βt
logP
(
Qt ≥ λtp−d(p−1)/αβd(p−1)/αt
)
= −p
2
λα/(d(p−1))χα,d,p.
Nous pre´sentons maintenant un travail en cours. Nous travaillons a` obtenir un
re´sultat de tre`s grandes de´viations pour le temps local d’auto-intersections valable
pour le cas sous-critique en entier mais pour une cate´gorie de marches ale´atoires
α-stable seulement. Pour des raisons que nous exposerons ulte´rieurement, nous nous
sommes place´s sous l’hypothe`se suivante. On pose µ la loi de l’incre´ment de la
marche(Xt, t ≥ 0).
Hypothe`se 2.16.
∃C1, C2 > 0 tels que ∀x, y ∈ Zd, C1|y − x|d+α ≤ µ(y − x) ≤
C2
|y − x|d+α .
On notera que cette hypothe`se exclut le cas de la marche simple. Ne´anmoins,
cette hypothe`se ne servant qu’a` obtenir des estime´es de la fonction de Green, on
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peut s’en passer pour la marche simple car on peut obtenir ces estime´es sans hypo-
the`se supple´mentaire. Le re´sultat espe´re´ mais non encore comple`tement prouve´ est
le suivant. Posons
ρ =
(
αq
αq − d
)(
αq − d
d
)d/αq
inf
{
‖g‖2(1−d/αq)2
(∫
Rd
|ω|α|F(g)(ω)|2dω
)d/αq
, ‖g‖2p = 1
}
.
The´ore`me 2.17. Soit (Xt, t ≥ 0) une marche ale´atoire ape´riodique et syme´-
trique, sous l’hypothe`se 2.16, pour p(d− α) < d et
(1) pour d < α, 1≪ βαt ≪ t
(2) pour d = α, 1≪ βdt ≪ tlog t
(3) pour d > α, 1≪ βdt ≪ t
on a quelque soit λ > 0,
lim
t→+∞
βαt
t
logE
[
exp
(
λβ
d/q−α
t Np(lt)
)]
=
(
λ
ρ
) α
α−d/q
(11)
et
lim
t→+∞
βαt
t
logP
(
It ≥ λtpβ−d(p−1)t
)
= −λα/(d(p−1))χα,d,p. (12)
Compte tenu des estime´es du temps local d’auto-intersections des marches α-
stables donne´es dans le Chapitre 1 par 4, 2.4.2 et 2.4.2, on peut voir que nous sommes
bien en pre´sence d’un e´nonce´ de tre`s grandes de´viations puisque les trois conditions
(1), (2) et (3) du The´ore`me 2.17 sont bien toutes e´quivalentes a` tpβ
−d(p−1)
t ≫ E[It].
Jusqu’a` pre´sent, nous avons prouve´ le re´sultat suivant dont la de´monstration est
donne´e au Chapitre 6. On pose
ρ(a,R) =
{
a ‖g‖22,R +
∑
z∈Zd
|FR(g) (z)|2
∣∣∣ z
R
∣∣∣α , ‖g‖2p,R = 1
}
(13)
ou` pour une fonction g R-pe´riodique,
∀z ∈ Zd,FR(g)(z) = 1
Rd
∫
[0,R]d
g(x) exp
(
−2iπ < x, z
R
>
)
,
et on a :
The´ore`me 2.18. Soit (Xt, t ≥ 0) une marche ale´atoire ape´riodique et syme´trique
satisfaisant l’hypothe`se 2.16. Supposons que α > d/q et que
– pour d < α, 1≪ βαt ≪ t,
– pour d = α, 1≪ βdt ≪ tlog(t) ,
– pour d > α, 1≪ βdt ≪ t,
alors on a ∀θ > 0
lim sup
t→+∞
βαt
t
logE
[
exp
(
θβ
d/q−α
t Np(lt)
)]
≤ inf
{
a, lim inf
R→+∞
ρ(a,R) > θ
}
.
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On peut de`s a` pre´sent remarque´ que nous n’avons pas prouve´ la borne infe´rieure
des moments exponentiels. Ne´anmoins celle-ci devrait eˆtre obtenue sans trop de dif-
ficulte´s en suivant le cheminement propose´ par Chen et Li (Section 4 dans [CL04]).
Pour ce qui est de la borne supe´rieure, si on arrive a` montrer que
lim inf
R→+∞
ρ(a,R) ≥ ρ(a) (14)
ou` ρ(a) = ρ(a) = inf
{
a ‖g‖22 +
∫
Rd
|ω|α|Fg(ω)|2, ‖g‖2p = 1
}
alors la de´monstration
est finie puisqu’il suffit alors de remarquer que
ρ(a) = a(d−p(d−α))/αp, ∀a > 0.
Il reste donc a` montrer l’ine´galite´ (14), c’est a` dire le passage de la version pe´riodique
de la constante a` sa version finale.
2.2.2. Cas critique et sur-critique. Le seul re´sultat connu dans le cas critique
et sur-critique est celui que nous avons obtenu dans [Lau10b]. Comme dans le cas
sous-critique nous nous sommes place´s sous l’hypothe`se 2.16. Posons
ρ(p) = sup
{
< g,Gg >,N(2p)′(g) = 1
}
.
On remarquera que dans les cas critique et sur-critique, on a p(d − α) ≥ d. Ainsi
d > α, la marche ale´atoire est donc transitoire et la fonction de Green G est donc
bien de´finie.
The´ore`me 2.19 (L.2010). Soit (Xt, t ≥ 0) une marche ale´atoire syme´trique sur
Z
d ve´rifiant l’hypothe`se 2.16. Supposons p(d−α) ≥ d, alors pour toute suite (βt)t≥0
telle que 1≪ βdt ≪ t, pour tout λ > 0,
lim
t→+∞
β
d/q
t
t
logP
(
It ≥ λtpβ−d(p−1)t
)
= −λ
1/p
ρ(p)
.
On notera que la condition βdt ≪ t est e´quivalente a` tpβ−d(p−1)t ≫ t. Or dans le
cas pre´sent p(d−α) ≥ d, donc ne´cessairement d > α. La marche est donc transitoire
et E[It] ∼ t. Nous sommes donc bien en pre´sence d’un re´sultat de tre`s grandes
de´viations.
3. Me´thodes utilise´es
Comme nous le verrons dans la Section 2 du chapitre suivant, les difficulte´s prin-
cipales pour obtenir les diffe´rents principes de grandes de´viations se concentrent sur
la borne supe´rieure. C’est pourquoi nous pre´sentons dans cette Section les diffe´-
rentes me´thodes introduites par les auteurs pour prouver les bornes supe´rieures de
ces principes.
3.1. De´composition triangulaire et approximation du temps local. Cette
me´thode a e´te´ utilise´e abondamment et avec succe`s d’une part par Chen et ses
diffe´rents co-auteurs, d’autre part par Asselah et Castell [AC07b] et par Asselah
[Ass09]. On pre´sente dans cette section cette de´composition triangulaire et ensuite
les autres ingre´dients des preuves propose´es par Chen et ses co-auteurs dans le cas
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Figure 1. De´composition triangulaire
sous-critique. Plac¸ons nous dans le cas du temps discret. Le temps local de double
intersections peut se re´e´crire sous la forme
In = n+ 2
∑
1≤i<j≤n
1I {Xi = Xj} .
On est donc ramene´ a` calculer des de´viations de la quantite´
Q˜n =
∑
0≤i<j≤n
1I {Xi = Xj} .
On regarde donc les intersections de la marche non plus sur le carre´ [0, n] × [0, n]
mais sur le triangle {(i, j), 0 ≤ i < j ≤ n} . Les auteurs utilisent l’astucieuse de´com-
position ge´ome´trique introduite par Varadhan dans son appendice a` l’article de Sy-
manzik [Var69](Cf Remarque 3.1). Les auteurs appliquent cette me´thode dans le
cas des marches ale´atoires. Cette me´thode permet de de´composer Q˜n en diffe´rentes
somme de variables ale´atoires ayant des proprie´te´s d’inde´pendance. Ce de´coupage
est illustre´ par la figure 1. Le carre´ [0, n]× [0, n] est le domaine de temps sur lequel
on regarde les intersections {Xi = Xj} de la marche. On a vu que l’on se ramenait
au domaine {1 ≤ i < j ≤ n}, c’est pourquoi seul le domaine se trouvant au dessus
de la diagonale nous inte´resse ici. Il est clair au vu de la de´coupe temporelle que a`
j fixe´, les mesures des intersections sur les (Ajk)k sont inde´pendantes et identique-
ment distribue´es. De plus, pour un domaine d’intersection Ajk, ces intersections se
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font sur des intervalles de temps disjoints en abscisse et en ordonne´e, cela revient
donc a` regarder les intersections mutuelles de deux marches inde´pendantes. On peut
aussi facilement voir que les mesures des intersections sur les (Bj)j sont inde´pen-
dantes et identiquement distribue´es. Par contre, sur ces domaines d’intersections,
les intervalles de temps sont les meˆmes en abscisses et en ordonne´es, il s’agit donc
d’auto-intersections. On peut formuler ces remarques de manie`re plus pre´cise en
prenant les notations suivantes. Pour N ≥ 1 un niveau d’approximation fixe´, on
conside`re les variables ale´atoires
ηj =
∑
(j−1)n2−N<i<i′≤jn2−N
1I {Xi = Xi′}
et
ξj,k =
∑
(2k−2)n2−j<i≤(2k−1)n2−j
(2k−1)n2−j<i′≤2kn2−j
1I {Xi = Xi′} .
Les variables ale´atoires
(
ηj, j ∈
{
1, · · · , 2N}) correspondent aux auto-intersections
de la marche sur les Bj, tandis que les variables
(ξj,k, j ∈ {1, · · · , N} , k ∈ {1, · · · , 2j−1}) correspondent aux intersections mutuelles
de la marche sur les Ajk. Compte tenu de ces notations, on a
Q˜n =
2N∑
j=1
ηj +
N∑
j=1
2j−1∑
k=1
ξj,k. (15)
Bien suˆr ces variables ale´atoires ne sont pas inde´pendantes dans leur ensemble, mais
comme on l’a vu pre´ce´demment, les (ηj)j sont des variables ale´atoires inde´pendantes
et identiquement distribue´es, et a` j fixe´, les (ξj,k)k sont elles aussi inde´pendantes
et identiquement distribue´es. Par ailleurs, dans le cas sous-critique, les intersections
mutuelles donne´es par les ξj,k sont pre´ponde´rantes devant les auto-intersections don-
ne´es par les ηj lorsque N est grand. Ce sont les intersections mutuelles qui contri-
buent a` faire grossir le temps local d’auto-intersection. L’inde´pendance des variables
et la contribution diffe´rente qu’apporte les (ηj)j par rapport aux (ξj,k)j,k aux inter-
sections de la marche sont les deux proprie´te´s majeures de cette de´composition.
Une deuxie`me ide´e est d’utiliser les principes d’invariance pour les marches ale´a-
toires dans le domaine d’attraction d’un processus α-stable ou d’un mouvement
Brownien, pour de´placer le proble`me aux grandes de´viations pour le temps local
d’auto-intersections du processus limite. Il faut (en dehors du cas plus simple de la
dimension 1) pour appliquer ces principes d’invariance, renormaliser correctement
le temps local d’auto-intersections. C’est fait par les auteurs de la manie`re suivante.
On conside`re la re´gularisation du temps local
l(n, x, ǫ) = an
n∑
i=1
hǫ
(
Xi − x
an
)
,
ou` hǫ est une approximation de l’identite´ et (an)n une suite bien choisie. Cette
renormalisation permet d’appliquer au temps local d’auto-intersections le principe
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d’invariance pour deux raisons. D’une part elle permet d’eˆtre a` l’e´chelle du principe
d’invariance, et d’autre part elle permet de rendre l’application
f 7→ ϕn(f) =
∫
Rd
(∫ t
0
hǫ
(
f(s)− ⌊anx⌋
an
)
ds
)p
dx
continue sur l’espace des fonctions continues de R. On est donc ramener a` la ques-
tion des auto-intersections du processus limite a` condition que l’approximation soit
bonne a` l’e´chelle des grandes de´viations. Prouver que que cette approximation est
bonne a` l’e´chelle des tre`s grandes de´viations utilise des outils standards d’analyse. En
revanche, prouver que l’approximation est assez bonne pour descendre aux e´chelles
de de´viations mode´re´es ne´cessite d’eˆtre plus astucieux. Graˆce a` la de´composition
triangulaire pre´sente´e ci-avant, ils peuvent se ramener a` ne regarder que la version
renormalise´e des intersections mutuelles puisque les auto-intersections sont ne´gli-
geables dans le cas sous-critique. Cela permet a` Chen et ses co-auteurs [BCR06],
[Che10] d’obtenir des re´sultats tre`s puissants de de´viations mode´re´es, mais unique-
ment dans le p = 2 puisque la de´composition triangulaire est propre a` ce cas.
Il reste donc a` prouver les re´sultats de grandes de´viations pour les processus
limites. Nous ne pre´sentons pas en de´tails ces preuves, on peut les trouver dans
[Che04] mais elles sont loin d’eˆtre aise´es. En effet, les difficulte´s dues aux mauvaises
proprie´te´s de continuite´ de l’application f 7→ ‖f‖p que nous expliquons en de´tails
dans la Section 2 sont toujours pre´sentes. Ces preuves utilisent un certain nombre
d’outils puissants d’analyse fonctionnelle, tels qu’un crite`re de compacite´ du a` de
Acosta [dA85], le the´ore`me de Arzela´-Ascoli ou le the´ore`me de Hahn-Banach.
Remarque 3.1. L’ide´e de la de´composition triangulaire a e´te´ introduite par
Varadhan dans [Var69]. A l’e´poque il l’avait utilise´e pour prouver qu’a` condition de
correctement le renormaliser, le temps local d’intersection du mouvement Brownien
en dimension 2 existait. Cette ide´e a ensuite e´te´ reprise par Westwater pour des
proble`mes de polyme`res et surtout par Le Gall pour des proble`mes d’intersections de
mouvements Browniens [LG85a] et pour des questions lie´es au nombre de points
visite´s par une marche ale´atoire [LG86a].
3.2. De´coupe suivant les niveaux de contributions. L’ide´e de´veloppe´e par
Asselah dans [Ass09] pour obtenir le the´ore`me 2.11 prend sa source dans un article
co-e´crit avec Castell [AC07b]. Il s’agit pour calculer des grandes de´viations du temps
local d’auto-intersections, de comprendre quels sont les sites qui contribuent a` la
de´viation, et quels sont ceux qui n’y contribuent pas. Donc, quel temps doit passer
la marche sur tel ou tel site pour qu’il participe ou non a` la de´viation. C’est ce qu’on
entend par niveau de contribution. Dans [AC07b], Asselah et Castell prouvent que
dans le cas des dimensions sur-critiques d ≥ 5, les sites qui contribuent a` faire grossir
le temps local d’auto-intersections sont ceux ou` la marche passe un temps de l’ordre
de
√
n (Proposition 1.1). Asselah a par la suite raffine´ cet argument en prouvant le
re´sultat suivant :
Proposition 3.2 (Asselah 2009). Supposons d ≥ 5. Il existe β > 0 tel que pour
tout ǫ > 0, il existe αǫ > 0 et Λǫ un sous-ensemble fini de Z
d, tel que pour tout
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α > αǫ et pour tout Λ ⊃ Λǫ fini, alors pour n assez grand et pour tout ξ > 0,
1
2
P (In − E[In] ≥ nξ) ≤ exp
(
βǫ
√
n
)
P
(∥∥ 1IΛl⌊α√n⌋∥∥22 ≥ nξ(1− ǫ), X⌊α√n⌋ = 0) .
Ce re´sultat permet de voir que seul un nombre fini de sites contribuent a` la
de´viation, et qu’ils contribuent a` hauteur de
√
n. C’est l’ingre´dient principal de la
preuve de l’auteur. Une fois cette proposition montre´e, l’auteur est donc grosso modo
ramene´ a` calculer la limite suivante :
lim
n→+∞
logP
(‖ 1IΛln‖22 ≥ nξ,Xn = 0)
n
.
Cette limite est calcule´e en deux temps. Dans un premier temps, l’auteur montre
l’existence de cette limite par un argument de sous-additivite´, puis dans un deuxie`me
temps il identifie sa constante de de´viation avec celle de Chen et Mo¨rters (Υ(2) dans
The´ore`me 2.9). L’argument de sous-additivite´ provient d’une bonne compre´hension
de la strate´gie adopte´e par la marche pour re´aliser les grandes de´viations. Il peut
eˆtre explique´ comme suit. L’e´ve´nement conside´re´ est
An =
{‖ 1IΛln‖22 ≥ nξ,Xn = 0} .
Soit p, q, r des entiers naturels tels que n = pq+ r. Si on oublie le reste de la division
euclidienne r, pour que son temps local d’auto-intersection de´passe n au bout d’un
temps n, il revient en fait pour la marche que celui-ci de´passe p sur chaque intervalle
de longueur p, et cela q fois. Autrement dit, re´aliser l’e´ve´nement An sur un intervalle
de temps de longueur n, revient pour la marche a` re´aliser q fois l’e´ve´nement Ap sur
un intervalle de temps de longueur p. L’inde´pendance des p e´ve´nements provient du
fait qu’on oblige la marche a` retourner en ze´ro, on peut ainsi appliquer la proprie´te´
de Markov. Asselah obtient en gros que P(An) ≥ P(Ap)q. Ainsi en passant au log,
on a que
logP(Ap)
p
≤ logP(An)
n
.
On obtient le re´sultat en prenant la lim inf en n a` p fixe´, et ensuite en prenant la
lim sup en p. La constante de de´viations e´tant obtenue par un argument de sous-
additivite´, l’auteur n’a pas d’expression de sa constante et ne peut donc directement
montrer que sa constante est e´gale a` celle de Chen et Mo¨rters. Il applique donc ses
re´sultats a` la question des intersections mutuelles traite´es par Chen et Mo¨rters, pour
montrer que la constante ainsi obtenue est ne´cessairement la meˆme.
3.3. Extension de la de´composition triangulaire. Nous avons vu dans le
paragraphe pre´ce´dent que la me´thode de de´composition triangulaire e´tait propre au
cas p = 2. Cependant, Asselah [Ass10] s’inspire de cette de´composition et en donne
une version e´tendue au cas p > 1. Pour deux entiers donne´s l1, l2 et une subdivision
(bi, i ∈ N) de R+, l’auteur utilise l’ine´galite´
(l1 + l2)
p ≤ lp1 + lp2 + 2p
+∞∑
i=0
bp−2i+1 l1l2 1I {bi ≤ max {l1, l2} < bi+1} .
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l1 et l2 doivent eˆtre vus comme la division du temps local de la marche a` un point
donne´ en deux intervalles de temps. De cette ine´galite´, l’auteur tire une borne su-
pe´rieure de It du meˆme type que l’e´galite´ (15). En effet celle-ci est donne´e par un
premier terme correspondant a` une somme d’auto-intersections de la marche sur
des intervalles de temps de l’ordre de n/(2N) ou` N est un entier fixe´, les diffe´rents
termes de la somme e´tant inde´pendants, un deuxie`me terme correspondant aux in-
tersections mutuelles de la marche sur des intervalles de temps bi+1− bi. Ne´anmoins
cette me´thode fonctionne moins bien que dans le cas p = 2 puisque l’auteur n’obtient
que les vitesses de grandes de´viations et pas les constantes exactes.
3.4. Moments polynoˆmiaux. C’est la me´thode utilise´e par Chen et Mo¨rters
pour obtenir le the´ore`me 2.9. On notera que le re´sultat est valable a` la fois dans le
cas du temps discret et dans le cas du temps continu. Cependant, le cas du temps
continu e´tant un peu plus simple, nous pre´sentons ici cette version de la preuve.
Ce re´sultat e´tudie la queue de distribution des intersections mutuelles de marches
ale´atoires en temps infini
Q∞ =
∫ +∞
0
dt1 · · ·
∫ +∞
0
dtp 1I
{
X
(1)
t1 = · · · = X(p)tp
}
.
On a vu (Cf section 3 du chapitre pre´ce´dent) que Q∞ e´tait fini presque suˆrement
dans le cas sur-critique e´tudie´ ici. Les auteurs sont donc en mesure de regarder
directement le temps infini. Leur ide´e est d’utiliser la proposition suivante (lemme
2.3 dans [KM02]) qui relie les grands moments polynoˆmiaux d’une variable positive
aux asymptotiques de sa queue de distribution :
Proposition 3.3. Soient Y une variable ale´atoire positive, p ∈ N et k ∈ R.
Alors on a
lim
k→+∞
1
k
logE
[
Y k
(k!)p
]
= −κ⇔ lim
a→+∞
a−1/p logP(Y > a) = −p exp (κ/p) .
Les auteurs se rame`nent donc a` e´tudier les grands moments polynomiaux de
Q∞. Notons que cette me´thode avait de´ja` e´te´ employe´ par van der Hofstad, Ko¨nig
et Mo¨rters dans un article sur le mode`le parabolique d’Anderson [vdHKM06].
Dans cet article, les auteurs s’inte´ressaient aux moments polynomiaux du temps
local d’auto-intersections dans le cas sous-critique p(d − 2) < d. Ils montraient
(Proposition 2.1 dans [vdHKM06]) que ∀ǫ > 0, pour αt ≫ 1 et αt = O(t1/(d+1)−ǫ),
pour R > 0 et k ≥ t/α2t on a
E
[
Ikt 1I
{
X[0,t] ⊂ BRαt
}] ≤ Ckkpαkp(2−d/q)t ,
ou` C est une constante strictement positive. Cette estime´e permettait d’identifier
l’e´chelle des tre`s grandes de´viations. Chen et Mo¨rters ont donc continue´ dans cette
voie des moments polynomiaux pour obtenir le the´ore`me 2.9. Ils cherchent donc a`
calculer la limite
lim
k→+∞
1
k
logE
[
Qk∞
(k!)p
]
.
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Dans un premier temps, les auteurs montrent que cette limite existe. Pour cela,
ils utilisent l’argument de sous-additivite´ suivant : ∀k, l ≥ 1,
E
[
Qk+l∞
]1/p ≤ (k + l
k
)
E
[
Qk∞
]1/p
E
[
Ql∞
]1/p
ou`
(
k+l
k
)
sont les coefficients du binoˆme de Newton. Ils re´expriment ensuite la quantite´
E
[
Qk∞
]
en montrant que
E
[
Qk∞
]
=
∑
z1,··· ,zk∈Zd
(∑
σ∈Sk
k∏
l=1
G
(
zσ(l−1) − zσ(l)
))p
(16)
ou` G est la fonction de Green de la marche. Pour conside´rer les intersections sur
tout Zd, les auteurs ont besoin de projeter la marche sur le tore de rayon R et
de faire tendre ensuite le rayon de celui-ci vers l’infini. Malheureusement, du fait
qu’ils travaillent en temps infini, les auteurs ne peuvent directement projeter la
marche sur le tore puisqu’a` ce moment la` les intersections mutuelles exploseraient.
Ils conside`rent donc dans un premier temps les intersections mutuelles des p marches
sur un sous-ensemble fini A de Zd que l’on notera Q∞(A). Compte tenu de (16), les
auteurs prouvent en utilisant des arguments de the´orie spectrale que
lim sup
k→+∞
1
k
log
1
(k!)p
∑
z1,··· ,zk∈A
(∑
σ∈Sk
k∏
l=1
G
(
zσ(l−1) − zσ(l)
))p
≤p log sup{< f 2p−1, Gf 2p−1 >, ou` supp(f) ⊂ A et N2p(f) = 1} . (17)
A cette e´tape la` de la preuve, les auteurs cherchent a` utiliser le re´sultat (17)
obtenu pour les intersections des p marches un sous-ensemble fini A, pour les inter-
sections des p marches projete´es sur le tore de rayon R. Afin que les intersections des
p marches n’explosent pas, les auteurs utilisent une version de la fonction de Green
G˜R(y) =
(∑
z∈Zd
Gp(2Rz + y)
)1/p
dont on a vu qu’elle e´tait fini (Cf Section 3 du chapitre pre´ce´dent). Ils montrent que∑
z1,··· ,zk∈Zd
(∑
σ∈Sk
k∏
l=1
G
(
zσ(l−1) − zσ(l)
))p ≤ ∑
z1,··· ,zk∈TR
(∑
σ∈Sk
k∏
l=1
G˜R
(
zσ(l−1) − zσ(l)
))p
.
(18)
Les auteurs sont de´sormais en mesure d’appliquer l’ine´galite´ (17) au membre de
droite dans (18) pour prouver que
lim sup
k→+∞
1
k
log
1
(k!)p
∑
z1,··· ,zk∈Zd
(∑
σ∈Sk
k∏
l=1
G
(
zσ(l−1) − zσ(l)
))p
≤p log sup
{
< f 2p−1, G˜Rf 2p−1 >, ou` supp(f) ⊂ TR et N2p(f) = 1
}
. (19)
Il reste alors a` passer a` la limite sur la taille du tore dans le membre de droite de
l’ine´galite´ (19).
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Remarque 3.4. On a vu en section 1.2.2 le lien qui existait entres moments ex-
ponentiels et grandes de´viations. Si l’on de´veloppe l’exponentielle en se´rie, calculer
les moments exponentiels revient a` calculer les moments polynomiaux. La Proposi-
tion 3.3 est donc un autre moyen de voir le lien qui existe entre moments exponentiels
et grandes de´viations.
3.5. Densite´ jointe du temps local. Cette me´thode provient d’un re´sultat
de Brydges, van der Hofstad et Ko¨nig [BvdHK07]. Dans cet article les auteurs
donnent une formule explicite qui donne la densite´ jointe du temps local d’une
chaine de Markov a` temps continu de´finie sur un espace fini (The´ore`me 2.1 dans
[BvdHK07]) en fonction du ge´ne´rateur de la marche. Brydges, van der Hofstad
et Ko¨nig de´rivent de cette e´criture de la densite´ jointe du temps local une borne
supe´rieure pour les moments exponentiels de toute fonctionnelle mesurable du temps
local de la chaine de Markov vivant sur un sous-ensemble fini de Zd (The´ore`me 3.6
dans [BvdHK07]). Cette formule est utilise´e par Becker et Ko¨nig dans [BK11]
pour obtenir une version affaiblie du the´ore`me 2.3 comme nous l’avons vu en section
2.1.1. Elle leur permet d’obtenir l’ine´galite´ suivante :
1
t
logE
[
exp
(
tα−2λt
∥∥∥∥1t lRαt,t
∥∥∥∥
p
)]
≤ Ξd,p(Rαt, α−2λt ) + ǫt
ou` λ = 1− d/(2q) et
Ξd,p(R, θ) = sup
µ∈M1(TR)
{
θ ‖µ‖p −
∥∥∥√−ARµ∥∥∥2
2
}
ou` AR est le ge´ne´rateur infinite´simal de la marche projete´e sur le tore de rayon R.
Le terme ǫt est le terme d’erreur qui restreint l’e´chelle de de´viations des auteurs.
Il est de l’ordre de V (R) log(t)
t
ou` V (R) est le volume du tore de rayon R. Il provient
directement de la borne supe´rieure donne´e par le The´ore`me 3.6 dans [BvdHK07].
Ainsi la restriction d’e´chelle est directement imputable a` la de´monstration de ce
the´ore`me a` partir de l’expression explicite de la densite´ jointe du temps local donne´e
par le the´ore`me 2.1 de [BvdHK07]. A ce moment la` il reste aux auteurs a` passer
a` la limite en temps et en espace sur la constante Ξd,p. La me´thode utilise´e ici est
celle dont nous nous sommes inspire´s pour la de´monstration du The´ore`me 2.3. Elle
est donc pre´sente´e en section 4.2 du Chapitre 3. On notera que l’expression de la
constante diffe`re de la notre. En effet notre constante est de la forme
inf
{
θ ‖µ‖22,R +
∥∥∥√−ARµ∥∥∥2
2
, µ ∈M2p(TR)
}
.
Cette diffe´rence d’e´criture nous permet en nous inspirant de la me´thode introduite
par Becker et Ko¨nig d’enlever la restriction des auteurs au cas d(p− 1) < 2.
3.6. The´ore`me d’isomorphisme de Dynkin-Eisenbaum. Cette me´thode
est celle introduite par Castell [Cas10] dans le cas critique. Nous l’avons ensuite
e´tendue au cas sur-critique [Lau10b] et sous-critique [Lau10a]. Nous la pre´sentons
en de´tail dans le chapitre suivant.

CHAPITRE 3
Ide´es des preuves
Dans ce chapitre nous commenc¸ons par de´crire de manie`res plus pre´cises les
heuristiques des strate´gies propose´es en Section 1 du chapitre pre´ce´dent, puis les
difficulte´s majeures des questions traitant des grandes de´viations pour les temps
locaux d’auto-intersections de marches ale´atoires, et enfin les ide´es principales des
de´monstrations de nos re´sultats e´nonce´s dans le chapitre pre´ce´dent.
1. Heuristiques plus pre´cises
De´crivons maintenant de manie`re plus pre´cise l’heuristique de la strate´gie adop-
te´e par la marche pour re´aliser les grandes de´viations donne´es en Section 1 du
Chapitre 2. On peut citer sur ce sujet l’article de Ko¨nig [Ko¨10].
1.1. Cas sous-critique. Conside´rons une version renormalise´e du temps local :
Lt(x) =
βdt
t
lt(⌊βtx⌋) avec βt → +∞ et ⌊·⌋ la partie entie`re. (20)
On peut noter que Lt est une variable ale´atoire vivant dans l’espace des mesures
de probabilite´s sur Rd note´ M1(R
d). Ce sont Donsker et Varadhan (voir Section 3
dans [DV79]) qui ont en premier e´tudie´ les grandes de´viations de Lt. Introduisons
la fonction de taux suivante :
I : M1(R
d)→R
µ→I(µ) =
{
1
2
‖∇f‖22 , si f 2dx = dµ,
+∞ sinon.
Il est connu que dans le cas de la marche simple, Lt satisfait un principe de
grandes de´viations ayant pour fonction de taux I et de vitesse tβ−2t . Donsker et
Varadhan ont prouve´ dans [DV79] la borne supe´rieure de ce principe. Re´cemment,
Gantert, Ko¨nig et Shi [GKS07] ont donne´ une preuve comple`te de ce principe base´e
sur le the´ore`me de Gartner-Ellis. On peut donc dire que grossie`rement
P(Lt ∈ ·) ∼ exp
(
− t
β2t
inf {I(µ), µ ∈ ·}
)
.
On cherche maintenant a` obtenir a` partir de cette estime´e pour le temps local, une
estime´e pour le temps local d’auto-intersections. On e´crit :
‖Lt‖pp =
∫
Rd
Lt(x)
pdx =
∫
Rd
βdp
tp
lpt (⌊βtx⌋)dx =
∫
Rd
β
d(p−1)
t
tp
lpt (⌊x⌋) dx =
β
d(p−1)
t
tp
It.
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Finalement, en notant ϕ(·) = ‖·‖pp, on peut voir que :
P
(
β
d(p−1)
t
tp
It ∈ ·
)
= P
(
‖Lt‖pp ∈ ·
)
= P
(
Lt ∈ ϕ−1(·)
)
(21)
∼ exp
(
− t
β2t
inf
{
I(µ), µ ∈ ϕ−1(·)}) = exp(− t
β2t
inf
{
1
2
‖∇f‖22 , ‖f‖2 = 1, ‖f‖2p2p ∈ ·
})
.
Pour obtenir une heuristique du the´ore`me 2.3, on regarde donc :
β2t
t
logP
(
It ≥ tpβd(1−p)t
)
∼ − inf
{
1
2
‖∇f‖22 , ‖f‖2 = 1, ‖f‖2p2p ≥ 1
}
= −χd,p
On a graˆce a` ce petit calcul, obtenu la vitesse et la constante de de´viations. Bien
suˆr ce calcul n’est a` priori pas correct dans l’e´galite´ (21) puisque la fonction ϕ n’est
pas continue. En effet, pour U un ensemble ouvert (ou ferme´), ϕ−1(U) n’est pas
ne´cessairement un ensemble ouvert (ou ferme´). La difficulte´ e´tant bien suˆr de rendre
ce calcul correct.
1.2. Cas sur-critique. Dans ce cas la`, on peut directement utiliser le re´sultat
de grandes de´viations de Donsker et Varadhan [DV75a] sur le temps local sans
renormalisation. En effet les auteurs pre´ce´dents ont prouve´ que lt/t satisfaisait un
principe de grandes de´viations de vitesse t et de fonction de taux J ou` si A est le
ge´ne´rateur infinite´simal de la marche,
J : M1(Z
d)→ R
µ→< √µ,−A√µ > .
Alors, grossie`rement
P(lt/t ∈ ·) ∼ exp (−t inf {J(µ), µ ∈ ·}) .
Notons ϕ(·) = Np(·).
P (It ≥ bpt ) = P
(
ϕ(lt/t) ≥ bt
t
)
= P
(
lt
t
∈ ϕ−1([bt/t,+∞[)
)
∼ exp (−t inf {J(µ), µ ∈M1(Rd), µ ∈ ϕ−1([bt/t,+∞[)}) .
En prenant f 2 = µ, on a
P (It ≥ bpt ) ∼ exp
(−t inf {J(f 2), N2(f) = 1, N22p(f) ≥ bt/t}) .
En reprenant l’e´nonce´ des the´ore`mes 2.12 et 2.10 :
1
bt
logP (It ≥ bpt ) ∼ − inf
{
t
bt
< f,−Af >,N2(f) = 1, N22p(f) ≥ bt/t
}
∼ − inf
{
< f,−Af >
N22p(f)
, N2(f) = 1
}
.
A nouveau nous avons pre´cise´ l’heuristique donne´e en Section 1 du Chapitre 2 en
confirmant d’abord la vitesse de de´viation et en obtenant ensuite une constante de
de´viation. Il reste a` confirmer ces heuristiques par une de´monstration exacte.
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Remarque 1.1. On peut remarquer que les deux heuristiques pre´ce´dentes sont
valables dans le cas critique. La de´monstration du principe de grandes de´viations
dans le cas critique fait apparaˆıtre la formule variationnelle discre`te car il s’obtient
par de´rivation du cas sur-critique. Cependant les formules variationnelles discre`te et
continue des cas sous-critiques et sur-critiques sont e´gales, il semble donc naturel de
pouvoir obtenir aussi le principe de grandes de´viations du cas critique par de´rivation
du cas sous-critique. De fait, la borne infe´rieure du cas sous-critique fonctionne
aussi dans le cas critique. Seule la borne supe´rieure pose encore proble`me. C’est
une nouvelle traduction de l’impossibilite´ de faire un choix optimal dans le temps τ
que passe la marche dans la boule de rayon R (cf Section 1 du Chapitre 2). On ne
sait pas si la strate´gie de la marche se rapproche du cas sur-critique ou bien du cas
sous-critique.
2. Les difficulte´s
En ce qui concerne les bornes infe´rieures, hormis dans le cas sous-critique α-
stable, il n’y a pas de re´elles difficulte´s. Les me´thodes utilise´es ne diffe`rent gue`re
de ce que nous avons pre´sente´ dans la section pre´ce´dente. Il s’agit de transfe´rer un
principe de grandes de´viations par l’interme´diaire d’un principe de contraction (cf
Section 1.2.1 du Chapitre 1). Ceci est rendu possible par le fait que la fonctionnelle
f → Np(f) est semi-continue infe´rieurement dans la topologie ou` se re´alise le principe
de grandes de´viations (topologie faible des mesures de probabilite´s). Dans le cas
sous-critique α-stable, ce principe n’a pas e´te´ prouve´, on ne peut donc pas appliquer
directement un principe de contraction. Une solution serait de suivre le cheminement
propose´ par Chen et Li (section 4 dans [CL04]).
Les difficulte´s majeures concernent en fait la borne supe´rieure. D’une part, les
principes de grandes de´viations que ve´rifient Lt et lt/t (Cf Sections 1.1 et 1.2) sont
des principes restreints (Cf Section 1.4 du Chapitre 1). La borne supe´rieure de ces
derniers n’est donc valable que sur des compacts. Cette difficulte´ peut eˆtre contour-
ne´e par un proce´de´ de compactification en projetant la marche sur un tore. Dans
ce cas la` le principe que ve´rifie le temps local n’est plus restreint. De plus proje-
ter la marche sur le tore a tendance a` augmenter ses intersections, ce qui ne pose
pas de proble`me pour la borne supe´rieure. La difficulte´ majeure provient en fait
de la mauvaise continuite´ de la fonctionnelle f → ‖f‖p. En effet celle-ci n’est que
semi-continue infe´rieurement dans la topologie ou` se re´alise le principe de grandes
de´viations pour le temps local, a` savoir la topologie faible sur les mesures. On a vu
que cela permet (Cf Section 1.2.1 du Chapitre 1) d’obtenir par contraction la borne
infe´rieure, mais cela nous interdit de le faire pour la borne supe´rieure.
Ces difficulte´s sont intrinse`ques au proble`me. Suivant les cas et les me´thodes
de preuves utilise´es (Cf 3 du Chapitre 2), d’autres difficulte´s se rajoutent. Dans la
me´thode que nous utilisons, ainsi, par exemple, que dans celle utilise´e par Becker et
Ko¨nig [BK11] ou encore Chen et Mo¨rters [CM09], on se retrouve face a` un proble`me
purement analytique de convergence de la constante de de´viations. En effet, apre`s
avoir compactifie´ en projetant sur le tore, la constante de de´viations est donne´e par
une formule variationelle discre`te de´pendant a` la fois du temps et de l’espace (le
tore sur lequel on a projete´). Il faut donc passer a` la limite en temps et en espace.
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Dans le cas sur-critique, la constante de de´viation finale est discre`te, il n’y a donc
pas de passage au continu a` controˆler. Ne´anmoins, comme le montrent les preuves
propose´es dans [CM09], [Cas10] ou [Lau10b] ces preuves sont non triviales. Dans
la preuve que nous proposons, on passe a` la limite en temps avant de passer a` la
limite en espace.
Le cas sous-critique rece`le une difficulte´ plus grande encore. La constante finale
de de´viations est en effet donne´e par une formule variationelle continue. On doit
donc passer d’une formule variationelle discre`te a` une formule variationelle continue.
Il faut donc a` partir d’une fonction re´alisant l’extremum de la formule discre`te
de´finie sur le re´seau, construire une fonction du continu qui soit un bon candidat
a` l’extremum de la formule continue. Nous pre´sentons deux me´thodes diffe´rentes
qui re´pondent a` cette question. Dans les deux cas, la taille du tore Rt de´pend de
deux parame`tres, l’un temporel βt et l’autre d’espace R. On passe dans un premier
temps a` la limite en temps et donc en espace pour obtenir une formule variationelle
continue pour des fonctions de´finies sur un tore continu. Il faut dans un deuxie`me
temps faire tendre la taille de ce tore continu vers l’infini.
3. Bornes infe´rieures
Nous pre´cisons dans cette section les ide´es des de´monstrations que nous propo-
sons pour les diffe´rentes bornes infe´rieures obtenues.
3.1. Cas sous-critique de la marche simple. Nous pre´sentons ici la borne
infe´rieure du The´ore`me 2.3 du Chapitre 2 obtenue pour une marche simple dans le
cas sous-critique. Elle s’obtient par contraction (Cf Section 1.2.1 du Chapitre 1). En
effet, pour R > 0, sous la mesure de probabilite´ P(·, supp(Lt) ⊂ [−R,R]d), le temps
local renormalise´
Lt(x) =
βdt
t
lt(⌊βtx⌋), pour x ∈ Rd
satisfait un principe de grandes de´viations de vitesse tβ−2t sur
F =
{
µ ∈ R1, supp(µ) ⊂ [−R,R]d
}
et de fonction de taux I(µ) = 1
2
∥∥∇√µ∥∥2
2
. Ce
re´sultat avait partiellement e´te´ prouve´ par Donsker et Varadhan [DV79] dans le cas
de la marche simple, puis il a e´te´ re´cemment ge´ne´ralise´ par Gantert, Ko¨nig et Shi
[GKS07]. De plus, la fonctionnelle
f ∈ F → ‖f‖p,R = sup
{∫
[−R,R]d
f(x)g(x), ‖g‖q,R = 1
}
est semi-continue infe´rieurement. La borne infe´rieure s’obtient alors directement par
contraction.
3.2. Cas critique et sur-critique α-stable. Nous pre´sentons ici la borne in-
fe´rieure du The´ore`me 2.19 du Chapitre 2 obtenue pour la borne infe´rieure de marche
α-stables dans les cas critique et sur-critique. Le cheminement est le meˆme dans le
cas critique et sur-critique α-stable. Donsker et Varadhan [DV75a] ont prouve´ que
lt/t satisfaisait un principe de grandes de´viations restreint sur G l’ensemble des me-
sures de probabilite´s muni de la topologie faible des mesures avec pour fonction de
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taux J(ν) =<
√
ν,−A√ν > ou` A est le ge´ne´rateur infinite´simal de la marche. De
plus la fonctionnelle
ν ∈ G→ ‖ν‖p = sup
{∑
x∈Zd
ν(x)g(x), ‖g‖q = 1
}
est semi-continue infe´rieurement. On obtient donc le re´sultat voulu par contraction.
3.3. Cas sous-critique α-stable. Ce cas correspond a` la borne infe´rieure du
The´ore`me 2.17 du Chapitre 2 que nous n’avons pas encore prouve´e. Dans le cas
sous-critique α-stable, il semble naturel de penser que le temps local renormalise´
Lt(x) =
βdt
t
lt(⌊βtx⌋), pour x ∈ Rd
satisfait un principe de grandes de´viations avec vitesse tβ−αt . Si nous avions a` notre
disposition ce re´sultat, il suffirait comme dans les cas pre´ce´dents d’appliquer un
principe de contraction. Ne´anmoins ce re´sultat n’a jamais e´te´ prouve´. Nous avons
donc pense´ a` deux possibilite´s pour re´pondre a` la question. La manie`re la plus
naturelle de faire serait d’adapter la me´thode utilise´e par Gantert, Ko¨nig et Shi dans
[GKS07] pour obtenir le principe dans le cas des marches a` variance finie. Cette
de´monstration repose sur l’application d’une version du The´ore`me de Gartner-Ellis
(Cf Section 1.2.2 du Chapitre 1). Une autre solution est de directement calculer les
moments exponentiels du temps local d’auto-intersections en suivant par exemple le
cheminement propose´ par Chen et Li (The´ore`me 4.1 [CL04]). L’une ou l’autre des
solutions devrait a` priori fonctionner sans trop de difficulte´s.
Notons ici que pour passer des moments exponentiels au principe de grandes
de´viations, on utilise une version du ce´le`bre the´ore`me de Gartner-Ellis (Cf Section
1.2.2 du Chapitre 1). Comme nous l’avons fait remarquer (Cf Remarque 1.13 du
Chapitre 1) cette me´thode n’a une chance d’aboutir que si la fonction de taux
est convexe. Or la fonction de taux associe´e a` It n’est pas ne´cessairement convexe
puisque elle vaut λ → χα,d,pλα/(d(p−1)) et que dans le cas sous-critique αd(p−1) > 1p .
Il faut en fait conside´rer I
1/p
t , c’est a` dire exactement la norme p du temps local.
La fonction de taux associe´e a` Np(lt) est alors λ → χα,d,pλαq/d, or dans le cas sous-
critique, αq/d > 1. Elle est donc convexe. C’est pourquoi nous calculons le moment
exponentiel de Np(lt).
4. Bornes supe´rieures
Examinons maintenant la borne supe´rieure. Nous avons vu que c’est dans cette
partie que se concentraient les principales difficulte´s du proble`me. Dans les trois
re´sultats que nous proposons, celle-ci se divise en deux parties distinctes. La premie`re
-commune aux trois preuves- consiste en reprenant une ide´e de Castell [Cas10], a`
appliquer une version du the´ore`me d’isomorphisme de Dynkin duˆ a` Einsenbaum.
Une fois cette partie effectue´e, il reste a` passer a` la limite en temps et en espace, ce
qui constitue la deuxie`me partie et qui est distincte dans les trois preuves pre´sente´es.
Nous regardons donc dans un premier temps la premie`re partie de la preuve avant de
pre´senter la suite de nos preuves dans les trois cas diffe´rents que nous avons e´tudie´s.
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On cherche a` majorer la quantite´ suivante :
P
(
It ≥ tpβd(1−p)t
)
.
Dans une premie`re e´tape on projette la marche ale´atoire (Xt, t ≥ 0) sur le tore de
rayon Rt et on l’arreˆte a` un temps exponentiel de parame`tre λt inde´pendant de la
marche. Comme on l’a vu dans les heuristiques, projeter la marche sur une boule
entraˆıne une augmentation de son temps local d’auto-intersections. Ce n’est donc pas
un proble`me dans le calcul d’une borne supe´rieure. Par contre, arreˆter la marche a`
un temps exponentiel a tendance a` faire diminuer le temps local d’auto-intersections.
Cela a un couˆt et le choix du parame`tre λt du temps exponentiel est donc primordial.
Il est intimement lie´ a` la fois a` la taille de la boule sur laquelle on projette la marche
et a` la vitesse de la de´viation. Il permet aussi d’optimiser afin d’obtenir la bonne
constante de de´viations. On a :
P
(
It ≥ tpβd(1−p)t
)
≤ exp(λtt)P
(
Np,R(lRt,τ ) ≥ tβ−d/qt
)
,
ou` lRt,τ est le temps local de la marche projete´e sur le tore de rayon Rt et arreˆter a`
un temps exponentiel τ de parame`tre λt.
A ce stade, on cherche a` appliquer le the´ore`me d’isomorphisme suivant :
The´ore`me 4.1 (Corollaire 8.1.2 page 364 de [MR06]). Soit (Xt, t ≥ 0) une
marche ale´atoire syme´trique de Zd. Soit τ un temps exponentiel inde´pendant de la
marche ale´atoire. Soit (Zx, x ∈ TR) un processus Gaussien centre´, inde´pendant de τ
et de la marche dont la matrice de covariance est donne´e par
GR,λ(x, y) = Ex
[∫ τ
0
1I
{
X(R)s = y
}
ds
]
,
la fonction de Green de la marche projete´e et arreˆte´e. Conside´rons pour s 6= 0 le
processus S de´finit par
Sx := lR,τ (x) +
1
2
(Zx + s)
2, ∀x ∈ TR.
Alors pour toute fonction mesurable et borne´e F : RTR → R, on a :
E [F ((Sx, x ∈ TR))] = E
[(
1 +
Z0
s
)
F
((
1
2
(Zx + s)
2, x ∈ TR
))]
.
Ce the´ore`me nous dit que la loi du processus S est a` peu pre`s donne´e par la loi
du carre´ du processus Gaussien Z. Mais le processus S est somme du temps local et
du carre´ du processus Gaussien, donc si on arrive a` se´parer ces deux composantes,
on pourra connaˆıtre la loi du temps local a` partir de la loi du carre´ du processus
Gaussien Z. Et de fait c’est ce que nous faisons. Il est facile de voir que
Npp,Rt(S) ≥ Npp,Rt(lRt,τ ) +
1
2p
N2p2p,Rt(Z + s).
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Ainsi, par inde´pendance de Z avec la marche et le temps exponentiel, ∀ǫ > 0,
P
(
Npp,Rt(lRt,τ ) ≥ tpβ
d(1−p)
t
)
P
(
1
2p
N2p2p,Rt(Z + s) ≥ tpβ
d(1−p)
t ǫ
)
≤P
(
Npp,Rt(S) ≥ tpβ
d(1−p)
t (1 + ǫ)
)
.
On peut maintenant appliquer le the´ore`me d’isomorphisme : ∀ǫ > 0, pour un bon
choix de s,
P
(
Npp,Rt(lRt,τ ) ≥ tpβ
d(1−p)
t
)
≤
E
[(
1 + Z0
s
)
; 1
2p
N2p2p,Rt(Z + s) ≥ tpβ
d(1−p)
t (1 + ǫ)
]
P
(
1
2p
N2p2p,Rt(Z + s) ≥ tpβ
d(1−p)
t ǫ
)
.
P
(
N2p2p,Rt(Z) ≥ (1 + ǫ)2ptpβ
d(1−p)
t
)
P
(
N2p2p,Rt(Z) ≥ ǫ2ptpβ
d(1−p)
t
) .
On est de´sormais ramene´ a` regarder les de´viations d’une norme d’un processus Gaus-
sien. Pour ce qui est du de´nominateur, il suffit d’appliquer l’ine´galite´ de Ho¨lder en
e´crivant que pour toute fonction f telle que N(2p)′,Rt(f) = 1,
P
(
N2p2p,Rt(Z) ≥ ǫ2ptpβ
d(1−p)
t
)
≥ P

∑
x∈TRt
fxZx ≥ ǫ1/(2p)
√
2tβ
−d/(2q)
t

 .
La variable ale´atoire
∑
x∈TRt fxZx est une Gaussienne centre´e de variance∑
x,y∈TRt GRt,λ(x, y)fxfy. Nous sommes donc en mesure d’appliquer une ine´galite´ de
queue de Gaussienne. On obtient :
P
(
N2p2p,Rt(Z) ≥ ǫ2ptpβ
d(1−p)
t
)
& exp
(
− ǫ
2
tβ
−d/q
t tρ(λt, Rt, t)
)
ou` ρ(λt, Rt, t) = inf
{
λtN
2
2,Rt
(f)− < f,ARt,λtf >,N2p,Rt(f) = 1
}
car G−1Rt,λt = λt −
ARt,λt .
Reste a` s’occuper du nume´rateur. L’ide´e est ici d’introduire une me´diane M du
processus Gaussien afin d’utiliser les ine´galite´s de concentration pour les normes de
processus Gaussiens. On peut trouver dans le livre de Ledoux et Talagrand (lemme
3.1 dans [LT91] que ∀u > 0,
P
(|N2p,Rt(Z)−M | ≤ √u) ≥ 2P(Y ≥√uρ(λt, Rt, t)) . exp(−u2ρ(λt, Rt, t)
)
ou` Y est une Gaussienne centre´e re´duite et la dernie`re ine´galite´ provient d’une
ine´galite´ de queue de Gaussienne. Admettons pour simplifier les notations qu’on ait
fait ǫ→ 0. On a :
P
(
N2p2p,Rt(Z) ≥ 2ptpβ
d(1−p)
t
)
≤ P
(
|N2p,Rt(Z)−M | ≥
√
2tβ
−d/(2q)
t −M
)
. exp
(
−ρ(λt, Rt, t)
2
(√
2tβ
−d/(2q)
t −M
)2)
.
52 3. IDE´ES DES PREUVES
Si M ≪ √tβ−d/(2q)t , alors
P
(
N2p2p,Rt(Z) ≥ 2ptpβ
d(1−p)
t
)
. exp
(
−tβ−d/qt ρ(λt, Rt, t)
)
.
Finalement, si M ≪ √tβ−d/(2q)t , avec ǫ→ 0, on a
P
(
It ≥ tpβd(1−p)t
)
. exp
(
λtt+
( ǫ
2
− 1
)
tβ
−d/q
t ρ(λt, Rt, t)
)
. exp
(
λtt− tβ−d/qt ρ(λt, Rt, t)
)
ou encore
= exp
(
λtt− tβ
−d/q
t
Υ(λt, Rt, t)
)
. (22)
Le cas α-stable sous-critique diffe`re le´ge`rement car nous avons calcule´ les mo-
ments exponentiels de la norme du temps local. Il y a donc grossie`rement une in-
e´galite´ du type Markov exponentielle en plus. On aboutit donc de la meˆme manie`re
a`
∀θ tel que θ < βα−d/qt ρ(λt, Rt, t), E
[
exp
(
θβ
d/q−α
t Np(lt)
)]
. exp (λtt) . (23)
On voit qu’il reste a` de´terminer la limite lorsque le temps t tend vers l’infini. Ce-
pendant, on a vu que Rt de´pendait a` la fois du temps et de l’espace, plus pre´cise´-
ment Rt = Rβt. On doit donc prendre aussi la limite en espace R dans la constante
ρ(λt, Rt, t) ou Υ(λt, Rt, t). Cela constitue la deuxie`me partie de la preuve de la borne
supe´rieure et, comme on l’a dit pre´ce´demment, celle-ci diffe`re dans les trois re´sultats
propose´s. Nous avons donc se´pare´ ces questions dans les trois sections suivantes.
Remarque 4.2. La condition M ≫ √tβ−d/(2q)t est tre`s importante dans notre
approche. En effet, comme nous allons le voir dans le paragraphe suivant, c’est elle
qui restreint nos re´sultats a` des e´chelles ou` It est tre`s grand devant sa moyenne.
4.1. Cas critique et sur-critique α-stable. C’est la suite de la de´monstra-
tion du The´ore`me 2.19 du Chapitre 2. Dans ce cas la`, la taille du tore R ne de´pend
pas du temps t. Compte tenu de la vitesse de de´viation du the´ore`me 2.19 et de
l’e´quation (22), il est naturel de poser pour a > 0, λt = aβ
−d/q
t . On a alors
lim sup
t→+∞
β
d/q
t
t
log
(
It ≥ tpβd(1−p)t
)
. a− 1
lim sup
t→+∞
Υ(λt, R, t)
.
On doit donc montrer que
lim sup
a→0
lim sup
t→+∞
Υ(λt, R, t) ≤ Υ,
c’est a` dire
lim sup
a→0
lim sup
t→+∞
sup
{
< f,GR,λtf >R, N(2p)′,R(f) = 1
}
≤ sup{< f,Gf >,N(2p)′(f) = 1} .
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Figure 1. Fonction plateau pour d = 1
L’ide´e est ici de construire a` partir du maximiseur du premier membre, le can-
didat a` maximiser le deuxie`me membre. Conside´rons f la fonction qui maximise le
premier membre. C’est une fonction de´finit sur Zd de pe´riode R. On la tronque donc
par une fonction plateau ψ de la forme donne´e par la figure 1.
Le candidat a` re´aliser le supremum du deuxie`me membre est donc g = ψf
N(2p)′ (ψf)
.
Puisque la troncature nous fait perdre de la matie`re sur les bords de f , on veut
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pouvoir choisir f telle que sa norme sur les bords de [0, R]d soit faible. Suivant
une ide´e de Varadhan, on peut faire ce choix la` puisque toute les translate´es de f
atteignent elles aussi le supremum du premier membre. Grossie`rement on a :
< g,Gg >=
1
N2(2p)′(ψf)
< ψf,G(ψf) >&< f,Gf >R .
On doit maintenant comparer G et GR,λt . Dans le cas critique et sur-critique α-
stable, on utilise ici de manie`re cruciale l’hypothe`se 2.16 (voir Chapitre 2). Elle
nous permet d’avoir les estime´es de probabilite´s de transitions pour une cate´gorie
de marches α-stables obtenues par Bass et Levin (voir The´ore`me 6.3). Ces estime´es
nous permettent de mieux comprendre le comportement de la fonction de Green en
montrant a` travers un lemme pre´liminaire qu’il existe une constante C telle que
GR,λt(x, y) ≤ G(x, y) +
C
λtRd
.
Ainsi on obtient :
< g,Gg >&< f,GR,λtf >R −C
N21,R(f)
λtRd
.
Par ailleurs, comme N(2p)′,R(f) = 1, on a N1,R(f) ≤ Rd/(2p) et ainsi
< g,Gg >&< f,GR,λtf >R −
C
λtRd/q
.
En passant au sup sur les fonctions g de norme (2p)′ e´gale a` 1, on a
Υ & Υ(a,R, t)− C
λtRd/q
. (24)
Ainsi, pour un choix de R tel que λtR
d/q ≫ 1, on a re´pondu a` la question.
4.2. Cas sous-critique. C’est la suite de la de´monstration du The´ore`me 2.3 du
Chapitre 2. Compte tenu de la vitesse de de´viation du the´ore`me 2.3 et de l’e´quation
(22), il est naturel de poser λt = aβ
−2
t . On a alors ∀a > 0,
lim sup
t→+∞
β2t
t
logP
(
It ≥ tpβd(1−p)t
)
≤ a− lim sup
t→+∞
β
2−d/q
t ρ(λt, Rt, t).
Dans le cas de la marche simple, le ge´ne´rateur infinite´simal de la marche A est donne´
par le Laplacien discret. Ainsi,
ρ(λt, Rt, t) = inf
{
λtN
2
2,Rt(f) +
1
2
N22,Rt(∇f), N2p(f) = 1
}
.
La constante de de´viation finale est l’e´quivalente continue, c’est a` dire qu’on cherche
a` montrer que
lim sup
t→+∞
inf
{
aβ
−d/q
t N
2
2,Rt(f) +
1
2
β
2−d/q
t N
2
2,Rt(∇f), N2p(f) = 1
}
≥ inf
{
a ‖h‖22 +
1
2
‖∇h‖22 , ‖h‖2p = 1
}
. (25)
4. BORNES SUPE´RIEURES 55
On voit que la difficulte´ majeure de cette question est de maˆıtriser le passage du dis-
cret au continu. Il faut arriver a` partir d’un minimiseur discret du premier membre a`
construire un candidat continu minimiseur du deuxie`me membre. Nous nous sommes
inspire´s d’une me´thode propose´e par Becker et Ko¨nig [BK11] pour la de´monstration
d’une question analogue. L’ide´e est d’abord de de´finir Rt la taille du tore, comme
e´tant Rβt. Le parame`tre βt correspond au pas de la discre´tisation qui va permettre
de passer du discret au continu. Soit f la fonction qui minimise le premier membre.
On construit la fonction g suivante :
g(x) = β
d/(2p)
t f(⌊βtx⌋) + partie line´aire.
On cherche a` construire la fonction g de manie`re a` ce qu’elle soit R-pe´riodique et
qu’elle conserve la ”partie gradient”, c’est a` dire que
‖∇g‖22,R = β2−d/qt N22,Rβt(∇f).
La renormalisation entrant dans la de´finition de g permet de se ramener d’un tore de
rayon Rβt a` un tore de rayon R. La fonction x→ f(⌊βtx⌋) est constante sur chaque
cube de longueur 1/βt du tore de rayon R. Ainsi, la fonction g est une interpolation
line´aire de celle-ci sur chaque cube de longueur 1/βt. La partie line´aire de´finit cette
interpolation de manie`re a` conserver la ”partie gradient”. Pour cela (voir figure 2),
chaque cube de longueur 1/βt est divise´ en d! te´trae`dres. L’interpolation line´aire est
de´finit sur chacun de ces te´trae`dres de manie`re a` ce que la fonction g soit continue
partout et qu’elle co¨ıncide avec la fonction x → f(⌊βtx⌋) sur chaque sommet des
cubes de longueur 1/βt. Construite ainsi, la fonction g conserve la ”partie gradient”,
c’est a` dire que
‖∇g‖22,R = β2−d/qt N22,Rβt(∇f).
La fonction g ayant e´te´ construite pour controˆler la norme 2 du gradient, le gros du
travail re´side dans le controˆle de la norme 2p et la norme 2 de g. L’ide´e est que la
premie`re partie de la de´finition de g, a` savoir la fonction x→ f(⌊βtx⌋) va donner la
norme 2 et 2p de la fonction f de de´part, c’est a` dire que :∥∥∥βd/(2p)t f(⌊βt·⌋)∥∥∥
2p
= N2p,Rβt(f) = 1 et
∥∥∥βd/(2p)t f(⌊βt·⌋)∥∥∥
2
= β
−d/(2q)
t N2,Rβt(f).
Une analyse assez fine du comportement de la partie line´aire permet de montrer que
celle-ci va eˆtre ne´gligeable, et ainsi de montrer que
‖g‖22,R . β−d/qN22,Rβt(f) + ot
(
β
2−d/q
t N
2
2,Rβt(∇f)
)
et
‖g‖22p,R & 1− ot
(
β
2−d/q
t N
2
2,Rβt(∇f)
)
.
On est donc passe´ d’un fonction discre`te Rβt-pe´riodique a` une fonction R-
pe´riodique continue. Il faut maintenant passer a` une fonction de Rd candidate a`
re´aliser l’infimum de la formule variationelle finale. Pour cela, on tronque mainte-
nant la fonction g qui est R-pe´riodique par une fonction plateau ψ analogue au
cas pre´ce´dent (voir figure 1) afin de pouvoir la conside´rer comme une fonction sur
R
d. Ainsi la fonction h = ψg‖ψg‖2p est notre candidate pour re´aliser l’infimum dans
le deuxie`me membre de (25). La pente de la troncature est choisie de fac¸on a` ce
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Figure 2. Construction de l’interpolation
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que l’on perde peu sur la ”partie gradient”, et de la meˆme manie`re que dans le cas
pre´ce´dent, les translate´es de f atteignant elles-aussi l’infimum, on peut choisir une
des translate´es de f telle que l’on perde peu sur la norme 2p en tronquant g. Ainsi,
on a
a ‖h‖22 +
1
2
‖∇h‖22 =
1
‖ψg‖22p
(
a ‖ψg‖22 +
1
2
‖∇(ψg)‖22
)
∼ 1‖g‖22p,R
(
a ‖g‖22,R +
1
2
‖∇g‖22,R
)
.
Ainsi,
a ‖h‖22+
1
2
‖∇h‖22 . aβ−d/qt N22,Rβt(f)+
1
2
β
2−d/q
t N
2
2,Rβt(∇f)+ ot
(
β
2−d/q
t N
2
2,Rβt(∇f)
)
.
On conclut la preuve en passant a` l’inf sur les fonctions f de norme 2p e´gales a` 1.
Remarque 4.3. La fonction g construite est une interpolation de la fonction
f de de´part. Les deux fonctions co¨ıncident sur les sommets du re´seau et la valeur
de l’interpolation sur chaque te´trae`dre de´pend uniquement de la valeur de f sur les
sommets de ce dernier. L’interpolation est donc locale, ceci est a` mettre en lien avec
le fait que l’ope´rateur g → ‖∇g‖2 est local.
4.3. Cas sous-critique α-stable. C’est la suite de la de´monstration du The´o-
re`me 2.17 du Chapitre 2. A ce niveau de la de´monstration, on a montre´ que
∀θ tel que θ < βα−d/qt ρ(λt, Rt, t), E
[
exp
(
θβ
d/q−α
t Np(lt)
)]
. exp (λtt) .
Compte tenu de la vitesse de la de´viation, il est naturel de poser λt = aβ
−α
t . On a
alors :
∀θ tel que θ < βα−d/qt ρ(λt, Rt, t),
βαt
t
E
[
exp
(
θβ
d/q−α
t Np(lt)
)]
. a.
La constante de de´viation ρ(λt, Rt, t) apparaˆıt ici comme borne supe´rieure du
domaine de validite´ du parame`tre θ. On doit comme pre´ce´demment trouver une
borne infe´rieure de celle-ci. Comme dans le cas de la marche simple, la constante de
de´viation finale vit dans le continu. Ainsi pour passer du discret au continu on va
comme pre´ce´demment faire un changement d’e´chelle en posant Rt = Rβt la taille du
tore. Le re´sultat e´tant valable quelque soit θ tel que θ < β
α−d/q
t ρ(λt, Rt, t), il reste
donc a` trouver une minoration a` la limite suivante :
lim inf
R→+∞
lim inf
t→+∞
inf
{
aβ
−d/q
t N
2
2,Rβt(f)− < f,ARβtf >Rβt , N2,Rβt(f) = 1
}
.
Une difficulte´ supple´mentaire dans le cas des marches α-stables provient du fait que
le ge´ne´rateur de la marche n’est plus le Laplacien discret. De fait nous ne connaissons
que peu de choses sur ce type de marche. On peut trouver dans Le Gall et Rosen
[LGR91] que µ la loi de l’incre´ment de la marche ve´rifie
F (µ)(ω) =
ω→0
1− |ω|α + o(|ω|α). (26)
Cette hypothe`se e´tant la seule que nous avions, et la constante finale de de´via-
tions e´tant exprime´e en Fourier, nous avons travaille´ sur une version Fourier de la
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constante de de´viation ρ(λt, Rt, t). Dans cette optique, on peut reformuler celle-ci
en :
βα−d/qρ(λt, Rt, t)
= inf

aβ−d/qt N22,Rβt(f) + β
α−d/q
t
(Rβt)d
∑
x∈TRβt
|FRβt(f)(z)|2
(
1− F (µ)
(
x
Rβt
))
, N2p,Rβt(f) = 1

 .
On cherche donc a` montrer que
lim inf
R→+∞
lim inf
t→+∞
inf

aβ−d/qt N22,Rβt(f) + β
α−d/q
t
(Rβt)d
∑
x∈TRβt
|FRβt(f)(z)|2
(
1− F (µ)
(
x
Rβt
))
, N2p,Rβt(f) = 1


≥ inf
{
a ‖g‖22 +
1
2
∫
Rd
|ω|α|Fg(ω)|2, ‖g‖2p = 1
}
=: ρ(a),
car inf {a, ρ(a) > θ} =
(
θ
ρ
) α
α−d/q
qui est le re´sultat voulu. Comme pre´ce´demment
il faut construire a` partir du minimiseur f de la formule discre`te un candidat pour
minimiser la formule continue. Admettons un instant pour simplifier les notations
que nous n’ayons pas projete´ la marche sur le tore de rayon TRβt . A ce moment la`,
la formule variationelle discre`te devient
inf
{
aN22 (f) +
∫
[0,2π]d
|F (f)(ω)|2 (1− F (µ)(ω)) dω,N2p(f) = 1
}
.
L’ide´e a e´te´ de chercher la fonction g sous forme de convole´e. C’est a` dire que
l’on pose
g(·) = f ∗ ϕ(·) :=
∑
z∈Zd
f(z)ϕ(· − z)
ou` ϕ est une fonction a` de´terminer. A ce moment la`,∫
Rd
|ω|α|Fg(ω)|2 =
∫
Rd
|ω|α|F (f)(ω)F(ϕ)(ω)|2dω.
Comme dans le cas pre´ce´dent, on demande en premier lieu a` la fonction g de conser-
ver la ”partie gradient”, de´sormais repre´sente´e par la partie transforme´e de Fourier.
En posant
F(ϕ)(ω) =
√
1− F (µ)(ω)
|ω|α 1I
{
ω ∈ [0, 2π]d}
on a bien ∫
Rd
|ω|α|Fg(ω)|2 =
∫
[0,2π]d
|F (f)(ω)|2 (1− F (µ)(ω)) dω.
Il reste maintenant a` ve´rifier que construite ainsi, les normes 2 et 2p de g sont proches
de celles de f . On travaille d’abord sur la norme 2. On remarque que comme la
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marche ale´atoire est dans le domaine d’attraction d’un processus α-stable, on sait
que µ ve´rifie (26) et donc que lim
ω→0
F(ϕ)(ω) =
0
1. Par Parseval, on a :
‖g‖2 = ‖f ∗ ϕ‖2 = ‖F(f ∗ ϕ)‖2 = ‖F (f)F(ϕ)‖2
≤‖F (f)‖2 + ‖F (f)(1− F(ϕ))‖ . N2(f) + ne´gligeable.
La partie la plus de´licate de la preuve est de controˆler la norme 2p de f . En utilisant
la formule d’inversion de Fourier et la de´finition de F(ϕ), on peut voir que
g(x) =
∫
[0,2π]d
F (f)(ω)F(ϕ)(ω) exp (2iπ < x, ω >) dω
=
∫
[0,2π]d
F (f)(ω) exp (2iπ < x, ω >) dω
−
∫
[0,2π]d
F (f)(ω) (1− F(ϕ)(ω)) exp (2iπ < x, ω >) dω (27)
Notons h(x) le premier terme de (27). On peut remarquer que h(⌊·⌋) = f(·). Ainsi,
en introduisant la fonction
h¯(x) =
∑
z∈Zd
h¯z 1I {x ∈ Q(z)}
ou` Q(z) est le cube unite´ centre´ en z et h¯z =
∫
Q(z)
h(x)dx, on a que
‖h‖2p ≥ ‖h(⌊·⌋)‖2p −
∥∥h¯− h(⌊·⌋)∥∥
2p
− ∥∥h− h¯∥∥
2p
≥ N2p(f)− ne´gligeable.
On montre que ces derniers termes sont ne´gligeables en utilisant l’ine´galite´ de Poin-
carre´. C’est d’ailleurs dans le but de l’utiliser que nous avons introduit la fonction
approximante h¯. Il reste a` montrer que deuxie`me terme de (27) est ne´gligeable. On
le montre en utilisant a` nouveau le fait que µ ve´rifie (26) et donc que F(ϕ)(ω) =
0
1.
Le fait d’avoir suppose´ que nous n’avions pas projete´ sur le tore de rayon Rβt
occulte une difficulte´ majeure de la preuve qui est le passage du discret au continu
puisque la transforme´e de Fourier d’une fonction de Zd est une fonction de Rd. La
transforme´e de Fourier fait alors le travail de passer dans le continu. Par contre, la
transforme´e de Fourier d’une fonction sur TRβt est une fonction sur TRβt , on reste
donc dans le discret. L’ide´e a donc e´te´ de raffiner la me´thode pre´ce´dente en posant
gR(·) = βd/(2p)t h ∗ ϕ(βt·) := βd/(2p)t
∑
k∈TRβt
h(k)ϕ(βt · −k).
La proce´dure est la meˆme que celle pre´sente´e pre´ce´demment. On de´termine ϕ de ma-
nie`re a` conserver la partie donne´e par la transforme´e de Fourier. La fonction ainsi
construite est une fonction R-pe´riodique et 1/βt correspond au pas de la discre´tisa-
tion pour passer du discret au continu. Tous les termes que nous avons conside´re´s
comme ne´gligeables le sont graˆce a` ce pas de discre´tisation. Ils disparaissent donc
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lorsque βt → +∞. Nous avons donc re´ussi a` montrer que
lim inf
t→+∞
inf
{
aβ
−d/q
t N
2
2,Rβt(f)− < f,ARβtf >Rβt , N2,Rβt(f) = 1
}
≥ inf
{
a ‖g‖2,R +Rd
∑
z∈Zd
|FR(g)(z)|2 |z/R|2 , ‖g‖2p,R = 1
}
Remarque 4.4. Dans tout les cas, on peut voir que le choix de λt est e´gal a`
aβ
−max(α,d/q)
t .
Remarque 4.5. Contrairement au cas de la marche a` variance finie, l’ope´ra-
teur conside´re´ ici f → ∫
Rd
|ω|α |Fg(ω)| dω est non local. Une interpolation locale
avait donc peu de chance de convenir. L’ide´e d’utiliser une convole´e provient de la
ne´cessite´ de re´pondre a` cette caracte´ristique de l’ope´rateur.
5. Identification des bornes et non de´ge´ne´rescence des constantes
5.1. Cas sous-critique. La borne infe´rieure donne directement la bonne constante
χd,p = inf
{
1
2
‖∇g‖22 , ‖g‖2 = ‖g‖2p = 1
}
. La borne supe´rieure donne la constante
suivante :
inf {a− ρ(a), a > 0} ou` ρ(a) = inf
{
a ‖g‖22 +
1
2
‖∇g‖22 , ‖g‖2p = 1
}
.
Afin d’e´galiser ces constantes, on utilise la renormalisation gγ(·) = γd/(2p)g(β ·) qui
permet apre`s optimisation en γ de pouvoir calculer explicitement l’infimum en a.
Une dernie`re renormalisation permet de montrer que
inf {a− ρ(a), a > 0} = −χd,p.
On a vu dans la proposition 2.1 du Chapitre 2 que la constante χd,p e´tait lie´e a` la
meilleure constante dans une ine´galite´ du type Gagiardo-Nirenberg, cela permet de
montrer que celle-ci est non de´ge´ne´re´e.
5.2. Cas critique et sur-critique α-stable. Dans ce cas la`, la borne supe´-
rieure est donne´ par − 1
Υ
ou` Υ = sup
{
< f,Gf >, ‖f‖(2p)′ = 1
}
tandis que la borne
infe´rieure est donne´e par −Θ ou` Θ = inf
{
<f,−A,f>
N22p(f)
, N2(f) = 1
}
. L’identification des
deux constantes se fait en deux temps. Dans un premier temps, on remarque que la
de´monstration du the´ore`me 2.19 donne 1/Υ ≤ Θ. Il reste donc a` montrer l’ine´galite´
inverse. Cela de´coule du fait que −A ◦G = id et que G peut-eˆtre vu comme un ap-
plication de l(2p)
′
(Zd) dans l2p(Zd). En effet, admettons que la fonction g approche
le supremum dans la de´finition de Υ et posons f = Gg
Υ
. On peut remarquer que
N2p(f) ≥ 1 et que N2(f) < +∞. Ainsi
Υ ∼< g,Gg >=< −A ◦Gg,Gg >=< −ΥAf,Υf >
≥ Υ2 inf {< f,−Af >,N2p(f) ≥ 1, N2(f) < +∞} = Υ2Θ,
et donc 1
Υ
≥ Θ. La non-de´ge´ne´rescence des constantes se montre se´pare´ment pour
le cas critique et le cas sur-critique. Ce dernier est assez simple puisqu’il provient
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du fait que sous l’hypothe`se p(d − α) > d, la norme p de G est finie. Pour le cas
critique, nous avons invoque´ un re´sultat de Varopoulos [Var85] qui relie estime´es
des probabilite´s de transition et ine´galite´ fonctionnelle sur la forme de Dirichlet.
6. De l’e´chelle a` respecter
Nous revenons plus en de´tail sur la Remarque 4.2. On a vu qu’il e´tait ne´cessaire
d’avoir M2 ≪ tβ−d/qt . Reste donc a` calculer l’ordre de grandeur de M pour de´termi-
ner ce que la condition pre´ce´dente implique. On rappelle que M est une me´diane du
processus Gaussien Z centre´ et de matrice de covariance GRt,λt . Comme la variable
ale´atoire ‖Z‖2p,Rt est positive, on a M ≤ 2E[‖Z‖2p,Rt ] et il est donc facile de voir
que M2 = O(R
d/p
t GRt,λt(0, 0)). Ainsi l’ordre de grandeur de M est lie´e a` celui de la
fonction de Green de la marche projete´e sur le tore de rayon Rt et arreˆte´e au temps
exponentiel τ . La fonction de Green mesurant le temps moyen passe´ par la marche
sur chaque site, son comportement asymptotique est lie´ a` deux parame`tres. D’une
part la relation entre dimension et moment de l’incre´ment, et d’autre part la relation
entre taille du tore sur lequel la marche a e´te´ projete´ et le temps exponentiel d’arreˆt
de la marche. En effet, si α ≥ d, alors la marche est re´currente, et GRt,λt devrait
eˆtre grand. Par contre si α < d, la marche est transitoire et GRt,λt devrait eˆtre petit.
De la meˆme manie`re, la marche met un temps de l’ordre de Rαt pour sortir d’une
boule de rayon Rt. La moyenne du temps exponentiel τ e´tant 1/λt, si 1/λt ≤ Rαt
alors la marche est arreˆte´e avant de sortir de la boule, et donc son comportement
est le meˆme que celui de la marche non projete´e. On ne fait donc pas grossir artifi-
ciellement G. Par contre si 1/λt ≫ Rαt , la marche est arreˆte´e apre`s eˆtre sorti de la
boule, la projection sur le tore fait alors augmenter la valeur de GRt,λt . Ces diffe´rents
parame`tres sont pris en compte dans les propositions suivantes qui donnent l’ordre
de grandeur de la fonction de Green dans les diffe´rents cas que nous avons e´tudie´s.
6.1. Marches a` variance finie. On s’inte´resse ici au cas sous-critique. On
rappelle que dans ce cas la` λt = aβ
−2
t .
Proposition 6.1. Conside´rons la marche simple sur Zd. Quelque soit a > 0 on
pose λt = aβ
−2
t . Supposons de plus que βt ≫ 1, alors ∀a,R > 0
(1) Pour d = 1, GRβt,λt(0, 0) = O(βt).
(2) Pour d = 2, GRβt,λt(0, 0) = O(log βt).
(3) Pour d ≥ 3, GRβt,λt(0, 0) = O(1).
L’ide´e de la de´monstration est d’utiliser des estime´es des probabilite´s de transi-
tion pour des marches a` valeurs dans des espaces finis. Ce type de marche ve´rifiant
des ine´galite´s de Nash, on a comme conse´quence des the´ore`mes 3.3.15 et 2.3.1 dans
[SC97] des ine´galite´s du type
∃C > 0 tel que ∀s > 0,
∣∣∣∣pRβts (0, 0)− 1(Rβt)d
∣∣∣∣ ≤ Csd/2
ou` pRβts est la probabilite´ de transition de la marche projete´e sur le tore de rayon
Rβt. Compte tenu de ces estime´es, il est facile de conclure la de´monstration. Ainsi
en utilisant le fait que M2 = O((Rβt)
d/pGRβt,λt(0, 0)) on a
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(1) Pour d = 1, M2 = O(β
2−1/q
t ).
(2) Pour d = 2, M2 = O(β2/p log βt).
(3) Pour d ≥ 3, M2 = O(βd/pt ).
La contrainte d’e´chelle provenant de la borne supe´rieure qui est on le rappelleM2 ≪
tβ
−d/q
t devient alors :
(1) Pour d = 1, β2t ≪ t.
(2) Pour d = 2, β2t ≪ tlog t .
(3) Pour d ≥ 3, βdt ≪ t.
On rappelle que nous avons vu dans la remarque 2.4 du Chapitre 2 que ces contraintes
correspondent aux e´chelles de tre`s grandes de´viations. C’est a` dire que l’on regarde
la probabilite´ que It soit tre`s grand devant sa moyenne. Notre incapacite´ a` passer
a` l’e´chelle de la moyenne provient de cette ne´cessite´ a` compenser la me´diane du
processus Gaussien.
6.2. Marches α-stables.
6.2.1. Cas sous-critique. On rappelle que dans ce cas-la`, λt = aβ
−α
t . On aimerait
dans le cas des marches α-stables avoir un re´sultat e´quivalent a` la proposition 6.1
donne´ par la proposition suivante :
Proposition 6.2. Soit α ∈]0, 2]. Quelque soit a,R > 0 on pose λ = aβ−αt .
Supposons de plus que βt ≫ 1, alors
(1) Pour α > d, GRβt,λt(0, 0) = O(β
α−d
t ).
(2) Pour α = d, GRβt,λt(0, 0) = O(log βt).
(3) Pour α < d, GRβt,λt(0, 0) = O(1).
Malheureusement nous n’avons pas obtenu ce re´sultat dans toute sa ge´ne´ralite´.
La difficulte´ de ce re´sultat vient du fait que l’estime´e suivante,
∃C > 0 tel que ∀s > 0,
∣∣∣∣pRβts (0, 0)− 1(Rβt)d
∣∣∣∣ ≤ Csd/α .
qui semble naturelle, n’est pas -a` notre connaissance- prouve´e a` ce jour. Il nous a
donc fallu faire sans. Nous avons donc utilise´ de puissants re´sultats d’estime´es de
probabilite´s de transitions pour les marches α-stables ve´rifiant l’hypothe`se 2.16, c’est
a` dire celles dont la loi de l’incre´ment µ ve´rifie
∃C1, C2 > 0 tels que ∀x, y ∈ Zd, C1|y − x|d+α ≤ µ(y − x) ≤
C2
|y − x|d+α .
Un des inconve´nients majeurs de cette hypothe`se est qu’elle exclut le cas de la
marche simple. Cependant, cette hypothe`se sert exclusivement a` obtenir des estime´es
pour la fonction de Green. Or nous avons vu dans la section pre´ce´dente, que dans le
cas de la marche simple, les connaissances e´tant nettement plus de´veloppe´es, on a
des estime´es de probabilite´ de transition nous permettant d’obtenir le re´sultat voulu
sans hypothe`se supple´mentaire. On se place sous l’hypothe`se 2.16 afin d’utiliser les
re´sultats suivants dus a` Bass et Levin [BL02].
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The´ore`me 6.3. Bass et Levin 02.
Sous l’hypothe`se 2.16, il existe une constante C telle que pour tout t > 0 et pour
tout x, y ∈ Zd,
pt(x, y) ≤ C
(
t−d/α ∧ t|x− y|d+α
)
A l’aide de ce re´sultat, nous avons pu obtenir les estime´es pre´ce´dentes pour la
fonction de Green. Comme dans le cas des marches a` variance finie, les estime´es
de la fonction de Green donne´es par la proposition 6.2 donnent des estime´es de la
me´diane du processus Gaussien puisque M2 = O(Rd/pGR,λ(0, 0)). Ainsi,
(1) Pour α > d, M2 = O(β
α−d/q
t ).
(2) Pour α = d, M2 = O(βd/p log βt).
(3) Pour α < d, M2 = O(β
d/p
t ).
Couple´es avec la contrainte d’e´chelle M2 ≪ tβ−d/qt , ces re´sultats donnent les
conditions suivantes :
(1) Pour α > d, βαt ≪ t.
(2) Pour α = d, βdt ≪ tlog t .
(3) Pour α < d, βdt ≪ t.
On rappelle comme on l’a vu lors de l’e´nonce´ du the´ore`me 2.17 que ce sont ces
contraintes qui restreignent nos re´sultats a` des re´sultats du type tre`s grandes de´via-
tions.
Remarque 6.4. L’hypothe`se 2.16 n’est utilise´e que pour avoir des estime´es de la
fonction de Green. Ainsi, elle ne joue pas de roˆle dans les intersections de la marche
et nous pensons qu’elle n’est pas ne´cessaire a` l’obtention du re´sultat de grandes
de´viations. C’est pourquoi nous l’avons qualifie´e d’hypothe`se technique. Une question
inte´ressante serait donc d’obtenir les estime´es de la fonction de Green en se passant
de cette hypothe`se.
6.2.2. Cas critique et sur-critique. On rappelle que dans ce cas la` λt = aβ
−d/q
t
et qu’on a toujours la condition M2 ≪ tβ−d/qt qui sert a` compenser la me´diane du
processus Gaussien. On rappelle que M2 = O
(
Rd/pGR,λt(0, 0)
)
, ainsi de la meˆme
manie`re que pre´ce´demment on cherche des estime´es de la fonction de Green. On se
place a` nouveau sous l’hypothe`se 2.16 pour obtenir l’estime´e suivante,
GR,λt(0, 0) ≤ G(0, 0) +
1
λtRd
.
Ainsi, compte tenu du fait que p(d−α) ≥ d, on a ne´cessairement d > α, la marche est
donc transitoire. De ce fait, a` partir du moment ou` λtR
d ≫ 1, on aGR,λt(0, 0) = O(1)
et donc M2 = O(Rd/p). La condition M2 ≪ tβ−d/qt devient donc Rd ≪ tpβ−dp/qt . Par
ailleurs, on a vu que dans cas la`, la convergence de la constante e´tait conditionne´e
au fait que λtR
d/q ≫ 1 (Cf (24)), c’est a` dire Rd ≫ βdt . Les deux conditions Rd ≪
tpβ
−dp/q
t et R
d ≫ βdt donnent βt ≪ t ce qui est e´quivalent a` dire que l’on se place
sur une e´chelle de tre`s grandes de´viations (Cf the´ore`me 2.19).
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Nous avons essaye´ de prouver avec cette me´thode des re´sultats de de´viations
mode´re´es. Grossie`rement, la me´diane du processus Gaussien doit compenser l’espe´-
rance du temps local d’auto-intersections. Il faudrait donc dans un premier temps
re´ussir a` montrer que |M2 − E[It]| = o(M2) et de´terminer l’ordre de cette diffe´rence
qui devrait eˆtre celui de l’e´cart type du temps local d’auto-intersection. Si, comme
nous l’avons dit en section 2.4, on connaˆıt bien E[It] graˆce aux re´sultats de type loi
des grands nombres, il n’en est pas de meˆme de la me´diane. On notera d’ailleurs
que ce sont les estime´es de celle-ci (par l’interme´diaire de la fonction de Green) qui
restreignent nos re´sultats.
CHAPITRE 4
Large deviations for self-intersection local times of stable
random walks
Abstract. Let (Xt, t ≥ 0) be a random walk on Zd. Let lT (x) =
∫ T
0
δx(Xs)ds
the local time at the state x and IT =
∑
x∈Zd
lT (x)
q the q-fold self-intersection local
time (SILT). In [Cas10] Castell proves a large deviations principle for the SILT of
the simple random walk in the critical case q(d − 2) = d. In the supercritical case
q(d − 2) > d, Chen and Mo¨rters obtain in [CM09] a large deviations principle for
the intersection of q independent random walks , and Asselah obtains in [Ass09] a
large deviations principle for the SILT with q = 2. We extend these results to an
α-stable process (i.e. α ∈]0, 2]) in the case where q(d− α) ≥ d.
1. Introduction
Let (Xt, t ≥ 0) be a continous time random walk on Zd with jump rate 1, whose
generator is denoted by A :
Af(x) =
∑
y∈Zd
µ(y − x)(f(y)− f(x))
where µ is the law of the jump, i.e. the law of X˜1 where (X˜n, n ∈ N) is the embedded
discrete time Markov chain of (Xt, t ≥ 0). We assume that µ is in the domain of
attraction of a stable law of index α and that µ is symmetric. More precisely we
assume the following assumption :
1.0.2.1. Assumption 1 :
– ∃ c1, c2 > 0 such that ∀x, y ∈ Zd, c1|y−x|d+α ≤ µ(y − x) ≤ c2|y−x|d+α .
– µ is symmetric.
In this article we are interested in the q-fold self intersection local time (SILT), i.e. :
IT =
∑
x∈Zd
lT (x)
q with lT (x) =
∫ T
0
δx(Xs)ds.
The study of self-intersection is naturally arising from both probability and phy-
sics. In probability this quantity naturally arises from study of random walk in
random scenery for instance. In physics we can cite the Polaron problem in quan-
tum mechanics and the study of polymers in statistical mechanic. For the latter,
represent a polymer as a chain of N molecules which is considered as a random walk
(Xn, n ∈ [0, N ]). Physicists study measures of the form exp(−βIN) where IN is the
discrete analogous of IT . When β < 0, the measure favors unfolded polymers with
65
664. LARGE DEVIATIONS FOR SELF-INTERSECTION LOCAL TIMES OF STABLE RANDOM WALKS
few intersections, whereas when β > 0, the measure favors the self-intersections of
the polymers.
To give an idea of the behaviour of IT to the reader, we focus on the most studied
case with α = 2 and q = 2, which means that we consider the l2-norm of the local
times of a random walk with finite variance. The first idea is to point out the very
important role played by the transience or the recurrence of the walk. Of course,
when the walk is recurrent (dimension 1 and 2), it will intersect itself much more
than when it is transient (dimension d ≥ 3). Hence the SILT will be much more
large. More precisely for d = 1, IT ∼ T 3/2 ; for d = 2, IT ∼ T log(T ) ; and for d ≥ 3,
the walk being transient it spends a time of order 1 at each site and IT ∼ T .
The difference between recurrence and transience reappears in the central limit
theorem. In dimension 1 and 2, we have a convergence to the local time of a Brownian
motion (renormalized for d = 2), while for d = 3 a convergence to a normal law takes
place :
– d = 1 : IT
T 3/2
(d)−→ γ1, where γ1 is the intersection local time of a Brownian
motion.
– d = 2 : IT−E[IT ]
T
(d)−→ γ′1, where γ′1 is the renormalized intersection local time of
a Brownian motion.
– d ≥ 3 : IT−E[IT ]√
Var(IT )
(d)−→ N(0, 1).
Since the law of large numbers and limit laws have been established, it is natural
to be interested in the large deviations of the SILT.
The large deviations are the study of rare events. In this article we wonder how IT
can exceed its mean, i.e. we compute the probability P (IT ≥ bqT ) where bqT ≫ E[IT ].
Heuristically, it is interesting to ask how the walk can realize this kind of atypical
event. We propose here a classical strategy for the walk to realize large deviations
of its SILT.
Let us localize the walk on a ball of radius R up to time τ . As µ is in the domain
of attraction of a stable law, there exists (Ut, t ≥ 0) a non degenerate stable process
such that 1
a(t)
Xt −→ U1, where a(t) ∼ t 1α . On one hand, the walk arrives at the
edge of the ball in Rα units of time and the probability of this localization is about
exp(− τ
Rα
). On the other hand, the walk spends about τ
Rd
units of time on each site
of the ball, so IT increases to
(
τ
Rd
)q
Rd = τ qRd(1−q). We want IT = b
q
T , which gives
τ = bTR
d(q−1)
q . Thus the probability of this localization is about exp
(
−bTR
d(q−1)
q
−α
)
.
Maximizing this quantity in R, we obtain three cases :
– d(q−1)
q
− α > 0 ⇔ q(d − α) > d (supercritical case) : in this case the optimal
choice for R is 1. A good strategy to realize the large deviations is to spend a
time of order bT in a ball of radius 1, and then : P (IT ≥ bqT ) ∼ exp(−bT ).
– d(q−1)
q
− α = 0 ⇔ q(d − α) = d (critical case) : here the choice of R does
not matter. Every strategy consisting in spending a time of order bTR
d(q−1)
q
in a ball of radius R such that 1 ≤ R ≪ (T/bT )1/α is a good strategy, so
P (IT ≥ bqT ) ∼ exp(−bT ).
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– d(q−1)
q
− α < 0 ⇔ q(d − α) < d (subcritical case) : a good strategy is to stay
up to time T in a ball of maximal radius, i.e.
(
T
bT
) q
d(q−1)
, thus P (IT ≥ bqT ) ∼
exp
(
−bT
(
bT
T
) αq
d(q−1)
−1)
.
The question of large deviations for the SILT of random walk has very studied
in recent years. The knowledge of the case α = 2 is the most progressed. We make
here a brief review of these results.
– For d = 1, Chen and Li obtain a large deviations principle in [CL04], as they
obtain similar results for Brownian motion.
– For a large deviations principle in the case d = 2, we refer to the work of
Bass, Chen and Rosen [BCR06]. They express the constant in term of the
best possible constant in a Gagliardo-Nirenberg inequality.
– In [Che10], Chen obtains a large deviations principle for all the scales of
deviations for d = 3 and q = 2. For dimension 2 and 3, the main idea is to
first establish the large deviations of q independent random walk then to use
the dyadic decomposition due to Westwater [Wes80].
– In the critical dimension d = 4, a recent paper of Castell [Cas10] states a
large deviations principle, the constant being given in term of the best possible
constant in a Gagliardo-Nirenberg inequality.
– The case of the supercritical dimension d ≥ 5 is treated in two papers. In
[CM09], Chen and Mo¨rters give a large deviations principle concerning mutual
intersection local times of q independent random walks in infinite time horizon,
and Asselah obtains in [Ass09] a large deviations principle for the SILT of a
symmetric random walk. The method used by Castell in [Cas10] and by Chen
and Mo¨rters in [CM09] have the same idea at their core. Indeed, Chen and
Mo¨rters explicitely compute large moments of the intersection local time and
Castell uses Einsenbaum’s Theorem, whose proof is based on the computation
of its large moments.
A recent book of Chen [Che10] summarizes these results. We refer the interested
reader to this work for a precise development of the subject.
In this article, we are interested in the case where α < 2, i.e. the α-stable
random walk. Up to now only subcritical case q(d − α) < d is solved in three
papers, [BCR05],[CLR05] and [CR05]. In these three articles the authors obtain
some large deviations principle, and give the constant in terms of the best possible
constant in a Gagliardo-Nirenberg inequality. We briefly present these results.
– The case α > d (note that imply d = 1) is solved by Chen, Li and Rosen in
[CLR05]. They obtain a large deviations principle for the SILT.
– The case α ≤ d is studied in two articles. Bass, Chen and Rosen explore the
specific case p = 2 and α ∈]2d
3
, d] in [BCR05]. They show a large deviation
principle for the SILT. The idea of the proof is to first study the intersection
of two independent random processes, then to use the dyadic decomposition
due to Westwater.
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– To complete the picture in the case q(d − α) < d, Chen and Rosen [CR05]
obtain a large deviations principle for intersection of q independent stable
processes using Feynman-Kac type large deviations.
This article contributes to the question of large deviations for the self-intersection
local times. We get a large deviations principle in the critical and supercritical case
(i.e. q(d − α) ≥ d). In this situation the local times of the α-stable process do not
exist and we have to consider the SILT of the random walk itself. We point out
that our method allows us to consider the q-fold self intersection local times even
if q is a real number instead of q is an integer. Moreover, denote by QT the mutual
intersection of q independent random walks (X
(i)
t , t ≥ 0, 1 ≤ i ≤ q) defined by
QT =
∑
x∈Zd
q∏
i=1
l
(i)
T (x) =
∫ T
0
· · ·
∫ T
0
1I
X
(1)
s1
=···=X(q)sq
ds1 · · · dsq.
The upper bound of the large deviations principle for the SILT leads to an upper
bound of large deviations for QT by the following inequality :
Q
1/q
T =
(∑
x∈Zd
q∏
i=1
l
(i)
T (x)
)1/q
≤
(
q∏
i=1
∥∥∥l(i)T ∥∥∥
q
)1/q
≤ 1
q
q∑
i=1
∥∥∥l(i)T ∥∥∥
q
.
As q(d − α) ≥ d we have α < d, which implies that the walk is transient. So
lT (x) ∼ 1 and IT ∼ T but of course IT ≤ T q. Therefore we focus on the probability
P (IT ≥ bqT ) for T ≫ bT ≫ T
1
q .
1.0.2.2. Main results.
Let G be the Green function of the random walk (Xt, t ≥ 0) defined by :
G(x, y) = Ex
[∫ +∞
0
1IXt=y dt
]
, ∀x, y ∈ Zd.
Remark that as we have α < d, the walk is transient, which gives that the Green
function does exist. We use the following notations :
ρ(q) = sup
g
{
< g,Gg >, supp(g) compact, ‖g‖(2q)′ = 1
}
,
κ(q) = inf
f
{
< f,−Af >
‖f‖22q
, ‖f‖2 = 1
}
where < ·, · > is the classical scalar product on l2(Zd) and Gg(x) = ∑
y∈Zd
G(x−y)g(y).
Proposition 1.1. Under assumption 1, if q(d − α) ≥ d, then κ(q) is a non-
degenerate constant and κ(q) = 1
ρ(q)
.
The´ore`me 1.2. Large deviations.
Assume that q(d− α) ≥ d and T ≫ bT ≫ T
1
q . Under assumption 1, we have :
lim
T→∞
1
bT
logP [IT ≥ bqT ] = −
1
ρ(q)
. (28)
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1.0.2.3. Sketch of the proof.
The proof of the lower bound of large deviations (Theorem 4.1) is classical. Let
F be the set of the probability measures on Zd endowed by the weak topology of
probability measures. Donsker and Varadhan have proved a restricted large deviation
principle for lT
T
in F with rate function J(ν) =<
√
ν,−A√ν >. Then the lower bound
of the large deviations with constant κ(q) follows from the lower semicontinuity of
the function
ν ∈ F 7→ ‖ν‖q = sup
f ;‖f‖q′=1
{∑
x∈Zd
ν(x)f(x)
}
.
However the large deviations principle for lT
T
being restricted, that is the upper
bound is only true on compact sets, we cannot use it for the upper bound. The
method used here for the upper bound has been recently developed by Castell in
[Cas10]. The main idea is to use Eisenbaum’s theorem to shift the problem from a
symmetric Markov process to a Gaussian process, which is considerably more conve-
nient. Indeed, this theorem relates the law of the local times of a symmetric Markov
process stopped at an exponential time with the square of a Gaussian process, whose
covariance is given by the Green kernel of the stopped Markov process.
First we compare the SILT of the random walk with the SILT of the random
walk projected on the torus, and stopped at an exponential time of parameter λ
independent of the walk (lemma 3.2). Then we apply Eisenbaum’s theorem (theorem
3.3) to arrive at the Gaussian process (Zx, x ∈ TR) whose covariance is given by
GR,λ(x, y) = Ex
[∫ τ
0
δy(X
(R)
s ) ds
]
(lemma 3.4 and 3.5). In lemmas 3.4 and 3.5 we
work on the Gaussian process (Zx, x ∈ TR) using concentration inequalites for norms
of Gaussian processes. We let space and time going together to infinity to obtain a
first upper bound with a constant −1/ρ1.
We finish the proof of the upper bound by proving in proposition 5.1 that
ρ1 ≤ ρ(q). The estimates of the transition probability of an α-stable random walk
obtained by Bass and Levin in [BL02] are a key of its proof. We assume assumption
1 because Bass and Levin need it to obtain these estimates. The upper bound in
this assumption is not surprising since the increments of the walk have moments
of order α. However, the lower bound is less natural since it imposes the walk to
jump of arbitrary distance in Zd. Current results concerning estimates of transition
probabilities for α-stable processes require this kind of assumption. We think that
this assumption is not necessary to obtain large deviations of the SILT, and it would
be interesting to do without it.
Letting R and T go to infinity together ask the question of scale between λ, R
and T . As we stop the random walk at an exponential time τ of parameter λ, we
must control the quantity 1
bT
logP (τ ≥ T ) = λT
bT
. That’s why we define λ as a bT
T
. Ad-
ditionally, the Eisenbaum’s theorem shift the problem from the lq-norm of the local
time lT to the l2q,R-norm of the Gaussian process (Zx, x ∈ TR). Since ‖Z‖22q,R ∼ Rd/q
we have the extra constraint bT ≥ Rd/q. Those two precedent conditions, combined
with the condition λRd/q
′ ≫ 1 coming from proposition 5.1, imply that bqT ≫ T .
That’s why the proof does not work at the scale of the mean bT ∼ T 1/q.
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Next, we have to equalize the lower and upper bound, which is equivalent to
prove κ(q) = 1/ρ(q). This is done in proposition 5.3 where we use some techniques
of Chen and Mo¨rters from [CM09].
Finally it remains to prove that our constants κ(q) and ρ(q) are not degenerate,
which is done in proposition 5.2. We want to point out that in the supercritical case
it is not difficult to prove that ρ(q) is finite. Indeed, from the results of Le Gall
and Rosen [LGR91], we know that G(0, x) = O(|x|α−d), which implies that ‖G‖q
is finite in the supercritical case q(d − α) > d. These estimates cannot answer the
question when q(d−α) = d. So we had to work on κ(q) and the underlying Sobolev’s
inequalities. The solution comes on one hand, from a work of Varopoulos [Var85]
which relates Sobolev’s inequalities and estimates of the probability transition, and
on the other hand, from estimates of the probability transition obtained thanks to
the work of Bass and Levin [BL02].
This article is organized as follows. Section 2 is devoted to the proofs of two
preliminary lemmas, giving some informations on the Green function. We prove a
first upper bound in section 3 and give in section 4 the demonstration of the lower
bound. Finally in section 5 we end the proof of the upper bound by proving that
the constant is not degenerate and equalizing the bounds.
2. Around the Green function
In this section we prove some preliminary results about the Green function which
will be used throughout this article.
Set GR,λ the Green function of the walk (Xt, t ≥ 0) projected on the torus TR
and stopped at an exponential time τ of parameter λ independent of the random
walk. We use the same notation x for x ∈ TR and for its representant in [0, R[d.
Lemme 2.1. Under assumption 1, there exists a constant C such that ∀λ,R >
0, ∀x, y ∈ [0, R]d :
GR,λ(x, y) ≤ G(x, y) + C
λRd
. (29)
De´monstration. Let pRt (x, y) be the transition probability of X
(R)
t the random
walk Xt projected on the torus TR, hence
GR,λ(x, y) = Ex
[∫ τ
0
1IXRs =yds
]
=
∫ +∞
0
exp(−λt)pRt (x, y)dt.
By Theorem 1.1 in [BL02], there exists a constant C such that
∀t ≥ 0, ∀x, y ∈ Zd, pt(x, y) ≤ C
(
t−d/α ∧ t|x− y|d+α
)
.
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Using the change of variable z = ξ − x−y
R
we have, ∀x, y ∈ [0, R]d :
pRt (x, y) =
∑
ξ∈Zd
pt(x, y +Rξ)
≤ pt(x, y) + C
∑
z 6=0
|z|≤ t
1/α
R
1
td/α
+ C
∑
|z|> t1/α
R
t
(R|z|)d+α
≤ pt(x, y) + C
Rd
+ C
∑
|z|> t1/α
R
t
(R|z|)d+α .
Consequently for L > 1 we have :
GR,λ(x, y) ≤
∫ +∞
0
exp(−λt)pt(x, y)dt+
∫ +∞
0
exp(−λt)

 C
Rd
+ C
∑
|z|> t1/α
R
t
(R|z|)d+α

 dt
≤G(x, y) + C
λRd
+ C
∫ +∞
0
t exp(−λt)
Rd+α
∑
|z|> t1/α
R
1
|z|d+αdt
=G(x, y) +
C
λRd
+ C
∫ LRα
0
t exp(−λt)
Rd+α
∑
|z|> t1/α
R
1
|z|d+αdt
+ C
∫ +∞
LRα
t exp(−λt)
Rd+α
∑
|z|> t1/α
R
1
|z|d+αdt. (30)
Let us find an upper bound for the first integral in (30). Using the fact that the
function x→ 1−exp(−x)
x
is bounded on R+ we obtain :∫ LRα
0
t exp(−λt)
Rd+α
∑
|z|> t1/α
R
1
|z|d+αdt ≤
∑
|z|>0
1
|z|d+α
∫ LRα
0
t exp(−λt)
Rd+α
dt
≤ C 1− exp(−λLR
α)
λ2Rd+α
≤ C
λRd
. (31)
We work now on the second integral in (30) :∫ +∞
LRα
t exp(−λt)
Rd+α
∑
|z|> t1/α
R
1
|z|d+αdt ≤ C
∫ +∞
LRα
t exp(−λt)
Rd+α
∑
k> t
1/α
R
1
k1+α
dt
≤ C
∫ +∞
LRα
t exp(−λt)
Rd+α
1(
t1/α
R
− 1
)αdt
= C
∫ +∞
LRα
t exp(−λt)
Rd
1
(t1/α −R)αdt.
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Since t ≥ LRα, we have t1/α −R ≥ t1/α(1− L−1/α), then :∫ +∞
LRα
t exp(−λt)
Rd+α
∑
|z|> t1/α
R
1
|z|d+αdt ≤ C
∫ +∞
LRα
exp(−λt)
Rd(1− L−1/α)αdt
≤ C exp(−LλR
α)
λRd(1− L−1/α)α ≤
C
λRd
. (32)
Gathering (30),(31) and (32) we obtain :
GR,λ(x, y) ≤ G(x, y) + C
λRd
.

Lemme 2.2. Assume that λ and R depend on T in such a way that λ ≪ 1 and
λRd ≫ 1. Under assumption 1, we have :
lim
T→+∞
GR,λ(0, 0) = G(0, 0). (33)
De´monstration. On one hand, by lemma 2.1 there exists a constant C such
that ∀λ,R > 0, GR,λ(0, 0) ≤ G(0, 0) + CλRd . Hence with λRd ≫ 1 we have :
lim sup
T→+∞
GR,λ(0, 0) ≤ G(0, 0).
On the other hand let S > 0. Using the fact that 1 ≥ pRt (0, 0) ≥ pt(0, 0) and
exp(−λt) ≤ 1 for t ≥ 0, we deduce :∫ S
0
exp(−λt)pRt (0, 0) dt =
∫ S
0
pRt (0, 0) + (exp(−λt)− 1)pRt (0, 0)dt
≥
∫ S
0
pt(0, 0) dt−
∫ S
0
(1− exp(−λt)) dt
=
∫ S
0
pt(0, 0) dt+
exp(−λS)− 1 + λS
λ
.
If S is chosen so that S ≫ 1 and 1
λ
(exp(−λS)− 1 + λS)≪ 1, then we have :
lim inf
T→∞
GR,λ(0, 0) ≥ lim inf
T→∞
∫ S
0
exp(−λt)pRt (0, 0) dt ≥
∫ ∞
0
pt(0, 0) dt := G(0, 0).
(34)
Using Taylor series conditions, S ≫ 1 and λS2 ≪ 1 are sufficient. These condi-
tions are compatible because λ→ 0. So, for a such choice of S, we have :
lim inf
T→∞
GR,λ(0, 0) ≥ G(0, 0).

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3. Upper bound
In this section we obtain a first upper bound for the large deviations of IT which
is given in theorem 3.1.
The´ore`me 3.1. Assume that q(d − α) ≥ d and that we are under assumption
1. For all a > 0 we define the parameter λ of the exponential time τ by λ = a bT
T
.
Moreover, assume that λ, R and bT depend on T in such a way that λR
d ≫ 1,
bT ≫ Rd/q and log(T )≪ bT ≪ T . Then we define
ρ1(a) = lim sup
T→∞
ρ1(a,R, T ) and ρ1 = lim sup
a→0
ρ1(a),
where ρ1(a,R, T ) := sup
{ ∑
x,y∈TR
f(x)GR,λ(x, y)f(y) ; f such that ‖f‖(2q)′,R = 1
}
,
and we have :
lim sup
T→+∞
1
bT
logP [IT ≥ bqT ] ≤ −
1
ρ1
.
The method of the proof is similar to the one developed by Castell in [Cas10].
We give it for the sake of completeness.
3.1. Step 1 : comparison with the SILT of the random walk on the
torus stopped at an exponential time.
Lemme 3.2. Let τ be the exponential time defined in theorem 3.1. Let l
(R)
τ (x) =∫ τ
0
δx(X
(R)
s ) ds and IR,τ =
∑
x∈TR(l
(R)
τ (x))q. Then ∀a,R, T > 0 :
P [IT ≥ bqT ] ≤ eabTP [IR,τ ≥ bqT ] .
De´monstration. We deduce by convexity that
IT =
∑
x∈Zd
lqT (x) =
∑
x∈TR
∑
k∈Zd
lqT (x+ kR)
≤
∑
x∈TR
(∑
k∈Zd
lT (x+ kR)
)q
=
∑
x∈TR
lqR,T (x) = IR,T .
Then using the fact that τ ∼ ǫ(λ) independent of (Xs, s ≥ 0) with λ = a bTT , we
get :
P [IT ≥ bqT ] exp (−abT ) ≤ P [IR,T ≥ bqT ]P (τ ≥ T )
≤ P [IR,T ≥ bqT , τ ≥ T ]
≤ P [IR,τ ≥ bqT ] .
Finally, P [IT ≥ bqT ] ≤ eabTP [IR,τ ≥ bqT ].

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3.2. Step 2 : the Eisenbaum isomorphism theorem. We use here the
following theorem due to Eisenbaum given by corollary 8.1.2 page 364 in [MR06].
The´ore`me 3.3. (Eisenbaum) Let τ be as in theorem 3.1 and let (Zx, x ∈ TR) be
a centered Gaussian process with covariance matrix GR,λ independent of τ and of the
random walk (Xs, s ≥ 0). For s 6= 0, consider the process Sx := lR,τ (x)+ 12(Zx+ s)2.
Then for all measurable and bounded function F : RTR 7→ R :
E [F ((Sx; x ∈ TR))] = E
[
F
(
(
1
2
(Zx + s)
2; x ∈ TR)
) (
1 +
Z0
s
)]
.
3.3. Step 3 : Comparison between IR,τ and ‖Z‖2q,R.
Lemme 3.4. Let τ and (Zx, x ∈ TR) be defined as in theorem 3.3. ∀ǫ > 0, there
exists a constant C(ǫ) ∈]0;∞[ depending only on ǫ such that ∀a, γ, R, T > 0 :
P [IR,τ ≥ bqT ] ≤ C(ǫ) exp (−γbT (1 + ◦(ǫ)))
(
1 +
R
d
2q
√
T
ǫbT
√
2aǫ
)
E
[
exp
(
γ
2
‖Z‖22q,R
)] 1
1+ǫ
P
[
‖Z‖2q,R ≥ 2
√
2bT ǫ
]
where ‖·‖2q,R is the l2q-norm of functions on TR.
De´monstration.
Sx := lR,τ (x) +
1
2
(Zx + s)
2 ⇒ Sqx ≥ lqR,τ (x) +
(
1
2
(Zx + s)
2
)q
⇒
∑
x∈TR
Sqx ≥ IR,τ +
∑
x∈TR
1
2q
(Zx + s)
2q.
By independence of (Zx, x ∈ TR) with the random walk (Xs, s ≥ 0) and the expo-
nential time τ , we have ∀ǫ > 0,
P (IR,τ ≥ bqT )P
(∑
x∈TR
1
2q
(Zx + s)
2q ≥ bqT ǫq
)
=P
(
IR,τ ≥ bqT ,
∑
x∈TR
1
2q
(Zx + s)
2q ≥ bqT ǫq
)
≤P
(
IR,τ +
∑
x∈TR
1
2q
(Zx + s)
2q ≥ bqT (1 + ǫq)
)
=P
(∑
x∈TR
lR,τ (x)
q +
1
2q
(Zx + s)
2q ≥ bqT (1 + ǫq)
)
≤P
(∑
x∈TR
Sqx ≥ bqT (1 + ǫq)
)
=E
[(
1 +
Z0
s
)
1I ∑
x∈TR
1
2q
(Zx+s)2q≥bqT (1+ǫq)
]
,
(35)
where the last equality comes from Theorem 3.3. Moreover by Markov inequality,
∀γ > 0,
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E
[(
1 +
Z0
s
)
1I∑
x∈TR
1
2q
(Zx+s)2q≥bqT (1+ǫq)
]
≤ exp(−γbT (1 + ǫq)
1
q )E

(1 + Z0
s
)
exp

γ
(∑
x∈TR
1
2q
(Zx + s)
2q
) 1
q



 . (36)
Combining (35) and (36), we obtain that ∀a, γ, ǫ > 0,
P (IR,τ ≥ bqT ) ≤ exp(−γbT (1 + ǫq)
1
q )
E
[(
1 + Z0
s
)
exp
(
γ
2
‖Z + s‖22q,R
)]
P (‖Z + s‖2q,R ≥
√
2bT ǫ)
. (37)
Let us bound P (‖Z+s‖2q,R ≥
√
2bT ǫ) from below. Since ‖Z+s‖2q,R ≥ ‖Z‖2q,R−
‖s‖2q,R and ‖s‖2q,R = sR
d
2q , we have
P (‖Z + s‖2q,R ≥
√
2bT ǫ) ≥ P (‖Z‖2q,R ≥
√
2bT ǫ+ sR
d
2q ). (38)
Then we look for an upper bound of the expectation in (37). Using the fact that
∀ǫ > 0, (a + b)2 ≤ (1 + ǫ)a2 + (1 + 1
ǫ
)b2 and Ho¨lder’s inequality, we obtain that
∀ǫ > 0,
E
[(
1 +
Z0
s
)
exp
(γ
2
‖Z + s‖22q,R
)]
≤E
[(
1 +
Z0
s
)
exp
(
γ
2
(
(1 + ǫ)‖Z‖22q,R + (1 +
1
ǫ
)s2R
d
q
))]
≤E
[∣∣∣∣1 + Z0s
∣∣∣∣
1+ǫ
ǫ
] ǫ
1+ǫ
E
[
exp
(γ
2
(1 + ǫ)2 ‖Z‖22q,R
)] 1
1+ǫ
exp
(
γ
2
1 + ǫ
ǫ
s2Rd/q
)
≤C(ǫ)
(
1 +
1
s
√
λ
)
E
[
exp
(γ
2
(1 + ǫ)2 ‖Z‖22q,R
)] 1
1+ǫ
exp
(
γ
2
1 + ǫ
ǫ
s2Rd/q
)
, (39)
where the last inequality comes from the fact that V ar(Z0) = GR,λ(0, 0) ≤ E[τ ] = 1λ .
We deduce from (37), (38) and (39) that ∀ǫ, a, θ > 0,
P (IR,τ ≥ bqT )
≤C(ǫ) exp
(
−γbT (1 + ǫq)
1
q
)(
1 +
1
s
√
λ
) E [exp(γ
2
(1 + ǫ)2 ‖Z‖22q,R
)] 1
1+ǫ
P (‖Z‖2q,R ≥
√
2bT ǫ+ sR
d
2q )
exp
(
γ
2
1 + ǫ
ǫ
s2Rd/q
)
.
The choice of s being free, we choose s = ǫ
√
2bT ǫ
R
d
2q
. Remember that λ = abT
T
and
make the change of variable γ = γ
′
(1+ǫ)2
. We have ∀γ′, a, ǫ > 0,
P (IR,τ ≥ bqT )
≤C(ǫ) exp
(
−γ′bT (1 + ǫ
q)
1
q
(1 + ǫ)2
)(
1 +
R
d
2q
√
T
ǫbT
√
2aǫ
)
E
[
exp
(
γ′
2
‖Z‖22q,R
)] 1
1+ǫ
P
[
‖Z‖2q,R ≥ 2
√
2bT ǫ
] exp(ǫ2γ′bT
1 + ǫ
)
.
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
3.4. Step 4 : Large deviations for ‖Z‖2q,R.
Lemme 3.5. Let τ and (Zx, x ∈ TR) be defined as in theorem 3.3. Let ρ1(a,R, T )
be defined as in Theorem 3.1.
(1) ∀a,R, T > 0, GR,λ(0, 0) ≤ ρ1(a,R, T ) ≤ Rd/qGR,λ(0, 0).
(2) ∀a, ǫ, R, T > 0,
P
[
‖Z‖2q,R ≥
√
bT ǫ
]
≥
√
ρ1(a,R, T )√
2πbT ǫ
(
1− ρ1(a,R, T )
bT ǫ
)
exp
(
− bT ǫ
2ρ1(a,R, T )
)
.
(3) ∃C(q) such that ∀a,R, T, ǫ > 0, ∀γ such that γ(1 + ǫ) < 1
ρ1(a,R,T )
,
E
[
exp
(γ
2
‖Z‖22q,R
)]
≤ 2√
1− γ(1 + ǫ)ρ1(a,R, T )
exp
(
C(q)γ
1 + ǫ
ǫ
Rd/qGR,λ(0, 0)
)
.
De´monstration. (1) For the lower bound, let take f = δ0 : ρ1(a,R, T ) ≥
GR,λ(0, 0).
For the upper bound,
ρ1(a,R, T ) = sup
{ ∑
x,y∈TR
fxGR,λ(x, y)fy ; f such that ‖f‖(2q)′,R = 1
}
≤ sup
x,y∈TR
GR,λ(x, y) sup
{
‖f‖21,R ; f such that ‖f‖(2q)′,R = 1
}
.
On one hand, ‖f‖1,R ≤ ‖f‖(2q)′,R ‖1‖2q,R = Rd/2q. On the other hand, denote
by Tx the first time where the walk is at state x. Then,
sup
x,y∈TR
GR,λ(x, y) = sup
x∈TR
GR,λ(0, x) = sup
x∈TR
E0[l
R
τ (x)]
≤ sup
x∈TR
E0[Ex[l
R
τ (x)] 1ITx≤τ ] = sup
x∈TR
GR,λ(x, x)P0(Tx ≤ τ)
≤ GR,λ(0, 0).
(2) By Ho¨lder’s inequality, ∀f such that ‖f‖(2q)′,R = 1
P
[
‖Z‖2q,R ≥
√
bT ǫ
]
≥ P
[∑
x∈TR
fxZx ≥
√
bT ǫ
]
.
Since
∑
x∈TR fxZx is a real centered Gaussian variable with variance
σ2a,R,T (f) =
∑
x,y∈TR
GR,λ(x, y)fxfy ,
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we have :
P
[
‖Z‖2q,R ≥
√
bT ǫ
]
≥ σa,R,T (f)√
2π
√
bT ǫ
(
1− σ
2
a,R,T (f)
bT ǫ
)
exp
(
− bT ǫ
2σ2a,R,T (f)
)
≥ σa,R,T (f)√
2π
√
bT ǫ
(
1− ρ1(a,R, T )
bT ǫ
)
exp
(
− bT ǫ
2σ2a,R,T (f)
)
.
Taking the supremum over f we obtain that ∀a,R, T, ǫ > 0,
P
[
‖Z‖2q,R ≥
√
bT ǫ
]
≥
√
ρ1(a,R, T )√
2πbT ǫ
(
1− ρ1(a,R, T )
bT ǫ
)
exp
(
− bT ǫ
2ρ1(a,R, T )
)
.
(3) Let M be the median of ‖Z‖2q,R. We can easily see that
E
[
exp
(γ
2
‖Z‖22q,R
)]
≤ E
[
exp
(γ
2
(1 + ǫ)(‖Z‖2q,R −M)2
)]
exp(
γ
2
1 + ǫ
ǫ
M2). (40)
Since M = (median(
∑
x Z
2q
x ))
1/2q and that for X ≥ 0, median(X) ≤
2E[X], we get :
M2 = (median(
∑
x
Z2qx ))
1/q
≤ (2E[
∑
x
Z2qx ])
1/q
≤ C(q)(
∑
x
GR,λ(0, 0)
qE[Y 2q])1/q, where Y ∼ N(0, 1)
≤ C(q)Rd/qGR,λ(0, 0)(E[Y 2q])1/q
≤ C(q)Rd/qGR,λ(0, 0).
Thus,
exp
(
γ
2
1 + ǫ
ǫ
M2
)
≤ exp
(
γ
1 + ǫ
ǫ
C(q)Rd/qGR,λ(0, 0)
)
. (41)
We find now an upper bound of the expectation in (40). Using concentration
inequalities for norms of gaussian processes, ∀u > 0,
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P
[∣∣∣‖Z‖2q,R −MR,T ∣∣∣ ≥ √u] ≤ 2P (Y ≥ √ uρ1(a,R,T )) where Y ∼ N(0, 1).
Then :
E
[
exp
(γ
2
(1 + ǫ)(‖Z‖2q,R −M)2
)]
= 1 +
∫ +∞
1
P
(
exp
(γ
2
(1 + ǫ)(‖Z‖2q,R −M)2
)
≥ u
)
du
= 1 +
∫ +∞
1
P
(
|‖Z‖2q,R −M | ≥
√
2 ln(u)
γ(1 + ǫ)
)
du
≤ 1 + 2
∫ +∞
1
P
(
Y 2 ≥ 2 ln(u)
γ(1 + ǫ)ρ1(a,R, T )
)
du
= −1 + 2E
[
exp
(
γ(1 + ǫ)ρ1(a,R, T )
2
Y 2
)]
= −1 + 2√
1− γ(1 + ǫ)ρ1(a,R, T )
≤ 2√
1− γ(1 + ǫ)ρ1(a,R, T )
. (42)
Remark that it is only true for γ, ǫ such that γ(1+ǫ) < 1
ρ1(a,R,T )
. We deduce
putting together (40),(41) and (42), that
E
[
exp
(γ
2
‖Z‖22q,R
)]
≤ 2√
1− γ(1 + ǫ)ρ1(a,R, T )
exp
(
γ
1 + ǫ
ǫ
C(q)Rd/qGR,λ(0, 0)
)
.

3.5. Proof of Theorem 3.1.
De´monstration. First we remark that if ρ1 is infinite, then theorem 3.1 is
obvious. So we assume now that ρ1 is finite. Combining Lemma 3.2 and Lemma 3.4
we have proved that : ∀ǫ, γ, a, R, T > 0,
P [IT ≥ bqT ] ≤ C(ǫ) exp(abT ) exp (−γbT (1 + ◦(ǫ)))
(
1 +
R
d
2q
√
T
ǫbT
√
2aǫ
)
E
[
exp
(
γ
2
‖Z‖22q,R
)] 1
1+ǫ
P
[
‖Z‖2q,R ≥ 2
√
2bT ǫ
] .
(43)
First, lemma 3.5 gives that ∀γ such that γ(1 + ǫ) < 1
ρ1(a,R,T )
,
E
[
exp
(
γ
2
‖Z‖22q,R
)] 1
1+ǫ ≤ exp(γ
ǫ
C(q)Rd/qGR,λ(0, 0))
(
2√
1−γ(1+ǫ)ρ1(a,R,T )
) 1
1+ǫ
.
Since ρ1 is finite, for a little enough, 1/ρ1(a) > 0 and we can choose γ such that
0 < γ < 1
ρ1(a)
. Then it is possible to choose ǫ > 0 such that γ(1 + 2ǫ) < 1
ρ1(a)
. Hence
for T sufficiently large 1
ρ1(a,R,T )
> γ(1 + 2ǫ), then it follows that
E
[
exp
(
γ
2
‖Z‖22q,R
)] 1
1+ǫ ≤ exp(γ
ǫ
C(q)Rd/qGR,λ(0, 0))
(
2
√
1+2ǫ
ǫ
) 1
1+ǫ
.
We recall that we have assumed that λ and R depend on T in such a way that
λRd ≫ 1 and λ ≪ 1, which implies that we are in conditions of application of
4. LOWER BOUND 79
Lemma 2.2. So we know that GR,λ(0,0) → G(0, 0). Moreover we have assumed that
bT ≫ R
d
q , therefore we have :
lim sup
T→∞
1
bT
logE
[
exp
(γ
2
‖Z‖22q,R
)] 1
1+ǫ
= 0. (44)
Then we work on the probability P
[
‖Z‖2q,R ≥
√
8bT ǫ
]
in (43).
In the same way that previously we use ρ1(a,R, T ) <
1
γ(1+2ǫ)
, ρ1(a,R, T ) ≥ GR,λ(0, 0)
and lemma 3.5 to obtain :
P
[
‖Z‖2q,R ≥
√
8bT ǫ
]
≥
√
ρ1(a,R, T )
4
√
πbT ǫ
(
1− ρ1(a,R, T )
8bT ǫ
)
exp
(
− 4bT ǫ
ρ1(a,R, T )
)
≥
√
GR,λ(0, 0)
4
√
πbT ǫ
(
1− 1
8bT ǫγ(1 + 2ǫ)
)
exp
(
− 4bT ǫ
GR,λ(0, 0)
)
.
We conclude from GR,λ(0,0) → G(0, 0) that
lim sup
T→∞
1
bT
logP
[
‖Z‖2q,R ≥
√
8bT ǫ
]
≥ − 4ǫ
G(0, 0)
. (45)
Putting together (43),(44) and (45), we have for bT ≫ log(T )
lim sup
T→∞
1
bT
logP [IT ≥ bqT ] ≤ a− γ(1 + ◦(ǫ)) +
4ǫ
G(0, 0)
.
Let send ǫ to 0 then γ to 1
ρ1(a)
. We obtain that for a little enough
lim sup
T→∞
1
bT
logP [IT ≥ bqT ] ≤ a−
1
ρ1(a)
.
Let (an) be a sequence converging to 0 such that lim sup
n→∞
ρ1(an) = ρ1 :
lim sup
T→∞
1
bT
logP [IT ≥ bqT ] ≤ an −
1
ρ1(an)
.
Then we let n go to infinity. We finish the proof by showing that the conditions
λRd ≫ 1, bqT ≫ Rd and log(T ) ≪ bT ≪ T are compatible. Indeed, the first two
conditions imply that bT ≫ T
1
q+1 . In conclusion, we have proved that for T
1
q+1 ≪
bT ≪ T :
lim sup
T→+∞
1
bT
logP [IT ≥ bqT ] ≤ −
1
ρ1
.

4. Lower bound
This part is devoted to the proof of the large deviations lower bound.
The´ore`me 4.1. Lower bound for IT .
Assume that q(d− α) ≥ d and bT ≪ T then
lim inf
T→∞
1
bT
logP [IT ≥ bqT ] ≥ −κ(q). (46)
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De´monstration. Fix M > 0. Let T0 be such that for all T ≥ T0, TbT > M . For
T ≥ T0, we have :
P [IT ≥ bqT ] ≥ P [IMbT ≥ bqT ] = P
[∥∥∥∥ lMbTMbT
∥∥∥∥
q
≥ 1
M
]
.
The function ν ∈ F 7→ ‖ν‖q = sup
f ;‖f‖q′=1
{∑x ν(x)f(x)} is lower semicontinuous in τ -
topology hence ∀t > 0,
{
ν ∈ F , ‖ν‖q > t
}
is an open subset of F. Therefore, using
the classical results of Donsker and Varadhan [DV75a] on local time of Markov
process, we have that ∀ǫ > 0,
lim inf
T→∞
1
MbT
logP
[∥∥∥∥ lMbTMbT
∥∥∥∥
q
≥ 1
M
]
≥ lim inf
T→∞
1
MbT
logP
[∥∥∥∥ lMbTMbT
∥∥∥∥
q
>
1− ǫ
M
]
≥ − inf
f
{
< f,−Af > ; ‖f‖2 = 1 , ‖f‖22q >
1− ǫ
M
}
.
We have thus proved that ∀M > 0, ∀ǫ > 0,
lim inf
T→∞
1
bT
logP [IT ≥ bqT ] ≥ −Mκ1
(
1− ǫ
M
)
where κ1(y) := inf
f
{
< f,−Af > ; ‖f‖22q > y , ‖f‖2 = 1
}
.
It remains to prove that for ∀y > 0, infM>0Mκ1(y/M) = yκ(q).
inf
M>0
Mκ1(y/M) = y inf
M>0
Mκ1(1/M)
= y inf
M>0
inf
f
{
M < f,−Af > ; ‖f‖2 = 1 , ‖f‖22q >
1
M
}
= y inf
f
inf
M>0
{
M < f,−Af >;M > 1‖f‖22q
, ‖f‖2 = 1
}
= y inf
f
{
< f,−Af >
‖f‖22q
, ‖f‖2 = 1
}
;
= yκ(q) .
To finish the proof it suffices to let ǫ→ 0.

5. Proof of proposition 1.1 and theorem 1.2
Until now we have obtained a lower bound with κ(q) and an upper bound with
ρ1. We show in proposition 5.1 another upper bound for large deviations of IT with
the constant ρ(q). Then in proposition 5.2 we prove that κ(q) is a non degenerate
constant and we finish the proof of our large deviations principle with Proposition
5.3, where we show that the upper bound and the lower bound are the same.
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Proposition 5.1. : Behavior of ρ1(a,R, T ).
Assume that q(d − α) ≥ d and that λ and R depend on T in such a way that
λRd/q
′ ≫ 1, then under assumption 1 we have :
ρ1 ≤ ρ(q).
De´monstration. By definition ρ1(a,R, T ) = sup
f
{ ∑
x,y∈TR
f(x)GR,λ(x− y)f(y) ; ‖f‖(2q)′,R = 1
}
.
Since the space of {f/ ‖f‖(2q)′,R = 1} is compact there exists f0 ∈ l(2q)′(TR) realizing
the supremum. Of course f0 ≥ 0 since the supremum is obtained with non-negative
function.
Let 0 < r < R and define
Cr,R = ∪di=1
{
x ∈ Zd ; 0 ≤ xi ≤ r or R− r ≤ xi ≤ R
}
.
We can assume that
∑
x∈Cr,R
f0(x)
(2q)′ ≤ 2dr
R
. Indeed on one side we have
∑
a∈[0,R]d
∑
x∈Cr,R
f0(x− a)(2q)′ =
∑
x∈Cr,R
∑
a∈[0,R]d
f0(x− a)(2q)′
=
∑
x∈Cr,R
∑
x∈TR
f0(x)
(2q)′ = card(Cr,R) ‖f0‖(2q)
′
(2q)′ ≤ 2drRd−1,
and on the opposite side we have∑
a∈[0,R]d
∑
x∈Cr,R
f0(x− a)(2q)′ ≥ Rd inf
a∈[0;R]d
∑
x∈Cr,R
f0(x− a)(2q)′ .
Thus
inf
a∈[0;R]d
{
∑
x∈Cr,R
f0(x− a)(2q)′} ≤ 2dr
R
.
Moreover f0,a(x) := f0(x−a) is a periodic function of periodR. Note that ‖f0,a‖(2q)′,R =
‖f0‖(2q)′,R and
∑
x,y∈TR
f0,a(x)GR,λ(x− y)f0,a(y) =
∑
x,y∈TR
f0(x)GR,λ(x− y)f0(y).
Finally, we can assume that ∑
x∈Cr,R
f0(x)
(2q)′ ≤ 2dr
R
. (47)
Let ψ : Zd 7→ [0, 1] be a truncature function satisfying{
ψ(x) = 0 if x /∈ [0;R]d
ψ(x) = 1 if x ∈ [0;R]d\Cr,R .
Let g0 =
ψf0
‖ψf0‖(2q)′ be our candidate to realize the supremum in the definition of ρ(q).
Fix ǫ ∈]0, 1[ and take r = ǫR
2d
. First we can remark that ‖ψf0‖(2q)′ > 0. Indeed :
‖ψf0‖(2q)
′
(2q)′ ≥
∑
x∈[0;R]d
f
(2q)′
0 (x)−
∑
x∈Cr,R
f
(2q)′
0 (x) ≥ 1−
2dr
R
= 1− ǫ > 0.
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By Lemma 2.1, there exists a constant C such that ∀λ,R > 0, ∀x ∈ [0, R]d,
G(x) ≥ GR,λ(x)− CλRd , hence :
∑
x,y∈Zd
g0(x)G(x− y)g0(y)
=
1
‖ψf0‖2(2q)′
∑
x,y∈Zd
ψ(x)f0(x)G(x− y)ψ(y)f0(y)
≥
∑
x,y∈Zd
ψ(x)f0(x)G(x− y)ψ(y)f0(y)
≥
∑
x,y∈[0,R]d
f0(x)G(x− y)f0(y)− 2
∑
x∈[0,R]d,y∈Cr,R
f0(x)G(x− y)f0(y)
=ρ1(a,R, T )− C
λRd

 ∑
x∈[0,R]d
f0(x)

2 − 2 ∑
x∈[0,R]d,y∈Cr,R
f0(x)G(x− y)f0(y). (48)
Let us work on (48). We first show that
∑
x∈[0,R]d
f0(x) ≤ R
d
2q :
∑
x∈[0,R]d
f0(x) ≤

 ∑
x∈[0,R]d
f
(2q)′
0 (x)


1
(2q)′
(Rd)
1
2q = R
d
2q . (49)
We control now
∑
x∈[0,R]d,y∈Cr,R
f0(x)G(x − y)f0(y). Using (47) and the fact that
‖f0‖(2q)′,R = 1 we have :
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∑
x∈[0,R]d,y∈Cr,R
f0(x)G(x− y)f0(y)
=
∑
x∈[0,R]d,y∈Cr,R
f
1/(2q−1)
0 (x)f
1/(2q−1)
0 (y)G(x− y)f
2(q−1)
2q−1
0 (x)f
2(q−1)
2q−1
0 (y)
≤

 ∑
x∈[0,R]d,y∈Cr,R
f
q/(2q−1)
0 (x)f
q/(2q−1)
0 (y)G
q(x− y)

1/q

 ∑
x∈[0,R]d,y∈Cr,R
f
2q
2q−1
0 (x)f
2q
2q−1
0 (y)

(q−1)/q
≤

 ∑
z∈[−R,R]d
Gq(z)
∑
y∈Cr,R
f
q/(2q−1)
0 (z + y)f
q/(2q−1)
0 (y)

1/q

 ∑
x∈[0,R]d
f
2q
2q−1
0 (x)


q−1
q

 ∑
x∈Cr,R
f
2q
2q−1
0 (x)


q−1
q
≤ǫ q−1q

 ∑
z∈[−R,R]d
Gq(z)

 ∑
y∈Cr,R
f
2q
2q−1
0 (y)

1/2

 ∑
y∈Cr,R
f
2q
2q−1
0 (z + y)

1/2


1/q
≤ǫ 2q−12q

 ∑
z∈[−R,R]d
Gq(z)

1/q . (50)
Finally, putting together (48),(49) and (50), we deduce that :
∑
x,y∈Zd
g0(x)G(x− y)g0(y) ≥ ρ1(a,R, T )−R
d
q
C
λRd
− 2ǫ 2q−12q

 ∑
z∈[−R,R]d
Gq(z)

1/q .
Let ǫ→ 0 : ∑
x,y∈Zd
g0(x)G(x− y)g0(y) ≥ ρ1(a,R, T )− CλRd/q′ .
Hence,
sup
g

 ∑
x,y∈Zd
g(x)G(x− y)g(y), ‖g‖(2q)′ = 1, supp(g) ⊂ [0, R]d

 ≥ ρ1(a,R, T )− CλRd/q′ .
Therefore,
sup
g

 ∑
x,y∈Zd
g(x)G(x− y)g(y), ‖g‖(2q)′ = 1, supp(g) compact

 ≥ ρ1(a,R, T )− CλRd/q′ .
Then we take a sequence Tn → +∞ such that ρ1(a,R, Tn) → ρ1(a). Hence by
definition of ρ(q) we obtain :
ρ(q) ≥ ρ1(a).
844. LARGE DEVIATIONS FOR SELF-INTERSECTION LOCAL TIMES OF STABLE RANDOM WALKS
Then we take a sequence an → 0 such that ρ1(an)→ ρ1. Hence,
ρ(q) ≥ ρ1.

Proposition 5.2. Under assumption 1,
(1) If q(d− α) > d then 0 < ρ(q) < +∞.
(2) If q(d− α) = d then 0 < κ(q) < +∞.
De´monstration. (1) It is easy to see that ρ(q) > 0. Indeed, taking f = δ0
gives ρ(q) ≥ Gd(0, 0). Now we show that ρ(q) is finite. We proceed in the
same way that in proposition 5.1, for all f with compact support such that
‖f‖(2q)′ = 1,∑
x∈Zd
f(x)G(x− y)f(y) = ∑
x,y∈Zd
f 1/(2q−1)(x)f 1/(2q−1)(y)G(y − x)f 2(q−1)2q−1 (x)f 2(q−1)2q−1 (y)
≤
( ∑
x,yZd
f q/(2q−1)(x)f q/(2q−1)(y)Gq(y − x)
)1/q( ∑
x,y∈Zd
f
2q
2q−1 (x)f
2q
2q−1 (y)
)(q−1)/q
≤
( ∑
x∈Zd
Gq(x)
∑
y∈Zd
f q/(2q−1)(x+ y)f q/(2q−1)(y)
)1/q( ∑
x∈Zd
f
2q
2q−1 (x)
) 2(q−1)
q
≤

 ∑
x∈Zd
Gq(x)
(∑
y∈Zd f
2q
2q−1 (y)
)1/2( ∑
y∈Zd
f
2q
2q−1 (x+ y)
)1/21/q
=
( ∑
x∈[0,R]d
Gq(x)
)1/q
= ‖G‖q .
(51)
Then we take the supremum over f . Moreover, thanks to the work of Le
Gall and Rosen [LGR91], we know that G(0, x) = O(|x|α−d). Then ‖G‖q
is finite since q(d− α) > d.
(2) To prove κ(q) <∞ it suffices to take f = δ0. Indeed κ(q) ≤< −Aδ0, δ0 >=
1− µ(0) < +∞. Let us now prove that κ(q) > 0. The solution comes from
the following result due to Varopoulos in [Var85] :
Let ν > 2. If pt is the transition probability of a symmetric Markov
process (Yt, t ≥ 0) defined on a measure space X, with V is the domain
of the generator of (Yt, t ≥ 0) and E its Dirichlet form. Then the following
assertions are equivalent :
(a) ∃C > 0 such that ∀x, y ∈ Zd, pt(x, y) ≤ Ctν/2 .
(b) ∃C ′ > 0 such that ∀f ∈ K ∩ V ,‖f‖22ν
ν−2
≤ C ′E(f, f),
where K = {f ∈ L∞(X), supp(f) compact}.
By Proposition 4.2 in [BL02] due to Bass and Levin, we know that
∃C > 0 such that ∀x, y ∈ Zd, pt(x, y) ≤ Ct− dα .
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Since q(d − α) = d, ν = 2d
α
> 2. So, there exists C ′ > 0 such that ∀f ∈
K∩V , ‖f‖22q = ‖f‖22d
d−α
≤ C ′E(f, f). Let f with compact support such that
‖f‖2 = 1. Of course f ∈ K. If f ∈ V then ‖f‖22d
d−α
≤ C ′E(f, f). If f 6∈ V
then E(f, f) = +∞ and the inequality is also true. Thus,
∀f with compact support such that ‖f‖2 = 1, ‖f‖22q ≤ C ′E(f, f).
Therefore, taking the infimum over all function f such that ‖f‖2 = 1 we
have :
inf
f
{
E(f, f)
‖f‖22q
, ‖f‖2 = 1
}
= inf
f
{
E(f, f)
‖f‖22q
, ‖f‖2 = 1, supp(f) compact
}
≥ 1
C ′

Proposition 5.3. Under assumption 1, if q(d− α) ≥ d then κ(q) = 1
ρ(q)
.
De´monstration. By theorem 3.1, theorem 4.1 and proposition 5.1 we know
that 1
ρ(q)
≤ κ(q). So we just have to prove that κ(q) ≤ 1
ρ(q)
.
By definition ρ(q) = sup
g
{
< g,Gg >, supp(g) compact, ‖g‖(2q)′ = 1
}
. Note that
ρ(q) = sup
g
{
< g,Gg >, supp(g) compact, ‖g‖(2q)′ = 1, ‖Gg‖2 < +∞
}
. (52)
Indeed if g has compact support and ‖g‖(2q)′ = 1 then ‖Gg‖2 < +∞.
We have seen in proposition 5.2 that ρ(q) > 0 when q(d−α) > d but the proof is also
true when q(d − α) = d. Furthermore proposition 5.2 gives us that if q(d − α) > d
then ρ(q) is finite. We proceed by contradiction to see that it is also true when
q(d− α) = d using the same method that Chen and Mo¨rters in [CM09].
Assume that ρ(q) = +∞. Then by (52), ∀B > 0 there exists g with compact
support, ‖g‖(2q)′ = 1 and ‖Gg‖2 < +∞ such that < g,Gg > ≥ B.
Note that < g,Gg >≤ ‖g‖(2q)′ ‖Gg‖2q = ‖Gg‖2q. So ‖Gg‖2q ≥ B.
Then we set f = Gg‖Gg‖2q . We note that ‖f‖2q = 1 and ‖f‖2 < +∞, hence :
< g,Gg > =< −AGg,Gg >
= ‖Gg‖22q < −
AGg
‖Gg‖2q
,
Gg
‖Gg‖2q
>
≥ ‖Gg‖22q inf
f
{
< −Af, f >, ‖f‖2q = 1, ‖f‖2 < +∞
}
= ‖Gg‖22q inf
f
{
< −Af, f >
‖f‖22
‖f‖22 , ‖f‖2q = 1, ‖f‖2 < +∞
}
= ‖Gg‖22q infg
{
< −Ag, g >
‖g‖22q
, ‖g‖2 = 1
}
= ‖Gg‖22q κ(q) (53)
864. LARGE DEVIATIONS FOR SELF-INTERSECTION LOCAL TIMES OF STABLE RANDOM WALKS
with g = f‖f‖2 . Therefore,
κ(q) ≤ < g,Gg >‖Gg‖22q
≤ 1‖Gg‖2q
≤ 1
B
then letting B → +∞ we have κ(q) = 0, which is in contradiction with proposition
5.2. Therefore ρ(q) is finite.
Now we proceed in the same way that previously. Let ǫ ∈]0, ρ(q)[, by (52) there
exists g with compact support, ‖g‖(2q)′ = 1 and ‖Gg‖2 < +∞ such that ρ(q) ≥ <
g,Gg > ≥ ρ(q)− ǫ. Moreover we have ‖Gg‖2q ≥ ρ(q)− ǫ, then we set f = Ggρ(q)−ǫ and
obtain
ρ(q) ≥ < g,Gg > ≥ (ρ(q)− ǫ)2 inf
f
{
< −Af, f >, ‖f‖2q ≥ 1, ‖f‖2 < +∞
}
= (ρ(q)− ǫ)2 inf
f
{
< −Af, f >, ‖f‖2q = 1, ‖f‖2 < +∞
}
.
Let ǫ→ 0 : 1
ρ(q)
≥ inf
f
{
< −Af, f >, ‖f‖2q = 1, ‖f‖2 < +∞
}
.
Moreover we have seen in (53) that inf
f
{
< −Af, f >, ‖f‖2q ≥ 1, ‖f‖2 < +∞
}
=
κ(q), therefore κ(q) ≤ 1
ρ(q)
.

CHAPITRE 5
Large deviations for self-intersection local times in
subcritical dimensions
Abstract. Let (Xt, t ≥ 0) be a random walk on Zd. Let lt(x) =
∫ t
0
δx(Xs)ds
be the local time at site x and It =
∑
x∈Zd
lt(x)
p the p-fold self-intersection local time
(SILT). Becker and Ko¨nig [BK11] have recently proved a large deviations principle
for It for all (p, d) ∈ Rd × Zd such that p(d − 2) < 2. We extend these results
to a broader scale of deviations and to the whole subcritical domain p(d − 2) <
d. Moreover we unify the proofs of the large deviations principle using a method
introduced by Castell [Cas10] for the critical case p(d − 2) = d and developed by
Laurent [Lau10b] for the critical and supercritical case p(d − α) ≥ d of α-stable
random walk.
1. Introduction
Let (Xt, t ≥ 0) be a continuous time simple random walk on Zd, started from
the origin. We denote by ∆ his generator given by
∆f(x) =
∑
y∼x
(f(y)− f(x))
where we sum over the nearest neighbors of x.
Let P and E be the associated probability measure and expectation of the walk.
In this article we are interested in the self-intersection local times (SILT) :
∀p > 1, ∀t > 0, It =
∑
x∈Zd
lt(x)
p, where ∀x ∈ Zd, ∀t > 0, lt(x) =
∫ t
0
δx(Xs)ds.
The SILT measures how much the random walk does intersect itself. Indeed, it
is easy to see that if In is the discrete analogous of It, then we have
n ≤ In ≤ np,
because if the random walk stays one unit of time in each visited site then In = n,
and if the random walk stays all the time in one site, In = n
p. This is a first clue
to understand the SILT. More precisely, we have some law of large numbers type
results. In dimension 1, we know that the random walk is recurrent, so the random
walk does intersect itself a lot and It ∼ t(p+1)/2. In dimension 2, the random walk is
still recurrent but has more space to live and now It ∼ t(log t)p−1 (see [Cˇer07]). For
higher dimension d ≥ 3, the random walk is now transient and spends about one
unit of time in each visited site, and It ∼ t (see [BK09]). It is clear that the SILT
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is related with the intersections of the random walk when p is an integer, because
we can then rewrite the SILT as follows :
It =
∫ t
0
· · ·
∫ t
0
1IXt1=···=Xtpdt1 · · · dtp.
Our ability to determine if the trajectory of the random walk is unfolded or very
concentrated in a few number of sites, interests physicists and notably statistical
mechanicians (see for instance [Bol89],[Wes80]). For instance, a polymer (Xn, n ∈
[0, N ]) can be modeled as the trajectory of a nearest neighborhood random walk
under Gibbs measure with Hamiltonian βIN . This measure favors polymers with
few intersections for β > 0 whereas it favors polymers with a lot of intersections
when β < 0.
The SILT is also relevant when we are interested in the random walk in random
scenery (see for instance [KS79],[AC07b],[GKS07],[Ass08],[FMW08],[Ass09]).
The model is the following. Let us consider a random walk (Xt, t ≥ 0) on Zd. The
random scenery is an independent and identically distributed field (Yz, z ∈ Zd)
independent of the walk. The associated random walk in random scenery is Zt =∫ t
0
Y (Xs)ds. It is easy to see that Zt =
∑
z∈Zd
Y (z)lt(z) where lt(z) is the local time of
the random walk (Xt, t ≥ 0). Now if we assume that (Y (z), z ∈ Zd) is for instance a
centered Gaussian field, then conditionally on (Xs, 0 ≤ s ≤ t), Zt ∼ N(0, It).
We have seen some Law of large numbers results, let us state Central limit
theorem in the most studied case p = 2 :
(1) in dimension d = 1, It
t3/2
(d)−→ γ1, where γ1 is the intersection local time of a
Brownian motion (see [Bor81],[CL04],[Per82]).
(2) in dimension d = 2, It−E[It]
t
(d)−→ γ′1, where γ′1 is the renormalized intersection
local time of a Brownian motion (see [Dyn88b],[LG86a],[Ros90],[Sto89]),
and E[It] ∼ Ct log(t) where C is an explicite constant (see [Cˇer07]).
(3) in dimension d ≥ 3, It−E[It]√
Var(It)
(d)−→ N(0, 1) (see [Che08]), where E[It] ∼ Ct
with C an explicite constant (see [BK09]), and V ar(It) ∼
{
t log(t) if d = 3
t if d > 4 .
(see [BS95]).
Since the law of large numbers and limit laws have been established, it is natural
to be interested in the large deviations of the SILT. The large deviations are the
study of rare events. In this article we wonder how It can exceed its mean, i.e.
we estimate the probability P (It ≥ tprpt ) where ttrpt ≫ E[It]. Heuristically, it is
interesting to ask how the walk can realize this kind of atypical event. We propose
here a classical strategy for the walk to realize large deviations of its SILT.
Let us localize the walk in a ball of radius R up to time τ . On one hand, the
walk arrives at the edge of the ball in R2 units of time, and the probability of this
localization is about exp(− τ
R2
). On the other hand, the walk spends about τ
Rd
units
of time on each site of the ball, so It increases to
(
τ
Rd
)p
Rd = τ pRd(1−p). We want
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It = t
prpt , which gives τ = trtR
d(p−1)
p . Thus the probability of this localization is
about exp
(
−trtR
d(p−1)
p
−2
)
. Maximizing this quantity in R, we obtain three cases :
(1) d(p−1)
p
− 2 > 0⇔ p(d− 2) > d (supercritical case) : in this case the optimal
choice for R is 1. A good strategy to realize the large deviations is to spend
a time of order trt in a ball of radius 1, and then : P (It ≥ ttrpt ) ∼ exp(−trt).
(2) d(p−1)
p
− 2 = 0⇔ p(d− 2) = d (critical case) : here the choice of R does not
matter. Every strategy consisting in spending a time of order trtR
d(p−1)
p in
a ball of radius R such that 1 ≤ R ≪ 1/√rt could be a good strategy, so
P (It ≥ tprpt ) ∼ exp(−trt).
(3) d(p−1)
p
− 2 < 0⇔ p(d− 2) < d (subcritical case) : a good strategy is to stay
up to time t in a ball of maximal radius, i.e.
(
1
rt
) p
d(p−1)
, thus P (It ≥ trt) ∼
exp
(
−tr
2p
d(p−1)
t
)
.
The question of the large deviations for the SILT has been studied a lot during
the last decade. We make a brief review of the results obtained so far.
In the subcritical case p(d−2) < d, the authors of [CL04] and [BCR06] use the
limit object in the central limit theorem to solve the question. The large deviations
principle is obtained for all p ∈]1,+∞[ in dimension 1, and only for p = 2 in
dimension 2 and 3. The exact asymptotic of 1
tr
2p/d(p−1)
t
logP (It ≥ trt) is given in terms
of a variational formula, involving functions defined on Rd and related to Gagliardo-
Nirenberg inequality. In a very recent paper, Becker and Ko¨nig [BK11] answer partly
the question of the generalization to real value of p. Indeed, they prove a large
deviations principle with two restrictions. The first one is a parameter-dimension
restriction. They need p(d−2) < 2 instead of p(d−2) < d. The second one is a scale
restriction. The large deviations principle is only obtained for It ≫ (log t)
d(p−1)
d+2 t
2p+d
d+2
which is larger than the scale of the mean of It given previously.
In the critical case p(d − 2) = d, Castell [Cas10] uses a version of Dynkin
isomorphism theorem due to Eisenbaum (theorem 2.3), which links the law of the
local times with the law of a Gaussian process. The constant of large deviations is
expressed in term of the best constant in a Sobolev inequality.
In the supercritical case p(d− 2) > d, Chen and Mo¨rters [CM09] proved a large
deviations principle for integer value of p computing large moments of the SILT.
Asselah [Ass09] improved this result getting the large deviations principle up to
the scale of the mean but only for p = 2. Finally Laurent [Lau10b] proved a large
deviations principle for all p > 1 and for an α-stable random walk with p(d−α) ≥ d
using the Dynkin isomorphism theorem.
A recent monograph of Chen [Che10] summarizes these results, we refer to it
for an exhaustive treatment of the subject.
In this paper, we extend the results of Becker and Ko¨nig [BK11] in two different
directions. We obtain a large deviations principle down to the scale of the mean,
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and we take off their condition p(d − 2) < 2. Furthermore we unify the proofs of
the large deviations principle in the three different cases, proving that the method
based on the Dynkin isomorphism theorem is also working in the subcritical case.
1.0.0.4. Main results.
Let us introduce some notations to state our results. We denote by ∇ and by
‖·‖p the continuous gradient and the Lp-norm of functions defined on Rd, and by q
the conjugate of p.
The´ore`me 1.1. Let χd,p := inf
{
1
2
‖∇g‖22 , g ∈ L2(Rd) ∩ L2p(Rd) such that ‖g‖2 = ‖g‖2p = 1
}
.
Assume that p(d− 2) < d and that
- in dimension d = 1, 1
t1/2q
≪ rt ≪ 1
- in dimension d = 2,
(
log t
t
)1/q ≪ rt ≪ 1
- in dimension d ≥ 3, 1
t1/q
≪ rt ≪ 1
then we have
lim
t→+∞
1
tr
2q/d
t
logP (It ≥ tprpt ) = −χd,p.
Remarque 1.2. About the scale of the deviations.
Note that our conditions on rt are equivalent to t
prpt ≫ E[It]. We haven’t succeeded
to go under the scale of the mean. This question is still open with the exception
of the dimension 2 and 3 for p = 2 in the subcritical case p(d − 2) < d (see the
monograph of Chen [Che10]). In the case where the dimension is larger than 5 and
for p = 2 (supercritical case p(d− 2) > d), Asselah [Ass09] has succeeded to obtain
the constant of deviations up to the scale of the mean.
Remarque 1.3. χd,p is non degenerate.
We prove that the constant χd,p is non degenerate linking it to the best constant in
the Gagliardo-Nirenberg inequality. We recall that the Gagliardo-Niremberg constant
Kd,p is defined by
Kd,p = sup
g
{
‖g‖2p
‖∇g‖d/2q2 ‖g‖1−d/2q2
}
and is a non degenerate constant in the subcritical case p(d − 2) < d. This expres-
sion being invariant under the transformation gβ(·) = βd/2pg(β·), we can take the
supremum over ‖g‖2 = 1. So,
Kd,p = sup
{
‖g‖2p
‖∇g‖d/2q2
, ‖g‖2 = 1
}
.
Again, we remark that this expression is invariant under the transformation gβ(·) =
βd/2g(β·). So we can take the supremum over ‖g‖2p = 1 then
Kd,p = sup
{
‖∇g‖−d/2q2 , ‖g‖2 = ‖g‖2p = 1
}
.
So χd,p =
1
2
K
−4q/d
d,p .
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Sketch of proof.
The proof of the lower bound of the large deviations principle (Section 3) is quite
classical. Let Lt =
αdt
t
lt(⌊αtx⌋) be a rescaled version of lt. Gantert, Ko¨nig and Shi
(lemma 3.1in [GKS07]) proved that for R > 0, under the sub-probability measure
P (·, supp(Lt) ⊂ [−R,R]d), Lt satisfies a large deviations principle on
F =
{
ψ such that ‖ψ‖2 = 1 and supp(ψ) ⊂ [−R,R]d
}
with rate function I(ψ) =
1
2
‖∇ψ‖22. Let ‖·‖p,R be the Lp-norm of functions defined on [−R,R]d, then the func-
tion
ψ ∈ F → ‖ψ‖p,R = sup


∫
[−R,R]d
ψ(x)φ(x), ‖φ‖q,R = 1


being lower semi-continuous, we can apply a contraction principle.
For the upper bound, we can not proceed in the same way as It is only a lo-
wer semi-continuous function of lt. Many different methods were developed in the
papers written on the subject to overcome this difficulty. In this paper, we use the
same method as Castell [Cas10] and Laurent [Lau10b], i.e. the version of Dynkin
isomorphism theorem due to Einsenvaum (theorem 2.3).
Let us describe the proof of the upper bound in theorem 1.1 (Section 2). In step
1, we compare the SILT of the random walk with the SILT of the random walk
projected on the discrete torus TRαt of radius Rαt, and stopped at an exponen-
tial time of parameter λt independent of the walk (lemma 2.2). Then we apply in
step 2 and 3 Dynkin’s theorem (theorem 2.3) to arrive at a centered Gaussian pro-
cess (Zx, x ∈ TRαt) whose covariance is given by GRαt,λ(x, y) = Ex
[∫ τ
0
δx(X
Rαt
s )ds
]
(lemma 2.4) where (XRαts , s ≥ 0) is the random walk projected on TRαt . In step 4
we work on the Gaussian process (lemma 2.5) to obtain an upper bound ρ1(a,R, t)
given by a discrete-space variational formula :
ρ1(a,R, t) = inf
{
λtN
2
2,Rαt(h) +
1
2
N22,Rαt(∇˜h), h ∈ L2p(TRαt) such that N2p,Rαt(h) = 1
}
,
where Np(·) is the lp-norm of functions defined on Zd, Np,A(·) the lp-norm of A-
periodic functions defined on Zd, and ∇˜ the discrete gradient defined by
∀x ∈ Zd, ∀i ∈ {1, ..., d} , ∇˜if(x) = f(x+ ei)− f(x),
where (e1, ..., ed) is the canonical base of R
d. Then step 5 is devoted to take the limit
using the following proposition.
Proposition 1.4. Let ρ(a) = inf
{
a ‖h‖22 + 12 ‖∇h‖22 , h ∈ L2p(Rd) such that ‖h‖2p = 1
}
.
Assume that αt = r
−q/d
t and λt = aα
−2
t = ar
2q/d
t . If p(d− 2) < d, then
lim inf
R→+∞
lim inf
t→+∞
r
1−2q/d
t ρ1(a,R, t) ≥ ρ(a).
The proof of proposition 1.4 is inspired by the proof of Lemma 2.1 of Becker and
Ko¨nig [BK11]. The main difficulty is to pass from the discrete-space variational
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formula giving ρ1(a,R, t) to the continuous-space variational formula giving ρ(a).
First we take a sequence hn of functions defined on Z
d that approach the infimum
in the definition of ρ1(a,R, t). Then we extend these functions on R
d to build a se-
quence gn of continuous functions defined on R
d. This sequence gn of functions is our
candidate to realize the infimum in the definition of ρ(a). Furthermore, by definition
of ρ1(a,R, t) and ρ(a), we want to control N2,Rαt(hn) by ‖gn‖2 and N2,Rαt(∇˜hn) by
‖∇gn‖2. This control, combined with the continuity of the sequence gn is the main
difficulty of the proof.
We finally prove that the upper and the lower bound are equals with the following
proposition :
Proposition 1.5. Let ρ(a) be as in theorem 1.1 and χd,p be as in proposition
1.4, then
inf {a− ρ(a), a > 0} = −χd,p.
2. Proof of the upper bound of Theorem 1.1
Let us begin with a lemma. We denote by pRαts (·, ·) the probability transition of
the random walk (XRαts , s ≥ 0).
Lemme 2.1. Behavior of GRαt,λt(0, 0).
Assume that λt = aα
−2
t and λt → 0. Then for any a,R > 0,
(1) for d = 1, GRαt,λt(0, 0) = O(αt).
(2) for d = 2, GRαt,λt(0, 0) = O(logαt).
(3) for d ≥ 3, GRαt,λt(0, 0) = O(1).
De´monstration. Applying theorems 3.3.15 and 2.3.1 in [SC97], we know by
Nash inequalities that
∃C > 0 such that ∀s > 0,
∣∣∣∣pRαts (0, 0)− 1(Rαt)d
∣∣∣∣ ≤ Csd/2 .
So
GRαt,λt(0, 0) =
∫ +∞
0
exp(−sλt)pRαts (0, 0)ds
≤ 1 +
∫ +∞
1
exp(−sλt)
(
1
(Rαt)d
+
C
sd/2
)
ds
≤ 1 + 1
λt(Rαt)d
+ λ
d/2−1
t
∫ +∞
λt
C exp(−u)
ud/2
du.
As λt → 0, for t large enough,
GRαt,λt(0, 0) ≤ 1 +
1
λt(Rαt)d
+ Cλ
d/2−1
t
(∫ 1
λt
du
ud/2
+ 1
)
.
Remember that λt = aα
−2
t , then we have the result in the three cases. 
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2.1. Step 1 : comparison with the SILT of the random walk on the
torus stopped at an exponential time.
Lemme 2.2. Let τ be an exponential time of parameter λt = aα
−2
t . Let lRαt,τ (x) =∫ τ
0
δx(X
Rαt
s ) ds. Then ∀a,R, αt > 0 :
P [Np(lt) ≥ trt] ≤ etλtP [Np,Rαt(lRαt,τ ) ≥ trt] .
De´monstration. We deduce by convexity that
Npp (lt) =
∑
x∈Zd
lpt (x) =
∑
x∈TRαt
∑
k∈Zd
lpt (x+ kRαt)
≤
∑
x∈TRαt
(∑
k∈Zd
lt(x+ kRαt)
)p
=
∑
x∈TRαt
lpRαt,t(x) = N
p
p,Rαt
(lRαt,t).
Then using the fact that τ ∼ E(λt) is independent of (Xs, s ≥ 0) we get :
P [Np(lt) ≥ trt] exp (−tλt) ≤ P [Np,Rαt(lRαt,t) ≥ trt]P (τ ≥ t)
= P [Np,Rαt(lRαt,t) ≥ trt, τ ≥ t]
≤ P [Np,Rαt(lRαt,τ ) ≥ trt] .
Finally, P [Np(lt) ≥ trt] ≤ etλtP [Np,Rαt(lRαt,τ ) ≥ trt].

2.2. Step 2 : the Eisenbaum isomorphism theorem.
The´ore`me 2.3. (Eisenbaum, see for instance corollary 8.1.2 page 364 in [MR06]).
Let τ be as in lemma 2.2 and let (Zx, x ∈ TRαt) be a centered Gaussian process with
covariance matrix GRαt,λt = Ex
[∫ τ
0
δx(X
Rαt
s )ds
]
independent of τ and of the random
walk (Xs, s ≥ 0). For s 6= 0, consider the process Sx := lRαt,τ (x) + 12(Zx + s)2, then
for all measurable and bounded function F : RTRαt 7→ R :
E [F ((Sx; x ∈ TRαt))] = E
[
F
(
(
1
2
(Zx + s)
2; x ∈ TRαt)
) (
1 +
Z0
s
)]
.
2.3. Step 3 : Comparison between Np,Rαt(lRαt,τ ) and N2p,Rαt(Z).
Lemme 2.4. Let τ and (Zx, x ∈ TRαt) be defined as in theorem 2.3. For all ǫ > 0,
there exists a constant C(ǫ) such that ∀a,R, αt, rt > 0 :
P (Np,Rαt(lRαt,τ ) ≥ trt) ≤C(ǫ)
(
1 +
(Rαt)
d/2p
ǫ
√
2ǫtrtλt
)
P
(
N2p,Rαt(Z) ≥
√
2trt(1 + ◦(ǫ))
)1/(1+ǫ)
P (N2p,Rαt(Z) ≥ (1 + ǫ)
√
2trtǫ)
.
De´monstration.
Sx := lRαt,τ (x) +
1
2
(Zx + s)
2 ⇒ Spx ≥ lpRαt,τ (x) +
(
1
2
(Zx + s)
2
)p
⇒ Npp,Rαt(S) ≥ Npp,Rαt(lRαt,τ ) +
1
2p
N2p2p,Rαt(Z + s).
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By independence of (Zx, x ∈ TRαt) with the random walk (Xs, s ≥ 0) and the
exponential time τ , we have ∀ǫ > 0,
P
(
Npp,Rαt(lRαt,τ ) ≥ tprpt
)
P
(
1
2p
N2p2p,Rαt(Z + s) ≥ tprpt ǫp
)
=P
(
Npp,Rαt(lRαt,τ ) ≥ tprpt ,
1
2p
N2p2p,Rαt(Z + s) ≥ tprpt ǫp
)
≤P
(
Npp,Rαt(lRαt,τ ) +
1
2p
N2p2p,Rαt(Z + s) ≥ tprpt (1 + ǫp)
)
≤P (Npp,Rαt(S) ≥ tprpt (1 + ǫp))
=E
[(
1 +
Z0
s
)
;
1
2p
N2p2p,Rαt(Z + s) ≥ tprpt (1 + ǫp)
]
(54)
where the last equality comes from Theorem 2.3. Moreover by Ho¨lder’s inequality,
∀ǫ > 0,
E
[(
1 +
Z0
s
)
;
1
2p
N2p2p,Rαt(Z + s) ≥ tprpt (1 + ǫp)
]
≤E
[∣∣∣∣1 + Z0s
∣∣∣∣1+1/ǫ
]ǫ/(1+ǫ)
P
(
N2p2p,Rαt(Z + s) ≥ 2ptprpt (1 + ǫp)
)1/(1+ǫ)
. (55)
Combining (54) and (55) we obtain that ∀a, ǫ > 0,
P (Np,Rαt(lRαt,τ ) ≥ trt)
≤E
[∣∣∣∣1 + Z0s
∣∣∣∣1+1/ǫ
]ǫ/(1+ǫ)
P
(
N2p,Rαt(Z + s) ≥
√
2trt(1 + ◦(ǫ))
)1/(1+ǫ)
P (N2p,Rαt(Z + s) ≥
√
2trtǫ)
. (56)
Then using the fact that V ar(Z0) = GRαt,λt(0, 0) ≤ E[τ ] = 1λt ,
P (Np,Rαt(lRαt,τ ) ≥ trt)
≤C(ǫ)
(
1 +
1
s
√
λt
)
P
(
N2p,Rαt(Z + s) ≥
√
2trt(1 + ◦(ǫ))
)1/(1+ǫ)
P (N2p,Rαt(Z + s) ≥
√
2trtǫ)
. (57)
Choosing s = ǫ
√
2trtǫ
(Rαt)
d
2p
, using triangle inequality and the fact that N2p,Rαt(s) =
s(Rαt)
d
2p , we have :
P (Np,Rαt(lRαt,τ ) ≥ trt) ≤C(ǫ)
(
1 +
(Rαt)
d/2p
ǫ
√
2ǫtrtλt
)
P
(
N2p,Rαt(Z) ≥
√
2trt(1 + ◦(ǫ))
)1/(1+ǫ)
P (N2p,Rαt(Z) ≥ (1 + ǫ)
√
2trtǫ)

2.4. Step 4 : Large deviations for N2p,R(Z).
Lemme 2.5. Let τ and (Zx, x ∈ TRαt) be defined as in theorem 2.3, and ρ1(a,R, t)
be defined as in proposition 1.4. Under assumptions of proposition 1.4 and theorem
1.1,
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(1) ∀a,R, t > 0, λt ≤ ρ1(a,R, t) ≤ aRd/qαd/q−2t .
(2) ∀a, ǫ, R, t > 0,
P
[
N2p,Rαt(Z) ≥
√
trtǫ
] ≥ 1√
2πtrtǫρ1(a,R, t)
(
1− 1
trtǫρ1(a,R, t)
)
exp
(
−1
2
trtǫρ1(a,R, t)
)
.
(3) ∀a, ǫ, R, t > 0,
P
(
N2p,Rαt(Z) ≥
√
2trt(1 + ◦(ǫ))
)
≤
√
2
(
√
2trt(1 + ◦(ǫ)) + ◦(
√
trt))
√
πρ1(a,R, t)
exp
(
−ρ1(a,R, t)
(√
2trt(1 + ◦(ǫ)) + ◦(
√
trt)
)2
2
)
.
De´monstration. (1) For the upper bound, it suffices to take f = (Rαt)
−d/2p
to obtain the result. For the lower bound, we remark that N2p,Rαt(h) = 1
implies that for all x ∈ TRαt , |h(x)| ≤ 1, and then N2p2p,Rαt(h) ≤ N22,Rαt(h).
Therefore ρ1(a,R, t) ≥ λt.
(2) By Ho¨lder’s inequality, for any f such that ‖f‖(2p)′,Rαt = 1,
P
[
N2p,Rαt(Z) ≥
√
trtǫ
] ≥ P

 ∑
x∈TRαt
fxZx ≥
√
trtǫ

 .
Since
∑
x∈TRαt
fxZx is a real centered Gaussian variable with variance
σ2a,R,t(f) =
∑
x,y∈TRαt
GRαt,λt(x, y)fxfy ,
we have :
P
[
‖Z‖2p,Rαt ≥
√
trtǫ
]
≥ σa,R,t(f)√
2π
√
trtǫ
(
1− σ
2
a,R,t(f)
trtǫ
)
exp
(
− trtǫ
2σ2a,R,t(f)
)
≥ σa,R,t(f)√
2π
√
trtǫ
(
1− ρ2(a,R, t)
trtǫ
)
exp
(
− trtǫ
2σ2a,R,t(f)
)
,
where ρ2(a,R, t) = sup
{
σ2a,R,t(f), N(2p)′,Rαt(f) = 1
}
. Taking the supremum
over f we obtain that ∀a,R, t, ǫ > 0,
P
[
N2p,Rαt(Z) ≥
√
trtǫ
] ≥ √ρ2(a,R, t)√
2πtrtǫ
(
1− ρ2(a,R, t)
trtǫ
)
exp
(
− trtǫ
2ρ2(a,R, t)
)
.
Then it suffices to prove that ρ2(a,R, t) =
1
ρ1(a,R,t)
to have the result.
We denote by < ·, · >Rαt the scalar product on l2(TRαt). On one hand,
by Ho¨lder inequality,
< f,GRαt,λtf >Rαt≤ N2p,Rαt(GRαt,λtf), ∀f such that N(2p)′,Rαt(f) = 1.
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Since G−1Rαt,λt = λt −∆,
< f,GRαt,λtf >Rαt =< G
−1
Rαt,λt
GRαt,λtf,GRαt,λtf >Rαt
= λtN
2
2,Rαt(GRαt,λtf) +
1
2
N22,Rαt(∇GRαt,λtf)
≥ ρ1(a,R, t)N22p,Rαt(GRαt,λtf).
Therefore, for all f such thatN(2p)′,Rαt(f) = 1,< f,GRαt,λtf >
2
Rαt
≤ <f,GRαt,λtf>Rαt
ρ1(a,R,t)
.
Then, taking the supremum over f , ρ2(a,R, t) ≤ 1/ρ1(a,R, t).
On the other hand, let f0 realizing the infimum in the definition of
ρ1(a,R, t).
ρ2(a,R, t) = sup
N(2p)′,Rαt (f)=1
{< f,GRαt,λtf >Rαt}
≥ < G
−1
Rαt,λt
f0, f0 >Rαt
N2(2p)′,Rαt(G
−1
Rαt,λt
f0)
=
ρ1(a,R, t)
N(2p)′,Rαt(G
−1
Rαt,λt
f0)
.
Furthermore, using the Lagrange multipliers method, we know that
N2(2p)′,Rαt(G
−1
Rαt,λt
h0) = ρ1(a,R, t). Hence ρ2(a,R, t) ≥ 1/ρ1(a,R, t), and
then
ρ2(a,R, t) = 1/ρ1(a,R, t).
(3) Let M be a median of N2p,Rαt(Z). We can easily see that
P
(
N2p,Rαt(Z) ≥
√
2trt(1 + ◦(ǫ))
)
≤P (|N2p,Rαt(Z)−M | ≥ √2trt(1 + ◦(ǫ))−M) . (58)
Using concentration inequalities for norms of Gaussian processes (see
for instance lemma 3.1 in [LT91]), ∀u > 0,
P [|N2p,Rαt(Z)−M | ≥
√
u] ≤ 2P (Y ≥
√
u
ρ2(a,R,t)
) where Y ∼ N(0, 1).
Then for trt ≫M2,
P
(|N2p,Rαt(Z)−M | ≥ √2trt(1 + ◦(ǫ))−M)
≤2P
(
Y ≥
√
2trt(1 + ◦(ǫ))−M√
ρ2(a,R, t)
)
≤ 2
√
ρ2(a,R, t)
(
√
2trt(1 + ◦(ǫ))−M)
√
2π
exp
(
−
(√
2trt(1 + ◦(ǫ))−M
)2
2ρ2(a,R, t)
)
. (59)
Let us now prove that under our assumptions we have trt ≫ M2. Since
M = (median(
∑
x∈TRαt
Z2px ))
1/2p and that for X ≥ 0, median(X) ≤ 2E[X],
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we get :
M2 = (median(
∑
x∈TRαt
Z2px ))
1/p
≤ (2E[
∑
x∈TRαt
Z2px ])
1/p
≤ C(p)(
∑
x∈TRαt
GRαt,λt(0, 0)
pE[Y 2p])1/p, where Y ∼ N(0, 1)
≤ C(p)(Rαt)d/pGRαt,λt(0, 0)(E[Y 2p])1/p
≤ C(p)(Rαt)d/pGRαt,λt(0, 0).
Recall that we have λt = aα
−2
t and αt = r
−q/d
t .
For d = 1, by lemma 2.1, M2 = O(α
1+1/p
t ) = O(r
− p+1
p−1
t ). Then as rt ≫ 1t1/2q
we have M2 ≪ trt.
For d = 2, by lemma 2.1, M2 = O(α
2/p
t logαt) = O
(
r
−1/(p−1)
t log
1
rt
)
. Then
as rt ≫
(
log t
t
)1/q
we have M2 ≪ trt.
For d ≥ 3, by lemma 2.1, M2 ≤ Cαd/pt = Cr−1/(p−1)t . Then as rt ≫ t−1/q,
we have M2 ≪ trt.

2.5. End of proof of the upper bound in theorem 1.1. Combining Lemma
2.2 and Lemma 2.4 we have proved that : ∀ǫ, a, R, t > 0,
P [Np(lt) ≥ trt]
≤C(ǫ) exp(tλt)
(
1 +
(Rαt)
d
2p
ǫ
√
2ǫtrtλt
)
P
(
N2p,Rαt(Z) ≥
√
2trt(1 + ◦(ǫ))
)1/(1+ǫ)
P
[
N2p,R(Z) ≥ 2
√
2trtǫ
] . (60)
First we look for an upper bound for the numerator in (60). By 1 and 3 of lemma
2.5, we have that
lim sup
t
1
tr
2q/d
t
logP
(
N2p,Rαt(Z) ≥
√
2trt(1 + ◦(ǫ))
)1/(1+ǫ)
≤ − lim inf
t→+∞
r
1−2q/d
t ρ1(a,R, t)(1 + ◦(ǫ)). (61)
Now we work on the denominator in (60). Using 1 and 2 of lemma 2.5, we obtain :
P
[
N2p,R(Z) ≥ 2
√
2trtǫ
]
≥ 1√
16πtrtǫρ1(a,R, t)
(
1− 1
8trtǫρ1(a,R, t)
)
exp (−4trtǫρ1(a,R, t))
≥ 1√
16πtaǫRd/qr
2q/d
t
(
1− 1
8trtǫλt
)
exp
(
−4ǫatr2q/dt Rd/q
)
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Therefore,
lim inf
t
1
tr
2q/d
t
logP
[
N2p,R(Z) ≥ 2
√
2trtǫ
] ≥ −4aǫRd/q. (62)
Now we combine (60),(61),(62) to have :
lim sup
t
1
tr
2q/d
t
logP (Np(lt) ≥ trt) ≤ a−(1+◦(ǫ)) lim inf
t
r
1−2q/d
t ρ1(a,R, t)+4aǫR
d/q−2.
Then we let ǫ→ 0 :
lim sup
t
1
tr
2q/d
t
logP (Np(lt) ≥ trt) ≤ a− lim inf
t
r
1−2q/d
t ρ1(a,R, t).
Then we take the limit over R using proposition 1.4 :
lim sup
t
1
tr
2q/d
t
logP (Np(lt) ≥ trt) ≤ a− ρ(a).
We finish the proof taking the infimum over a > 0 and using proposition 1.5.
3. Proof of the lower bound of theorem 1.1
De´monstration. Let ∀x ∈ Rd, Lt = α
d
t
t
lt(⌊αtx⌋) be the rescaled version of lt.
Thanks to the work of Gantert, Ko¨nig and Shi (lemma 3.1 in [GKS07]) we know
that for R > 0, under the sub-probability measure P (·, supp(Lt) ⊂ [−R,R]d), Lt
satisfies a large deviations principle on
F =
{
ψ such that ‖ψ‖2 = 1, supp(ψ) ⊂ [−R,R]d
}
with rate function I(ψ) = 1
2
‖∇ψ‖22
and speed tα−2t .
So for rt = α
−d/q
t ,
P (Np(lt) ≥ trt) = P (‖Lt‖p ≥ 1)
≥ P (‖Lt‖p > 1, supp(Lt) ⊂ [−R,R]d).
Then, as ν → ‖ν‖p = sup
{∫
Rd
f(x)dν(x), ‖f‖q = 1
}
is a lower semi-continuous
function in τ -topology, we have,
lim inf
t→+∞
1
tr
2q/d
t
logP (Np(lt) ≥ trt) ≥ − inf
{
1
2
‖∇ψ‖22 , ‖ψ‖2 = 1, ‖ψ‖2p > 1, supp(ψ) ⊂ [−R,R]d
}
.
Let R→ +∞,
lim inf
t→+∞
1
tr
2q/d
t
logP (Np(lt) ≥ trt) ≥ − inf
{
1
2
‖∇ψ‖22 , ‖ψ‖2 = 1, ‖ψ‖2p > 1
}
= − inf
{
1
2
‖∇ψ‖22 , ‖ψ‖2 = ‖ψ‖2p = 1
}
.

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4. Proof of propositions 1.4 and 1.5
We denote by Sd the set of the permutations on {1, ..., d}, by ⌊·⌋ the integer
part, by B(s) the ball of radius s and by V ol(B(s)) its volume.
Proof of proposition 1.4 :
Let choose a sequence (Rn, tn, hn) such that Rn → +∞, tn → +∞,N2p,Rαtn (hn) = 1
and such that
lim inf
R→+∞
lim inf
t→+∞
inf
{
a
α
d/q
t
N22,Rαt(h) +
1
2
α
2−d/q
t N
2
2,Rαt(∇˜h), N2p,Rαt(h) = 1
}
≥ a
α
d/q
tn
N22,Rnαtn (hn) +
1
2
α
2−d/q
tn N
2
2,Rnαtn
(∇˜hn)− 1
n
.
hn is a sequence of functions defined on TRnαtn . Note that we can assume without
loose of generality that h is non-negative. We want to extend these functions to Rd.
In this perspective we split Zd into cubes C(k) = ×di=1[ki, ki+1] for any k ∈ Zd. Then,
each cube C(k) is again splitted into d! tetrahedra Tσ(k), where for any σ ∈ Sd,
Tσ(k) is the convex hull of k, k + eσ(1), ..., k + eσ(1) + · · · + eσ(d). For any y ∈ Rd
we denote by σ(y) the unique permutation which defined the tetrahedra Tσ(y)(⌊y⌋)
where lives y. Set for any x ∈ Rd,
gn(x) = α
d/2p
tn hn(⌊αtnx⌋) + αd/2ptn
d∑
i=1
fn,σ(αtnx),i(αtnx), (63)
where ∀y ∈ Rd, ∀i ∈ {1, ..., d}, ∀σ ∈ Sd,
fn,σ,i(y) =
(
hn(⌊y⌋+ eσ(1) + ...+ eσ(i))− hn(⌊y⌋+ eσ(1) + ...+ eσ(i−1))
)
(yσ(i)−⌊yσ(i)⌋).
Following the work of Becker and Ko¨nig, it can be proved that gn is well-defined
continuous and Rn-periodic. Now we set ΨRn a truncation function that verify ΨRn =
d⊗
i=1
ψRn : R
d → [0, 1], where ψRn =


0 outside [−Rn, Rn]
linear in [−Rn,−Rn +Rǫn] and in [Rn −Rǫn, Rn]
1 in [−Rn +Rǫn, Rn −Rǫn].
The function
gnΨRn
‖gnΨRn‖2p
is our candidate to realize the infimum in the definition of
ρ(a). Therefore we have to bound from below N22 (∇˜hn) by ‖∇(gnΨn)‖22 and N22 (hn)
by ‖(gnΨn)‖22.
Let us first work on the norm of the gradient. Thanks to the definition (63) of
gn, it is easy to see that
‖∇gn‖22,Rn = α
2−d/q
tn N
2
2,Rnαtn
(∇˜hn). (64)
By the work of Becker and Ko¨nig, we know that
‖∇(gnΨRn)‖22 ≤
(
1 +
1
Rǫn
)
‖∇gn‖22,Rn +
2
Rǫn
‖gn‖22,Rn . (65)
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Then we have to bound from above ‖gn‖22,Rn . Using another time the definition (63)
of gn and the triangle inequality, we have that
‖gn‖2,Rn ≤ α
−d/2q
tn N2,Rnαtn (hn) + α
−d/2q
tn
∥∥∥∥∥
d∑
i=1
fn,σ(·),i(·)
∥∥∥∥∥
2,Rnαtn
. (66)
We bound from above now the norm of fn,σ(y),i(y) for any y ∈ Tσ(k) :
|
d∑
i=1
fn,σ(y),i(y)|2 ≤ d
d∑
i=1
|hn(⌊y⌋+ eσ(1) + · · ·+ eσ(i))− hn(⌊y⌋+ eσ(1) + · · ·+ eσ(i−1))|2.
Then,
∥∥∥∥∥
d∑
i=1
fn,σ,i
∥∥∥∥∥
2
2,Rαtn
≤ d
∑
k∈B(Rnαtn )
∑
σ∈S(d)
∫
y∈Tσ(k)
d∑
i=1
|∇˜σ(i)hn(k + eσ(1) + · · ·+ eσ(i−1))|2dy
=
d
d!
∑
σ∈S(d)
d∑
i=1
∑
k∈B(Rnαtn )
|∇˜σ(i)hn(k + eσ(1) + · · ·+ eσ(i−1))|2
=
d
d!
∑
k∈B(Rnαtn )
∑
σ∈S(d)
d∑
i=1
|∇˜ihn(k + e1 + · · ·+ ei−1)|2
= dN22,Rnαtn (∇˜(hn)).
Using (64) :
∥∥∥∥∥
d∑
i=1
fn,σ(·),i(·)
∥∥∥∥∥
2,Rnαtn
≤
√
dN2,Rnαtn (∇˜hn) =
√
d
α
1−d/2q
tn
‖∇gn‖2,Rn . (67)
Combining (66) and (67) we have :
‖gn‖2,Rn ≤ α
−d/2q
tn N2,Rnαtn (hn) +
√
dα−1tn ‖∇gn‖2,Rn . (68)
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Putting together (64),(65) and (68), we have :
‖∇gn‖22,Rn ≥
Rǫn
1 +Rǫn
‖∇(gnΨRn)‖22 −
2
1 +Rǫn
(
1
α
d/2q
tn
N2,Rnαtn (hn) +
√
d
αtn
‖∇gn‖2,Rn
)2
≥ R
ǫ
n
1 +Rǫn
‖∇(gnΨRn)‖22 −
2
1 +Rǫn
(
1
α
d/q
tn
N22,Rnαtn (hn) +
d
α2tn
‖∇gn‖22,Rn
+
2
√
d
α
1+d/2q
tn
N2,Rnαtn (hn) ‖∇gn‖2,Rn
)
≥ R
ǫ
n
1 +Rǫn
‖∇(gnΨRn)‖22 −
2
1 +Rǫn
(
1
α
d/q
tn
N22,Rnαtn (hn) +
d
α2tn
‖∇gn‖22
+
√
d
α
1+d/2q
tn
N22,Rnαtn (hn) +
√
d
α
1+d/2q
tn
‖∇gn‖22,Rn
)
.
So,
‖∇gn‖22,Rn
(
1 +
2
1 +Rǫn
(
d
α2tn
+
√
d
α
1+d/q
tn
))
≥ R
ǫ
n
1 +Rǫn
‖∇(gnΨRn)‖22 −
2
1 +Rǫn
(
1
α
d/q
tn
+
√
d
α
1+d/2q
tn
)
N22,Rnαtn (hn).
Then, using (64), the fact that αtn → +∞ and that 1 + d/2q > d/q, we obtain :
α
2−d/q
tn N
2
2,Rnαtn
(∇˜hn) ≥ R
ǫ
n
1 +Rǫn + 2
(
d
α2tn
+
√
d
α
1+d/q
tn
) ‖∇(gnΨRn)‖22
− 2
1 +Rǫn + 2
(
d2
α2tn
+
√
d
α
1+d/q
tn
) ( 1
α
d/q
tn
+
√
d
α
1+d/2q
tn
)
N22,Rnαtn (hn)
≥
(
1− C
Rǫn
)
‖∇(gnΨRn)‖22 −
C
α
d/q
tn R
ǫ
n
N22,Rnαtn (hn). (69)
Now we work on the l2-norm of hn. Taking the square in (68), we have that ∀δ > 0,
‖gn‖22,Rn ≤ (1 +
1
δ
)α
−d/q
tn N
2
2,Rnαtn
(hn) + (1 + δ)dα
−2
tn ‖∇gn‖22,Rn .
So,
α
−d/q
tn N
2
2,Rnαtn
(hn) ≥ δ
δ + 1
‖gn‖22,Rn − δdα−2tn ‖∇gn‖
2
2,Rn
≥ δ
δ + 1
‖gnΨRn‖22 − δdα−2tn ‖∇gn‖22,Rn . (70)
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At this point of the proof, we have bounded from belowN22 (∇˜hn) by ‖∇(gnΨRn)‖22
(69) and N22 (hn) by ‖(gnΨRn)‖22 (70). Therefore, combining these two results :
a
α
d/q
tn
N22,Rnαtn (hn) +
1
2
α
2−d/q
tn N
2
2,Rnαtn
(∇˜hn)
≥a
(
δ
δ + 1
‖gnΨRn‖22 − δdα−2tn ‖∇gn‖22,Rn
)
+
1
2
(
1− C
Rǫn
)
‖∇(gnΨRn)‖22
− C
α
d/q
tn R
ǫ
n
N22,Rnαtn (hn)
≥min
(
δ
δ + 1
, 1− C
Rǫn
)(
a ‖gnΨRn‖22 +
1
2
‖∇(gnΨRn)‖22
)
− aδdα−2tn ‖∇gn‖22,Rn
− Cα−d/qtn R−ǫn N22,Rnαtn (hn)
≥min
(
δ
δ + 1
, 1− C
Rǫn
)
ρ(a) ‖gnΨRn‖22p − aδdα−2tn ‖∇gn‖22,Rn
− Cα−d/qtn R−ǫn N22,Rnαtn (hn). (71)
Now we show that we can assume that(
1− CR
ǫ−1
2p
n
)
‖gn‖2p,Rn ≤ ‖gnΨRn‖2p . (72)
Indeed, for a ∈ BRn let gn,a(x) = gn(x−a). By periodicity of gn, in one side we have∫
BRn
∫
BRn\BRn−Rǫn
g2pn (x− a)dx da =
∫
BRn\BRn−Rǫn
∫
BRn
g2pn (x− a)dx da
=
∫
BRn\BRn−Rǫn
∫
BRn
g2pn (x)dx da
≤ CRd−1+ǫn ‖gn‖2p2p,Rn ,
and on the opposite side we have
∫
BRn
∫
BRn\BRn−Rǫn
g2pn (x− a)dx da ≥ V ol(B(1))Rdn inf
a∈BRn


∫
BRn\BRn−Rǫn
g2pn (x− a)dx da

 .
Therefore
inf
a∈BRn


∫
BRn\BRǫn
g2pn (x− a)dx da

 ≤ CRǫ−1n ‖gn‖2p2p,Rn .
Remark that gn being periodic, for any a ∈ BRn , ‖gn‖2 = ‖gn,a‖ and ‖∇gn‖2 =
‖∇gn,a‖2 . So we can assume (72). Hence, combining (71) and (72) we obtain :
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a
α
d/q
tn
N22,Rnαtn (hn) +
1
2
α
2−d/q
tn N
2
2,Rnαtn
(∇˜hn)
≥min
(
δ
δ + 1
, 1− C
Rǫn
)
ρ(a) ‖gn‖22p,Rn
(
1− CR
ǫ−1
2p
n
)2
− aδdα−2tn ‖∇gn‖22,Rn
− Cα−d/qtn R−ǫn N22,Rnαtn (hn).
The problem is now to eliminate the norm of gn. Using the definition (63) of gn and
the triangle inequality, we can prove that
‖gn‖2p,Rn ≥ 1− Cα−1tn ‖∇gn‖2p,Rn .
Therefore, ∀γ > 0,
(1 + γ) ‖gn‖22p,Rn +
1 + γ
γ
Cα−2tn ‖∇gn‖22p,Rn ≥ 1.
Finally,
a
α
d/q
tn
N22,Rnαtn (hn) +
1
2
α
2−d/q
tn N
2
2,Rnαtn
(∇˜hn)
≥min
(
δ
δ + 1
, 1− C
Rǫn
)(
1− CR
ǫ−1
2p
n
)2
ρ(a)
(
1
1 + γ
− C
γα2tn
‖∇gn‖22p,Rn
)
− aδdα−2tn ‖∇gn‖22,Rn − Cα
−d/q
tn R
−ǫ
n N
2
2,Rnαtn
(hn).
We recall that ‖∇gn‖2,Rn = α
1−d/2q
tn N2,Rnαtn (∇˜hn). Moreover, remember that h is
non-negative, as ‖hn‖∞ ≤ 1, then ‖∇gn‖2p,Rn = αtnN2p,Rnαtn (∇˜hn) ≤ αtnN
1/p
2,Rnαtn
(∇˜hn).
We deduce :
a
α
d/q
tn
N22,Rnαtn (hn) +
1
2
α
2−d/q
tn N
2
2,Rnαtn
(∇˜hn)
≥min
(
δ
δ + 1
, 1− C
Rǫn
)(
1− CR
ǫ−1
2p
n
)2
ρ(a)
(
1
1 + γ
− C
γ
N
2/p
2,Rnαtn
(∇˜hn)
)
− aδdα−d/2qtn N22,Rnαtn (∇˜hn)− Cα
−d/q
tn R
−ǫ
n N
2
2,Rnαtn
(hn).
Let n→ +∞, as 2 > d/q :
lim inf
n
a
α
d/q
tn
N22,Rnαtn (hn) +
1
2
α
2−d/q
tn N
2
2,Rnαtn
(∇˜hn)
= lim inf
n
a
α
d/q
tn
N22,Rnαtn (hn)
(
1 +
C
aRǫn
)
+
1
2
α
2−d/q
tn N
2
2,Rnαtn
(∇˜hn)
(
1 +
2adδ
α
2−d/2q
tn
)
≥ lim inf
n
min
(
δ
δ + 1
, 1− C
Rǫn
)(
1− CR
ǫ−1
2p
n
)2
ρ(a)
(
1
1 + γ
− C
γ
N
2/p
2,Rnαtn
(∇˜hn)
)
.
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In one hand, if α
2−d/q
tn N2,Rnαtn (∇˜hn) → +∞, then the result is obvious. In the
other hand, if α
2−d/q
tn N2,Rnαtn (∇˜hn) is converging, then N2,Rnαtn (∇˜hn) → 0 because
2 > d/q, and we have :
lim inf
n
a
α
d/q
tn
N22,Rnαtn (hn) +
1
2
α
2−d/q
tn N
2
2,Rnαtn
(∇˜hn) ≥ min
(
δ
δ + 1
, 1
)
ρ(a)
1
1 + γ
.
Then we let δ → +∞ and γ → 0 to have the result.
Proof of proposition 1.5 :
We recall that ρ(a) = inf
{
a ‖h‖22 + 12 ‖∇h‖22 , ‖h‖2p = 1
}
. Set hβ(·) = βd/2ph(β·).
We remark that ‖hβ‖2p = 1, ‖hβ‖2 = β−d/2q ‖h‖2 and ‖∇hβ‖2 = β1−d/2q ‖∇h‖2.
Then we minimize over β the function :
Φh(β) = aβ
−d/q ‖h‖22 +
1
2
β2−d/q ‖∇h‖22 .
Picking the optimal value β∗ =
√
2ad
2q−d
‖h‖2
‖∇h‖2 we have that
ρ(a) = a1−d/2q
(
2q
2q − d
)(
2q − d
2d
)d/2q
inf
{
‖h‖2−d/q2 ‖∇h‖d/q2 , ‖h‖2p = 1
}
.
Then optimizing over a > 0 the expression inf {a− ρ(a), a > 0} with the optimal
value
a∗ =
2q − d
2d
inf
{
‖h‖4q/d−22 ‖∇h‖22 , ‖h‖2p = 1
}
we have that
inf {a− ρ(a), a > 0} = − inf
{
1
2
‖h‖4q/d−22 ‖∇h‖22 , ‖h‖2p = 1
}
.
Note that the expression is invariant by the transformation hβ(·) = βd/2ph(β·),
therefore we can freely add the condition ‖h‖2 = 1. Then
inf {a− ρ(a), a > 0} = − inf
{
1
2
‖∇h‖22 , ‖h‖2p = ‖h‖2 = 1
}
:= −χd,p.
CHAPITRE 6
Exponential moments of self-intersection local times of
α-stable random walks in subcritical dimensions
In this chapter we present the proof of theorem 2.18 of Chapter 2. This theorem
is a work in progress. For (Xt, t ≥ 0) an aperiodic, symmetric α-stable random walk,
we are interested in the exponential moments for its self-intersections local times.
We denote by µ the law of its increments and by A its infinitesimal generator.
1. Introduction
1.1. Preliminaries results on Fourier transform. We use four types of
Fourier transforms. We give now some notations and results used throughout this
article. Let us denote by TR the discrete torus of radius R. For an application defined
from TR to C
d, we denote by FR its Fourier transform FR (u) ∈ (Cd)TR where
∀n ∈ TR, FR (u) (n) =
∑
k∈TR
uk exp
(
−2iπ< k, n >
R
)
.
We have an inversion formula and a Parseval formula :
Proposition 1.1. For an application u from TR to C
d,
∀n ∈ TR, un = 1
Rd
∑
k∈TR
FR (u) (k) exp
(
2iπ
< k, n >
R
)
and
∑
k∈TR
|FR (u) (k)|2 = Rd
∑
k∈TR
|u(k)|2 .
For a sequence u ∈ l2(Zd), we denote by F its Fourier transform F (u) ∈
L2([−1/2, 1/2]d) :
∀ω ∈ [−1/2, 1/2]d, F (u) (ω) =
∑
z∈Zd
u(z) exp (−2iπ < z, ω >) .
There is an inversion and Parseval formula :
Proposition 1.2.
u(z) =
∫
[−1/2,1/2]d
F (u) (ω) exp(2iπ < z, ω >)dω and ‖F (u)‖22,[−1/2,1/2]d = N22 (u)
Note that the following link between these two types of Fourier transforms is
obvious. For g ∈ l2(Zd) considered as a sequence of Zd, we build its periodised
version of period R : ∀x ∈ TR, gR(x) =
∑
z∈Zd g(x+Rz). We have that
∀x ∈ TR, FR (gR) (x) = F (g)
( x
R
)
. (73)
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For gR a R-periodic function on R
d, we consider its Fourier coefficients :
∀n ∈ Zd,FR(gR)(n) = 1
Rd
∫
[0,R]d
gR(x) exp
(
−2iπ< n, x >
R
)
dx.
There still exists an inversion and Parseval formula :
Proposition 1.3.
∀x ∈ Rd, gR(x) =
∑
n∈Zd
FR(gR)(n) exp
(
2iπ
< n, x >
R
)
and N22 (FR(gR)) =
1
Rd
‖gR‖22,R .
For a function g ∈ L2(Rd) we denote by F(g) its classical Fourier transform :
F(g) =
∫
Rd
g(x)e−i2π<x,ω>dω.
Throughout this article, we are going to compare p-norms of these different type of
Fourier transforms. The main tool to compare p-norms of Fourier transforms is the
following Young inequalities :
Proposition 1.4. For any p > 2 and q its conjugate. For u ∈ (Cd)TR,
Np,R(u) ≤ R−d/qNq,R(FR(u)),
and for gR a R-periodic function of R
d,
‖gR‖p,R ≤ Rd/pNq(FR(gR)).
These inequalities are straightforward applications of the Riesz-Thorin interpo-
lation theorem (see Theorem 1.3.4 in [Gra08] for example) and Parseval formula.
1.2. Main results. Let us first introduce some notations. For βt an application
from R+ to R+, for any a,R, t > 0 let us note
ρ(a,R, t) = inf
h:TRβt→R
{
aβ−αt N
2
2,Rβt(h)− < h,ARβth >Rβt , N2p,Rβt(h) = 1
}
, (74)
ρ(a,R) = inf
h:Rd→R
R−periodic
{
a ‖g‖22,R +Rd
∑
z∈Zd
|FR(g) (z)|2
∣∣∣ z
R
∣∣∣α , ‖g‖2p,R = 1
}
(75)
ρ(a) = inf
g:Rd→R

a ‖g‖22 +
∫
Rd
|ω|α|Fg(ω)|2, ‖g‖2p = 1

 (76)
χα,d,p := inf
g:Rd→R


∫
Rd
|ω|α|F(g)(ω)|2dω, ‖g‖2p = ‖g‖2 = 1

 (77)
ρ =
(
αq
αq − d
)(
αq − d
d
)d/αq
inf
g:Rd→R
{
‖g‖2(1−d/αq)2
(∫
Rd
|ω|α|F(g)(ω)|2dω
)d/αq
, ‖g‖2p = 1
}
.
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Remarque 1.5. It is not obvious that constants ρ(a), χα,d,p and ρ are not dege-
nerate. However, Chen and Rosen have proved in [CR05] that a rewriting of χα,d,p
is non degenerate when p(d − α) < d. Then it is not difficult to prove that these
constants are not degenerate.
We recall the main result of this chapter which is the same theorem than theorem
2.18 of Chapter 2. We consider an α-stable random walk (Xt, t ≥ 0) which means
that we assume that
F (µ)(ω) =
0
1− |ω|α + o(|ω|α),
where µ is the law of the increment of the random walk. For technical reasons that
we have seen in Section 6.2 of Chapter 3 we have assumed that µ was satisfied
assumption 2.16 which is the following :
∃C1, C2 > 0 tels que ∀x, y ∈ Zd, C1|y − x|d+α ≤ µ(y − x) ≤
C2
|y − x|d+α .
The´ore`me 1.6. Assume that α > d/q and that
- for d < α, 1≪ βαt ≪ t
- for d = α, 1≪ βdt ≪ tlog(t)
- for d > α, 1≪ βdt ≪ t
then we have ∀θ > 0
lim sup
t→+∞
βαt
t
logE
[
exp
(
θβ
d/q−α
t Np(lt)
)]
≤ inf
{
a, lim inf
R→+∞
ρ(a,R) > θ
}
Proposition 1.7.
lim inf
t→+∞
β
α−d/q
t ρ(a,R, t) ≥ ρ(a,R)
Lemme 1.8. Behavior of GRαt,λt(0, 0).
Assume that λt = aβ
−α
t and βt ≫ 1. Then for any a,R > 0,
(1) for d < α, GRβt,λt(0, 0) = O(β
α−d
t ).
(2) for d = α, GRβt,λt(0, 0) = O(log βt).
(3) for d > α, GRβt,λt(0, 0) = O(1).
We have said this theorem is a work in progress. To have the complete result,
we have just to prove that
∀a > 0, lim inf
R→+∞
ρ(a,R) ≥ ρ(a).
Indeed, if we succeed to prove that, then we have
lim sup
t→+∞
βαt
t
logE
[
exp
(
θβ
d/q−α
t Np(lt)
)]
≤ inf {a, ρ(a) > θ} .
Moreover it is easy to see that
ρ(a) = a1−d/(αq)ρ.
Then
lim sup
t→+∞
βαt
t
logE
[
exp
(
θβ
d/q−α
t Np(lt)
)]
≤
(
θ
ρ
) αq
αq−d
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which is the desired result. We use Proposition 4.1 to derive the upper bound of the
large deviations :
Corollaire 1.9. ∀λ > 0,
lim
t→+∞
βαt
t
logP
(
It ≥ λtpβ−d(p−1)t
)
≤ −λα/(d(p−1))χα,d,p. (78)
This chapter is organized as follows. In Section 2 we obtain Theorem 1.6. In
Section 3 we prove Proposition 1.7 and Section 4 is devoted to prove Lemma 1.8
and Proposition 4.1. Note that Lemma 1.8 is used in Section 2.4 and Proposition
1.7 in Section 2.5.
2. Proof of Theorem 1.6
2.1. Step 1 : comparison with the SILT of the random walk on the
torus stopped at an exponential time.
Lemme 2.1. Let τ be an exponential time of parameter λt = aβ
−α
t . Let lRβt,τ (x) =∫ τ
0
δx(X
Rβt
s ) ds. Then ∀a, θ, R, βt > 0 :
E
[
exp
(
θβ
d/q−α
t Np(lt)
)]
≤ etλtE
[
exp
(
θβ
d/q−α
t Np,Rβt(lRβt,τ )
)]
De´monstration. We deduce by convexity that
Npp (lt) =
∑
x∈Zd
lpt (x) =
∑
x∈TRβt
∑
k∈Zd
lpt (x+ kRβt)
≤
∑
x∈TRβt
(∑
k∈Zd
lt(x+ kRβt)
)p
=
∑
x∈TRβt
lpRβt,t(x) = N
p
p,Rβt
(lRβt,t).
Then using the fact that τ ∼ E(λt) is independent of (Xs, s ≥ 0) we get :
E
[
exp
(
θβ
d/q−α
t Np(lt)
)]
exp (−tλt) ≤ E
[
exp
(
θβ
d/q−α
t Np,Rβt(lRβt,t)
)]
P (τ ≥ t)
= E
[
exp
(
θβ
d/q−α
t Np,Rβt(lRβt,t)
)
; τ ≥ t
]
≤ E
[
exp
(
θβ
d/q−α
t Np,Rβt(lRβt,τ )
)]
Finally, E
[
exp
(
θβ
d/q−α
t Np(lt)
)]
≤ etλtE
[
exp
(
θβ
d/q−α
t Np,Rβt(lRβt,τ )
)]
.

2.2. Step 2 : the Eisenbaum isomorphism theorem.
The´ore`me 2.2. (Eisenbaum, see for instance corollary 8.1.2 page 364 in [MR06]).
Let τ be as in lemma 2.1 and let (Zx, x ∈ TRβt) be a centered Gaussian process with
covariance matrix GRβt,λt(x, y) = Ex
[∫ τ
0
δy(X
Rβt
s )ds
]
independent of τ and of the
random walk (Xs, s ≥ 0). For s 6= 0, consider the process Sx := lRβt,τ (x)+ 12(Zx+s)2.
Then for all measurable and bounded function F : RTRβt 7→ R :
E [F ((Sx; x ∈ TRβt))] = E
[
F
(
(
1
2
(Zx + s)
2; x ∈ TRβt)
) (
1 +
Z0
s
)]
.
2. PROOF OF THEOREM 1.6 109
2.3. Step 3 : Comparison between Np,Rβt(lRβt,τ ) and N2p,Rβt(Z).
Lemme 2.3. Let τ and (Zx, x ∈ TRβt) be defined as in theorem 2.2. ∀θ, γ, ǫ > 0
such that θ(1 + ǫ) < γ
E
[
exp
(
θβ
d/q−α
t Np,Rβt(lRβt,τ )
)]
≤1 + C(ǫ, θ, γ)
(
1 +
Rd/(2p)β
(d+α)/2
t
ǫ
√
2at
)
exp
(
γtǫβ−αt
) E [exp(γ(1+ǫ)2 βd/q−αt N22p,Rβt(Z))]1/(1+ǫ)
P
(
N2p,Rβt(Z) ≥
√
2tǫβ
−d/(2q)
t (1 +
√
ǫ)
)
De´monstration.
Sx := lRβt,τ (x) +
1
2
(Zx + s)
2 ⇒ Spx ≥ lpRβt,τ (x) +
(
1
2
(Zx + s)
2
)p
⇒ Npp,Rβt(S) ≥ Npp,Rβt(lRβt,τ ) +
1
2p
N2p2p,Rβt(Z + s).
By independence of (Zx, x ∈ TRβt) with the random walk (Xs, s ≥ 0) and the
exponential time τ , we have ∀ǫ > 0,
P
(
Npp,Rβt(lRβt,τ ) ≥ yptpβ
d(1−p)
t
)
P
(
1
2p
N2p2p,Rβt(Z + s) ≥ tpβ
d(1−p)
t ǫ
p
)
=P
(
Npp,Rβt(lRβt,τ ) ≥ yptpβ
d(1−p)
t ,
1
2p
N2p2p,Rβt(Z + s) ≥ tpβ
d(1−p)
t ǫ
p
)
≤P
(
Npp,Rβt(lRβt,τ ) +
1
2p
N2p2p,Rβt(Z + s) ≥ tpβ
d(1−p)
t (y
p + ǫp)
)
≤P
(
Npp,Rβt(S) ≥ tpβ
d(1−p)
t (y
p + ǫp)
)
=E
[(
1 +
Z0
s
)
;
1
2p
N2p2p,Rβt(Z + s) ≥ tpβ
d(1−p)
t (y
p + ǫp)
]
(79)
where the last equality comes from Theorem 2.2. Moreover by Ho¨lder’s inequality,
∀ǫ > 0,
E
[(
1 +
Z0
s
)
;
1
2p
N2p2p,Rβt(Z + s) ≥ tpβ
d(1−p)
t (y
p + ǫp)
]
≤E
[∣∣∣∣1 + Z0s
∣∣∣∣1+1/ǫ
]ǫ/(1+ǫ)
P
(
N2p2p,Rβt(Z + s) ≥ 2ptpβ
d(1−p)
t (y
p + ǫp)
)1/(1+ǫ)
. (80)
Combining (79) and (80) we obtain that ∀a, ǫ > 0,
P
(
Np,Rβt(lRβt,τ ) ≥ ytβ−d/qt
)
≤E
[∣∣∣∣1 + Z0s
∣∣∣∣1+1/ǫ
] ǫ
1+ǫ P
(
N2p,Rβt(Z + s) ≥
√
2tβ
−d/(2q)
t (y
p + ǫp)1/(2p)
) 1
1+ǫ
P (N2p,Rβt(Z + s) ≥
√
2tǫβ
−d/(2q)
t )
. (81)
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Then using the fact that V ar(Z0) = GRβt,λt(0, 0) ≤ E[τ ] = 1λt ,
P
(
Np,Rβt(lRβt,τ ) ≥ ytβ−d/qt
)
≤C(ǫ)
(
1 +
1
s
√
λt
) P (N2p,Rβt(Z + s) ≥ √2tβ−d/(2q)t (yp + ǫp)1/(2p))1/(1+ǫ)
P (N2p,Rβt(Z + s) ≥
√
2tǫβ
−d/(2q)
t )
(82)
But by Markov inequality,
P
(
N2p,Rβt(Z + s) ≥
√
2tβ
−d/(2q)
t (y
p + ǫp)1/(2p)
)
≤ exp (−γtβ−αt (yp + ǫp)1/p)E [exp(γ2βd/q−αt N22p,Rβt(Z + s)
)]
then
E
[
exp
(
θβ
d/q−α
t Np,Rβt(lRβt,τ )
)]
=1 +
∫ +∞
1
P
(
exp
(
θβ
d/q−α
t Np,Rβt(lRβt,τ )
)
≥ y
)
dy
=1 +
∫ +∞
0
P
(
Np,Rβt(lRβt,τ ) ≥ ytβ−d/qt
)
θtβ−αt exp(θtyβ
−α
t )dy
≤1 + C(ǫ)
(
1 +
1
s
√
λt
) E [exp(γ
2
β
d/q−α
t N
2
2p,Rβt
(Z + s)
)]1/(1+ǫ)
P (N2p,Rβt(Z + s) ≥
√
2tǫβ
−d/(2q)
t )∫ +∞
0
exp
(
−γtβ−αt
(yp + ǫp)1/p
1 + ǫ
)
θtβ−αt exp(θtyβ
−α
t )dy.
Remark that the integral is finite if and only if θ < γ
1+ǫ
. In this case
E
[
exp
(
θβ
d/q−α
t Np,Rβt(lRβt,τ )
)]
≤1 + C(ǫ, θ, γ)
(
1 +
1
s
√
λt
) E [exp(γ
2
β
d/q−α
t N
2
2p,Rβt
(Z + s)
)]1/(1+ǫ)
P (N2p,Rβt(Z + s) ≥
√
2tǫβ
−d/(2q)
t )
Choosing s = ǫ
√
2t
R
d
2p β
d/2
t
, using triangle inequality and the fact that N2p,Rβt(s) =
s(Rβt)
d
2p , we have :
E
[
exp
(
θβ
d/q−α
t Np,Rβt(lRβt,τ )
)]
≤1 + C(ǫ, θ, γ)
(
1 +
Rd/(2p)β
(d+α)/2
t
ǫ
√
2at
)
exp
(
γtǫβ−αt
)
E
[
exp
(
γ(1+ǫ)
2
β
d/q−α
t N
2
2p,Rβt
(Z)
)]1/(1+ǫ)
P
(
N2p,Rβt(Z) ≥
√
2tǫβ
−d/(2q)
t (1 +
√
ǫ)
)
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
2.4. Step 4 : Large deviations for N2p,R(Z).
Lemme 2.4. Let τ and (Zx, x ∈ TRβt) be defined as in theorem 2.2, and ρ(a,R, t)
be defined by (74). Under assumptions of theorem 1.6,
(1) ∀a,R, t > 0, λt ≤ ρ(a,R, t) ≤ aRd/qβd/q−αt .
(2) ∀a, ǫ, R, t > 0,
P
[
N2p,Rβt(Z) ≥
√
tǫβ
−d/(2q)
t
]
≥ β
d/(2q)
t√
2πtǫρ(a,R, t)
(
1− β
d/(2q)
t
tǫρ(a,R, t)
)
exp
(
−1
2
tβ
−d/q
t ǫρ(a,R, t)
)
.
(3) ∃C > 0 such that ∀a, γ, ǫ, R, t > 0 such that γ(1 + ǫ)2 < ρ(a,R, t)βα−d/qt
E
[
exp
(
γ(1 + ǫ)
2
β
d/q−α
t N
2
2p,Rβt(Z)
)]
≤

1 + C
1− ρ(a,R,t)
γ(1+ǫ)2β
d/q−α
t

 exp(γ(1 + ǫ)2
2ǫ
ot(tβ
−α
t )
)
De´monstration. (1) For the upper bound, it suffices to take f = (Rβt)
−d/2p
in 74 to obtain the result. For the lower bound, we remark that N2p,Rβt(h) =
1 implies that for all x ∈ TRβt , |h(x)| ≤ 1, and then N2p2p,Rβt(h) ≤ N22,Rβt(h).
Therefore ρ(a,R, t) ≥ λt.
(2) By Ho¨lder’s inequality, for any f such that ‖f‖(2p)′,Rβt = 1,
P
[
N2p,Rβt(Z) ≥
√
tǫβ
−d/(2q)
t
]
≥ P

 ∑
x∈TRβt
fxZx ≥
√
tǫβ
−d/(2q)
t

 .
Since
∑
x∈TRβt
fxZx is a real centered Gaussian variable with variance
σ2a,R,t(f) =
∑
x,y∈TRβt
GRβt,λt(x, y)fxfy ,
we have :
P
[
‖Z‖2p,Rβt ≥
√
tǫβ
−d/(2q)
t
]
≥σa,R,t(f)β
d/(2q)
t√
2πtǫ
(
1− σ
2
a,R,t(f)β
d/q
t
tǫ
)
exp
(
− tβ
−d/q
t ǫ
2σ2a,R,t(f)
)
≥σa,R,t(f)β
d/(2q)
t√
2πtǫ
(
1− ρ1(a,R, t)β
d/q
t
tǫ
)
exp
(
− tβ
−d/q
t ǫ
2σ2a,R,t(f)
)
,
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where ρ1(a,R, t) = sup
{
σ2a,R,t(f), N(2p)′,Rβt(f) = 1
}
. Taking the supremum
over f we obtain that ∀a,R, t, ǫ > 0,
P
[
N2p,Rβt(Z) ≥
√
tǫβ
−d/(2q)
t
]
≥
√
ρ1(a,R, t)β
d/(2q)
t√
2πtǫ
(
1− ρ1(a,R, t)β
d/q
t
tǫ
)
exp
(
− tβ
−d/q
t ǫ
2ρ1(a,R, t)
)
.
Then it suffices to prove that ρ1(a,R, t) =
1
ρ(a,R,t)
to have the result.
We denote by < ·, · >Rβt the scalar product on l2(TRβt). On one hand,
by Ho¨lder inequality,
< f,GRβt,λtf >Rβt≤ N2p,Rβt(GRβt,λtf), ∀f such that N(2p)′,Rβt(f) = 1.
Since G−1Rβt,λt = λt − ARβt ,
< f,GRβt,λtf >Rβt =< G
−1
Rβt,λt
GRβt,λtf,GRβt,λtf >Rβt
= λtN
2
2,Rβt(GRβt,λtf)− < ARβtGRβt,λtf,GRβt,λtf >
≥ ρ(a,R, t)N22p,Rβt(GRβt,λtf).
Therefore, for all f such thatN(2p)′,Rβt(f) = 1,< f,GRβt,λtf >
2
Rβt
≤ <f,GRβt,λtf>Rβt
ρ(a,R,t)
.
Then, taking the supremum over f , ρ1(a,R, t) ≤ 1/ρ(a,R, t).
On the other hand, let f0 achieving the infimum in the definition of
ρ(a,R, t).
ρ1(a,R, t) = sup
N(2p)′,Rβt (f)=1
{< f,GRβt,λtf >Rβt}
≥ < G
−1
Rβt,λt
f0, f0 >Rβt
N2(2p)′,Rβt(G
−1
Rβt,λt
f0)
=
ρ(a,R, t)
N2(2p)′,Rβt(G
−1
Rβt,λt
f0)
.
Furthermore, using the Lagrange multipliers method, we know that
N(2p)′,Rβt(G
−1
Rβt,λt
f0) = ρ(a,R, t). Hence ρ1(a,R, t) ≥ 1/ρ(a,R, t), and then
ρ1(a,R, t) = 1/ρ(a,R, t).
(3) Let M be a median of N2p,Rβt(Z). We can easily see that
E
[
exp
(
γ(1 + ǫ)
2
β
d/q−α
t N
2
2p,Rβt(Z)
)]
≤E
[
exp
(
γ(1 + ǫ)2
2
β
d/q−α
t |N2p,Rβt −M |2
)]
exp
(
γ(1 + ǫ)2
2ǫ
β
d/q−α
t M
2
)
Let us now prove that under our assumptions we have β
d/q−α
t M
2 =
o(tβ−αt ) which is equivalent toM
2 = o(tβ
−d/q
t ). SinceM =
(
median
( ∑
x∈TRβt
Z2px
))1/2p
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and that for X ≥ 0, median(X) ≤ 2E[X], we get :
M2 =

median

 ∑
x∈TRβt
Z2px



1/p
≤

2E

 ∑
x∈TRβt
Z2px



1/p
≤ C(p)

 ∑
x∈TRβt
GRβt,λt(0, 0)
pE
[
Y 2p
]1/p , where Y ∼ N(0, 1)
≤ C(p)(Rβt)d/pGRβt,λt(0, 0)(E[Y 2p])1/p
≤ C(p)(Rβt)d/pGRβt,λt(0, 0).
Recall that we have λt = aβ
−α
t .
For d < α, by lemma 1.8, M2 = O(β
α−d/q
t ). Then as β
α
t ≪ t we have
M2 = o(tβ
−d/q
t ).
For d = α, by lemma 1.8, M2 = O(β
d/p
t log βt). Then as β
d
t ≪ tlog(t) we have
M2 = o(tβ
−d/q
t ).
For d > α, by lemma 1.8, M2 = O(β
d/p
t ). Then as β
d ≪ t, we have M2 =
o(tβ
−d/q
t ).
Let us now work on the expectation.
E
[
exp
(
γ(1 + ǫ)2
2
β
d/q−α
t |N2p,Rβt −M |2
)]
=1 +
∫ +∞
1
P
(
exp
(
γ(1 + ǫ)2
2
β
d/q−α
t |N2p,Rβt −M |2
)
> y
)
dy
=1 +
∫ +∞
0
γ(1 + ǫ)2
2
β
d/q−α
t exp
(
γ(1 + ǫ)2
2
β
d/q−α
t y
)
P (|N2p,Rβt(Z)−M |2 > y)dy
Using concentration inequalities for norms of Gaussian processes (see
for instance lemma 3.1 in [LT91]), ∀u > 0,
114 6. EXPONENTIAL MOMENTS OF SELF-INTERSECTION LOCAL TIMES
P (|N2p,Rβt(Z)−M | ≥
√
u) ≤ 2P
(
Y ≥
√
u
ρ1(a,R,t)
)
= 2P
(
Y ≥
√
uρ(a,R, t)
)
where Y ∼ N(0, 1). Then
E
[
exp
(
γ(1 + ǫ)2
2
β
d/q−α
t |N2p,Rβt −M |2
)]
≤1 +
∫ +∞
0
γ(1 + ǫ)2β
d/q−α
t exp
(
γ(1 + ǫ)2
2
β
d/q−α
t y
)
P
(
Y ≥
√
yρ(a,R, t)
)
dy
≤1 + C
∫ +∞
0
γ(1 + ǫ)2β
d/q−α
t exp
(
γ(1 + ǫ)2
2
β
d/q−α
t y
)
exp
(
−yρ(a,R, t)
2
)
=1 +
C
1− ρ(a,R,t)
γ(1+ǫ)2β
d/q−α
t
,if γ < ρ(a,R, t)
β
α−d/q
t
(1 + ǫ)2
.

2.5. End of proof of upper bound of theorem 1.6. By lemma 2.1 we have
that :
lim sup
t→+∞
βαt
t
logE
[
exp
(
θβ
d/q−α
t Np(lt)
)]
≤ a+lim sup
t→+∞
βαt
t
E
[
exp
(
θβ
d/q−α
t Np,Rβt(lRβt,τ )
)]
.
(83)
Then by lemma 2.3, for θ(1 + ǫ) < γ
lim sup
t→+∞
βαt
t
logE
[
exp
(
θβ
d/q−α
t Np,Rβt(lRβt,τ )
)]
≤ǫγ + 1
1 + ǫ
lim sup
t→+∞
βαt
t
logE
[
exp
(
γ(1 + ǫ)
2
β
d/q−α
t N
2
2p,Rβt(Z)
)]
− lim inf
t→+∞
βαt
t
logP
(
N2p,Rβt(Z) ≥
√
2tǫβ
−d/(2q)
t (1 +
√
ǫ)
)
. (84)
Moreover, by 1 and 3 of lemma 2.4, for γ(1 + ǫ)2 < lim inf
t→+∞
β
α−d/q
t ρ(a,R, t)
lim sup
t→+∞
βαt
t
logE
[
exp
(
γ(1 + ǫ)
2
β
d/q−α
t N
2
2p,Rβt(Z)
)]
≤ 0, (85)
and by 1 and 2 of lemma 2.4,
lim inf
t→+∞
βαt
t
logP
(
N2p,Rβt(Z) ≥
√
2tǫβ
−d/(2q)
t (1 +
√
ǫ)
)
≥ −aǫ(1 +√ǫ)2Rd/q. (86)
Finally, for θ(1 + ǫ) < γ and γ(1 + ǫ)2 < lim inf
t→+∞
ρ(a,R, t)β
d/q−α
t ,
lim sup
t→+∞
βαt
t
logE
[
exp
(
θβ
α−d/q
t Np(lt)
)]
≤ a+ ǫγ + aǫ(1 +√ǫ)2Rd/q. (87)
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Then we make ǫ → 0. As lim inf
t→+∞
β
α−d/q
t ρ(a,R, t) ≥ ρ(a,R), for θ < γ and γ <
ρ(a,R) we have
lim sup
t→+∞
βαt
t
logE
[
exp
(
θβ
d/q−α
t Np(lt)
)]
≤ a. (88)
We make γ → ρ(a,R) and take the limit over R. Then we have for any θ > 0
lim sup
t→+∞
βαt
t
logE
[
exp
(
θβ
d/q−α
t Np(lt)
)]
≤ inf
{
a, lim inf
R→+∞
ρ(a,R) > θ
}
(89)
3. Proof of Proposition 1.7
3.1. Rewriting of ρ(a,R, t). Let us rewrite ρ(a,R, t) defined by (74) in terms
of Fourier transform. Let h be the function achieving the infimum in the definition
of ρ(a,R, t) (74)
< h,ARβth >Rβt
=
∑
x∈TRβt
h(x)
∑
y∈TRβt
µRβt(y − x)(h(y)− h(x))
=−N22,Rβt(h) +
∑
x∈TRβt
∑
y∈TRβt
h(x)µRβt(y − x)h(y)
=− 1
(Rβt)d
N22,Rβt(FRβt (h))
+
∑
x∈TRβt
∑
y∈TRβt
h(x)h(y)
∑
z∈TRβt
1
(Rβt)d
FRβt (µRβt) (z) exp
(
2iπ
< z, y − x >Rβt
Rβt
)
=− 1
(Rβt)d
N22,Rβt(FRβt (h)) +
1
(Rβt)d
∑
z∈TRβt
|FRβt (h) (z)|2FRβt (µRβt) (z)
=
1
(Rβt)d
∑
z∈TRβt
|FRβt (h) (z)|2
(
F (µ)
(
z
Rβt
)
− 1
)
.
We have shown that
β
α−d/q
t ρ(a,R, t) = aβ
− d
q
t N
2
2,Rβt(h) +
β
α− d
q
t
(Rβt)d
∑
z∈TRβt
|FRβt (h) (z)|2(1− F (µ) (
z
Rβt
)).
(90)
We call
aβ
− d
q
t N
2
2,Rβt(h)
the 2-norm part and
βα−
d
q
(Rβt)d
∑
z∈TRβt
|FRβt (h) (z)|2
(
1− F (µ)
(
z
Rβt
))
the gradient part.
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We set
gR(x) = β
d/(2p)
t
∑
k∈TRβt
h(k)ϕ(βtx− k)
where ϕ is a Rβt-periodic function such that
FRβt(ϕ)(n) =
1
(Rβt)d
√
1− F (µ) ( n
Rβt
)
| n
Rβt
|α/2 1In∈TRβt .
Thus gR is a R-periodic function of R
d and
FR(gR)(n) = β
d/(2p)
t FRβt(h)(n)FRβt(ϕ)(n).
Our candidate to achieve the infimum in the definition (75) of ρ(a,R) is the function
g defined as the normalized function gR :
g =
gR
‖gR‖2p,R
.
3.2. Gradient part. The function gR is built to preserve the gradient part.
Indeed,
β
α− d
q
t
(Rβt)d
∑
z∈TRβt
|FRβt (h) (z)|2 (1− F (µ) (
z
Rβt
))
=
β
α− d
q
t
(Rβt)d
∑
z∈TRβt
|FRβt (h) (z)|2 FRβt(ϕ)(z)2(Rβt)2d
∣∣∣∣ zRβt
∣∣∣∣α
=β
−d/q
t (Rβt)
d
∑
z∈TRβt
|FRβt (h) (z)|2 FRβt(ϕ)(z)2
∣∣∣ z
R
∣∣∣α
=Rd
∑
z∈TRβt
|FR(gR)(z)|2
∣∣∣ z
R
∣∣∣α . (91)
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3.3. 2-norm part. Note that by symmetry of µ, F¯ (µ) = F (µ). Then F (µ) is
real and 1− F (µ) ≥ 0. By Parseval equality,
‖gR‖22,R
=RdN22 (FR(gR))
=Rd
∑
z∈Zd
|FR(gR)(z)|2
=Rd
∑
z∈TRβt
β
d/p
t |FRβt (h) (z)|2
1
(Rβt)2d
(
1− F (µ) ( z
Rβt
)
)
∣∣∣ zRβt ∣∣∣α
=
Rdβ
d/p
t
(Rβt)2d
N22,Rβt(FRβt (h)) +
Rdβ
d/p
t
(Rβt)2d
∑
z∈TRβt
|FRβt (h) (z)|2

1− F (µ) ( zRβt )∣∣∣ zRβt ∣∣∣α − 1


=β
−d/q
t N
2
Rβt(h) +
Rdβ
d/p
t
(Rβt)2d
∑
z∈TRβt
|FRβt (h) (z)|2

1− F (µ) ( zRβt )∣∣∣ zRβt ∣∣∣α − 1


Remember that F (µ) (u) =
u→0
1− |u|α + o(|u|α). So, for ǫ > 0, ∃δ > 0 such that for
| z
Rβt
| < δ, we have
∣∣∣1−F (µ)( zRβt )| z
Rβt
|α − 1
∣∣∣ ≤ ǫ. Then, using Parseval equality,
Rdβ
d/p
t
(Rβt)2d
∑
z∈TRβt
|FRβt (h) (z)|2

1− F (µ) ( zRβt )∣∣∣ zRβt ∣∣∣α − 1


≤ R
dβ
d/p
t
(Rβt)2d

ǫ ∑
z/
∣∣∣ zRβt
∣∣∣<δ
|FRβt (h) (z)|2 + δ−α
∑
z/
∣∣∣ zRβt
∣∣∣≥δ
|FRβt (h) (z)|2
(
1− F (µ)
(
z
Rβt
))
≤ ǫβ−d/qt N22,Rβt(h) + δ−αRdβd/pt
∑
z∈TRβt
|FRβt (h) (z)FRβt(ϕ)(z)|2
∣∣∣∣ zRβt
∣∣∣∣α
= ǫβ
−d/q
t N
2
2,Rβt(h) + δ
−αRdβ−αt
∑
z∈TRβt
|FR(gR)(z)|2
∣∣∣ z
R
∣∣∣α .
Moreover, by (91) and (90) it is easy to see that
Rd
∑
z∈TRβt
|FR(gR)(z)|2
∣∣∣ z
R
∣∣∣α ≤ βα−d/qt ρ(a,R, t). (92)
Then, since α > 0, ∀ǫ > 0, ∃δ > 0 such that
‖gR‖22,R ≤ (1 + ǫ)β−d/qt N22,Rβt(h) + δ−αβ−d/qt ρ(a,R, t)
≤ (1 + ǫ)β−d/qt N22,Rβt(h) + δ−αβ−αt
(
β
α−d/q
t ρ(a,R, t)
)
(93)
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3.4. 2p-norm part. We work now on the most difficult part, that is the 2p-
norm. Using Fourier inversion formula,
gR(x) = β
d/(2p)
t
∑
k∈TRβt
h(k)ϕ(βtx− k)
= βd/(2p)
∑
k∈TRβt
h(k)
∑
n∈TRβt
FRβt(ϕ)(n) exp
(
2iπ
(< βtx− k, n >
Rβt
)
= β
d/(2p)
t
∑
n∈TRβt
FRβt (h) (n)FRβt(ϕ)(n) exp
(
2iπ
< x, n >
R
)
First we cut the 2p-norm of gR in two parts, introducing
1
(Rβt)d
.
‖gR‖2p,R
≥ β
d/(2p)
t
(Rβt)d
∥∥∥∥∥∥
∑
n∈TRβt
FRβt (h) (n) exp
(
2iπ
< ·, n >
R
)∥∥∥∥∥∥
2p,R
− βd/(2p)t
∥∥∥∥∥∥
∑
n∈TRβt
FRβt (h) (n)
(
FRβt(ϕ)(n)−
1
(Rβt)d
)
exp
(
2iπ
< ·, n >
R
)∥∥∥∥∥∥
2p,R
(94)
We want to prove that the first term is close to the 2p-norm of h, and that the
second term is negligible. We first work on the second term in (94). Let δt −→
t→+∞
0 to
be chosen later. We first use inversion formula of Proposition 1.3,Young inequality
of Proposition 1.4 and we again cut the sum in two parts.
β
d/(2p)
t
∥∥∥∥∥∥
∑
n∈TRβt
FRβt (h) (n)
(
FRβt(ϕ)(n)−
1
(Rβt)d
)
exp
(
2iπ
< ·, n >
R
)∥∥∥∥∥∥
2p,R
≤(Rβt)d/(2p)N(2p)′,Rβt
(
FRβt (h) (·)
(
FRβt(ϕ)(·)−
1
(Rβt)d
))
≤(Rβt)d/(2p)

 ∑
n/
∣∣∣ nRβt
∣∣∣≤δt
∣∣∣∣FRβt (h) (n)
(
FRβt(ϕ)(n)−
1
(Rβt)d
)∣∣∣∣(2p)
′


1/(2p)′
+(Rβt)
d/(2p)

 ∑
n/
∣∣∣ nRβt
∣∣∣>δt
∣∣∣∣FRβt (h) (n)
(
FRβt(ϕ)(n)−
1
(Rβt)d
)∣∣∣∣(2p)
′


1/(2p)′
(95)
Let us focus on the first term in (95). We have assumed that there exists a function
ǫ(u) →
u→0
0 such that F (µ) (u) =
u→0
1 − |u|α + ǫ(u) |u|α. So for t sufficiently large,
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using Ho¨lder inequality ((2p)′ < 2) and Parseval equality,
(Rβt)
d/(2p)

 ∑
n/
∣∣∣ nRβt
∣∣∣≤δt
∣∣∣∣FRβt (h) (n)
(
FRβt(ϕ)(n)−
1
(Rβt)d
)∣∣∣∣(2p)
′


1/(2p)′
=
(Rβt)
d/(2p)
(Rβt)d

 ∑
n/
∣∣∣ nRβt
∣∣∣≤δt
∣∣∣∣∣∣∣FRβt (h) (n)


√
1− F (µ) ( n
Rβt
)∣∣∣ nRβt ∣∣∣α/2
− 1


∣∣∣∣∣∣∣
(2p)′


1/(2p)′
≤(Rβt)
d/(2p)
(Rβt)d
N2,Rβt(FRβt (h))

 ∑
n/
∣∣∣ nRβt
∣∣∣≤δt
∣∣∣∣∣∣∣
√
1− F (µ) ( n
Rβt
)∣∣∣ nRβt ∣∣∣α/2
− 1
∣∣∣∣∣∣∣
2q
1/(2q)
=
(Rβt)
d/(2p)
(Rβt)d/2
N2,Rβt(h)

 ∑
n/
∣∣∣ nRβt
∣∣∣≤δt
∣∣∣∣ǫ
(
n
Rβt
)∣∣∣∣2q


1/(2q)
≤(Rβt)−d/(2q)N2,Rβt(h)(Rβtδt)d/(2q) sup
|u|≤δt
ǫ(u).
To be negligible compared to β
−d/(2q)
t N2,Rβt(h), we have to choose δt such that
(βtδt)
d/(2q) sup
|u|≤δt
ǫ(u) →
t→+∞
0. (96)
Let us focus on the second term in (95). As the random walk is aperiodic, there
exists C > 0 such that for |x| ≤ 1, |x|α/2 ≤ C√1− F (µ) (x). Then, using the fact
that
∣∣∣ nRβt ∣∣∣ ≤ 1 and Ho¨lder inequality,
(Rβt)
d/(2p)

 ∑
n/
∣∣∣ nRβt
∣∣∣>δt
∣∣∣∣FRβt (h) (n)
(
FRβt(ϕ)(n)−
1
(Rβt)d
)∣∣∣∣(2p)
′


1/(2p)′
≤C (Rβt)
d/(2p)
(Rβt)d

 ∑
n/
∣∣∣ nRβt
∣∣∣>δt
∣∣∣∣∣∣FRβt (h) (n)
√
1− F (µ) ( n
Rβt
)
| n
Rβt
|α/2
∣∣∣∣∣∣
(2p)′


1/(2p)′
≤C (Rβt)
d/(2p)
(Rβt)d
N2,Rβt
(
FRβt (h) (·)
√
1− F (µ)
( ·
Rβt
))
(Rβt)
α/2

 ∑
n/|n|>Rβtδt
|n|−αq

1/(2q)
≤C(Rβt)α/2−d/(2q)−d/2N2,Rβt
(
FRβt (h) (·)
√
1− F (µ)
( ·
Rβt
))(
(Rβtδt)
d−αq)1/(2q) .
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Using (90), we have
(Rβt)
d/(2p)

 ∑
n/
∣∣∣ nRβt
∣∣∣>δt
∣∣∣∣FRβt (h) (n)
(
FRβt(ϕ)(n)−
1
(Rβt)d
)∣∣∣∣(2p)
′


1/(2p)′
≤C(βtδt)
d−αq
2q
√
β
α−d/q
t ρ(a,R, t).
To be negligible compared to
√
β
α−d/q
t ρ(a,R, t), since d − αq < 0, it is enough
to choose δt such that
βtδt → +∞. (97)
We want now to prove that conditions (96) and (97) are compatible. Condition (97) is
equivalent to βt ≫ δ−1t and condition (97) is equivalent to βt ≪ δ−1t sup
|u|≤δt
|ǫ(u)|−2q/d.
Then conditions (96) and (97) are compatible if sup
|u|≤δt
|ǫ(u)| ≪ 1 which is equivalent
to δt → 0. We have now succeeded to control the second term in (94) by proving
that :
β
d/(2p)
t
∥∥∥∥∥∥
∑
n∈TRβt
FRβt (h) (n)
(
FRβt(ϕ)(n)−
1
(Rβt)d
)
exp
(
2iπ
< ·, n >
R
)∥∥∥∥∥∥
2p,R
=o
(
(Rβt)
−d/(2q)N2,Rβt(h)
)
+ o
(√
β
α−d/q
t ρ(a,R, t)
)
=o
(√
β
α−d/q
t ρ(a,R, t)
)
(98)
It remains to control the first term of the sum in (94). Performing the change of
variable x→ xβt,
β
d/(2p)
t
(Rβt)d
∥∥∥∥∥∥
∑
n∈TRβt
FRβt (h) (n) exp
(
2iπ
< ·, n >
R
)∥∥∥∥∥∥
2p,R
=
∥∥∥∥∥∥ 1(Rβt)d
∑
n∈TRβt
FRβt (h) (n) exp
(
2iπ
< ·, n >
Rβt
)∥∥∥∥∥∥
2p,Rβt
.
For x ∈ Rd, let
f(x) :=
1
(Rβt)d
∑
n∈TRβt
FRβt (h) (n) exp
(
2iπ
< x, n >
Rβt
)
.
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Note that f is Rβt-periodic and that f(x) = h(x), ∀x ∈ TRβt . We define an approxi-
mation of f by :
∀x ∈
[
−Rβt
2
,
Rβt
2
]d
, f¯(x) =
∑
k∈TRβt
f¯k 1IQk(x)
where Qk is the unit cube based on k : [k − 12 , k + 12 ]d. And f¯k = 1|Qk|
∫
Qk
f(x)dx
the mean of f on each unit cube Qk. Let us define the integer part as following :
∀x ∈ Qk, ⌊x⌋ = k. Then, ∀x ∈ Qk, f(⌊x⌋) = h(k). Introducing f(⌊·⌋) and f¯(·), we
have that :
‖f‖2p,Rβt ≥ ‖f(⌊·⌋)‖2p,Rβt −
∥∥f¯ − f(⌊·⌋)∥∥
2p,Rβt
− ∥∥f − f¯∥∥
2p,Rβt
. (99)
The first term is exactly the 2p-norm of h. Let us examine the second term. For
x ∈ [0, Rβt]d,
∑
k∈TRβt
f¯(k) 1IQk(x)− f(⌊x⌋)
=
1
(Rβt)d
∑
k∈TRβt
∫
Qk
∑
n∈TRβt
FRβt (h) (n) exp
(
2iπ
< n, y >
Rβt
)
dy 1IQk(x)
− 1
(Rβt)d
∑
n∈TRβt
FRβt (h) (n) exp
(
2iπ
< n, ⌊x⌋ >
Rβt
)
=
1
(Rβt)d
∑
n∈TRβt
FRβt (h) (n)
∫
Q0
exp
(
2iπ
< n, y >
Rβt
)
dy︸ ︷︷ ︸
C
(
n
Rβt
)
∑
k∈TRβt
exp
(
2iπ
< n, k >
Rβt
)
1IQk(x)
− 1
(Rβt)d
∑
n∈TRβt
FRβt (h) (n) exp
(
2iπ
< n, ⌊x⌋ >
Rβt
)
=
1
(Rβt)d
∑
n∈TRβt
FRβt (h) (n)
(
C
(
n
Rβt
)
− 1
)
exp
(
2iπ
< n, ⌊x⌋ >
Rβt
)
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Therefore, using inversion formula of Proposition 1.1, Young inequality of Proposi-
tion 1.4 and Ho¨lder inequality :∥∥f¯ − f(⌊·⌋)∥∥
2p,Rβt
=
1
(Rβt)d
N2p,Rβt

 ∑
n∈TRβt
FRβt (h) (n)
(
C
(
n
Rβt
)
− 1
)
exp
(
2iπ
< n, · >
Rβt
)
≤(Rβt)
d/(2p)
(Rβt)d
N(2p)′,Rβt
(
FRβt (h) (·)
(
C
( ·
Rβt
)
− 1
))
≤(Rβt)
d/(2p)
(Rβt)d
N2,Rβt
(
FRβt (h) (·)
√
1− F (µ)
( ·
Rβt
))
N2q,Rβt

 C
(
·
Rβt
)
− 1√
1− F (µ)
(
·
Rβt
)

 .
Let us examine N2q,Rβt

 C( ·Rβt )−1√
1−F (µ)
(
·
Rβt
)

. A simple computation shows that
C(x) =
d∏
j=1
sin(πxj)
πxj
.
Then, for x close to 0,
C(x) ∼
0
d∏
j=1
πxj − 16(πxj)3
πxj
∼
0
d∏
j=1
(
1− (πxj)
2
6
)
∼
0
1 +O(|x|2).
Combining this with the fact that 1− F (µ) (x) ∼
0
|x|α, we have that
C(x)− 1√
1− F (µ) (x) = O(|x|
2−α/2).
Moreover, as the random walk is aperiodic, we know that F (µ) (x) = 1 ⇔ x = 0.
Then the function x→ C(x)−1√
1−F (µ)(x) is uniformly bounded for |x| ≤ 1 and
N2q,Rβt

 C
(
·
Rβt
)
− 1√
1− F (µ)
(
·
Rβt
)

 = O((Rβt)d/(2q)).
Therefore, using (90)
∥∥f¯ − f(⌊·⌋)∥∥
2p,Rβt
= O
(
(Rβt)
−d/2)N2,Rβt
(
FRβt (h) (·)
√
1− F (µ)
( ·
Rβt
))
= O
(√
ρ(a,R, t)
)
. (100)
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We turn now to the third term of (99).
∥∥f − f¯∥∥2p
2p,Rβt
=
∑
k∈TRβt
∫
Qk
∣∣f(x)− f¯k∣∣2p dx
By Poincare´’s inequality, as the unit cube is a Lypschitz’s domain,∥∥f − f¯k∥∥2p,Qk ≤ C ‖∇f‖2p,Qk
where C depends only in d, p and |Qk|. Hence,∥∥f − f¯∥∥
2p,Rβt
≤C
∑
k∈TRβt
‖∇f‖2p,Qk
=C ‖∇f‖2p,Rβt .
Moreover, denoting by ψj the j-th coordinate function ψj(n) = nj, we use inver-
sion formula in Proposition 1.3, Young inequality in Proposition 1.4 and Ho¨lder’s
inequality :∥∥f − f¯∥∥
2p,Rβt
≤ C
(Rβt)d
d∑
j=1
∥∥∥∥∥∥
∑
n∈TRβt
FRβt (h) (n)
2iπψj(n)
Rβt
exp
(
2iπ
< n, · >
Rβt
)∥∥∥∥∥∥
2p,Rβt
≤C (Rβt)
d/(2p)
(Rβt)d
d∑
j=1
N(2p)′,Rβt
(
FRβt (h) (·)
2iψj(·)
Rβt
)
≤C (Rβt)
d/(2p)
(Rβt)d
N(2p)′,Rβt
(
FRβt (h) (·)
|·|
Rβt
)
≤C (Rβt)
d/(2p)
(Rβt)d
N2,Rβt
(
FRβt (h) (·)
√
1− F (µ)
( ·
Rβt
))
N2q,Rβt
(
|·|
Rβt
(
1− F (µ)
( |·|
Rβt
))−1/2)
As previously, 1 − F (µ) (x) =
0
|x|α implies that |x|√
1−F (µ)(x) =0
|x|1−α/2 which is
bounded around 0 since α ∈]0, 2]. Moreover, since the random walk was assumed
aperiodic, F (µ) (x) = 1 ⇔ x = 0. Then, the function x → |x|√
1−F (µ)(x) is uniformly
bounded for |x| ≤ 1. Therefore,
N2q,Rβt
(
|·|
Rβt
(
1− F (µ)
( ·
Rβt
))−1/2)
= O((Rβt)
d/(2q))
124 6. EXPONENTIAL MOMENTS OF SELF-INTERSECTION LOCAL TIMES
and using (90)
∥∥f − f¯∥∥
2p,Rβt
= O
(
(Rβt)
−d/2N2,Rβt
(
FRβt (h) (·)
√
1− F (µ)
( ·
Rβt
)))
= O
(√
ρ(a,R, t)
)
(101)
Combining (99), (100), (101) and the fact that N2p,Rβt(h) = 1, we have shown
that
‖f‖2p,Rβt ≥ 1−O
(√
ρ(a,R, t)
)
(102)
Finally, putting together (94), (98), (102), as α − d/q > 0, we have controlled
the 2p-norm of gR by :
‖gR‖2p,R ≥1− o
(√
β
α−d/q
t ρ(a,R, t)
)
−O
(√
ρ(a,R, t)
)
=1− o
(√
β
α−d/q
t ρ(a,R, t)
)
(103)
Finally, ∀R > 0, ∀ǫ > 0, ∃δ > 0 such that
β
α−d/q
t ρ(a,R, t)
=aβ
− d
q
t N
2
2,Rβt(h)− β
α− d
q
t < h,ARβth >Rβt
≥ a
1 + ǫ
(
‖gR‖22,R + δ−αo
(
β
α−d/q
t ρ(a,R, t)
))
+Rd
∑
z∈TRβt
|FR(gR)(z)|2
∣∣∣ z
R
∣∣∣α
=
a
1 + ǫ
‖gR‖22p,R ‖g‖22 +
aδ−α
1 + ǫ
o
(
β
α−d/q
t ρ(a,R, t)
)
+ ‖gR‖22p,RRd
∑
z∈TRβt
|FR(g) (z)|2
∣∣∣ z
R
∣∣∣α
≥‖gR‖
2
2p,R
1 + ǫ
(
a ‖g‖22,R +Rd
∑
z∈Zd
|FR(g) (z)|2
∣∣∣ z
R
∣∣∣α
)
+
aδ−α
1 + ǫ
o
(
β
α−d/q
t ρ(a,R, t)
)
Then we obtain that ∀R, ǫ > 0, ∃δ > 0 such that :
β
α−d/q
t ρ(a,R, t) ≥
‖gR‖22p,R
1 + ǫ
ρ(a,R) +
aδ−α
1 + ǫ
o
(
β
α−d/q
t ρ(a,R, t)
)
.
Using (103),
β
α−d/q
t ρ(a,R, t) ≥
1− o
(
β
α−d/q
t ρ(a,R, t)
)
1 + ǫ
ρ(a,R) +
aδ−α
1 + ǫ
o
(
β
α−d/q
t ρ(a,R, t)
)
,
then we let t→ +∞ then we let ǫ→ 0 and we have that ∀R > 0
lim inf
t→+∞
β
α−d/q
t ρ(a,R, t) ≥ ρ(a,R).
Note that the previous inequality is always true even if lim inf
t→+∞
β
α−d/q
t ρ(a,R, t) is
infinite.
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4. Proof of Lemma 1.8
Let ps and p
Rβt
s the transition probability of Xs and X
Rβt
s .
GRβt,λt(0, 0) =
∫ +∞
0
exp(−λts)pRβts (0, 0)ds
≤ 1 +
∫ +∞
1
exp(−λts)
∑
z∈Zd
ps(0, zRβt)ds.
By Theorem 1.1 in [BL02], there exists C such that
∀s ≥ 0, ∀z ∈ Zd, ps(0, zRβt) ≤ C
(
s−d/α ∧ s|zRβt|d+α
)
.
Then,
GRβt,λt(0, 0) ≤ 1 + C
∫ +∞
1
exp(−λts)

s−d/α + ∑
0<|z|≤ s1/α
Rβt
s−d/α +
∑
|z|> s1/α
Rβt
s
|zRβt|d+α

 ds
≤ 1 + C
(∫ βαt
1
s−d/αds+
∫ +∞
βαt
exp(−λts)
βdt
ds
)
+ C
∫ +∞
1
exp(−λts)
(Rβt)d
ds
≤ 1 + C
∫ βαt
1
s−d/αds+ C
exp(−λtβαt )
λtβdt
+ C
exp(−λt)
λt(Rβt)d
.
Remember that λt = aβ
−α
t . Then we have,
GRβt,λt(0, 0) ≤ 1 + C
∫ βαt
1
s−d/αds+O
(
βα−dt
)
.
Now, if we distinguish the three cases α < d, α = d and α > d we have the result.
Proposition 4.1.
inf {a− ρ(a), a > 0} = −χd,p
De´monstration. We recall that ρ(a) = inf
{
a ‖g‖22 +
∫
Rd
|ω|α|F(g)(ω)|2dω, ‖g‖2p = 1
}
.
Set gβ(·) = βd/2pg(β·). We remark that ‖gβ‖2p = 1, ‖gβ‖2 = β−d/2q ‖g‖2 and∫
Rd
|ω|α|F(gβ)(ω)|2dω = βα−d/q
∫
Rd
|ω|α|F(g)(ω)|2dω.
Then we minimize over β the function :
Φg(β) = aβ
−d/q ‖g‖22 + βα−d/q
∫
Rd
|ω|α|F(g)(ω)|2dω.
Picking the optimal value β∗ =
(
ad
αq−d
‖g‖22∫
Rd
|ω|α|F(g)(ω)|2dω
)1/α
we have that
ρ(a) = a1−d/αq
(
αq
αq − d
)(
αq − d
d
)d/αq
inf
{
‖g‖2(1−d/αq)2
(∫
Rd
|ω|α|F(g)(ω)|2dω
)d/αq
, ‖g‖2p = 1
}
.
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Then optimizing over a > 0 the expression inf {a− ρ(a), a > 0} with the optimal
value
a∗ =
αq − d
d
inf
{
‖g‖2(αq/d−1)2
∫
Rd
|ω|α|F(g)(ω)|2dω, ‖g‖2p = 1
}
we have that
inf {a− ρ(a), a > 0} = − inf
{
‖g‖2(αq/d−1)2
∫
Rd
|ω|α|F(g)(ω)|2dω, ‖g‖2p = 1
}
.
Note that the expression is invariant by the transformation gβ(·) = βd/2pg(β·). The-
refore we can freely add the condition ‖g‖2 = 1. Then
inf {a− ρ(a), a > 0} = − inf
{∫
Rd
|ω|α|F(g)(ω)|2dω, ‖g‖2p = ‖g‖2 = 1
}
:= −χd,p.

CHAPITRE 7
Bilan et perspectives
Dans cette the`se nous nous sommes inte´resse´s aux grandes de´viations du temps
local d’auto-intersections de marches ale´atoires. On a vu que cette question e´tait lie´e
a` des mode`les physiques tels que des mode`les de polyme`res ou des proble`mes d’e´cou-
lements en milieux stratifie´s. Les intersections de marches ale´atoires inte´ressent les
mathe´maticiens depuis les anne´es cinquante, et les grandes de´viations d’intersections
de marches ale´atoires ont e´te´ abondemment e´tudie´ au cours des anne´es deux mille.
Avec cette the`se, nous ame´liorons les connaissances sur les grandes de´viations
des temps locaux d’auto-intersections de marches ale´atoires dans deux principales
directions. D’une part nous avons unifie´ les me´thodes de preuves au travers du
the´ore`me d’isomorphisme de Dynkin-Eisenbaum, et d’autre part nous avons prouve´
de nouveaux re´sultats.
En effet, nous avons vu que les me´thodes utilise´es par les auteurs pour prouver
les principes de grandes de´viations e´taient nombreuses et varie´es. Dans cette the`se
nous avons montre´ que la me´thode base´e sur le the´ore`me d’isomorphisme de Dynkin-
Eisenbaum, d’abord introduite par Castell [Cas10] dans le cas critique, fonctionnait
aussi dans le cas sur-critique [Lau10b] et sous-critique [Lau10a].
En ce qui concerne les nouveaux re´sultats, nous avons d’abord prouve´ un prin-
cipe de grandes de´viations dans le cas critique et sur-critque des marches α-stables
(Chapitre 4). Puis, nous avons montre´ un principe de grandes de´viations dans le cas
sous-critique de la marche simple (Chapitre 5). Ce re´sultat est une extension d’un
re´sultat de Becker et Ko¨nig [BK11] puisque les auteurs n’obtenaient pas ce principe
pour le cas sous-critique en entier, et ils avaient de surcroˆıt une restriction au niveau
des e´chelles de de´viations. Enfin, nous cherchons a` e´tendre ce dernier re´sultat aux
marches α-stables ou` nous avons pour l’instant un re´sultat de grandes de´viations
partiel (Chapitre 6).
Il reste cependant beaucoup de travail a` faire sur la question. Dans un premier
temps, il nous apparaˆıt naturel et envisageable d’ame´liorer nos propres re´sultats.
Tout d’abord il reste a` terminer la de´monstration du cas sous-critique α-stable, ce
a` quoi nous travaillons.
Ensuite, lorsque nous travaillons sur les marches α-stables, nous conside´rons les
marches ale´atoires ve´rifiant l’hypothe`se 2.16 (Chapitre 2), ce qui restreint nos re´sul-
tats. Or cette hypothe`se ne sert qu’a` obtenir des estime´es de la fonction de Green
des marches conside´re´es, nous pensons donc qu’elle n’est pas ne´cessaire a` l’obtention
du principe de grandes de´viations. Nous pourrions donc travailler a` l’obtention d’es-
time´es de la fonction de Green des marches α-stables en se passant de l’hypothe`se
2.16.
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Dans un deuxie`me temps, un certain nombres de questions lie´es aux intersec-
tions de marches ale´atoires sont ouvertes et inte´ressantes. D’abord, la question des
de´viations mode´re´es est ouverte a` l’exception de la double intersection dans le cas
sous-critique. Avec le the´ore`me d’isomorphisme de Dynkin-Eisenbaum, le temps local
d’auto-intersections est plus ou moins remplace´ par la norme d’un processus Gaus-
sien. C’est le controˆle de cette dernie`re qui limite nos re´sultats aux tre`s grandes
de´viations. Ainsi, si nous comprenons tre`s bien le comportement de la norme de ce
processus gaussien (essentiellement donne´e par la fonction de Green de la marche
conside´re´e), nous avons peut-eˆtre une chance de descendre a` l’e´chelle des grandes
de´viations, voire des de´viations mode´re´es.
Il paraˆıt aussi inte´ressant de voir si le the´ore`me d’isomorphisme de Dynkin-
Eisenbaum peut s’appliquer a` la question du nombre de points visite´s par une marche
ale´atoire, d’abord sur des re´sultats connus, puis si la technique est concluante, d’es-
sayer de l’appliquer a` des questions ouvertes.
Une autre question tre`s inte´ressante est celle des minimiseurs des formules varia-
tionelles rencontre´es. On a vu que celles-ci pouvaient parfois s’exprimer comme les
meilleures constantes dans une ine´galite´ de type Gagliardo-Nirenberg. Dans les cas
ou` ces minimiseurs sont connus, une question est de savoir si une meilleure compre´-
hension de ces minimiseurs peut nous apporter des informations sur les strate´gies
adopte´es par les marches ale´atoires pour re´aliser leurs grandes de´viations.
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Re´sume´
Dans cette the`se on s’inte´resse au temps local d’auto-intersections de marches
ale´atoires. Cette quantite´ est de´finie comme la norme-p a` la puissance p du temps
local de la marche. Elle regarde dans quelle mesure la trajectoire de la marche
ale´atoire s’intersecte. Le temps local d’auto-intersections est lie´ a` diffe´rents mode`les
physiques comme les mode`les de polyme`res ou les proble`mes d’e´coulements de flux
en milieux stratifie´s mais aussi au mode`le mathe´matiques des marches ale´atoires en
paysages ale´atoires.
Nous nous sommes pour notre part inte´resse´s en particulier aux grandes de´via-
tions du temps local d’auto-intersections, c’est a` dire que nous regardons la proba-
bilite´ que la quantite´ d’intersections de la marche ale´atoire soit plus grande que sa
moyenne. Cette question qui a e´te´ tre`s e´tudie´e au cours des anne´es 2000 fait appa-
raitre trois cas distincts, le cas sous-critique, le cas critique et le cas sur-critique. Nous
ame´liorons la connaissance sur cette question au travers de deux re´sultats complets
et d’un re´sultat partiel. D’abord nous prouvons un principe de grandes de´viations
dans les cas critique et sur-critique des marches α-stables, puis nous ame´liorons les
e´chelles de de´viations au cas sous-critique tout entier de la marche simple, enfin nous
sommes en train d’e´tendre ce dernier re´sultat aux marches α-stables. Par ailleurs
les trois preuves sont base´es sur l’utilisation d’une version due a` Eisenbaum d’un
the´ore`me d’isomorphisme de Dynkin. Cette me´thode d’abord introduite par Castell
dans le cas critique est donc ici e´tendue aux autres cas. Nous avons donc re´ussi a`
unifier les diffe´rentes me´thodes de preuves au travers ce the´ore`me d’isomorphisme.
Abstract
In this thesis we are interested in the self-intersection local times of random walks.
This quantity is defined as the p-norm to the power of p of the local times of the
random walk. It measures how much the trajectory of the random walk intersects
itself. The self-intersection local times is connected with various physical models as
polymer models or problems of anomalous dispersion in layered random flows, but
it is also linked with the mathematical model of random walks in random sceneries.
More precisely, we are interested in the large deviations of the self-intersection
local times, i.e. we work on the probability for the intersections to be larger than
expected. This question that has been studied a lot during the 2000’s is divided
in three cases, the subcritical one, the critical one and the super critical one. We
improve the knowledge about this question by two complete results and a partial one.
First, we have proved a large deviation principle in the critical and super critical
cases of α-stable random walks, then we have improved the deviations’ scales to
the entire subcritical case of simple random walk, finally we are extending this last
result to the α-stable random walks. The three proofs are based on a version due
to Eisenbaum of a Dynkin isomorphism theorem. This method which has been first
introduced by Castell in the critical case, is extended here to the others cases. Thus,
we have succeeded to unify the methods of proof by this isomorphism theorem.
