ABSTRACT A basic identity is proven and applied to obtain new simulation estimators concerning (a) system reliability, (b) a multi-valued system. We show that the variance of this new estimator is often of the order a 2 when the usual raw estimator has variance of the order ct and a is small. We also indicate how this estimator can be combined with standard variance reduction techniques of antithetic variables, stratified sampling and importance sampling.
Introduction
Consider the problem of using simulation to estimate c, the probability that an m component binary system is failed. Making use of a basic identity concerning sums of non-independent Bernoulli random variables (presented in Section 1) we present a new estimator of this probability. It is shown that this new estimator is always bounded by the Boole inequality upper bound on c. It is also shown how our approach can be combined with the standard variance reduction techniques of antithetic variables, stratified sampling, and importance sampling. The final section applies the estimator to a multi-valued system.
A Basic Identity
Let X1. and I be random variables defined on the same probability space as/the X i. Suppose that I is independent of tlc random vector X, R and is such that P{I-i}-ai/ai, i-1, ..., n.
The following identity will be basic to our work. 
where Eq is used to signify that the distribution of Y is given by the probabilities qi, 1, n.
Let Ai(q) denote the probability, under the q's, that C is down, and let ,q-EAi(q). We now show how to obtain a new estimator by using the basic identity in conjunction with the above.
By letting
if W > 0 we obtain, from the basic identity, that
Therefore, wc can obtain a new unbiased estimator of a by following these steps:
(a) Simulate the value of J, which is equal to with probability Ai(q)/Aq, i-1, n. (b) Set Yi equal to 1 for E Cj. 
