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Abstract
The purpose of this paper is to prove a Milnor–Moore style theorem for a particular kind
of non-cocommutative Hopf algebras: the dendriform algebras. A dendriform Hopf algebra
is a Hopf algebra, such that the product ∗ is the sum of two operations ≺ and , verifying
certain conditions between them and with the coproduct . The role of Lie algebras is
played by brace algebras, which are defined by n-ary operations (one for each n  2)
satisfying some relations. We show that a dendriform Hopf algebra is isomorphic to the
enveloping algebra of its brace algebra of primitive elements. One of the ingredients of the
proof is the construction of Eulerian idempotents in this context.
 2002 Elsevier Science (USA). All rights reserved.
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Introduction
The classical Milnor–Moore Theorem states that, in characteristic zero,
a connected graded Hopf algebra H which is cocommutative is isomorphic to the
enveloping algebra of its Lie algebra of primitive elements, H ∼= U(Prim(H)).
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In this paper we prove a similar theorem for certain non-cocommutative Hopf
algebras. The hypothesis is that the associative product of H is the sum of two
other products: x ∗ y = x ≺ y + x  y , satisfying some associativity axioms (cf.
Definition 2.1), making H into a dendriform algebra as defined by J.-L. Loday
in [10]. Moreover, the coproduct is supposed to be coherent with ≺ and  in
a certain sense. This data is called a dendriform Hopf algebra. The role of Lie
algebras is played by the brace algebras, introduced in [5–7], which are defined
by n-ary operations, for n 2, satisfying some relations (cf. Section 4).
The tensor module T (V ) of a vector space V , equipped with the shuffle
product and the deconcatenation coproduct, is an example of dendriform Hopf
algebra. The free dendriform algebra Dend(V ) (cf. [10]) is also a dendriform
Hopf algebra.
In [13] we define a coalgebra isomorphism from T (B(V )) into Dend(V ),
where B(V ) is the free brace algebra spanned by the vector space V . The image of
the free brace algebra B(V ) under this isomorphism is the subspace of primitive
elements of Dend(V ).
We show that for any connected graded dendriform Hopf algebra H , there
exists an infinite family of orthogonal projections e(i)D :H → Wi(H), i  1,
where Wi(H) is the subspace of H spanned by the set{(· · · ((x1  x2) x3) · · ·) xi ∣∣ x1, . . . , xi ∈ Prim(H)}.
These operators are the dendriform version of Eulerian idempotents (cf. [4,8]).
As a consequence of this decomposition we obtain an equivalence between
the category of graded connected dendriform Hopf algebras and the category of
brace algebras. This result may be considered as a dendriform version of the
Milnor–Moore Theorem (cf. [11]). F. Chapoton proves independently a similar
result using [13] (cf. [2–14]).
The paper is organised as follows: Section 1 is devoted to prove some
results about permutations and shuffles, needed to describe the main examples of
dendriform Hopf algebras. In Section 2 we give the definition of dendriform Hopf
algebra, and introduce the main examples. In Section 3 we give the description of
the projections e(n)D . In Section 4, we prove the dendriform version of the Milnor–
Moore Theorem.
Conventions
Unless otherwise specified, the algebras involved in this paper are non-unital.
For any vector space V , the image of the element x1 ⊗ · · · ⊗ xn ∈ V ⊗n under the
homomorphism T :V⊗n → V is denoted by T (x1, . . . , xn),
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1. Permutations and shuffles
Let Sn be the group of permutations of n elements, for n 1. The product of Sn
is denoted by · and the unit of the group denoted by 1n. Given two permutations
σ ∈ Sn and τ ∈ Sm we denote by σ × τ the element of Sn+m which consists in
letting σ act on the first n variables and let τ act on the last m variables.
Given a K-vector space V , the group Sn acts on V ⊗n by
σ(v1 ⊗ · · · ⊗ vn) := vσ−1(1)⊗ · · · ⊗ vσ−1(n) for σ ∈ Sn and v1, . . . , vn ∈ V.
We denote by ασ the linear endomorphism of V ⊗n given by
ασ (v1 ⊗ · · · ⊗ vn) := vσ(1) ⊗ · · · ⊗ vσ(n).
Notation 1.1. Recall that, for non-negative integers n and m, an (n,m)-shuffle
is a permutation σ ∈ Sn+m such that σ(1) < σ(2) < · · ·< σ(n) and σ(n+ 1) <
σ(n+ 2) < · · ·< σ(n+m). The set of all (n,m)-shuffles is denoted by Shn,m.
The following lemma is a particular case of a result due to L. Solomon (cf. [15,
p. 258]).
Lemma 1.2. Given an element σ ∈ Sn and an integer 0  p  n, there exist
unique permutations δ ∈ Shp,n−p , σp(1) ∈ Sp and σn−p(2) ∈ Sn−p such that σ =
(σ
p
(1)× σn−p(2) ) · δ−1.
Define the subsets Sh1n,m and Sh2n,m of Shn,m by
Sh1n,m :=
{
σ ∈ Shn,m
∣∣ σ(n+m)= n+m} and
Sh2n,m :=
{
σ ∈ Shn,m
∣∣ σ(n)= n+m}.
The set Shn,m is the disjoint union of Sh1n,m and Sh2n,m.
For any vector space V , the graded vector space T (V )=⊕n0 V⊗n equipped
with the shuffle product defined by
(v1 ⊗ · · · ⊗ vn) ∗ (vn+1 ⊗ · · · ⊗ vn+m) :=
∑
σ∈Shn,m
σ (v1 ⊗ · · · ⊗ vn+m),
and the deconcatenation coproduct, is a Hopf algebra (cf. [9, A.6]).
For n,m, r  0, let Shn,m,r be the set of all permutations σ in Sn+m+r verifying
that σ(1) < · · ·< σ(n), σ(n+ 1) < · · ·< σ(n+m), and σ(n+m+ 1) < · · ·<
σ(n+m+ r). The following formula is a consequence of the associativity of the
shuffle product:
Shn,m,r = Shn,m+r · (1n × Shm,r )= Shn+m,r · (Shn,m × 1r ). (1.3)
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Moreover, the fact that the deconcatenation coproduct is an algebra homomor-
phism implies that, for any 0 p  n+m,
Shn,m =
⋃
0ln
0jm
(Shl,j × Shn−l,m−j ) · τ l,jn,m, (1.4)
where the disjoint union is taken over all (l, j) such that l + j = p, and τ l,jk,n ∈ Sn
is the permutation defined by
τ
l,j
n,m(i) :=
{
i if 1 i  l or n+ j + 1 i  n+m,
i + j if l + 1 i  n,
i − n+ l if n+ 1 i  n+ j.
Let shn,m, sh1n,m, and sh2n,m be the elements of the group algebra K[Sn+m] defined
as follows:
shn,m :=
∑
σ∈Shn,m
σ, sh1n,m :=
∑
σ∈Sh1n,m
σ and sh2n,m :=
∑
σ∈Sh2n,m
σ.
Formulas (1.3) and (1.4) imply the following result (cf. [13, Propositions 0.2
and 1.3]).
Proposition 1.5. (1) Let Sh1n,m,r denote the set of all elements σ in Shn,m,r
such that σ(n+m+ r) = n+m+ r; let Sh2n,m,r be the set of all permutations
σ ∈ Shn,m,r such that σ(n + m) = n + m + r; and let Sh3n,m,r be the set of all
permutations σ ∈ Shn,m,r such that σ(n) = n+m+ r . The following equalities
hold:
(a) Sh3n,m,r = Sh2n+m,r ·
(
Sh2n,m × 1r
)= Sh2n,m+r · (1n × Shm,r ),
(b) Sh2n,m,r = Sh2n+m,r ·
(
Sh1n,m × 1r
)= Sh1n,m+r · (1n × Sh2m,r),
(c) Sh1n,m,r = Sh1n+m,r · (Shn,m × 1r )= Sh1n,m+r ·
(
1n × Sh1m,r
)
.
(2) For any non-negative integers n and m, and any 0  p  n+m, one has
that
(a) sh2n,m =
∑
0ln
0jm
(
shl,j × sh2n−l,m−j
) · τ l,jn,m,
(b) sh1n,m =
∑
0ln
0jm
(
shl,j × sh1n−l,m−j
) · τ l,jn,m.
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2. Dendriform Hopf algebras
Definition 2.1 (cf. [10]). A dendriform algebra over K is a K-vector space H ,
endowed with two binary operations,≺ :H ⊗H →H , satisfying the following
properties:
(a) (x ≺ y)≺ z= x ≺ (y ∗ z),
(b) (x  y)≺ z= x  (y ≺ z),
(c) (x ∗ y) z= x  (y  z),
for any elements x, y and z in H ; where x ∗ y := xy+ x≺ y , for any x, y ∈H .
It is easily seen that the product ∗ is associative.
Definition 2.2. A dendriform Hopf algebra is a dendriform algebra (H,,≺)
without unit, equipped with a K-linear coassociative map called the coproduct
 :H →H ⊗H verifying:
(a) (x ≺ y)=
∑
(x(1) ∗ y(1)⊗ x(2)≺ y(2)+ x(1) ∗ y ⊗ x(2)
+ y(1)⊗ x ≺ y(2) + x(1)⊗ x2 ≺ y)+ y ⊗ x,
(b) (x  y)=
∑
(x(1) ∗ y(1)⊗ x(2) y(2)+ x ∗ y(1)⊗ y(2)
+ y(1)⊗ x  y(2) + x(1)⊗ x2  y)+ x ⊗ y,
for any elements x and y in H , where (x) = ∑x(1) ⊗ x(2) and (y) =∑
y(1)⊗ y(2).
Definition 2.3. An element x of a non-unital Hopf algebra H is called primitive
if (x) = 0. We denote by Prim(H) the set of all primitive elements of a Hopf
algebra H .
Definition 2.4. A dendriform Hopf algebra (H,,≺,) is called graded if H is
a graded vector space H =⊗n0 Hn verifying:
(a) For n,m 1, Hn ≺Hm ⊆Hn+m and Hn Hm ⊆Hn+m.
(b) For n 0, (Hn)⊆⊗np=0 Hp ⊗Hn−p .
Moreover, it is said to be connected if H0 = 0.
Remark 2.5. Let (H,,≺,) be a non-unital dendriform Hopf algebra. Define
operations, that we denote also by ≺ and  in order to simplify notation, on the
vector space H+ :=K ⊕H by
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x ≺ y :=
{
x ≺ y if x, y ∈H,
0 if x ∈K, y ∈H,
yx if x ∈H, y ∈K,
x  y :=
{
x  y if x, y ∈H,
xy if x ∈K, y ∈H,
0 if x ∈H, y ∈K.
Observe that the products 1 1 and 1≺ 1 in H+ are not defined.
Consider the product ∗ on H+ given by
x ∗ y :=
{
x  y + x ≺ y if x ∈H or y ∈H,
xy if x, y ∈K.
The vector space H+ endowed with the product ∗ is an associative algebra with
unit.
Define a coproduct + :H+→H+ ⊗H+ as follows:
+(x) :=
{
(x)+ x ⊗ 1+ 1⊗ x if x ∈H,
x(1⊗ 1) if x ∈K.
Conditions (a) and (b) of Definition 2.2 are equivalent to
(a′) for any x, y ∈H+, +(x ≺ y)= (∗ ⊗≺) ◦ α(1324)
(
(x)⊗+(y)
);
(b′) for any x, y ∈H+, +(x  y)= (∗⊗) ◦ α(1324)
(
+(x)⊗(y)
);
where +(z)=∑ z(1)⊗ z(2) and (z) :=+(z)− z⊗ 1, for all z ∈H+.
Clearly, if (H,,≺,) is a connected dendriform Hopf algebra, then
(H+,∗,+) is a connected graded Hopf algebra in the usual sense, and all results
that we prove for (H,,≺,) remain valid for (H+,∗,+).
Example 2.6.
The tensor module T (V ) Let V be a K-vector space. Consider the graded
vector space T (V ) :=⊕n1 V ⊗n endowed with the products  and ≺ defined
as follows:
(v1 ⊗ · · · ⊗ vn) (vn+1 ⊗ · · · ⊗ vn+m) :=
∑
σ∈Sh1n,m
σ (v1 ⊗ · · · ⊗ vn+m),
(v1 ⊗ · · · ⊗ vn)≺ (vn+1 ⊗ · · · ⊗ vn+m) :=
∑
σ∈Sh2n,m
σ (v1 ⊗ · · · ⊗ vn+m),
for v1, . . . , vn+m ∈ V . Point (1) of Proposition 1.5 states that (T (V ),,≺) is a
dendriform algebra.
The deconcatenation coproduct  on T (V ) is given by
(v1 ⊗ · · · ⊗ vn) :=
n−1∑
i=1
(v1 ⊗ · · · ⊗ vi)⊗ (vi+1 ⊗ · · · ⊗ vn).
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Proposition 2.6.1. The dendriform algebra (T (V ),,≺) endowed with the
deconcatenation coproduct is a dendriform Hopf algebra.
Proof. The result follows easily from point (2) of Proposition 1.5. We refer to
[13, Proposition 1.3] for the details of the proof. ✷
The Hopf algebra of the symmetric group (cf. [12]) Define the products  and
≺ on the graded vector space K[S∞] :=⊕n1 K[Sn] as follows:
σ  δ :=
∑
γ∈Sh1n,m
γ · (σ × δ) and σ ≺ δ :=
∑
γ∈Sh2n,m
γ · (σ × δ),
for σ ∈ Sn and δ ∈ Sm.
Point (1) of Proposition 1.5 implies that (K[S∞],,≺) is a dendriform
algebra.
Lemma 1.2 asserts that for any permutation σ ∈ Sn and any 0  p  n
there exist unique elements γ ∈ Shp,n−p , σp(1) ∈ Sp , and σn−p(2) ∈ Sn−p such that
σ = (σp(1) × σn−p(2) ) · γ−1. Let  :K[S∞]→K[S∞] ⊗K[S∞] be the linear map
given by
(σ) :=
∑
1pn−1
σ
p
(1)⊗ σn−p(2) .
In [12], C. Malvenuto and C. Reutenauer proved that (K[S∞]+,∗,+) is a Hopf
algebra, where the product ∗ is the sum of the operations  and ≺ defined above.
Observe that (K[S∞]+,∗,+) is neither commutative nor cocommutative.
Proposition 2.6.2. The dendriform algebra (K[S∞],,≺) with the coproduct 
is a dendriform Hopf algebra.
Proof. C. Malvenuto and C. Reutenauer showed that + is coassociative and that
+ ◦∗ = (∗⊗∗)◦α1324 ◦ (+⊗+), for the details of the proof we refer to [12].
Since condition (b) of Definition 2.2 follows from (a) and the relation
above, we only need to show that (K[S∞],,≺,) verifies condition (a) of
Definition 2.2.
For 0  l  n and 0  j  m, let τ l,jn,m be the element of Sn+m defined at
Proposition 1.5(2). It is easy to verify that
τ
l,j
n,m · (α × β × ! ×ω)= (α × ! × β ×ω) · τ l,jn,m,
for all α ∈ Sl , β ∈ Sn−l , ! ∈ Sj , and ω ∈ Sm−j . Moreover, one has that(
τ
l,j
n,m
)−1 = τ l,n−ll+j,n+m−(l+j).
Let σ ∈ Sn and δ ∈ Sm be two permutations. For 0 l  n and 0  j  m, one
has that σ = (αl(1) × σn−l(2) ) · γ−1l and δ = (δj(1) × δm−j(2) ) · ω−1j , with γ ∈ Shl,n−l
and ω ∈ Shj,m−j . It holds that
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τ
l,j
n,m · (σ × δ) =
(
σ l(1)× δj(1)× σn−l(2) × δm−j(2)
) · τ l,jn,m · (γ−1l ×ω−1j )
= (σ l(1)× δj(1)× σn−l(2) × δm−j(2) ) · ((γl ×ωj ) · τ l,n−ll+j,n+m−(l+j))−1,
where (γl × ωj ) · τ l,n−ll+j,n+m−(l+j) is an element of Shl+j,n+m−(l+j) .
Proposition 1.5(2) states that, for σ ∈ Sn, δ ∈ Sm, and 0 p  n+m:
σ ≺ δ =
min{n,p}∑
l=max{0,p−m}
(
shl,p−l × sh2n−l,m+l−p
) · τ l,p−ln,m · (σ × δ)
=
min{n,p}∑
l=max{0,p−m}
(
σ l(1) ∗ δp−l(1) × σn−l(2) ∗ δm+l−p(2)
)
· ((γl ×ωp−l ) · τ l,n−ll+j,n+m−(l+j))−1,
which implies that
(σ ≺ δ)=
n+m−1∑
p=1
(
min{n,p}∑
l=max{0,p−m}
(
σ l(1) ∗ δp−l(1) ⊗ σn−l(2) ∗ δm+l−p(2)
))
.
Since (σ) =∑n−1l=1 σ l(1) ⊗ σn−l(2) , (δ) =∑m−1j=1 δj(1) ⊗ δm−j(2) and σ 0(i) = σn(i) =
δ0(i) = δm(i) = 1, for i = 1,2, the proof follows immediately. ✷
The free dendriform algebra (cf. [10]). We give here a brief description of the
free dendriform algebra Dend(V ) spanned by a vector space V .
Let X be a basis of V , and let Yn be the set of all planar binary trees with n+ 1
leaves. We denote by Yn,X the set of all planar binary trees whose vertices are
coloured by the elements of X. The K-vector space generated by Yn,X is denoted
K[Yn,X].
Define the 0-tree to be the element |, then K[Y0] =K .
Let t ∈ Yn,X , w ∈ Tm,X be coloured trees, and let x be an element of X. The
grafting of t and w over x is the n + m + 1-coloured tree t ∨x w obtained by
joining the roots of t and w and create a new root, which is coloured with x . For
any tree t ∈ Yn,X there exist unique elements t l ∈ Yk,X , tr ∈ Yn−k−1,X , and x ∈X
such that t = t l ∨x tr .
Observe that, for V =K , the set Yn,1 is simply Yn and any tree t ∈ Yn may be
written as t = t l ∨ tr .
The graded space Dend(V ) :=⊕n1 K[Yn,X], endowed with the products 
and ≺ defined recursively by
(a) t  | := 0, and |  t := t for deg(t) 1,
(b) t ≺ | := t , and | ≺ t := 0, for deg(t) 1,
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(c) if t = t l ∨x tr ∈K[Yn,X] and w =wl ∨y wr ∈K[Ym,X] then
t w := (t ∗wl)∨y wr and t ≺w := t l ∨x (tr ∗w),
is a dendriform algebra.
Observe that, although we need Y0 to define the products ≺ and , both
products are defined only on Dend(V ).
J.-L. Loday proved (cf. [10, Proposition 5.7]) that (Dend(V ),≺,) is the free
dendriform algebra generated by V . Recall (cf. [1]) that the cardinal of the set Yn
is the Catalan number
cn = (2n)!
n!(n+ 1)! ,
which implies that if V is a vector space of dimension N then the dimension of
Dend(V )n is cnNn.
Define a coproduct + on the algebra Dend(V )+ = K[Y0] ⊕ Dend(V ) as
follows:
+(|)= |⊗ |, +
(∨
w
)
=
(∨
w
)
⊗ |+ | ⊗
(∨
w
)
.
Given t ∈K[Yn,X], with n  1, there exist t l ∈K[Yk,X], tr ∈ K[Yn−k−1,X], and
x ∈X such that t = t l ∨x tr . Set
+(t)=
∑(
t l(1) ∗ tr(1)
)⊗ (t l(2) ∨x tr(2))+ t ⊗ |,
where +(t l )=∑ t l(1)⊗ t l(2) and +(tr )=∑ tr(1)⊗ tr(2).
Let  : Dend(V )→ Dend(V )⊗Dend(V ) be the coproduct given by
(t)=+(t)− t ⊗ |− | ⊗ t .
The following result is proved in [13, Proposition 1.5].
Proposition 2.6.3. Let V be a vector space; the algebra (Dend(V ),,≺,) is
a dendriform Hopf algebra.
Notation 2.7. Given a dendriform algebra (D,,≺), for any n  1 define the
operations wn, wn≺, n, and ≺n from D⊗n into D as follows:
w1(x)=w1≺(x)=1(x)=≺1(x)= x,
wn(x1, . . . , xn) :=
(· · · ((x1  x2) x3) · · ·) xn,
wn≺(x1, . . . , xn) := x1 ≺
(
x2 ≺ · · · ≺ (xn−1 ≺ xn) · · ·
)
,
n(x1, . . . , xn) := x1 
(
x2 
(
x3 · · ·  (xn−1  xn) · · ·
))
,
≺n(x1, . . . , xn) :=
(· · · ((x1 ≺ x2)≺ x3) · · · ≺ xn−1)≺ xn,
for x1, . . . , xn ∈D, n > 1.
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Note that condition (c) of Definition 2.1 and the associativity of ∗ imply that
n(x1, . . . , xn)= (x1 ∗ · · · ∗ xn−1) xn and
≺n(x1, . . . , xn)= x1 ≺ (x2 ∗ · · · ∗ xn),
for all x1, . . . , xn ∈D.
The following two lemmas will be needed in Section 3, for the proof of the
first one we refer to [13, Lemma 2.7].
Lemma 2.8. Let (H,≺,,) be a dendriform Hopf algebra. If x1, . . . , xn are
primitive elements of H , then
 ◦wn(x1, . . . , xn)=
n−1∑
i=1
wi(x1, . . . , xi)⊗wn−i (xi+1, . . . , xn).
Lemma 2.9. Let (H,,≺) be a dendriform algebra. Given elements x1, . . . , xn ∈
H , the following equality holds:∑
1k1<···<kr=n
(−1)rwk1 (x1, . . . , xk1) ∗ · · · ∗wn−kr−1 (xkr−1+1, . . . , xn)
= (−1)nwn≺(x1, . . . , xn),
where the sum is taken over all 1 r  n.
Proof. For n= 1 the result is obviously true.
For n 2, suppose the equality holds for n− 1. One has that∑
1k1<···<kr=n
(−1)rwk1 (x1, . . . , xk1) ∗ · · · ∗wn−kr−1 (xkr−1+1, . . . , xn)
=
∑
2k1<···<kr=n
(−1)rwk1 (x1, . . . , xk1) ∗ · · · ∗wn−kr−1 (xkr−1+1, . . . , xn)
+ x1 ∗
( ∑
2k1<···<kr=n
(−1)r+1wk1 (x2, . . . , xk1) ∗ · · ·
∗wn−kr−1 (xkr−1+1, . . . , xn)
)
,
by recursive hypothesis,
= (−1)n−1wn−1≺ (x1  x2, x3, . . . , xn)+ (−1)nx1 ∗wn−1≺ (x2, . . . , xn)
= (−1)n(wn≺(x1, . . . , xn)+ x1 wn−1≺ (x2, . . . , xn)
−wn−1≺ (x1  x2, . . . , xn)
)
= (−1)n−1wn−1≺ (x1  x2, x3, . . . , xn),
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because
x1 wn−1≺ (x2, . . . , xn) = (x1  x2)≺wn−2≺ (x3, . . . , xn)
= (−1)n−1wn−1≺ (x1  x2, x3, . . . , xn). ✷
Notation 2.10. Given a dendriform Hopf algebra (H,,≺,), for any n  1
and any x ∈ H , define n :H → H⊗n by 1(x) := x , and n(x) = ( ⊗
Idn−2)n−1(x).
Observe that the coassociativity of  implies that(
r1 ⊗r2 ⊗ · · · ⊗rn) ◦n =r1+r2+···+rn,
for all positive integers n, r1, . . . , rn. Moreover, if (H,≺,,) is a connected
dendriform Hopf algebra, then n(x)= 0 whenever x ∈Hr , with r < n.
3. Eulerian projections for dendriform algebras
Let (H =⊕n1 Hn,,≺,) be a connected dendriform Hopf algebra. For
n 1, the maps e(n)D :H →H are defined by
e
(1)
D (x) :=
∑
n1
(−1)n+1 n ◦n(x) and
e
(n)
D (x) := wn ◦
(
e
(1)
D ⊗ · · · ⊗ e(1)D
)
n(x).
Since m(Hr)= 0 for r < m, the homomorphisms e(n)D are well-defined.
Consider the inclusion H ↪→ H+ defined at Remark 2.5. It is easy to check
that, for any x ∈H ,
n ◦n+(x)=
n∑
r=1
(
n− 1
r − 1
)
r ◦r. (3.1)
Let (e(1)D )n denote the restriction of e
(1)
D to Hn, n 1. From (3.1) one gets that
(
e
(1)
D
)
n
=
n∑
r=1
(−1)r+1
(
n
r
)
r ◦r. (3.2)
Proposition 3.3. Let (H,,≺,) be a connected dendriform Hopf algebra.
(1) For any element x ∈ H the image of x under e(1)D , e(1)D (x), is a primitive
element of H .
(2) Let x , y be two elements of H . If y belongs to Prim(H), then e(1)D (xy)= 0.
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Proof. (1) If x ∈H1, the result is obvious.
For n > 1, suppose that e(1)D (x) ∈ Prim(H), for any x ∈Hr , with r < n. Let x
be an element of Hn, write (x)=∑j∈J xj(1)⊗ xj(2), for some finite set J , where
x
j
(i) ∈Hni with ni < n, for i = 1,2 and j ∈ J .
Now, r(x)=∑j∈J xj(1)⊗r−1(xj(2)), which implies that

(
e
(1)
D (x)
)=∑
j∈J
(
x
j
(1)⊗ xj(2) +
n∑
r=2
(−1)r+1 ◦r(xj(1)⊗r−1(xj(2)))
)
.
For j ∈ J and 2  r  n fixed, condition (b) of Definition 2.2 implies the
following equalities:
 ◦ r(xj(1)⊗r−1(xj(2)))
= (xj
(1)
)
(1) ∗
((r−1 ◦r−1)(xj
(2)
))
(1)⊗
(
x
j
(1)
)
(2) 
((r−1 ◦r−1)(xj
(2)
))
(2)
+ xj
(1) ∗
((r−1 ◦r−1)(xj
(2)
))
(1)⊗
((r−1 ◦r−1)(xj
(2)
))
(2)
+ ((r−1 ◦r−1)(xj(2)))(1)⊗ xj(1) ((r−1 ◦r−1)(xj(2)))(2)
+ (xj(1))(1)⊗ (xj(2))(2)  (r−1 ◦r−1)(xj(2))
+ xj(1)⊗
(r−1 ◦r−1)(xj(2)).
Recursive hypothesis states that (e(1)D (x
j
(2)))= 0, for any j ∈ J . So,
n−1∑
r=1
(−1)r(xj(1))(1) ∗ ((r ◦r)(xj(2)))(1)⊗ (xj(1))(2) ((r ◦r)(xj(2)))(2) = 0,
n−1∑
r=1
(−1)rxj(1) ∗
((r ◦r)(xj(2)))(1)⊗ ((r ◦r)(xj(2)))(2) = 0,
n−1∑
r=1
(−1)r((r ◦r)(xj(2)))(1)⊗ xj(1) ((r ◦r)(xj(2)))(2) = 0.
The equalities above imply that

(
e
(1)
D (x)
) = ∑
j∈J
(
x
j
(1)⊗ xj(2) +
n−1∑
r=1
(−1)rxj(1)⊗
(r ◦r)(xj(2))
+
n−1∑
r=1
(−1)r(xj(1))(1)⊗ (xj(1))(2)  (r ◦r)(xj(2))
)
=
∑
j∈J
(
n−1∑
r=2
(−1)rxj(1)⊗
(r ◦r)(xj(2))
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+
n−1∑
r=1
(−1)r(xj(1))(1)⊗ (xj(1))(2)  (r ◦r)(xj(2))
)
.
But, since  is coassociative, one gets,
∑
j∈J
n−1∑
r=1
(−1)r(xj(1))(1)⊗ (xj(1))(2)  (r ◦r)(xj(2))
=
∑
j∈J
n−1∑
r=1
(−1)rxj(1)⊗
(r+1 ◦r+1)(xj(2))
=
∑
j∈J
n∑
r=2
(−1)r−1xj(1)⊗
(r ◦r)(xj(2)).
The last formula and n+1(x)= 0 imply that (e(1)D (x))= 0.
(2) Let (e(1)D )n denotes the restriction of e(1)D to Hn, n 1.
Consider the inclusion H ↪→ H+ defined at Remark 2.5. In order to simplify
the proof we work in H+. Let r :H →H⊗r be the map r := (+ ⊗ Idr−2) ◦
· · · ◦ (+ ⊗ Id) ◦. For y ∈ Prim(H), one has r(y)= 1⊗ · · · ⊗ 1⊗ y . So
r ◦r+(x  y) = (∗ ⊗ · · · ⊗ ∗ ⊗) ◦ α(1(r+1)2(r+2)···r(2r))
(
r+(x)⊗r(y)
)
=
r∑
i=1
(
r
i
)
wi+1 (x(1), . . . , x(i), y),
for i(x)=∑x(1)⊗ · · · ⊗ x(i), 1 i  r .
Suppose x ∈Hn and y ∈Hm; from (3.2) one has
e
(1)
D (x  y) =
n+m∑
r=1
(−1)r+1
(
n+m
r
)
r ◦r+(x  y)
=
n+m∑
i=1
n+m∑
r=1
(−1)r+1
(
n+m
t
)(
r
i
)
wi+1 (x(1), . . . , x(i), y).
But, for 1 i  n+m
n+m∑
r=1
(−1)r+1
(
n+m
t
)(
r
i
)
= (−1)
i(n+m) . . . (n+m− i + 1)
i!
n+m−i∑
k=0
(−1)k+1
(
n+m− i
k
)
= 0,
which implies e(1)D (x  y)= 0. ✷
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The Proposition 3.3 implies the following result.
Corollary 3.4. Let (H,,≺,) be a connected dendriform Hopf algebra. An
element x of H is primitive if and only if x = e(1)D (x).
Notation 2.7 and Corollary 3.4 imply that  ◦ e(n)D = (
∑n−1
i=1 e
(i)
D ⊗ e(n−i)D ) ◦.
Lemma 3.5. Let x1, . . . , xm be a set of primitive elements in a connected
dendriform Hopf algebra H . For n 1, the following formula holds:
e
(n)
D
(
wm(x1, . . . , xm)
)= δn,mwm(x1, . . . , xm),
where
δn,m =
{
0 if n=m,
1 if n=m.
Proof. From Lemma 2.8, one has that
r
(
wm(x1, . . . , xm)
)
=
∑
1m1<···<mr=m
wm1 (x1, . . . , xm)⊗ · · · ⊗wm−mr−1 (xmr−1+1, . . . , xm).
From Proposition 3.3, if mk −mk−1 > 1, then
e
(1)
D
(
w
mk−mk−1 (xmk−1+1, . . . , xmk )
)= 0.
The assertion above implies that e(n)D (wm(x1, . . . , xm)
)= 0, for n=m.
For n=m, since e(1)D (xi)= xi for all 1 i m, it holds that
e
(m)
D
(
wm(x1, . . . , xm)
)=wm(x1, . . . , xm). ✷
Let Wn(H) be the subspace of H spanned by the elements of type
wn(x1, . . . , xn), with x1, . . . , xn ∈ Prim(H),
n 1. Lemma 3.5 implies the following result.
Corollary 3.6. Let H be a connected dendriform Hopf algebra. An element x ∈H
belongs to Wn(H) if and only if e(n)D (x)= x .
Let ψD be the endomorphism of H defined by ψD :=∑r1 re(r)D .
Theorem 3.7. Let (H,,≺,) be a connected dendriform Hopf algebra. The
family of endomorphisms {e(n)D }n1 verifies:
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(1) e(n)D ◦ e(m)D = δn,me(n)D , for n,m 1.
(2) IdH =∑n1 e(n)D .
Proof. Point (1) is a direct consequence of the definition of e(n)D ’s and Lemma 3.5.
(2) Let ψD be the endomorphism of H defined above. For n 1, the restriction
of ψD to Hn is an endomorphism of Hn, we denote it ψnD . Using (1), it is easy to
check that the minimal polynomial of ψnD is (X − 1)(X − 2) . . . (X − n), which
proves that the composition
ψD ◦ · · · ◦ψD︸ ︷︷ ︸
r times
=
∑
n1
nre
(n)
D , for r  0.
Point (2) follows from this formula, when r = 0. ✷
Corollary 3.8. Let H be a connected dendriform Hopf algebra H . The image of
the element x  y under e(1)D is 0, for any x, y ∈H .
Proof. Theorem 3.7 states that every element y ∈H is a sum of elements of type
wn(y1, . . . , yn) for some n 1 and y1, . . . , yn ∈ Prim(H). So, it suffices to prove
the result for these elements. Applying Proposition 3.3(2), one has
e
(1)
D
(
x wn(y1, . . . , yn)
)= e(1)D ((x ∗wn−1 (y1, . . . , yn−1)) yn)= 0. ✷
To end this section we give a simplest description of the morphismψD in terms
of the operations  and ≺.
Lemma 3.9. The following equality holds:
ψD = Id+
∑
n2
(−1)n ◦ (≺n−1 ⊗ Id) ◦n.
Proof. For n 1, we have that
e
(n)
D = wn ◦
(
e
(1)
D ⊗ · · · ⊗ e(1)D
) ◦n
=
∑
i1,...,in1
(−1)i1+···+in−nwn ◦
(i1 ⊗ · · · ⊗in) ◦i1+···+in .
Since ψD =∑n1 ne(n)D , ψD verifies
ψD =
∑
r1
(
r∑
j=1
∑
i1+···+ij=r
(−1)r−jwj ◦
(i1 ⊗ · · · ⊗ij )
)
r.
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Applying a recursive argument on r , it is not difficult to check that
r∑
j=1
∑
i1+···+ij=r
(−1)j+1wj ◦
(i1 ⊗ · · · ⊗ij )= ◦ (≺r−1 ⊗ Id),
which ends the proof. ✷
4. Brace algebras and dendriform algebras
This section is devoted to study the relationship between the category of
connected dendriform Hopf algebras and brace algebras.
Definition 4.1. A brace algebra over K is a K-vector space W equipped with
a family of linear operations:
〈. . .〉 :W⊗n →W for n 2
verifying:〈
v1, v2, . . . , vn, 〈w1, . . . ,wm, z〉
〉
=
∑〈
v1, . . . , vi1 , 〈vi1+1, . . . , vj1,w1〉, vj1+1, . . . , vim , 〈vim+1, . . . ,
vjm,wm〉, vjm+1, . . . , vn, z
〉
,
where the sum is taken over all families of integers 0 i1  j1  i2  j2  · · ·
im  jm  n and 〈wk〉 :=wk for all 1 k m.
For instance, for n=m= 1 this relation reads〈
x, 〈y, z〉〉= 〈〈x, y〉, z〉+ 〈x, y, z〉 + 〈y, x, z〉.
Hence, by exchanging x and y , we get〈
x, 〈y, z〉〉− 〈〈x, y〉, z〉= 〈y, 〈x, z〉〉− 〈〈y, x〉, z〉,
which is the left pre-Lie algebra relation (cf. [3]).
Remark 4.2. Observe that our definition coincides with the definitions of brace
algebra given in [5–7], when all elements of the underlying vector space W are of
degree 0.
For any vector space V , let B(V ) be the free brace algebra spanned by V .
Lemma 4.3. Let V be a finite-dimensional vector space. The underlying vector
space of B(V ) is graded, and it verifies that the dimension of the subspace
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of homogeneous elements of degree n is dimK(B(V )n) = cn−1Nn, where
dimK(V )= n and
cn−1 = (2n− 2)!
n!(n− 1)!
is the (n− 1)th Catalan number.
Proof. The result is obvious for n= 1,2. Let X be a basis of V . Denote by B(V )n
the subspace of homogeneous elements of degree n of B(V ). For n  1, define
the subset Bn of B(V )n by:
B1 :=X and Bn :=
{
〈b1, . . . , br, x〉: bi ∈Bni , x ∈X, and
∑
i
ni = n− 1
}
.
From Definition 4.1, it is immediate to check that Bn is a basis of B(V )n. For
0 l  n− 1, there exists an injective map Bl ×Bn−1−l ↪→ Bn which sends
〈b1, . . . , br, x〉 × 〈c1, . . . , ck, y〉 →
〈〈b1, . . . , br, x〉, c1, . . . , ck, y〉.
It is easily seen that Bn is the disjoint union of the images of the Bl ×Bn−1−l , for
n 3.
A well-known result (cf. [1]) states that the Catalan numbers may be defined
recursively by
c0 = c1 := 1 and cn :=
∑
0ln−1
cl · cn−1−l , for n 2.
To end the proof, it suffices to observe that the formula above asserts that the
number of elements of Bn obtained from bracketing a fixed family of elements
x1, . . . , xn−1, y ∈ V is cn−1. ✷
Let (H,,≺,) be a dendriform algebra. Define, for any family of elements
x1, . . . , xn, y of H the element 〈x1, . . . , xn, y〉H in H by
〈x1, . . . , xn, y〉H :=
n∑
i=0
(−1)n−iwi≺(x1, . . . , xi) y ≺wn−i (xi+1, . . . , xn),
where wi≺ and wn−1−i are the operators defined in Section 2.
Given a vector space V , an easy recursive argument on n shows that
〈x1, . . . , xn, y〉T (V ) = 0, for x1, . . . , xn, y ∈ V,
in the dendriform Hopf algebra T (V ) defined at Example 2.6.
Proposition 4.4. Any dendriform algebra H , equipped with the n-ary products
defined above, is a brace algebra. Moreover, if H is a dendriform Hopf algebra,
the subspace of its primitive elements Prim(H) is a brace sub-algebra of H .
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Proof. See [13, Proposition 2.8 and Theorem 3.4]. ✷
Lemma 4.5. If x, y1, . . . , yn are primitive elements of a connected dendriform
Hopf algebra H , then
e
(1)
D
(
x ≺wn(y1, . . . , yn)
)= (−1)n〈y1, . . . , yn, x〉H .
Proof. Using Lemma 2.8, one gets
e
(1)
D
(
x ≺wn(y1, . . . , yn)
)
= x ≺wn(y1, . . . , yn)
+
∑
1kn
(∑
r2
(−1)r+1r ◦ (r−1 ⊗ Id)
× (wk(y1, . . . , yk)⊗ x ≺wn−k (yk+1, . . . , yn))
)
.
Applying again Lemma 2.8,
r ◦ (r−1 ⊗ Id)(wk(y1, . . . , yk)⊗ x ≺wn−k (yk+1, . . . , yn))
=
(∑(
wk1 (y1, . . . , yk1) ∗ · · · ∗wk−kr−2 (ykr−2+1, . . . , yk)
) x)
≺wn−k (yk+1, . . . , yn),
where the sum is taken over all 1 k1 < · · ·< kr−1 = k. Now, by Lemma 2.9∑
r2
(−1)r+1r ◦ (r−1 ⊗ Id)(wk(y1, . . . , yk)⊗ x ≺wn−k (yk+1, . . . , yn))
= (−1)kwk(y1, . . . , yk).
So,
e
(1)
D
(
x ≺wn(y1, . . . , yn)
)
= x ≺wn(y1, . . . , yn)
+
∑
1kn
(−1)kwk(y1, . . . , yk) x ≺wn−k (yk+1, . . . , yn)
= 〈y1, . . . , yn, x〉H . ✷
Define ι :B(V )→ Prim(Dend(V )) to be the unique homomorphism of brace
algebras such that
ι
(〈x1, . . . , xn, y〉)= 〈x1, . . . , xn, y〉H , for x1, . . . , xn, y ∈ V.
Let ! :T (B(V ))→ Dend(V ) be the following K-linear map:
!(x1 ⊗ · · · ⊗ xn) :=wn
(
ι(x1), . . . , ι(xn)
)
, for x1, . . . , xn ∈ B(V ).
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The following theorem is proved in [13, Theorem 4.1]. We give a shorter proof
using the projector e(1)D .
Theorem 4.6. Let V be a K-vector space. The brace algebras B(V ) and
Prim(Dend(V )) are isomorphic, and the map ! :T (B(V ))→ Dend(V ) is a co-
algebra isomorphism.
Proof. We prove first that ι is an epimorphism. Let X be a basis of V , it suffices
to show that the element e(1)D (t) is in the image of ι, for all t ∈ Yn,X and all n 1.
For n= 1, the result is clear.
For n  2, an element t ∈ Yn,X is of the form t = t l ∨x tr , for unique trees
t l ∈ Yk,X , tr ∈ Yn−k−1,X , and x ∈X. If the degree of t l is greater or equal to zero,
then e(1)D (t)= 0, by Corollary 3.8, and there is nothing to prove.
If t l = | ∈ Y0, then t =∨x ≺ tr , with x ∈X. By Theorem 3.7, tr is the sum of
elements of type wk(y1, . . . , yk), with y1, . . . , yk ∈ Prim(Dend(V )). Lemma 4.5
implies that
e
(1)
D
(
x ≺wk(y1, . . . , yk)
)= 〈y1, . . . , yk, x〉H .
Since the degree of yi is less than n, for 1 i  k, the recursive hypothesis states
that y1, . . . , yk belong to the image of ι. So, 〈y1, . . . , yk, x〉H belongs to the image
of ι, too.
Theorem 3.7 and the surjectivity of ι imply that ! is an epimorphism.
Let K[Y∗−1] be the graded vector space such that K[Y∗−1]n = K[Yn−1], for
n 1. It is easy to verify that the linear map from the tensor module T (K[Y∗−1])
into K[Y∞] =⊕n1 K[Yn] given by
t1 ⊗ · · · ⊗ tn → t1 ∨
(
t2 ∨ · · ·
(
tn−1 ∨ (tn ∨ |)
) · · ·),
is bijective. So, applying Lemma 4.3, for any vector space V of dimension N , the
dimension of T (B(V ))n is cnNn. Since dimK(Dend(V )n) is also cnNn, we may
conclude that ι and ! are isomorphisms for any finite-dimensional vector space V .
Clearly, this result imply that ι and ! are isomorphisms for any vector space. ✷
Let GH Dend denote the category of connected dendriform Hopf algebras
over K , and let B-Alg be the category of brace algebras over K . Proposition 4.4
states that Prim is a well-defined functor from GH Dend into B-Alg.
Given a brace algebra (W, 〈. . .〉), the free dendriform algebra Dend(W) is a
connected dendriform Hopf algebra (cf. [13]). Consider the two-sided ideal (with
respect to the dendriform structure) IW of Dend(W) spanned by the elements
n−1∑
i=1
wi≺(x1, . . . , xi) xn ≺wn−1−i (xi+1, . . . , xn−1)− 〈x1, . . . , xn〉,
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for all elements x1, x2, . . . , xn in W . The quotient Dend(W)/IW is still a con-
nected dendriform Hopf algebra, that we denote by Udend(W). Clearly, the
functor Udend :B-Alg → GH Dend is left-adjoint to Prim. So, for any brace
algebra W and any connected dendriform Hopf algebra H , there exist canonical
homomorphisms:
W → Prim(Udend(W)) and Udend(Prim(H))→H.
The following theorem may be considered as a dendriform version of the
Milnor–Moore Theorem (cf. [11]), where Lie algebras are replaced by brace
algebras.
Theorem 4.7. (1) For any brace algebra W , the homomorphism W →
Prim(Udend(W)) is an isomorphism.
(2) For any connected dendriform Hopf algebra H , the homomorphism
Udend(Prim(H))→H is an isomorphism.
Proof. (1) Theorem 4.7 implies that Prim(Dend(W)) = B(W). Therefore
Prim(Udend(W)) is the image of B(W) in Dend(W)/IW , which is easily seen to
be W .
(2) Observe that Prim(H) is the quotient of B(Prim(H)) by the ideal spanned
by 〈x1, . . . , xn, y〉 − 〈x1, . . . , xn, y〉H , with x1, . . . , xn, y ∈ Prim(H).
The image of this ideal by the isomorphism ! from T (B(Prim(H))) into
Dend(Prim(H)), is the ideal IPrim(H) of Dend(Prim(H)). So, ! induces an
isomorphism T (Prim(H))→ Udend(Prim(H)).
Let ! :H → T (Prim(H)) be the homomorphism defined by
x → e(1)D (x)+
(
e
(1)
D ⊗ e(1)D
) ◦2(x)+ · · · + (e(1)D ⊗ · · · ⊗ e(1)D ) ◦n(x),
for x ∈Hn. It is easy to check that the inverse morphism of Udend(Prim(H))→H
is the composition
H
e→ T (Prim(H))→ Udend(Prim(H)). ✷
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