While it is obvious that the mean diabatic forcing of the atmosphere is crucial for maintaining the mean climate, the importance of diabatic forcing fluctuations is less evident in this regard. Such fluctuations do not appear directly in the equations of the mean climate but affect the mean indirectly through their effects on the time-mean transient-eddy fluxes of heat, momentum, and moisture. How large are these effects? What are the effects of tropical phenomena associated with substantial heating variations such as ENSO and the MJO? To what extent do variations of the extratropical surface heat fluxes and precipitation affect the mean climate? What are the effects of the rapid "stochastic" components of the heating fluctuations? Most current climate models misrepresent ENSO and the MJO and ignore stochastic forcing; they therefore also misrepresent their mean effects. To what extent does this contribute to climate model biases and to projections of climate change?
Introduction
Despite significant improvements in climate models over the last two decades, the substantial remaining errors in simulations of both the mean climate and climate variability have proved difficult to eradicate. There is evidently a connection between these two types of error, but attempts at a systematic diagnosis quickly run up against the chicken-or-egg issue of whether the errors in the mean cause those in the variability or vice versa. The elegant theory of adiabatic transient-eddy-mean-flow interactions developed over the last several decades is generally unhelpful in this regard, and it also has limited applicability to finite amplitude variations in zonally asymmetric environments and to diabatically driven flows in the troposphere. Furthermore, there is no reason why GCMs should not be able to handle such adiabatic interactions, other than inadequate model resolution. The fact that many GCM simulation errors are not qualitatively sensitive to further increases of model resolution suggests that the mishandling of such interactions is not the chief culprit. The pointer thus turns toward the misrepresentation of diabatic processes, as manifested in errors of both the mean and transient diabatic heating.
To some extent, a GCM's mean diabatic heating error can be reduced by the (physical or unphysical) tuning of the GCM's parameterizations. Errors in the variable heating are harder to tune away. Many transient atmospheric phenomena associated with strong heating variations continue to be poorly simulated by GCMs. Prime examples are such tropical phenomena as the El Niño-Southern Oscillation (ENSO) and the MaddenJulian oscillation (MJO) that dominate on interannual and intraseasonal time scales. Others are not hard to find. It is also relevant in this context that currently there is almost no explicit accounting in GCMs of the "unparameterized remainder" of feedbacks from the unresolved to the resolved scales at each model time step. Several modeling groups are exploring ways to treat such feedbacks as additional stochastic forcing terms, but without clear guidance as to their potential impact on climate variability and the mean climate.
Our principal aim in this paper is to provide an overall assessment of how diabatic heating variability affects atmospheric circulation variability and the mean climate, and by implication, how improving representations of transient diabatic phenomena and stochastic forcing in climate models would improve simulations of climate variability and the mean climate. We discuss in section 2 how the transient forcing does not affect the mean climate directly but indirectly through its effect on the mean adiabatic transient eddy fluxes, and how its overall effect can be assessed-with some limitationsthrough model simulations in which it is ignored. To this end, we present in section 3 results from a long 108 000-day perpetual winter simulation by a dry adiabatic general circulation model forced with the observed time-mean diabatic forcing as a constant forcing. The errors of this simulation are attributed to the neglect of the transient forcing. Section 4 addresses potential difficulties with such an attribution. Evidence that the transient forcing has a nonnegligible stochastic component is presented in section 5, and a discussion and concluding remarks follow in section 6.
Conceptual framework
Consider the atmospheric evolution equations in the form
where x i is the ith component of the state vector x, the first and second terms on the right are the linear and quadratically nonlinear adiabatic tendencies (in which we include linear and quadratically nonlinear damping terms), respectively, and all other tendencies are represented by the forcing F i . For convenience we use throughout this paper the Einstein summation convention of summing over repeated indices; thus, L ij x j actually stands for ⌺ j L ij x j , etc. Note that L ij and N ijk are constant in time. Now if we write x i as a sum of mean and transient parts, x i ϭ x i ϩ xЈ i , the equation for the mean is
and the equation for the transients, obtained by subtracting (2) from (1), is
where M represents linearization about the mean state and TЈ the transient adiabatic fluxes. The equation for the eddy covariances C ij ϭ xЈ i xЈ j may then be obtained from (3) as
Q ij ͑4͒
This equation relates C to the third-order moments TЈxЈ and the covariance of FЈ with xЈ. Note that one can write an equation like (4) in any norm (i.e., for any linear transformation of xЈ). In the energy norm C ij is the energy and F i x i is the energy source. The impact of the transient forcing FЈ on the mean climate can thus be seen as occurring through its impact on C (and therefore on T i , since T i ϭ N ijk C jk ) in (4), and then through T i in (2). Equations (2) and (4) provide a convenient conceptual framework for investigating the interaction between climate variability and the mean climate and how it is affected by the mean and variable diabatic forcing. A significant simplification occurs if the terms Q ij within the square brackets in (4) are expressible in terms of x i and C ij plus external sources; then (2) and (4) form a closed set for x i and C ij and there is no need to explicitly consider (3). One simple way to do this (among others) is to approximate TЈ i ϩ FЈ i in (3) as stochastic forcing terms S im m , where m is deltacorrelated white noise. The terms within the square brackets in (4) then become Q ij ϭ S im S jm , and (2) and (4) reduce to perhaps the simplest possible closed set of coupled equations linking the mean climate and climate variability. Note that in this case, (4) is a linear equation for C, and a stationary positive-definite solution exists only if M is a stable linear operator.
Although no one to our knowledge has attempted to solve such a coupled set of equations, much has been learned by analyzing (2) and (4) separately. There is a long history of studies considering simplified forms of (2) to understand the effects of F and T on the mean climate x. A few studies have also used simplified forms of (4) to understand how C is influenced by x through M. For example, Whitaker and Sardeshmukh (1998, hereafter WS98) solved (4) for the C of the extratropical synoptic eddies, specifying an M corresponding to linearization about the observed long-term mean tropospheric circulation, and also specifying Q ij ϭ S im S jm , and obtained remarkably realistic storm tracks. Two aspects of their successful simulation are especially relevant here, as will become evident in the following pages: 1) their model was sufficiently damped so that M was stable, as required; and 2) in order to obtain realistic storm-track magnitudes over the entire Northern Hemisphere, they adjusted the overall magnitude of their Q ij terms by a single global factor. Thus their success was partly due to their implicitly accounting for the contribution of the FЈ terms in (4), albeit in a crude manner.
We are concerned in this paper with the effect of FЈ not just on C but also on the mean x, and a consistent treatment requires that we consider (2) and (4) together. We recognize that while the Q ij ϭ S im S jm approximation is illuminating, it may not be accurate enough for a quantitatively useful diagnosis of a GCM's erroneous simulated mean and variability. Such a closure of Q, or indeed any closure at all, is in fact unnecessary in (4) if we consider (3) explicitly [i.e., if we run the model (1) with prescribed mean and variable forcings]. To generate the long simulation described in the next section, we forced a dry adiabatic GCM with only the mean observed forcing and interpreted the errors in its simulated mean and variability as arising from the neglect of the variable forcing FЈ. Despite some potential difficulties with this interpretation discussed later in the paper, we are confident that the errors of our constant-forcing simulation do provide useful estimates of the net impacts of diabatic heating variability on atmospheric circulation variability and the mean climate.
A constant-forcing simulation
To assess the net impacts of the diabatic forcing variability, we performed a long 108 000-day perpetual winter integration of a dry adiabatic GCM forced with only the observed winter-mean diabatic forcing as a constant forcing. For this purpose we used a T42 5-level version of the University of Hamburg's Portable University Model of the Atmosphere (PUMA), which may be downloaded (see http://www.mi.uni-hamburg.de/ Theoretische_Meteorologie.6.0.html). The model has been used in several studies of extratropical stormtrack dynamics and climate variability (Fraedrich et al. 2005a,b,c) . It incorporates simple parameterizations of thermal and mechanical damping similar to those used by Hoskins and Simmons (1975) and Hall (2000) . Specifically, a horizontal ٌ 8 hyperdiffusion with a time scale of 6 h at the smallest resolved scale is included in the equations for vorticity, divergence, and temperature. An additional scale-independent but leveldependent linear damping is also imposed on these variables. For vorticity and divergence this linear damping is strongest (1 day) at the lowest model level ( ϭ 0.9) and much weaker (30 days) at higher levels. Similarly for temperature, the linear damping is strongest at the lower levels (1 day at ϭ 0.9 and 5 days at ϭ 0.7) and much weaker (30 days) at higher levels. The time-integration scheme is a filtered leapfrog scheme (Asselin 1972 ) with a time step of 30 min and the filter parameter set to 0.02.
We estimated the observed mean F as the (sign reversed) average initial tendency of the unforced adiabatic model (1) initialized by the daily averaged 6-hourly wintertime National Centers for Environmental Prediction-National Center for Atmospheric Research (NCEP-NCAR) observational reanalyses of 1970-99, plus the small long-term observed tendency associated with the 30-yr trend. [The NCEP dataset used was actually a "chi-corrected" version generated by modifying the 6-hourly wind divergence fields to balance the large-scale vorticity and mass budgets (Sardeshmukh 1993; Sardeshmukh et al. 1999 ). The particular advantage of using such a corrected dataset is that there are no spurious vorticity or mass sources in the diagnosed F arising from data analysis errors in the horizontal wind divergence fields.] A similar procedure was followed by Hall (2000) with a T21 5-level model like ours, and by Lin and Derome (1996) , Marshall and Molteni (1993) , and Roads (1987) with T21 3-level and 2-level quasigeostrophic models. All of these investigators used much shorter observational records to estimate F. All, like us here, then integrated their models with F but for different purposes and for much shorter periods than our 108 000-day run. The study of Hall (2000) was closest to ours, and our results are generally consistent with his results.
In this section, we present some basic comparisons of our constant-forcing simulation with observations to provide a flavor of its realism and deficiencies. We begin with hemispheric one-point correlation maps (also known as one-point teleconnection maps; see Wallace and Gutzler 1981) with respect to base points in the North Pacific and North Atlantic regions of strongest observed synoptic and low-frequency variability, follow up with hemispheric maps of geopotential height variance and momentum and heat fluxes, then with latitudeheight cross sections of the zonal means of these quan-tities, and end with a comparison of the simulated and observed mean climates.
a. One-point correlation maps of 500-mb height variability
To facilitate comparisons of the simulated and observed variability on different time scales, we filtered the 500-mb-height daily time series at each grid point using a 21-point Lanczos filter (Duchon 1979 ) to isolate variations with periods between 2 and 6 days (the "synoptic" band), greater than 10 days (the "low-frequency" band), between 10 and 90 days (the "intraseasonal" band), and greater than 180 days (the "interannual" band). As a further check on the robustness of some of our surprising interannual band results, we also compared the variability of the simulated 90-day averages with that of observed 90-day averages. Figure 1 compares the simulated and observed simultaneous and Ϯ2 day lag correlations of 500-mb height variations in the synoptic band for base points in the North Pacific and North Atlantic regions of strongest observed synoptic variability. Note that to enable a cleaner comparison of the simulated and observed correlations in these and all other such maps to follow, the base points in the simulation plots were chosen to be identical to those in the observational plots. These base points may be identified on the zero-lag correlation plots as the points at which the correlation is unity. To save space, Fig. 1 also combines the two separate correlation patterns obtained for the Pacific and Atlantic base points into a single map, as the geographical overlap of the separate patterns is negligible.
Given the vast simplicity of our model vis-à-vis state-of-the-art GCMs, plus the neglect of all variable forcing, the general agreement of the simulated and observed synoptic-eddy correlations in Fig. 1 must be regarded as remarkable. Consistent with numerous previous studies, this confirms that to a first approximation the dynamics of extratropical synoptic variability are adiabatic. Closer comparison of the simulated and observed panels, however, reveals significant local discrepancies, such as a tendency for the eddies to propagate too strongly southeastward at the eastern end of the Pacific storm track, and to split into poleward and equatorward propagating eddies at the eastern end of the Atlantic storm track. To what extent such discrepancies are primarily due to model deficiencies or the neglect of the transient forcing is unclear at present. It is also interesting that the statistically significant impact of ENSO on winter-mean storm tracks documented by Sardeshmukh et al. (2000) , Compo et al. (2001) , Compo and Sardeshmukh (2004) , and others, which contributes to the observed but not the simulated panels in Fig. 1 , is minor in terms of this statistic. From the equatorward (poleward) shift of the eastern half of the Pacific storm track during El Niño (La Niña), one would expect the observational correlation contours to be more meridionally elongated and bow shaped than the model contours in the eastern Pacific, but the effect is very slight. Figure 2 shows the observed and simulated 1-point correlations of the low-frequency (Ͼ10 day) 500-mb height variations with those at base points in the North Atlantic (top panels) and North Pacific (bottom panels) basins. For the North Atlantic base point, the agreement between the simulated and observed correlations is almost as good as in Fig. 1 , but for the North Pacific base point it is not. The simplest interpretation of this is that the neglected transient forcing has a relatively large impact in the Tropics and the Pacific-North American (PNA) sector but not in the region of the North Atlantic Oscillation (NAO). The former is not surprising given our neglect of all tropical diabatic forcing variations associated with the MJO and ENSO that have large impacts in the Tropics and the PNA sector. The relatively minor impact of the transient forcing on the spatial structure of NAO variability is, however, a surprise with implications for the magnitude of the effect of North Atlantic as well as tropical SST variations on the NAO.
To clarify the impacts of transient forcing on the spatial structures of intraseasonal (10-90 day) and lower frequency (Ͼ180 day) circulation variability, Figs. 3 and 4 present the 1-point correlations on these time scales in an identical format to that of Fig. 2 . (Note again that the base points in these and all such figures in this paper were chosen to correspond to those with the largest observed variability in the Pacific and Atlantic basins in their respective frequency bands.) In Fig. 3 , the simulated intraseasonal correlations again match well with those observed in the Atlantic sector. More surprisingly, they also match much better in the Pacific sector than in Fig. 2 , the main difference being that the simulated lobe of negative correlations upstream of the base point is shifted farther west into China compared to its position over Kamchatka in the observations. If we attribute this difference to the neglect of MJO heating, then the lower panels of Fig. 3 suggest that the MJO significantly affects the spatial structure of subseasonal variability over East Asia and the northwest Pacific. Figure 4 presents the 1-point correlations of the interannual and longer-term 500-mb height variations with periods greater than 180 days. The simulated and observed correlation patterns are again very similar for the North Atlantic base point. For the Pacific base point, they are also similar in the mid-and high latitudes, but radically different-even in sign-in the Tropics and subtropics. The observed negative tropical correlations are consistent with ENSO variability, but the simulated correlations-without ENSO variability-are also equally large throughout the Tropics, and positive. This is a major surprise. To confirm that the discrepancy is not somehow an artifact of our frequency filter, Fig. 5 shows, in an identical format to Fig. 4 , the 1-point correlation maps for 90-day-average 500-mb height variations with respect to the North Pacific base point. The result is very similar to that in the lower panels of Fig. 4 . The simulated correlation maps for the height variations at other vertical levels (not shown) are also similar. The positive tropical correlations are in fact strongest (Ͼ0.6) at 300 mb and decrease above and 
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below that level; they are nearly zero at 700 mb and slightly negative at 900 mb.
Since there is no transient forcing in our model, there is no mechanism to generate tropical variability except by extratropical excitation. Consistent with this, Fig. 6 shows that the running 90-day averages of tropically averaged (20°N-20°S) 500-mb heights lag the running 90-day averages of 500-mb heights at the North Pacific base point by about 10 days. The smaller tropical correlations from 300 mb downward are also consistent with excitation from the jet level in midlatitudes.
In summary, Figs. 1-4 contain two surprises. The first is the suggestion that transient diabatic forcing has only a minor impact on the spatial structures of Northern Hemispheric circulation variability. The second is that on interannual and longer scales, extratropical variability can excite significant spatially coherent geopotential height variability in the Tropics. Fig. 2 but for 500-mb geopotential height variations in the intraseasonal frequency band (with periods between 10 and 90 days).
FIG. 3. As in
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We hasten to add that while the effects of the transient forcing on the spatial structures of extratropical circulation variability are minor, the effects on their magnitudes are not. Table 1 summarizes the standard deviations of the observed and simulated 500-mb height variations in the different frequency bands, at our selected North Atlantic and North Pacific base points as well as averaged over the hemisphere poleward of 20°N. The magnitude of the variability is consistently underestimated in our constant forcing simulation, with the underestimate being relatively minor (10% or less) on the synoptic scale and worsening to as much as 50% on interannual and longer scales. eddy poleward temperature flux in the lower troposphere (middle panels), and the standard deviation of daily 500-mb heights (bottom panels). Consistent with the results of the previous subsection, the geographical distributions of all three quantities are reasonably well simulated, but their magnitudes are underestimated. The momentum fluxes are somewhat stronger than observed (except over North Africa), whereas the heat fluxes and height variability are clearly weaker. eraged standard deviations of geopotential heights, are also well simulated. The principal deficiencies are a generally weaker height variability than observed, except in the polar stratosphere where it is stronger; weaker lower-tropospheric temperature fluxes above the boundary layer in midlatitudes; and momentum fluxes of the wrong sign in high latitudes.
b. Hemispheric maps of variances and fluxes
c. Zonal mean fluxes and variability
From Eq. (4), one expects the neglect of transient forcing to lead to an overall reduction of eddy kinetic energy (EKE). The left panel of Fig. 9 compares the vertical profiles of the simulated and observed transient eddy kinetic energy averaged over the hemisphere poleward of 20°N. Consistent with the lower panels of Figs. 7 and 8, the simulated EKE is indeed significantly weaker than observed. It is interesting that a similar error also occurs in the state-of-the-art National Aeronautics and Space Administration (NASA) GCMs with much higher vertical resolution, documented by Robinson and Black (2005) and reproduced here in the right panel of Fig. 9 . One wonders to what extent it is also due to weak transient diabatic forcing in those GCMs.
d. Time-mean maps
Finally, Fig. 10 compares the simulated and observed long-term fields of 500-mb heights and mean sea level pressure. The observational averages are over the same 30 winters used for calculating F; the model averages are over the 108 000 simulated days. The agreement is generally reasonable, except that at both levels the model's pressure ridge over western Canada and the pressure low over the Pole are too strong. The model's 500-mb height biases over Canada are brought into sharper focus in the comparison in Fig. 11 of the zonally asymmetric portions of the simulated and observed height fields. These biases are certainly not small, but given our neglect of all transient diabatic forcing and the model's obvious deficiencies (especially its crude vertical resolution), it would be surprising if they were much smaller. Nonetheless, it is noteworthy that a similar error over western Canada, and of a similar magnitude, occurs in a 34-level NASA Seasonal-toInterannual Prediction Project (NSIPP) GCM simulation with prescribed observed SSTs for 1979-96 ( We have visually compared these and many other aspects of our simulation with those of other GCMs in the published literature. Our mean biases are generally within the range of biases of GCMs participating in the Atmospheric Model Intercomparison Project (AMIP; Gates et al. 1999) . For various reasons, documentations of even basic measures of GCM-simulated circulation variability such as shown here are not as yet widely available, possibly because regular archival of the voluminous daily output from long GCM runs is a relatively recent practice. It would certainly be interesting to assess to what extent, if any, the current generation of atmospheric and coupled GCMs are better at reproducing the aspects of observed extratropical circulation variability depicted in Figs. 1-8 than our simple model with specified observed time-mean forcing.
Attribution to transient forcing
To what extent can the deficiencies of our constantforcing simulation be attributed solely to our neglect of FIG. 10 . The wintertime [December-February (DJF)] long-term mean field of (top) 500-mb geopotential heights and (bottom) mean sea level pressure in the (left) constant forcing simulation and in the (right) NCEP-NCAR reanalyses. The CI is 100 m for the 500-mb heights and 5 hPa for the sea level pressure.
FЈ? There can be little doubt that the model's limited T42 5-level resolution and the errors in its simple damping parameterizations also contribute. Is it possible that our relatively weak simulated variability is due to excessive damping? The fact that the NASA models also show a similar weakness in Fig. 9 is reassuring in this regard, but not conclusive, since the damping could be excessive in those (and other) GCMs as well. Clearly, our model is not so strongly damped that it has no variability; the issue is just whether the damping is stronger than in reality. We do not believe this to be case after performing the following additional simulation with a constant forcing F ci ϭ F i ϩ T oi , where T oi is the observed mean transient-eddy flux. This forcing is simply the sign-reversed initial tendency of the unforced model (1) when initialized with the observed mean climatology, plus the small tendency of the 30-yr trend. In an excessively damped model, such a forcing would maintain a constant model state (i.e., the observed mean state), and there would be no variability. In other words, the linear operator M in (3) would be stable, and (4) would have a trivial null solution. The issue thus boils down to whether the observed mean state is stable or unstable for realistic damping. Hall and Sardeshmukh (1998) examined this matter in some detail and concluded that the observed mean state was close enough to being neutral that it was "pointless to come down on one side of the fence or the other." As mentioned earlier, WS98 simulated realistic storm tracks using damping parameters that rendered M weakly stable. These studies, as well as theories of baroclinic adjustment, suggest that for realistic damping M is neutral or weakly stable. By this logic, we should obtain little or no variability in our F c run if our damping is realistic.
As Fig. 12 shows, the variability is indeed considerably weaker in this run than in the F run, but is not zero, which suggests that if anything, our damping may be too weak, not too strong. We therefore conclude that despite our model's limitations, our results do indicate a substantial role for diabatic forcing variations in influencing not only climate variability but also the mean climate.
Another potential concern with our diagnosis is the decoupling of the forcing and the circulation (i.e., the specification of diabatic heating as an "external" forcing). Similar concerns also arise when diagnosing any subsystem of the complete coupled climate system with a subsystem model and representing all other influences as external or boundary forcing. This is not a black-or-white issue but one with varying shades of gray, depending on the problem at hand. For example, despite the obvious coupling of the atmosphere and the ocean, a great deal has been learned about their dynamics and variability using atmospheric and oceanic GCMs with prescribed SST and surface wind stress and heat flux "forcings," respectively. The decoupling issue becomes relatively more important when a mechanical or thermal damping mechanism is mis-specified as a forcing FЈ; this can alter the sign of FЈxЈ in (4) and introduce spurious energy sources and sinks in the system. We do not believe the forcing-circulation decoupling to be a serious concern here partly because we do not have FЈ in our constant-forcing simulation, so the question of whether or not it is strongly coupled to the system state is largely irrelevant. The underestimation of the eddy kinetic energy in Fig. 9 also clearly suggests the need for an additional energy source, that is, a forcing, not an energy sink.
Evidence of stochastic transient forcing
Our realistic simulations of the synoptic and intraseasonal correlation structures in Figs. 1 and 3 , considered together with the success of stochastically driven damped linear models of extratropical variability on these time scales (Farrell and Ioannou 1995; WS98; Winkler et al. 2001; Newman et al. 2003; Delsole 2004; Newman and Sardeshmukh 2008) , suggest that a portion of the transient adiabatic nonlinear and diabatic forcing terms [TЈ ϩ FЈ in Eq. (3)] may be treated as a modified linear dissipation plus stochastic forcing. We consider this evidence below and then provide additional observational evidence that outside the Tropics, FЈ has a nonnegligible stochastic component.
WS98 obtained realistic synoptic correlation patterns in a stochastically forced damped linear model (see their Figs. 6 and 7) and also realistic amplitudes by adjusting the amplitude of their stochastic forcing with a single global constant. The fact that we too obtained realistic patterns (Fig. 1 ) in a nonlinear model without transient diabatic forcing, and with only slightly reduced amplitudes (Table 1), suggests that diabatic transients [FЈ in (3)] play a relatively minor role in the dynamics of synoptic variability, except at the eastern ends of the Pacific and Atlantic storm tracks as mentioned earlier. It also suggests that (3) may be approximated as follows:
in which TЈ and FЈ are first approximated as linear terms in xЈ plus noise, and then all the linear deterministic and stochastic dynamics are collected in the linear operators M and S. WS98 explicitly considered a model of this form, accounting for their neglect of TЈ and FЈ by approximating, in effect, the operator D ϩ E as a simple damping Ϫ␣I and explicitly specifying a stochastic forcing S ϭ S 1 ϩ S 2 as uncorrelated white noise with covariance Q ϭ SS T ϳ cI. The realism of their results ) and (right) std dev of daily 500-mb heights (m) in a constant forcing simulation in which the forcing is the sum of the mean diabatic forcing and forcing by the mean adiabatic transient-eddy fluxes. These panels should be compared with their counterparts in Fig. 7 . Note the smaller CIs and smaller values here. despite these drastic simplifications was striking, and supports the gross validity of (5). In our nonlinear constant-forcing simulations, we explicitly modeled TЈ but ignored FЈ, setting in effect both S 2 and E equal to zero. Our slightly weaker magnitudes of synoptic-eddy variance are then consistent with the neglect of S 2 .
The fact that both we and WS98 produced realistic correlation patterns argues against the importance of the details of the D, E, S 1 , and S 2 operators. Briefly, if D ϩ E and S 1 ϩ S 2 had important structure, WS98's results would not be realistic; and if E and S 2 had important structure, our results in Fig. 1 would not be realistic. This then implies that the structures of D and S 1 are also unimportant. It need hardly be stated that such broad conclusions are only valid insofar as the simulated and observed synoptic correlation structures are identical in Fig. 1 and in WS98. As stated earlier, this is not the case in Fig. 1 at the eastern ends of the Pacific and Atlantic storm tracks, and there are also significant errors in these regions in WS98's Figs. 6 and 7.
Our simulated amplitudes of intraseasonal (10-90 day) variability, shown in Table 1 , are not as realistic as for synoptic variability, partly due to our neglect of intraseasonal tropical heating variations associated with the MJO. Nevertheless, the simulated correlation structures in Fig. 3 are realistic enough to suggest the approximate validity of (5) even on these time scales. Winkler et al. (2001) and Newman et al. (2003) explicitly assumed the dynamics of extratropical intraseasonal variability to be of the form (5), but with an augmented state vector to account also for coherent tropical forcing variations, and then used a Linear Inverse Modeling (LIM) procedure (Penland and Sardeshmukh 1995; Penland and Matrosova 1994) to estimate the M and S operators from observed lag-correlation and fluctuation-dissipation relationships. Remarkably, they found through extensive forecast intercomparisons that the forecast skill of their linear model was competitive with a GCM's skill at week 2 and better than the GCM's skill at week 3 over the Northern Hemisphere. It is hard to imagine how such a linear model would be competitive with comprehensive nonlinear GCMs unless the TЈ terms could be approximated as in (5) and a significant fraction of the transient diabatic forcing (after explicitly accounting for coherent tropical effects as mentioned above) could be treated as stochastic. Recently, Newman and Sardeshmukh (2008) have demonstrated that the lead-lag correlation structures produced by this linear stochastically driven model are also highly realistic. Similar to the argument given above for the synoptic scales, one can then use this fact and our results in Fig. 3 to argue also for the simplicity of the D, E, S 1 , and S 2 operators in (5) for intraseasonal scales, with FЈ now understood to exclude coherent intraseasonal tropical heating variability.
Figures 13 and 14 provide direct observational evidence that the autocorrelation of the extratropical transient diabatic forcing FЈ decays rapidly in both time and space, suggesting that FЈ may be approximated as a stochastic forcing of synoptic and longer-term circulation variations. For these calculations, FЈ was estimated for each winter day in 1970-99 as F Ϫ F, where F was estimated as the (sign reversed) initial tendency of the unforced model (1) initialized by the daily averaged 6-hourly observational NCEP-NCAR reanalysis for that day, plus the observed tendency over that 24-h interval. We focus on the statistics of the transient diabatic heating (temperature forcing FЈ T ) at 700 mb, a level of large latent heat release in extratropical weather systems. Figure 13a north of 30°N. By day 2 the correlation drops to 0.1. Figure 13b shows the geographical distribution of the 2-day lag autocorrelation of FЈ T over the Northern Hemisphere. Consistent with Fig. 13a , the values are close to 0.1 over most of the extratropics.
There is also evidence that a substantial portion of the extratropical FЈ variability is spatially unstructured. Figure 14a shows the average spatial-lag autocorrelation function of FЈ T (700 mb) for all extratropical base points north of 30°N. It shows that on average, the correlation drops to 0.1 at spatial lags of 10°. Displaying the geographical distribution of these lag correlations is complicated by the fact that they do not decay isotropically from each base grid point. To highlight the essentially spatially unstructured character of the FЈ T variability, we show instead in Fig. 14b the fractions of variance explained by the EOFs of the extratropical FЈ T (700 mb) fields. These fractions are small (less than 2% for the dominant EOF) and decrease very slowly with the EOF index, as expected for the EOFs of spatially unstructured noise.
An autocorrelation decay to 0.1 in Figs. 13 and 14 at lags of 2 days and 10°suggests temporal and spatial autocorrelation scales of about 0.85 days [ϷϪ2 days/ ln(0.1)] and 4.3°[ϷϪ10°/ln(0.1)], respectively, for the FЈ T variations. These are close to the smallest resolved scales in our daily averaged observational dataset truncated to T42 spatial resolution, whose effective grid resolution in this context is 360/(2 ϫ 42) ϳ 4.3°. One may therefore treat these FЈ T variations as an effectively white noise forcing of the circulation on the scales of interest in this paper. Even if the forcing is not strictly white but red, one should recall that for a red noise process with correlation scale 0 , averages over 2 ϫ 0 are nearly uncorrelated (indeed this fact is often used to estimate the number of degrees of freedom in a red noise series). In our context, this means that variations of FЈ T averaged over 1.7 days and 8.6°are effectively uncorrelated and may therefore be treated as a white noise stochastic forcing of circulation variations on longer than these time and space scales. This is clearly an excellent approximation for the intraseasonal and longer-term circulation variations. It is also a reasonable approximation for the synoptic-scale variations, given the evidence in Fig. 1 of significant (anti) correlations at 2-day lags and coherent wavelike structures over much longer distances than 8.6°.
Consistent with the fact that white noise has a flat power spectrum, the observed rapidly decorrelating part of the fluctuating diabatic forcing in both time and space contributes a broadband component to its power spectrum, in both the frequency and wavenumber domains, rather than just a "high-frequency" component. This broadband character makes the stochastic component of the transient forcing an efficient facilitator of multiscale interactions in the climate system, across both space and time scales.
Discussion and concluding remarks
The deficiencies of our constant-forcing simulation indicate a substantial role for transient diabatic forcing in the dynamics of atmospheric circulation variability and the mean climate. In particular, the reduced magnitudes but realistic structures of our simulated variability suggest a role for the stochastic components of the transient forcing. Given the relatively low resolution of our model and its simple representations of mechanical and thermal damping, a precise quantification of this role is difficult, but the general conclusion is clear. An obvious next step would be to repeat such constant-forcing simulations with higher-resolution dry adiabatic GCMs with more sophisticated treatments of mechanical and thermal damping. This is a topic of current research.
What particular aspects of the variable forcing, in what geographical regions, and on what time scales, are relatively more important? We have not addressed this issue, although Table 1 is certainly consistent with numerous studies showing the impact of MJO heating on intraseasonal variability and of ENSO on interannual variability. A more quantitative assessment could be made by adding various components of the transient forcing to the constant forcing in our nonlinear dry adiabatic GCM and assessing their impacts on the simulated variability and the mean climate. In pursuing these extensions, one would need to be more mindful of the forcing-circulation decoupling issue, especially in diagnosing the effects of latent heat release in extratropical weather systems, than in our constant-forcing study here. Nonetheless, we believe that the effects of the stochastic components of the transient forcing, as well as of coherent tropical forcing, on the extratropical circulation could be diagnosed fruitfully in such extended studies. We note that most previous studies of such effects have been performed with linear models, not nonlinear models such as ours that simulate transient eddies and allow for nonlinear transient-eddy/ mean-flow interactions.
Our neglect of coherent latent heat release feedbacks in extratropical weather systems leads to notable deficiencies at the ends of the Pacific and Atlantic storm tracks in Fig. 1 , and also to a much smaller 700-mb poleward heat flux at 45°N in Fig. 8 . Our constant forcing simulation is useful in suggesting these net impacts. However, it is not clear if further diagnosis is justified by treating the latent heat release as an external forcing. Allowing for some state dependence, at a minimum of the linear form (5), may prove essential for the clarification of such extratropical diabatic effects.
Nonetheless, we have provided both direct and indirect evidence that extratropical transient diabatic effects have a stochastic component that may be treated as a stochastic forcing. A stochastic component of tropical diabatic forcing is also suggested by the study of Ricciardulli and Sardeshmukh (2002) , who found even shorter temporal (ϳ6 h) and spatial (ϳ150 km) correlation scales associated with tropical deep convective variability.
In summary, our results suggest a substantial role for both coherent and stochastic diabatic forcing variability in the dynamics of atmospheric circulation variability and the mean climate. These effects span across time scales. The effect on the mean climate occurs through the effect of the transient forcing on the mean transient-eddy momentum and heat fluxes. The transient forcing not only directly influences the circulation variability on each time scale but also facilitates interactions across scales through its influence on the adiabatic fluxes. The broadband stochastic component of the diabatic forcing is an efficient facilitator in this regard. Improving the representation of both coherent and stochastic diabatic forcing thus has implications for improving simulations and predictions on all time scales in the climate system.
