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標本 X1, X2, . . . , Xn は，独立同一分布 f(x) x ∈ R に従うとする．このとき、f のカーネル密度推定量









カーネル K(x) の t 次モーメントを αt(K) :=
∫
R x
tK(x)dx とおく．カーネル K はその対称性のために，
常に奇数次のモーメントが 0となることに注意されたい．2次までのモーメントの存在条件：











ただし，IA(x)は xが条件 Aを満たすとき 1の値を取り，そうでなければ 0の値を取る定義関数，2重階乗





ネルを採用するためには f に対して新しい仮定 (事前知識)が必要であると考える．f の構造によっては非対
称カーネル Kˇ を用いた方が良い場合がある．非対称カーネル Kˇ の議論は対称なカーネル K の議論の後に行
うことにしたい．
KDEの推定値を評価する際の誤差基準として，平均積分二乗誤差 (MISE: mean integrated squared error)
が最もよく使われる．MISEの定義は次式で与えられる．










ただし，MSEf [fˆh(x)] := Ef [{fˆh(x)−E[fˆh(x)]}2]はKDEの平均二乗誤差 (MSE: mean squared error)を表
す．KDEのバイアスの定義を Biasf [fˆh(x)] := Ef [fˆh(x)]− f(x)とし，KDEの分散の定義を Varf [fˆh(x)] :=
Ef [{fˆh(x)− Ef [fˆh(x)]}2]とすると，MSE[fˆh(x)]はバイアスの 2乗と分散の和となる．
MSEf [fˆh(x)] = Biasf [fˆh(x)]
2 +Varf [fˆh(x)]. (1.4)









= ISB + IV, (1.6)






























2. n→∞のとき，h(n)→ 0かつ nh(n)→∞である．
の下で ，MISEは
MISEf [fˆh(·)] : = AMISEf [fˆh(·)] + o((nh)−1 + h4)
で与えられる．ただし，漸近的なMISEは次式に等しい．








(1.10)の右辺の第１項は ISBを第 2項は IVを表す．これ以後，漸近的なMISEの式に関して ISBと IVを
この順序で並べることを暗黙の約束とする．
ISB はバンド幅 h に対して単調に増加し，IV はバンド幅 h に対して単調に減少する．つまり，












• KDEは、十分に滑らかな密度関数 f への一致性が成り立つ．
KDEの短所として以下の 2点がある．
• 最尤推定量 (MLE: maximum likelihood estimator) などのパラメトリックな推定量の収束レートは
O(n−1)であるが、KDEのMISEの収束レートは O(n−4/5)にすぎない．
• (1.11)が示すように最適なバンド幅 h∗ は密度関数 f の導関数 f (2) に依存しているので、h∗ の推定の
問題が残る．
長所として挙げた一致性の性質は f が滑らかであるという仮定さえ満たせば，f の構造がどのようなもので









定義 1.1. p次オーダーカーネルK[p] は
α0(K[p]) = 1, αt(K[p]) = 0, 0 < t < p, αp(K[p]) ̸= 0
を満たす．
p次オーダーカーネル K[p] を用いれば，(1.7)よりバイアスは Biasf [fˆh(x)] = hp(p!)−1αp(K[p])f (p)(x) +
o(hp)となる．このとき，分散は (1.9)で与えられる．しかし，定義 1.1から分かるように，4次以上の p次
オーダーカーネルは，必然的に非負性を犠牲にし，密度関数の定義を満たさないことに注意が必要である．
高次オーダーカーネルのMISEを次の定理で与える．

















MISEf [fˆh∗(·)] = O(n−2p/(2p+1)) (1.13)
となる．(1.13)を満たす KDEを p次オーダー KDEと呼ぶことにする．特に p ≥ 4次オーダー KDEのこと
を高次オーダー KDEとする．










で与えられる．加法型構成法は，同様な方法で p 次オーダーカーネル K[p] から p + 2 次オーダーカーネル
K[p+2] を構成可能である (詳細は省略する)．
定理 1.2より、定義 1.1によって与えられたK[4] からなる KDEは 4次オーダー KDEである．ただし、定
義 1.1から分かるように，加法型構成法によって得られたカーネルは積分の値は 1となるが，非負性を犠牲に
する欠点がある．非負性を満たし，かつ，MISE を改良できる高次オーダー KDE の構成法として，Terrell
and Scott (1980) が提案した乗法型構成法がある．




を定義する．f˜h(x)のバイアスは Biasf [f˜h(x)] = O(h4)となり、その分散は Varf [f˜h(x)] = O((nh)−1)とな
る．したがって、最小化されたMISEはMISEf [f˜h(·)] = O(n−8/9)となるので f˜h(x)は 4次オーダー KDE
である．
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しかし，f˜h(x) は非負性を満たすが積分の値は 1 とはならず、密度関数の定義を満たさない．非負性を満
たし，かつ，積分の値も 1 となるような高次オーダー KDE は存在しない．実データの分析に高次オーダー
KDEを用いる際はその特徴をよく理解して使用する必要があるだろう．
1.2.2 バンド幅推定法
2 次オーダー KDE の最適なバンド幅 h∗ の推定方法について議論する．h∗ の推定方法の提案はいくつか
なされているが，最もよく使われる推定方法である最小二乗クロスバリデーション法 (LSCV: least squares
cross-validation) とダイレクト・プラグイン法 (DPI: direct plug-in rule) を取り上げることにする．

































DPIは Sheather and Jones (1991)によって提案された．DPIの基本的なアイデアは，最適なバンド幅 h∗
は未知な量 R(f (2))に依存しているので，R(f (2))を推定することで h∗ の推定値を与えるというものである．
f についての汎関数を ψr :=
∫
R f
(r)(x)f(x)dxとおく．このとき，R(f (s)) = (−1)sψ2s という関係が成り立




















ψˆr(g)のMSEは次の定理として与えることができる (Wand and Jones, 1995, pp.67–70).
定理 1.3. 次の３つの仮定：
1. n→∞のとき，g(n) = 0かつ ng2r+1 =∞が成り立つ．
2. p次オーダーカーネル D は r 回微分可能であり，かつ，(−1)(r+p)/2+1D(r)(0)αp(D) > 0を満たす．
3. 密度関数 f は十分に滑らかである．
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を満たすならば，そのとき，バイアスは
Biasf [ψˆr(g)] = Abiasf [ψˆr(g)] +O(g
p+2)
となる．ただし，Abias[ψˆr(g)]は






Varf [ψˆr(g)] = 2n


















O(n−2(r+1)/(r+p+1)), p < r,
O(n−1), p ≥ r.
(1.17) を見れば分かるように最適なバンド幅 g∗ は未知な値 ψr+p を含んでおり，バンド幅 g∗ を推定する
ために今度は ψr+p を推定する必要がある．通常は ψr+p の推定量として正規分布を仮定して導出した推定量
ψ˜r+p を用いて g∗ を推定する．
バンド幅推定量 hˆと最適なバンド幅 h∗ との間の誤差基準として hˆ/h∗ − 1がよく用いられる．hˆの理論的
な性能は hˆ/h∗ − 1の漸近正規分布:
nα(hˆ/h∗ − 1) d−→ N(0, σ2), 0 < α ≤ 1/2
で評価可能である．ただし，分散 σ2 はサンプルサイズ nに依存しない定数である．LSCV推定量 hˆCV の漸
近正規分布は次の定理として与えられる (Hall et al., 1987, Scott and Terrell, 1987)．
定理 1.4. 次の 2つの仮定:
1. 対称なカーネル関数K はコンパクトな台を持ち，導関数K ′ はヘルダー連続である．
2. f は十分に滑らかである．
の下で，LSCV推定量 hˆCV は
n1/10(hˆCV/h∗ − 1) d−→ N(0, σ2CV)
を満たす．
また，DPI推定量 hˆDPI の漸近正規分布は次の定理として与えられる (Sheather and Jones, 1991).
定理 1.5. 次の 3つの仮定:
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1. n→∞のとき，g(n) = 0かつ ng2r+1 =∞が成り立つ．
2. 2次オーダーカーネル D ≥ 0は 4回微分可能である．
3. 密度関数 f は十分に滑らかである．
の下で，DPI推定量 hˆDPI は
n5/14(hˆDPI/h∗ − 1) d−→ N(0, σ2DPI)
を満たす．
LSCV 推定量 hˆCV の収束レートが O(n−1/10) であるのに比べて，DPI 推定量 hˆDPI の収束レートは
O(n−5/14)であるので，hˆDPI は hˆCV よりも理論的に優れている．
1.2.3 非対称カーネル
今までの KDEの議論では，f の定義域は実数直線全体 Rであることを仮定していた．実データの中には f
の定義域が有限区間 [0, c](例：センター試験の得点データ) である場合がある．対称カーネル K を採用した
KDEは，f の定義域が有限区間であるとき (または f の定義域が半無限区間 [0,∞)であるとき)には，定義
域の境界付近で不一致性を持つという問題があり，これを境界問題と呼ぶ．
次に，境界問題を説明する．簡便化するために，f の定義域を [0, 1]とする．通常のカーネル族K の定義域
を [-1,1]とおく．ここで，αt(K; δ) :=
∫ δ
−1 x
tK(x)dx，R(K; δ) := ∫ δ−1K(x)2dxとすると，f の定義域の境
界付近: x = δh, (δ ∈ [0, 1))では，バイアスと分散はそれぞれ，

















p−1(1− t)q−1/B(p, q), (1.18)
ここで，B(p, q)はベータ関数であり，b > 0はバンド幅で，b→ 0かつ nb→∞(n→∞)を満たす．定義か
ら明らかにベータ KDEは非負性を満たす．さらに，ベータ KDEのバイアスは







pix(1−x){f(x) + o(1)}, x/b→∞かつ (1− x)/b→∞,
n−1b−1Γ(2k+1)
21+2kΓ(k+1)2
{f(x) + o(1)}, x/b→ k もしくは (1− x)/b→ k,
10
ただし，k ∈ [0,∞)は定数である．したがって，ベータ KDEの最小化されたMSEとMISEの収束レートは
O(n−4/5)となる．
また，f の定義域が半無限区間 [0,∞)(例：所得データ)のときは，境界問題を解決するために，非対称カー
ネル Kˇ の一つであるガンマカーネルを採用したガンマ KDE が提案されている (Chen, 2000, Igarashi and
Kakizawa, 2014)．
1.3 標準的なノンパラメトリック回帰
独立同一分布から得られた 2変数標本 (X1, Y1), . . . , (Xn, Yn)を得たとする．目的変数 Yi と説明変数Xi の
間の関係を推定するためによく用いられるのが回帰分析である．目的変数 Yi は以下の仮定を満たすとする．
Yi = m(Xi) + v(Xi)
1/2εi, i = 1, . . . , n, (1.19)
ただし，ε1, . . . , εn は平均が 0，分散が 1である互いに独立な確率変数，m(x) = EY [Y |X = x]は x ∈ [0, 1]
で台をもつ回帰関数，v(x) = Var[Y |X = x]は Yの条件付分散である．
本稿では局所多項式回帰 (LPR: local polynomial regression)と呼ばれるカーネル型ノンパラメトリック回
帰を扱う．テイラー展開から局所多項式 β0 + β1(· − x) + · · ·+ βp(· − x)p は xの近傍でm(x)の近似値を取
ることが分かる．これが LPRの基本となるアイディアである．LPR m˜(x; p, h)は重みつき二乗誤差:
n∑
i=1
{Yi − β0 − β1(Xi − x)− · · · − βp(Xi − x)p}2Kh(Xi − x) (1.20)
を最小にする (βˆ0, βˆ1, . . . , βˆp)T の切片 βˆ0 として定義される．カーネル Kh(Xi − x) はデータ Xi と点 x の
距離 |Xi − x|が長くなるほど値が小さくなる重み関数である．点 xから近い位置になる観測値 Xi は推定量
m˜(x; p, h)に強い影響を与えるが，点 xから遠い観測値 Xi が m˜(x;h)に与える影響は小さいか無視される．
つまり，カーネルKh(Xi − x)は xからの距離に応じて観測値Xi が m˜(x; p, h)に与える影響の大きさを決め
る役割を果たす．このため，LPRはカーネルを重みとすることで柔軟な推定量を与えることができる．(1.20)
と標準的な重み付き最小二乗定理から LPR m˜(x; p, h)は次式で与えられる．




ただし，e1 := (1, 0, . . . , 0)T は (p+ 1)× 1ベクトル，
Xx =






1 (Xn − x) · · · (Xn − x)p

は n× (p+1)デザイン行列であり，Wx := diag{Kh(X1 − x), . . . ,Kh(Xn − x)}は n× n対角重み付き行列
である．
例えば，p = 0のとき，m˜(x; 0, h)はナダラヤ・ワトソン推定量と呼ばれ，






Kh(Xi − x) (1.22)
として定義される．また，p = 1のときの LPRを局所線形回帰 (LLR: local linear regression) m˜(x; 1, h)と
呼び，これを次式のように定義する．
m˜(x; 1, h) := n−1
∑
i
{s˜2(x;h)− s˜1(x;h)(Xi − x)}Kh(Xi − x)Yi




i(Xi − x)lKh(Xi − x)である．
記法を簡便化するために新しい p 次オーダーカーネルを定義する．Np は (i, j) 成分が ai+j+2(K) である
(p+ 1)× (p+ 1)行列とする．Mp(u)はNp とそれぞれの成分が同じであるが第 1列は (1, u, . . . , up)T で置








ここで，(X1, . . . , Xn)T = Xn とおく．LPR の条件付バイアス BiasY [m˜(x; p, h)|Xn] と条件付き分散
VarY [m˜(x; p, h)|Xn]を次の定理で与える (Wand and Jones, 1995, pp.120–125)．
定理 1.6. 次の仮定：
1. h = h(n)とする．h(n)→∞かつ nh(n)→∞である．
2. 導関数m(p+2)(x)と条件付分散 v(x)はそれぞれ定義域 [0, 1]上で連続である．
3. 周辺密度 f(x) > 0は定義域が x ∈ [0, 1]であり，f(x)連続微分可能である．
4. カーネルK は定義域が [-1,1]であり，点 0で対称である．
5. n0 は任意の定数とする．推定する点 xは，すべての n ≥ n0 に対して h < x < 1− hを満たす．
の下で条件付バイアスは，次数 pが奇数のとき































pが奇数のとき LPRのMISEY [m˜(x; p, h)|Xn]と最適なバンド幅は次の定理で与えられる．
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系 1.1. 定理 1.6の仮定の下で漸近的なMISEは，pが奇数ならば，























で与えられるので，最小化された MISE は MISEY [m˜(x; p, h)|Xn] = Op(n−(2p+2)/(2p+3)) である．p
が奇数の場合と同様に考えれば，p が偶数の場合の最小化された MISE は MISEY [m˜(x; p, h∗)|Xn] =
Op(n
−(2p+4)/(2p+5))となることが簡単に分かる．
多変量局所線形回帰について説明する．d次元説明変数ベクトルをXi = (Xi1, . . . , Xid)T とおく．デザイ
ン行列を
Xx =




1 (Xn − x)T

とする．バンド幅行列をH := diag{h21, h22, . . . , h2d}とおく．また，2次オーダーカーネルK の積からなるプ
ロダクトカーネル










関数 g(x)のヘッセ行列をHg(x)とする．Hg(x)の (i, j)成分を ∂2∂xi∂xj g(x)とおく．重み付条件付MISEを
MISEY [mˆ(x;H)|X] := EY
[∫ {mˆ(x;H)−m(x)}2f(x)dx|X1, . . . ,Xn]とする．
多変量 LLRの条件付バイアス・条件付分散・重み付条件付MISEを次の定理で示す．
定理 1.7. 次の仮定：
1. n→∞のとき，H の各成分と n−1|H|−1/2 は 0に収束する．
2. ヘッセ行列Hm(x)は，連続とする．














となる．Id を d×d単位行列とし，H = hId とおくと，(1.25)と (1.26)より，漸近的なMISEは次式となる．





















となる．したがって，(1.27)と (1.28)より最小化されたMISEはMISEY [mˆ(x;H)|X] = Op(n−4/(d+4))と
なる．




方向や時間など周期性の性質 (θ = θ + 2pi)を持つ観測値は角度データと呼ばれる．角度データは単位円周
上に分布する点として表すことができる．方向統計学は角度データを扱う統計学の新しい分野である．角度
データの例として，図 1は同一地点で観測された風向に関するデータ（windデータ）をプロットしたもので


























































図 1: Windデータ (n=310)を円周上にプロットしたもの．
角度観測値を単位円周上の点とみなす理由を説明するために，wind データを通常の実数直線上で与えた
２つのヒストグラムとして表すことにする．図 2 は wind データを北方向を原点とし時計回りに 0 から 2pi
までの角度で表したときのヒストグラムである．図 2 を見たとき，wind データは 0 と 2pi 付近で２つの
モードを持つ U 字型の分布であると考えるだろう．wind データは周期性を持つから [2pi − 5/8pi, 2pi) の範
14
囲の観測値を [−5/8pi, 0) の範囲の観測値に置き換えることができる．図 3 はこの置き換えをして作成した
















図 2: Wind データのヒストグラム．原点が北方
向を意味し、観測値の方向を北から時計回りに正















図 3: 図 2 のヒストグラムの [2pi − 5/8pi, 2pi) の








定義 1.2. 密度関数 f(θ)は次の３つの条件:
• 非負性： f(θ) ≥ 0, −∞ < θ <∞.



















eipθf(θ)dθ, p = 0,±1,±2, . . .
として定義される．


























γp cos(pθ) + βp sin(pθ)
}
. (1.29)
方向統計学では γp と βp を三角モーメントと呼んでいる．方向統計学では通常の p次モーメント E[Θp]の代
わりに三角モーメントをモーメントとして用いる．例えば，角度データの散らばりの尺度としてよく用いられ
る円周上の分散 ν は平均方向が µのとき，
ν := 1− E[cos(θ − µ)], 0 ≤ ν < 1
である．






exp{κ cos(θ − µ)}, 0 < κ <∞ (1.30)
である．ただし，µは平均方向を κは分布の集中度を調節する集中度パラメータを表し，Ip(κ)は p次第１種






1 + ρ2 − 2ρ cos(θ − µ) , 0 < ρ < 1 (1.31)
である．ただし，µは平均方向を，ρは集中度パラメータである．また，WC分布の三角モーメントは γp = ρp
で与えられる．
































図 4: フォン・ミーゼス (VM)分布と巻き込みコーシー (WC)分布の密度関数．実線は VM分布の密度関数
















実データ分析の際に角度変数Θiと実数直線上の変数 Yiからなるランダム 2変量標本 {(Y1,Θ1), . . . , (Yn,Θn)}
をしばしば目にすることがある．このようなデータの例として，図 5の風向 (Θ)と風速 (Y )に関するデータ
や図 6の 1月から 12月までの月 (Θ)と月間の肺疾患による死亡者数 (Y )に関するデータを挙げる．このよ
うな 2変量標本から明らかにしたいことは，目的変数 Y と説明変数 Θの関係性であろう．
Y と Θの関係性を推定するための最も一般的な推定方法は回帰分析である．方向統計学における代表的な
回帰モデルは Johnson and Wehrly (1978)の回帰モデルである．彼らの回帰モデルは，Y の条件付分布とし
て正規分布を仮定した次式で与えられる．















































































































































































































































































































2章から 4章までで方向統計学における KDEの理論的性質を議論する．2章では Di Marzio et al.(2011)
が与えた Di Marzio型 KDEに，VMカーネルとWCカーネルを適用したときの両者の理論的性質を比較す
る．また，彼らの KDEと標準的な KDEを比較することで彼らの KDEの課題を明らかにする．
3 章では Hall et al.(1987) が与えた Hall 型カーネル族を KDE に適用した Hall 型 KDE を提案し，その
理論的性質を明らかにすることを目指す．特にMISEの改良方法について議論する．また，4章では Hall型
KDEに関する平滑化パラメータ推定量の理論的性質について議論をする．3章と 4章の最後の節で，これら
の結果をもとに Hall型 KDE・Di Marzio型 KDE・標準的な KDEの理論的特徴を比較する．
5 章から 7 章までは方向統計学における LPR の理論的性質を議論することが目的である．5 章では Di
Marzio et al.(2009)が与えた Di Marzio型 LPRの理論的性質を議論するために，VMカーネルとWCカー
ネルを Di Marzio型 LPRに適用した場合の理論的性質を明らかにする．最後に Di Marzio型 LPRと標準的
な LRRの理論的特徴を比較している．
6 章では Hall 型カーネル族を適用した Hall 型 LPR を提案する．Di Marzio 型 LPR は多項式の次数が
p > 1の場合の理論的性質はよくわかっていないが，Hall型 LPRは多項式の次数を上げることでMISEを改
良できることを示す．そして，Hall型 LPR・Di Marzio型 LPR・標準的な LRRの理論的性質を比較する．
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7 章では方向統計学における多変量 LLR の理論的性質について議論する．説明変数が実数・トーラス
Rd×Tq 上のベクトルであるときの Hall型 LLRを提案する．実数・トーラス Rd×Tq は一般的な表現である






2 Di Marzio型カーネル密度推定量 [Tsuruta and Sagae (2017a)]
2章では Di Marzio et al. (2011)が与えた Di Marzio型カーネル密度推定量の漸近的性質について説明す
る．また，Tsuruta and Sagae (2017a)が議論した VMカーネルとWCカーネルの理論的性質の違いについ
て述べることにする．
2.1 カーネル密度推定量の定義とその理論的性質
Di Marzio et al. (2011) に従って，この節では Di Marzio型カーネル関数の定義と Di Marzio型 KDEの
漸近的なMISEについて述べる．
定義 2.1. 関数 Kκ(θ)を円周上のカーネル関数とする．ただし，集中度パラメータ κは通常のバンド幅の逆






γj(κ) cos(jθ)}, θ ∈ [0, 2pi)




Kκ(θ)dθ = 1を満たす．また， もし， Kκ(θ)が負の値をとれば，そのとき任意の κ > 0について∫ 2pi
0
|Kκ(θ)|dθ ≤M を満たす有界な値 0 < M <∞が存在する．




定義 2.1 で与えた Di Marzio 型カーネルは VM 分布やWC 分布といった多くの対称な分布を含む広いク






















η2(Kκ) = {1− γ2(κ)}/2 (2.1)
となる．
定義 2.2. カーネルKκ が sine p次オーダーカーネルであるとは，Kκ が
η0(Kκ) = 1, ηj(Kκ) = 0, 0 < j < p, ηp(Kκ) ̸= 0
であることを言う．
定義 2.2から，通常の高次オーダーカーネルと同様に sine 2次オーダーカーネルは円周上の密度関数であ
り，p > 2以上の sine p次オーダーカーネルは非負性を犠牲にしなければならないことが分かる．
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として定義される (ただし，3章以降では fˆ(θ;κ)を fˆκ(θ)と略記する)．
円周上のカーネル関数はその周期性から境界点を持たないので，定義 2.3で与えられる円周上の KDEは，
有限区間の KDEに生じる境界問題が起きない長所を持っている．




j (κ))/(2pi)が成り立つ．Di marzio et al. (2009) は sine
2次オーダーカーネルのMISEを次の定理として与えた．
定理 2.1. 次の 3つの仮定：





j (κ) = 0となる．

























exp{κ cos θ}, 0 < κ <∞.
VMカーネルの三角モーメントは
γj(κ) = Ij(κ)/I0(κ)
である．VMカーネルの sine型 2次モーメント η2(Kκ)と R(Kκ)を次の補題として与える．
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で与えられる．もし，κが十分大きければ, そのとき，Mardia and Jupp (1972, 3.5.33)と (2.4)より R(Kκ)
は次式で近似できる．
R(Kκ) ≃ κ1/2/(2pi1/2).
Di marzio et al. (2011)は定理 2.1と補題 2.1から次の定理を導いた．
定理 2.2. n→∞のとき，κ→∞かつ n−1κ1/2 → 0が成り立つならば，そのとき，定理 2.1の仮定の下で
バイアスは



































となる．WCカーネルの sine型 2次モーメント η2(Kκ)と R(Kκ)を次の補題として与える．
補題 2.2. (2.1)からWCカーネルの sine型 2次モーメントは
η2(Kρ) = (1− ρ2)/2,











pi(1− ρ2){1 + op(1)}
で近似できる．
ここで，h = (1− ρ2)とおく．ただし，0 < h < 1である．そのとき，定理 2.1と補題 2.2より次の定理が
導かれる．
定理 2.3. n→∞のとき，h→ 0かつ nh→∞が成り立つならば，そのとき，定理 2.1の仮定の下でバイア
スは

















, n > 8(piR (f ′′))−1 (2.8)
となる．このとき，最小化されたMISEはMISEWC[fˆ(·;h∗)] = O(n−2/3)である．
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数値実験の中で h∗ はしばしば制約条件 h < 1を超えて h∗ ≥ 1の値を取ったので，実データ分析の際は次
のような最適な ρ∗ を選ぶべきである．






ただし，AMISEWC[fˆ(·; ρ)]は (2.7)の hを 1− ρ2 で置き換えた
AMISEWC[fˆ(θ; ρ)] =







定理 2.4. cを任意の定数とし，h = cn−α とおく．ただし， 0 < h < 1とする．もし，α > 1/3かつ n→∞
を満たすならば, そのとき，
√
nh[fˆh(θ)− f(θ)] d−→ N(0, f(θ)/pi), n→∞ (2.11)
が成り立つ．
定理 2.4の証明の詳細に関しては Appendix Aを参照すること．
WCカーネルと VMカーネルはともに 2次 sineオーダーカーネルであるが，両者のMISEの収束レートは
異なる．例えば，WCカーネルはMISEの収束レートが O(n−2/3)である一方，VMカーネルはMISEの収
束レートが O(n−4/5)である．この収束レートの不一致は標準的な KDEとは異なる特徴である．
WC カーネルの収束レートが O(n−2/3) となる理由を考えたい．Davis (1975) は標準的な KDE に関して
コーシーカーネルは MISE の収束レートが O(n−2/3) となることを明らかにした. コーシーカーネルは分散
を持たないために 0 次オーダーカーネルである．WC カーネルとコーシーカーネルの MISE の収束レート
が一致する理由は ρ = e−a とおけばWC カーネルの特性関数 φp = e−a|p| とコーシーカーネルの特性関数
φ(p) = e−a|p| が一致するからである (Mardia and Jupp, 1999, (3,5.59))．
2.4 シミュレーション
最適な集中度パラメータ (κ∗, ρ∗)は未知な汎関数 R (f ′′)に依存しているので，何らかの方法で R (f ′′)を推
定する必要がある. 密度 f は VM分布 fVM(θ; τ)であるという仮定の下で R (f ′′)の推定量を与えることで最
適な集中度パラメータを推定する方法をプラグイン法と呼ぶことにする．τˆ は VM分布の集中度パラメータ
のMLEとする．このとき，R (f ′′)の推定量 Rˆ(f ′′VM(·; τˆ))は次式で与えられる．
Rˆ(f ′′VM(·; τˆ)) =




ρˆ = arg min
0<ρ<1
{















能を比較する．推定量 ρˆと κˆは VM分布を参照分布として仮定しているために，VN分布の下で VMカーネ
ルの性能の方が良いことは理論的性質から自明であろうから，数値実験では VM 分布以外の分布 (混合 VM
分布とWC分布)を真の分布として採用ことで，VM分布とWC分布の性能の安定性を調べる．
実施した実験 2.1と実験 2.2の手順を示す．
実験 2.1. (混合 VM分布)
1. WCカーネルの場合：
（a）真の混合 VM分布を
fMVM(θ;µ1, τ1, µ2, τ2, p) = pfVM(θ;µ1, τ1) + (1− p)fVM(θ;µ2, τ2),
とする．fMVM(θ;µ1 = pi/2, τ1 = τ, µ2 = 3pi/2, τ2 = τ, p = 0.5)からサンプルサイズ nの標本を
生成する．
（b）推定量 ρˆを与える．
（c）積分二乗誤差 (ISE:integrated squared error)を ISE = ∫ 2pi
0
{fˆ(θ; ρˆ)− f(θ)}2dθ とおく． ISEの
数値積分：ISE(fˆ(·; ρ))を計算する．
（d）(a)–(c)を 1000回繰り返し，MISE(fˆ(·; ρ)) =∑1000i=1 ISEi(fˆ(·; ρ))/1000を求める.
2. VM カーネルの場合: WC カーネルと同様に (a)–(d) の手順を行う．そして， MISE(fˆ(·; κˆ)) を計算
する．







1 + ρ2 − 2ρ cos(θ − pi)
とする．
2. 実験 2.1と同じ手順を行い， MISE(fˆ(·; κˆ))−MISE(fˆ(·; ρˆ))を計算する．
表 1は，真の分布が混合 VM分布であるとき，τ ≤ 1かつ n ≤ 100であるならば，WCカーネルの性能は
VM カーネルよりも優れていることを示している．n が増加するにつれて両者の差は小さくなることが分か




表 1: 実験 2.1の結果．各セルの値はMISE(fˆ(·; κˆ))−MISE(fˆ(·; ρˆ))である . nはサンプルサイズを，τ はサ
ンプリングした混合 VM分布の集中度パラメータを表す．
n = 10 50 100 200 500 1000
τ = 0.3 0.011 0.002 0.001 0 0 0
0.5 0.012 0.002 0.001 0 0 0
0.7 0.011 0.002 0.001 0 0 0
1 0.012 0.001 0 0 0 0
2 0.007 -0.004 -0.005 -0.005 -0.005 -0.005
5 -0.017 -0.023 -0.025 -0.024 -0.024 -0.023
10 -0.032 -0.036 -0.037 -0.037 -0.037 -0.037
15 -0.037 -0.044 -0.043 -0.042 -0.042 -0.042
20 -0.039 -0.045 -0.045 -0.045 -0.048 -0.046
表 2: 実験 2.2の結果．各セルの値はMISE(fˆ(·; κˆ))−MISE(fˆ(·; ρˆ))である . nはサンプルサイズを，ρはサ
ンプリングした巻き込みコーシ―分布の集中度パラメータを表す．
n =50 100 200 500 1000
ρ =0.5 -0.015 -0.009 -0.006 -0.003 -0.002
0.7 -0.011 -0.006 -0.003 -0.001 -0.001
0.8 0.007 0.012 0.013 0.011 0.009
0.9 0.133 0.141 0.134 0.112 0.093
2.5 Di Marzio型カーネル密度推定量の課題
表 3: 標準的な KDEと Di Marzio型 KDEの性質の比較．©：当てはまる，×：当てはまらない，△：VM
カーネルのみ当てはまる．
KDE 標準的な KDE Di Marzio型
標本空間 実数直線:R 円周：T
p次オーダーカーネル⇒ MISE = O(n−2p/(2p+1)) © ×
2次オーダーカーネルから高次オーダー KDEを構成 © △
平滑化パラメータ推定量の収束レートを導出済み © ×






ダーカーネルに関して一般的なMISEの収束レートを与えることはできない．また，Di Marzio et al.(2011)
は「sine p次オーダーカーネルはバイアスを改良できるとは限らない．」と説明している．つまり，高次の sine
p次オーダーカーネルの中にMISEを改良できないものが含まれている．
Di Marzio et al.(2011)は VMカーネルに Twiecingという方法を適用することで 4次以上の高次オーダー
KDEを構築できることを示しているが，その他の sine 2次オーダーカーネルから高次オーダー KDEを構築
できるかどうかについては明らかにしていない．また，Di Marzio型 KDEは集中度パラメータの推定量に関
する収束レートの導出にも成功していない．筆者は Di Marzio 型 KDE がこれらの問題点を持つのは，sine
型モーメントがバイアスの改良には無関係な量であるからではないかと考える．
27
3 Hall型カーネル密度推定量 [Tsuruta and Sagae (2017b)]
2.5節で Di Marzio 型 KDEの課題を議論したが，VMカーネルは，「MISEの収束レートが O(n−4/5)で
ある」や「2次オーダーカーネルから高次オーダーカーネルを構築できる」といった標準的な KDEが持つ良
い性質を持つ．そこで，3章では VMカーネルを含む別のカーネル族として，Hall et al. (1987)が提案した
Hall型カーネル族を採用する．
Hall et al. (1987)は超球面上の KDEに Hall型カーネル族を適用することでMISEの収束レートの導出に
成功している．彼らの研究は非負カーネル (2次オーダーカーネル)を採用したときのMISEに関して議論し
たが，高次オーダーカーネルを用いてMISEを改良することには成功していない．これは，彼らは超球面上の




象を絞ったうえで高次オーダーカーネルの議論を行う．Tsuruta and Sagae (2017b)が与えた Hall型カーネ
ル族に関する新しい p次オーダーカーネルを導入することで，Di Marzio型 KDEの欠点を克服した Hall型
KDEを提案する．また，Tsuruta and Sagae (2017b)の結果に基づいて Hall型KDEのMISEの改良方法に
ついて議論する．Hall型 KDEに関する平滑化パラメータ推定量の収束レートについての議論は次章で行う．
3.1 Hall型カーネル族の定義
Tsuruta and Sagae (2017b)が与えた Hall型カーネル族と新しいモーメントおよび，それらを用いた p次
オーダーカーネルの定義について説明する．
Hall型カーネル族Kκ(θ) : [−pi, pi)→ Rは次の定義に従う．




r := κ{1− cos(θ)}とおくと，関数 L(r)は次の 2つの条件を満たす．
(h.1) 関数 L(r)は連続的微分可能である．
(h.2) r が十分大きいとき，任意の正の偶数 v ≥ 0について L(r) = o(r−(v+1))が成り立つ．
Hall型カーネル族は VMカーネルを含むがWCカーネルを含まないカーネル族であり，Di Marzio 型カー
ネル族よりも狭いクラスである.









L(r)r(l−1)/2dr とおく．条件 (h.1)と (h.2)より次の性質が与えられる．
性質 3.1. 関数 Lに関する次の性質が成り立つ．
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(i) 0 ≤ l ≤ v について，モーメント µl(L)は有界であり，かつ，µl(L) = µκ,l(L) + o(κ−(v+3)/2)となる．
(ii) KDEの分散の定数項 δ2t(L) :=
∫∞
−∞ L
2(z2/2)z2tdz に関して，t = 0, 1のとき，δ2t(L)は有界である．
(iii) 部分積分 ∫∞
0
L′(r)r(v+1)/2dr = −(j + 1)µv(L)/2が成り立つ．
Hall型カーネル族に関する高次オーダーカーネルを次のように定義する．
定義 3.2. p ≥ 2を正の偶数とおく．このとき， もし，Kκ(θ) が v ≥ p+ 2，かつ，




定義 2.3で与えた KDEに関して Hall型カーネル族を適用したものを Hall型 KDEと呼ぶことにする．前
節で定義した p次オーダーカーネルを用いると，Hall型 KDEに関する次のような漸近的性質が導かれる．
定理 3.1. 次のような緩やかな仮定：
1. κ = κ(n)とおくと，limn→∞ κ(n) =∞である．
2. limn→∞ n−1κ1/2(n) = 0である．
3. 密度 f が p+ 2回微分可能であり，かつ，s = 1, 2, · · · , pに関して，f (s) が二乗積分可能である．












κ−p + n−1κ1/2d(L) + o(κ−p + n−1κ1/2), (3.1)
ただし，定数項 d(L)と bp,2t はそれぞれ次のように与えられる．






Aq(p, t)({p/2− q}!)−1g(p/2−q)2q (0),
ただし，
gj(r/κ) := {2− r/κ}(j−1)/2, j = 0, 1, 2, . . . ,
























となる．(3.1) と (3.2) から，p 次オーダーカーネルを用いた Hall 型 KDE の最適な MISE の収束レートは
O(n−2p/(2p+1))である．




R(f ′′)κ−2 + n−1κ1/2d(L) (3.3)
となる． (3.3)を最小にする集中度パラメータ κ∗ は次式である．
κ∗ = β(L)R(f (2))2/5n2/5 (3.4)
ただし，β(L) := [4µ22(L)/{µ20(L)d(L)}]2/5 である.
定理 3.1の証明の概略を与える (定理 3.1の証明に関する便利な補題を Appendix Bに置いた)．








































































2tdθ である. 補題 B.3から定数項 R(Kκ)と R(Kκ(u)u)はそれぞれ
R(Kκ) = κ





Varf [fˆκ(θ)] = n
−1Ef [K2κ(θ − Y )]− n−1Ef [Kκ(θ − Y )]2
= n−1[κ1/2{f(θ)d(L) + o(1)} − n−1{f(θ) + o(1)}2]
= n−1κ1/2f(θ)d(L) + o(n−1κ1/2) (3.12)
となる．したがって，(3.8)と (3.12)から Hall型 KDEのMISEを得る.
定理 3.1から Hall型 KDEは p次オーダーカーネルの次数 pをあげることでMISEの収束レートを改善可





とする． このとき，そのモーメントは µl(LVM) = Γ(l+1/2)となるので VMカーネルを用いたときのMISE
は 2章で与えた (2.5)に一致することを示せる．
通常の中心局限定理によって Hall型 KDEの漸近正規分布を次のように与えることができる．
定理 3.2. κ = cnα とおく. 定理 3.1の条件を満たすとき, もし，α > (2p+ 1)/2かつ n→∞であるならば,√
nκ−1/2[fˆκ(θ)− f(θ)] d−→ N(0, f(θ)d(L))
が成り立つ．
定理 3.2の証明の詳細に関しては Apeendix Cを参照すること．
定理 3.2は，Hall型 KDEに関する信頼区間を構築可能であることを示している．この信頼区間は，密度 f
の構造を探索するときに有益な情報を与えるであろう．
3.3 高次オーダーカーネル密度推定量の構成法
前節の定理 3.1 は高次オーダーカーネルを用いることで MISE を改良可能であることを示している．標準













を与える．関数 LJF[p+2](r) で与えられるカーネルを JF カーネル KJFκ,[p+2](θ) := C−1κ (LJF[p+2])LJFκ,[p+2](θ) と
する．また，JFKJFκ,[p+2](θ)カーネルを用いた KDEを Jones and Foster型 KDE(JFKDE)と呼ぶことにす
る．
Tsuruta and Sagae (2017b)は JFカーネルに関する次の命題を与えた．
命題 3.1. KJFκ,[p+2](θ)は p+ 2次オーダーカーネルである．
この証明の詳細に関しては Appendix Dを参照すること．命題 3.1から，JFKDEのMISEと最適な集中
度パラメータは定理 3.1で与えられるので，JFKDEは高次オーダー KDEであることが分かる．
加法型構成法の (3.14) を (3.13) に適用することで VM カーネルから次のような 4 次オーダーカーネルの
関数：
L˜JFκ,[4](θ) := {3/2− κ{1− cos(θ)}} exp[−κ{1− cos(θ)}] (3.15)
を構成できる．
(3.15)から構成されるカーネルに関して次の命題が成り立つ．















JF カーネルの性質から，JFKDE は，積分した値は 1 となるが非負性を犠牲にしてしまう欠点を持つ．
Terrell and Scott (1980)が定義した加法型構成法を Hall型 KDEに適用することで，この欠点を克服した 4
次オーダー KDEを構成できる．円周上の KDEに関する乗法型構成法を次のように定義する．
定義 3.4. 異なる κ を持つ２つの 2 次オーダー KDE: fˆκ(θ) と fˆκ/4(θ) の比から，Terrell and Scott 型
KDE(TSKDE)を










κ ] = R(G)κ
























定理 3.3の証明の詳細に関しては Appendix Eを参照すること．




ラグイン法を採用する．プラグイン法とは，f が VM分布 fVM(θ;µ, τ)であると仮定して最適な集中度パラ
メータを推定する方法である． プラグイン法では初期値として τ のMLE τˆ を用いる. 私たちは VMKDE・






























33− 16√2/√5 Rˆτˆ (mvm)n
]2/9
である．ただし，mvm(θ) := [2{f (2)VM}2/fVM − 5f (2)VM + 2f (4)VM](θ)/4である．
プラグイン法を用いたとき，VMKDE・JFKDE・TSKDEはどのような性能を持つのかを確かめるために，
実験 3.1と実験 3.2という 2つの数値実験を行う．実験 3.1は真の分布として VM分布を採用したプラグイ
ン法にとって最も理想的な条件の下での数値実験である．プラグイン法は VM分布以外の場合でも安定した
性質を持つかどうかを確かめるために，実験 3.2では混合 VM分布を採用する．
実験 3.1. 実験 3.1は次の３つの手順に従う．
1. VMKDE f˜VMκ (θ):
（a）VM分布 fVM(θ;µ = 0, τ)に従うサンプルサイズ nのランダム標本を生成する.
（b）プラグイン法を用いて κVM を推定する．
（c）積分二乗誤差 ISE = ∫ pi−pi{fˆκ(θ)− f(θ)}2dθ の数値積分 ISE(f˜VMκ )を計算する.





2. JFKDE f˜JFκ (θ):
VMKDEの手順 (a)–(d)と同様の方法でMISE(f˜JFκ )を求める．
3. TSKDE f˜TSκ (θ):
VMKDEの手順 (a)–(d)と同様の方法でMISE(f˜TSκ )を求める.
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実験 3.2. 実験 3.2は次の 2つの手順に従う．
1. 混合 VM分布 fMVM(θ;µ1 = pi/4, τ1 = 6, µ2 = 5pi/4, τ2 = 5, p = 0.5)に従うサンプルサイズ nのラン
ダム標本を生成する.
2. 実験 3.1と同様の方法に従って，MISE(f˜JFκ )・MISE(f˜TSκ )・MISE(f˜VMκ )をそれぞれ計算する．
表 4: 実験 3.1 の結果．各セルの値は VM 分布からサンプルサイズ n の標本を 1000 回生成して求めた
MISE×1000の値である．ただし，n =50, 100, 200, 500, 1000である．τ は VM分布の集中度パラメータで
ある.太字は (n, τ)のとき 3つの KDEの中で最適なものを表す．
τ KDE n = 50 n = 100 n = 200 n = 500 n = 1000
0.5
JFKDE 6.90 4.33 2.28 1.07 0.61
TSKDE 6.67 4.15 2.18 1.00 0.53
VMKDE 6.26 4.40 2.41 1.21 0.70
1
JFKDE 10.00 5.65 3.20 1.51 0.85
TSKEDE 9.33 5.20 2.88 1.35 0.77
VMKDE 9.25 5.52 3.32 1.68 1.00
2
JFKDE 13.00 6.92 3.91 1.81 0.97
TSKEDE 13.45 7.20 4.07 1.87 1.01
VMKDE 13.10 7.70 4.72 2.36 1.39
5
JFKDE 21.11 11.40 6.39 2.88 1.59
TSKEDE 22.82 12.22 6.84 3.08 1.70
VMKDE 21.73 12.72 7.76 3.91 2.28
表 5: 実験 3.2の結果．各セルの値は，混合 VM分布からサンプルサイズ nの標本を 1000回生成して求めた
MISE×1000の値である．ただし，n =50, 100, 200, 500, 1000である．太字は同じ nの下で最も良い KDE
を表す．
n 50 100 200 500 1000
JFKDE 5.35 03.73 2.78 2.29 2.19
TSKDE 5.55 3.56 2.46 1.83 1.67
VMKDE 4.84 3.73 3.09 2.75 2.68
表 4から，n ≥ 100のとき，JFKDE f˜JFκ と TSKDE f˜TSκ の性能は VMKDE f˜VMκ よりも優れていること
が分かる．この結果は，JFKDEと TSKDEはともに４次オーダー KDEであるのに対して，VMKDEは２
次オーダー KDEであるという理論的性質から生じたものである．加えて，JFKDEは，真の分布の集中度パ
ラメータ τ が τ ≥ 2のとき３つの中で一番性能が良い．TSKDEは，n ≥ 100かつ τ ≤ 1のとき一番性能が
良い. しかし，n = 50のとき，VMKDEが一番良い性能を持つ．
表 5は，n ≥ 100のとき，一番良い性能を持つのは TSKDEであり，２番目は JFKDEであることを示し
ている．また，n = 50のとき，VMKDEが一番良い．
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これらの実験結果をまとめると，4 次オーダー KDE である JFKDE と TSKDE はサンプルサイズが





表 6は Hall型 KDEと Di Marzio型 KDEの性質をまとめたものである．Di Marzio型 KDEは，sine p
次オーダーカーネルの次数 pを挙げてもMISEの収束レートが改善しない可能性を持つ．2章で示したように
Di Marzio型 KDEは，2次オーダーカーネルの中でも VMカーネルとWCカーネルのようにMISEの収束
レートが異なるものが存在する．
Hall型 KDEに関する筆者のアイディアは，Hall型カーネル族と新しく定義したモーメント µl(L)を採用




つまり，Hall型 KDEは，次数 pに応じてMISEの収束レートを改善可能である．そして，すべての p次
オーダーカーネルはMISEに関して同じ収束レートを持つ．また，2章では Di Marzio型 KDEに関して VM
カーネルを用いた場合のみ高次オーダー KDEを構築できることが示されていたが，Hall型 KDEはすべての
2次オーダーカーネルに関して高次オーダー KDEを構築できる一般性を持っている．
表 6: Di Marzio型KDEと Hall型KDEの性質の比較．©：当てはまる，×：当てはまらない，△：VMカー
ネルのみ当てはまる．
KDE Hall型 Di Marzio型
p次オーダーカーネル⇒ MISE = O(n−2p/(2p+1)) © ×
2次オーダーカーネルから高次オーダー KDEを構成 © △
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4 Hall型カーネル密度推定量の平滑化パラメータ推定法 [Tsuruta and
Sagae (2017c)]
4.1 はじめに
4 章では，Hall 型 KDE の平滑化パラメータ推定法について議論する．実データ分析の際に 2 次オーダー
KDEが最も用いられると考えられるので，2次オーダー KDEの最適な集中度パラメータ:
κ∗ = β(L)R(f (2))2/5n2/5
の推定方法について議論する．ここでは，Tsuruta and Sagae (2017c)が導出した Hall et al.(1987)が提案し
た角度データの LSCV推定量 (Hall et al., 1987)と角度データの DPI推定量 (Di Marzio et al., 2011)の理
論的性質 (収束レートなど)について議論する．
ただし，これら２つの推定量の理論的性質を導出するために Hall型カーネル族の関数 L(r)は，定義 3.1の
条件 (h.1)と (h.2)に加えて次の条件を満たす必要がある．








′(t2/2)L((t+ z)2/2)t2/2dtについて，lim|z|→∞ λ(z)|z|3/2 = o(1)である．
(h.5) 4次導関数 L(4)(r)は連続である．
(h.6) L4(z




2/2)z2tdz は，t = 1, 2かつm = 1, 2について有界である．
VMカーネルは定義 4.1のすべての条件を満たす．(h.3)と (h.4)は LSCV推定量の漸近正規性を導出する
ために必要な条件であり，(h.5)と (h.6)は DPI推定量の漸近正規性を導出するために必要な条件である．
4.2 最小二乗クロスバリデーション法
Hall型カーネル Kκ(θ)は 2次オーダーカーネルとする． fˆ−i(Θi) = (n − 1)−1
∑n
i ̸=j Kκ(θ − Θj)とおく
と，Hall型 KDEの LSCV推定量は次式で定義される．









である．yij := Θi −Θj，γ(y) =
∫ pi












通常は簡便化のために (4.1)の代わりに近似式 (4.2)を CV(κ)として用いる．LSCV推定量 κˆCV の理論的性
質を導出するために，CV(κ)に対して κに依存しない補正項 2n−1∑i f(Θi)− R(f)を加えた修正 CV関数
CV(κ):






を用いることにする．(4.3)から CV(κ)を最小にする κは κˆCV に一致することが分かる．この補正を加える
ことで κˆCV の期待値と分散は，次の定理で示すように単純な形で与えることができる．
定理 4.1. 定理 3.1の 3つの条件に加えて， R(f (4)f1/2) <∞かつ R((f (4))1/2f) <∞を仮定する．このと
き，期待値は
Ef [CV(κ)] = AMISEf [fˆκ] + o(κ
−2 + n−1κ1/2) (4.4)




κ1/2Q(L)R(f) + o(n−2κ1/2 + n−1κ−2). (4.5)
定理 4.1の証明は Appendix Fを参照すること．
背理法を用いることで定理 4.1から LSCV推定量 κˆCV に関する一致性が示される．







系 4.1の証明は Appendix Gを参照すること．
系 4.1より，集中度パラメータ κに関する探索範囲に真の最適な集中度パラメータ κ∗ が含まれていれば，
κˆCV に関する一致性が成り立つことが分かる．
LCSV推定量 κˆCV の漸近正規分布を導出するために，退化 U 統計量 (degenerate U-statistic) の漸近正規
性の性質を使う．まず，関数 Hij := H(Θi,Θj)は対称であり，かつ，Ef [Hij ] = 0を満たすとする．このと
き， U 統計量 は Un :=
∑
i<j Hij で定義される. 退化 U 統計量を Ef [Hij |Θi] = 0を満たす U 統計量 Un と
定義する. Hall (1984)が導出した退化 U 統計量の漸近正規性を次の補題で与える．
補題 4.1. 対称な関数 Hij に関して，Ef [Hij |Θi] = 0，かつ，ほとんどどこでもそれぞれの n について
Ef [H
2
ijΘi] <∞が成り立つと仮定する．また，Gij := E[HiiHij ]とおく. もし，n→∞のとき，
Ef [G
2








d−→ N(0, n2E[H2ij ]/2)
が成り立つ．
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定理 4.2. 定理 3.1と定理 4.1のすべての条件が成り立つと仮定する．そのとき，



















(r)(θ)f(θ)dθを用いれば，R(f (r))は R(f (r)) = (−1)rψ2r と
表すことが可能である．
集中度パラメータを g とし，カーネルを T (4)g (θ) := C−1κ (L)S(4)g (θ)とおく．また，関数 S(4)g (θ)を
S(4)g (θ) := −g cos(θ)S(1)g (θ) + g2{−4 sin2(θ) + 3 cos2(θ)}S(2)g (θ)
+ 6g3 cos(θ) sin2(θ)S(3)g (θ) + g
4 sin4(θ)S(4)g (θ) (4.8)
とする．ただし，カーネル T (4)g と集中度パラメータ g に関して，それぞれカーネル Kκ と集中度パラメータ
κと異なるものを選んでも良い．
















KDE ψˆ4 のMSEの漸近的性質は，DPI推定量 κˆPI の理論的性質に重要な役割を果たす．私たちは ψˆ4(g)
のMSEを次の定理で示す .
定理 4.3. 次の 2つの仮定:
1. 集中度パラメータ gを g := g(n)とおく．このとき，limn→∞ g(n) =∞ かつ limn→∞ n−2g9/2(n) = 0
である.
2. 密度 f は 4 + p回微分可能であり， t = 1, 2, . . . , p/2について ψ4+2t は有界である.
を満たし，かつ，pオーダーカーネルを用いるならば，そのとき，バイアスは次式となる．
Biasf [ψˆ4(g)] = Abiasf [ψˆ4(g)] +O(n

























+ o(n−1 + n−2g9/2). (4.11)
定理 4.3の証明の詳細に関しては Appendix I を参照すること．
定理 4.3から簡単に最適な集中度パラメータ g∗ と最小化されたMSEを次の系として与えることができる．
系 4.2. Abiasf [ψˆ(g)] = 0を満たすように最適な集中度パラメータ g∗ > 0を選択すると，g∗ は次式となる．








タ g∗ の選択によって (4.10) の残余項のみが残るので，バイアスは Bias2f [ψˆ4(g∗)] = O(n−(2p+4)/(p+5)) と
なる.
つまり，バイアスは無視されるので 最小化された MSE は分散 Varf [ψˆ4(g)] に依存する. もし，カーネ
ルの次数 p が p < 4 ならば， そのとき， infg>0MSE[ψˆr(g)] は (4.11) の右辺の第 2 項となり, もし p = 4






O(n−(2p+1)/(p+5)), p < 4,
O(n−1), p ≥ 4
となる．
系 4.2 は高次オーダーカーネルを採用すれば，MSE の収束レートはパラメトリックな収束レートである
O(n−1)を達成する．しかし，ψˆ4(g)のカーネルとして高次オーダーカーネルを用いたとき，最適な集中度パ
ラメータ g∗ が非負条件を満たすことを示すのは難しい．なぜならば，高次オーダーカーネルの最適な集中度
パラメータ g∗ の符号は複数の未知の汎関数 ψr の和とカーネル Tg に依存してからである．集中度パラメータ
g∗ の非負性を証明するためには真の密度 f を知っている必要があると思われるが，これは非現実的な仮定で
ある．
カーネル Tg が 2次オーダーカーネルであれば，そのとき， g∗ の符号は Tg のみに依存する. それゆえに，
ψ6 = −R(f (3))に注意すると，µ2(S)/S(0)が正となる適切なカーネル Tg を選択すれば，g∗ の非負性は保証
されることが分かる．適切なカーネルの例として VMカーネルが挙げられる．
しかし，c = −2−1/2µ2(S)/(6S(2)g (0)) とおくと，適切な 2 次オーダーカーネルの集中度パラメータは
g∗ = [cψ6n]2/7 となり，集中度パラメータ g∗ を推定するために 未知な汎関数 ψ6 を推定する必要がある. ψ6
に関する単純な推定方法として，真の密度関数が VM分布 fVM(θ;µ, τ)であるという仮定を用いる方法 (プラ
グイン法)を提案する．この仮定の下で ψ6 の推定量を
ψˆVM6 := −[4τˆ I1(2τˆ) + 30τˆ2I2(2τˆ) + 15τˆ3I3(2τˆ)]/{16piI20 (τˆ)}
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として定義する．ただし，τˆ は τ のMLEである．1ステップ・プラグイン法というダイレクト・プラグイン
法の実用的なアルゴリズムを提案する．
アルゴリズム 4.1. 1ステップ・プラグイン法は次の手順に従って実行される.
Step.1 τˆ と ψˆVM6 を推定する.
Step.2 推定量 gˆ := [cψˆVM6 n]2/7 を求める．
Step.3 DPI推定量 κˆPI = β(L)ψˆ4(gˆ)2/5n2/5 を与える.
DPI推定量 κˆPI の漸近正規性を次の定理として与える．
定理 4.4. 定理 4.3の 2つの条件が成り立つと仮定し，かつ，適切な 2次オーダーカーネルを用いることにす
る．そのとき，n→∞ならば，




が成り立つ．ただし分散 σ2PI は σ2PI := 8W 9/2(S)G1,0(S4)ψ0ψ−24 /25である．
定理 4.4の証明の詳細に関しては Appendix J を参照すること．












では，VM分布やWC分布を含み，さらに非対称な分布までも含む sine skewed Jones-Pewsey (SSJP) 分布
(Abe and Pewsey, 2011)を採用する．SSJP分布 SSJP(µ, τ, ψ, λ)の密度関数は次式で与えられる．
f(θ;µ, τ, ψ, λ) :=
cosh(τψ)1/ψ(1 + tanh(τψ) cos(θ − µ))1/ψ(1 + λ sin(θ − µ))
2piP1/ψ(cosh(τψ))
,
ただし，0 ≤ τ は，形状パラメータを，−1 ≤ λ ≤ 1は非対称パラメータを，P1/ψ(cosh(τψ))は自由度 (1/ψ)
の 0次第 1種ルジェンドル陪関数をそれぞれ表す．ここで，τ = 0のとき，明らかに SSJP分布は円周上の一
様分布であるので，以下の議論では，常に 0 < τ とおくことにする．
SSJP分布が含むいくつかの円周上の確率分布について述べる．λ = 0のとき，SSJP分布は対称分布とな
ることに注意されたい．SSJP分布は，λ = 0の下で ψ = 0,−1, 1のとき，それぞれ，VM分布・WC分布・
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ハート形分布となる．ハート形分布の密度関数は単純で
f(θ;µ = 0, τ, ψ = 1, λ = 0) = (1 + τ cos(θ))/(2pi)
で与えられる．また，SSJP分布は，λ ̸= 0かつ ψ = 0,−1のとき sine skewed VM分布・sine skewed WC
分布と呼ばれ，0 < λ ≤ 1かつ ψ = 1のとき sine skewed ハート形分布と呼ばれる．
今挙げた SSJP分布の 6つのサブクラス (Model.1–6)を用いて数値実験を行うことにする．
Model.1 VM分布: SSJP(µ = 0, τ = 1, ψ = 0, λ = 0).
Model.2 ハート形分布: SSJP(µ = 0, τ = 1, ψ = 1, λ = 0).
Model.3 WC分布: SSJP(µ = 0, τ = 1, ψ = −1, λ = 0).
Model.4 Sine-skewed VM分布: SSJP(µ = 0, τ = 1, ψ = 0, λ = 0.6).
Model.5 Sine-skewed ハート形分布 : SSJP(µ = 0, τ = 1, ψ = 1, λ = 0.6).
Model.6 Sine-skewed : WC分布 SSJP(µ = 0, τ = 1, ψ = −1, λ = 0.6).



































図 7: Model.1–3 の密度関数．Model.1–3 は
VM・ハート形・WC分布である．


































図 8: Model.4–6の密度関数．Model.4–6は sine








（d）1ステップ・プラグイン法を用いて DPI推定量 κˆPI を推定する．
（e）　次の 2つの相対誤差 YCV = κˆCV/κ∗ − 1と YPI = κˆPI/κ∗ − 1を計算する．
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（f）(a)–(e) の手順を 1000回繰り返し， YCV と YPI の標本平均と標本標準偏差を与える．
2. (a)–(f)の手順をModel.2–6に対しても実行する．
表 7: 数値実験 4.1 の結果 (DPI). 各セルの値は，Model.1–6 からサンプルサイズ n の標本を 1000 回生
成して求めた DPI 推定量の相対誤差 (κˆPI/κ∗ − 1) の標本平均 (mean) と標準偏差 (sd) である．ただし，
n = 50, 100, 200, 500, 1000である．
n
Model.1 Model.2 Model.3 Model.4 Model.5 Model.6
mean sd mean sd mean sd mean sd mean sd mean sd
50 0.11 0.31 0.38 0.41 -0.39 0.20 0.07 0.30 0.17 0.34 -0.35 0.19
100 0.07 0.25 0.29 0.3 -0.38 0.15 0.03 0.22 0.13 0.25 -0.35 0.14
200 0.05 0.19 0.24 0.22 -0.37 0.12 0.01 0.17 0.09 0.18 -0.33 0.11
500 0.03 0.13 0.19 0.14 -0.33 0.09 -0.01 0.12 0.06 0.13 -0.29 0.08
1000 0.02 0.10 0.16 0.11 -0.30 0.07 -0.01 0.09 0.05 0.10 -0.26 0.06
表 8: 数値実験 4.1 の結果 (LSCV). 各セルの値は，Model.1–6 からサンプルサイズ n の標本を 1000 回生
成して求めた LSCV 推定量の相対誤差 (κˆCV/κ∗ − 1) の標本平均 (mean) と標準偏差 (sd) である．ただし，
n = 50, 100, 200, 500, 1000である．
n
Model.1 Model.2 Model.3 Model.4 Model.5 Model.6
mean sd mean sd mean sd mean sd mean sd mean sd
50 1.72 5.16 2.72 7.62 0.66 2.66 1.48 4.33 1.82 5.10 0.71 2.74
100 1.37 3.97 2.2 5.98 0.31 1.78 1.03 3.15 1.44 3.98 0.47 2.00
200 1.01 3.00 1.70 4.6 0.27 1.51 0.76 2.39 0.88 2.73 0.22 1.33
500 0.67 2.10 0.96 2.8 0.13 0.96 0.53 1.70 0.63 1.99 0.08 0.81
1000 0.39 1.40 0.66 1.95 0.06 0.72 0.40 1.30 0.43 1.38 0.06 0.64
表 7と 8から，Model.1–6のいずれの場合でも，DPI推定量は LSCV推定量よりも標準偏差が小さいので，
DPI推定量は安定した推定量であることが分かる．Model.1 (VM分布)・Model.2 (ハート形分布)・Model.4
(Sine skewed VM分布)・Model.5 (Sine skewed ハート形分布)の下では，DPI推定量は LSCV推定量より
も平均値が 0 に近く，LSCV 推定量よりもその性能は優れている．しかし，Model.3 (WC 分布)・Model.6
(Sine skewed WC)分布に関しては平均値を比較すると，サンプルサイズ nに応じて両者の性能の優位性は変
化する．Model.3の場合は n = 50のとき，DPI推定量はより良い性能は持つが，n ≥ 100のとき，LSCV推
定量の性能の方が優れている．また，Model.6の場合は n = 50, 100のとき,DPI推定量の性能がより優れて













4章では Hall型 KDEに関して LSCV推定量と DPI推定量の漸近正規性とそれらの収束レートを導出し，
Di Marzio型 KDEの未解決問題であった集中度パラメータ推定量の理論的性質の解明に成功した．LSCV推
定量の収束レート O(n−1/10)と DPI推定量の収束レート O(n−5/14)は，標準的な KDEに関する両者の収束
レートに一致している．
44
5 Di Marzio型局所多項式回帰 [Tsuruta and Sagae (2017d)]
5 章では，Di Marzio et al. (2009) が与えた Di Marzio 型 LPR について議論する．また，Tsuruta and
Sagae (2017d)が明らかにした Di Marzio型 LPRの理論的性質や VMカーネルとWCカーネルを適用した
場合の理論的性質について述べる．
5.1 Di Marzio型局所多項式回帰の定義とその理論的性質
ランダムな 2変数標本 (Y1,Θ1), . . . , (Yn,Θn)について目的変数 Yi ∈ Rと説明変数 Θi ∈ T = [−pi, pi)との
関係を推定する問題を考える．ただし，Yi は次の仮定を満たすとする．
Yi = m(Θi) + v(Θi)
1/2εi, i = 1, . . . , n, (5.1)




Marzio et al.(2009)は，周期性を満たすノンパラメトリック回帰として sine型局所多項式回帰 (S-LPR: sine
local polynomial regression)を提案した．彼らは，θ = sin−1(sin(θ))と考えれば θ ≃ sin(θ)で近似できるこ
とから，sine級数型のテイラー展開:
m(Θi) = m(θ) +
p∑
j=1
m(j)(θ) sin(Θi − θ)j (5.2)
が成り立つと主張した．円周上の非負カーネルと sine 級数型の多項式 β0 +
∑p
j=1 β sin(· − θ)p を用いて，
S-LPR mˆ(θ; p, κ)は，次の重み付二乗誤差：
n∑
i=1
{Yi − β0 − β1 sin(Θi − θ)− · · · − βp sin(Θi − θ)p}2Kκ(Θi − θ) (5.3)
を最小にする (βˆ0, βˆ1, . . . , βˆp)T の切片 βˆ0 で与えられる．したがって，mˆ(x; p, κ)は




となる．ただし，e1 は第 1要素は 1でそれ以外は 0となるような (p + 1) × 1ベクトル，Y = (Y1, . . . , Yn)
は目的変数ベクトル:
Sθ :=






1 sin(Θn − θ) · · · sinp(Θn − θ)

は n× (p+1)デザイン行列，Wθ := diag{Kκ(Θ1− θ), . . . ,Kκ(Θn− θ)}は n×n重み付き対角行列を表す．
S-LPRに定義 2.1で与えた Di Marzio型カーネルを適用したものを本稿では Di Marzio型 LPR mˆ(x; p, κ)
と呼ぶことにする．
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例えば，p = 0のとき，(5.4)から mˆ(θ; 0, κ)は






Kκ(Θi − θ) (5.5)
となる．また，p = 1のとき，(5.4)から mˆ(θ; 1, κ)は次式に等しい．
mˆ(θ; 1, κ) := n−1
∑
i
{sˆ2(θ;κ)− sˆ1(θ;κ) sin(Θi − θ)}Kκ(Θi − θ)Yi
sˆ2(θ;κ)sˆ0(θ;κ)− sˆ1(θ;κ)2 , (5.6)
ただし，sˆl(θ;κ) := n−1
∑
i sin(Θi − θ)lKκ sin(Θi − θ) である．(5.5) と (5.6) から mˆ(θ; 0, κ) と mˆ(θ; 1, κ)
は周期性を持つことが示される．同様に考えれば，p ≥ 2のときも Di Marzio型 LPRは周期性の性質を持つ
ことは容易に分かる．
高次の Di Marzio型 LPRの理論的性質を導出することは難しいので，5章では p = 1のときの理論的性質
のみを議論することにする．
Θn := {Θ1, . . . ,Θn}とおく．また，条件付バイアスを BiasY [mˆ(θ;κ)|Θn] =: EY [mˆ(θ;κ)|Θn]−m(θ)と
し，条件付分散を VarY [mˆ(θ;κ)|Θn]とする．
Di Marzio et al. (2009)は次の定理として条件付バイアスと条件付分散を与えた．
定理 5.1. 次の 4つの仮定：
i) limn→∞ n−1R(Kκ) = 0.
ii) limn→∞ γj(κ) = 1.
iii) 周辺密度 f(θ)は連続微分可能である．ただし，任意の θ について f(θ) > 0である．
iv) 導関数m′′(θ)と条件付分散 v(θ)はそれぞれ連続である．
を満たすならば，そのとき，条件付バイアスは









2章で議論したのと同様な理由で η2(Kκ)と R(Kκ)に関して κとカーネル K を分離するのは難しいので，
一般的な条件付MSEの収束レートを求めるのは困難である．
定理 5.1と中心局限定理から mˆ(θ; 1, κ)の漸近正規性が成り立つことを示す．
定理 5.2. 定理 5.1のすべての仮定が成り立つと仮定する．そのとき，n→∞ならば，√
n/R(Kκ)[mˆ(θ; 1, κ)− EY [mˆ(θ; 1, κ)|Θn]] d−→ N(0, v(θ)/f(θ)), (5.9)
が成り立つ．




フォン・ミーゼスカーネルを Di Marzio型 LPRに適用したときの理論的性質を示す．重み付条件付MISE
をMISEY [mˆ(θ; 1, κ)|Θn] := EY [
∫ pi
−pi{mˆ(θ;κ)−m(θ)}2f(θ)dθ|Θn]として定義する. 定理 5.1と補題 2.1か
ら VMカーネルのバイアス・分散・MISEは次の定理として与えられる．
定理 5.3. 定理 5.1の仮定に加えて n →∞, κ →∞かつ n−1κ1/2 → 0が成り立つならば，そのとき，バイ
アスは





























である．(5.12)と (5.13)から AMISEY [mˆ(θ; 1, κ∗)|Θn]は Op(n−4/5)となる.
定理 5.2と定理 5.3から VMカーネルを適用した場合の漸近正規分布は次の定理のようになる.
定理 5.4. 定理 5.3の条件がすべて成り立つと仮定する．κ = cnα とおく, ただし， cと αはそれぞれ定数で
ある． もし，α > 2/5 かつ n→∞ならば，そのとき，
n1/2κ−1/4[mˆ(θ; 1, κ)−m(θ)] d−→ N(0, v(θ)/{2pi1/2f(θ)})
が成り立つ．
定理 5.4の証明の詳細に関しては Appendix Lを参照すること．
5.3 巻き込みコーシーカーネル
h = 1− ρ2, 0 < h < 1に注意すると，そのとき， 定理 5.1 と補題 2.2からWCカーネルを適用したとき
のバイアス・分散・MISEは次の定理として与えられる．
定理 5.5. 定理 5.1のすべての条件に加えて，n→∞, h→ 0 かつ nh→∞を仮定する. そのとき，バイア
スは

































で与えられる．(5.16)と (5.17)から AMISEY [mˆ(θ; 1, h∗)|Θn] = Op(n−2/3)が導かれる.




定理 5.6. 任意の定数 cと αについて h = cnα とおく．定理 5.5のすべての条件が成り立つと仮定する．も
し，α < −1/3かつ n→∞ならば，そのとき，
(nh)1/2[mˆ(θ; 1, h)−m(θ)] d−→ N(0, v(θ)/{pif(θ)})
が成り立つ．







Yi = m(Θi) + v
1/2(Θi)εi, ε ∼ N(0, 1), v(θ) = t2,
ただし，回帰関数は m(θ) = 2 + 3 cos(θ) + 2 sin(3θ) であり (図 9 を参照)， Θi は円周上の一様分布:
















図 9: 回帰関数：m(θ) = 2 + 3 cos(θ) + 2 sin(3θ)．
であり，巻き込みコーシーカーネルの集中度パラメータは
h˜ = [32t2/(333n)]2/5
である. 小標本では MISEY [mˆ(θ; 1, ·)|Θn] は説明変数 Θn のサンプリングに強く依存する．Θn のラ
ンダム性を弱めるために Θn について 100 回のサンプリングを行い, MISE の算術平均: Ave.MISE =∑100
j=1MISEj,Y [mˆ(θ; 1, ·)|Θn]/100を計算する．
数値実験の手順は次の通りである．
実験 5.1. 数値実験の手順：
1. 円周上の一様分布に従うサンプルサイズ nのランダム標本 {Θ1, . . . ,Θn}を生成する.
2. 正規分布 N(0, t2)からサンプルサイズ nのランダム標本 {ε1, . . . , εn}を生成する.
3. 1–2からランダム標本 {Y1, . . . , Yn}を生成する.
4. VMカーネルを適用した mˆ(θ; 1, κ˜)とWCカーネルを適用した mˆ(θ; 1, h˜)をそれぞれ計算する.
5. 数値積分 ISEVM :=
∫ pi




6. 2 から 5 の手順を 1000 回繰り返して，MISEVM :=
∑
j ISEVM,j/1000 と MISEWC :=∑
j ISEWC,j/1000をそれぞれ計算する．
7. 1 から 6 の手順を 1000 回繰り返して，Ave.MISEVM :=
∑
jMISEVM,j/100 と Ave.MISEWC :=∑
jMISEWC,j/100をそれぞれ計算する．
表 9と表 10は， n ≤ 20のとき，WC カーネルの性能は VMカーネルのものよりも優れていることを示し
ている．しかし，n ≥ 30のとき，VMカーネルはWCカーネルよりも優れた性能を持つことが分かる. 表 11
と表 12は小標本の場合ではWCカーネルのMISEの標準偏差は VMカーネルのものよりも小さいことを示
している．つまり，WCカーネルは小標本の下では VMカーネルよりも安定している．これらの結果はWC








表 9: 実験 5.1 の結果 (VM カーネル)．各セルの値は VM カーネルの重み付条件付 MISE:Ave.MISEVM :=∑
jMISEVM,j/100である．nはサンプルサイズ, t は誤差項の標準偏差を表す.
n = 10 n = 20 n = 30 n = 40 n = 50 n = 100
t = 0.5 200.667 3.938 0.363 0.246 0.132 0.057
t = 1 11.314 1.441 0.678 0.401 0.315 0.158
t = 1.5 7.575 2.008 0.987 0.733 0.566 0.291
t = 2 12.122 2.805 1.470 1.076 0.840 0.447
表 10: 実験 5.1の結果 (WCカーネル)．各セルの値はWCカーネルの重み付条件付MISE: Ave.MISEWC :=∑
jMISEWC,j/100．nはサンプルサイズ, t は誤差項の標準偏差を表す.太字は，同じ (n, t)のとき，VMカー
ネルよりも値が小さいことを表す．
n = 10 n = 20 n = 30 n = 40 n = 50 n = 100
t = 0.5 2.090 1.075 0.594 0.421 0.319 0.148
t = 1 2.627 1.258 0.846 0.597 0.519 0.292
t = 1.5 2.713 1.650 1.165 0.938 0.815 0.476
t = 2 4.161 2.256 1.602 1.254 1.061 0.657
表 11: 実験 5.1の結果 (VMカーネル)．各セルの値は VMカーネルの重み付条件付MISEの標準偏差を表す.
nはサンプルサイズ, t は誤差項の標準偏差を表す.
n = 10 n = 20 n = 30 n = 40 n = 50 n = 100
t = 0.5 1784.428 28.477 0.390 0.377 0.040 0.009
t = 1 27.064 1.708 0.473 0.086 0.055 0.012
t = 1.5 18.149 2.043 0.407 0.303 0.086 0.021
t = 2 31.531 2.960 0.405 0.226 0.112 0.026
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表 12: 実験 5.1 の結果 (WC カーネル)．各セルの値はWC カーネルの重み付条件付 MISE の標準偏差を表
す. nはサンプルサイズ, t は誤差項の標準偏差を表す.太字は，同じ (n, t)のとき，VMカーネルよりも値が
小さいことを表す．
n = 10 n = 20 n = 30 n = 40 n = 50 n = 100
t = 0.5 1.197 0.814 0.395 0.306 0.137 0.051
t = 1 1.267 0.648 0.359 0.154 0.155 0.046
t = 1.5 1.080 0.593 0.325 0.228 0.228 0.063
t = 2 3.093 0.848 0.345 0.226 0.143 0.073
5.5 先行研究との比較




で示したように p = 1のとき，VMカーネルを適用した場合の収束レートは Op(n−4/5)であるが，WCカー
ネルを適用した場合の収束レートは Op(n−2/3)に過ぎない．また，p = 1のとき以外の Di Marzio型 LPRは
MISEの収束レートがどのくらいの速さとなるのかという疑問が未解決問題として残っている．
表 13: 標準的な LRRと Di Marzio型 LPRの性質の比較．©：当てはまる，×：当てはまらない，△：VM
カーネルのみ当てはまる．
LPR 標準的な LRR Di Marzio型 LPR
標本空間 実数直線:R 円周：T
p = 1⇒ MISE = Op(n−4/5) © △




Hall型 KDEに関して p次オーダーカーネルを適用した場合のMISEの収束レートを導出可能なことを 3
章で示した．この結果から方向統計学における局所多項式回帰である sine 型局所多項式回帰 (S-LPR) にも
Hall型 LPRを適用することによって，一般的な次数 pに関してのMISEの収束レートを導出できるのでは
ないかという予想が成り立つ．











2s+1, |u| < 1, (6.1)







(Θi − θ)q + op((Θi − θ)p+2) (6.2)
















ここで，∑B は，∑[(p+1)/2]s=0 ts = tかつ∑[(p+1)/2]s=0 (2s+ 1)ts = q を満たす t1, . . . , t[p+1]/2 についての和を意
味する．
関数m(θ)は次式となる．
m(Θi) = m(θ) +
p+2∑
q=1
Mq(θ) sin(Θi − θ)q + op(sin(Θi − θ)p+2), |θ| < pi/2. (6.3)
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補題 6.1は，m(θ)を m(Θi) −
∑p
q=1 βq sin(Θi − θ)q で近似できることを意味する．したがって，S-LPR
の多項式として sine級数型多項式∑pq=0 βq sin(Θi − θ)q を採用することが正当化される．
3章と 4章で Hall型カーネル族の平滑化パラメータは集中度パラメータ κであったが 6章では Hall型カー
ネル族の平滑化パラメータとしてバンド幅 h = κ−1/2 を採用する．n → ∞のとき，バンド幅 hは h → 0を
満たすと仮定する．Hall型カーネル族Kh(θ) : [0, 2pi)→ Rは次の定義に従う．






(h.2) r が十分大きいとき，任意の正の偶数 v ≥ 0について L(r) = o(r−(p+2))が成り立つ．
(h.1’)は定義 3.1で与えた条件 (h.1)と同じであり，(h.2’)は定義 3.1の (h.2)の v について v = p+ 1とお
いたものである．
カーネル関数 L¯(z) := L(z2/2)は条件 (h.1’)と (h.2’)を満たす実数直線上に台を持つ関数とする．このと
き，関数 Lh(θ)と L(z)の関係について次のような性質が成り立つ．
補題 6.2. 関数 Lh(θ)は 次の 3つの性質を満たす．
(性質 1) nが十分大きいとき，θ = hz とおくことで実数直線上のカーネル関数 L¯で近似できる．
Lh(hz) = L¯(z) +O(h
2), z ∈ R. (6.4)
(性質 2) n→∞のとき，Lh(hz)は，実数直線上の非負カーネル L¯に分布収束する．
Lh(hz)→ L¯(z), z ∈ R. (6.5)
(性質 3) カーネル関数 L¯のモーメントを αt(L¯) :=
∫
R L¯(z)z




tdz = αt(L) + o(h)である．
補題 6.2の証明の詳細に関しては Appendix Oを参照すること．補題 6.2より次の補題が導かれる．
補題 6.3. 関数Kh(θ)は，nが十分大きいとき次の 3つの性質を満たす．
(性質 1) 基準化定数 Ch(L)は
Ch(L) := h+ o(h
2) (6.6)
となる．
(性質 2) Kh(hz)は L(z¯)で近似できる．
Kh(hz) = h
−1[L¯(z) +O(h2)], z ∈ [−pi/h, pi/h). (6.7)
(性質 3) Kh(θ)の裾のスピードは
Kh(θ) = o(h
p+2), |θ| ≥ pi/2 (6.8)
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で与えられる．
補題 6.3の証明の詳細に関しては Appendix P を参照すること．
補題 6.2 と補題 6.3 から VM カーネル Kh(hz) は正規カーネル h−1L¯(z) で近似できることが分かる．1.4
節で述べたように，VMカーネルが正規カーネルに分布収束することはよく知られている．
6.3 Hall型局所多項式回帰の理論的性質
補題 6.1，補題 6.2と補題 6.3によって Hall型 LPRの条件付バイアスと条件付分散は次式で与えられる．
定理 6.1. 次の仮定：
1. h = h(n)とする．h(n)→∞かつ nh(n)→∞である．
2. 導関数m(p+2)(θ)と条件付分散 v(θ)はそれぞれ連続である．
3. 周辺密度 f(θ) > 0は連続的微分可能である．
の下で条件付バイアスは，次数 pが奇数のとき
BiasY [mˆ(θ; p, h)|Θn] = hp+1Mp+1(θ)ap+1(L¯(p)) + op(hp+1)
となり，次数 pが偶数のとき
















定理 6.1の証明の詳細に関しては Appendix Q を参照すること．
定理 6.1の条件付バイアスに関して，隣り合った偶数と奇数の次数の場合バイアスの収束レートは同じであ




系 6.1. 定理 6.1のすべての条件が成り立つと仮定する．pが奇数の場合，MISEは
MISEY [mˆ(θ; p, h)|Θn] = AMISEY [mˆ(θ; p, h)|Θn] + op(h2(p+1) + (nh)−1), (6.9)
ただし，























として与えられる．(6.9)，(6.10) と (6.11) より，最小化された MISE は MISE[mˆ(θ; p, h∗)|Θn] =
Op(n




定理 6.2. 任意の定数 cと αについて h = cnα とおく．定理 6.1のすべての条件が成り立つと仮定する．こ
のとき，pが奇数の場合，もし α < −1/(2p+ 3)かつ n→∞ならば，そのとき，
n1/2h−1/2[mˆ(θ; p, κ)−m(θ)] d−→ N(0, v(θ)α0(L2(p))/f(θ)), (6.12)
が成り立つ．また，pが偶数の場合，もし α < −1/(2p+ 5)かつ n→∞ならば，そのとき，(6.12)が成り立
つ．
定理 6.2の証明の詳細に関しては Appendix Qを参照すること．
6.4 シミュレーション
有限標本の下で 1次の Hall型 LPRmˆ(θ; 1, h)と 3次の Hall型 LPRmˆ(θ; 3, h)の性能を比較するための数
値実験を行う．ここでは次のモデルを考える．
Yi =m(Θi) + εi, (6.13)
ただし，真の回帰関数はm(θ) = 2+3 cos(θ)+ 2 sin(3θ) (図 9を参照)，誤差項は εi ∼ N(0, 1)である．また，
説明変数 Θi は円周上の一様分布 fCU(θ)に従うとする．
バンド幅は上記の設定の下での最適値 h∗ と h∗ の LSCV推定量 hˆCV を用いることにする．LSCV推定量











{Yi − mˆ−i(Θi; p, h)}2, (6.15)
ここで，mˆ−i(θ; p, h)は i番目の (Yi,Θi)を除いた Hall型 LPRである．
ここで以下のような数値実験を行った．
実験 6.1. 数値実験は次の手順に従う．
1. 一様分布 fCU(θ)からサンプルサイズ nの説明変数の標本Θn を生成する．
2. 標準正規分布 N(0, 1)からサンプルサイズ nの誤差項標本 εn を生成する．
3. ２つの標本Θn と εn からサンプルサイズ nの目的変数標本 Yn を生成する．
4. 生成した標本から 4つの推定量 mˆ(θ; 1, h∗)，mˆ(θ; 1, hˆCV)，mˆ(θ; 3, h∗)と mˆ(θ; 3, hˆCV)を与える．
5. 4つの推定量について，それぞれ積分二乗誤差 ISE := n−1∑ni=1{mˆ(θ; p, h)−m(θ)}2 を求める．
6. 1から 5の手順を 1000回繰り返してそれぞれの ISEの算術平均 MISE =∑1000j=1 ISEj/1000を求める．
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表 14: 実験 6.1の結果．各セルの値はMISEである．pの値は Hall型 LPRの次数を，Optは最適なバンド
幅を採用したことを，CVは LSCV推定量をバンド幅として採用したことをそれぞれ示している．
p バンド幅 n = 50 n = 100 n = 200 n = 500
1 Opt 0.332 0.157 0.084 0.039
1 CV 0.366 0.173 0.090 0.040
3 Opt 0.252 0.116 0.058 0.025
3 CV 0.280 0.128 0.062 0.026
表 14から 3次の Hall型 LPRは，バンド幅が最適値・LSCV推定量のどちらの場合でも 1次のものよりも
すべての nに関して良い性能を示している．また，3次の Hall型 LPRに関して LSCV推定量を採用したも
のはどの nの場合でも 2番目に良い性能となっている．これは LSCV推定量は適切なバンド幅推定量である
ことを示唆している．3次の Hall型 LPRが 1次のものよりも性能が良いという結果は理論的な結果と一致し
ており，これは有限標本下でも次数 pを上げることで Hall型 LPRの性能を改良できることを示している．
数値実験 6.1は 1モデルの場合の数値実験の結果に過ぎないことに注意すべきである．回帰関数や Θの条
件付分布，誤差項などの設定を変えた複数のモデルの下で 1次と 3次の Hall型 LPRの性能を比較すること
が，今後の課題である．
6.5 先行研究との比較
表 15 は，Hall 型 LPR と Di Marzio 型 LPR の性質をまとめたものである．Di Marzio 型 LPR は，1 次
のときカーネルの選択が MISE の収束レートに大きな影響を与える点や次数 p を上げても MISE の収束
レートが改善できるか不明である点が標準的な LRR と異なっていた．Hall 型 LPR はこれらの欠点を克服
した推定量である．つまり，次数 p が奇数であればカーネルに依存することなく MISE[mˆ(θ; p, h∗)|Θn] =
Op(n
−(2p+4)/(2p+5)) となり，偶数のときは MISE[mˆ(θ; p, h∗)|Θn] = Op(n−(2p+4)/(2p+5)) となる．Hall 型
LPRは次数 pを上げることで推定量の性能を向上できる良い性質を持つ．ただし，6章ではバンド幅 hの推
定量として LSCV推定量を用いたが，Hall型 LPRに関する LSCV推定量の一致性などの理論的性質は明ら
かではなく，これは今後の研究課題となっている．
表 15: Hall型 LPRと Di Marzio型 LPRの性質の比較．©：当てはまる，×：当てはまらない，△：VMカー
ネルのみ当てはまる．
LPR Hall型 LPR Di Marzio型 LPR
標本空間 円周：T 円周：T
p = 1⇒ MISE = Op(n−4/5) © △






ラス上のノンパラメトリック回帰 (Di Marzio et al., 2009) や実数・円周上のノンパラメトリック回帰 (Qin




説明する．q次元トーラス空間 Tq とは，円周 Tの q 個の直積で与えることができ，Tq := T× · · ·Tと定義さ
れる．q 次元の角度変数ベクトルΘ = (Θ1,Θ2, . . . ,Θd)T は q次元トーラス Tq 上の空間で与えられる．例え
ば,(風向，海鳥の飛び立つ方向)からなる 2次元角度変数ベクトルは 2次元トーラス T2 上で与えられ，2次元
トーラス T2 は図 10のようなドーナッツのような形となる．実数・円周上の空間 Rd × Tは実数空間 Rd と円
周 Tの直積で与えられる．方向統計学でよく用いられるのはシリンダー R× T上の空間である．シリンダー
上で定義される変数ベクトルの例は (風速，風向)である．また，(風速，気圧，風向)からなる変数ベクトル
は R2 × T上で定義されることがすぐに分かる．
Qin et al. (2011)
(シリンダー) Ruppert and Wand (1994)







Di Marzio et al. (2009)によるトーラス上のノンパラメトリック回帰の研究について述べる．独立同一分




Yi = m(Θi) + v
1/2(Θi)εi, (7.1)
ただし，m(Θi) = EY [Y |Θ = θ]は真の回帰関数を，VarY [Y |Θ = θ] = v(θ)は条件付分散を表す．集中度パ







sin(θ) := (sin(θ1), . . . , sin(θn))
T とし，回帰係数ベクトルを βq := (β1, . . . , βq)T とし，切片を αとおく．
このとき，トーラス上の LLR(: local linear regression) mˆ(θ;κq)は，最小二乗誤差：
n∑
i=1
{Yi − α− βTq sin(Θi − θ)}2Kκq (Θi − θ), (7.2)
を最小にする (α,βTq )T の切片 αˆで与えられる．したがって，mˆ(θ;H)は




となる．ただし，e1 は第 1要素は 1でそれ以外は 0となるような (q + 1) × 1ベクトル，Y = (Y1, . . . , Yn)
は目的変数ベクトル，
Sθ :=




1 sin(Θn − θ)T
 =
1 sin(Θ11 − θ1) · · · sin(Θ1q − θq)... ... . . . ...
1 sin(Θn1 − θ1) · · · sin(Θnq − θq)
 (7.4)
は n× (q + 1)デザイン行列，かつ，Wθ := diag{Kκq (Θi − θ), . . . ,Kκq (Θi − θ)}は n× n重み付き対角行
列を表す．






2. 周辺密度 f(θ) > 0は連続微分可能であり，条件付分散 v(θ)は連続である．
3. n→∞のとき，η2(Kκ)→ 0かつ R(Kκ)→ 0である.
を満たし，かつ，nが十分大きいならば，漸近的なMISEは















Qin et al. (2011)が与えた実数・円周上のノンパラメトリック回帰の定義とその理論的性質について述べ
る． 実数・円周 Rd × T上の説明変数を Ui = (Xi,Θi)T とする．ただし，Xi は Rd 上で定義される d次元
変数ベクトルを表す．(Ui, Yi) i = 1, . . . , nはランダムな標本とする．このとき，我々は次のような回帰モ
デルを考える．
Yi = m(Ui) + v
1/2(Θi)εi, (7.5)
ただし，m(u) = EY [Y |U = u]は真の回帰関数を，VarY [Y |U = u] = v(u)は条件付分散を表す．実数・円
周上のカーネルKHκ(Ui − u)は以下のようなプロダクトカーネルとして定義される．
KHκ(Ui − u) = 1
h1 · · ·hn
d∏
j=1
K¯((Xij − xj)/hj)×Kκ(θij − θj), (7.6)
ただし，K¯ は通常の非負カーネルであり，Kκ は定義 2.1を満たしかつ非負の値を取る Di Marzio型カーネル
である．実数・円周上の LLR mˆ(u;H, κ)は，最小二乗誤差：
n∑
i=1
{Yi − α− βTd (Xi − x)− βd+1 sin(Θi − θ)}2KHκ(Ui − u) (7.7)
を最小にする (α,βTq , βd+1)Tの切片 αˆで与えられる．ただし，
Uu :=
1 (X1 − x)




1 (Xn − x)T sin(Θn − θ)
 (7.8)
は n× (q + 1)デザイン行列を表す．したがって，mˆ(u;H, κ)は




となる．ただし，e1 は第 1要素は 1でそれ以外は 0となるような (d + 2) × 1ベクトル，Y = (Y1, . . . , Yn)




1. n→∞のとき，H の各成分と n−1|H|−1/2 は 0に収束する．
2. ヘッセ行列Hm(u)は，連続とである．
3. 周辺密度 f(u) > 0は連続微分可能であり，条件付分散 v(u)は連続である．
4. n→∞のとき，η2(Kκ)→ 0かつ R(Kκ)→ 0である.
を満たし，かつ，nが十分大きいならば，漸近的なMISEは



















τ )m(u)f(u)du, λ, τ = 1, . . . , d+ 1,
であり，ここで，h˜λ と α˜λ はそれぞれ
h˜λ =
{
hλ, λ = 1, . . . , d,
1, λ = d+ 1,
, α˜λ =
{
α2(K¯), λ = 1, . . . , d,
η2(Kκ), λ = d+ 1
を表す．
定理 7.1と同様な理由で定理 7.2の漸近的なMISEの収束レートを求めることは難しい問題である．また，
κ と h という異なる平滑化パラメータを一緒に使うことで MISE の形は非常に複雑な形となってしまって
いる．
7.2 実数・トーラス上のノンパラメトリック回帰とその理論的性質






Qin et al. (2011)
(シリンダー) Ruppert and Wand (1994)








説明変数を Ui = (XTi ,ΘTi )T とする．ただし，Xi は Rd 上で定義される d次元変数ベクトルとし，Θi は
Tq 上で定義される q 次元角度変数ベクトルとする．(Ui, Yi) i = 1, . . . , nはランダムな標本とする．このと
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き，我々は次のような回帰モデルを考える．
Yi = m(Ui) + v
1/2(Ui)εi, (7.10)
ただし，m(u) = EY [Y |U = u]は真の回帰関数を，VarY [Y |U = u] = v(u)は条件付分散を表す．
(d + q) × (d + q) バンド幅行列 H := diag{h21, . . . h2d, h2d+1 . . . , h2d+q} は Hd := diag{h21, . . . h2d} と
Hq := diag{, h2d+1 . . . , h2d+q}に分割できるとする．
実数・トーラス上のカーネルKH(Ui − u)の定義を次式とする．
KH(Ui − u) = K¯Hd(Xi − x)× K˜Hq (Θi − θ),
ただし，K¯Hd(Xi − x)は 1.4節で与えた実数空間上のプロダクト・カーネルであり，K˜Hq (Θi − θ)は
K˜Hq (Θi − θ) = |Cq|−1/2LHq (Θi − θ) = |Cq|−1/2
q∏
j=1
Lhj (Θij − θij),
ただし，Lhj (Θij − θij) は，定義 6.1 で与えた Hall 型カーネルの関数 L であり，対角行列
Cq = diag{Ch1(L), . . . , Chq (L)} の成分は基準化定数 Chj =
∫ pi
−pi Lhj (Θj − θj)dθj である．ここで，




{Yi − α− βTd (Xi − x)− βTq sin(Θi − θ)}2KH(Ui − u)
を最小にする切片 (α,βTd ,βTq )T の αˆで与えられる．ただし，
Uu :=
1 (X1 − x)




1 (Xn − x)T sin(Θn − θ)T
 ,
は n× (d+ q + 1)デザイン行列を表す．したがって，mˆ(u;H)は




となる．ただし，e1は第 1要素は 1でそれ以外は 0となるような (d+q+1)×1ベクトルを，Y = (Y1, . . . , Yn)
は目的変数ベクトルを，Wu := diag{KH(U1 − u), . . . ,KH(Un − u)}は n× n重み付き対角行列を表す．
補題 6.2と補題 6.3からトーラス上のカーネル K˜Hq に関して次の性質が成り立つことを示せる．
補題 7.1. nが十分大きいとき，K˜Hq に関する次の 3つの性質が成り立つ．
(性質 1) 行列 Cq はバンド幅行列となる．
Cq =H
1/2
q {1 + o(1)}.


















q dzq = α2(L¯)Iq.
(性質 4) Jq = {zq = (z1, . . . , zq)T |zj ∈ [−pi/hj , pi/hj)}とする．このとき，L¯(zq)のモーメントについて，∫
Jq
L(zq)dzq = 1 + (Tr{H1/2q }),
∫
Jq








(性質 5) すくなくとも 1つの成分 θj が θj ≥ pi/2を満たせば，
K˜H(u) = op(Tr{H})
が成り立つ．
補題 7.1の証明は自明なので省略する．補題 7.1からトーラス上のカーネル K˜Hq は漸近的には実数空間上
のプロダクトカーネルで近似できることが分かる．つまり，実数・トーラス上のカーネルKH は d+ q次元の
実数空間上のプロダクト・カーネルと見なせる．
補題 7.1から実数・トーラス上の LLRについての重み付条件付MISEは，次の定理として与えられる．
定理 7.3. 簡便化のためにH = hId+q とおく．次の仮定：
1. n→∞のとき，h→ 0かつ n−1hd+q → 0が成り立つ．
2. ヘッセ行列Hm(u)は，連続である．
3. 周辺密度 f(u) > 0は連続微分可能であり，条件付分散 v(u)は連続である．
を満たし，かつ，nが十分大きいならば，漸近的なMISEは次式となる．











ただし，α := diag{α2(K¯), . . . , α2(K¯), α2(L¯), . . . , α2(L¯)}である.
(7.12)を最小にする h∗ = Op(n−1/(d+q+4))を選ぶとMISEY [mˆ(x;H)] = Op(n−4/(d+q+4))となる．
定理 7.3の証明の詳細に関しては Appendix S を参照すること．




トーラス上の LLR の性質を調べるために，実数・トーラス上の LLR とパラメトリック回帰 (Johnson and
Wehrly (1978)の回帰モデル)を比較する．
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ここで用いる実データは，金沢大学の角間キャンパスで 2015年 7月と 2016年の 7月の 1か月間 (休日を
除く)に 1時間毎に計測された電力需要データ (n = 1008)である．電力需要データは次のような 1つの目的
変数と 2つの説明変数を含む．
1. 目的変数　電力需要量 (kWh) Y .
2. 説明変数:　
（a）気温 (℃) X.












図 12と図 13は電力需要データをプロットした図である．図 12は電力需要量 Y は時間 Θに応じて周期的
に変動していることを示している．また，図 13から気温 X と電力需要量 Y は比例関係であることが予想さ
れる．
次に分析で使用するパラメトリック回帰は，Johnson and Wehrly (1978)の回帰モデル:(1.33)の回帰係数
を最小二乗法で推定した次式で与えられる．
Yˆi = aˆ+ βˆ1Xi + βˆ2 cos(Θi) + βˆ3 sin(Θi), (7.13)
ただし，aˆ = 1351.10, βˆ1 = 76.94, βˆ2 = 839.29と βˆ3 = 879.53である．
次に分析で使用する実数・トーラス上の LLR mˆ(x, θ;hI2) (これは (7.11)に関して d = 1, q = 1としたと
気に対応する)は以下の設定の下で与えられる．
1. カーネル関数は正規カーネルと VMカーネルから構成される 2変量プロダクトカーネルを採用する．
2. バンド幅の推定量は LSCV 推定量 h˜CV = 0.236 を用いる (h˜CV は (6.15) の mˆ−i(θ; p, h) を
mˆi(Xi,Θi;hI2)に置き換えた上で (6.14)と同様な方法で求める)．








図 14: 電力需要データに実数・トーラス上の LLR
mˆ(x, θ; h˜CVI2)を適用した結果．直感的に理解で





図 15: 電力需要データに (7.13) で与えたパラメ
トリック回帰を適用した結果．直感的に理解でき

































































































































































































































































































































































































































































































































































図 16: 実数・トーラス上の LLR mˆ(x, θ; h˜CVI2)






















































































































































































































































































































































































































































































































































































































































































































図 17: パラメトリック回帰 Yˆ と目的変数 Y の残
差．決定係数：R2 = 0.897.
回帰はパラメトリック回帰のような全体的な傾向に加えて局所的な傾向も表現できていると考えられる．例え
ば，図 14は朝方はほぼ一定であった電力需要量が大学の授業が始まる 9時から 10時頃にかけて急激に上昇
していることが分かる．また，図 14には 12時頃かつ気温が約 30度のとき，電気需要量の局所的な山がある．
これは，冷房は設定温度まで室温を下げようとして使用開始時に最も電気使用量が高くなるので，暑くなって
冷房を一斉に入れることで一時的に電気需要量が高くなったと解釈できる．








i Yi とおくと，パラメトリック回帰 Yˆ の決定係数 R2 は
R2 :=
{∑n
i=1(Yi − Y¯ )(Yˆi − Y¯ )
}2
∑n
i=1(Yi − Y¯ )2
∑n
i=1(Yˆi − Y¯ )2
(7.14)
と定義される．実数・トーラス上の LLRの決定係数 R2 は (7.14)の Yˆi を mˆ(Xi,Θi; h˜CVI2)で置き換えるこ
とで得られる．実数・トーラス上の LLRの決定係数は R2 = 0.957であるが，パラメトリック回帰の決定係




定理 7.3は実数・トーラス Rd ×Rq 上の LLRがMISEY [mˆ(x;H)] = Op(n−4/(d+q+4))を達成することを
示している．この収束レートから説明変数ベクトルに角度変数を含む LLRも次元の呪いの特徴を持つことが
分かる．そして，この結果から表 16 で示したように，トーラス上の LLR や実数・円周上の LLR に関する
MISEの収束レートも導ける．
表 16: 多変量局所線形回帰 (LLR)のMISEの収束レート．
多変量 LLRの種類 標本空間 MISEの収束レート
実数・トーラス上の LLR Rd × Tq Op(n−4/(d+q+4))
トーラス上の LLR Tq Op(n−4/(q+4))
実数空間上の LLR Rd Op(n−4/(d+4))












2章から 4章では方向統計学における KDEに関する議論を行った．その結果を表 17でまとめている．(1)
から (3) が議論したい理論的性質である．1.2 節で説明したが，実数直線上で与えられた標準的な KDE に
表 17: 方向統計学における KDEの性質の比較．©：当てはまる，×：当てはまらない，△：VMカーネルの
み当てはまる．
KDE 標準 Di Marzio型 Hall型
標本空間 R(実数) T(円周) T
(1) p次オーダーカーネル⇒ MISE = O(n−2p/(2p+1)) © × ©
(2) 2次オーダーカーネルから高次オーダー KDEを構成 © △ ©
(3) 平滑化パラメータ推定量の収束レートを導出可能 © × ©
関する理論的性質を 3 つ簡単に述べる．1 つ目はカーネル K のモーメント αj(K) に関して 0 < j < p 次
の αj(K) が 0 となるような p 次オーダーカーネルを用いることで，KDE の平均積分二乗誤差 (MISE) は
MISE = O(n−2p/(2p+1))を達成可能なことである．ちなみに，MISEとは KDEと真の密度の間の誤差を測
る誤差基準の一つを指す．本稿ではMISE = O(n−2p/(2p+1))を達成可能な KDEを p次オーダー KDEと呼
んでいる．2つ目は Jones and Foster (1993)による加法型構成法や Terrell and Scott (1980)による乗法型




2章では Di Marzio et al.(2011) が提案した Di Marzio 型 KDEの理論的性質に関する議論を行った．Di
Marzio型 KDEとは，定義 2.1で与えた Di Marzio型カーネル族を採用した KDEのことを言う．その特徴
はカーネルのモーメントを sine型モーメント ηj(Kκ)とし，低次の sine型モーメントが 0となる sine型 p次
オーダーカーネルを用いた点にある．
2 章の中心的成果は，代表的な円周上の密度関数の一つである巻き込みコーシー (WC) カーネルを採用し
た KDEの漸近正規性とそのMISEを導出したことである．Sine 2次オーダーカーネルであるWCカーネル
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は，そのMISEの収束レートが O(n−2/3)となる．これは 0次オーダー KDEの収束レートに過ぎない．同じ
sine 2 次オーダーカーネルに含まれるフォン・ミーゼス (VM) カーネルの MISE の収束レートは O(n−4/5)
であり，2次オーダー KDEの収束レートである．両者の収束レートの違いは，同じ sine 2次オーダーカーネ
ルであってもそのMISEの収束レートは異なることを示している．Di Marzio et al.(2011)自身も高次の sine
型 p次オーダーカーネルの中にバイアスを改良できないものが含まれていることを指摘している．この２つの




3章と 4章の目的は，表 17で示した 3つの性質を満たす方向統計学における KDEを考案することである．
筆者は Di Marzio型 KDEの問題点は Di Marzio型カーネルと sine p次オーダーカーネルを採用したことに
あると考えて，Hall型カーネル族 (定義 3.1)を採用した Hall型 KDEを提案した．
3章は Hall型 KDEのMISEの改良方法について議論した．Hall型カーネル族の良い性質は，KDEのバ
イアスを高次の項まで展開したとき，その各項が平滑化パラメータ κの級数 κl と Hall型カーネル族のモーメ
ント µl(L)の積から構成される点である．したがって，0 < l < p次のモーメント µl(L)が 0となるような新
しい p次オーダーカーネルを定義することで，p次オーダーカーネルに関するバイアスを改良できる．そのた
め，p次オーダーカーネルを採用したときのMISEはMISE = O(n−2p/(2p+1))となる．また，Hall型 KDE
は，加法型構成法と乗法型構成法を 2次オーダーカーネル (KDE)に適用することで高次オーダー KDEを構
築できる．以上の議論から Hall型 KDEは表 17の (1)と (2)の性質を満たすことが分かる．
4 章では Hall 型 KDE に関する平滑化パラメータ推定量の理論的性質を議論した．4 章で扱った推定量は
LSCV推定量と DPI推定量である．LSCV推定量の収束レートは O(n−1/10)となり，DPI推定量の収束レー
トは O(n−4/15)となることを明らかにした．3章と 4章の議論から Hall型 KDEは表 17の 3つの性質をす
べて満たすことが示された．
8.3 方向統計学におけるノンパラメトリック回帰
5 章から 7 章までは方向統計学における LPR の議論を行った．その概要を表 18 に載せている．1.3 節で
述べた実数空間上で与えられた標準的な LRRに関する理論的性質について簡単に述べたい．標準的な LRR
は誤差基準として重み付条件付 MISE を用いているが，重み付条件付 MISE のことを単に MISE と表すこ
とにする．まず，標準的な LRR に関して説明変数がスカラーであるときの理論的性質を述べる．標準的な
LRRは多項式の次数 pを上げることでMISEの収束レートを改善できる．1次のときの LPRを局所線形回
帰 (LLR) と呼ぶ．LLR の MISE の収束レートは Op(n−4/5) に過ぎないが，例えば次数 p が奇数のときは
MISE = Op(n
−(2p+2)/(2p+3))となり，次数 pを上げることでMISEを改良可能である．詳細は省略するが，
次数 pが偶数のときもMISEを改良できる．標準的な LRRは説明変数が d次元ベクトルであるとき，その
MISEの収束レートは Op(n−4/(d+4))となる．つまり，説明変数の次元 dが増えるごとにMISEの収束レー
トは遅くなる．この性質のことを一般的に次元の呪いと呼ぶ．
5章では方向統計学における局所多項式回帰の一つである sine型 LPRを扱った．主に，Di Marzio et al.
(2009)が与えた Di Marzio型 LPRの理論的性質について議論している．Di Marzio型 LPRは，Di Marizo
型カーネルを採用した sine 型 LPR のことを指す．特に，5 章は説明変数がスカラーな角度変数であるとき
の Di Marzio型 LLR(p = 1の場合)に VMカーネルとWCカーネルを適用したときの理論的性質を与えた．
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表 18: 標準的な LRRと Di Marzio型 LPRの性質の比較．©：当てはまる，×：当てはまらない，△：VM
カーネルのみ当てはまる．
LPR 標準 Di Marzio型 Hall型
(4) p = 1⇒ MISE = Op(n−4/5) © △ ©
(5) 高次の p⇒MISEの収束レートの改善 © × ©
(6) 次元の呪い (MISEが次元数に依存) © × ©
Di Marzio型 LPRは VMカーネルを適用した場合にMISE = Op(n−4/5)となり，このとき，表 18の (4)の
性質を満たす．一方，WCカーネルを適用したときのMISEの収束レートは Op(n−2/3)となり，これは (4)
の性質を満たさない．また，高次の場合に関する Di Marzio型 LPRのMISEの収束レートは未解決問題で
あり，(5)の性質を満たさない．7.1節で議論したように Di Marzio型 LLRは，説明変数がトーラス Tq 上で
与えられるベクトルや実数・円周 Rd × Tで与えられるとき，そのMISEの収束レートは不明であり，(6)の
性質を満たさない．
6 章では，sine 型 LPR に非負の値を取る Hall 型カーネル族を適用した Hall 型 LPR の理論的性質を
議論した．6 章では 5 章と同様に説明変数がスカラーな角度変数であるものを扱った．本稿では，Hall 型
カーネル族が実数直線上のカーネルに分布収束する性質を明らかにした．この性質を用いることで Hall 型
LPR の MISE を導出し，その収束レートを計算できる．実際に次数 p が奇数のとき，MISE の収束レート
は Op(n−(2p+2)/(2p+3)) となる (p が偶数の場合は省略)．つまり，p = 1 のときは MISE = Op(n−4/5) であ
るが，高次の pを選ぶことでMISEの収束レートを改善できる．したがって，Hall型 LPRは表 18の (4)と
(5)の性質を満たす．
7章では方向統計学における多変量 LLRの理論的性質の解明に取り組んだ．対象としたのは，説明変数が
実数・トーラス Rd × Tq 上の d + q 次元ベクトルある実数・トーラス上の LLR である．実数・トーラス上
の LLRは，Di Marzio et.al(2009)のトーラス Tq 上の LLRや Qin et al. (2011）の実数・円周 Rd × T上の
LLRを含む一般的な定義であるという特徴がある．実数・トーラス上の LLR上に Hall型カーネル族を適用





分析を行った．比較するために Johnson and Wehrly (1978)のパラメトリック回帰を採用した．実数・トー
ラス上の LLRは，パラメトリック回帰と比べて，データが持つ局所的な傾向も表現できる柔軟なモデルを与
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A 付録
A1 Appendix A
証明. (定理 2.4) Put h = (1− ρ2), Write (3.8) and (3.12) as
Ef [Kh(θ −Θ1)] ≃ f(θ) + 1
4
hf ′′(θ) + o(1), (A.1)









The first term of (A.3) is equal to
√




















It is shown that 0 ≤ |E[h1/2Kh(θ −Θ1)]| <∞ from (A.5).
From (A.2), We obtain the following form:
Varf [h














It is shown that Varf [h
1/2Kh(θ −Θ1)] <∞ from (A.6).
Since (A.4) satisfies the condition of Lindeberg (Feller (1968, p.244)) from (A.5) and (A.6), it is given
as the follows
√
nh{fˆh(θ)− Ef [fˆh(θ)]} d−→ N(0, f(θ)/pi), n→∞. (A.7)













When α > 1/3 is chosen, then (A.8) is given as the following form:
√




For α > 1/3 and as n→∞, Theorem 2.4 completes the proof from (A.7) and (A.9).
A2 Appendix B









If Kκ is a pth-order kernel，then the term Cκ(L) is reduced to
Cκ(L) = κ
−1/221/2µ0(L) +O(κ−(p+1)/2). (B.2)
証明. The Taylor expansion of gj(r/κ) is given by
gj(r/κ) = gj(0) + g
(1)






















































補題 B.2. Set αj(Kκ) :=
∫ pi
−piKκ(θ)θ
jdθ and as := (2s − 2)!!/{(2s − 1)!!s}. Furthermore, let z ≥ 0 be




























−p/2 +O(κ−(p+2)/2), 0 < 2t ≤ p,
where bp,2t = 2
1/2
∑p/2
q=tAq(p, t)({p/2− q}!)−1g(p/2−q)2q (0).
The term αp+2(Kκ) = O(κ
−(p+2)/2) follows from (B.5).
証明. Note that sin2(θ) = r/κ(2 − r/κ). The Taylor expansion of θ2 = arcsin2({r/κ(2 − r/κ}1/2) for




as{r/κ(2− r/κ)}s +O(κ−(z+2)/2), 0 ≤ θ < pi/2, (B.6)

























It follows from (ii) that
∫∞
κ
L(r)r−1/2dr = O(κ−(v+2)/2). This leads to∫ 2κ
κ
L(r)κ−1/2r−1/2dr = O(κ(−v+2)/2). (B.9)
It follows from (B.1), (B.8), and (B.9) that∫ pi
pi/2
Kκ(θ)θ
jdθ = O(κ(−v+2)/2). (B.10)
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補題 B.3. The terms R(K(u)ut) for t = 0, 1 are reduced to
R(K(u)ut) := κ−(2t−1)/2[d2t(L) + o(1)], (B.11)
where d2t(L) := 2
−1µ−20 (L)δ2t(L) and d(L) := d0(L).
証明. Set δκ1/2,2t(L) :=
∫ κ1/2pi
−κ1/2pi L
2(z2/2)z2tdz. If κ is large, then δκ1/2,2t(L) = δ2t(L) + o(1), because
as κ → ∞, ∫∞
κ1/2pi
L(z2/2)z2tdz = 0 and δ2t(L) is bounded from (i). Computing Taylor expansion of
cos(κ−1/2z) = 1− z2/(2κ) +O(κ−2) implies that L(κ{1− cos(κ−1/2z)}) = L(z2/2) +O(κ−1). It follows
these properties, and (B.2) that
R(Kκ(u)u







= κ−(2t−1)/2[d2t(L) + o(1)]. (B.12)
A3 Appendix C
証明. (定理 3.2)






where biasf [fˆκ(θ)] = O(κ
−p/2).
Note that√











We now derive the expectation and the variance of κ−1/4Kκ(θ −Θ1). It follows from (4) that
Ef [κ
−1/4Kκ(θ −Θ1)] = κ−1/4







Then, it can be derived from (C.2) that |E[κ−1/4Kκ(θ −Θ1)]| <∞. It follows from (8) that
Varf [κ
−1/4Kκ(θ −Θ1)] = f(θ)d(L) + o(1). (C.3)
From (C.3), we obtain that Varf [κ
−1/4Kκ(θ −Θ1)] <∞. From (C.2) and (C.3), the first term of (C.1)
satisfies Lindeberg’s condition (Feller (1968)):√
nκ−1/2{fˆκ(θ)− Ef [fˆκ(θ)]} d−→ N(0, f(θ)d(L)). (C.4)
With κ = cnα, the rate of the second term of (C.1) is given as√
nκ−1/2biasf [fˆκ] = O(n(2−α(2p+1))/4). (C.5)
If we choose α > 2/(2p+ 1), then the convergence rate of (C.5) is equal to√
nκ−1/2biasf [fˆκ] = o(1). (C.6)
For α > 2/(2p+ 1) and taking n→∞, Theorem 2 completes the proof with (C.4), and (C.6).
A4 Appendix D

























Because K[p] is a pth -order kernel，the equation (D.1) gives that µ0(L[p+2]) = µ0(L[p]), µj(L[p+2]) = 0
for j = 2, 4, . . . , p, and µp+2(L[p+2]) = − 2pµp+2(L[p]). Therefore, K[p+2] is a (p+ 2)th-order kernel.
A5 Appendix E
証明. (定理 3.3)
SetW := fˆκ(θ)−Iκ(θ) and Z := fˆκ/4(θ)−Iκ/4(θ). Then, Terrell and Scott (1980) showed the following:
Ef [fˆ
TS
κ (θ)] ≃ Iκ(θ)4/3Iκ/4(θ)−1/3, (E.1)
Varf [fˆ
TS






















Then, we can write (E.3) as α2(Kκ) = α2,1κ
−1 + α2,2κ−2 + O(κ−3), α4(Kκ) = α4,1κ−2 + O(κ−3), and
α6(Kκ) = O(κ




A2(4, 1)g4(0)], and α4,1 := 2
1/2µ−10 (L) ×µ4(L)A2(4, 2)g4(0). We set Iκ(θ) := Ef [fˆκ(θ)] and cj := f
(j)
j! .
By the similar procedure that employed by Terrell and Scott (1980), log Iκ(θ) is given as




(c2α2,2 + c4α4,1)f(θ)− c22α22,1/2
f2(θ)κ2
+O(κ−3).
Taking exponential of {4 log Iκ(θ)/3− log Iκ/4(θ)/3} gives the following:
Iκ(θ)
4/3Iκ/4(θ)
−1/3 = f(θ) + 4
c22α
2
2,1/2− (c2α2,2 + c4α4,1)f(θ)
f(θ)κ2
+O(κ−3). (E.4)
It follows from (E.1) and (E.4) that biasf [fˆ
TS
κ (θ)] = G(θ)κ
−2 + O(κ−3), where G(θ) = 4{c22α22,1/2 −
(c2α2,2 + c4α4,1)f(θ)}/{f(θ)}. We set δκ1/2,2t,4(L) :=
∫ κ1/2pi
−κ1/2pi L(z
2/2)L(z2/8)z2tdz and δ2t,4(L) :=∫∞
−∞ L(z
2/2)L(z2/8)z2tdz. Then, it is shown that δ2t,4(L) < ∞ and δκ1/2,2t,4(L) = δ2t,4(L) + o(1),
because for all z, L(z2/2) > L(z2/8) and δ2t(L) <∞. In the same manner as in Lemma 3, this leads to∫ pi
−pi
Kκ(u)Kκ/4(u)u
2tdu = κ−(2t−1)/2[d2t,4(L) + o(1)], (E.5)
where d2t,4(L) := 2
−2µ−20 (L)δ2t,4(L). Then, (E.5) implies the following:









= κ1/2[f(θ)d0,4(L) + o(1)]. (E.6)
It then follows from (4) and (E.6) that
Covf [WZ] = n
−1κ1/2f(θ)d0,4(L) + o(n−1κ1/2). (E.7)






Varf [W ]− 8
9





= n−1κ1/2f(θ)D(L) + o(n−1κ1/2), (E.8)
where D(L) := (33d(L)− 16d0,4(L))/18.
A6 Appendix F
証明. (定理 4.1)

















We set γi = Ef [γij |Θi]. Then, the conditional expectation γi is given by
γi = −f(Θi) + f (4)(Θi)µ−20 (L)µ22(L)κ−2 +O(κ−3). (F.2)
The details are presented in Appendix B in Tsuruta and Sagae (2017c). It follows from (F.2) that
Ef [γij ] = Ef [γi]
= −R(f) +R(f (2))µ−20 (L)µ22(L)κ−2 +O(κ−3). (F.3)
By considering Lemma B.3, (F.3), and Ef [f(Θi)] = R(f), we obtain that Ef [CV(κ)] is equivalent to
(4.4).
We calculate the variance of CV(κ). That is,
Varf [CV(κ)] ≃ 2
n2






Covf [γij , γik] +
8
n
Covf [γij , f(Θi)] , (F.4)
where j ̸= k. Let I1 := R((f (4))1/2f), I2 := R(f (2))R(f), and I3: = R(f3/2)− R(f)2. Each term of the
right side regarding (F.4) are given by
Varf [γij ] = κ
1/2[Q(L)R(f) + o(1)], (F.5)
Varf [f(Θi)] = I3, (F.6)
Covf [γij , γik] = I3 − 2{I1 − I2}µ−20 (L)µ22(L)κ−2 + o(κ−2), (F.7)
and
Covf [γij , f(Θi)] = −I3 + {I1 − I2}µ−20 (L)µ22(L)κ−2 + o(κ−2). (F.8)
The details of (F.5) and (F.6) are presented in Appendix C in Tsuruta and Sagae (2017c). By considering
(F.4)–(F.6), we obtain that Varf [CV(κ)] is equivalent to (4.5).
A7 Appendix G
証明. (系 4.1)













The equation (G.3) is the convex function such as the minimum at c = 1. Thus, if c ̸= 1 and n is large,
then it follows from combining (G.1) and (G.3) that
MISE(cκ∗) > MISE(κ∗). (G.4)
Suppose that c does not converge to 1. Recall that it is necessary that CV(cκ∗) ≤ CV(κ) for any κ,
because κˆCV is the minimizer of CV(κ). Also, if n is large, then it is shown that CV(κ) is the convex
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function such as the minimum at κ = cκ∗, because we obtain that CV(κ) approximates AMISE(κ) from
Theorem 4.1. Therefore, it follows that
P (CV(cκ∗) < CV(κ∗))→ 1, (G.5)
as n→∞. From (G.2) and (G.5), then it holds that
MISE(cκ∗) < MISE(κ∗), (G.6)
as n→∞. By contradiction between (G.4) and (G.6), this completes the proof.
A8 Appendix H































ρ(yij) := Kκ(yij) +
∫ pi
−pi





Kκ(w)Kκ(w + yij)dw −Kκ(yij).
The details are presented in Appendix E in Tsuruta ans Sagae (2017c). The selector κˆCV satisfies that








Note that Vi := Ef [Vij |Θi]. Then, we set Hij := Vij − Vi − Vj +Ef [Vi] and Xi := Vi − Ef [Vi]. Then, we
rewrite 2n−2
∑
















i<j Hij is the degenerate U-statistic. We obtain the asymptotic normality for 2n
−1∑
iXi






d−→ N (0, Bn−1κ−5) , (H.4)
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where, B := 16µ42(L){R(f (4)f1/2) − R(f ′′)2}/{µ40(L)}. The details are presented in Appendix F in
Tsuruta and Sagae (2017c). We obtain the asymptotic normality for 2n−2
∑







d−→ N(0, 2n−2κ−1/2M1,0(L)R(f)). (H.5)
See Appendix-G in Tsuruta and Sagae (2017c) for details. It is derived from combining (H.4) and (H.5)










−2R(f ′′)µ−20 (L)µ22(L)κ−5/2, Bn−1κ−5 + 2n−2κ−1/2M1,0(L)R(f)
)
. (H.6)
We take κ = κˆCV in (H.6). Then, we replace κˆCV in the variance to κ∗ by Corollary 4.1. Thus, it follows
from combining (H.3) and (H.6) that








the first term for the variance of (H.7) is ignored, because the convergence rate of the first term is
O(n−3), and that of the second term is O(n−11/5) by using κ∗ = O(n2/5). From (3.4), we obtain that
R(f ′′)µ22(L)n/(d(L)µ0(L)) = κ
5/2









Let g(x) = x−5/2. Then, it follows that g(1)=1 and {g′(1)}2 = 25/4. We obtain the asymptotic normality







Theorem 4.2 completes the proof from (H.9).
A9 Appendix I
証明. (定理 4.3)
Let Uij = T
(4)
g (Θi −Θj), and Ui = Ef [Uij |Θi]. The expectation of ψˆ4(g) is given by
Ef [ψˆ4(g)] = n
−1T (4)g (0) + 2n
−2∑
i<j
Ef [Uij ]. (I.1)
It follows from (4.8) that
S(4)g (0) = 3g
2[S(2)g (0) +O(g
−1)]. (I.2)
By combining (I.2) and Lemma B.1, we obtain that the first term of the right side of (I.1) is equal to
































The expectation Ef [Uij ] of (I.1) is given by the expectation of (I.4) over Θi. That is,
Ef [Uij ] = Ef [Ui]









We obtain the bias from combining (I.1), (I.3) and (I.5).
We derive the variance of ψˆ4(g). We set Wij := Uij − Ui − Uj + Ef [Ui] and Zi := Ui − Ef [Ui]. Then,
we obtain that Ef [Wij ] = 0, Ef [Zi] = 0 and Covf [ZiWij ] = 0. By using Wij and Zi. We present
ψˆ4(g)− Ef [ψˆ4(g)] as










Thus, the variance of ψˆ4 is equal to























Varf [Wij ]. (I.7)
By combining (I.4) and (I.5), Varf [Zi] is reduced to
Varf [Zi] = Ef [U
2












(4)(Θi)] + o(1). (I.8)
By considering (I.5), Ef [U
2
ij ] = g
9/2[G1,0(S4)ψ0 + o(1)], and E[U
2
i ] = E[Ui]
2 = O(1) (The details of
Ef [U
2
ij ] and E[U
2
i ] are presented in Appendix D in Tsuruta and Sagae (2017c).), we obtain Varf [Wij ].
That is,
Varf [Wij ] = Ef [U
2
ij ]− 2Ef [U2i ] + Ef [Ui]2
= g9/2[G1,0(S4)ψ0 + o(1)]. (I.9)
We obtain (4.11) from combining (I.7) (I.8), and (I.9).
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A10 Appendix J
証明. (4.4) The Taylor expansion κˆPI = κˆPI(ψˆ4(g∗)) is given by






= κ∗[1 + 2(ψˆ4(g∗)− ψ4)/(5ψ4)]. (J.1)
Equation (J.1) is reduced to
κˆPI/κ∗ − 1 = 2
5ψ4
(ψˆ4(g∗)− ψ4). (J.2)
Noting Wij := Uij − Ui − Uj + Ef [Ui], and Zi := Ui − Ef [Ui], it follows that (I.6) becomes









i<jWij is the degenerate U-statistic. From (I.8), we obtain the asymptotic normality





d−→ N(0,Varf [f(Θi)]). (J.4)
If we choose g∗ =W (S)n2/7, then applying Lemma 1 to 2n−2
∑






d−→ N(0, 2n−2g9/2∗ G1,0(S4)ψ0), (J.5)
as n→∞. The details are presented in Appendix H in Tsuruta and Sagae (2017d). By combining (J.4)
and (J.5), we obtain the asymptotic distribution of (J.3). That is,
ψˆ4(g∗)− Ef [ψˆ4(g∗)] d−→ N(0, 4n−1Varf [f(Θi)] + 2n−2g9/2∗ G1,0(S4)ψ0). (J.6)
Corollary 4.2 shows that the rate of Varf [ψˆ4(g
∗)] is the order n−5/7. Thus, the equation (J.6) is reduced
to
n5/14{ψˆ4(g∗)− Ef [ψˆ4(g∗)]} d−→ N(0, 2W 9/2(S)G1,0(S4)ψ0). (J.7)
The main team ψˆ4(g∗)− ψ4 of the right side for (J.2) is equivalent to
n5/14{ψˆ4(g∗)− ψ4} = n5/14{ψˆ4(g∗)− Ef [ψˆ4(g∗)]} − n5/14Biasf [ψˆ4(g∗)]. (J.8)
We show that Biasf [ψˆ4(g
∗)] = O(n−4/7) from Corollary 4.2. Then, we obtain that n5/14Biasf [ψˆ4(g∗)] is
O(n−3/14). Thus, if n is large, then this term is ignored. Therefore, the asymptotic normal distribution
for n5/14{ψˆ4(g∗)− ψ4} is given by
n5/14{ψˆ4(g)− ψ4} d−→ N(0, 2W 9/2(S)G1,0(S4)ψ0). (J.9)




We use the Lindeberg’s CLT; for example, see Feller (1966) for the details.
補題 K.4. Suppose {X1, . . . Xn} is a sequence of independent random variables, each with the finite
mean µi and the finite variance σ
2












i , and let IA denote indicator







E[(Xi − µi)2I{|Xi−µi|>εSn}] = 0, (K.1)





(Xi − µi) d−→ N(0, 1),
as n→∞.
From (5.1), we rewrite S-LLR as





Put the vector eT1 (n
−1STθWθSθ)
−1STθWθ = (c1, . . . , cn), where ci are any constants. Then, from (K.2)





From combining (5.8) and (K.3), we obtain the sum of variances of ciYi/
√













It follows from (K.4) that as n→∞, S2n →∞. If n is large enough, then EY [(Yi−EY [Yi])2I{(Yi−EY [Yi|Θn])>εSn}|Θn]
is equal to
lim




n→∞EY [(Yi − EY [Yi|Θn])
2I{Yi−EY [Yi|Θn]≤εSn}|Θn]
= VarY [Yi|Θn]−VarY [Yi|Θn]
= 0. (K.5)
82



















−1EY [(Yi − EY [Yi|Θn])2I{Yi−EY [Yi|Θn]>εSn}|Θn]
= 0. (K.6)
From (K.6), we show that ciYi/
√
R(Kκ) satisfies Linderberg condition for any ε > 0. Therefore, from

























d−→ N(0, 1), (K.7)
as n→∞. Theorem 5.2 completes the proof from (K.7).
A12 Appendix L
証明. (定理 5.4)
From Theorem 5.2 and Lemma 2.1, we obtain the following asymptotically normal distribution:√
n
κ1/2/(2pi1/2)
[mˆ(θ;κ)− EY [mˆ(θ;κ)|Θn]] d−→ N(0, v(θ)/f(θ)). (L.1)
Equation (L.5) is reduced to
n1/2κ−1/4[mˆ(θ;κ)− EY [mˆ(θ;κ)|Θn]] d−→ N(0, v(θ)/{2pi1/2f(θ)}). (L.2)
We obtain that n1/2κ−1/4[mˆ(θ;κ)−m(θ)] is equal to
n1/2κ−1/4[mˆ(θ;κ)−m(θ)] = n1/2κ−1/4[mˆ(θ;κ)− EY [mˆ(θ;κ)|Θn]
+ n1/2κ−1/4BiasY [mˆ(θ;κ)|Θn]. (L.3)
We put κ = cnα. Then, recalling that the equation (5.10) gives that BiasY [mˆ(θ;κ)|Θn] = O(κ−1), it
follows that
n1/2κ−1/4BiasY [mˆ(θ;κ)|Θn] ∝ n1/2κ−5/4
= Op(n
(2−5α)/4). (L.4)
From (L.4), we show that α such as n(2−5α)/4 = op(1) is α > 2/5. Hence, if α > 2/5 and n → ∞, then
the second term of the right side in (L.3) is vanished. Therefore, from combining (L.2) and (L.3), it
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holds that
n1/2κ−1/4[mˆ(θ;κ)−m(θ)] ≃ n1/2κ−1/4[mˆ(θ;κ)− EY [mˆ(θ;κ)|Θn]]
d−→ N(0, v(θ)/{2pi1/2f(θ)}), n→∞. (L.5)
Theorem 5.4 completes the proof from (L.5).
A13 Appendix M
証明. (定理 5.6)
From Theorem 5.2 and Lemma 2.2, we obtain the following asymptotically normal distribution:
(nh)1/2[mˆ(θ;h)− EY [mˆ(θ;h)|Θn]] d−→ N(0, v(θ)/{pif(θ)}). (M.1)
We show that (nh)1/2[mˆ(θ;h)−m(θ)] is equal to
(nh)1/2[mˆ(θ;h)−m(θ)] = (nh)1/2[mˆ(θ;h)− EY [mˆ(θ;h)|Θn] + BiasY [mˆ(θ;h)|Θn]]
= (nh)1/2[mˆ(θ;h)− EY [mˆ(θ;h)|Θn] + (nh)1/2BiasY [mˆ(θ;h)|Θn]. (M.2)
We put h = cnα. Then, recalling that equation (5.14) gives that BiasY [mˆ(θ;κ)|Θn] = O(h), it follows
that
(nh)1/2BiasY [mˆ(θ;h)|Θn] ∝ n1/2h3/2
= Op(n
(1+3α)/2). (M.3)
From (M.3), we show that α such as n(1+3α)/2 = op(1) is α < −1/3. Hence, if α < −1/3 and n → ∞,
then the second term of the right side in (M.2) is vanished. Therefore, from combining (M.1) and (M.2),
it holds that
(nh)1/2[mˆ(θ;h)−m(θ)] ≃ (nh)1/2[mˆ(θ;h)− EY [mˆ(θ;h)|Θn]]
d−→ N(0, v(θ)/{pif(θ)}), n→∞. (M.4)
Theorem 5.6 completes the proof from (M.4).
A14 Appendix N
証明. (補題 6.1)
By combining (6.1) and (6.2) we obtain







t + op(sinp+2(Θi − θ)). (N.1)
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q(Θi − θ). (N.2)
It is shown by combining (N.1) and (N.2) that








q(Θi − θ) + op(sinp+2(Θi − θ))




q(Θi − θ) + op(sinp+2(Θi − θ)), |θ| < pi/2. (N.3)
Lemma 5.2 completes the proof from (N.3).
A15 Appendix O
証明. (補題 6.2) We show the first property. The Taylor expansion of cos(hz) and the condition (h.1’) of




= L(h−2[1− {1− h2z2/2 +O(h4)}])
= L(z2/2) +O(h2). (O.1)
We obtain the first property from (O.1).
The condition (h.2’) of Definition 6.1 gives
L¯(z)× zt = o(zt−(2p+4))
= o(z−1), (O.2)
for t ≤ 2p+ 2 and large z. the equation (O.2) gives the second property.
Let M and α > 0 be any constants, respectively. If n is large enough, then the condition (h.3) show













The equation (O.3) provides the third property.
A16 Appendix P









= h{µ0(L) + op(h)}
= h+ op(h
2). (P.1)
The equation (P.1) provides the first property.




= C−1h (L)[L¯(z) +O(h
2)]
= (h+ o(h2))−1[L¯(z) +O(h2)]
= h−1[L¯(z) +O(h2)]. (P.2)
We obtain the second property from (P.2).







We obtain the third property from (P.3).
A17 Appendix Q
証明. (定理 6.1)
Put M := (m(Θ1), . . . ,m(Θn)
T . Then, the bias is
BiasY [mˆ(θ; p, h)|Θn] = eT1 (STθWθSθ)−1STθWθM −m(θ). (Q.1)





















and the remainder Rm,θ is Rm,θ = op(Tm,θ).
From combining (Q.1) and (Q.2), the bias is given by




Put αj := α(L¯), A := diag{1, h, . . . , hp}, and ακ := (αk, αk+1, . . . , αk+p)T . LetQp be the (p+1)×(p+1)





n−1STθWθTm,θ of (Q.4) as the two following lemmas, respectively.







p − hf ′(θ)f−1(θ)eT1N−1p QpN−1p + op(h)
]
A−1.
補題 Q.6. The term n−1A−1STθWθTm,θ is given by
n−1A−1STθWθTm,θ
= hp+1αp+1f(θ)Mp+1(θ) + h
p+2αp+2{f ′(θ)Mp+1(θ) + f(θ)Mp+2(θ)}+ op(hp+2).
Proof of Lemma Q.5. sˆl(θ;h) = n
−1∑
iKh(Θi − θ) sin(Θi − θ)l．sin(hz) = hz +Op(h3)
Put sˆl(θ;h) = n
−1∑
iKh(Θi − θ) sin(Θi − θ)l. If n is large enough, then n−1STθWθSθ is the the
(p + 1) × (p + 1) matrix having the (i, j) entry equal to sˆi+j(θ;h). Then, it is shown from combining



































The equation (Q.5) provides
n−1STθWθTm,θ = A [f(θ)Np + hf
′(θ)Qp]A+ op(hAIA). (Q.6)
Put g(hf ′(θ)Qp) := [f(θ)Np + hf ′(θ)Qp]−1 Then, the Taylor expansion of g is given by
g(hf ′(θ)Qp) = f−1(θ)N−1p − hf ′(θ)f−2(θ)N−1p QpN−1p + op(h). (Q.7)
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From combining (Q.6), (Q.7), and eT1A
−1 = eT1A = e
T

























p − hf ′(θ)f−1(θ)eT1N−1p QpN−1p + op(h)
]
A−1. (Q.8)
Lemma Q.5 completes the proof from (Q.8).
Proof of Lemma Q.6. The equation (Q.5) gives
n−1A−1STθWθ(sin(θ1 − θ)k, . . . , sin(θn − θ)k)T
= A−1(sˆk(θ;h), . . . , sˆk+p(θ;h))T
= A−1A[hkf(θ)αk + hk+1f ′(θ)αk+1 + op(hk+1)]
= hkf(θ)αk + h
k+1f ′(θ)αk+1 + op(hk+1). (Q.9)













= hp+1αp+1f(θ)Mp+1(θ) + h
p+2αp+2{f ′(θ)Mp+1(θ) + f(θ)Mp+2(θ)}+ op(hp+2). (Q.10)
The Lemma Q.6 completed the proof from (Q.10).
From combing (Q.4) and Lemmas Q.5 and Q.6, we obtain the bias that is





p − hf ′(θ)f−1(θ)eT1N−1p QpN−1p + op(h)
]
A−1





p αp+1 + h
p+2{Mp+1(θ)f ′(θ)f−1(θ) +Mp+2(θ)}eT1N−1p αp+2












− hp+2Mp+1(θ)f ′(θ)f−1(θ)eT1N−1p QpN−1p αp+1 + op(hp+2). (Q.11)
For simplifying (Q.11), we employ the following Lemma given by Ruppert and Wand (1994).
補題 Q.7. It holds that
(a) If p is odd, then αj = 0, otherwise αj ̸= 0.
(b) If i+ j is odd, then (Np)ij = (N
−1
p )ij = 0.
(c) If i+ j is even, then (Qp)ij = 0.
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When p is odd, Lemma Q.7 shows that the first term in the right side of (Q.11) does not vanish. This
leads to
BiasY [mˆ(θ; p, h)|Θn] = hp+1Mp+1(θ)
p+1∑
j=1
(N−1p )1jαp+j + op(h
p+1), (Q.12)
for p odd.
In the case where p is even, Combining (a) and (c) of Lemma Q.7 gives that the first term in that is
zero. Also, it is shown that the last term in that vanishes with combining (b) and (c). Therefore, we
obtain







(N−1p )1jαp+j+1 + op(h
p+2). (Q.13)



























(N−1p )1jαk−1+j . (Q.14)
Applying (Q.14) to (Q.12) and (Q.13) gives the two biases that is
BiasY [mˆ(θ; p, h)|Θn] = hp+1Mp+1(θ)ap+1(L¯(p)) + op(hp+1), (Q.15)
for p odd and








we now consider the variance. Put V := diag{v(Θ1), . . . , v(Θn)}. Then the variance is given by
VarY [mˆ(θ; p, h)|Θn] = n−1eT1 (n−1STθWθSθ)−1n−1STθWθVWθSθ(n−1STθWθSθ)−1e1. (Q.17)
Let Tp be the (p + 1) × (p + 1) matrix having the (i, j) entry equal to αi+j(L¯2). Then the matrix
n−1STθWθVWθSθ is given by the following Lemma.
補題 Q.8. The matrix n−1STθWθVWθSθ is given by
n−1STθWθVWθSθ = A{h−1v(θ)f(θ)Tp + op(h−1)}A.
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Proof of Lemma Q.8. Lemma 6.2 leads to∫ pi/h
−pi/h
L¯(z)2zldz = αl(L¯
2) + op(h). (Q.18)
Put rˆl(θ;h) := n
−1∑
iKh(θi − θ) sin(θi − θ)lv(Θi) Then, the matrix n−1STθWθVWθSθ is the matrix
(p+ 1)× (p+ 1) matrix having the (i,j) entry to rˆi+j−2(θ;h). Combining Lemma 6.3 and (Q.18) shows



















= hl−1v(θ)f(θ)αl(L¯2) +Op(hl). (Q.19)
The equation (Q.19) derives that
n−1STθWθVWθSθ = A{h−1v(θ)f(θ)Tp + op(h−1)}A. (Q.20)
Lemma Q.8 completed from (Q.20). Combining Lemmas Q.5 and Q.8 gives










































































p e1 = α0(L¯
2
(p)). (Q.24)
It is shown from combining (Q.21) and (Q.24) that







Theorem 6.1 completes the proof from combining (Q.15), (Q.16), and (Q.25).
A18 Appendix R
証明. (証明 6.2). Put the vector eT1 (n−1STθWθSθ)−1STθWθ = (c1, . . . , cn), where ci are any constants.
Then, mˆ(θ; p, h) is represented as the following average that is









1/2ciYi|Θn]. Then, it is shown


















−1{1 + op(1)}. (R.2)
The equation (K.4) gives limn→∞ Sn =∞. For any ε, this leads to
lim




n→∞EY [(Yi − EY [Yi|Θn])
2I{Yi−EY [Yi|Θn]≤εSn}|Θn]
= VarY [Yi|Θn]−VarY [Yi|Θn]
= 0. (R.3)















c2iEY [(Yi − EY [Yi|Θn])2I{Yi−EY [Yi|Θn]>εSn}|Θn]
= 0. (R.4)
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The equation (R.4) hows that Linderberg condition for h1/2ciYi holds for any ε > 0. Therefore, combining
Lemma K.4, (R.1), and (R.2) gives
n1/2h1/2√
v(θ)αp(L¯2(p))/f(θ)














{h1/2ciYi − EY [h1/2ciYi|Θn]}
d−→ N(0, 1), (R.5)
as n→∞.
It holds that
n1/2h1/2[mˆ(θ; p, h)−m(θ)] = n1/2h1/2[mˆ(θ; p, h)− EY [mˆ(θ; p, h)|Θn]]
+ n1/2h1/2 BiasY [mˆ(θ : p, h)|Θn]. (R.6)
If p is odd, then Theorem 6.1 gives that n1/2h1/2BiasY [mˆ(θ; p, h)|Θn] = Op(n{1+α(2p+3)}/2). This means
that the second term in the right side in (R.6) vanishes by choosing α < −1/(2p + 3). Therefore, if
α < −1/(2p+ 3) and n→∞, then it follows that
n1/2h1/2[mˆ(θ; p, h)−m(θ)] d−→ N(0, v(θ)α0(L¯2(p))/f(θ)). (R.7)
We consider the case where p is even with the similar way as the case where p is odd. Then, if α <
−1/(2p+ 5) and n→∞, then it follows that (R.7).
A19 Appendix S
証明. (定理 7.3)
Put M := (m(U1), . . . ,m(Un))
T . Then, the bias is given by





Put S(u) := (x1, . . . , xd, sin(θ1), . . . , sin(θq))
T , and let the vector Qm(u) be
Qm(u) := [S(u1 − u)THm(u)S(u1 − u), . . . , S(un − u)THm(θ)S(un − u)].











where Rm(u) := op(Qm(u)) is the vector of the remainder terms. Combining (S.2) and (S.1) provides




























iKH(Ui − u) n−1
∑
iKH(Ui − u)S(Ui − u)T
n−1
∑
iKH(Ui − u)S(Ui − u) n−1
∑
iKH(Ui − u)S(Ui − u)S(Ui − u)T
]
. (S.4)
Put sin(zq) := (sin(z1), . . . , sin(zq))
T . The Taylor theorem implies that sin(H
1/2


























=H1/2(z + op(I)). (S.5)

















|H|−1/2{K¯(zd)L¯(zq) + op(1)}[f(u) + op(1)]|H|1/2dz












|H|−1/2[K¯(zd)L¯(zq) +Op(Tr{H})]H1/2(z + op(I))


















T dzDf (θ) + op(HI)





















T dz + op(H)
= f(u)µH + op(H). (S.8)





f−1(u) + op(1) −f−2(u)DTf (u) + op(1)
−f−2(u)Df (u) + op(1) f−1(u)µ−1H−1 + op(H−1)
]
. (S.9)




K(H)(Ui − u)S(Ui − u)THm(u)S(Ui − u),




{K(H)(Ui − u)S(Ui − u)THm(u)S(Ui − u)}S(Ui − u).








K¯(zd)L¯(zq){H1/2(z + op(I))}THm(u){H1/2(z + op(I)}dz










= f(u)Tr(µHHm(u)) + op(Tr{H}). (S.10)




















It follows from combining (S.3)，(S.9) and (S.12) that




f−1(u) + op(1) −f−2(u)DTf (u) + op(1)












Tr(µHHm(u)) + op(Tr{H}). (S.13)
Put V := diag{v(Θ1), . . . , v(Θn)}. Then, the variance is given by
VarY [mˆ(u;H)|U ] = n−1eT1 (n−1UTuWuUu)−1n−1UTuWuVWuUu(n−1UTuWuUu)−1e1. (S.14)

























= |H|−1/2v(u)f(u)αd0(K¯2)[α0(L¯2) + op(1)]q{1 + op(1)}
= |H|−1/2α0(K¯2)dα0(L¯2)qf(u)v(u) + op(|H|−1/2). (S.15)

































{K¯(zd)L¯(zq) + op(1)}2zzT [v(u) + op(1)][f(u) + op(1)]dz
= op(|H|−1/2I). (S.17)
Considering (S.9), (S.14), (S.15), (S.16), and (S.17), we obtain








f−1(u) + op(1) −f−2(u)DTf (u) + op(1)
−f−2(u)Df (u) + op(1) f−1(u)µH−1 + op(H−1)
]
×





f−1(u) + op(1) −f−2(u)DTf (u) + op(1)
−f−2(u)Df (u) + op(1) f−1(u)µH−1 + op(H−1)
]
e1
= n−1|H|−1/2α0(K¯2)dµq0(L2)f(u)v(u) + op(n−1|H|−1/2). (S.18)
Theorem 7.3 completes the proof from (S.13) and (S.18).
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