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Abstract—Emotion recognition from audio signals has been
regarded as a challenging task in signal processing as it can
be considered as a collection of static and dynamic classification
tasks. Recognition of emotions from speech data has been heavily
relied upon end-to-end feature extraction and classification using
machine learning models, though the absence of feature selection
and optimization have restrained the performance of these
methods. Recent studies have shown that Mel Frequency Cepstral
Coefficients (MFCC) have been emerged as one of the most relied
feature extraction methods, though it circumscribes the accuracy
of classification with a very small feature dimension. In this paper,
we propose that the concatenation of features, extracted by using
different existing feature extraction methods can not only boost
the classification accuracy but also expands the possibility of
efficient feature selection. We have used Linear Predictive Coding
(LPC) apart from the MFCC feature extraction method, before
feature merging. Besides, we have performed a novel application
of Manta Ray optimization in speech emotion recognition tasks
that resulted in a state-of-the-art result in this field. We have
evaluated the performance of our model using SAVEE and
Emo-DB, two publicly available datasets. Our proposed method
outperformed all the existing methods in speech emotion analysis
and resulted in a decent result in these two datasets with a
classification accuracy of 97.49% and 97.68% respectively.
Index Terms—Audio signal processing, Emotion recognition,
LPC, MFCC, Optimization algorithm
I. INTRODUCTION
Expressing emotions is an important part of communication
among human and non-human primates and it is the most
common way to express love, sorrow, anger, hatred, or any
other state of mind [1], [6]. Even, non-speaking living beings
also find their ways to express their emotions. We find the
verbal communication and associated emotions so important
that we often miss the scarcity of those in text messages
or emails and hence switch to the usage of emojis. Since
emotions help us to understand each other better, we have tried
to implement emotion recognition using computers as well.
With the recent advancements in natural language processing
and speech to text conversions, scientists have often looked
upon the automation of information parsing from speech audio
and artificial intelligence has been successfully deployed for
generating auto-replies; the chat-bots and recent speaking-
humanoid robots are exemplary evidence of these advance-
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ments. However, the emotion analysis of auditory signals has
been studied lately by researchers and several improvements
have been made in this domain for the last two decades.
However, in real life it is a difficult work to predict human
emotion from a conversation. The most important work in the
acoustic signal processing field is to extract features properly.
Now a days different machine learning and deep learning
models are made to deal with signal processing task. In this
literature we have used different methods for feature extraction
task. However, every extracted features from the audio is
not accurate and can be redundant. That is the main reason
researchers find it difficult to remove redundancy from the fea-
ture vector. There are different features of a audio signal such
that, 1. Temporal features and spectral features. We are mainly
focusing on temporal features and there are some standard
techniques, Mel-frequency cepstral coefficient(MFCC) [39],
Linear prediction coefficients (LPC) [40], Linear prediction
cepstral coefficients (LPCC) [41], Perceptual Linear Prediction
(PLP) [42] etc. Combination of these features give the accurate
result and can explain the nature of the audio signal properly.
Although the Speech Emotion Recognition (SER) has ver-
satile applications [11], there exists no generalized or common
consensus on categorization and classification of emotions
from speech signals as the emotions are subjective property of
human. Besides, the emotions may vary in intensity, mode of
expression from person to person, and may vary or frequently
misinterpreted by people. Therefore, the automatic AI-based
classification of emotion from auditory signals is the test-
bed of assessing the performance of several existing feature
extraction and classification methods [14]. Though the discrete
and dimensional models have shown improved performance
in recent times, there is a huge scope of improvements as it
remains an open problem in a birds eye view.
The human voice can have features from different modali-
ties, though the most predominant ones are: (1) voice quality,
(2) Teager energy operator, (3) prosodic, and (4) spectral fea-
tures, [8] though, the classifier performance can be improved
by incorporating features from other different modalities too.
As supervised learning is based on the feature quality and
accurately labeled dataset, the performance of these classi-
fication problems has highly relied upon the efficacy and
experience of the feature engineer performing the feature
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Fig. 1. Workflow diagram of our proposed method.
extraction as more imagination can open up the possibility
of new multimodal feature extraction. But this requires lots of
time and imagination and still, it is impossible to extract all the
important, high-quality, and insightful features from auditory
signals.
Contribution of this paper: The contribution of this paper
can, therefore, be considered as a two-fold contribution: First,
we explore the feature concatenation in auditory signal pro-
cessing. Merging of features from different sources has been
successfully utilized in the image processing task before [1-
4]. Being inspired by these, we have successfully evolved our
proposed approach based on feature concatenation. Secondly,
we have proposed a bio-inspired meta-heuristic Manta-Ray
foraging Optimization algorithm for feature selection and
removal of redundant features. This algorithm was evolved
in 2020 by Zhao et al. [5], being inspired by the behavioral
study of an aquatic species named Manta Ray.
Our proposed method outperformed all the existing methods
in speech emotion analysis and resulted in a state-of-the-art
result in the SAVEE dataset with a classification accuracy of
97.49% on average. We also validated our method on the Emo-
DB dataset that also produced a state-of-the-art result with a
classification accuracy of 97.68%. Fig 1. shows the workflow
digram of our proposed method.
The results of our experiment are described in Section 4.
II. RELATED WORKS
Speech emotion recognition deals with the basic task of
identification of emotions and expressions from audible sounds
and an intensive research in this domain started in early 90s.
However, recent advancements in technology and computa-
tional resources have made this study diverse and compelling.
Following are the three major approaches made by the scien-
tists recently to address this problem.
A. Machine learning algorithms
The Research in this field started in the early 1990’s,
whereas the first significant result was obtained by Nakatsu et
al. [7] in 1999 where they had used speech power and basic
Linear Predictive Coding (LPC) features from 100 human
specimens, equally distributed among males and females.
The simplest neural network model they used, produced a
result of 50% recognition accuracy. Later, Schuller et al.
[9] proposed a hidden-Markov model, and validation was
done on the Emo-DB and VAM dataset that produced correct
classification accuracy of 76.1% and 71.8% respectively, using
raw contours of ZCR, energy and pitch features. Later, the
improved version of their proposed Markov model produced
a state-of-the-art result on German and English speech sig-
nals containing 5250 samples with an average accuracy of
86.8% with global prosodic features using continuous HMM
classifier and pitch and energy-based features [28]. Rao et
al. [11] used the Support Vector Machine classifier using
RBF kernel with approximately 67% classification accuracy
using prosodic features. LFPC features were extracted and
the HMM classifier was used for classification of Mandarin
language by [12] with an average precision of 78.5%. Another
important result was produced by Wu et al. [13] by using
an SVM classifier that reached a classification accuracy of
91.3% on the Emo-DB dataset and 86% accuracy on the
VAM dataset by using prosodic, ZCR and TEO features.
Deng et al. [6] validated their proposed method on four
different datasets: Emo-DB, VAM, AVIC, and SUSAS by
using autoencoder classifiers. The features used were MFCC
and other LLD features (example: ZCR and pitch frequency
etc.) and denoising was performed before the classification
task and presented classification accuracy of 58.3%, 60.2%,
63.1%, and 58.9% respectively.
B. Deep learning methods
With the recent advancement in deep learning in the last few
years, scientists have tried to exploit the ability of Deep Neural
Networks models to learn high-quality semantic information
and invariant features from different types of datasets [14,
15]. A few recent studies provided results that supported
this conclusion that DNNs are equally efficient and useful
for speech-emotion classification. Rong et al. [10] had used
KNN classifiers for classifying the Mandarin dataset using
ZCR, spectral, and energy features. Stuhlsatz et al. [16] and
Kim et al. [17] used the utterance level features to train
the DNN models. Rozgic et al. trained the DNNs using the
combination of lexical and acoustic features. Unlike these
existing DNN models, that directly used acoustic features
learned from sources, our proposed method uses optimization
in between for the improvement in performance.
C. Feature selection and optimization
Research works have also been made on selection of optimal
features from the huge feature set, extracted from speech data
using various feature extractors. Feature selection is a crucial
step in system development to identify emotions in speech.
Recently, the interaction between features collected from the
auditory signals was rarely considered, which may result
to redundant features and sub-optimal classification results.
Gharavian et al.[37] used FCBF feature selection methods
and Genetic algorithm based ARTMAP neural networks for
optimization and classification. Particle Swarm Optimization
(PSO) is another popular optimization algorithm, used for
feature selection in SER by Muthusamy et al.[38]. Both of
them reported a high accuracy as compared to the previous
works on various datasets. These laid the groundwork for the
analysis of different feature selection algorithm empirically
which was further taken forward by others. Liu et al.[33] used
optimal features before feeding them to the extreme learning
machine (ELM) for classification whereas Ververidis et al.[34]
suggested sequential floating forward feature selection (SFFS)
so that the features obey the multivariate Gaussian distribution
before using Bayesian classifier for classification. Sheikhan
et al.[36] proposed ANOVA feature selection method in SER
task and used machine learning based modular neural-SVM
classifier. zseven [35] suggested a novel feature selection
algorithm and suggested the superiority of that by validating
the results on some standard datasets. These works helped us
to further investigate in the SER feature selection task prior
to classification.
III. MATERIALS AND METHODS
This section describes the workflow of this experiment
which consists of the following steps: (1) Data acquisition
and preprocessing, (2) Feature Extraction, (3) Feature selec-
tion using optimization algorithm, and (4) Classification and
analysis of results.
A. Data acquisition
The initial step of the experiment is dataset collection and
preprocessing. We used two publicly available datasets for this
experimentation purpose. These are:
a) SAVEE dataset: The Surrey Audio-Visual Expressed
Emotion (SAVEE) Database consists of speech recordings
from four British actors consisting of 480 samples in total,
collected, and labeled with extreme precision and by using
high-quality equipment. The dataset is classified into seven dif-
ferent emotional categories: happiness, sadness, disgust/fear,
neutral, common, anger, and surprise. The sentences were
chosen by experts carefully from TIMIT Corpus and were
balanced phenotypically in every category.
b) Emo-DB dataset: The Berlin Emo-DB dataset con-
tains emotion speech data from 10 different speakers and
contains 500 labeled samples in total. It also contains 7 cate-
gories of emotion-speeches: normal, anger, sadness, happiness,
disgust, anxiety, and fear.
B. Preprocessing
For every kind of signal processing task, the pre-processing
of sample data plays a vital role in determining the per-
formance of a model. Some simple audio pre-processing
techniques which have improved the exploitation of our model
are discussed below:
a) Pre-emphaize: Pre-emphasis step is mainly carried
out as it synthesizes the normal form of any amplitude signal.
The main idea behind this is to flatten the speech spectrum,
which can be done by implementing a high-pass Finite Impulse
Response (FIR) filter. The expression of the filter in a discrete
frequency domain is given by:
F (z) = 1−Az−1 (1)
To normalize the signal, firstly the maximum value of the
signal has to be taken as the nominator and dividing the
signal with it. Thus the entire signal is normalized between -1
and 1. For smooth transactions between frames 50% overlaps
of consecutive frames are accepted. The mechanical acoustic
signal can be stable in the range of 50ms to 200ms and so we
have selected a short window for better feature extraction.
b) Framing: For further processing, the signal is divided
into small frames such that to get a sequence of frames forming
the entire original signal. This is done so that a long signal
can be analyzed independently in small frames and can be
expressed through a single feature vector. Some aspects of
framing like frameshift are the time difference between two
starting points of two consecutive frames and frame length is
the duration of time for each frame.
c) Windowing: For audio signals it is quite common
of having discontinuities at the frame edges of the signal.
This phenomenon often causes bad performance in the audio
processing task. To get rid of this some trapped windows such
as the Hamming window is applied at each frame. The general
expression of the Hamming window is:
W h = a− b× cos
(
2pin
N − 1
)
(2)
where a=0.54, b=0.46, and N is the number of samples in a
partition of the data into some random complementary subsets.
C. Feature extraction
Features play an important role in any classification task as
all the information of speech data is embedded in these fea-
tures. Therefore, high-quality and accurately extracted features
may contribute immensely towards the improved performance
of a classifier. In this experiment, we have extracted two
short-time features from the dataset: Mel Frequency Cepstral
Coefficient (MFCC) and the Linear Predictive Coding (LPC).
The brief description of the feature-extraction is described
below.
a) MFCC features: MFCC features are based on the
human auditory sensation characteristics. The mathematical
simulation of hearing is done in MFCC by using some non-
linear frequency units. We normally use the Fast Fourier
Transform or Discrete Fourier transform for the conversion
of acoustic signals from the time domain to the frequency
domain for each sample frame. The Fast Fourier Transform
(FFT) is described by the following equation:
y(k) =
N−1∑
p=0
y[n].e−j
2pipk
N , 0 ≤ k ≤ (N − 1) (3)
where y[n] represents the signal in the time domain and the
domain-converted signal y(k) is in the frequency domain and
N is the number of samples in every frame. Next, we calculate
the Disperse Power Spectrum by using the following equation:
Power Spectrum(PSP) = y(k) · ∧y(k) (4)
After this, we have the MEL spectrum by the PSp in the
triangular filter bank. The filter bank consists of the series of
triangular filters with the cutoff frequency determined by the
center-frequencies of the two presently adjacent filters. These
filters are linear in MEL frequency coordinates. The scale is
equivalent to the span of every filter and the value for the span
is set to 167.859 in this project. The frequency response of the
triangular filter can be calculated as:
F[n] =

0, n < g(p− 1)
2(n−g(p−1))
(g(p+1)−g(p−1))(g(p)−g(p−1)) , g(p− 1) ≤ n
2g((p+1)−n)
(g(p+1)−g(p−1))(g(p+1)−g(p)) , g(p) ≤ n
0, n ≥ g(p+ 1)

(5)
where p=1,2,.....,12, g(p) is the centre frequency of the filter,
n=1,2,....,(N/2-1) where N being number of samples per frame.
To improve the quality of the features we used logarithmic
spectrum of power spectrum on the signal and which is
represented by the following equation.
L(p) = ln
(
N−1∑
n=0
|PSp|2F[n]
)
, 0 ≤ p ≤ N (6)
where L(p) is the logarithmic spectrum, F[n] is the series of
filters, PSp is defined earlier, N is the number of samples per
frame.
Finally, the Discrete Cosine Transform (DCT) of the loga-
rithmic spectrum of the filter banks are calculated that gave the
MFCC feature which is described in the following equation.
F[n] =
N−1∑
p=1
L(p)cos
(
(M − 1)× k × pi
2N
)
, 0 ≤ k ≤ N (7)
b) LPC features: The speech signal is sequential data and
so lets assume the voice acoustics of nth speech sample is P[n]
which can be shown as the combination of previous k samples.
The nth speech sample can be mathematically represented as:
S[k] =
M∑
j=1
ajS[k − j] +H × E[k] (8)
where S[k-j], where j = 1, 2, 3 . . . k, is the jth test sample,
H stands for gain factor, E[k] denotes the excitation of the
kth sample, aj is the vocal tract vector coefficient. LPC is also
known as inverse filtering because it determines all zero filters
which are also inverse of the vocal tract model.
D. Manta Ray Optimization
In this work we have used the Manta-Ray Foraging Opti-
mization (MRFO) algorithm for feature selection. It is a bio-
inspired optimization algorithm that works on three unique
foraging strategies of Manta Ray.
a) Chain foraging: Manta Rays have their unique ap-
proach towards their prey, which is imitated in our project.
They tend to swim towards the highest concentration of plank-
tons, i.e. the best possible position of food. In our algorithm,
we set some random initial values and ask them to move
towards the optimal solution in every iteration. Though the
actual optimal solution is not known, this algorithm assumes
that the best solution is the one where the plankton concentra-
tion is highest. All the members of the group proceed towards
the plankton concentration, by following the previous member
of the group, except the first one. This is known as forming
a foraging chain, which is imitated in our experimentation.
Fig. 2 is a simulation diagram of chain foraging in 2-D space.
Mathematically, the chain foraging is represented by:
P j
k(n+ 1) =

P j
k(n) + a
(
P best
k(n)− P jk(n)
)
+
b
(
P best
k(n)− P jk(n)
)
; j = 1
P j
k(n) + a
(
P j-1
k(n)− P jk(n)
)
+
b
(
P best
k(n)− P jk(n)
)
; j = 2, 3, .., N

(9)
b = 2a
√
|ln(a)| (10)
Fig. 2. Simulation model of chain-foraging of Manta Ray in two-dimensional
space
where Pjk(n) is the position of a jth agent in kth dimension, a
is the random vector in closed range in 0 to 1, b is known as
weight coefficient, Pbestk(n) is the best plankton concentration
position. The position of the (j+1)th is determined by the
previous j agents.
b) Cyclone foraging: When a group of manta rays gets
to know about a high concentration of plankton in the water,
they form a chain-like structure that looks like a cyclone and
headed towards the plankton. Each of the agents follows the
previous agent towards the prey and forms cyclone foraging.
Every manta ray doesnt only form the spiral but also follows
the same path and moving towards one step to the plankton
following the one in front of it. The mathematical expression
for two-dimensional cyclone foraging is given below.
X j(n+ 1) = Xbest + a (X j-1(n)−X j(n)) +
(Xbest −X j(n))eczcos(2piz)
Y j(n+ 1) = Y best + a (Y j-1(n)− Y j(n)) +
(Y best − Y j(n))eczcos(2piz)
 (11)
where z is a random value in closed range between 0 and 1.
This kind of spiral foraging algorithm was also explained by
Mirajmili et al. in 2016 for Grey Wolf Optimization, however,
this is different from that. Fig. 3 is a simulation diagram of
cyclone foraging in 2-D space. The N-dimensional form of the
equation is as followed:
P j
k(n+ 1) =

P best
k + a
(
P best
k(n)− P jk(n)
)
+γ
(
P best
k(n)− P jk(n)
)
; j = 1
P best
k + a
(
P j-1
k(n)− P jk(n)
)
+γ
(
P best
k(n)− P jk(n)
)
; j = 2, 3, .., N

(12)
γ = 2ec
I−n+1
I sin(2pic) (13)
where γ is the coefficient of weight, I being the maximum
iteration and c being a random parameter having value in [0,1].
Fig. 3. Simulation model of cyclone-foraging of Manta Ray in two dimen-
sional space
Fig. 4. Simulation diagram of somersault-foraging of Manta Ray in two
dimensional space.
Each of the search agent perform independent exploration
between its current position and the position of the prey.
Therefore, this algorithm can efficiently find a best solution
in this range. However, we can force any agent to take a new
position which is far from its current position by the following
equation:
P r
k = BLow
k + a
(
BUpper
k −BLowk
)
(14)
where, Prk is the newly specified random position of the kth in
the N-dimensional space. BLowk and BUpperk are the lower and
upper bounds respectively of the N-dimensional space.Thus
this algorithm is suitable for finding any best solution in this
N-dimensional space.
c) Somersault foraging: In this type of foraging the best
concentration plankton is considered as a pivot point and all
manta rays are moving to the point and eventually update their
position around the position of the high plankton concentra-
tion(i.e. best solution). Somersault foraging is represented by
the equation below:
P j
k(n+ 1) = P j
k(n) +F
(
dP best
k − gP jk(n)
)
j = 1, 2, ..., N
(15)
where F is known as Factor of somersault, d and g are
random parameters in the closed range between 0 and 1.
As the equation suggests, this algorithm allows the search
agents to update their position at any possible position in the
range of its current position and the position of the highest
concentration of planktons. With the reduction in the distance
between the agents and the optimal solution, the perturbation
of the current search agent position also gets decreased. Fig.
4 is a representative diagram of somersault foraging of Manta
Ray in 2-D space.
E. Classification
In this current work we have used two different classifiers,
one is K-Nearest Neighbourhood classifier and the other one
is Multilayer Perceptron classifier commonly known as KNN
and MLP classifiers respectively.
a) KNN Classifier: KNN is a type of supervised Machine
Learning model, which finds the feature similarity between
different data points to prognosticate new data point with
a value based on how closely it matches with the other
data points in the training dataset. The K-Nearest Neighbour
algorithm has some inflexible properties like it is very lazy
to learn in type. The fact that it has no proper phase of
training and classifies with the entire training dataset as a
whole, justifies its lazy learning very clearly.
To implement this algorithm we have to firstly choose a
certain value of K that is the number of nearest neighbor
points. Thereafter using anyone of the Euclidean or Hamming
Distance or Manhattan methods the distance between the test
data and each row of training is calculated. Then the points
are sorted based on their distance values and top K values are
chosen amongst them.
b) MLP Classifier: Multilayer Perceptron (MLP), collo-
quially known as Vanilla Network is a type of feed-forward
Artificial Neural Network. MLP uses back-propagation (a
supervised learning technique) to train its weights and biases
of different layers. In recent past frequently used activation
functions of MLP were sigmoid or tanh, but now as ReLU
or Leaky ReLU has proved their better performance so they
are used mostly now but specifically in the classification layer
still sigmoid or softmax activation functions are used. In this
algorithm, changes of each weight in each layer are done
by a certain technique called Gradient Descent, given by the
following formula:
∆βji(n) = −α∂Ω(n)
∂vj(n)
yi(n) (16)
Where Ω(n) = 0.5 ×∑
j
lj
2(n) is the correction that mini-
mizes the prediction error which is calculated by lj(n)=pj(n)-yj
(n). Here lj(n) is the loss, pj(n) and yj(n) are the prediction
made by the classifier respectively of the actual class of nth
data point of jth node and α is the learning rate. Now say σ’
is the derivative of the activation function. Then for the output
node, the derivative would be:
− ∂Ω(n)
∂vj(n)
= lj(n)σ
,(vj(n)) (17)
For the hidden nodes, the derivative of change follows com-
paratively complex mathematics given by
− ∂Ω(n)
∂vj(n)
= σ,(vj(n))
∑
k
− ∂Ω(n)
∂vk(n)
∆βkj(n) (18)
IV. RESULTS AND DISCUSSIONS
The classification of different audio signals is mainly done
by the feed-forward neural classifier, specifically the Mul-
tilayer Perceptron (MLP).The quantitative measurements are
done by using the following equations:
Accuracyi =
∑
i
M ii∑
i
∑
j
M ij
(19)
Precisioni =
M ii∑
j
M ji
(20)
Recalli =
M ii∑
j
M ij
(21)
F1scorei =
2
1
Precisioni
+ 1Recalli
(22)
Where Mij= the weighted element of the confusion matrix at
ith row and jth column. Mii= the weighted diagonal element of
the confusion matrix.
It is mentioned above that we have particularly extracted
MFCC and LPC features separately and concatenated them
to get the final feature set. From MFCC and LPC methods
we got 216 and 743 features respectively. Therefore, after
concatenation, we had total features of 959. Usually using LPC
feature extraction methods around 13 features are extracted, as
we are implementing optimization techniques to get the best
feature set, and it is quite evident that if the feature space
is pretty vast then the performance of the entire model is
improved by many folds.
TABLE I
QUANTITIVE EVALUATION RESULTS OF KNN CLASSIFIER USING 5-FOLD
VALIDATION ON SAVEE DATASET
Fold: Accuracy Precision Recall F1 Score
Fold 1 96.56 97 97 97
Fold 2 95.26 96 96 95
Fold 3 97.81 98 98 98
Fold 4 96.56 97 97 97
Fold 5 96.56 97 97 97
Mean & STD: 96.55%0.80
97.00%
0.63
97.00%
0.63
96.8%
0.98
After concatenation the entire feature space becomes of size
480×959, as we had 480 sample data and 959 features were
extracted from each sample data. Manta Ray Optimization
technique is used for optimized feature selection. It is obvious
that the optimized feature space contains lesser features than
that of the entire feature space, therefore the problem of over-
fitting is already being taken care of by the optimization
TABLE II
QUANTITIVE EVALUATION RESULTS OF MLP CLASSIFIER USING 5-FOLD
VALIDATION ON SAVEE DATASET
Fold: Accuracy Precision Recall F1 Score
Fold 1 97.91 98 98 98
Fold 2 97.91 98 98 98
Fold 3 96.88 97 97 97
Fold 4 96.88 97 97 97
Fold 5 97.91 98 98 98
Mean & STD: 97.49%0.50
97.6%
0.48
97.6%
0.48
97.6%
0.48
Fig. 5. Combparative study of performance of classifiers (i.e. MLP and KNN)
with same features on two diferrent datasets (A) Emo-DB dataset and (B)
SAVEE dataset.
algorithm. Fig. 7 and Fig. 8 give the obtained ROC curves
on both datasets with MLP and KNN calssifiers. With our
proposed framework it is observed that the performance of
MLP is better than that of the KNN.
TABLE III
QUANTITIVE EVALUATION RESULTS OF KNN CLASSIFIER USING 5-FOLD
VALIDATION ON EMO-DB DATASET
Fold: Accuracy% Precision% Recall% F1 Score%
Fold 1 96.00 97 96 96
Fold 2 95.43 96 96 96
Fold 3 95.96 96 96 96
Fold 4 97.21 98 98 97
Fold 5 95.43 96 96 96
Mean & STD: 96.006%0.65
96.60%
0.80
96.40%
0.80
96.2%
0.40
TABLE IV
QUANTITIVE EVALUATION RESULTS OF MLP CLASSIFIER USING 5-FOLD
VALIDATION ON EMO-DB DATASET
Fold: Accuracy% Precision% Recall% F1 Score%
Fold 1 97.25 98 97 98
Fold 2 98.31 99 99 98
Fold 3 98.31 99 99 99
Fold 4 98.31 99 99 99
Fold 5 96.22 97 97 96
Mean & STD: 97.68%0.83
98.40%
0.80
98.20%
0.97
98.00%
1.09
To classify the dataset into given classes we have used KNN
classifier with number of nearest neighborhood equals to 5 and
MLP classifier consisting of two hidden layers, each having
5 neurons. Fig. 6 represents the comparison of the evaluation
parameters using MLP and KNN classifiers on Emo-DB and
SAVEE datasets. The bar graph shows that the MLP classifier
performed better in both the cases. From Table II and Table
IV we can say that our proposed model with MLP classifier
achieves State-Of-The-Art accuracies of 97.06% and 97.68%
on SAVEE and EmoDB datasets respectively. Apart from that
KNN classifier also gives promising accuracies of 96.55% and
96.006% 7 class classification accuracies on aforementioned
datasets.
In addition, to standardize our model performance we perform
a comparative study of MantaRay with other popular opti-
mization algorithms such as Genetic Algorithm [43], Particle
Swarm [44] and Gray-Wolf Optimization algorithm[45]. The
results of the optimization algorithms along with MantaRay
is given by Table V. For SAVEE and EmoDB both datsets
MantaRay achieves very good accuracies of 97.06% and
97.68% with significantly smaller feature space having only 43
and 61 features. This fact clearly supports the higher efficiency
of our model.
The performances of the proposed model with KNN and
MLP classifier on both SAVEE and EmoDB datasets are
shown using bar-plots in Fig. 6.
Table VI and VII display comparative analysis of the
obtained result with the existing results so far. The results are
selected for comparison in such a way that the experimentation
parameters (e.g. train-test splitting ratio on a particular dataset)
are more or less similar to maintain uniformity. It is observed
that, in both the cases, our method outperforms the existing
approaches by a good margin.
V. CONCLUSION AND FUTURE WORK
This paper aims to contribute to the improvement of the
speech emotion recognition task using a meta-heuristic Manta-
Ray optimization algorithm for discarding redundant features
and selecting the most accurate ones for classification. It
implements two emotion recognition databases, two feature
extraction methods, and achieves the best performance on both
datasets. The neural network-based MLP classifier performed
better in both the cases as compared to the KNN classifier.
This is also justified from Fig. 5 and 6 where the area under
ROC curves show better results in MLP classifier in both the
datasets. However, we aim for validating our model on some
other datasets, and also we would like to add some experi-
mentation with different optimization algorithms. Further, we
would like to assess the model performance with variations in
sentence length as it has been found difficult to classify long
sentences than small syllables earlier. Finally, we would like
to perform experiments on some other languages too and try
to evaluate the performance of native languages as there exists
some relationship between accents and ease of classification.
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