Abstract-A new near-field radar modeling approach for wave propagation in planar layered media is presented. The radar antennas are intrinsically modeled using an equivalent set of infinitesimal electric dipoles and characteristic, frequencydependent, global reflection, and transmission coefficients. These coefficients determine through a plane wave decomposition wave propagation between the radar reference plane, point sources, and field points. The interactions between the antenna and layered medium are thereby inherently accounted for. The fields are calculated using 3-D Green's functions. We validated the model using an ultrawideband frequency-domain radar with a transmitting and receiving Vivaldi antenna operating in the range 0.8-4 GHz. The antenna characteristic coefficients are obtained from near-and far-field measurements over a copper plane. The proposed model provides unprecedented accuracy for describing near-field radar measurements collected over a water layer, the frequency-dependent electrical properties of which were described using the Debye model. Layer thicknesses could be retrieved through full-wave inversion. The proposed approach demonstrated great promise for nondestructive testing of planar materials and digital soil mapping using ground-penetrating radar.
I. INTRODUCTION
N EAR-field radar techniques for nondestructive imaging and characterization of materials such as groundpenetrating radar (GPR) were subjected to intensive research for many years [1] - [3] . A major shortcoming in current knowledge is the modeling of the radar signal, which is necessary for quantitative reconstruction using inversion. Existing techniques usually rely strongly on simplifying assumptions, and in particular, neglect antenna effects, which include frequencydependent radiation pattern, gain, phase delay, mutual coupling, and coupling with the medium of interest.
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Digital Object Identifier 10.1109/TGRS.2013.2259243 models. For instance, Warren and Giannopoulos [5] used a 3-D FDTD approach through which the different parts of transmitting and receiving bowtie antennas were reproduced in the discretized model. Although relatively good modeling results were obtained for data collected over different emulsions, still significant modeling errors could be observed. Pantoja et al. [12] extended a MoM in the time domain for the transient analysis of thin-wire antennas located over a lossy half-space. Numerical analyses showed good results for cases where the antenna was not too close to a half-space medium. More efficient techniques are based on electric field integral equation formulations [13] - [15] , through which antennas are emulated using a set of infinitesimal electric dipoles and field points. The parameterization of these dipoles to properly describe real antenna radiation patterns is, however, not straightforward [14] , [16] . In addition, such formulations do not directly account for wave propagation between the source or field points and the radar transmission line reference plane, and hence, antenna-medium interactions and mutual coupling are not directly accounted for. For instance, Gentili and Spagnolini [17] modeled a GPR horn antenna at some distance over a 3-D layered medium using an array of frequencyindependent source dipoles and a feeding line characteristic impedance. Yet, with this approach the multiple reflections between the antenna terminal section and the medium were not accounted for.
For the particular case of far-field GPR with applications to planar layered media, Lambot et al. [18] proposed a closed-form, frequency-domain, radar equation that simultaneously accounts for: 1) all antenna effects through frequencydependent global reflection and transmission coefficients and 2) wave propagation in layered media through 3-D Green's functions. This integrated antenna-medium model relies on the assumption that the spatial distribution of the backscattered field locally tends to a plane wave over the antenna aperture in far-field conditions. The model has demonstrated an unprecedented accuracy for describing radar data and retrieving medium electrical properties, including frequency dependence, in a series of hydrogeophysical and engineering applications [18] - [21] . In addition, the validity of that model being theoretically independent of frequency and antenna type, the approach also applies to electromagnetic induction (EMI). In that respect, Moghadas et al. [22] successfully applied this model to a loop antenna operating in the 30-60 kHz range for soil electrical conductivity determination. Whether for GPR or EMI, it was observed that the so-called far-field condition for the planar field approximation holds when the distance between the antenna and the medium is larger than the antenna aperture dimension. Green's function Incident field reflection coefficient Fig. 1 . Linear block diagram representing the far-field antenna model with global reflection and transmission coefficients that describe wave propagation between the radar reference plane and the source or field point [18] .
In this paper, we generalize the far-field model of Lambot et al. [18] to near-field conditions. The radar antennas are modeled using an equivalent set of source and field points. The linear relations between the fields in the transmission line, the sources, and the scattered fields are expressed in terms of characteristic, global reflection, and transmission coefficients. We validated the approach using an ultrawideband frequency domain radar with a transmitting and receiving Vivaldi antenna in the frequency range 0.8-4 GHz. The antenna characteristic coefficients are obtained through a calibration procedure by inversion of near-and far-field measurements with the antenna at different heights over a copper plane. For validating the model, measurements are performed with the antenna at different heights over a water layer with frequency-dependent electrical properties as described by the Debye model to account for relaxation effects. Inversions are performed to estimate the water layer thickness and antenna heights. The proposed radar characterization method, which in particular applies to planar layered media, is presently subject to Patent Application PCT/EP2012/055416 (WO 2012/130847 A1 -"Method and device for characterization of physical properties of a target volume by electromagnetic inspection" by Sébastien Lambot, Université catholique de Louvain, Belgium).
II. MODEL FORMULATION

A. Far-Field Model
In the far-field radar model of Lambot et al. [18] , which applies to planar layered media, a local plane wave field distribution is assumed for the backscattered field over the antenna aperture, and hence, an equivalent single electric dipole approximation holds for describing antenna radiation properties. Relying on the linearity of Maxwell's equations, wave propagation between the point source or field point and the radar transmission line reference plane is accounted for by means of complex, frequency-dependent global reflection and transmission coefficients (see Fig. 1 ). These characteristic coefficients determine the antenna and transmission line internal transmissions and reflections, and thereby antennamedium interactions. When the same antenna is simultaneously used as transmitter and receiver, the relation between the radar-measured field and the 3-D layered medium Green's function is described in the frequency domain as follows [18] :
where S(ω) is the radar signal expressed here as the ratio between the backscattered field b(ω) and incident field a(ω) at the radar transmission line reference plane, with ω being the angular frequency, R i (ω) is the global reflection coefficient of the antenna for fields incident from the radar reference plane onto the source point, corresponding to the free-space antenna response, T s,1 (ω) is the global transmission coefficient for fields incident from the field point onto the radar reference plane, T i,1 (ω) is the global transmission coefficient for fields incident from the radar reference plane onto the source point, and R s,1 (ω) is the global reflection coefficient for fields incident from the layered medium onto the field point. Subscript 1 denotes the index of the source point or field point, which reduces to 1 in the far-field model. The source-field point corresponds to the antenna phase center. The Green's function G ·· (ω) is defined as the scattered x-directed electric field E x,· (ω) at the field point for a unit-strength x-directed electric source J x,· situated at the same location. The Green's function is derived using a recursive scheme to compute the global reflection coefficients of the multilayered medium in the spectral domain [23] - [25] . The transformation back to the spatial domain is performed by evaluating numerically a semiinfinite integral, for which a fast procedure is applied [26] . The spatial-domain Green's function is defined as
where the spectral Green's function is
In this expression, J 0 and J 2 are, respectively, the first kind zero-and second-order Bessel's functions, ρ and θ are, respectively, the distance and angle in the x y-plane between the field and source points (referred to by the dots in G ·· , respectively), subscript 0 refers to the upper half-space (freespace), h 0 is the distance between the source/receiver points and the first medium interface, R TM and R TE are, respectively, the transverse magnetic (TM) and transverse electric (TE) global reflection coefficients accounting for all reflections in the multilayered medium, is the vertical wavenumber defined as = k 2 ρ − k 2 , while k 2 = ω 2 μ(ε − (j σ /ω)) with the magnetic permeability μ, dielectric permittivity ε, and electrical conductivity σ . For the free-space layer 0 (upper half-space), we have k 2 0 = (ω/c) 2 with c being the free-space wave velocity. In the far-field expression (1), we consider ρ = 0.
B. Near-Field Model
When the layered medium is situated in the near-field of the antenna, the planar field assumption over the antenna aperture Fig. 2 . Distribution of equivalent infinitesimal electric dipole point sources (J x,· ) and field points (E x,· ) in the x − y plane of a 3-D Cartesian system for modeling the radar antennas. Gray outlines: bowtie antennas as example to illustrate the interaction paths between antenna sources and the layered medium. Dashed lines: layered medium Green's functions from the sources to the receivers (G ·· ) and from the receivers, acting as secondary sources, to the receivers themselves (G 0 ·· ).
does not hold anymore and the scattered field distribution depends on the antenna-medium distance and medium properties. An efficient approach for producing the correct antenna radiation field and capture the scattered field distribution is to consider an equivalent set of infinitesimal electric dipoles ( J x,n , n = 1, . . . , N) for the source and a set of points (E x,m , m = 1, . . . , N) where the field is sampled for the receiver [16] , [17] , thereby resorting to the superposition principle. Fig. 2 represents an example of such model configuration, showing the infinitesimal electric sources located on a transmitting bowtie antenna and the field points located on the receiving counterpart. When the same antenna is simultaneously used as a transmitter and receiver, the source and field points are the same. The number of points to consider depends on the complexity of the scattered field distribution, which is intrinsically decomposed into a number of elementary distributions, i.e., local plane waves.
As for the far-field model described above, wave propagation between the point sources or field points and the radar transmission line reference plane can be accounted for by means of complex, frequency-dependent global reflection and transmission coefficients. The generalized model is depicted in Fig. 3 . Because of the scattered field antenna reflection coefficients, the field points act as well as point sources within infinite reflection loops. Although the part of mutual antenna coupling that depends on the medium is not explicitly included in the proposed model (only free-space coupling is physically described through T 0 ), it can be shown that it is implicitly accounted for through the linearity of Maxwell's equations. The antenna block diagram shown in Fig. 3 can be solved in a closed form in the frequency domain as the solution of a system of linear equations as follows:
GT i (4) with
and
where the different quantities are defined as in (1), with T 0 (ω) being the global transmission or reflection coefficient of the antenna in free space (referred to by subscript 0) for nonzero or zero-offset (T 0 (ω) = R i (ω)) source-receiver, respectively, G 0 ·· (ω) being the layered medium Green's functions for fields incident from the field points onto the field points themselves, I N being the N-order identity matrix, and superscript T denoting transpose. As the solution of a system of linear equations that solves the block diagram represented in Fig. 3 , (4) is expressed. When the number of source and receiver points limits to 1 (far-field, zero-offset configuration), (4) reduces to (1) and the block diagram shown in Fig. 3 reduces to the scheme of Fig. 1 .
C. Determination of the Antenna Characteristic Coefficients
The antennas global transmission coefficients T 0 (ω), T i,· (ω) and T s,· (ω), and reflection coefficients R s,· (ω) can be determined by solving (4) for known layered media for which the Green's functions G ·· (ω) and G 0 ·· (ω) can be calculated and the corresponding radar measurements S(ω) can be performed, thereby formulating an inverse problem that can be solved numerically. A practical configuration is to consider near-and far-field measurements with the antenna situated at different heights over a copper plane considered as a perfect electrical conductor. The size of the copper plane should be large enough so that it can be considered as an infinite plane. The antenna calibration inverse problem involves the optimization of a multidimensional objective function, the topography of which is relatively complex and thereby requires a specific optimization strategy that is outlined below.
The proposed optimization scheme is solved independently frequency per frequency and, for one specific frequency, relies on a progressive calibration using radar subdatasets. First, far-field measurements are used to determine the antenna coefficients assuming a single point source and field point [see (1) ]. This optimization problem is formulated analytically in a closed form in terms of a system of linear equations [27] , [28] . Subsequently, these coefficient values are used as initial guess for the near-field calibration procedure, and in particular, are uniformly distributed over the full set of antenna coefficients pertaining to the complete set of point sources and field points, thereby constituting an initial guess for the complete optimization problem. The initial guess for the transmission functions is T ·,· (ω) = T * ·,1 (ω)/N where T * ·,1 (ω) comes from the far-field model calibration [see (1) ] and N represents the number of source/field points. As the incident transmission coefficients T i,n (n = 1, . . . , N) are mathematically fully correlated to their scattering counterpart T s,n , only the product T i,n T s,n can be estimated, which thereby reduces the number of unknown functions to determine. It is worth noting that although the T 0 (ω) function is obtained from the far-field calibration, it can also be obtained from a free space measurement. This function is therefore known for the near-field calibration phase. The initial guess for the reflection functions is R s,· (ω) = R * s,1 (ω) where R * s,1 (ω) comes from the far-field model calibration. The symmetry of an antenna can be used to decrease the number of unknowns in the calibration inverse problem.
Once the initial guesses from the far-field calibration are determined, a subset of the near-field radar data pertaining to the highest heights is added to the initial far-field subset and the antenna coefficients are updated using local optimization (e.g., using Levenberg-Marquardt algorithm) to fit (4) to the new radar dataset. The procedure is repeated until the full radar dataset (down to an antenna height of zero) is used. The selection of the radar data subsets should be made such that the optimization algorithm progresses in the correct direction in the parameter space at each iteration. Thus, the height steps should be relatively small with respect to the wavelength to ensure proper convergence of the optimization procedure. The antenna heights should be known with a high level of accuracy, especially relative to each other. When the frequency step in the radar data is sufficiently small, the optimization procedure can be accelerated by using the solution from a previous frequency as initial guess to directly invert the full radar dataset. It is noteworthy that the antenna characteristic coefficients fully describe the antenna and do not depend on the medium. Theoretically, they should only be determined once for a specific transmitting-receiving antenna system.
D. Full-Wave Inversion
The properties of the layered medium can be retrieved by full-wave inversion through which the following objective function, formulated in the least squares sense, is minimized
where S * = S(ω) and S = S(ω, b) are the vectors containing, respectively, the observed and simulated radar data, C is the measurement error covariance matrix, and b = [ε n , σ n , h n ] with n = 1, . . . , N is the vector of unknowns. The radar data vectors are arranged versus frequency. Since the radar data are complex valued, the difference between observed and modeled data is expressed by the amplitude of the errors in the complex plane. In this paper, the objective function (10) was minimized using the global multilevel coordinate search algorithm [29] combined sequentially with the classical Nelder-Mead simplex algorithm [30] . Depending on the unknowns to estimate and information content in the radar data, the topography of the objective function to optimize may be relatively complex and the inverse problem may be ill posed. Inversion can be performed equivalently either in the frequency domain or in the time domain, the choice of which depending on an eventual frequency or time filter to apply (see [27] ). Inversion in the frequency domain is inherently faster as it avoids the inverse Fourier transform operation.
III. RADAR SETUP AND MODEL CONFIGURATION
The radar is set up using a vector network analyzer (ZVRE, Rohde & Schwarz, Munich, Germany) as stepped-frequency continuous-wave system. A single homemade Vivaldi antenna is used as zero-offset, transmitter, and receiver system (see Fig. 4 ). The antenna has an aperture of 24 cm and a height of 20 cm. Measurements are performed in the frequency range 0.8-4.0 GHz, with a frequency step of 8 MHz, resulting in 401 different frequencies. We calibrated the vector network analyzer at the connection between the antenna feed point and the coaxial cable using a standard open-short-match calibration kit.
The antenna is modeled using an equivalent set of eight point sources, corresponding as well to the field points given the zero-offset configuration, evenly distributed along a line situated at the far-field phase center height (see Fig. 5 ). Symmetry of the antenna is assumed, which reduces the number of complex unknowns in the antenna calibration inverse problem. Modeling the antenna using eight points source and receiver, resulting in eight complex unknowns per frequency assuming antenna symmetry, appeared to be an optimal tradeoff between modeling accuracy and modeling computation time (results not shown). The computation time for antenna calibration was about 10 min/frequency using a single 2.83-GHz processor. 
IV. ANTENNA CHARACTERISTIC COEFFICIENTS
To calibrate the Vivaldi antenna, measurements are performed with the antenna at 100 different heights in both the near-and far-fields (h 0 = 0-0.76 m) over a 3 × 3 m 2 copper sheet assumed as a PEC (see Fig. 4 ). The corresponding Green's functions are calculated and (4) is inverted following the procedure described in Section II-C to calculate the antenna characteristic coefficients. Once these coefficients are known, (4) can be used to simulate the radar data for any layered medium configuration. Fig. 6 shows the measured and modeled radar data, expressed in the time domain [s(t) = IFFT(S(ω))], over the copper sheet. The antenna internal reflections can be clearly observed at early times as well as the copper sheet reflection that appears at larger times for increasing heights (h 0 ). A first-order multiple between the antenna and the copper sheet can also be observed. The measured and modeled data agree remarkably well, with differences in terms of signal amplitude that are less than 4% and a correlation coefficient of r = 0.99934. The observed errors are not specifically larger in the near-field than in the farfield. They may partly be attributed to the differences between the actual and measured h 0 values and the nonperfect electrical connections between the copper sheets making the full 3×3 m plane. Fig. 7 shows the amplitude and phase of the global transmission and reflection coefficients as a function of frequency. The T 0 function is estimated from the far-field measurements above the copper plane by inversion of (1). The T 0 function derived in that way closely corresponds, as theoretically expected, to the free space measurement [see Fig. 7(a) ]. The function shows a smooth variation with respect to frequency, presenting oscillations in the amplitude that correspond to antenna internal reflections (see the time-domain counterpart at early times in Fig. 6 ). The amplitude of the transmission coefficient functions T i,· (considered here as the square root of the estimated products T i,· T s,· ) shows a relatively smooth and oscillating behavior. All four functions have a similar amplitude, showing that all points on the antenna aperture contribute with the same importance to the antenna radiation, depending on frequency. The phase variation with frequency is nearly linear, showing that the antenna is not significantly dispersive. The global reflection coefficients R s,· also present a relatively smooth behavior, with larger differences between the source and receiver points compared with the transmission functions. The smoothness of all functions strengthens the physical consistency of the calibration as each frequency constitutes an independent calibration problem in this example.
V. MODEL VALIDATION: WATER MEASUREMENTS
Measurements are performed with the antenna at different heights above a 5-cm-thick and 3 × 3 m area water layer for validating the proposed model (see Fig. 5 ). A copper plane is used as bottom boundary condition. Water is of particular interest as a validating medium as it is a homogeneous medium with frequency-dependent electrical properties that also depend on salinity and temperature, thereby constituting a well-known medium but with relatively complex properties in that frequency range (0.8-4 GHz). We use the Debye model [31] for describing the frequency dependence of free water electrical properties with parameterizations as provided by [32] and [33] for the complex permittivity values and relaxation time. The water temperature is 17.2 • C and its dc electrical conductivity is 0.0806 S/m. The computation time for a forward run of the near-field model is about 1-3 s for the 401 frequencies using a single 2.83-GHz processor. The computation time depends on the particular model configurations. Fig. 8 shows, in both the frequency and time domains, the measured and modeled radar data for measurements collected with the antenna at three different heights (0.00, 9.86, and 710.00 mm) above the water layer. The modeled data are obtained by model inversion with only the water thickness and antenna height as unknowns. Other parameters are fixed to their theoretical value as described above. For all heights, a remarkably high accuracy is achieved by the model to describe the measurements, especially for heights larger than around 10 mm. For h 0 = 0 mm, some differences can be observed. These may be attributed to the high sensitivity of the measurements with respect to height in this short range and the limited accuracy in height measurement (around 1 mm) achieved with the present experimental setup. For the largest heights, the reflection at the surface of the water is well decoupled from the antenna internal reflections and antenna-medium coupling and appears around 7 ns. For other heights, the water surface reflection is also visible, but mixed together with the antenna internal reflections and antenna-medium coupling. The copper sheet is expected to be visible around 3 ns after the water surface reflection, but it cannot be discerned from the antenna interferences in that short range because of the multiple reflections as well as wave attenuation within water. Fig. 9 shows the inverted antenna heights h 0 and water layer thickness h 1 as a function of the actual antenna heights (measured). For all antenna heights, inversions permitted to properly retrieve actual heights. Some discrepancies can be observed, especially for lower antenna heights, which may be attributed to both a possible decreased sensitivity in the inversion process (antenna internal reflections and medium reflections are coupled) and larger modeling errors. In general, the inversion accuracy in terms of height is comparable to the accuracy for the measurement of the actual heights (< 1 mm).
VI. CONCLUSION
We proposed a novel closed-form equation for modeling near-field radar measurements over planar layered media, which included in particular the antenna effects and its interactions with the medium. The model relied on a plane wave decomposition and global transmission and reflection coefficients that are characteristic to the antenna, thereby providing an intrinsic antenna representation and effective way that takes maximum benefit from the linearity of Maxwell's equations for fast computing. A Vivaldi antenna was calibrated using this method and the model showed an unprecedented accuracy to reproduce both near-field and far-field measurements over a water layer bounded by a copper sheet. A major advantage compared with numerical methods is that only minimal information regarding the antenna geometry is required for proper modeling. We referred to Lambot et al. [34] for an example of application using a time-domain GPR equipped with bowtie transmitting and receiving antennas. These results showed the great promise for planar material property retrieval through full-wave inversion. Future research will focus on a deeper analysis of the antenna calibration inverse problem, in particular to address more complex antenna systems such as antenna arrays.
