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1. INTRODUCTION 
The r moduli of smoothness of a function are defined in terms of the dif- 
ferences dhf(x) -f(x + h) -f(~) and d;f(x) 5 d,(d;l- ‘f(x)) by 
%(A l) = suP.x,h <f IA;f(x)l. For continuous functions J’(x) on [a, b], 
DeVore [4, p. 2531 proved that sup, 1 dinJ(x)l d Mh;, for some CI < 2, and 
a fixed sequence {A,} satisfying h, = o( 1) and 1 < (h,/h,+ ,) < A4 implies 
I Aif d Mh”, for all h and x (such that [x, x + 2h] c [a, b]). For L,(R) 
or L,(R+), 16pd co, a similar theorem was proved by the author [S] 
where // dif 11 LP replaces the corresponding expression in L, norm. 
Freud [7] proved for L,(T) (T= [ - rr, rr] for periodic fucntions) that 
11 d;ltiJ II L2 = 0(/z;), for a sequence h,, as above, implies 11 d;lf 11 L2 = O(P). 
This theorem was generalized to L,(R) and L,(T) by Boman [ 11, and 
recently, the theorem was proved by Totik [ 121 for L,[a, h], 1 <p < XI. 
The condition 1 6 (lz,/h ,, + ,) < K is necessary, as there are examples to 
show that if 1 < (h,,/h,, + , ) < K fails, the implication is no longer valid. For 
functions in C(R) the condition was imposed on ( d;I,,f(x)l , for all x (and 
natural analogous restrictions were imposed in other spaces). It will be our 
goal to show how this condition can be relaxed and how we can replace 
the information on Id;J(x)l by information on ~d~,,,f(~,,+kh,,)I, with t,, 
any fixed sequence of reals, h,, a fixed sequence with the conditions above, 
and k = 0, + 1, + 2,.... In fact the sequence g,, is an added degree of freedom 
that we have in some cases and not an added requirement. In general, an 
added requirement is imposed on f(x) except in the cases h,, = Kl-’ and 
t,, = ~1. In the case h,, = 2-“, r,, = 0, and ,f~ C[O, 11, the equivalence 
between supoS,G2flPr Id;-,,f’(i/2”)1 <A42 “’ and I/d;,f/I,.Co,,-r,r,~Mlh” 
was established by Ciesielski [3] using orthogonal spline systems. 
For proving that (d;,Jf(kh,,)I = Cl(&) where [kh,,, (k + r) h,,] c [a, h] 
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implies 1 d;,f’(s)l 6 Mh” where [.u. .Y + rh] c [u, h], we will have to make a 
concession on A,,; we assume /I,, = KI ” with <,, = II and K= (h -rr)!i 
(wherej is an integer). This is needed in our proof that involves an exten- 
sion theorem. That is, we construct a function x(.x) on a bigger interval 
which is equal to J”(X) in the given interval and for which id;~(kh,,)j 
everywhere is of the same order of magnitude as /A;,,? f’(kh,,)l, for those k 
for which ,f(kh,,) is defined. 
In order to facilitate our proof we will prove an approximation theorem 
about a specific Cardinal B spline approximation that will satisfy estimates 
on its rate of convergence and on its derivatives. 
2. CARDINAL B SPLINE APPROXIMATION USING DISCRETE DATA 
In order to prove our main theorem we will need an approximation 
theorem of a certain type. To introduce our approximation operator we 
real1 the B spline of order k with equidistant knots supported by 
[-(k/2) h, (k/2) h] given by N(k, h, t) = N(k, t/h) and N(k, t) = G,(t) = 
G,*GkP,(t)=jXr G,(x)G,~~,(r-.u)&, where G,(r)= I for ItI <$ and 
G,(t) = 0 elsewhere. The Schoenberg variation diminishing B spline with 
equidistant knots starting at < is given by 
S,((, k,f; t) = xJ’(ih + 5) N(k, h, t - ih - 0. (2.1) 
It is well known that S,([,,fi k; t) is of norm 1 as an operator on C(R), 
which for any h is the identity on the functions 1 and x. It is an 
approximation operator using data at the points z’h + 5. We also have: 
LEMMA 2.1. For u polynomial p(x) of degree m <k - 1, S,(t, k, p; t) - 
p(t) = q(t), where q(t) is u polynomial qf degree m - 2 or q(t) = 0 if 
m-2<0. 
Proof: We may choose p(t) = t”‘. We observe that by (see [2, p. 1381 or 
[S, p. 1361) using the formula for derivatives of B splines, we have 
=~~~(ill+S)IN(k-l,h,i~rh-t)~N(k-l.h,1-(i-~)~-~)} 
=kxj*f((i- 1)h +t)N(k-l,h,r-ih-0 
I 
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and therefore 
which is valid at every point except in the case m = k - 1, when the 
derivative above is valid only for t # t + ih for any integer i. Recalling that 
A~f” = m!h” and that m - 1 derivatives of S,(t, k,f, t) are continuous if 
m d k - 1, we have (d/dt)” p(t) - (dint)” S,(& k, p; t) = 0, and we have 
proved that q(r) is of degree m - 1 or q(t) = 0 if m - 1 < 0. Using the 
linearity of S,,(<, k,f; t), the fact that forf(x) = (x-t)“, S,(t, k,f, t) is odd 
or even as a function of (t - 0 if m is an odd or an even integer, and the 
results that we have already proved for smaller integers than m, we com- 
plete the proof. 
We are now in a position to define the general approximation operator 
Sh., : 
(2.2) 
where s!,(& k,Jj t) = S,,(t, k, SL ‘; t) and SL(5, k,f; t) E S,(L k,f; t). 
LEMMA 2.2. As an operator on C(R), we have 
II S,,,(t, k.f; t)ll 6 2’- 1, 
and for a polynomial p(t) of degree m, m < min( 2r, k), 
(2.3) 
S,,,,tL k P; t) -p(t) = 0. (2.4) 
Prooj Using the definition of Sh.r and II Sh 11 6 1 as an operator from 
C(R) to C(R), we derive (2.3). Formula (2.4) is simply the r iterate of 
Lemma 2.1. 
The desired approximation operator will be S,J<, k,f; t) for which with 
k > 2r we will prove: 
THEOREM 2.3. For k > 2r, we have 
/I s,,r(t, kf, t) -f ([)I1 C‘(R) d K%(f, h) 
and locally 
I/ s/,,,(~~ kfi 2) -f(t)11 C[u,b] d K sup Iv1 <h I A;‘f (XII> 
a-LhCr<b+Lh 
where K and L depend on r and k but not on A h, or 5. 
118 Z. DITZIAN 
Remark. A formula that will recover polynomials of certain order and 
therefore from which a theorem like 2.3 is possible has been proved (see [7, 
p. 2181) but the data there about the function is not compatible with our 
requirement here. 
Proof of Theorem 2.3. For f E CZr, we have 
as S,,,([, k,J; t) is a projection on polynomial of degree <2r, we have 
I S,.,(k k.f, t) -f(t)) 
=-!- lS,,,,(L k, (t-. ,2rf‘““(i(., t); t)l 
(2r)! 
max I .f’2’J(i)I .Si,(<, k, (t -. )I’, t), 
where I, = [t - lkh/2, t + lkh/2] 
Therefore, we have 
We can now write 
The known estimates (similar to [ 11, p. 1631) are 
and 
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The above estimates for Jpr) and f-f,, can be deduced from computation 
done elsewhere but are easy to deduce directly from the definition of fh. 
Combining the estimates of 1 f - fh 1 and f p’) with the above, we get 
I Srdl> kf; t) -f(t)1 d I S/J& k,f -.f,,; t)l + I .f/,(t) -f (t)l 
+ I S,,r(5> krf,,, t) -f/z(t)1 
and complete the proof using Lemma 2.2 and the definition on the modulus 
of continuity. We can observe that 
and that L 6 (rk/2) + r, but these constants are not important for later 
proofs. 
3. THE MAIN THEOREM WITH THE RESTRICTION f ELIPB 
The main theorem will be proved below for functions on R first. 
THEOREM 3.1. For .f~ C(R) satisfying I A, f (x)1 6 Khp, ,for some /? and 
K, the condition (A; f (r, + kh,)l < Kh:, where c( <m for*all k, a sequence h, 
satisfying h, = o( 1) and 1 < (h,/h,, + , ) d M, and some sequence 5, of reuls 
implies I ATJ‘(x)l <K, h”, for all x and all h. 
Proof. We choose r such that 2r 3 m + 1 and use the approximation 
operator Sh,JSn, 2r, f; t). From Theorem 2.3, 
II Sh,.ASn, 2r,f; t)-f(t)11 d Mo,,(f, 4,) GM. 22rpmq,(L h,). (3.1) 
Using the definition of Sh,,r, we have 
I( > f M Sh,.ASn, 2rJi t) < i 1-,_,(;)1(~)“s:.(~~,2r.~t)(. 
Observing that 
s&(tn, 2r,f, t) = c 
((1 
1 Mj(l)f (g, + (i+j) h,) 
> 
N(2r, h,, t - ih, - t,), 
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where cc,(l) 3 0, C,E;(~) = 1, for / .j 1 d (I ~ 1) r, we have 
i> 
f n1 conk> 2r,,fi t) 
=h,mx C~i(l)d~~f’(~,,+(i-m+j)h,) 
! 
N(2r-m,h,,t-ih,-<,,) 
1 / 
(3.2) 
and therefore 
We have now 
from which, using (3.1) and (3.3), 
‘hqK+kh,,)l 
k 
We will show under the assumption on f that an equation of the 
type (3.4) for r 6 m implies that for f(x) E Lip /3, i.e., I A? f(t)1 6 Chp, for 
some b, that I ATf(x)l d K, h”. One can choose a subsequence I], of h, 
which satisfies 1 < T, < (q,/qll + 1 ) < T, < cc (for T, and T, big enough). We 
now have for some n, v,! <h d v,~ , , 
ld;:f(t)lbAwm(f,vn)+B t “‘11” 
0 n 
<A’o,,(f, yI +,) + B 0 ; n m r: + B ‘C’ (yjrn A%+,. /=I 
Choosing T, and then T2 such that AIT? < 1 and therefore A/T; < 1, we 
have A’w,,,(~, ye, + ,,) 6 C( A/T?)” hp d C( A/T!)‘. 
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For s big enough such that A”w,(f, v~+~) <M1ha, we have 
s-l 
dM,h”+Bq-*h”+BTy 1 AjT;J”q; 
j:= 1 
< h”(M, + BTy-” + BT;l(l/l - (A/T:))), 
and the last expression does not depend on s. This completes the proof, 
THEOREM 3.2. For f~ Lip fl in [a, 61, for some p > 0 (and therefore 
f~ C[a, b]), ldcf(4, + kh,)l d Kh;, for some c(, c1 dm, and all k and n 
such that [r,, + kh,, i’,, + (k + m) h,] c [a, b], where the sequence h, and 
5, are those of Theorem 3.1, implies /drf(x)l 6 K, h’, for all h and x 
satisfying [x, x + mh] c [a + Th, b - Th], where T is independent off, h 
(but T depends on m), and K, is that of Theorem 3.1. 
Remark. Actually Theorem 3.2 contains Theorem 3.1 but the present 
arrangement may help clarify the proof. 
Proof of Theorem 3.2. We follow the proof of Theorem 3.1 with special 
care in some of the steps involving the domain supporting the 
approximation process. For the main inequality (3.1) we have 
SUP IAE'f(t)l 
,,1+ mh E ral.h, 1 
d Aw,(f; h,,, [a, - Lh,, b, + Lh,]) + B 
where %Af, h,, Cal - Lh,,, a2 + Lhl) = ~~~~~~~ { I Ayf (x)1 ; [x, x + tp] = 
[a, - Lh,, b, + Lh,]}. We choose now qn as in the proof of Theorem 3.1, 
and because of their geometric progression the result will be valid if 
GUI -L, C/“=, ql, b, + L, Cz, q,] = [a, b], for L, =max(L, 2r + 11. Recall 
now that L, C,“=, ~~6 L,q, C,“=, (l/T,)‘-‘= L,(T,/T, - 1) vn=L2qn. In 
other words, choosing a, = a + 2L, h and 6, = b - 2L, h will do. The rest of 
the proof follows that of Theorem 3.1 exactly. 
4. RELAXING THE CONDITION f ELIP fi 
In this section we will show how the a priori assumption f E Lip fl, for 
some p > 0, can be proved by imposing a different condition on f or on the 
sequence. We will need first the next two lemmas. 
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LEMMA 4.1. For f’~ L.(R), I A;f(4,, + &)I 6 Kh,: implies 
1 Ah,f(t,, + kh,)l d AK”‘“hE;” 11 ,f II;>, (‘#‘nJ, wlhere A is independent of,/; <,,. 
und h,,, and therefore 1 A,,n f (c,, + kh,,)l < K, h;“‘. 
Proof: This is a lemma on sequences in I, (Z) for the sequence 
ak =f (5, + kh,) and obtaining a Kolmogorov-type inequality there. In an 
earlier paper [6] estimates were given for the constant A which yield the 
existence of such constants. 
LEMMA 4.2. Zf fEL,[a,h], iA;f(t,+kh,)l<Kh;, where [r,+kh,, 
<,+(k+m)h,]c[a,b] implies iAh,f(5,+kh,)16Kzh~l’“, where a,= 
minta, 1) for [5,, + kh,, 5, + (k + 1) h,] c [a, b] and h, d (b - a)/6m. 
Proof: First, we observe that Lemma 4.1 is valid on [a, co) or (- CC, h] 
using the result of [6] for f,(N) rather than for I,(Z). To prove 
the result for [a, b], we multiply f by g,(x), where g,(x) = 1 for a<xd 
(a+2h)/3, g,(x)=0 for (a+ 5b)/6<x< co, and is defined linearly 
elsewhere. For 4,(-x) = ,fg,, lA;;#,(L +kh,)l d I A;,.f(t,, + kh,,)l + 
I Ahn s,(L + 4,)l C II .f II d KhZ + (h,,/6(h - a))C II .f Il. 4, is now defined in 
[a, ~8) and we obtain the estimate for I Ah,d,(<,l + kh,,)l. Similarly, we can 
derive the estimate for 4z =,f. gl, where g?(x) = 1 for (2a + h)/3 d x 6 h, 
g2(.u) = 0 for ~ CE < x d (5~ + h)/6, and is defined linearly elsewhere. 
Therefore I A,+qS,([,,+ kh,,)l is bounded by C,h,:l”’ and hence 
IAh,,f(i’,,+khJ <2C,h,:““‘. 
Remark. For our needs it does not matter that a,/~1 replaces a/m since 
all that matters is that the condition is valid for some p > 0. 
LEMMA 4.3. If f is locally monotonic, that is ,for .some fixed d in any 
interval of length d there is at most one change of direction, then 
IA;f(<,+kh,)l <Kh;, for h,, satisfying 1 dh,/h,,+,<M, implies 
(A,, f (x)1 < K,h*‘“. If the condition I A; f(i’,l + kh,)l < Kh; and local 
monotonicity is given in [a, h], they imply I A,, f(x)1 < KZha”“‘, for 
[x, x + h] c [a, b], where CI, = min( 1, cz). 
Proof: We restrict ourselves to the case in which the conditions are 
given on R since in the other case the proof is similar. Using Lemma 4.1, 
we have lAhnf(4,,+khn)l dK,h, n!m E K, ha. We construct a subsequence of 
h,, ye, satisfying 1 < T, < (v,/Y]~+ ,) d T2 < z, with T, 3 2. 
Given two points x and I?, x <y, we may assume that there is no change 
of direction between them, otherwise (if there is a change of direction 
at 0, we may write the estimate I,f(x)-f(y)1 <max(I f(x)-,f([)l, 
/ f(y)-f(i)l). We estimate separately I f(x)-f((x+y)/2)1 and 
I ,f( y) -f((x +p)/2)1 (using the knowledge that f is monotonic around 
(x+y)/2). We choose n such that v,~ < (l/2)1 x--y) < qn , and integers 
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k(n) and l(n) such that x d 5, + k(n) yl, < (x +y)/2 < t,, + f(n) v],, and 
the integers k(n) and I(n) are minimal satisfying it. We have 
lfb-“f((X+Y)/2)1 G I4+k(~)l~m!+l f(-~)-f(L+4n)v,*)l G 
(CT,] + 2) K, Y$ + I f(x) -f(t, + k(n) q,)] . Continuing the process with 
[x, 5, + k(n) q,] whose length is smaller than q,, we have 
<(T,+2) K,r]; ‘f 2-“‘6K, lx-yl” 
r=l 
which completes the proof. 
More useful, in particular for Section 8, is the following lemma. 
LEMMA 4.4. If f(x) is locally absolutely continuous and 
I A; f (<, + kh,)( < Kh:, for 1 d h,/h,+, < M, then f E Lip(cl/nz). If the con- 
dition I Ag,f(<, + kh,)l is given in [a, b], then f~ Lip(r,/m) there. 
Prooj We will follow partly the proof of Lemma 4.3. We have 
( A,n f (t,, + kh,)l < K, h!, for the k’s in question and /? = x,/m, and choose a 
subsequence q,, of h,, such that 1 < T, d q,,/q,, + , < T, < a, where T, > 3”“. 
For x <y, we choose n such that q,, < / x - y I d q,, , and integers k,(n) and 
k,(n) such that x d <,, + k,(n) yII < <,, + kz(n) q,? <J, where k,(n) is minimal 
and k,(n) is maximal satisfying the above. Obviously, I Y(X) -.f( y:)I < 
lJ‘(,~)-.f(5,+kl(n)rll,)l + Ik2(n)-kL(n)lK,vII+ l.f‘(r,,+kz(n)~,I)-.f(r)l. 
We have lk,(n)-kAn)l d TI and I.Y-ir,,-kI(n)v,,I + 
I y - i”, - k,(n) yl,? (< 2~,,. We now find 6 such that for C:=, 1 i, - zil < 6, 
5~cZiGit+ls we have xi=, I,f([,)-,f(z,)l <h/j, where h=l.-1’1. We 
continue the above process with the two intervals left. We obtain 
If(-x)-f(r)lG 7',K,($+h P 
total length 49,, + ,6 4~7,:: , . 
J1 + I ) + Z, where I is a sum on four intervals of 
In general, after 1 steps, 
I f(x-.f'(y)l <T,K,(uf+ ... $2’~” ,)+ I) + I(4 d K,lljj + I(43 
whereZ(I)=Cfi, I J'(i,)-.f'(zi)l,C Ii,-~,(<2’+‘g,,+~.Since T,>3’“[‘>3, 
C 1 ii- zil < 2’3 $, and smaller than 6 for sufficiently big I, we have 
if(x)-f(y)1 < {2T, K, + 1) h”, where h= /x-yl. 
LEMMA 4.5. If <,, = r and h, = BI-“, for a fixed integer I, f~ C(R) and 
I AT f (< + kh,)l d Kh: implies I Ah f (x)1 < K,h”l”. In case the assumption 
above is given in an interval, then I A, f (x)1 < K,hzll” there. 
Prooj We have to choose the points appropriately, but because t, = 5 
and h,=BI-“, we fit [i-kBI~“=~+klBl~“~ ‘, and therefore we have in 
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the proof of the last lemma only two intervals left at any stage and 
therefore continuity is sufficient. 
We are now able to deduce the following as corollaries. 
THEOREM 4.6. For f (x) locally monotonic and continuous or .f (x) locally 
ahsolutel~* continuous, the implications of Theorem 4.1 and 4.2 are v&id 
without the a priori assumption that f (x) E Lip 8. 
THEOREM 4.7. For r,, = 4 und h, = Kl~ “, the implications qf 
Theorems 4.1 and 4.2 are valid without the a priori assumption that 
f(x) E Lip j. 
5. FURTHER CASES 
In this section we will achieve as corollaries of the theorems in Sections 3 
and 4 further results first on periodic functions and then for the second dif- 
ference on an interval or on R +. 
THEOREM 5.1. For f E C( T), continuous functions with period 271, the con- 
dition /AL f (kh,)l < Kh:, a<m, h,= (2x/r) I--” (with some integer r), 
implies 1 A7 f (.~)I 6 K, h”, for all x and h. 
Proqf: We use the results from Theorems 3.2 and 4.7 on (-6, 27~ + 6) 
and the periodicity to obtain this corollary. 
For m = 2 and ,fe C(R +), we can obtain the following result. 
THEOREM 5.2. Suppose h,, is as given in Theorem 3.1, Idi0 f (kh,)l d Mh; 
and f satisfies one of the following conditions: (a) ,f‘E Lip b in R+, (h) 
f E C( R + ) and ,f (x) is locally monotonic, (c) ,f (x) is absolutely continuous. 
Then /A~f(x)l<M,h”,,forallxER+ andh>O. Ifh,,=Al “, theninstead 
qf (a), (b), or (c), we just assume thutf’g C(R’ ) and still I Ai f (x)1 6 M, h”, 
,for all x E R+ and h > 0. 
Remark. Theorems 3.2, 4.6, and 4.7 would imply the validity of this 
theorem for x E [6, cc ) and h > 0. 
Proof We define f (x) in ( - ‘;c, 0) as f (0) - (f ( -x) -f (0)) and obtain, 
for all k, I Ai” f (kh,)l < Mh; in R and therefore I Ai f (x)1 <M, h”, for all x. 
But for x3 0 the new function coincides with the function in the theorem. 
THEOREM 5.3. For f(x) E C[O, 1 ] und h, = I ‘I, the condition 
( Ainf(kh,,)l d Mh:, for k = 0, l,..., I” - 2 and all n, implies I Ai f (x)1 < M, h”, 
for x, x + 2h E [0, 11. 
Proof: We define g(x) =,f (x) -f (0)( 1 -x)-f (1) x, ,for x E [0, 11, 
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g(x) = -g( -x), for .Y E [ - 1, 01, and g(x) = g(x + 2k), elsewhere (see 
Timan [ 111). The function g satisfies 1 din g(kh,)l < M/I;, and therefore 
I LIP g(x)1 <M/z”, for all x and h, but in [IO, 11, I dif(x)l = 1 LIJ?, g(x)l. 
For higher differences this theorem would be generalized with a substan- 
tial amount of work. 
6. AN EXTENSION THEOREM 
In order to prove a result like Theorem 3.1 or Theorem 4.7 for differences 
of order r > 2 on an interval [a, b] or R+, we will need an extension 
theorem. An extension theorem would provide a function g identical with 
,j’(.~) inside the interval or in R+, satisfying an estimate on I A;?,, g(kh,,)l 
similar to that on Id;,Jf(kh,,)I but in a bigger interval or in R. An extension 
theorem that uses derivatives rather than differences is the well-known 
Whitney extension theorem (see, for instance, [lo]). For differences given 
at all points X, an extension theorem was achieved using Stekelov-type 
integrals and the Whitney extension theorem [9]. Here the proof would be 
different as only data on kh,, are used. 
THEOREM 6.1. Suppose ,f‘(x) E C[O, A] f& which 1 Al;_,f(k2~“)I 6 
M2 ‘I’, for (k + m) 2 ” <A, Mshere k is a positive integer and a is not an 
integer unless z =m. Then wle can construct g(x)E C[ -A, A] such that 
/A;! n g(k2 “)I < K2 -“‘, where K depends only on m, CI, M, B = 
sup,,,, I f‘(k2-“)I and A. 
Remark. Dependence on A stems only from our construction. This 
restriction could have been removed (with some additional work) but for 
our purposes there is no need for this improvement. It is the distinction 
between Lipschitz and Zygmund classes that causes the restriction “IX is not 
an integer unless 2 = m.” 
Proof: We first assume m - 1 <a < m. Using the known result [ 11, 
p. 1051, we have 
d~~~‘,f(.u)-22”‘~‘d;:‘.~‘,f.(x)=”~2 m!f’ (m;l)d:/(+vh). 
v=o [I=“+ I 
We substitute h = 2 --‘I and x = 0 and multiply both sides by (2”- I)‘- ’ to 
get 
I 2”” i “(“~“d~~~~,,~(o)-2(m~‘)“d~~~‘S(O)I 
<2lm-l,n m-l - max Jdy ..f(k2-“)l 
2 
m-l 
<- 2 M. 2-“(1- m+ 1). 
From this behaviour we may deduce that lim,,~, 2’“’ ““LI;! j./(O) E 
cm I exists. An estimate for c’,,, , is given by 1 C,,, , / < 
12 (‘np’)“‘mm’ “Al,“;!,f‘(O)l +((m- 1)/2)M2 I” ‘12(1j(j -7 ‘+“’ ‘)),and/ 
is chosen SO that 2 “’ ’ ’ ‘IYI < A or’ / C,,, , 1 6 K,,, , , with-K,,, , satisfying 
what K of our theorem is supposed to satisfy. We now examine in 
[0, A] the function g,, , (.v) =.f(.u) ~ ( 1 l(nz - 1 )! ) C’,,, , X” ‘_ Obviously, 
A;‘,,, gn, I (k/2”) = ~l’;1~~,f(k/2”) for k = 0, l,.... Moreover. 
where K,,, ,( 1) depends on m, SI, M, B, and A. We also see that for 
other k (that can be chosen as k < m), we have 1 A’,“,, I g,,, ,(k/2”)1 < 
(Km- ,(l)+kM)2 'I'. Since 4;!,,,4(1/2”) = A’;2,,‘qS((/+ 1 )/2”)-A;“,,,‘&1/2”), 
for any q5, we have 
I 4;"~ ' g,,, ,((lt 1 )/2”)1 6 I A',"2n' g,,, ,(li2")l + / ~V,"~ng,,, ,(1./2")1, 
which implies I A& ’ g,,, ,(k/2”)1 6 (K,,, , (1 ) + kM) 2 -~‘I’. We continue 
now to establish C,,, 2 using the same method. We just have to consider 
now A;’ ,, ’ g,,, ,(kj2”), for k 6m- 1, and define g,, 2(,~)=,f’(U~)- 
(C,,, ,/(m ~ 1 )!) x”’ ’ - (C,,, ,i’(m - 2)!) .Y’+ ‘. The constant C’, z is 
bounded by a constant that depends on m, c(, M, B, and A like K of our 
theorem. Also A;:,,’ g, z(x) = A’;2fl I g,,, ,(.x) and I A;;,,2 g,,, ?(O)/ < 
K nr ~ J 1 ) 2 ‘I’, with’K,,, 2( 1) depending on the same constants as K,,, , and 
K ,), , ( 1). Moreover, 
I A;“g2 g,,, ,(k/2”)1 < (K,,, ?( 1 ) + m(K,,, ,( 1 ) + nzM)) 2 ‘I’, for li < 171. 
We continue and finally obtain go(x) -f(x) - C;‘=,,’ C,( l//!) X’, 
and R”(X) satisfies / A’;;2,r g,(k/2”)1 = I A;“,,,J‘(k/2”)I d M2 -~‘I’ and 
I A/, 2” Sol < ~2 ‘In, for 0 d I< m and k d m. We now define the new 
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function g,(x) =g,,(x), for O<x< A, and g,(x) =O, for x<O. We now 
examine A’,‘;,, g,(k/2”); for k 30 the estimate is known; and for k<O, 
I A;“,,, g,(k,P)l 6 2 (‘,‘)I g,(l+ k/T’)1 d 2”’ ,g;“, I g,(iP”)l 
/= 0 
6 2”‘K,,2 ‘IX. 
We make a final adjustment to our constants and function writing 
g(x) =g,(x) + xy=;l’ C,( l/1!) I’ in [-A, A] and complete our theorem for 
the case m - 1 < r < m. 
If we do not have m - 1 < x <m or, in other words, CI <m - 1 (LY cannot 
be an integer in this case), then we show that I d’I’_;; ‘J‘(k/2”)1 < K2-““, for 
0 d k <k,,. This is shown by a Marchaud-type proof, but here we have an 
added difficulty for k which is odd, that is, not a multiple of 2. We can 
write A’,:;, ’ ,f(k/2”) = A’,“-;; ‘(2[k/2]/2”), for even k, or .4;~; ’ J’(k/2”) = 
-A;‘-,, ‘,f( 2 [k/21/2”) + A;’ ,,.f’(2[k/2]/2”), for odd k. Estimating 
AI;~, ’ ,f(2[k/2]/2”), we have 
A;: n ’ .f( 2 [k/21/2”) 
=2 “‘+‘A;‘,!,f‘([kj2]/2”~‘) 
$2 “‘+““zl m,f’ (m,i1)A;i.,/(([k,2]2+v)2-“). 
I=0 ,i= v+ I 
Therefore 
and this inequality would lead to 1 A:” mm ‘f’(k/2”)l < M, 2 pna, if m - 1 > c[, 
following the proof of Marchaud’s -inequality (see, for instance, [ 11, 
pp. 10551063). 
Actually, the fact that the sequence was 2 P)l of K. 2-” can be changed to 
Kl ‘I, 1 integer, for any integer, and we obtain the following theorem. 
THEOREM 6.2. If’ h,, = Cl-“, f’~ C[O, A], and I A;f(kh,)l <Mh; in 
[0, A], and either M = m or a is not an integer, then we can extend f to a 
function g such that g(x)=f(x) in [0, A], g(x) C[ -A, A], and 
l~X;,g(kll,,)l CMh,:for Ckh,, (k+m)h,,l= [--A, Al. 
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For the proof which does not require much more than the proof of 6.1 
but is much messier, we use Timan [ 11, p. 1031: 
and therefore 
Substituting x = Ck/l” and h = C,ll”, we can follow the steps of the proof 
almost word for word, only the formulae will be substantially more com- 
plicated. 
7. M~DULI OF CONTINUITY IN AN INTERVAL AND ON R’ 
We can now deduce the result in an interval or in R +. 
THEOREM 7.1. [~‘J’E C( R+ ), h,, = Cl ‘I, ,fiw some integer 1, and 
I A;:j-(kh,,)l 6 Ml ‘I’, ,fiw h = 0, 1, 2 ,..., 
Inhere either c( = m or 2 is not an integer, then 1 A;:‘J’(x)l = M, h”, ,ftir all 
h 3 0 and x 3 0. 
THEOREM 7.2. Jf:f(x) E C[O, l] and j A;l,f’(kl “)I 6 Ml “,.fiv k = 0 ,,.., 
I” ~ m, and either CY = m or c( is not an integer, then 1 ATf(x)l < M, h’,for all 
.Y and h such that [x, x + mh] c [0, 11. 
Proqf: These are immediate corollaries of the extension theorems in 
Section 6 and theorems of Section 3 as well as Theorem 4.7. 
Remark. When we have [a, h] instead of [0, 11, we just use <,, = a and 
h,, = ((h - a)/r) I “, where r and 1 are integers, 
8. A RESULT ON LOCALLY LEBESCUE INTEGRABLE~(X) 
In some sense we restrict our function with an a priori restriction of at 
least ,f~ C(Z). We will show as a corollary a condition on locally Lebesgue 
integrable functions that will imply fE Lip c( in C. 
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Define ~~(5, h)= (l/h) ~:~~~+‘)hf(~) du and da,(~, /~)=a,+,([, A)- 
a,(& h), while d’a,(& h)=~I(d’~‘u,({, h)). 
THEOREM 8.1. For locally Lebesgue integruble function f(x), any 
sequence t,, and a sequence h, satisfying 1 < h,/h,+ , ,< M, the condition 
Id’“uk(<,, h,,)j <Kh:, for cr<m, implies 1 f(x+h)-f(x)1 <Kh” (for local 
L, equivalent to .f). 
Proof: Define F(x)=l;f(u) du and we have ~LI~u,J~~, h,)J = [(l/h,,) 
A;,;+ ’F(<,, + kh,,)l d Kh; or ) Ah”,+ l F(5, + kh,)J d Kh: + I, but F(x) is locally 
absolutely continuous and therefore, using Theorem 4.6, 1 A;+ l F(x)1 < 
K,h’+‘. This implies that F’(x) =f (x) a.e. and F is continuous, which 
implies Id; f,(x)1 d Mh”, for f, which is equivalent to f (x). 
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