Abstract. This paper is concerned with the study of the global existence and the decay of solutions of an evolution problem driven by an anisotropic operator and a nonlinear perturbation, both of them having a variable exponent. Because the nonlinear perturbation leads to difficulties in obtaining a priori estimates in the energy method, we had to significantly modify the Tartar method. As a result, we could prove the existence of global solutions at least for small initial data. The decay of the energy is derived by using a differential inequality and applying a non-standard approach.
Introduction
Let Ω be an open bounded set of R n with boundary Γ of class C 2 . Consider p, σ ∈ L ∞ (Ω). The objective of this paper is to analyze the global existence and the decay of solutions of the following parabolic problem: , arises in some physical problems. For example, in the theory of elasticity and in mechanics of fluids, more precisely, in fluids of electrorheological type (see [8, 19, 20] ), whose equation of motion is given by u + div S(u) + (u · ∇u) + ∇π = f , where u : R 3+1 → R 3 is the velocity of the fluid at a point in space-time , ∇ = (∂ 1 , ∂ 2 , ∂ 3 ) the gradient operator, π : R 3+1 → R the pressure, f : R 3+1 → R 3 represents external forces and S is the stress tensor S : W To obtain the existence of global solutions of (1.1a)-(1.1c) we cannot apply the energy method because the term Ω |u(x)| σ(x) u(x)dx does not have a definite sign. To overcome this difficulty we apply a new method which has its motivation in the work of Tartar [24] (see also [17] ). With this approach and results on monotone operators (see [6, 7, 25] ) we succeed in obtaining a global solution of (1.1a) with small initial data. This is the main contribution of the paper. The decay of the energy is derived by using differential inequalities and applying a new approach.
Problem (1.1a) is an example of an evolution problem driven by an anisotropic operator with variable exponents and a nonlinear perturbation, which has also a variable exponent. Recent contributions to the study of anisotropic problems can be found, for instance, in [14, 20] and the references contained therein. Parabolic problems with variable exponents can be seen in [3, 4, [10] [11] [12] 18] . In [2] , Antontsev analized the wave equation with p(x, t)-Laplacian. In [5] , those authors considered the energy decay for a class of plate equations with memory and a lower order perturbation of p-Laplacian type. We can find elliptic problems with operators having variable exponents in [1, 22] and the references contained therein. Because the energy method works very well, the proof of the existence of a solution in those papers is based on the Galerkin method.
The paper is organized as following. In Section 2, we introduce notation and state the results in form of theorems, whose proofs are given in Section 3.
Notations and main results
The scalar product and norm of L 2 (Ω) are denoted by (u, v) and |u|, respectively. Consider a function q ∈ L ∞ (Ω) with ess inf x∈Ω q(x) = q − ≥ 1. The space
equipped with the Luxemburg's norm
is a Banach space. With the notation q + = ess inf x∈Ω q(x) and the fact 1 ≤ q − ≤ q(x) ≤ q + a.e. in x ∈ Ω, we have
Introduce the notations
3)
The space
provided with the norm
is a reflexive Banach space. The closure of
(Ω). This reflexive Banach space is equipped with the norm
.
The dual space of W 1,p(x) (Ω) is denoted by W −1,p (x) (Ω), where
Let denote by A the operator
It is known that A is monotone and hemicontinuous (see Diening [9] ). (Ω) into bounded subsets of
(Ω).
Proof. In fact, it holds that
In order to facilitate the notations, we denote the space W
(Ω) by X. 
Note that
Therefore, from the above two inequalities we have
Let us define α and β as follows:
Thus,
In similar way, if l i > 1 we find
These last two inequalities imply
Now, this inequality and (2.4) provide
which proves the proposition.
We also assume that
5a)
Note that by (2.5b) we have
Under the hypotheses (2.2a), (2.5a) and (2.5b), we obtain
where → denotes continuous embedding. Note that
See Diening et al. [9] , Fan and Zhao [13] , Rȃdulescu et al. [20] and Kováčik and Rákosník [23] for detailed proofs of all these results on spaces with variable exponents that we have used in the present paper.
By (2.7) there exists a positive constant K such that
Consider positive constants a 0 , a 1 , b 0 and b 1 satisfying
Further, set the notations
Under the above considerations we have the following result.
Theorem 2.2. Assume that hypotheses (2.2a), (2.5a) and (2.6) hold.
and 1
14) 
In order to state the result of the decay of solutions, we introduce some notations. By (2.7), there exists a constant L > 0 such that
(Ω), (2.16) where
Let u be the solution given by Theorem 2.2. Define the energy E(t) by (Ω). Let u m be an approximate solution of Problem (1.1a)-(1.1c), more precisely,
(Ω). We denote by [0, t m ) the maximal interval of existence of the solution u m .
By (2.12) and (2.13), we obtain
Fixing m such that m ≥ m 0 , we have the following estimate:
Lemma 3.1. We have u m (t) X < λ 0 , ∀t ∈ [0, ∞).
Proof. We argue by contradiction. Assume that there exists t 1 ∈ (0, t m ) such that
We have u m (t * ) X = λ 0 and t * > 0.
In fact, the function
If u m (t * ) X > λ 0 , the Intermediate Value Theorem and noting that u m (0) X < λ 0 , imply that t * is not the infimum on O, which is a contradiction. Thus u m (t * ) X = λ 0 . Also t * > 0 because u m (0) X < λ 0 . Note that
Consider t ∈ [0, t * ) and v = u m in (3.1), we obtain
Integrating on [0, t], we find
By (2.3), we get
As λ 0 ≤ 1 and t ∈ [0, t * ), we have
. . , n. Therefore it follows from (2.1a) that
By (2.10a) we obtain
These last two inequalities furnish
(Ω)
We modify the third term of (3.4) . From the inequalities (2.9) and (2.1a) and noting that
Thus, noting that
where M was defined in (2.11a). We modify the last two terms of (3.4). Note that
By (2.1a), (2.10a) and observing that u 0 m X < 1, we obtain
In a similar way, we find
That is 1
where d, M, a 0 and b 0 were defined, respectively, in (2.11a), (2.10a) and (2.10b).
We now compare the third and four term of the last expression. Consider the function
By hypothesis (2.5a) we have that σ − + 1 − p + > 0. We find that if
As u m (t) X < λ 0 , for all t ∈ [0, t * ), we deduce that
Thus by (3.9) we get
By (3.3) and (3.4), we obtain
0 , for some r ∈ R. Taking the limit t → t * , t < t * , in the above inequality, we obtain
which is a contradiction because u m (t * ) X = λ 0 . Thus the lemma is proved.
Returning to the Proof of Theorem 2.2 By Lemma 3.1, (3.9) and properties of operator A, we obtain that there exists a subsequence of (u m ), still denoted by (u m ), and a function u such that
The next step is to prove that χ = Au and for that we need to show that
for any T > 0. Introduce the notations:
By compactness (2.8) (see [16] or Corollary 6 in [21] ) and convergences (3.11a) and (3.11b), we find
and
By (3.13), we have
that is,
From (3.14), (3.15) and Lions' Lemma (see [15] or [16] ) it follows that
This result and convergence (3.13) imply convergence (3.12) . By the theory of monotone operators and the convergences (3.12) and (3.16), we deduce (see Lions [15] ) χ = Au. (3.17) Also by applying the diagonalization process to the sequence of (u m ), we find from (3.16)
Convergences (3.11a), (3.18) and equality (3.17) allows us to pass to the limit in the approximate equation (3.1) and so it holds that
Taking ϕ ∈ C ∞ 0 (Ω × (0, T)) in the last equality, we find equation (2.14). The initial condition (2.15) follows by convergences (3.11a) and (3.11b ). This concludes the proof of Theorem 2.2.
Proof of Theorem 2.4. Multiply both sides of (2.14) by u and integrate on Ω. We obtain 1 2
By Lemma 3.1 we have u(t) X ≤ λ 0 < 1 then
On the other side, by (2.10a) we obtain
These two preceding inequalities furnish
Also by (2.1a) and (2.1b), we obtain
and by (2.9),
As u(t X ≤ 1, we find
As u(t) X ≤ 1, we find
where M was defined in (2.11a). Then three preceding inequalities provide Before proving (ii), we make the following considerations. If u 0 = 0, we take u ≡ 0 as the solution of Problem (1.1a)-(1.1c). Assume u 0 = 0. If there exists t 1 ∈ (0, ∞) such that E(t 1 ) = 0, we consider the set P = {τ ∈ (0, ∞); E(τ) = 0} and t * = inf τ∈P τ.
Then t * > 0 because E(0) > 0. Also E(t * ) = 0. As E (t) ≤ 0 a.e. in (0, ∞), then E(t) is decreasing, therefore E(t) = 0 for all t ≥ t * . Thus either E(t) = 0, for all t ≥ t * or E(t) > 0, for all t > 0.
We prove inequality (2.19) for the second case, that is, E(t) > 0, for all t ∈ [0, ∞). 
