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Cap´ıtulo 1
Teor´ıa de Nu´meros
1.1. Los Nu´meros enteros
Los nu´meros enteros son:
· · · , −5, −4, −3, −2, −1, 0, 1, 2, 3, 4, 5, · · ·
Denotamos por Z el conjunto de los nu´meros enteros. En este conjunto hay
definidas dos operaciones: la suma “+” y el producto “ ·”.
1.2. Propiedades de la suma y del producto en Z
Las operaciones “+” y “ ·” satisfacen las siguientes propiedades:
1) Propiedad Asociativa:
a+ (b+ c) = (a+ b) + c
a · (b · c) = (a · b) · c ∀ a, b, c ∈ Z.
2) Propiedad Conmutativa:
a+ b = b+ a
a · b = b · a ∀ a, b ∈ Z.
1
23) Existencia de elemento neutro:
Para cada a ∈ Z se tiene que
a+ 0 = 0 + a = a, 0 es el elemento neutro para la suma
a · 1 = 1 · a = a, 1 es el elemento neutro para el producto
4) Existe elemento opuesto para la suma:
Para cada a ∈ Z existe un u´nico elemento −a ∈ Z tal que
a+ (−a) = (−a) + a = 0.
5) El producto es distributivo respecto de la suma:
Sean a, b, c tres nu´meros en Z se tiene que
a · (b+ c) = a · b+ a · c
1.3. El principio de Buena Ordenacio´n
Los nu´meros enteros pueden “ordenarse” mediante la conocida relacio´n “ser
menor o igual que”, que se representa por “ ≤ ”.
Ejemplo 1.3.1. 3 ≤ 7 y −4 ≤ −1.
Proposicio´n 1.3.2. La relacio´n ≤ satisface las siguientes propiedades:
1) Reflexiva: a ≤ a para todo a ∈ Z.
2) Antisime´trica: si a ≤ b y b ≤ a, entonces a = b
para todos a, b ∈ Z.
3) Transitiva: si a ≤ b y b ≤ c, entonces a ≤ c
para todos a, b, c ∈ Z.
4) Dos enteros cualesquiera a y b siempre son comparables, esto es, bien a ≤ b,
bien b ≤ a.
Observacio´n 1.3.3. Por satisfacer las tres primeras propiedades, se dice que “≤”
es una relacio´n de orden en Z, y por satisfacer adema´s la cuarta, se dice que es
una relacio´n de orden total.
3Ejemplo 1.3.4. Sea A ⊆ Z un conjunto y sea
P(A) = {X : X ⊆ A}
conjunto de las partes de A.
La relacio´n “⊆” es una relacio´n de orden en P(A) pero no es una relacio´n
de ordenen total.
Por ejemplo si A = {a, b, c, d}, los conjuntos {a, b, c} y {b, c, d} ∈ P(A) no son
comparables porque {a, b, c}  {b, c, d} y {b, c, d}  {a, b, c}.
Proposicio´n 1.3.5. Otras propiedades u´tiles de la relacio´n “≤” son las siguientes:
5) Sean a, b ∈ Z. Si a ≤ b, entonces a+ c ≤ b+ c para todo c ∈ Z.
6) Sean a, b, c ∈ Z. Si a ≤ b y 0 ≤ c, entonces a · c ≤ b · c.
7) Sean a, b, d ∈ Z. Si a ≤ b y d ≤ 0, entones b · d ≤ a · d.
Definicio´n 1.3.6. Un subconjunto S de Z se dice que esta´ acotado inferiormente
(superiormente) si existe un nu´mero K ∈ Z tal que K ≤ z (z ≤ K) para todo z ∈ S.
Proposicio´n 1.3.7. (Principio de buena ordenacio´n)
1) Todo subconjunto, S, no vac´ıo, de Z que este´ acotado inferiormente contiene
un elemento mı´nimo, es decir, existe un entero a ∈ S tal que a ≤ z para todo
z ∈ S.
2) Todo subconjunto, S, no vac´ıo, de Z que este´ acotado superiormente contiene
un elemento ma´ximo, es decir, existe un entero b ∈ S tal que z ≤ b para todo
z ∈ S.
Observacio´n 1.3.8. La proposicio´n anterior no es cierta en caso de los nu´meros
reales.
Por ejemplo S = (0, 2) ⊂ R un intervalo abierto no vacio´, S es acotado inferi-
ormente (por 0, por ejemplo) y acotado superiormente (por 2, por ejemplo).
Sin embargo, no contiene un elemento ma´s pequen˜o que todos los dema´s de S (el
mejor candidato ser´ıa 0, pero 0 /∈ S).
Tampoco contiene un elemento ma´s grande que todos los dema´s de S (el mejor
candidato ser´ıa 2, pero 2 /∈ S).
41.4. El Principio de Induccio´n
Definicio´n 1.4.1. El principio de induccio´n es una te´cnica muy utilizada en
Matema´ticas para demostrar la veracidad de algunas proposiciones en las que in-
terviene una variable entera positiva n.
1.4.1. Principio de Induccio´n “caso particular”
Sea P (n) una proposicio´n matema´tica dependiente de n (n ≥ 1), para la cual se
tiene que:
(a) P (1) es verdadera; es decir 1 satisface la proposicio´n.
(b) Para todo k ≥ 1, si P (k) es verdadera entonces P (k + 1) tambie´n lo es.
En esta situacio´n, la proposicio´n P (n) es verdadera para todo n ∈ N.
Ejemplo 1.4.2. Demuestra que 1 + 2 + · · ·+ n = n(n+1)
2
para todo n ≥ 1.
Paso 1: Definimos la proposicio´n P (n).
Sea
P (n) :=
[
1 + 2 + · · ·+ n = n(n+ 1)
2
]
Paso 2: Comprobamos que P (1) es verdadera.
Puesto que 1 = 1(1+1)
2
, entonces P (1) es verdadera.
Paso 3: Sea k ≥ 1 arbitrario, tal que P (k) es verdadera. Es decir:
1 + 2 + · · ·+ k = k(k + 1)
2
[Hipo´tesis de Induccio´n].
Veamos si P (k + 1) es verdadera. Para ello deberemos probar que:
1 + 2 + · · ·+ k + (k + 1) = (k + 1)(k + 1 + 1)
2
=
(k + 1)(k + 2)
2
.
En efecto: utilizamos la hipo´tesis de induccio´n:
1 + 2 + · · ·+ k + (k + 1) = k(k + 1)
2
+ (k + 1)
=
k(k + 1) + 2(k + 1)
2
=
(k + 1)(k + 2)
2
.
Por tanto: P (k + 1) es verdadera.
Luego la proposicio´n P (n) es verdadera para todo n ≥ 1.
5Observacio´n 1.4.3. Algunas proposiciones no son ciertas para todos los nu´meros
naturales, pero s´ı lo son para todos los nu´meros naturales mayores o iguales que un
cierto natural n0 > 1.
1.4.2. Principio de Induccio´n generalizado
Sea n0 ∈ N y sea P (n) una proposicio´n matema´tica dependiente de n (n ≥ n0),
para la cual se tiene que:
1) P (n0) es verdadera, es decir n0 satisface la proposicio´n.
2) Para todo k ≥ n0, si P (k) es verdadera entonces P (k + 1) tambie´n lo es.
En esta situacio´n, la proposicio´n P (n) es verdadera para todo entero n ≥ n0.
Ejemplo 1.4.4. Demuestra que 2n < n! para todo n ≥ 4.
Paso 1: Definimos la proposicio´n P (n).
Sea
P (n) :=
[
2n < n!
]
Paso 2: Comprobamos que P (4) es verdadera.
Puesto que 24 = 16 < 4! = 24, entonces P (4) es verdadera.
Paso 3: Sea k ≥ 4 arbitrario, tal que P (k) es verdadera. Es decir:
2k < k! [Hipo´tesis de Induccio´n].
Veamos si P (k + 1) es verdadera. Para ello deberemos probar que:
2k+1 < (k + 1)!
En efecto: utilizamos la hipo´tesis de induccio´n:
2k+1 = 2 · 2k < 2 · k!
< (k + 1) · k!
= (k + 1)!
Por tanto: P (k + 1) es verdadera.
Luego la proposicio´n P (n) es verdadera para todo n ≥ 4.
61.4.3. Principio Fuerte de Induccio´n
Sea n0, n1 ∈ N, con n0 ≤ n1. Sea P (n) una proposicio´n matema´tica dependiente
de n ∈ N, para la cual se tiene que:
(1) P (n0), P (n0 + 1), P (n+2),..., P (n1 − 1), P (n1) son verdaderas.
(2) Para todo k ≥ 1, con k ≥ n1, si P (n0), P (n0 + 1), P (n+2),..., P (n1 − 1),
P (n1),..., P (k − 1), P (k) son verdaderas, entonces P (k + 1) tambie´n lo es.
En esta situacio´n, la proposicio´n P (n) es verdadera para todo entero n ≥ n0.
Ejemplo 1.4.5. Se define una sucesio´n (an)n≥1 del modo siguiente:{
an = an−1 + an−2 n ≥ 3
a1 = 1, a2 = 3
Demuestra que an <
(
7
4
)n
, ∀ n ≥ 1.
Paso 1: Definimos la proposicio´n P (n).
Sea
P (n) :=
[
an <
(7
4
)n]
Paso 2:
P (1) es verdadera, dado que: a1 = 1 <
7
4
P (2) es verdadera, dado que: a2 = 2 <
(
7
4
)2
Paso 3: Sea k ≥ 2 arbitrario, tal que P (1), P (2), ... , P (k−1), P (k) son verdades.
Es decir verdadera. Es decir:
a1 = 1 <
7
4
, a2 = 2 <
(
7
4
)2
, · · · , ak−1 <
(
7
4
)k−1
, ak <
(
7
4
)k
Hipo´tesis de Induccio´n.
Veamos si P (k + 1) es verdadera. Para ello deberemos probar que:
ak+1 <
(
7
4
)k+1
En efecto: utilizamos la hipo´tesis de induccio´n:
7ak+1 = a(k+1)−1 + a(k+1)−2) = ak + ak−1 <
(
7
4
)k
+
(
7
4
)k−1
<
(
7
4
)k
+
(
7
4
)k
7
4
=
(
7
4
)k
+
4
7
(
7
4
)k
=
(
7
4
)k(
1 +
4
7
)
=
(
7
4
)k(
11
7
)
<
(
7
4
)k
· 7
4
=
(
7
4
)k+1
Por tanto: P (k + 1) es verdadera.
Luego la proposicio´n P (n) es verdadera para todo n ≥ 1.
1.5. Divisibilidad
Definicio´n 1.5.1. Sean a, b ∈ Z, donde a 6= 0. Se dice que a divide a b si, y so´lo
si, existe k ∈ Z tal que b = ak.
∗ Si a divide a b se escribe a|b.
∗ Si a|b se dice que a es divisor de b.
∗ Si a|b se dice que b es mu´ltiplo de a.
Ejemplos 1.5.2.
1) 6|12, pues existe k = 2 ∈ Z tal que 12 = 6 · 2.
2) −7|14, pues existe k = −2 ∈ Z tal que 14 = (−7) · (−2).
3) 3 6 |10, pues no existe un entero k ∈ Z tal que 10 = 3k.
Observacio´n 1.5.3. No hay que confundir la propiedad “ a|b” con la fraccio´n “
a/b := a
b
”
Definicio´n 1.5.4. El valor absoluto de un nu´mero x se define as´ı:
|x| =
{
x si x ≥ 0
−x si x < 0
Ejemplo 1.5.5. |4| = 4 y | − 3| = −(−3) = 3.
Proposicio´n 1.5.6. Sean a, b ∈ Z. Tenemos que
a divide a b ⇐⇒ |a| divide a |b|
81.5.1. Propiedades de la Divisibilidad
Si a, b, c y d son enteros, entonces:
1) a|0 y 1|a.
2) a|1 si y so´lo si a = ±1.
3) si a|b y c|d, entonces ac|bd.
4) a|a.
5) Si a|b y b|a, entonces a = ±b.
6) si a|b y b|c, entonces a|c.
7) Si a|b y ambos nu´meros son positivos, entones a ≤ b.
8) Si a|b y a|c, entonces a|(bx+ cy) para cualquier par de enteros x, y ∈ Z.
1.5.2. Algoritmo de la Divisio´n
Teorema 1.5.7 (Algoritmo de la Divisio´n).
Sean a, b ∈ Z, con b 6= 0, existen enteros q y r u´nicos tales que:
a = qb+ r , con 0 ≤ r < |b|.
Se dice que q y r son el cociente y el resto de la divisio´n de a entera b.
Ejemplos 1.5.8.
1) − 8 = (−3) · 3 + 1 , (a = −8, b = 3).
2) 27 = (−3) · (−8) + 3 , (a = 27, b = −8).
91.6. Ma´ximo Comu´n Divisor
Definicio´n 1.6.1. Sean a, b ∈ Z. Se dice que d ∈ Z, con d 6= 0, es un divisor
comu´n de a y b si, y so´lo si, d|a y d|b.
Definicio´n 1.6.2. Sean a, b ∈ Z tal que al menos uno de ellos es distinto de cero.
Se dice que d ∈ Z es el ma´ximo comu´n divisor de a, b y se escribe
mcd(a, b) = d,
si, y so´lo si, satisface las condiciones siguientes:
1) d es divisor comu´n de a y de b.
2) Si d ′ es un divisor comu´n de a y de b, entonces d ′|d.
3) d > 0
Ejemplo 1.6.3.
Los divisores positivos de a = −12 son: 1, 2, 3, 4, 6 y 12.
Los divisores positivos de b = 18 son: 1, 2, 3, 6, 9 y 18.
Por tanto, los divisores positivos comunes a −12 y 18 son 1, 2, 3, 6.
Entonces
mcd(−12, 18) = 6.
Observacio´n 1.6.4. Sean a, b ∈ Z tal que al menos uno de ellos es distinto de cero.
1) mcd(a, b) = mcd(b, a).
2) Si a = b = 0, entonces ∀d ∈ Z, d es un divisor comu´n de a y de b. Por tanto,
no existe un ma´ximo comu´n divisor.
3) El ma´ximo comu´n divisor de a, b es u´nico.
4) mcd(−a, b) = mcd(a,−b) = mcd(−a,−b) = mcd(a, b) = mcd(|a|, |b|).
5) mcd(a, 0) = |a|.
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Teorema 1.6.5 (Bezout). Si a y b dos nu´meros enteros tales que al menos uno de
ellos es distinto de cero, entonces existen enteros x0, y0 ∈ Z tales que:
mcd(a, b) = ax0 + by0.
Proposicio´n 1.6.6. Si a, b, q, r ∈ N son tales que a = bq + r (con 0 ≤ r < b),
entonces
mcd(a, b) = mcd(b, r).
Ejemplo 1.6.7. a = 18, b = 12. Tenemos 18 = 1 · 12 + 6, (q = 1, r = 6).
mcd(18, 12) = mcd(12, 6) = 6.
Definicio´n 1.6.8. Dos enteros a y b no ambos nulos son primos entre s´ı si
mcd(a, b) = 1.
Ejemplo 1.6.9.
1) 10 y 7 son primos entre s´ı: mcd(10, 7) = 1.
2) 5 y 13 son primos entre s´ı: mcd(5, 13) = 1.
Proposicio´n 1.6.10. Dos enteros a y b no ambos nulos son primos entre s´ı si y
solo si existen x0, y0 ∈ Z tales que ax0 + by0 = 1.
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1.7. Algoritmo de Euclides
Sean a, b ∈ N tales que b ≤ a.
Como calcular el ma´ximo comu´n divisor de a y de b
Paso 1: Dividiendo a entre b obtenemos:
a = q1b+ r1 , con 0 ≤ r1 < b.
• Si r1 = 0, entonces mcd(a, b) = mcd(b, 0) = b y hemos acabado.
• Si r1 6= 0, pasamos al Paso 2.
Paso 2: Dividimos b entre r1 obtenemos:
b = q2r1 + r2 , con 0 ≤ r2 < r1.
• Si r2 = 0, entonces mcd(a, b) = mcd(b, r1) = mcd(r1, 0) = r1 y hemos
acabado.
• Si r2 6= 0, pasamos al Paso 3.
Paso 3: Dividimos r1 entre r2 obtenemos:
r1 = q3r2 + r3 , con 0 ≤ r3 < r2.
• Si r3 = 0, entonces mcd(a, b) = mcd(b, r1) = mcd(r1, r2) = mcd(r2, 0) = r2
y hemos acabado.
• Si r3 6= 0, pasamos al Paso 4.
Los resultados de las sucesivas divisiones los podemos escribir entonces de la
siguiente forma:
Paso 1: a = q1b+ r1 0 < r1 < b
Paso 2: b = q2r1 + r2 0 < r2 < r1
Paso 3: r1 = q3r2 + r3 0 < r3 < r2
...
...
...
Paso n− 1: rn−3 = qn−1rn−2 + rn−1 0 < rn−1 < rn−2
Paso n: rn−2 = qnrn−1 + rn 0 ≤ rn < rn−1
Este proceso continu´a hasta que lleguemos a una divisio´n con resto cero.
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La sucesio´n de restos (rk)k≥1 es finita por ser estrictamente decreciente:
0 ≤ · · · < r3 < r2 < r1.
El u´ltimo resto no nulo es entonces el ma´ximo comu´n divisor bus-
cado.
Supongamos que el u´ltimo resto nulo es rn = 0, entonces
mcd(a, b) = rn−1.
Ejemplo 1.7.1. Calculemos mcd(3907853, 3802499) mediante el algoritmo de Eu-
clides.
3907853 = 1 · 3802499 + 105354︸ ︷︷ ︸← (resto : r1)
3802499 = 36 · 105354 + 9755︸︷︷︸← (resto : r2)
105354 = 10 · 9755 + 7804︸︷︷︸← (resto : r3)
9755 = 1 · 7804 + 1951︸︷︷︸← (resto : r4)
7804 = 4 · 1951 + 0︸︷︷︸← (resto : r5)
Como el u´ltimo resto no nulo es 1951 concluimos que:
mcd(3907853, 3802499) = 1951
Proposicio´n 1.7.2. Para todo entero k 6= 0 se cumple
mcd(ka, kb) = |k|mcd(a, b).
1.8. Mı´nimo Comu´n Mu´ltiplo
Definicio´n 1.8.1. Sean a 6= 0 y b 6= 0 dos nu´meros enteros. El mı´nimo comu´n
mu´ltiplo de a y b, que denotaremos mcm(a, b), es el u´nico entero positivo m que
satisface las dos condiciones siguientes:
1) a|m y b|m (es decir, m es mu´ltiplo comu´n).
2) Si a|c y b|c con c > 0 entonces m ≤ c (es decir, m es el menor de los mu´ltiplos
positivos comunes de a y de b).
Proposicio´n 1.8.2. Para cualquier par de enteros a 6= 0 y b 6= 0 se tiene:
mcm(a, b) =
|ab|
mcd(a, b)
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1.9. Ecuaciones Diofa´nticas lineales
Definicio´n 1.9.1. Sean a, b, c ∈ Z. Se llama ecuacio´n diofa´ntica lineal a toda
ecuacio´n de la forma:
ax+ by = c ,
donde x e y las inco´gnitas enteras (x, y ∈ Z) de la ecuacio´n.
Ejemplos 1.9.2.
1) 4x+ 10y = 7.
2) 3x− 9y = 11.
Teorema 1.9.3. Sean a, b, c ∈ Z. La ecuacio´n ax+ by = c tiene soluciones enteras
si, y so´lo si mcd(a, b)|c.
Ejemplos 1.9.4.
1) La ecuacio´n 18x− 12y = 8 no tiene solucio´n pues mcd(18, 12) = 6 6 | 8
2) La ecuacio´n 18x− 12y = 24 tiene solucio´n pues mcd(18, 12) = 6|24
1.9.1. Co´mo calcular una solucio´n particular entera (x0, y0 ∈
Z) de la ecuacio´n ax+ by = c
Paso 1: Calculamos el mcd(a, b) = d (mediante el algoritmo de Euclides)
a = q1b+ r1
b = q2r1 + r2
r1 = q3r2 + r3
...
rn−4 = qn−2rn−3 + rn−2
rn−3 = qn−1rn−2 + rn−1
rn−2 = qnrn−1 + 0.
Entonces, mcd(a, b) = d = rn−1.
Paso 2: Verificar que mcd(a, b) divide a c.
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Paso 3: Ca´lculo de una solucio´n particular u0, v0 de la ecuacio´n
au+ bv = mcd(a, b):
Por el Teorema de Be´zout, existen u0, v0 ∈ Z tales que
rn−1 = mcd(a, b) = a u0 + b v0.
Calculemos u0 y v0:
Despejando rn−1 = mcd(a, b) en la penu´ltima igualdad del algoritmo de Eu-
clides obtenemos
(F) rn−1 = rn−3 − qn−1rn−2.
Despejando a su vez rn−2 de la anterior igualdad, que es
rn−4 = qn−2rn−3 + rn−2,
y sustituyendo en (F), obtenemos:
rn−1 = rn−3 − qn−1(rn−4 − qn−2rn−3)
= rn−3(1 + qn−1qn−2)− qn−1rn−4
Si continuamos subiendo por la columna de igualdades y en cada paso despe-
jamos el resto de la divisio´n y lo sustituimos en la combinacio´n lineal corre-
spondiente, al final llegamos a expresar rn−1 como combinacio´n lineal de a y
de b, es decir: obtenemos u0 y v0 tales que
rn−1 = au0 + bv0.
Paso 4: Ca´lculo de una solucio´n particular x0 e y0 de la ecuacio´n
ax+ by = c:
Como rn−1 divide a c, entonces existe k ∈ Z tal que
c = k rn−1.
Luego c = k rn−1 = a(ku0) + b(kv0).
Por tanto 
x0 = ku0 =
c
rn−1
u0
y0 = kv0 =
c
rn−1
v0
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1.9.2. La solucio´n general de la ecuacio´n ax+ by = c
Supongamos que la ecuacio´n diofa´ntica ax+by = c admite una solucio´n particular
(x0, y0). Entonces la fo´rmula de la solucio´n general (x, y) es:
x = x0 +
b
mcd(a,b)
t
y = y0 − amcd(a,b)t
Donde t ∈ Z es un para´metro que toma cualquier valor entero. Por tanto, hay
infinitas soluciones enteras.
Ejemplo 1.9.5. Encuentra una solucio´n particular de la ecuacio´n Diofa´ntica sigu-
iente:
(∗) 2378x+ 1769y = 2059
Paso 1: Calculamos el mcd(2378, 1769) = d (mediante el algoritmo de Euclides)
2378 = 1 · 1769 + 609
1769 = 2 · 609 + 551
609 = 1 · 551 + 58
551 = 9 · 58 + 29
58 = 2 · 29 + 0
El u´ltimo resto no nulo es 29 por lo que:
mcd(2378, 1769) = 29
Paso 2: Puesto que 29 divide a 2059, (2059 = 71 · 29), entonces la ecuacio´n (∗) tiene
solucio´n.
Paso 3: Ca´lculo de una solucio´n particular u0, v0 de la ecuacio´n
2378u+ 1769v = 29:
Por el Teorema de Be´zout, existen u0, v0 ∈ Z tales que
29 = 2378 u0 + 1769 v0.
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Calculemos u0 y v0:
29 = 551− 9 · 58
= 551− 9 · (609− 1 · 551)
= 10 · 551− 9 · 609
= 10 · (1769− 2 · 609)− 9 · 609
= 10 · 1769− 29 · 609
= 10 · 1769− 29 · (2378− 1 · 1769)
= 39 · 1769− 29 · 2378
Obtenemos u0 = −29 y v0 = 39.
Paso 4: Ca´lculo de una solucio´n particular x0 e y0 de (∗) :
Tenemos 29 = (−29) · 2378 + 39 · 1769, multiplicando esta igualdad por 71
obtenemos
29 · 71 = (−29 · 71)2378 + (39 · 71) · 1769
Hemos encontrado una solucio´n particular
x0 = −2059 y0 = 2769.
Paso 5: Solucio´n general de (∗): Entonces la fo´rmula de la solucio´n general (x, y) es:
x = −2059 + 1769
29
t = −2059 + 61t
y = 2769− 2378
29
t = 2769− 82t ,
donde t ∈ Z.
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1.10. Nu´meros primos
Definicio´n 1.10.1. Sea p > 1. Se dice que p es primo si, y so´lo si, sus u´nicos
divisores positivos son 1 y p.
Ejemplo 1.10.2.
3, 5, 7, 11, 13, 17, ...
Teorema 1.10.3 (Euclides). Hay infinitos nu´meros primos.
Proposicio´n 1.10.4. Sea p un nu´mero primo. Si p|a · b (con a, b ∈ Z), entonces
bien p|a bien p|b.
Ejemplo 1.10.5.
2|3 · 6 =⇒ 2|6
3|9 · 12 =⇒ 3|9 y 3|12
1.10.1. Teorema Fundamental de la Aritme´tica
Teorema 1.10.6. Todo entero n > 1 se puede expresar como producto de primos:
n = p1p2 · · · pr . (p1, p2, . . . , pr nu´meros primos )
Adema´s, esta expresio´n es u´nica salvo en el orden de los factores.
1.10.2. Factorizacio´n Cano´nica de un Entero
Proposicio´n 1.10.7. Todo entero n ∈ Z − {−1, 0, 1} se puede escribir de manera
u´nica de la forma
n = ± pk11 pk22 . . . pkrr ( factorizacio´n cano´nica de n)
donde p1 < p2 < · · · < pr con pi primo ki > 0 para cada i = 1, 2, . . . , r.
Ejemplo 1.10.8.
1) La factorizacio´n cano´nica de 396 es: 396 = 22 · 32 · 11
2) La de -2940 es : −2940 = −22 · 3 · 5 · 72
Proposicio´n 1.10.9. Si n es un entero tal que ningu´n primo p ≤ √n lo divide (es
decir, p 6 |n) entonces n es primo.
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Ejemplo 1.10.10. Estudia si n = 173 es primo. Calculamos
√
173 = 13,152.
Estudiamos si hay algu´n nu´mero primo p ≤ 13 que divide a 173:
2 6 |173
3 6 |173
5 6 |173
7 6 |173
11 6 |173
13 6 |173
Por tanto 173 es un nu´mero primo.
1.10.3. Ca´lculo del ma´ximo comu´n divisor y del mı´nimo
comu´n mu´ltiplo usando las factorizaciones cano´nicas
Teorema 1.10.11 (mcd). Sea a = ± pk11 pk22 . . . pkrr y b = ± pl11 pl22 . . . plrr donde
algunos de los ki y li pueden ser cero, entonces
mcd(a, b) = p
mı´n(k1,l1)
1 p
mı´n(k2,l2)
2 · · · pmı´n(kr,lr)r
Teorema 1.10.12 (mcm). Sea a = ± pk11 pk22 . . . pkrr y b = ± pl11 pl22 . . . plrr donde
algunos de los ki y li pueden ser cero, entonces
mcm(a, b) = p
ma´x(k1,l1)
1 p
ma´x(k2,l2)
2 · · · pma´x(kr,lr)r
Ejemplo 1.10.13. Calculemos mcd(2520, 4950) y mcm(2520, 4950).
La factorizacio´n de ambos nu´meros es:
2520 = 23 · 32 · 5 · 7
4950 = 2 · 32 · 52 · 11
mcd(2520, 4950) = 21 · 32 · 51 = 90
mcm(2520, 4950) = 23 · 32 · 52 · 71 · 111 = 138600
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1.11. Congruencias
Definicio´n 1.11.1. Sea m ∈ N y sea a, b ∈ Z, se dice que son congruentes mo´dulo
m si y so´lo si m divide a (a− b), (es decir, m|a− b), y lo representamos por
a ≡ b mod(m)
Ejemplo 1.11.2.
1) 3 ≡ 9 mod(3), pues 3|(3− 9) = −6
2) 4 ≡ 13 mod(3), pues 3|(4− 13) = −9
3) 15 ≡ 36 mod(7), pues 7|(15− 36) = −21
4) −3 ≡ 2 mod(5), pues 5|(−3− 2) = −5
1.11.1. Propiedades de las congruencias
Proposicio´n 1.11.3. Sea m > 1. Si a, b, c, d, k son enteros cualesquiera entonces
se verifican las siguientes propiedades:
1) a ≡ a mod(m).
2) Si a ≡ b mod(m) entonces b ≡ a mod(m).
3) Si a ≡ b mod(m) y b ≡ c mod(m) entonces a ≡ c mod(m).
4) Si a ≡ b mod(m) y c ≡ d mod(m) entonces
a+ c ≡ b+ d mod(m) y ac ≡ bd mod(m).
5) Si a ≡ b mod(m) entonces
a+ k ≡ b+ k mod(m) y ak ≡ bk mod(m).
6) Si a ≡ b mod(m) entonces an ≡ bn mod(m) para todo entero positivo n.
Corolario 1.11.4. Supongamos que para i = 1, 2, · · · , n se tiene ai ≡ bi mod(m).
Entones:
1)
(
n∑
i=1
ai
)
≡
(
n∑
i=1
bi
)
mod(m)
2)
(
n∏
i=1
ai
)
≡
(
n∏
i=1
bi
)
mod(m)
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Ejemplo 1.11.5. Tenemos 16 ≡ 1 mod(5), entonces
16273 ≡ 1273 ≡ 1 mod(5)
Ejemplo 1.11.6. Calcula el resto r de la divisio´n de 25743 por 13:
Sabemos que 25 ≡ 12 ≡ (−1)mod(13), entonces
25743 ≡ (−1)743 ≡ (−1) ≡ 12 mod(13)
Luego el resto r es 12 ( porque el resto r siempre satisface 0 ≤ r < m).
1.11.2. Clase modular (residual)
Definicio´n 1.11.7. Si r es el resto de la divisio´n de a por m, entonces a ≡ r mod(m)
y decimos que r es el menor residuo no negativo de a mo´dulo m.
Teorema 1.11.8. Sea m > 0, para cada a ∈ Z, se tiene que
a ≡ r mod(m),
donde r ∈ {0, 1, 2, · · · ,m− 1}.
Ejemplo 1.11.9. Encuentra el menor residuo no negativo mo´dulo 5 de los nu´meros
17, 23, 75, 66.
17 = 3 · 5 + 2 =⇒ 17 = 2 mod(5)
23 = 4 · 5 + 3 =⇒ 23 = 3 mod(5)
75 = 15 · 5 + 0 =⇒ 75 = 0 mod(5)
66 = 13 · 5 + 1 =⇒ 66 = 1 mod(5)
Definicio´n 1.11.10. Sea m ∈ N. Dado a ∈ Z, se llama clase de a mo´dulo m
(clase residual mo´dulo m) al conjunto de nu´meros enteros congruentes con a mo´dulo
m. Esta clase se designa por:
[a]m = am = {x ∈ Z : x ≡ a mod(m)}.
El conjunto de clases mo´dulo m se designa con
Zm =
{
[0]m, [1]m, [2]m, . . . , [m− 1]m
}
.
Proposicio´n 1.11.11. En el conjunto Zm se define una suma “⊕” y un producto
“⊗” de clases de equivalencias como:
[a]m ⊕ [b]m = [a+ b]m
[a]m ⊗ [b]m = [a · b]m
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1.11.3. Congruencia lineal
Toda congruencia del tipo ax ≡ b mod(m), donde a, b ∈ Z y m ∈ N, se llama
congruencia lineal con una inco´gnita.
Definicio´n 1.11.12. se dice que x0 ∈ Z es solucio´n de congruencia lineal ax ≡
b mod(m), si y so´lo si, m|(ax0 − b).
Teorema 1.11.13. Sean a, b ∈ Z y sea m ∈ N. La congruencia lineal ax ≡
b mod(m) tiene solucio´n si, y so´lo si, d = mcd(a,m)|b.
Adema´s:
1) El nu´mero de soluciones no congruente entre ellas mo´dulo m es exactamente
d (d clases residuales mo´dulo m).
2) Las d soluciones distintas sera´n
x = x0 +
m
mcd(a,m)
h
donde h = 0, 1, 2, . . . , d− 1 y x0 es una solucio´n particular de
ax ≡ b mod(m).
Ejemplo 1.11.14. Encuentra todas las soluciones no congruentes de la ecuacio´n
3x ≡ 9 mod(15).
Tenemos
3x ≡ 9 mod(15)⇐⇒ 15|3x− 9
⇐⇒ existe k ∈ Z tal que 3x− 9 = 15k
⇐⇒ existe k ∈ Z tal que 3x+ 15(−k) = 9
Cambiamos la notacio´n del nu´mero −k por y (y := −k), obtenemos
3x+ 15y = 9 (F)
Por tanto, hay que resolver la ecuacio´n diofa´ntica (F).
Estudiamos si la ecuacio´n tiene solucio´n.
Puesto que mcd(15, 3) = 3|9, entonces la ecuacio´n tiene solucio´n.
Hay 3 soluciones no congruentes de la ecuacio´n.
x0 = 3 es una solucio´n particular (3 · 3 ≡ 9 mod(15)). Luego
x = x0 +
m
mcd(a,m)
h = 3 +
15
3
h = 3 + 5h
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donde h = 0, 1, 2.
Si h = 0 =⇒ x = 3
Si h = 1 =⇒ x = 8
Si h = 2 =⇒ x = 13
Si h = 3 entonces x = 18 ≡ 3 mod(15). Luego para h ≥ 3 las soluciones empiezan a
ser congruentes con las ya dadas.
1.11.4. Sistemas de congruencias lineales
Sean ai, bi ∈ Z y mi ∈ N, donde i = 1, 2, . . . , n (n ≥ 1). Estudiaremos ahora
soluciones del sistema de congruencias lineales:
a1x ≡ b1 mod(m1)
a2x ≡ b2 mod(m2)
...
anx ≡ bn mod(mn)
Teorema 1.11.15 (Teorema Chino del resto). Sean ai, bi ∈ Z y mi ∈ N, donde
i = 1, 2, . . . , n tales que
1) mcd(ai,mi) = 1 ∀ i = 1, 2, . . . , n
2) mcd(mi,mj) = 1 ∀ i 6= j.
El sistema de congruencias
a1x ≡ b1 mod(m1)
a2x ≡ b2 mod(m2)
...
anx ≡ bn mod(mn)
tiene una u´nica solucio´n x0 mo´dulo m = m1 ·m2 · . . . ·mn (0 ≤ x0 < m) y las
dema´s soluciones son de la forma
x = x0 +m · h, h ∈ Z.
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Ejemplo 1.11.16. En el siglo I el matema´tico chino Sun-Tsu estudio´ el siguiente
problema: Encontrar un nu´mero natural que genera los restos 2,3 y 2 al dividirlo por
3,5 y 7 respectivamente.
Esto equivale a encontrar x ∈ N tal que
x ≡ 2 mod(3) (1)
x ≡ 3 mod(5) (2)
x ≡ 2 mod(7) (3)
Paso 1: Veamos lo primero si estamos en las hipo´tesis del Teorema.
1) mcd(ai,mi) = 1, ∀ i = 1, 2, 3.
mcd(1, 3) = 1 X
mcd(1, 5) = 1 X
mcd(1, 7) = 1 X
2) mcd(mi,mj) = 1, ∀ i 6= j donde i, j = 1, 2, 3.
mcd(3, 5) = 1 X
mcd(3, 7) = 1 X
mcd(5, 7) = 1 X
Por tanto, estamos en las hipo´tesis del Teorema, esto implica que el sistema tiene
solucio´n.
Paso 2: Me´todo de ca´lculo de la solucio´n general del sistema de congruencias:
1) Calculamos una solucio´n particular de cada una de las ecuaciones: (1), (2), (3).
x1 = 2, x2 = 3, x3 = 2.
2) Calculamos m = m1 ·m2 ·m3. Definimos ti = mmi para i = 1, 2, 3.
m = 3 · 5 · 7 = 105
t1 =
105
3
= 35, t2 =
105
5
= 21, t3 =
105
7
= 15.
3) Resolvemos las ecuaciones tiyi ≡ 1 mod(mi) para cada i = 1, 2, 3. Es decir:
35y1 ≡ 1 mod(3)
21y2 ≡ 1 mod(5)
15y3 ≡ 1 mod(7)
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Unas soluciones de estas son:
y1 = 2, y2 = 1, y3 = 1.
4) Definimos
y0 = y1t1x1 + y2t2x2 + y3t3x3.
Calculamos el valor de y0:
y0 = 2 · 35 · 2 + 1 · 21 · 3 + 1 · 15 · 2 = 233
5) La solucio´n general del sistema de congruencias es:
x = y0 +m · h donde h ∈ Z.
Por tanto,
x = 233 + 105 · h donde h ∈ Z.
6) Para calcular el menor nu´mero x0 ∈ [0,m) que verifica el sistema de congru-
encias damos valores a h:
h = 0 =⇒ x = 233 + 105 · 0 = 233 = y0 /∈ [0, 105)
h = −1 =⇒ x = 233 + 105 · (−1) = 128 /∈ [0, 105)
h = −2 =⇒ x = 233 + 105 · (−2) = 23 ∈ [0, 105)
h = −3 =⇒ x = 233 + 105 · (−3) = −82 /∈ [0, 105)
El nu´mero buscado es x0 = 23.
Luego
x = 23 + 105 · h donde h ∈ Z.
25
1.11.5. Teorema de Fermat
Teorema 1.11.17.
Si p es un nu´mero primo que no divide al nu´mero a, entonces
ap−1 ≡ 1 mod(p)
Ejemplo 1.11.18.
Calcula el resto que se obtiene al dividir 232587 por 7.
El nu´mero 7 es primo y no divide 23, luego por el Teorema de Fermat
237−1 = 236 ≡ 1 mod(7).
Por otra parte 2587 = 431 · 6 + 1. Por tanto
232587 = 23431·6+1 =
(
236
)431 · 23 ≡ 1431 · 23 ≡ 23 mod(7)
Esto implica que 7|(232587 − 23). As´ı que existe un nu´mero k ∈ Z tal que
7k = 232587 − 23 = 232587 − 21− 2 = 232587 − 3 · 7− 2
luego
7k + 3 · 7 = 232587 − 2⇐⇒ 7(k + 1) = 232587 − 2⇐⇒ 232587 ≡ 2 mod(7)
Finalmente el resto que se obtiene al dividir 232587 por 7 es 2.
1.12. Sistemas de Numeracio´n
La forma habitual de representar un nu´mero es mediante el sistema decimal
(base 10), en el que solo manejamos diez d´ıgitos: 0,1,2,. . . ,9.
Ejemplo 1.12.1. El nu´mero 108 se representa de esta forma:
108 = 1 · 102 + 0 · 101 + 8 · 100
Existen otras formas de representar un nu´mero, por ejemplo: sistema binario
(base 2), sistema octal (base 8) y sistema hexadecimal (base 16).
Ejemplo 1.12.2. Un ordenador utiliza el sistema binario (base 2) siguiente:
108 = 1 · 26 + 1 · 25 + 0 · 24 + 1 · 23 + 1 · 22 + 0 · 21 + 0 · 20
En realidad, el ordenador utiliza solo los coeficientes de las potencias es decir:
(1101100)2
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1.12.1. Co´mo se obtienen las expresiones de un nu´mero en
base b ∈ N
Teorema 1.12.3. Sea b ≥ 2 un nu´mero natural (llamado base), entonces todo
nu´mero n ∈ N puede escribirse de manera u´nica en base b de la forma:
n = akb
k + ak−1bk−1 + · · ·+ a1b+ a0,
para algu´n k ≥ 0, con 0 ≤ ai < b, i = 0, 1, . . . , k, con ak 6= 0.
Observacio´n 1.12.4. Si n = akb
k + ak−1bk−1 + · · ·+ a1b+ a0, escribiremos simple-
mente
n = (akak−1 · · · a1a0)b
1.12.2. Pasar de base b a base 10
Ejemplo 1.12.5. El nu´mero (3043)5 escrito en base 5 tiene 4 d´ıgitos, luego la mayor
potencia de 5 que aparece en su desarrollo es 54−1:
(3043)5 = 3 · 53 + 0 · 52 + 4 · 5 + 3 = 398
= 3 · 102 + 9 · 10 + 8 = (398)10
Observacio´n 1.12.6. En algu´n caso la base b puede ser mayor que 10, en cuyo
caso necesitamos s´ımbolos que representen d´ıgitos mayores que 10.
Ejemplo 1.12.7. En el sistema hexadecimal (b = 16) necesitamos 16 s´ımbolos,
por lo que, en este sistema, a los d´ıgitos 0, 1, 2, 3, . . . , 9 se les an˜aden las letras
A,B,C,D,E y F como s´ımbolos adicionales.
De este modo, la escritura en el sistema hexadecimal de los nu´meros entre 0 y
15 es la siguiente:
27
Base 10 Base 16
0 0
1 1
2 2
3 3
4 4
5 5
6 6
7 7
8 8
9 9
10 A
11 B
12 C
13 D
14 E
15 F
(9D30F )16 = 9 · 164 +D · 163 + 3 · 162 + 0 · 16 + F
= 9 · 164 + 13 · 163 + 3 · 162 + 0 · 16 + 15
= 643855
1.12.3. Pasar de base 10 a base b
Para calcular la escritura en base b de un nu´mero dado en el sistema decimal,
hay que dividir sucesivas veces por b.
Ejemplo 1.12.8. Escribe el nu´mero 11743 en base 11.
Al dividir 11743 entre 11 obtenemos
11743 = 11 · 1067 + 6 · 110
Observamos que el coeficiente, 6, satisface la condicio´n 0 ≤ ai < b = 11, pero el
otro, 1067, no. Lo que hacemos es volver a dividir 1067 entre 11 para obtener una
expresio´n suya como suma de potencias de 11:
1067 = 11 · 97 + 0
Sustituimos entonces esta expresio´n en la que obtenido en 11743 y queda:
11743 = 11 · (11 · 97 + 0) + 6 · 110 = 97 · 112 + 0 · 11 + 6 · 110
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De nuevo uno de los coeficiente,97, no satisface la condicio´n 0 ≤ ai < 11, por lo que
volvemos a dividir entre 11:
97 = 11 · 8 + 9
Sustituyendo en la anterior igualdad resulta:
11743 = 11 · (11 · 97 + 0) + 6 · 110
= (11 · 8 + 9) · 112 + 0 · 11 + 6 · 110
= 8 · 113 + 9 · 112 + 0 · 11 + 6 · 110
Resumiendo
11743 = 11 · 1067 + 6
1067 = 11 · 97 + 0
97 = 11 · 8 + 9
8 = 11 · 0 + 8.
Por tanto,
11743 = (8906)11
Observacio´n 1.12.9. Para encontrar la expresio´n en el sistema hexadecimal (b =
16) de 3027 nos quedamos con los restos de las divisiones:
3027 = 189 · 16 + 3 −→ a0 = 3
189 = 11 · 16 + 13 −→ a1 = 13 = D
11 = 0 · 16 + 11 −→ a2 = 11 = B
1.13. Criterio de Divisibilidad por un nu´mero
Sea k ∈ N. Consideramos los restos de la divisio´n de 10i por k, para cada
i = 0, 1, . . . ,m a los que llamamos r0, r1, . . . , rm respectivamente. Es decir:
10i ≡ ri mod(k), para cada i = 0, 1, 2, . . . ,m.
Sea n un nu´mero natural representado en base 10, es decir,
n = am10
m + am−110m−1 + · · ·+ a110 + a0 =
m∑
i=0
ai10
i.
Por tanto, (
m∑
i=0
ai10
i
)
≡
(
m∑
i=0
airi
)
mod(k)
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Teorema 1.13.1. El nu´mero n es divisible por k (k ≥ 2) si y solos si(
m∑
i=0
airi
)
≡ 0 mod(k),
es decir,
k
∣∣∣n = m∑
i=0
ai10
i ⇐⇒ k
∣∣∣∣∣
(
m∑
i=0
airi
)
Ejemplo 1.13.2. Demuestra que un nu´mero natural es divisible por tres si y so´lo
si la suma de sus d´ıgitos es mu´ltiplo de tres.
Demostracio´n. Tenemos 10 ≡ 1 mod(3), entonces 10i ≡ 1 mod(3) para todo i ∈ N.
Por tanto (
n =
m∑
i=0
ai10
i
)
≡
(
m∑
i=0
ai
)
mod(3)
Luego
3
∣∣∣n = m∑
i=0
ai10
i ⇐⇒ 3
∣∣∣∣∣
(
m∑
i=0
ai
)
1.14. Relaciones de recurrencia
Se dice que una funcio´n f : N −→ R esta´ definida recursivamente si para
algu´n n0 ∈ N se verifica:
1) Los valores de f(1), f(2), . . . , f(n0) son conocidos (condiciones iniciales de f).
2) Para n > n0, f(n) esta´ en te´rminos de f(1), f(2), . . . , f(n− 1).
La ecuacio´n que describe f(n) en te´rminos de f(1), f(2), . . . , f(n − 1) se llama la
relacio´n de recurrencia para f
Definicio´n 1.14.1. Se dice que una relacio´n de recurrencia es lineal y con coefi-
cientes constantes si es de la forma:
f(n) = a1f(n− 1) + a2f(n− 2) + · · ·+ akf(n− k) + ϕ(n)
=
k∑
i=1
aif(n− i) + ϕ(n),
donde n ≥ k+ 1, a1, a2, . . . , ak son constantes y ϕ(n) es una funcio´n de N en R.
Si ϕ(n) = 0, ∀ n ∈ N, se dice que la relacio´n de recurrencia lineal es ho-
moge´nea.
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Ejemplo 1.14.2.
f(n) = 6f(n− 1) + 8f(n− 2) + 4f(n− 3)− 3f(n− 4) + n3, n ≥ 5
Definicio´n 1.14.3. Se denomina ecuacio´n caracter´ıstica asociada a la ecuacio´n
recurrente
f(n) = β1f(n− 1) + β2f(n− 2) + · · ·+ βkf(n− k) =
k∑
i=1
βif(n− i),
a la expresio´n:
xk = β1x
k−1 + β2xk−2 + · · ·+ βk−1x+ βk =
k∑
i=1
βix
k−i.
1.14.1. Solucio´n general de una relacio´n de recurrencia lin-
eal homoge´nea
Teorema 1.14.4. Sea la relacio´n de recurrencia
f(n) =
k∑
i=1
βif(n− i), n ≥ t+ 1.
Entonces f(n) = bn es una solucio´n de la ecuacio´n de recurrencia si y solo si b es
una ra´ız de la ecuacio´n caracter´ıstica. Es decir
f(n) = bn ⇐⇒ bk =
k∑
i=1
βib
k−i.
Caso 1: Todas las ra´ıces b1, b2, . . . , bk de la ecuacio´n x
k =
k∑
i=1
βix
k−i son reales
y distintas. En esta situacio´n, la solucio´n general de la relacio´n de recurrencia
es:
f(n) =
k∑
i=1
αib
n
i
donde α1, α2, . . . , αk son constantes arbitrarias.
Si se dan k condiciones iniciales
f(1) = d1, f(2) = d2, . . . , f(k) = dk
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entonces se puede obtener una solucio´n particular de la ecuacio´n
f(n) =
k∑
i=1
βif(n− i), n ≥ t+ 1.
resolviendo 
α1b1 + α2b2 + · · ·+ αkbk = d1
α1b
2
1 + α2b
2
2 + · · ·+ αkb2k = d2
...
...
...
...
...
α1b
k
1 + α2b
k
2 + · · ·+ αkbkk = dk
Caso 2: Alguna solucio´n reales de xk =
k∑
i=1
aix
k−i, por ejemplo bi, es mu´ltiple
de orden p. En este caso la solucio´n general de la relacio´n de recurrencia es:
f(n) =α1b
n
1 + · · ·+ αi−1bni−1
+
(
αi + αi+1n+ αi+2n
2 + · · ·+ αi+p−1np−1
)
bni
+ αi+pb
n
i+1 + αi+p+1b
n
i+2 + · · ·+ αkbnk
donde α1, . . . , αi−1, αi, . . . , αi+p−1, αi+p, . . . , αk son k constantes arbitrarias.
Si se dan condiciones iniciales se resuelve de la misma manera que en el
apartado anterior.
Ejemplo 1.14.5. Resuelve la siguiente relacio´n de recurrencia lineal
an = an−1 + an−2
a0 = 0, a1 = 1
Lo primero escribimos su ecuacio´n caracter´ıstica:
x2 = x+ 1.
Calculamos sus ra´ıces :
x1 =
1 +
√
5
2
, x2 =
1−√5
2
.
La solucio´n general sera´:
an = α1
(
1 +
√
5
2
)n
+ α2
(
1−√5
2
)n
.
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Para calcular α1, α2 utilizando las condiciones iniciales:
n = 0 −→ a0 = α1
(
1+
√
5
2
)0
+ α2
(
1−√5
2
)0
= α1 + α2 = 0
n = 1 −→ a1 = α1
(
1+
√
5
2
)1
+ α2
(
1−√5
2
)1
= α1
1+
√
5
2
+ α2
1−√5
2
= 1
cuya solucio´n es
α1 =
1√
5
, α2 =
−1√
5
.
Entonces la solucio´n de la relacio´n de recurrencia es:
an =
1√
5
(
1 +
√
5
2
)n
− 1√
5
(
1−√5
2
)n
.
Ejemplo 1.14.6. Resuelve la siguiente relacio´n de recurrencia lineal, con las condi-
ciones iniciales dadas.
an = 7an−1 − 16an−2 + 12an−3, n ≥ 4
a1 = 3, a2 = 11, a3 = 29
Lo primero escribimos su ecuacio´n caracter´ıstica:
x3 = 7x2 − 16x+ 12.
Calculamos sus ra´ıces: x = 2 con multiplicidad 2, x = 3 con multiplicidad 1.
La solucio´n general sera´:
an = α12
n + α2n2
n + α33
n.
Para calcular las constantes α1, α2, α3 utilizamos las condiciones iniciales:
n = 1 : a1 = α12
1 + α21 · 21 + α331 = 3
n = 2 : a2 = α12
2 + α22 · 22 + α332 = 11
n = 3 : a3 = α12
3 + α23 · 23 + α333 = 29
cuya solucio´n es α1 = 1, α2 = 2, α3 = −1.
Por tanto la solucio´n de la relacio´n de recurrencia sera´:
an = 2
n + 2n2n − 3n = 2n + n2n+1 − 3n.
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1.14.2. Solucio´n general de una relacio´n de recurrencia lin-
eal no homoge´nea
Teorema 1.14.7. Sea la relacio´n de recurrencia lineal, no homoge´nea, con k condi-
ciones iniciales:
f(n) = β1f(n− 1) + β2f(n− 2) + · · ·+ βkf(n− k) + ϕ(n). (F)
Sea fh(n) la solucio´n general de la relacio´n de recurrencia homoge´nea:
f(n) = β1f(n− 1) + β2f(n− 2) + · · ·+ βkf(n− k)
y sea fp(n) una solucio´n particular de recurrencia (F).
Entonces
f(n) = fh(n) + fp(n)
es la solucio´n general de (F).
El problema, por tanto, es la construccio´n de la soluciones particular
fp(n), que depende de la funcio´n ϕ(n).
Estudiaremos el caso en el que ϕ(n) es un polinomio. veamos el me´todo de
resolucio´n mediante un ejemplo:
Ejemplo 1.14.8. Resuelve la ecuacio´n de recurrencia:
an = −3an−1 + 4n2 − 2n, n ≥ 2
a1 = −4
Paso 1: Resolvemos la ecuacio´n homoge´nea:
an = −3an−1
que tiene por solucio´n general:
ahn = α(−3)n.
Paso 2: Buscamos una solucio´n particular de la ecuacio´n no homoge´nea, un
polinomio P (n) de grado dos o superior.
Probamos con grado dos, que tendra´ la forma
P (n) = β2n
2 + β1n+ β0,
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en cuyo caso debera´ satisfacer la relacio´n dada:
P (n) = −3P (n− 1) + 4n2 − 2n,
es decir,
β2n
2 + β1n+ β0 = −3
(
β2(n− 1)2 + β1(n− 1) + β0
)
+ 4n2 − 2n
simplificando se obtiene:
4β2n
2 + (4β1 − 6β2)n+ (3β2 − 3β1 + 4β0) = 4n2 − 2n
y teniendo en cuenta la igualdad entre polinomios se deduce:
4β2 = 4
4β1 − 6β2 = −2
3β2 − 3β1 + 4β0 = 0
as´ı que 
β2 = 1
β1 = 1
β0 = 0
entonces, una solucio´n particular de la ecuacio´n no homoge´nea sera´
apn = P (n) = n
2 + n.
Paso 3: Por tanto, la solucio´n general de la no homoge´nea sera´:
an = a
h
n + a
p
n = α(−3)n + n2 + n.
Para encontrar α utilizamos la condicio´n inicial a1 = −4, esto implica que
α = 2.
Por tanto, la solucio´n general sera´:
an = 2(−3)n + n2 + n.
Cap´ıtulo 2
Teor´ıa de Grafos
2.1. Grafos
Definicio´n 2.1.1. Un grafo es un par G = (V,A), donde:
1) V es un conjunto no vac´ıo, llamado conjunto de ve´rtices de G,
2) A es un conjunto de pares no ordenados de ve´rtices distintos, llamados
aristas, tal que cada par de ve´rtices distintos determinan una u´nica arista.
Observacio´n 2.1.2. Sea G = (V,A) un grafo. El conjunto A esta´ formado por
subconjuntos de V con dos elementos.
Ejemplo 2.1.3.
Definicio´n 2.1.4. Sea G = (V,A) un grafo. Dos ve´rtices v1, v2 son adyacentes si
esta´n unidas por una arista, es decir, si {v1, v2} ∈ A. En tal caso, se dice que v1 y
v2 son los extremos de la arista {v1, v2}.
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2.2. Pseudografos
Definicio´n 2.2.1. Un pseudografo es un grafo G = (V,A), en el que adema´s A
contiene aristas que empiezan y acaban en el mismo ve´rtice, las cuales reciben el
nombre lazos o bucles.
Ejemplo 2.2.2.
2.3. Multigrafos
Definicio´n 2.3.1. Un multigrafo es un grafo G = (V,A), en el que adema´s A
contiene dos o ma´s aristas con el mismo par de extremos. Las aristas distintas que
unen el mismo par de ve´rtices se llaman aristas mu´ltiples.
Ejemplo 2.3.2.
2.4. Digrafos
Definicio´n 2.4.1. Un digrafo es un par G = (V,A), donde:
1) V es un conjunto no vac´ıo, llamado conjunto de ve´rtices de G,
2) A es el conjunto de aristas, que son pares ordenados de ve´rtices distintos
(son l´ıneas con un sentido de recorrido, que empiezan en un ve´rtice y acaban
en otro), tal que cada par de ve´rtices distintos determinan una u´nica arista.
El orden de las aristas se indica en el dibujo con una flecha.
Ejemplo 2.4.2.
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2.5. Terminolog´ıa en teor´ıa de grafos
Tipos Aristas ¿Se admiten aristas ¿Se admiten
mu´ltiples? lazos?
Grafo No dirigidas No No
Psuedografo No dirigidas No Si
Multigrafo No dirigidas Si No
Digrafo Dirigidas No No
Observaciones 2.5.1.
1) Es muy sencillo convertir un pseudografo o un multigrafo en un grafo: basta
an˜adir dos ve´rtices en medio de cada lazo y un ve´rtice en todas las aristas
mu´ltiples excepto una.
2) Los pseudografos, multigrafos, digrafos y mezclas no son grafos.
2.6. Grado de un ve´rtice
2.6.1. Grado de un ve´rtice en grafo o multigrafo
Definicio´n 2.6.1. Sea G = (V,A) un grafo (multigrafo) y v ∈ V . Se llama grado
de v, y se representa gr(v), al nu´mero de aristas de G que tienen por extremo al
ve´rtice v.
Ejemplo 2.6.2.
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2.6.2. Grado de un ve´rtice en pseudografo
Definicio´n 2.6.3. Sea G = (V,A) un pseudografo y v ∈ V . Se llama grado de v,
y se representa gr(v), al nu´mero de aristas de G que tienen por extremo al ve´rtice
v, excepto los lazos, cada uno cuenta como dos aristas.
Ejemplo 2.6.4.
Observacio´n 2.6.5. Aunque un bucle contribuye con dos unidades al calcular el
grado del ve´rtice correspondiente, al calcular el nu´mero de aristas que contiene el
pseudografo un bucle se cuenta como una sola arista.
Ejemplo 2.6.6.
2.7. Algunos tipos de grafos
Definicio´n 2.7.1. Un grafo es completo si cada uno de sus ve´rtices esta´ unido con
todos los dema´s ve´rtices. Se denota Kn, donde n es el nu´mero de ve´rtices del grafo.
Ejemplo 2.7.2.
Observacio´n 2.7.3. El nu´mero de aristas de Kn es(
n
2
)
=
n!
(n− 2)!2! =
n(n− 1)
2
.
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Definicio´n 2.7.4. Sea A un conjunto finito. Se llama cardinal de A al nu´mero de
sus elementos y se denota
card(A) = |A|.
Definicio´n 2.7.5. Se dice que un grafo G = (V,A) es bipartido si y so´lo si:
1) V = V1 ∪ V2
2) V1 ∩ V2 = ∅
3) Toda arista de G tiene un extremo en V1 y el otro en V2,
y se denota Kn,m donde n = |V1| y m = |V2|.
Ejemplo 2.7.6.
Definicio´n 2.7.7. Se dice que un grafo es regular si todos sus ve´rtices tienen el
mismo grado. Si dicho grado es k, se dice que el grafo es k−regular.
Ejemplo 2.7.8.
Ejemplo 2.7.9. El grafo completo Kn es regular. Cada ve´rtice de Kn esta´ unido
con los n − 1 ve´rtices restantes, por lo que su grado es n − 1. Por tanto Kn es
(n− 1)−regular.
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2.8. Isomorfismos entre grafos
2.8.1. Definiciones
Definicio´n 2.8.1. Sean X e Y dos conjuntos, f : X −→ Y una aplicacio´n.
Se dice que f es biyectiva, si es inyectiva y sobreyectiva. En tal caso
∀ y ∈ Y, ∃ ! (existe un u´nico) x ∈ X tal que f(x) = y.
Definicio´n 2.8.2. Sean G1 = (V1, A1) y G2 = (V2, A2) dos grafos. Se dice que G1
y G2 son isomorfos si, y so´lo si, existe una aplicacio´n biyectiva f : V1 −→ V2 tal
que
∀ a, b ∈ A1, {a, b} ∈ A1 ⇐⇒ {f(a), f(b)} ∈ A2.
En tal caso f se llama isomorfismo.
Ejemplo 2.8.3.
Observacio´n 2.8.4. Hay n! posibles biyecciones entre los conjuntos de ve´rtices de
dos grafos de n ve´rtices.
2.8.2. Condiciones necesarias no suficientes
Proposicio´n 2.8.5. Sean G1 = (V1, A1) y G2 = (V2, A2) dos grafos. Si G1 y G2 son
isomorfos, entonces 
|V1| = |V2|,
|A1| = |A2|.
Proposicio´n 2.8.6. Sea f un isomorfismo entre los grafos G1 y G2. Entonces, para
cada v ve´rtice de G1, se tiene que
gr(v) = gr
(
f(v)
)
.
Proposicio´n 2.8.7. Sea f un isomorfismo entre los grafos G1 y G2. Si v1 es adya-
cente con v2 en G1, entonces f(v1) es adyacente con f(v2) en G2.
Observacio´n 2.8.8. Existen grafos que satisfacen las condiciones de las proposi-
ciones anteriores sin ser isomorfos.
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Ejemplo 2.8.9. Tenemos que |V1| = |V2| = 5 y |A1| = |A2| = 6 sin embargo G1 y
G2 no son isomorfos. En G2 tenemos gr(b5) = 1, mientras que G1 no tiene ve´rtices
de grado uno.
Ejemplo 2.8.10. Tenemos que |V1| = |V2| = 8 y |A1| = |A2| = 10. Ambos tienen
tambie´n cuatro ve´rtices de grado dos y cuatro de grado tres, sin embargo G1 y G2
no son isomorfos.
Supongamos que existe un isomorfismo f : V1 −→ V2 . Como gr(a1) = 2 entonces
f(a1) ∈ {b2, c2, f2, g2},
ya que e´stos son los ve´rtices de grado dos. Por ejemplo, f(a1) = b2.
Por otra parte, b1 y d1 son adyacentes con a1, entonces f(b1) y f(d1) son adya-
centes con b2.
Puesto que a2 es el u´nico ve´rtice de grado tres y adyacente con f(a1) = b2, se
tiene que
f(b1) = f(d1) = a2,
lo que contradice que f es biyectiva.
Proposicio´n 2.8.11. Dos grafos completos con el mismo nu´mero de ve´rtices son
isomorfos.
Ejemplo 2.8.12.
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2.9. Primer Teorema de la teor´ıa de grafos
Teorema 2.9.1. Sean G = (V,A) un grafo (pseudografo, multigrafo) y V = {v1, v2, . . . , vn}
el conjunto de sus ve´rtices. Entones
gr(v1) + gr(v2) + · · ·+ gr(vn) = 2|A|
donde gr(vi) es el grado del ve´rtice vi y |A| es el nu´mero de aristas de G.
Ejemplo 2.9.2.
Proposicio´n 2.9.3. Si G = (V,A) es un grafo k−regular con |V | ve´rtices y |A|
aristas, entonces
k|V | = 2|A|.
Ejemplo 2.9.4.
2.10. Camino en un grafo
Definicio´n 2.10.1. Sea G = (V,A) un grafo.
1) Un camino en G es una sucesio´n de ve´rtices no necesariamente distintos de
G:
C =
{
v1, v2, . . . , vk
}
tal que, para todo ı´ndice i, los ve´rtices consecutivos vi y vi+1 son adyacentes.
2) A los ve´rtices v1, vk se les llama extremos del camino.
3) Un camino es cerrado si empieza y acaba en el mismo ve´rtice, es decir, si
v1 = vk. En caso contrario el camino es abierto.
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4) La longitud de un camino es el nu´mero de aristas que contiene.
Ejemplo 2.10.2.
2.11. Camino en pseudografo y en multigrafo
En un multigrafo, un camino no queda definido dando una sucesio´n de ve´rtices
pues si hay varias aristas que unen vi y vi+1, entonces hay que especificar cua´l de
ellos elegimos.
Lo mismo ocurre en pseudografo si queremos recorrer un lazo de un ve´rtice: hay
que indicarlo al llegar a este.
2.12. Camino en un digrafo
Definicio´n 2.12.1. Sea G = (V,A) un digrafo.
1) Un camino dirigido en G es una sucesio´n de ve´rtices no necesariamente
distintos de G:
C =
{
v1, v2, . . . , vk
}
tal que, para todo ı´ndice i, los ve´rtices consecutivos vi y vi+1 son adyacentes y
la arista {vi, vi+1} tiene por origen a vi y por extremo vi+1 (la orientacio´n de
la arista es vi → vi+1).
2) A los ve´rtices v1, vk se les llama origen y fin del camino, respectivamente.
3) Un camino es cerrado si empieza y acaba en el mismo ve´rtice, es decir, si
v1 = vk. En caso contrario el camino es abierto.
4) La longitud de un camino es el nu´mero de aristas que contiene.
Ejemplo 2.12.2.
44
2.13. Matriz de adyacencia
Definicio´n 2.13.1. Sea G = (V,A) un grafo, con V = {v1, v2, . . . , vn}. Se denomina
matriz de adyacencia asociada al grafo G a la matriz M = (mij)1≤i,j≤n de orden
n× n dada por:
mij =

1 si {vi, vj} ∈ A
0 si {vi, vj} /∈ A
Ejemplo 2.13.2.
v1 v2 v3 v4 v5
↓ ↓ ↓ ↓ ↓
M =

0 1 1 0 0
1 0 1 0 0
1 1 0 1 0
0 0 1 0 1
0 0 0 1 0

← v1
← v2
← v3
← v4
← v5
Observacio´n 2.13.3. Las matrices de adyacencia pueden tambie´n emplearse para
representar pseudografos y multigrafos.
Un lazo en el ve´rtice vi se representa por medio de 1 en la posicio´n (i, i) de la
matriz de adyacencia.
Cuando hay aristas mu´ltiples entre dos ve´rtices vi y vj, el elemento en la posicio´n
(i, j) de la matriz de adyacencia es igual al nu´mero de aristas asociadas con {vi, vj}.
Ejemplo 2.13.4.
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v1 v2 v3 v4
↓ ↓ ↓ ↓
M =

0 3 0 1
3 0 1 1
0 1 0 2
1 1 2 0

← v1
← v2
← v3
← v4
Ejemplo 2.13.5.
v1 v2 v3 v4
↓ ↓ ↓ ↓
M =

0 1 0 1
1 1 1 1
0 1 1 1
1 1 1 0

← v1
← v2
← v3
← v4
Definicio´n 2.13.6. Sea G = (V,A) un digrafo, con V = {v1, v2, . . . , vn}. Se denom-
ina matriz de adyacencia asociada al digrafo G a la matriz M = (mij)1≤i,j≤n de
orden n× n dada por:
mij =

1 si {vi, vj} ∈ A y la orientacio´n de la arista es vi −→ vj
0 en caso contrario
Ejemplo 2.13.7.
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v1 v2 v3 v4 v5
↓ ↓ ↓ ↓ ↓
M =

0 0 1 0 0
1 0 1 0 0
0 0 0 0 0
0 0 1 0 0
0 0 0 1 0

← v1
← v2
← v3
← v4
← v5
Observacio´n 2.13.8. La matriz M = (mij)1≤i,j≤n de adyacencia asociada a un
grafo, pseudografo y multigrafo es sime´trica, es decir,
mij = mji para todo i, j = 1, . . . , n.
Sin embargo la de un digrafo no lo es.
2.14. Conexio´n en grafos
Definicio´n 2.14.1. Un grafo es conexo si dos ve´rtices cualesquiera se pueden unir
mediante un camino. En caso contrario, se dice que el grafo no conexo o dis-
conexo.
Ejemplo 2.14.2.
2.15. Componente conexa de un grafo
Definicio´n 2.15.1. Una componente conexa de un grafo esta´ formada por
todos los ve´rtices que se pueden unir entre s´ı mediante caminos de cualquier longitud.
Ejemplo 2.15.2.
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Observacio´n 2.15.3. Un grafo conexo tiene una u´nica componente conexa.
2.16. Conexio´n en digrafos
Definicio´n 2.16.1. Sea G un digrafo
1) Se dice que G es fuertemente conexo si hay un camino de u a v y un
camino de v a u para cualesquiera dos ve´rtices u y v del digrafo.
2) Se dice que G es de´bilmente conexo si existe un camino entre cualquier par
de sus ve´rtices una vez suprimidas las direcciones, flechas, de las aristas que
lo forman.
Ejemplo 2.16.2.
2.17. Exploracio´n de grafos
Proposicio´n 2.17.1. Sean G1 y G2 dos grafos con la misma matriz de adyacencia,
entonces G1 y G2 son isomorfos.
Ejemplo 2.17.2.
Teorema 2.17.3. Sea M la matriz de adyacencia de un grafo (digrafo) G con k
ve´rtices (k > 1).
La entrada (i, j) de la matriz Mn = M ×M ×· · ·×M , es el nu´mero de caminos
de longitud n con extremos vi y vj (en el caso de digrafos con origen en vi y final
en vj).
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Ejemplo 2.17.4.
Calcula el nu´mero de caminos de longitud cinco que unen dos puntos cualesquiera
del grafo.
La matriz de G es:
v1 v2 v3 v4 v5
↓ ↓ ↓ ↓ ↓
M =

0 1 1 0 0
1 0 1 0 0
1 1 0 1 0
0 0 1 0 1
0 0 0 1 0

← v1
← v2
← v3
← v4
← v5
Como queremos calcular el nu´mero de caminos de longitud cinco que unen dos
puntos cualesquiera del grafo, calculamos M5.
v1 v2 v3 v4 v5
↓ ↓ ↓ ↓ ↓
M5 =

12 13 18 7 5
13 12 18 7 5
18 18 14 16 2
7 7 16 2 6
5 5 2 6 0

← v1
← v2
← v3
← v4
← v5
La entrada (1, 1) de la matriz M5, a11 = 12 indica que existen doce caminos
diferentes de longitud cinco, que empiezan y acaban en v1, contenidos en G.
La entrada (2, 4) de la matriz M5, a24 = 7 indica que existen siete caminos
diferentes de longitud cinco, cuyos extremos son v2 y v4, contenidos en G.
Obse´rvese que la matriz M5 es sime´trica.
Ejemplo 2.17.5.
Calcula el nu´mero de caminos de longitud cinco que unen dos puntos cualesquiera
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del digrafo.
La matriz de G es:
v1 v2 v3 v4 v5 v6
↓ ↓ ↓ ↓ ↓ ↓
M =

0 1 0 0 0 0
0 0 1 0 0 1
0 0 0 1 0 0
0 1 0 0 0 0
0 0 0 1 0 0
1 0 0 0 1 0

← v1
← v2
← v3
← v4
← v5
← v6
Como queremos calcular el nu´mero de caminos de longitud cinco que unen dos
puntos cualesquiera del grafo, calculamos M5.
v1 v2 v3 v4 v5 v6
↓ ↓ ↓ ↓ ↓ ↓
M5 =

0 1 2 0 0 2
2 0 1 2 2 1
0 2 0 1 0 0
0 1 2 0 0 2
0 2 0 1 0 0
1 2 0 2 1 0

← v1
← v2
← v3
← v4
← v5
← v6
La entrada (1, 1) de la matriz M5, a11 = 0 indica que no existe ningu´n camino
de longitud cinco, que empiece en v1 y acabe en v1.
La entrada (2, 4) de la matriz M5, a24 = 2 indica que existen dos caminos
diferentes de longitud cinco, con origen en v2 y final en v4.
La entrada (4, 2) de la matriz M5, a42 = 1 indica que existe un u´nico camino de
longitud cinco, que empiece en v4 y acabe en v2.
Obse´rvese que la matriz M5 no es sime´trica.
Proposicio´n 2.17.6. Sea M la matriz de adyacencia de un grafo (digrafo) G con
p ve´rtices v1, v2, . . . , vp, (p > 1). Sea
C = Mp−1 +Mp−2 + · · ·+M2 +M.
Existe un camino entre vi y vj si y solo si la entrada (i, j) de la matriz C es no nula.
Proposicio´n 2.17.7. Sea M la matriz de adyacencia de un grafo G con p ve´rtices,
(p > 1). Sea
C = Mp−1 +Mp−2 + · · ·+M2 +M.
El grafo G es conexo si y solo si todas las entradas de C son no nulas.
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Ejemplo 2.17.8. Sea el grafo G de la figura. Comprueba que es conexo.
Calculemos el valor de la matriz C. Para ello calculamos la matriz de adyacencia
M ,
v1 v2 v3 v4
↓ ↓ ↓ ↓
M =

0 1 0 1
1 0 1 1
0 1 0 0
1 1 0 0

← v1
← v2
← v3
← v4
v1 v2 v3 v4
↓ ↓ ↓ ↓
C = M3 +M2 +M =

4 6 2 5
6 5 4 6
2 4 1 2
5 6 2 4

← v1
← v2
← v3
← v4
Dado que ninguna entrada de la matriz C es nula, el grafo G es conexo.
Observacio´n 2.17.9. La proposicio´n anterior es va´lido para grafos, no para di-
grafos.
Ejemplo 2.17.10. Consideremos el digrafo siguiente, G. Estudia si de´bilmente
conexo.
El digrafo es de´bilmente conexo, ya que no existe ningu´n ve´rtice que no este´ conec-
tada con otro.
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Calculemos el valor de la matriz C. Para ello calculamos la matriz de adyacencia
M ,
v1 v2 v3 v4
↓ ↓ ↓ ↓
M =

0 1 0 0
0 0 0 1
0 1 0 0
1 0 0 0

← v1
← v2
← v3
← v4
v1 v2 v3 v4
↓ ↓ ↓ ↓
C = M3 +M2 +M =

1 1 0 1
1 1 0 1
1 1 0 1
1 1 0 1

← v1
← v2
← v3
← v4
La matriz C contiene ceros, sin embargo G es de´bilmente conexo.
2.18. Grafos Eulerianos
Definicio´n 2.18.1. Sea G un grafo conexo.
1) Un camino euleriano es un camino (no necesariamente cerrado), que no
repite aristas (puede repetir ve´rtices) y que recorre todas las aristas.
2) Un circuito euleriano en G es un camino cerrado que no repite aristas
(puede repetir ve´rtices) y recorre todas las aristas.
3) Un grafo euleriano es un grafo que admite un circuito euleriano.
Ejemplo 2.18.2. Un grafo que admite un camino euleriano pero no contiene circuito
euleriano.
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Observacio´n 2.18.3. De manera informal.
1) Un grafo admite un camino euleriano cuando se puede dibujar sin levantar el
la´piz del papel, sin dibujar dos veces la misma arista.
2) Un grafo es euleriano cuando se puede dibujar sin levantar el la´piz del papel,
sin dibujar dos veces la misma arista y empezando y acabando en el mismo
sitio.
Teorema 2.18.4. Un grafo conexo tiene un camino euleriano si y solo si hay exac-
tamente dos ve´rtices de grado impar.
En tal caso, todo camino euleriano empieza en uno de los dos ve´rtices de grado
impar y acaba en el otro.
Teorema 2.18.5. Un grafo conexo es euleriano si y solo si todos sus ve´rtices tienen
grado par.
2.18.1. Co´mo construir un circuito euleriano
Definicio´n 2.18.6. Sea G un grafo.
Un circuito en G es un camino cerrado que no repite aristas (puede repetir
ve´rtices).
La construccio´n de un circuito euleriano en un grafo G euleriano consta, ba´sica-
mente, de dos etapas:
1) Elegir un circuito C cualquiera (tan grande como queramos).
2) Colgar otros circuitos de G con origen y fin en un ve´rtice de C, hasta que
acabemos con todas las aristas del grafo.
Ejemplo 2.18.7. Encuentra un circuito euleriano en el grafo G
El grafo es conexo y todos los ve´rtices tienen grado par. Por lo tanto, admite un
circuito euleriano.
Empezamos eligiendo un circuito cualquiera, por ejemplo:
C1 = {v7, v8, v9, v10, v7}
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Ahora hay que buscar circuitos que empiecen y acaben en alguno de los ve´rtices
de C1 y que este´n formados por aristas que no pertenezcan a C1.
Por ejemplo, del ve´rtice v7 colgamos el circuito
{v7, v1, v6, v7}.
Obtenemos as´ı un circuito ma´s largo que el anterior:
C2 = {v7, v1, v6, v7, v8, v9, v10, v7}.
De v8 colgamos
{v8, v1, v2, v3, v8}.
Nuestro circuito crece:
C3 = {v7, v1, v6, v7, v8, v1, v2, v3, v8, v9, v10, v7}.
De v9 colgamos
{v9, v4, v3, v9}.
As´ı que
C3 = {v7, v1, v6, v7, v8, v1, v2, v3, v8, v9, v4, v3, v9, v10, v7}.
Y por u´ltimo de v10 colgamos
{v10, v4, v5, v6, v10}.
Obtenemos
C4 = {v7, v1, v6, v7, v8, v1, v2, v3, v8, v9, v4, v3, v9, v10, v4, v5, v6, v10, v7}
circuito euleriano.
2.19. Grafos hamiltonianos
Definicio´n 2.19.1. Sea G un grafo.
1) Un ciclo en G es un camino cerrado que no repite ve´rtices, salvo el primero
y el u´ltimo.
2) Un camino hamiltoniano en G es un camino (no necesariamente cerrado)
que pasa por todos los ve´rtices del grafo una sola vez.
3) Un ciclo hamiltoniano en G es un ciclo que recorre todos los ve´rtices de G.
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4) Un grafo hamiltoniano es un grafo que admite un ciclo hamiltoniano.
Ejemplo 2.19.2.
Observacio´n 2.19.3. No se conoce ninguna condicio´n necesaria y suficiente (sencilla
de aplicar) para que un grafo sea hamiltoniano. Y tampoco se conoce ningu´n algo-
ritmo eficiente para buscar un ciclo hamiltoniano en un grafo hamiltoniano.
2.19.1. Una condicio´n suficiente para que un grafo sea hamil-
toniano
Teorema 2.19.4 (Dirac). Sea G un grafo conexo con n ≥ 3 ve´rtices. Si gr(v) ≥ n
2
para todo ve´rtice v de G, entonces G es hamiltoniano.
Ejemplo 2.19.5.
El grafo contiene un circuito hamiltoniano, pero no cumple las hipo´tesis del
Teorema de Dirac.
2.19.2. Una condicio´n necesaria para que un grafo sea hamil-
toniano
Definicio´n 2.19.6. Sea G un grafo. Un subgrafo de G es un grafo visto dentro G
obtenido de la forma siguiente:
1) Bien borrar aristas de G,
2) Bien borrar ve´rtices de G, en cuyo caso debemos borrar tambie´n las aristas
que los tengan por extremos.
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Teorema 2.19.7. Sea G = (V,A) un grafo tal que |V | ≥ 3. Si G es hamiltoniano,
entonces para cada subconjunto U de V , el subgrafo de G cuyos ve´rtices son V − U
y sus aristas son todas las de G que tienen extremos en V − U , tiene a lo ma´s |U |
componentes conexas.
Ejemplo 2.19.8.
Ejemplo 2.19.9.
El grafo no contiene un circuito hamiltoniano, pero cumple las hipo´tesis del
Teorema anterior.
2.19.3. Observaciones u´tiles para buscar un ciclo hamiltoni-
ano
1) Si un ve´rtice tiene grado 2, entonces sus dos aristas han de “formar parte” de
cualquier ciclo hamiltoniano.
2) Si un grafo es hamiltoniano entonces todos los ve´rtices tienen grado mayor o
igual que 2. Como consecuencia, un grafo con ve´rtice de grado 1 no es hamil-
toniano.
3) Cuando se esta´ construyendo un ciclo hamiltoniano y este pasa por un ve´rtice,
se usan exactamente dos de las aristas que lo tienen por extremo. Si este ve´rtice
tiene grado mayor que 2 entonces todas las dema´s aristas que pasan por e´l que
no se hayan usado en el ciclo hamiltoniano, no pueden formar parte del ciclo.
4) Un ciclo hamiltoniano no puede contener otro ciclo ma´s pequen˜o dentro de e´l.
Ejemplo 2.19.10.
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2.20. El camino ma´s corto
2.20.1. Definiciones
Definicio´n 2.20.1. Un grafo o digrafo se dice etiquetado (ponderado) si a cada
una de sus aristas se le asigna un nu´mero real positivo, llamado etiqueta (peso),
que denotamos por p
({u, v}), donde u, v son dos ve´rtices del grafo.
El peso de un camino es la suma de las etiquetas de las aristas que forman
dicho camino.
Definicio´n 2.20.2. Sea G = (V,A) un grafo etiquetado. Sea u, v ∈ V dos ve´rtices
de G. La distancia de u a v, es el nu´mero denotado por d(u, v) ∈ R+ ∪{0,+∞},
definida de la forma siguiente:
1) d(u, v) = 0, si u = v.
2) d(u, v) ∈ R+, que es el menor peso de cada posible camino que existe entre
dichos ve´rtices.
3) d(u, v) =∞, si no existe ningu´n camino en G de u a v.
2.20.2. Algoritmo del camino ma´s corto de Dijkstra
Para encontrar el camino ma´s corto (distancia) entre dos ve´rtices dados x e y
en un grafo, se emplea el algoritmo de Dijkstra, que describimos en las siguientes
te´rminos:
Paso 1: Etiquetando de los ve´rtices
A cada ve´rtice v del grafo se le asigna una etiqueta L(v), definida del modo
siguiente:
L(v) =

0 si v = x (ve´rtice en el que se inicia el camino)
p({x, v}) la etiqueta de la arista que tiene como
extremos los ve´rtices x y v (para v 6= x)
∞ si {x, v} no fuera arista (para v 6= x)
Paso 2: Etiqueta mı´nima
Se localiza un ve´rtice v0 con la etiqueta L(v0) > 0 mı´nima. Si hay varios se
elige uno cualquiera de ellos.
2.1: Si L(v0) =∞ se concluye que no existe ningu´n camino entre x e y.
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2.2: Si L(v0) <∞ y v0 = y (u´ltimo ve´rtice del camino), la distancia entre x e y es
d(x, y) = L(v0 = y). En esta situacio´n se acaba el algoritmo.
2.3: Si L(v0) <∞ y v0 6= y se pasa a la etapa siguiente.
Paso 3: Nuevo etiquetado de los ve´rtices
Para cada ve´rtice v, adyacente con v0 (L(v0) mı´nima), se calcula el valor de
una nueva etiqueta Ln(v) del modo siguiente:
Ln(v) = mı´n{L(v), L(v0) + p({v0, v})},
donde p({v0, v}) es la etiqueta de la arista que tiene como extremos los ve´rtices
v0 y v.
Paso 4: Simplificacio´n del grafo
Se elimina del grafo el ve´rtice v0 (L(v0) mı´nima) y las aristas que lo contienen.
Despue´s del cuarto paso se vuelve al paso 2 y se prosigue el algoritmo.
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2.20.3. Determinar el camino ma´s corto entre x e y
• En cada fila, debajo de cada ve´rtice del grafo, se escriben sus etiquetas a lo
largo de la aplicacio´n del algoritmo de Dijkstra.
• En la columna v0 esta´n los ve´rtices que, en cada etiquetado, tienen la etiqueta
mı´nima.
• En la columna {z, v0}, el ve´rtice z es el que ha servido para calcular la etiqueta
mı´nima de v0.
Ejemplo 2.20.3.
a b c d e f v0 {z, v0}
0 14 ∞ 16 ∞ ∞ b {a, b}
23 16 27 39 d {a, d}
23 24 39 c {b, c}
24 35 e {d, e}
35 f {c, f}
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2.21. Grafos planos y mapas
Definicio´n 2.21.1.
1) Un grafo es plano si admite una representacio´n en el plano de manera que
si dos aristas se tocan lo hacen en ve´rtices. Una tal representacio´n se llama
mapa.
2) Un mapa es conexo si el grafo que representa es conexo.
Ejemplo 2.21.2.
Observacio´n 2.21.3. En una representacio´n de una grafo, si hay aristas que se
tocan en puntos que no son ve´rtices, no tiene que ser necesariamente un grafo no
plano.
Ejemplo 2.21.4.
Definicio´n 2.21.5.
1) Un mapa divide al plano en varias “partes” denominadas regiones. La regio´n
no acotada se llama regio´n exterior.
2) Se llama grado de una regio´n R, y se representa por gr(R), a la longitud
del camino cerrado que la bordea.
Ejemplo 2.21.6.
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Observacio´n 2.21.7. El camino cerrado que bordea a una regio´n no tiene porque´ ser
ni ciclo ni circuito, es decir, puede repetir ve´rtices y puede repetir aristas.
Ejemplo 2.21.8.
Observacio´n 2.21.9. Si {a, b} es una arista cualquiera de un mapa entonces pueden
ocurrir dos cosas:
1) Que {a, b} este´ en el camino que bordea a dos regiones distintas, la arista {a, b}
se contabiliza una vez al calcular el grado de una regio´n y otra vez al calcular
el grado de la otra regio´n.
2) La otra posibilidad es que {a, b} este´ en el borde de una u´nica regio´n, la arista
{a, b} se contabiliza dos veces al calcular el grado de la regio´n de cuyo borde
forma parte.
Teorema 2.21.10. Si R1, R2, . . . , Rp son las regiones de un mapa entonces
gr(R1) + gr(R2) + · · ·+ gr(Rp) = 2 · |A|
donde |A| es el nu´mero de aristas del mapa.
Ejemplo 2.21.11.
2.22. Fo´rmula de Euler
Teorema 2.22.1 (Euler). Sea M un mapa conexo y sean |V | el nu´mero de sus
ve´rtices, |A| el de sus aristas y |R| el de sus regiones. Entonces
|V | − |A|+ |R| = 2
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Ejemplo 2.22.2.
Proposicio´n 2.22.3. Sea G = (V,A) un grafo conexo, con |V | ≥ 3. Si G es plano
entonces:
|A| ≤ 3(|V | − 2).
Ejemplo 2.22.4. Estudia si el grafo K5 es plano
Si K5 es plano, entonces se verifica la desigualdad |A| ≤ 3
(|V | − 2). Puesto que,
|V | = 5, |A| = 10 y |A|  3(|V | − 2) = 9. Entonces el grafo no es plano.
Proposicio´n 2.22.5. Sea G = (V,A) un grafo conexo, con |V | ≥ 3, que no contiene
ningu´n subgrafo isomorfo a K3. Si G es plano entonces:
|A| ≤ 2(|V | − 2).
Observacio´n 2.22.6. Si un grafo G = (V,A) satisface la desigualdad |A| ≤ 3(|V |−
2
)
, no tiene que ser necesariamente un grafo plano.
Ejemplo 2.22.7. El grafo bipartido K3,3 tiene |V | = 6 ve´rtices y |A| = 9 aristas,
por lo que s´ı cumple la desigualdad de Euler. Sin embargo, K3,3 no es plano.
Observacio´n 2.22.8. Si un grafo G = (V,A) no tiene tria´ngulos y cumple la de-
sigualdad |A| ≤ 2(|V | − 2), no tiene que ser necesariamente un grafo plano.
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Ejemplo 2.22.9. El grafo de Petersen, no tiene tria´ngulos y cumple la desigualdad
de la proposicio´n anterior. Sin embargo no es plano.
2.23. Teorema de Kuratowski
Definicio´n 2.23.1. Una subdivisio´n de un grafo G es un nuevo grafo que se
obtiene al insertar ve´rtices de grado 2 en aristas de G.
Ejemplo 2.23.2.
Teorema 2.23.3 (Kuratowski). Un grafo es no plano si y so´lo si contiene un
subgrafo isomorfo a una subdivisio´n de K5 o K3,3.
Ejemplo 2.23.4. El grafo de Petersen
2.24. Coloracio´n de ve´rtices de un grafo
Definicio´n 2.24.1. Sea G = (V,A) un grafo y C = {1, 2, . . . , k} un conjunto de k
colores. Una coloracio´n de los ve´rtices de G, es una funcio´n f : V −→ C tal
que:
si u, v ∈ V y {u, v} ∈ A, entonces f(u) 6= f(v).
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En otras palabras, una coloracio´n de los ve´rtices de un grafo, es una asignacio´n
de colores a los ve´rtices de manera tal que a ve´rtices adyacentes les correspondan
colores diferentes.
Definicio´n 2.24.2. El mı´nimo nu´mero de colores necesarios para co- lorear los
ve´rtices de un grafo G, se denomina nu´mero croma´tico de G y se denota χ(G).
Teorema 2.24.3 (Appel-Haken, 1976). El nu´mero croma´tico de un grafo plano
es menor o igual que cuatro.
Ejemplo 2.24.4.
Teorema 2.24.5. Si G es un grafo conexo de grado ma´ximo ∆(G). Entonces
1) χ(G) ≤ ∆(G) + 1
2) Si G no es regular entonces χ(G) ≤ ∆(G).
2.25. Algoritmo voraz de coloracio´n de los ve´rtices
Sea G = (V,A) un grafo y C = {c1, c2, . . . , ck} un conjunto de k colores. Supong-
amos que V = {v1, v2, . . . , vn} donde
gr(v1) ≥ gr(v2) ≥ · · · ≥ gr(vn).
Asignemos el color c1 a v1. Si v2 es adyacente a v1 asignamos el color c2 a v2, en caso
contrario le asignamos el color c1.
En general, si hemos coloreado v1, v2, . . . , vp, entonces asignamos a vp+1 el color
de indice ma´s bajo que no haya utilizado ya en los ve´rtices adyacentes con vp+1.
Continuando este proceso se obtiene una coloracio´n de G que utiliza a lo sumo
∆(G) + 1 colores (Welsh, 1963).
Ejemplo 2.25.1. Aplica el algoritmo voraz al siguiente grafo:
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Hacemos una tabla en que indicamos los colores posibles, c, y los colores pro-
hibidos, c:
v6 v3 v5 v2 v4 v2
c 1 2 3 3 1 2
c 1 1,2 1,2 2,3 1,3
Observacio´n 2.25.2. El nu´mero de colores necesarios, para colorear los ve´rtices de
un grafo, depende del orden elegido al comienzo para los n ve´rtices.
2.26. Coloracio´n de mapas
Definicio´n 2.26.1. Si G es un grafo plano, su dual geome´trico G∗ es un grafo cuyos
ve´rtices corresponden a las regiones de G, y estos ve´rtices se conectan por una arista
si las regiones correspondientes en G comparten una arista.
Ejemplo 2.26.2. Construye el grafo dual de G:
Observacio´n 2.26.3. La coloracio´n de las regiones de un mapa, de forma que
regiones adyacentes reciban diferente color, se convierte por dualidad en la coloracio´n
de los ve´rtices del grafo dual, que es un grafo plano.
Ejemplo 2.26.4.
Cap´ıtulo 3
Combinatoria
3.1. Te´cnicas ba´sicas
Definicio´n 3.1.1. Sea A un conjunto finito no vac´ıo. Se llama cardinal de A al
nu´mero de sus elementos y se denota card(A), |A|.
Nota 3.1.2. Por convenio, se tiene que, |∅| = 0.
3.1.1. Principio de adicio´n
Teorema 3.1.3 (Principio de adicio´n). Sean A1, A2, . . . , An conjuntos finitos
tales que Ai ∩ Aj = ∅, para todo i 6= j. Entonces:
|A1 ∪ A2 ∪ · · · ∪ An| = |A1|+ |A2|+ · · ·+ |An|.
Observacio´n 3.1.4.
1) Si para cada i = 1, . . . , n definimos el conjunto
Ai = {elementos que satisfacen cierta propiedad pi},
entonces el conjunto
A1 ∪ A2 ∪ · · · ∪ An
esta´ formado por los elementos que satisfacen la propiedad p1 o la propiedad
p2 o, . . ., o la propiedad pn, es decir, que satisfacen “al menos” una de las
propiedades pi.
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2) La presencia de la conjuncio´n “o” o de locuciones como “al menos” o “como
mucho”, nos puede servir como indicacio´n de que el principio de adicio´n puede
ayudarnos a resolver el problema.
Ejemplo 3.1.5. Se lanzan simulta´neamente dos dados. ¿De cua´ntas maneras se
puede conseguir un ocho o un nueve?.
Llamamos
A = {maneras de conseguir un ocho}
= {(2, 6), (3, 5), (4, 4), (5, 3), (6, 2)}
B = {maneras de conseguir un nueve}
= {(3, 6), (4, 5), (6, 3), (5, 4)}.
Tenemos que |A| = 5, |B| = 4, A ∩B = ∅. Como
A ∪B = {maneras de conseguir un ocho o nueve}
= {(2, 6), (3, 5), (4, 4), (5, 3), (6, 2), (3, 6), (4, 5), (6, 3), (5, 4)},
se tiene que
|A ∪B| = |A|+ |B| = 5 + 4 = 9.
Ejemplo 3.1.6. Lanzamos cuatro monedas distintas y queremos calcular cua´ntas
formas hay de conseguir “al menos” dos caras.
• Partimos el conjunto A cuyo cardinal queremos calcular en varios subconjuntos
A1, . . . , An dos a dos disjuntos:
En nuestro ejemplo, el conjunto A esta´ formado por todos los lanzamientos de
cuatro monedas en los que se obtiene dos, tres o cuatro caras.
Por tanto, partimos A en los siguientes tres subconjuntos:
A1 = {lanzamientos en los que se obtienen exactamente dos caras}
A2 = {lanzamientos en los que se obtienen exactamente tres caras}
A3 = {lanzamientos en los que se obtienen exactamente cuatro caras}
Es evidente que un mismo lanzamiento no puede estar en dos de estos subcon-
juntos, por lo que son subconjuntos dos a dos disjuntos.
• Calculamos el cardinal de cada uno de los subconjuntos Ai:
A1 = {(C,C,X,X), (C,X,C,X), (C,X,X,C), (X,C,C,X),
(X,C,X,C), (X,X,C,C)}
A2 = {(C,C,C,X), (C,C,X,C), (C,X,C,C), (X,C,C,C)}
A3 = {(C,C,C,C)}.
Por tanto, |A1| = 6, |A2| = 4, |A4| = 1.
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• Sumamos dichos cardinales:
En nuestro ejemplo,
|A| = |A1 ∪ A2 ∪ A3| = |A1|+ |A2|+ |A3| = 6 + 4 + 1 = 11.
Por lo que hay once formas de conseguir al menos dos caras.
3.1.2. Principio de multiplicacio´n
Teorema 3.1.7 (Principio de multiplicacio´n). Sean A1, A2, . . . , An conjuntos
finitos no vac´ıos, entonces
|A1 × A2 × · · · × An| = |A1| · |A2| · · · |An|.
Nota 3.1.8. La principal aplicacio´n del principio de multiplicacio´n, es contar el
nu´mero de listas ordenadas de longitud r, esto es, listas formadas por r objetos
en los que importa el orden de colocacio´n.
Proposicio´n 3.1.9. Se quiere hacer una lista ordenada de longitud r. Para el primer
lugar de la lista se puede elegir entre n1 objetos, para el segundo entre n2 y as´ı sucesi-
vamente hasta el lugar r-e´sima, para el que se puede elegir entre nr objetos. Entonces
el nu´mero total de listas de r objetos ordenados es
n1 · n2 · · ·nr.
Ejemplo 3.1.10. ¿Cua´ntos nu´meros de cuatro cifras distintas se pueden formar
con los d´ıgitos {1, 2, 3, 4, 5, 6, 7}? ¿Y si las cifras pueden repetirse? ¿Cua´ntos de
estos u´ltimos nu´meros son pares?
• Es claro que un nu´mero de cuatro cifras es una lista ordenada de longitud
cuatro.
El primer lugar de dicha lista esta´ ocupado por la unidad de millar, el segundo
por las centenas, el tercero por las decenas y el cuarto por las unidades.
Para el primer lugar podemos elegir cualquiera de los 7 d´ıgitos de {1, 2, 3, 4, 5, 6, 7}.
El nu´mero de elecciones para el segundo lugar depende de si esta´ permitido
repetir cifras o no:(
unidades de millar
7 elecciones
,
centenas
?
,
decenas
?
,
unidades
?
)
Si no nos dejan repetir cifras, una vez ocupado el primer lugar, por ejemplo
por el 3, entonces en el segundo lugar ya no podemos colocar el 3, por lo que
solo tenemos seis elecciones:
{1, 2, 4, 5, 6, 7}.
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Coloquemos la segunda cifra, por ejemplo, el 5. Ahora, en el tercer lugar ya
no podemos colocar ni el 3 ni el 5 por lo que nos quedan cinco elecciones:
{1, 2, 4, 6, 7}.
Coloquemos la cifra de las decenas, por ejemplo, el 2.
En el u´ltimo lugar no podemos colocar ni el 3, ni el 5, ni el 2, por lo que nos
quedan cuatro elecciones:(
unidades de millar
7 elecciones
,
centenas
6 elecciones
,
decenas
5 elecciones
,
unidades
4 elecciones
)
.
Aplicando el principio de multiplicacio´n, obtenemos:
7 · 6 · 5 · 4 = 840.
Por tanto, hay 840 nu´meros con las cuatro cifras distintas.
• Si nos dejan repetir cifras, entonces en el segundo lugar podemos colocar tam-
bie´n el mismo nu´mero que hayamos colocado en el primer lugar.
Por consiguiente, el nu´mero de elecciones para el segundo lugar no disminuye:
seguimos teniendo siete posibilidades. Lo mismo les ocurre al tercer y al cuarto
lugar:(
unidades de millar
7 elecciones
,
centenas
7 elecciones
,
decenas
7 elecciones
,
unidades
7 elecciones
)
.
Aplicando el principio de multiplicacio´n, obtenemos:
7 · 7 · 7 · 7 = 2401.
Es decir, hay 2401 nu´meros de cuatro cifras no necesariamente distintas.
• Calculemos, para finalizar, cua´ntos de estos u´ltimos nu´meros son pares.
Para que un nu´mero sea par, la cifra de sus unidades ha de ser tambie´n un
nu´mero par. Esto restringe la cantidad de elecciones u´nicamente para la u´lti-
ma cifra, pues solo podemos elegir entre los tres nu´meros pares que hay en
{1, 2, 3, 4, 5, 6, 7}, que son 2, 4 y 6. Para las restantes cifras no hay ningu-
na restriccio´n, pudiendo elegir en cada caso cualquiera de los siete nu´meros
{1, 2, 3, 4, 5, 6, 7}.
El esquema en este caso es el siguiente:(
unidades de millar
7 elecciones
,
centenas
7 elecciones
,
decenas
7 elecciones
,
unidades
3 elecciones
)
.
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Aplicando el principio de multiplicacio´n, obtenemos:
7 · 7 · 7 · 3 = 1029.
Por tanto, hay 1029 nu´meros de cuatro cifras, no necesariamente distintos, que
son pares.
3.1.3. Principio de distribucio´n
Teorema 3.1.11 (Principio de distribucio´n). Sean n, q, r ∈ N. Si distribuimos
n · q + r objetos en n cajas, entonces alguna caja contiene ma´s de q objetos.
Corolario 3.1.12. Sean p,m1,m2, . . . ,mn ∈ N. Si
n∑
i=1
mi
n
> p
entonces existe i0 ∈ {1, 2, . . . , n} tal que mi0 > p.
Ejemplo 3.1.13. Demuestra que si a lo largo de una semana (de lunes a viernes)
una persona ha trabajado un total de cincuenta horas, habra´ al menos un d´ıa en el
que haya trabajado ma´s de ocho horas.
Sea
m1 el nu´mero de horas trabajadas el lunes.
m2 el nu´mero de horas trabajadas el martes.
m3 el nu´mero de horas trabajadas el mie´rcoles.
m4 el nu´mero de horas trabajadas el jueves.
m5 el nu´mero de horas trabajadas el viernes.
Aplicamos el corolario anterior, se tiene que
5∑
i=1
mi
5
= 10 > 8,
por lo que hubo al menos un d´ıa en el que trabajo´ ma´s de ocho horas.
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3.2. Permutaciones
Definicio´n 3.2.1. Sea A un conjunto no vac´ıo. Una permutacio´n de A es una
biyeccio´n de A en A.
Nota 3.2.2. Una permutacio´n de n objetos es una lista ordenada de los n objetos.
Proposicio´n 3.2.3. El nu´mero de permutaciones posibles de un conjunto de n ele-
mentos es:
P (n) = n!
Ejemplo 3.2.4. El equipo de fu´tbol “X” se ha clasificado para la fase final de un
campeonato, en la que ocho equipos juegan una liguilla todos contra todos.
¿Cua´ntas son las posibles clasificaciones finales? ¿En cua´ntas de ellas “X” queda
entre los tres primeros?
Cada clasificacio´n final es una lista ordenada de los ocho equipos que participan
en el campeonato, esto es, una permutacio´n de ocho equipos.
Por tanto, hay:
P (8) = 8! = 40320
posibles clasificaciones finales.
Para que el equipo “X” queda entre los tres primeros, ha de quedar primero o
segundo o tercero.
La presencia de la conjuncio´n “o” nos sugiere usar el principio de adicio´n:
Si “X” queda primero, cada uno de los siete equipos restantes puede colocarse
en cualquiera de los siete puestos restantes.
De todas las formas posibles; hay por tanto,
P (7) = 7!
clasificaciones con “X” en primer lugar.
Lo mismo ocurre si ocupa el segundo lugar, y tambie´n si ocupa el tercero.
Por tanto, el principio de adicio´n nos asegura que hay
7! + 7! + 7! = 151230
clasificaciones con “X” en alguno de los tres primeros puestos.
3.3. Variaciones
3.3.1. Variaciones simples
Definicio´n 3.3.1. Sea A un conjunto con n elementos y sea k ∈ N, (k ≤ n). Una
variacio´n de orden k de A es una lista ordenada de k elementos distintos elegidos
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entre n elementos de A. Es decir, una lista de la forma siguiente:
(a1, a2, . . . , ak)
con ai ∈ A, para todo i = 1, 2, . . . , k.
Proposicio´n 3.3.2. El nu´mero V (n, k) de variaciones de orden k de n elementos
es:
V (n, k) =
n!
(n− k)! = n · (n− 1) · (n− 2) · . . . · (n− k + 1).
Ejemplo 3.3.3. En un marato´n en la que participan 200 personas se da la clasifi-
cacio´n de los seis primeros concursantes, por orden de posiciones. ¿Cua´tos grupos
ordenados de seis corredores se pueden hacer? ¿En cua´ntos de ellos esta´ el campeo´n
mundial?
El nu´mero de grupos ordenados de seis corredores, de un total de 200, es:
V (200, 6) =
200!
(200− 6)! =
200!
194!
.
Para estudiar el nu´mero de grupos ordenados de seis corredores en los que se
encuentra el campeo´n mundial hay que observar, lo primero, que so´lo podemos
seleccionar cinco corredores de un total de 199, ya que uno de ellos esta´ impuesto
(el campeo´n mundial).
Calculamos:
V (199, 5) =
199!
(199− 5)! =
199!
194!
.
Ahora bien, este nu´mero habra´ que multiplicarlo por seis que son las posibles
posiciones en que puede acabar el campeo´n mundial, luego el nu´mero total de grupos
es:
6 · 199!
194!
.
3.3.2. Aplicaciones inyectivas
Definicio´n 3.3.4. Sean A y X dos conjuntos, f : X −→ A una aplicacio´n. Si dice
que f es inyectiva, si
∀ x1, x2 ∈ X, x1 6= x2 =⇒ f(x1) 6= f(x2).
Nota 3.3.5. Dado un conjunto X con k elementos y otro A con n elementos (k ≤ n),
vamos a calcular el nu´mero de aplicaciones inyectivas que hay de X en A.
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Proposicio´n 3.3.6. Si X = {x1, x2, . . . , xk} y A tiene n ≥ k elementos,una apli-
cacio´n inyectiva de X en A, es una lista ordenada de longitud k de elementos dis-
tintos de A:(
f(x1)
n elecciones
,
f(x2)
n− 1 elecciones , . . . ,
f(xk)
n− (k − 1) elecciones
)
.
Adema´s, el nu´mero de aplicaciones inyectivas de X en A es:
V (n, k) =
n!
(n− k)! = n · (n− 1) · (n− 2) · . . . · (n− k + 1).
3.3.3. Variaciones con repeticio´n
Definicio´n 3.3.7. Sea A un conjunto con n elementos y sea k ∈ N. Una variacio´n
de orden k de A es una lista ordenada de k elementos no necesariamente distintos
elegidos entre n elementos de A. Es decir, una lista de la forma siguiente:
(a1, a2, . . . , ak)
con ai ∈ A, para todo i = 1, 2, . . . , k, donde los elementos ai ∈ A pueden ser iguales.
Proposicio´n 3.3.8. El nu´mero V R(n, k) de variaciones con repeticio´n de orden k
de n elementos es:
V R(n, k) = n · . . .k · n = nk.
Ejemplo 3.3.9. Un nu´mero escrito en base 2 es una sucesio´n binaria, esto es, una
lista ordenada de ceros y de unos.
Cada una de estas sucesiones, por ejemplo de longitud cuatro, es por tanto una
variacio´n con repeticio´n de 2 elementos tomados de 4 en 4.
Para el primer lugar de la sucesio´n tenemos dos elecciones: 0 y 1.
Para el segundo lugar, e independientemente de lo que hayamos puesto en el
primero, tambie´n tenemos dos elecciones. Lo mismo ocurre en todos los dema´s lu-
gares: (
Dı´gito 1
2 elecciones
,
Dı´gito 2
2 elecciones
,
Dı´gito 3
2 elecciones
,
Dı´gito 4
2 elecciones
)
.
Por tanto, el principio de multiplicacio´n nos asegura que el nu´mero de variaciones
con repeticio´n de 2 elementos tomados de 4 en 4, es:
V R(2, 4) = 2 · 2 · 2 · 2 = 24.
Observacio´n 3.3.10. A diferencia de las variaciones sin repeticio´n, en las varia-
ciones con repeticio´n de n elementos tomados de k en k, no tiene porque´ ser k ≤ n.
En el ejemplo anterior, n = 2 y k = 4.
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3.3.4. Aplicaciones entre dos conjuntos
Definicio´n 3.3.11. Una correspondencia de un conjunto X en un conjunto A
es un subconjunto arbitrario del conjunto producto cartesiano
X × A = {(x, a) : x ∈ X y a ∈ A}.
Definicio´n 3.3.12. Sean X y A dos conjuntos y f ⊂ X × A una correspondencia
de X en A.
Se dice que f es una aplicacio´n de X en A si para cada elemento x de X
existe un u´nico elemento a de A tal que (x, a) ∈ f ⊂ X × A.
Proposicio´n 3.3.13. Si X tiene k elementos y A tiene n, entonces las aplicaciones
de X en A son listas ordenadas de longitud k en cada una de cuyas posiciones
podemos elegir cualquiera de los n elementos de A.
Adema´s el nu´mero de aplicaciones de X en A es
V R(n, k) = nk
Nota 3.3.14. Se denota
F(X,A) = {f : X −→ A : f aplicacio´n } = AX .
Por tanto ∣∣F(X,A)∣∣ = |A||X|.
3.4. Combinaciones
3.4.1. Combinaciones simples
Definicio´n 3.4.1. Sea A un conjunto con n elementos y sea k ∈ N, (k ≤ n). Una
combinacio´n de orden k de A es una lista no ordenada de k elementos distintos
elegidos entre n elementos de A. Es decir, una lista de la forma siguiente:
{a1, a2, . . . , ak}
con ai ∈ A, para todo i = 1, 2, . . . , k.
Proposicio´n 3.4.2. El nu´mero C(n, k) de combinaciones de n elementos tomados
de k en k es:
C(n, k) =
(
n
k
)
=
n!
(n− k)! · k! .
Observacio´n 3.4.3. Una combinacio´n de orden k de n objetos no es ma´s que un
subconjunto de k elementos elegidos en un conjunto de n.
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Nota 3.4.4. Dos combinaciones son distintos si tienen algu´n elemento diferente.
Ejemplo 3.4.5. Calcula el nu´mero de manos de poker distintas (cinco cartas) que
pueden formarse con las cuarenta cartas de una baraja. ¿Cua´ntas manos contienen
exactamente dos ases?.
Observemos que en una mano de poker no me interesa el orden en el que recibo
las cartas, ya {
1♣, 2♦, 6♠, 7♥, 10}
es la misma mano que {
7♥, 1♣, 6♠, 10, 2♦},
por ejemplo.
El nu´mero de manos posibles de poker es:
C(40, 5) =
(
40
5
)
=
40!
5! · 35! manos diferentes.
Para calcular las manos de poker que contienen exactamente dos ases estudiemos
las posibilidades de sacar dos ases y las posibilidades de sacar tres cartas ma´s que
no sean ases: (
4
2
)
·
(
36
3
)
=
4!
2! · 2! ·
36!
3! · 33! manos.
3.4.2. Combinaciones con repeticio´n
Definicio´n 3.4.6. Sea A un conjunto con n elementos y k ∈ N. Una combinacio´n
con repeticio´n de orden k de A, es una lista no ordenada de k elementos no
necesariamente distintos elegidos entre n elementos de A. Es decir, una lista de la
forma siguiente:
{a1, a2, . . . , ak}
con ai ∈ A, para todo i = 1, 2, . . . , k. donde los elementos ai ∈ A pueden ser iguales.
Proposicio´n 3.4.7. El nu´mero CR(n, k) de combinaciones con repeticio´n de n
elementos tomados de k en k es:
CR(n, k) = C(n+ k − 1, k) =
(
n+ k − 1
k
)
=
(n+ k − 1)!
(n− 1)! · k! .
Nota 3.4.8. Dos combinaciones con repeticio´n son distintos si tienen algu´n ele-
mento diferente.
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Teorema 3.4.9. Sean k, n ∈ N. El nu´mero de soluciones enteros no negativos (es
decir, xi ≥ 0) de la ecuacio´n
x1 + x2 + · · ·+ xn = k
es:
CR(n, k) = C(n+ k − 1, k).
Corolario 3.4.10. Sean k, n ∈ N. El nu´mero de soluciones naturales (es decir,
xi > 0) de la ecuacio´n
x1 + x2 + · · ·+ xn = k
es:
C(k − 1, k − n).
Ejemplo 3.4.11. ¿De cua´ntas maneras distintas se pueden distribuir 10 la´pices
iguales en 5 vasos?
Sea
x1 el nu´mero de la´pices en el vaso 1, (x1 ≥ 0).
x2 el nu´mero de la´pices en el vaso 2, (x2 ≥ 0).
x3 el nu´mero de la´pices en el vaso 3, (x3 ≥ 0).
x4 el nu´mero de la´pices en el vaso 4, (x4 ≥ 0).
x5 el nu´mero de la´pices en el vaso 5, (x5 ≥ 0).
Queremos calcular el nu´mero de soluciones enteras no negativas de la ecuacio´n:
x1 + x2 + x3 + x4 + x5 = 10,
que viene dada por:
CR(5, 10) = C(5 + 10− 1, 10) = C(14, 10) = 14!
10! · 4!
maneras.
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3.5. Teorema del Binomio
Proposicio´n 3.5.1. Sean k, n ∈ Z tales que 0 ≤ k ≤ n. Entonces:(
n
k
)
=
(
n
n− k
)
.
Proposicio´n 3.5.2 (Fo´rmula de Pascal). Sean k, n ∈ Z tales que 0 ≤ k ≤ n.
Entonces: (
n
k
)
=
(
n− 1
k
)
+
(
n− 1
k − 1
)
.
Teorema 3.5.3 (Teorema de Binomio). Para todo n ∈ N y para cada par de
elementos x, y ∈ R, se tiene
(x+ y)n =
n∑
k=0
(
n
k
)
xkyn−k.
Corolario 3.5.4. Para todo n ∈ N y para todo x ∈ R se tiene
(x+ 1)n =
n∑
k=0
(
n
k
)
xk.
Observacio´n 3.5.5. Si x = −1 en el corolario,
(1− 1)n = 0n = 0 =
n∑
k=0
(
n
k
)
(−1)k.
Ejemplo 3.5.6. Demostrar que
2n =
n∑
k=0
(
n
k
)
.
Ejemplo 3.5.7. Calcular el coeficiente de x6 en el desarrollo de (x− 3)11.
Sabemos, por el Teorema del Binomio que
(x− 3)11 =
11∑
k=0
(
11
k
)
xk(−3)11−k.
Luego el coeficiente de x6 sera´ el obtenido al hacer k = 6:(
11
k
)
xk(−3)11−k = 11!
6! · 5!(−3)
5x6.
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Definicio´n 3.5.8. Sean n1, n2, . . . , nk nu´meros enteros no negativos, con n =
k∑
i=1
ni.
Se define el coeficiente polino´mico P (n;n1, n2, . . . , nk) como(
n
n1 n2 · · · nk
)
=
n!
n1!n2! · · ·nk!
Teorema 3.5.9. Dados n objetivos de k tipos, con ni objetos del tipo i, 1 ≤ i ≤ k,
y con n =
k∑
i=1
ni, entonces hay
n!
n1!n2! · · ·nk!
ordenaciones diferentes de estos n objetos, en donde dos ordenaciones son iguales
si, para todo i = 1, 2, . . . , k, los objetos que ocupan el lugar i son del mismo tipo.
Ejemplo 3.5.10. ¿Cua´ntas palabras distintas pueden formarse con la condicio´n de
que tengan 2a, 3b, 4c y 1d?
Las palabras buscadas deben tener en total 10 letras, de las cuales se repiten
algunas de ellas: (
10
2 3 4 1
)
=
10!
2! · 3! · 4! · 1!
palabras.
Ejemplo 3.5.11. Una sen˜al consiste en 10 banderas de una cierta cinta vertical, de
las que hay 5 verdes, 3 blancas y 2 negras, siendo indistinguibles las banderas de un
mismo color. ¿Cua´ntas sen˜ales distintas se pueden hacer?
Como algunas de las banderas son iguales, no podemos calcular
P (10) = 10!.
El nu´mero de banderas necesarias sera´:(
10
5 3 2
)
=
10!
5! · 3! · 2! .
Definicio´n 3.5.12 (Fo´rmula de Leibnitz). Sean x1, x2, . . . , xk ∈ R, n ∈ N,
entonces
(x1 + x2 + · · ·+ xk)n =
n∑
n1,n2,...,nk=0
n1+n2+···+nk=n
(
n
n1 n2 · · · nk
)
xn11 x
n2
2 · · ·xnkk .
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Ejemplo 3.5.13. Calcular el coeficiente del te´rmino x31x
2
2x
4
3 del desarrollo de
(x1 + x2 + x3 + x4)
9 =
9∑
n1,n2,n3,n4=0
n1+n2+n3+n4=9
(
9
n1 n2 n3 n4
)
xn11 x
n2
2 x
n3
3 x
n4
4 .
Para calcular el coeficiente asociado a x31x
2
2x
4
3 basta tomar
n1 = 3, n2 = 2, n3 = 4, n4 = 0.
Por tanto (
9
3 2 4 0
)
x31x
2
2x
4
3x
0
4 =
9!
3! · 2! · 4! · 0!x
3
1x
2
2x
4
3x
0
4.
Luego el coeficiente pedido es
9!
3! · 2! · 4! · 0! .
Ejemplo 3.5.14. Calcular el coeficiente de x6 en el producto:
(1− x− x3)(3 + 2x)5.
Para calcular el coeficiente asociado a x6 en el producto anterior, no es nece-
sario desarrollar todos los productos, basta estudiar cua´les de ellos proporcionara´n
exponente seis a la x, de manera siguiente:
(3 + 2x)5 = a5x
5 + a4x
4 + a3x
3 + a2x
2 + a1x+ a0.
(1− x− x3)(3 + 2x)5 = b8x8 + b7x7 + b6x6 + · · ·+ b1x+ b0,
donde el u´nico coeficiente que nos interesa es el asociado al exponente sexto de la
x, que se obtiene:
(−x · a5x5)− (x3a3x3),
por tanto basta calcular a5 (coeficiente asociado a x
5) y a3 (coeficiente asociado a
x3) en el desarrollo de (3 + 2x)5. As´ı que
5∑
n1,n2=0
n1+n2=5
(
5
n1 n2
)
(2x)n13n2 .
Luego
a5 =
(
5
5 0
)
2530 =
5!
5!
25 = 32
y
a3 =
(
5
3 2
)
2332 =
5!
3! · 2!2
332 = 720,
Finalmente, el coeficiente de x6 en el desarrollo de (1− x− x3)(3 + 2x)5 es:
−a5 − a3 = −32− 720 = −752.
