Abstract. Over the last years, a lot of effort has been made to make existing uncertainty quantification techniques more efficient in high dimensions. An important class of methods relies on the assumption that the polynomial chaos representation of the model response is sparse. This paper contributes to the validation and assessment of an innovative basis selection technique for building sparse polynomial chaos expansions. A regression approach is used for computing the polynomial chaos coefficients. The technique is based on statistical inference theory which provides information about the true regression model from an estimated regression model based on samples. The latter information is used to build iteratively the sparse polynomial chaos expansion. Using the developed methodology, a more robust and efficient basis selection technique is obtained. For validation purpose, the methodology is applied to high dimensional analytical test cases, including the Oakley & O'Hagan function (d=15) and the Morris function (d=20). The results are compared with those obtained from two state-of-theart techniques, namely the LARS-based algorithm and compressive sampling. As compared to previous work, more comparisons with the LARS-based method are provided, through the use of UQLab, a MATLAB-based uncertainty quantification framework developed by Sudret and Marelli [1] . It is shown that, with equal settings, the developed methodology results in a more accurate polynomial chaos expansion compared to the aforementioned technique. In addition, a new criterion for building an optimal polynomial chaos expansion is further investigated. The conclusions are in-line with previous findings, i.e. the present criterion always builds a sparser polynomial chaos expansion which is, in addition, at least as accurate as compared to the optimal polynomial chaos expansion obtained from the classical cross validation technique.
INTRODUCTION
In recent years, due to the increase in computational power, the interest in uncertainty quantification (UQ) in computational fluid dynamics (CFD) has drastically increased. This has led to an extensive use of polynomial chaos (PC) methods, which are known for their ability to propagate efficiently uncertainties through complex engineering models.
Initially, the PC applications were highly intrusive in the sense that the PC expansion was inserted in the partial differential equations describing the problem. Some applications of intrusive PC are available in [2, 3] . Though, it turned out that, in addition to being error prone, a lot of effort was required to modify the CFD code. This made intrusive PC less attractive for industry who are relying on their own well-validated CFD code. It is for this reason that a focus was made on non-intrusive techniques, where no change to the CFD software is required.
In non-intrusive PC, the PC coefficients are computed using either a projection or a regression approach [4] . In both cases, the stochastic solution is calculated by running a series of deterministic simulations for different realization of the uncertain input parameters. The exact number of calls to the CFD software, also referred to as the number of samples, depends on the PC expansion order but also, and most importantly, on the number of input random variables. For a given PC order, the number of samples required grows exponentially with the number of dimension. In the literature, this exponential increase of computational cost with the number of random dimensions is often referred to as the curse-of-dimensionality. The latter issue constitutes a serious brake in the application of non-intrusive PC to relevant industrial applications, which are inherently characterized by many uncertainties, e.g. uncertainties on operational conditions, geometrical uncertainties, etc. Hence, in order to handle this issue, efficient nonintrusive techniques have been developed in the last few years.
To takle the curse of dimensionality, an important class of methods, which has been proven particularly effective, relies on the assumption that the PC solution is sparse. This means that only a limited number of features will contribute significantly to the modeling of the model response. The most famous techniques relying on such assumption are the sparse regression technique of [5, 6] and the compressive sampling technique [7, 8] . In the former approach, the PC coefficients are calculated using the LARS method while in the later approach, an underdetermined system of equations is solved using 1 regularization [7] .
In this paper, an innovative basis selection technique for building sparse polynomial chaos expansion is further investigated. The methodology combines statistical inference theory with regression-based PC. The use of statistical inference will provide information about the true regression given an estimated regression model based on samples. The latter information is then used to build the sparse PC metamodel iteratively, following a forward-backward strategy. It follows that the developed methodology has two important features, i.e. (i) robustness as the dependency with respect to the sampling strategy is removed and (ii) effectiveness as most of the terms that are captured will contribute to the true regression model. An extensive comparison with state-of-the-art techniques such as the LARS-based method and the compressive sampling technique is provided.
REGRESSION-BASED POLYNOMIAL CHAOS
Suppose Y is the exact model response. Y is function of a set of random variables ξ = (ξ 1 , ..., ξ d ), where d is the dimension of the random space. The polynomial chaos theory consists in expanding the exact model response into a series of orthogonal polynomials,
where u i are the PC coefficients and ψ i are the PC basis, chosen in accordance with the probability density function of the input random variables following the so-called Askey scheme of polynomials [9] . As an example, if the random variables are uniformly distributed, then the Legendre polynomials are used. The PC coefficients can be calculated using either a quadrature (projection) or a regression method. In the present work, we focused on the regression approach. The regression method consists in evaluating Equation (1) at different location in the stochastic space and solving the resulting system of equations, i.e.
In practice, an overdetermined system of equations is built to avoid the overfitting phenomenon [10] . As a rule of thumb, the number of samples is often chosen as twice the number of PC terms and the system is solved in a least squared sense. The statistical moments are then derived by post-processing the estimated PC coefficients, as detailed in [11] .
STATISTICAL INFERENCE IN REGRESSION ANALYSIS
In this work, a distinction is made between the population regression model, which is built based on an infinite number of samples, and the estimated regression model, based on a limited number of samples. A convention commonly used is to denote estimated parameters with a "hat" superscript. This convention will be followed throughout this paper. The population regression model is written as
where ε denote the error made by approximating the exact model by the population regression model. In the sequel, it will be assumed that the error is iid. with zero mean and constant variance σ 2 . On the other hand, an estimated regression model is given by
whereε, the difference between the exact model and an estimated regression model, is called residual. The primary goal of statistical inference is to derive information about the parameters of the true regression model given the parameters of the estimated regression model. In the following, statistical inference will be used for (i) building confidence intervals on the regression coefficients, (ii) testing the dependency between the exact model response and one specific predictor.
Confidence intervals
In this section, we build confidence intervals (CIs) on the regression coefficients. A CI always takes the same form, i.e. an estimate ± critical value × standard deviation of the estimate. The estimateû j is provided by ordinary least squares (OLS) while it is possible to show that the variance of the regression coefficients can be calculated as [12] V
where Ψ denotes the design matrix (matrix containing all the features). The variance σ 2 is a population parameter which can be estimated as follows [12] 
which is nothing else but the residual sum of squares (RSS) divided by the number of degrees of freedom (DOF) [12] . It turns out that the CIs for the regression coefficients can be built as
where t DOF;α/2 is the critical value.
Hypothesis testing
The goal of hypothesis testing in regression analysis is to test the dependency between the exact model response Y and a given predictor. Let consider the following estimated regression modelŶ
In order to test the dependency between the response and one specific predictor ψ i , the null and alternative hypotheses are stated as follows
To assess the veracity of H 0 a test statistic is defined
which means that the test statistic follows a Student-t-distribution with DOF degrees of freedom. The decision rule is
where RH 0 means the null hypothesis is rejected in favour of the alternative hypothesis and¨R H 0 the null hypothesis is not rejected. In other words, the test statistic is compared with a critical value. If the test statistic lies inside the critical region, then H 0 is rejected.
RESULTS AND DISCUSSION

Oakley & O'Hagan function (d=15)
First the Oakley & O'Hagan function [13] is considered:
where ξ = {ξ 1 , ..., ξ 15 } are independent random variables, normally distributed with zero mean and variance equals one, i.e. ξ i ∼ N (0, 1), i = 1, ..., 15. The Oakley & O'Hagan function consists of 15 random dimensions, among which 5 variables contribute significantly to the variability of the output, 5 have a smaller effect and the remaining 5 input variables have almost no effect on the output of interest [14] . The vectors a j , j = {1, 2, 3} and the matrix M are reported at http://www.jeremy-oakley.staff.shef.ac.uk/psa_example.txt. The Oakley & O'Hagan function is seen as the expensive model, that will be modeled by a sparse PC expansion using Hermite polynomials. In the sequel, for the sake of comparison, two sparse PC metamodels will be built. The first one is built using the LARS-based method and the second one using the statistic-based approach. On the one hand, the LARS-based calculation of the PC coefficients is provided by UQLab, a MATLAB-based UQ framework developed by Sudret and Marelli [1] . Regarding the settings, the degree-adaptivity is activated, i.e. the calculation of the PCE coefficients is performed for a range of PC degree and the degree with the lowest leave-one-out (LOO) error is selected [REF] . In addition, no truncation to the set of candidates basis has been applied (q = 1). On the other hand, the STAT method is also run for a range of PC degree, among which the best PC metamodel is selected. A cut-off level of 20% is applied for the STAT-CI method. In all cases, the PCE-based methods are run with two quasi-random experimental designs of size n = 500 and n = 750 respectively. The relative 2 error is used to measure the accuracy of the resulting PC expansions.
Results are reported in Table 1 . It turns out that, using the same experimental design, the STAT method results in a metamodel which is almost one order of magnitude more accurate as compared to the accuracy of the best metamodel calculated with the LARS method. Moreover, the level of sparsity of the resulting PCE is significantly much smaller when the STAT-CI method is used (almost 50% less terms are captured). This confirms that the statistic-based method selects the PC terms in a smarter way, which can result in large savings in terms of computational cost.
LARS-MCV
STAT-MCV STAT-CI n=500 n=750 n=500 n=750 n=500 n=750 Relative 2 error 2.0 10 More detailed comparisons are reported in Figure 1 . In that Figure, the magnitude of the estimated PC coefficients is plotted against a reference solution. The reference solution is given by a full PCE of order 4 where PC coefficients are computed with regression (requiring 7752 samples). For the sake of comparison only, the LARS algorithm is run using a PC degree of 4 (which is not optimal as shown in Table 1 ). It is shown that, using only 500 samples, the STAT method is able to capture exactly the most important contributions while the LARS method also captures lots of irrelevant contributions. It is therefore not surprizing that the STAT method results in better performance as compared to the LARS method. Eventually, a comparison is made between the STAT method and compressive sampling, using the same experimental design (n=500). Results are reported in Figure 2 . It is shown that the compressive sampling technique captures some important contributions. Roughly, the coefficients whose order of magnitude lies in the range 1 − 10 are correctly captured. Though CS completely fails in capturing the PC coefficients with lower order of magnitude, resulting in a metamodel of poor quality compared to the one computed with the STAT-CI method. Full PCE STAT-CI (n=500)
Oakley function (d=15) 
Morris function (d=20)
The second function considered is another high dimensional function, namely the so-called Morris function [14] :
where 
The Morris function consists of 20 random dimensions, uniformly distributed over [0, 1] . A detailed sensitivity analysis of the Morris function is available in [14] . The Morris function is seen as the expensive model which will be replaced by a sparse PC-based metamodel using Legendre polynomials. A similar study is performed as compared to the previous test case. The PC-based methods are run with two quasi random designs of experiments (n = 500, n = 750). Again, a cut-off level of 20% is applied for the STAT-CI method.
Results are shown in Table 2 . In that case, the STAT-CI method still outperforms the LARS method but the gap between both approaches is less significant. The gain in terms of accuracy reaches 27% (resp. 34%) using a design of experiments made of 500 (resp. 750) individuals.
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STAT-MCV STAT-CI n=500 n=750 n=500 n=750 n=500 n=750 Relative 2 error 8. The resulting sparse PC expansions (n = 500) are now faced with a reference solution, namely a full PCE of order 3 whose PC coefficients were calculated with regression (see Figure  3) . Those results are in-line with previous findings, i.e. in contrast with the STAT-based method, the terms captured by the LARS method do not exactly correspond to those calculated by the full PC solution. This will inevitably result in a deterioration in the estimation of the statistical moments.
Eventually, the performance of the STAT-CI method is compared with the compressive sampling technique (see Figure 4) . Using the same design of experiments (n = 500), the performance of compressive sampling is comparable to the performance of the statistic-based method. The main difference with previous test case is that the order of magnitude of the PC coefficients is greater than in the previous test case. Those terms are perfectly capture by the compressive sampling technique. Full PCE STAT-CI (n=500)
Morris function (d=20) 
CONCLUSIONS
In this paper, the performance of a novel basis selection technique are further investigated. The developed methodology shows good potential in building sparse PC expansions at a reduced computational expense. Moreover, it has two essential features, i.e. (i) robustness with respect to the experimental design and (ii) effectiveness in the sense that only terms that truly contribute to the true regression model are captured.
In order to show the effectiveness of the proposed method, two high-dimensional analytical test cases are considered, namely the Oakley & O'Hagan function (d = 15) and the more challenging Morris function (d = 20). In each case, at equal settings, the accuracy of the sparse PC metamodel shows significant improvement as compared to existing state-of-the-art techniques. Particularly, the results confirm the superiority of the statistic-based approach over the LARS-based approach. In addition, it is confirmed that the terms captured by the statistic-based method correspond exactly to the most important features calculated by a full PC expansion.
In the future, the method will be applied to relevant industrial applications.
