Employing fixed point theorem, we make a further investigation of a class of neural networks with delays in this paper. A family of sufficient conditions is given for checking global exponential stability. These results have important leading significance in the design and applications of globally stable neural networks with delays. Our results extend and improve some earlier publications.
Introduction
The stability of dynamical neural networks with time delay which have been used in many applications such as optimization, control, and image processing has received much attention recently see, e.g., 1-15 . Particularly, the authors 3, 8, 9, 14, 16 have studied the stability of neural networks with time-varying delays.
As pointed out in 8 , Global dissipativity is also an important concept in dynamical neural networks. The concept of global dissipativity in dynamical systems is a more general concept, and it has found applications in areas such as stability theory, chaos and synchronization theory, system norm estimation, and robust control 8 . Global dissipativity of several classes of neural networks was discussed, and some sufficient conditions for the global dissipativity of neural networks with constant delays are derived in 8 .
In this paper, without assuming the boundedness, monotonicity, and differentiability of activation functions, we consider the following delay differential equations: A1 the time delays τ ij t ∈ C R, 0, ∞ are periodic functions with a common period ω > 0 for i, j 1, 2, . . . , n;
A2 c ij t ∈ C R, 0, ∞ , a ij t , b ij t , c ij t , J i t ∈ C R, R are periodic functions with a common period ω > 0 and f i ∈ C R, R , i, j 1, 2, . . . , n.
The organization of this paper is as follows. In Section 2, problem formulation and preliminaries are given. In Section 3, some new results are given to ascertain the global robust dissipativity of the neural networks with time-varying delays. Section 4 gives an example to illustrate the effectiveness of our results.
Preliminaries and Lemmas
For the sake of convenience, two of the standing assumptions are formulated below as follows.
A3 |f j u | ≤ p j |u| q j for all u ∈ R, j 1, 2, . . . , n, where p j , q j are nonnegative constants.
A4 There exist nonnegative constants
The initial conditions associated with system 1.1 are of the form 
for t ≥ 0, where λ is called to be globally exponentially convergent rate.
the identity matrix of size n.
Periodic Solutions and Exponential Stability
We will use the coincidence degree theory to obtain the existence of a ω-periodic solution to systems 1.1 . For the sake of convenience, we briefly summarize the theory as follows. Let X and Z be normed spaces, and let L : Dom L ⊂ X → Z be a linear mapping and be a continuous mapping. The mapping L will be called a Fredholm
If L is a Fredholm mapping of index zero, then there exist continuous projectors P :
We denote the inverse of this map by
0}, the critical set of f, and J f is the Jacobian of f at x. Then the degree deg{f, Ω, y} is defined by
with the agreement that the above sum is zero if f −1 y ∅. For more details about the degree theory, we refer to the book of Deimling 18 . 
Then the equation Lx Nx has at least one solution lying in Dom L ∩ Ω.
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For the simplicity of presentation, in the remaining part of this paper, for a continuous function g : 0, ω → R, we denote
Proof. Take X Z {x t x 1 t , x 2 t , . . . , x n t T ∈ C R, R n : x t x t ω , for all t ∈ R}, and denote
Equipped with the norms · , both X and Z are Banach spaces. Denote then, for any x t ∈ X, because of the periodicity, it is easy to check that
3.7
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and P , Q are continuous projectors such that
It follows that L is a Fredholm mapping of index zero. Furthermore, the generalized inverse to L K p : ImL → Ker P ∩ Dom L is given by
Then, Assume that x x t ∈ X is a solution of system 1.1 for some λ ∈ 0, 1 . Integrating both sides of 3.13 over the interval 0, ω , we obtain
3.15
Noting that
we get
It follows that
Note that each x i t is continuously differentiable for i 1, 2, . . . , n, and it is certain that there exists t i ∈ 0, ω such that
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In view of ρ K < 1 and Lemma 2.2, we have Let
Then, for t ∈ t i , t i ω , we have
3.22
where D denotes the right derivative. Clearly, l i , i 1, 2, . . . , n, are independent of λ. Then there are no λ ∈ 0, 1 and x ∈ Ω such that Lx λNx. When u
. . , n. Note that QNu JQNu; when u ∈ Ker L, it must be
We claim that
On the contrary, suppose that there exists some i such that | QNu i | 0, that is,
Then, we have
which is a contradiction. Therefore,
Consider the homotopy F :
0, then, as before, we have
It follows from the property of invariance under a homotopy that
3.31
Thus, we have shown that Ω satisfies all the assumptions of Lemma 3.1. Hence, Lu Nu has at least one ω-periodic solution on Dom L ∩ Ω. This completes the proof.
When c ij 0, 1.1 turns into the following system: Proof. Let C C −τ, 0 , R n with the supnorm ϕ sup s∈ −τ,0 ;1≤i≤n |ϕ i s |, ϕ ∈ C. As usual, if −∞ ≤ a ≤ b ≤ ∞ and ψ ∈ C −τ a, b , R n , then for t ∈ a, b we define ψ t ∈ C by ψ t θ ψ t θ , θ ∈ −τ, 0 . From A4 , we can get |f j u | ≤ p j |u| |f j 0 |, j 1, 2, . . . , n. Hence, all the hypotheses in Theorem 3.2 hold with q j |f j 0 |, j 1, 2, . . . , n. Thus, system 1.1 has at least one ω-periodic solution, say 
