INTRODUCTION
The rate of convergence of Schwarz type algorithms is very sensitive to the choice of the interface conditions. The original Schwarz method is based on the use of Dirichlet boundary conditions. In order to increase the efficiency of the algorithm, it has been proposed to replace the Dirichlet boundary conditions by more gênerai boundary conditions, see [7] (or in a different context [4] ). Choosing artificial boundary conditions as interface conditions is a good choice. In [9] , it is shown that using exact artificial boundary conditions leads in some situations to the convergence of the Schwarz method in a number of steps equals to the number of subdomains. The use of such interface conditions is then optimal. Unfortunately, the exact artificial boundary conditions are non local in space and they have to be approximated at various orders by partial differential operators using techniques developed for artificial boundaries, see e.g. [2] .
In this paper, we consider a low wave number approximation of the exact artificial boundary conditions involving second order tangential derivatives, Ventcell boundary conditions (see e.g. [2] ). We prove convergence for a décomposition of the domain into rectangles. The main motivation for considering such interface conditions is that they lead to a much f aster convergence than Fourier-Robin boundary conditions (see [8] , [10] for numerical results). To our knowledge, our resuit of convergence is the first one of this kind. Indeed, in previous works, either the geometry is simpler (décomposition into strips) or the interface boundary conditions are of Fourier-Robin type. In [8] , Ventcell boundary conditions are used for a domain décomposition method for the convection-diffusion équation. Convergence is proved only for a décomposition into strips. On the other hand, in [7] and [1] , convergence is proved for an arbitrary décomposition of the domain. Fourier-Robin boundary conditions are considered and not Ventcell interface conditions. The paper is organized as follows: in § 2 the algorithm is defined and notations are given. In § 3, the algorithm is proved to be well-posed. In § 4, convergence is proved by an energy method.
THE ALGORITHM
We consider the équation 
where À(k) = Vfc 2 + l/e 2 . Let A be the operator of symbol l(k). Thus, taking A l2 = A 2l = A leads to an optimal convergence rate p(k) = 0. This amounts to using as interface conditions, the exact artificial boundary conditions (for more details see e.g. [10] ). Since X(k) is not a polynomial in k, this leads to using as interface conditions pseudodifferential operators. As for artificial boundary conditions, in order to avoid the complexity and the cost of using Fourier transform in a code, we shall use approximations of A by partial differential operators (see [2] ). They are obtained by approximating the symbol A(k) by its Taylor expansion in the vicinity of k = 0 : 2 12. In the physical space, this means we take Ventcell boundary conditions as interface conditions:
The choice of this Taylor approximation is natural since:
• A( k ) has a polynomial behaviour in the vicinity of k = 0.
• there is a truncation in frequency due to the discretization in space of the équation which is necessary when the équation is solved on a computer.
For a décomposition of the domain into strips, the convergence of the additive Schwarz method with Ventcell boundary conditions as interface conditions has been proved in [10] . The goal of this paper is to extend this resuit to a décomposition into rectangles. The domain Q d is decomposed into rectangles:
In order to define the additive Schwarz method, boundary conditions at the corners of the rectangles have to be used. Our proof of convergence led us to consider the jump of the tangential derivative at the corners. Bef ore defining the algorithm, we need some notations.
Notations In dealing with boundary value problems on rectangles with mixed boundary conditions, we shall make a constant use of some notations (see [3] Furthermore n x (resp. T t ) is the unit outward normal (resp. tangent) vector on F x so that (n ti r t ) is positively oriented.
S 4 =(lh)
S 2 =(L,H)
We dénote by (x t ( a), y t ( a ) ) the point of F which, for small enough \a\ is at distance G (counted algebraically) of S x along dQ. Consequently (x t (a), y t (a) ) E F t when a < 0 and (-^X 0 ")»^0")) e ^ + î wnen cr > 0. We say that two functions (f) J and ç^ + x defined on F t and i" ( + 1 respectively are equivalent at S t if f Jo for some 6 > 0. We shall then write In considering mixed boundary conditions, it will be convenient to fix a partition of {l, 2, 3, 4} in two subsets 2 and sé'. The union of the F x with i e Q) (resp. stf) is going to be the boundary where we consider a Dirichlet (resp. artificial) boundary conditions. We have either u -0 on F t if i e. 2) 
WELL-POSEDNESS OF THE ALGORITHM
The Schwarz algorithm has been defined above in Définition 1. The following theorem shows that it is well posed in U je 2 (Q tJ ). 
Io do Jo
for some ö > 0 (see e.g. [3] ). Thus, Dasa function of the boundary of Q is continuous at S t and (2) is well defined. LEMMA 3: Problem (2) is well posed. Proof: The resuit foilows from an easy application of the Lax-Milgram theorem in the Hubert space jtr\ay n It remains to prove the J^2( Q )-regularity. Our proof foilows that of [5] where the case h t ~ 0 was considered. We use interpolation results of [6] and regularity results for elliptic problems on nonsmooth domains of [3] . We will proceed in three steps.
Step 1. Let u dénote the solution to problem (2) . On each edge JT I9 i -1, . .., 4, w, r e // 3/2 (,T ).
Proof: For Î€®, the statement is obvious since u, rt = 0. Otherwise, in the sensé of distributions, we have
Since Au e L 2 (Q) and u G H\Ü), we have (see [3] ) that |^ e ÉT m (F l [3] , p. 58).
Step 3. Let u dénote the solution to problem (2) 
CONVERGENCE PROOF
The proof lies on the energy estimate of Lemma 6. In order to prove it, we shall need two results.
Proof: The proof is given in the Annex. The convergence of (g", A", 0?+ i> *?+ i ) to (fl^ ^' 0* + i,* 1+1 ) can easily be checked. If we assume i e & and i+le J^, the proof is very similar. It suffices to take ô = -L If we assume i and i + 1 belong to 3, the proof can be found in [3] , D
