In this paper, we will show that the higher moments of the natural parametrization of SLE curves in any bounded domain in the upper half plane is finite. We prove this by estimating the probability that an SLE curve gets near n given points.
Introduction
A number of measures arise from statistical physics are believed to have conformally invariant scaling limits. In [14] , a one-parameter family of measures on self-avoiding curves in the upper half plane, called (chordal) Schramm-Loewner evolution (SLE κ ) is defined. Here we only work with chordal version so we omit chordal. By conformal invariance, it is extended to other simply connected domains. Later, it was shown that SLE describes the limits of a number of models from physics so answering the question of conformal invariance for them. These models include loop-erased random walk for κ = 2 [9] , Ising interfaces for κ = 3 and κ = 16/3 [17] , harmonic explorer for κ = 4 [15] , percolation interfaces for κ = 6 [16] , and uniform spanning tree Peano curves for κ = 8 [9] .
In order to define SLE, Schramm used capacity parametrization. We will see the definition of SLE as well as capacity parametrization in the next section. Capacity parametrization comes from Loewner evolution and makes it easy to analyze SLE curves by Ito's calculus. In all the physical models that we have above, in order to show the convergence, we have to first parametrize them with discrete version of the capacity and then prove the convergence to SLE. This parametrization is very different from the natural parametrization that we have for them which is just the length of the curve.
In order to prove the same results with the natural parametrization, we need to define a natural length for SLE curves. In [2] , it is proved that the Hausdorff dimension of SLE κ is d = min{2, 1 + κ 8 }. Based on this, in [8] , it is conjectured that we can define the natural length of SLE in terms of d-dimensional Minkowski content. Here is how it is defined (see [6] provided that the limit exists. If κ > 8 the curve is space filling and d = 2 so this is just the area and the problem is trivial. For k < 8, the existence was shown in [6] . We assume for the purpose of this paper that κ < 8. We call this parametrization, natural length or length from now on. Also a number of properties of the natural length were studied there. For example they computed the first and second moments of it in terms of the Green's function of SLE curves. Basically, this function is the appropriate scaled version of the probability that SLE hits given point(s). Precisely, the n-point Green's function at z 1 , · · · , z n is G(z 1 , . . . , z n ) = lim r 1 ,...,rn→0 2) provided that the limit exists. It is proved in [10] that a modified version of 1-point and 2-point Green's function using conformal distance instead of distance exist. In [6] , the authors prove the above limit exist for n = 1, 2. The authors of [10] also claimed that the modified multi-point Green's function (for any n ∈ N) exist, but we think that the argument there was not complete.
For n = 1 we have the exact formula which we state it for H here and generalize it to any domain D in the next section. It is shown in [6] that there is a constant C = C κ > 0 such that the 1-point Green's function given by (1.2) equals to We now state the main theorems of this paper. Throughout, we fix κ ∈ (0, 8), the following constants depending on κ:
G(z)
We will use C to denote an arbitrary positive constant that depends only on κ, whose value may vary from one occurrence to another. If we allow C to depend on κ and another variable, say n, then we will use C n . We introduce a family of functions. For y ≥ 0, define P y on [0, ∞) by
The first main theorem is:
. . , r n > 0. Let γ be an SLE κ curve in H from 0 to ∞. Then there is C n < ∞ depending only on κ and n such that
The second main theorem answers a question in [6] .
Remarks.
1. An immediate consequence of Theorem 1.1 is that the right-hand side of (1.2), with lim replaced by lim sup, is finite. We believe that such result was not rigorously proved before (for n ≥ 3), and it may serve as the first step in proving the existence of multi-point Green's functions for SLE.
2. In fact, Theorem 1.1 implies an upper bound of the Green's function G(z 1 , · · · , z n ) for the above γ, if it exists. That is
A natural question to ask is whether the reverse inequality also holds (with smaller C n ). The answer is yes if n ≤ 2. In the case n = 1, the right-hand side is C
|z| α , which agrees with the right-hand side of (1.3). In the case n = 2, the right-hand side is comparable to a sharp estimate of the 2-point Green's function given in [7] up to a constant. Thus, we expect that it holds for all n ∈ N.
3. We guess that the C n in Theorem 1.1 can be taken as C n . If we have this then we can show E[e λCont d (γ∩D) ] < ∞ for some λ > 0 in any bounded domain D. This is nice because we can study natural length by its moment generating function.
4. If the Green's function G(z 1 , · · · , z n ) exits, the left-hand side of the displayed formula in Theorem 1.2 equals to D n G(z 1 , ..., z n )dA(z 1 )...dA(z n ). But our proof of Theorem 1.2 will not rely on the existence of the multi-point Green's function.
5. Theorem 1.1 also provides an upper bound for the boundary Green's function, which is the scaled version of the probability that SLE hits given boundary point(s). The scaling exponent will be α instead of 2 − d so that the Green's function does not vanish. To be more precise, for the above γ, the boundary Green's function at x 1 , . . . , x n ∈ R \ {0} is 5) provided that the limit exists. Lawler recently proved in [5] that the 1-point and 2-point boundary Green's function exist, and gave good estimates of these functions. Using Theorem 1.1, we can derive the following conclusions. First, the right-hand side of (1.5), with lim replaced by lim sup, is finite. This result was not rigorously proved before (for n ≥ 3), and it may help us to prove the existence of multi-point boundary Green's functions for SLE. Second, ifG(
k , where l k = min 0≤j<k |x k − x j | with x 0 = 0. Similarly, we get upper bounds for mixed Green's functions, where some points lie on the boundary, and others lie in the interior.
The organization of the rest of the paper goes as follows. In the next section we review the definition of SLE and some fundamental estimates for SLE. In the third section, we will prove two main lemmas. At the end, we will prove the two main theorems.
Preliminaries

Definition of SLE
In this subsection we review the definition of SLE and its basic properties. See [3, 4, 10, 6] for more details.
A bounded set K ⊂ H = {x + iy : y > 0} is called an H-hull if H \ K is a simply connected domain, and the complement H \ K is called an H-domain. For every H-hull K, there is a unique conformal map g K from H \ K onto H that satisfies
for some c ≥ 0. The number c is called the half plane capacity of K, and is denoted by hcap(K). Suppose that γ : (0, ∞) → H is a simple curve with γ(0+) ∈ R and γ(t) → ∞ as t → ∞. Then for each t, K t := γ(0, t] is an H-hull. Let g t = g Kt and a(t) = hcap(K t ). We can reparameterize the curve such that a(t) = 2t. Then g t satisfies the (chordal) Loewner equation
where
Conversely, one can start with a continuous real-valued function V t and define g t by (2.1). For z ∈ H \ {0}, the function t → g t (z) is well defined up to a blowup time T z , which could be ∞. The evolution then generates an increasing family of H-hulls defined by
with g t = g Kt and hcap(K t ) = 2t for each t. One may not always get a curve from the evolution.
The (chordal) Schramm-Loewner evolution (SLE κ ) (from 0 to ∞ in H) is the solution to (2.1) where V t = √ κB t , where κ > 0 and B(t) is a standard Brownian motion. It is shown in [13, 9] that the limits γ(t) = lim
exist, and give a continuous curve γ in H with γ(0) = 0 and lim t→∞ γ(t) = ∞. Only in the case κ ≤ 4, the curve is simple and stays in H for t > 0, and we recover the previous picture. For other cases, γ is not simple, and
We can define SLE κ in other simply connected domains using conformal maps. Roughly speaking, SLE κ in a simply connected domain D C is the image of the above γ under a conformal map F from H onto D. However, since γ in fact lies in H instead of H, the rigorous definition requires some regularity of D. For simplicity, we assume that ∂D is locally connected (c.f. [12] ), and call such domain D regular. This ensures that any conformal map F from H onto D has a continuous extension to H, and so F • γ is a continuous curve in D.
We also need to specify the initial and terminal "points" of SLE in D. This requires the notation of prime ends. The reader may refer to [12] for the definition. Here we give a selfcontained definition. Suppose that D C is a simply connected domain. Every prime end w of D can be formally expressed as f −1 (z), where f is a conformal map from D onto D := {|z| < 1}, and z ∈ ∂D; and two prime ends f Now we state the important Domain Markov Property (DMP) of SLE. Let D be a regular simply connected domain with prime ends w 0 = w ∞ , and γ an SLE κ curve in D from w 0 to w ∞ . For each t 0 ≥ 0, let D t 0 be the connected component of H\γ(0, t 0 ] which is a neighborhood of w ∞ in D, and γ t 0 (t) = γ(t 0 + t), 0 ≤ t < ∞. Let T be any stopping time w.r.t. γ. Then conditioned on γ(0, T ] and the event {T < ∞}, a.s. γ(T ) ∈ ∂D T determines a prime end of D T , and γ T has the distribution of SLE κ in D T from (the prime end determined by) γ(T ) to w ∞ .
We now quote the following theorem proved in [6] . This is the basis for our interior estimate, which will be proved later Theorem 2.1. Suppose γ is an SLE κ curve from w 1 to w 2 in a simply connected domain D.
where G (D;w 1 ,w 2 ) is the 1-point Green's function for the γ.
Crosscuts
Let D be a simply connected domain. A simple curve ρ : (a, b) → D is called a crosscut in D if lim t→a + ρ(t) and lim t→b − ρ(t) both exist and lie on ∂D. We emphasize that by definition the end points of ρ do not belong to ρ, and so ρ completely lies in D. It is well known (c.f. [12] ) that as t → a + or t → b − , ρ(t) tends to a prime end of D. We say that these two prime ends are determined by ρ.
So we see that D \ ρ has exactly two connected components. For the ease of labeling the two components of D \ ρ, we introduce the following symbols. Let K be any subset of C such that K ∩ D is a relatively closed subset of D, and let S be a connected subset of D \ K. We use D(K; S) to denote the connected component of D \ K which is a neighborhood of S in D; and let The symbols D(K; S) and D * (K; S) also make sense if S is a prime end of
and S is the prime end ∞, then we omit the ∞ in D(K; ∞) and D * (K; ∞). For example, for the SLE κ curve γ in H from 0 to ∞, the corresponding H-hull 
Remark. Every λ ∈ Λ is a crosscut in D. We call the λ 1 given by the lemma the first sub-crosscut of ρ in D that disconnects Z 1 from Z 2 .
Proof.
We first show that Λ 0 is finite. Let γ be any curve in D connecting Z 1 with Z 2 . Since γ ∩ ρ is a compact subset of λ∈Λ λ, and every λ ∈ Λ is a relatively open subset of ρ, we see that γ intersects finitely many λ ∈ Λ. From the definition of Λ 0 , γ intersects every λ ∈ Λ 0 . Thus, Λ 0 is finite.
Next, we show that Λ 0 is nonempty. We choose γ such that it minimizes Λ(γ) := {λ ∈ Λ : γ ∩ λ = ∅}, which can not be empty since
Let λ 0 ∈ Λ(γ). Let w 1 and w 2 be the first point and the last point on γ, which lies on λ 0 , respectively. Let λ ′ 0 be the sub curve of λ 0 with end points w 1 and w 2 . There is
. We may choose for j = 1, 2, w ′ j on the part of γ between Z j and w j , which is very close to w j , such that there is a curve γ ε connecting w ′ 1 and w ′ 2 in D(λ 0 ; Z 1 ), which stays in the ε-neighborhood of λ ′ 0 . Construct a new curve γ ′ in D connecting Z 1 and Z 2 by modifying γ such that the part of γ between w ′ 1 and w ′ 2 is replaced by γ ε . Then we find that Λ(γ ′ ) = Λ(γ) \ {λ 0 }, which contradicts the assumption on γ. Thus, Λ 0 ⊃ Λ(γ) is nonempty.
Finally, we need to show that there is λ 1 ∈ Λ 0 , which minimizes {D(λ; Z 1 ) : λ ∈ Λ 0 } and maximizes {D(λ; Z 2 ) : λ ∈ Λ 0 }. This follows from the finiteness and nonemptyness of Λ 0 and the facts that for any λ 1 , λ 2 ∈ Λ 0 , one of D(λ 1 ; Z 1 ) and D(λ 2 ; Z 1 ) is a subset of the other, and the inclusion relation is reversed if Z 1 is replaced by Z 2 . 
, and left-continuous at those t 0 ∈ (0, T ) such that γ(t 0 ) is not an end point of ρ t 0 .
Remark. It is easy to see that (D t ) 0≤t<T is a decreasing family of H-domains. But (ρ t ) 0≤t<T may not be a decreasing family.
Proof. We first show that f is right-continuous. Fix t 0 ∈ [0, T ). From the definition of ρ t 0 , there exist a curve β 0 in D t 0 , which goes from w 0 to ∞, crosses ρ t 0 for only once, and does not visit ρ \ ρ t 0 before ρ t 0 . Let S = w ∞ or w 0 depending on whether f (t 0 ) = 1 or 0. Then there is a curve β 1 in D t 0 \ ρ t 0 that connects w 1 with S. Since γ(t 0 ) ∈ D t 0 and γ is continuous, there is t 1 ∈ (t 0 , T ) such that γ[t 0 , t 1 ) is disjoint from β 0 and β 1 . Fix t ∈ (t 0 , t 1 ). Then β 0 , β 1 ⊂ D t . From Lemma 2.1, there is the first sub-crosscut of ρ t 0 , denoted by ρ t 0 ,t in D t that disconnects w 0 from ∞. From the properties of β 0 , ρ t 0 ,t is the connected component of ρ t 0 ∩D t that contains β 0 ∩ ρ t 0 . Since β 0 does not intersect ρ before β 0 ∩ ρ t 0 , we have ρ t = ρ t 0 ,t ⊂ ρ t 0 . Thus, β 1 is a curve in D t \ ρ t connecting w 1 with S, which implies that f is constant on [t 0 , t 1 ).
Suppose γ(t 0 ) is not an end point of ρ t 0 for some t 0 ∈ (0, T ). We now show that f is left-continuous at t 0 . There exists t 1 ∈ [0, t 0 ) such that γ(t 1 , t 0 ] does not intersect ρ t 0 . Fix t ∈ (t 1 , t 0 ]. Then ρ t 0 is a crosscut in D t . Let β 0 , S, β 1 be as above. Then β 0 and β 1 are also curves in D t . From the properties of β 0 , we see that ρ t = ρ t 0 . Thus, β 1 is a curve in D t \ ρ t connecting w 1 with S, which implies that f is constant on (t 1 , t 0 ].
Estimates
We give some important estimates for SLE in this subsection. The first one is the interior estimate. From (1.2) and conformal invariance of SLE we see that the Green's function (if it exists) satisfies the conformal covariance rule, that is, if F maps (H; 0, ∞) conformally onto (D; w 1 , w 2 ), then
Using (1.3), (2.2) and Koebe's 1/4 theorem, we find that
So we have the following interior estimate which is a corollary of Theorem 2.1.
We will state the boundary estimate for SLE in several different forms. The original one comes from [1] , which is the following theorem.
We will express the above theorem in another form using the notation of extremal distance. The reader may refer to [12] for the definition and properties of extremal distance (length).
It is well known that there are absolute constants C and M such that 
The same is true if R − is replaced with R + .
Using conformal invariance and comparison principle of extremal distance, we immediately get the following version of boundary estimate from the previous one.
Lemma 2.5. [Boundary estimate v.2] Let D be a regular simply connected domain, and w 0 and w ∞ be two distinct prime ends of D. Let ρ and η be two disjoint crosscuts in D such that D(ρ; η) is not a neighborhood of both w 0 and w ∞ . For w 0 , the condition means that either D \ ρ is a neighborhood of w 0 and D(ρ; w 0 ) = D * (ρ; η), or w 0 is a prime end determined by ρ; and likewise for w ∞ . Let γ be an SLE κ curve in D from w 0 to w ∞ . Then
We now combine the interior estimate and the boundary estimate to get the following onepoint estimate, which implies the case n = 1 in Theorem 1.1. Lemma 2.6. [One-point estimate] Let D be an H-domain with a prime end w 0 = ∞. Let γ be an SLE κ curve in D from w 0 to ∞. Let z 0 ∈ H, y 0 = Im z 0 ≥ 0, and R > r > 0. Let ρ = {z ∈ H : |z − z 0 | = R} and η = {z ∈ H : |z − z 0 | = r}. Suppose {z ∈ H : |z − z 0 | ≤ R} ⊂ D and w 0 ∈ {x ∈ R : |x − z 0 | < R}. Then
Proof. We consider different cases. Case 1: y 0 ≥ R. The conclusion follows from the interior estimate because 
Then T is an stopping time, and {γ ∩ η = ∅} = {γ T ∩ η = ∅} ⊂ {T < ∞} almost surely. From the result of Case 2,
Py 0 (y 0 ) . Combining this with the estimate for P[T < ∞], we get the conclusion in Case 3.
The following version of boundary estimate will be frequently used in this paper. Suppose that η disconnects S from ρ in D. Then
Proof. From Lemma 2.1, η contains a sub-crosscut in E, denoted by η, which disconnects S from ρ. Since S ⊂ D * (ρ), we have η ⊂ D * (ρ) and S ⊂ D * (η). Thus, D(ρ; η) = D * (ρ) is not a neighborhood of either ∞ or w 0 in D. Using the boundary estimate v.2, we get
Main Lemmas
In this section, we let γ be an SLE κ curve in H from 0 to ∞. Given any set S, let τ S = inf{t ≥ 0 : γ(t) ∈ S}; we set inf ∅ = ∞ by convention. Let (F t ) be the right-continuous filtration generated by γ. For t 0 ≥ 0, let γ t 0 (t) = γ(t 0 + t), 0 ≤ t < ∞, and H t 0 = H(γ[0, t 0 ]). Recall the DMP: if T is an (F t )-stopping time, then conditioned on F T and T < ∞, γ T is an SLE κ curve in H T from (the prime end of H T determined by) γ(T ) to ∞.
Proof. Let Ξ be the set of ξ j , ξ j , 0 ≤ j ≤ n, and ξ ′ 0 . By Theorem 2.2, for any ξ ∈ Ξ, γ almost surely does not visit ξ ∩ R. By discarding an event with probability zero, we may assume that γ does not visit ξ ∩ R for any ξ ∈ Ξ. Then for any ξ ∈ Ξ, τ ξ = τ ξ∩H . Thus, it suffices to prove the lemma with each ξ ∈ Ξ replaced by ξ ∩ H. This means that every ξ ∈ Ξ is a Jordan curve or crosscut in H. After that, we see that τ ξ < ∞ implies that γ(τ ξ ) ∈ ξ ∩ H, and γ does not visit H * (ξ) before ξ.
Let τ 0 = τ ξ 0 , τ j = τ ξ j and τ j = τ ξ j , 1 ≤ j ≤ m, and τ m+1 = τ ξ ′
0
. From the DMP and one-point estimate (Lemma 2.6), we get
Py j (r j )
Py j (R j ) . If R 0 = r 0 , the proof is finished. Suppose R 0 > r 0 . Let ρ = {z ∈ H : |z − z 0 | = √ R 0 r 0 }. Then ρ is a Jordan curve or crosscut in H, which lies between ξ 0 and ξ 0 , and
is a connected subset of H t , and ρ intersects ∂H t . Thus, we may use Lemma 2.1 to define ρ t to be the first sub-crosscut of ρ in H t that disconnects ξ ′ 0 from ∞ for τ 0 ≤ t < T . Note that every ρ t is F t -measurable.
Let I = {(j, j + 1) : 0 ≤ j ≤ m} ∪ {(j, j) : 1 ≤ j ≤ m}, and define (A ι ) ι∈I by Suppose E occurs. Then γ does not visit ξ ′ 0 at any time t ≤ τ m . So ξ ′ 0 is a connected subset of H\γ[0, τ m ]. Then we must have ξ ′ 0 ⊂ H τm because γ τm visits ξ ′ 0 , and
is not visited by γ at any time t ≤ τ j , we conclude that H * (ξ j ) ⊂ H t for t ≤ τ j . Since H * (ξ j ) is disjoint from ρ ⊃ ρ t , we conclude that H * (ξ j ) is contained in either H t (ρ t ) or H * t (ρ t ) for any t ≤ τ j . Thus, we have E ⊂ ι∈I A ι . We will finish the proof by showing that
Suppose A (0,1) occurs and τ 0 < τ 1 . Since ξ 1 and H * (ξ 1 ) are subsets of
Note that ρ disconnects ξ 1 from ξ ′ 0 in H, and intersects ∂H τ 0 . Applying Lemma 2.1, we get a sub-crosscut of ρ, denoted by ρ ′ τ 0 , that disconnects ξ 1 from ξ ′ 0 in H τ 0 . Since both ξ 1 and Figure 1 . Since H * (ξ 0 ) is a connected subset of H τ 0 \ ρ ′ τ 0 , and contains ξ ′ 0 and a curve that approaches γ(τ 0 ) ∈ ξ 0 , we conclude that
in H, and intersects ∂H τ 0 , from the boundary estimate v.3 (Lemma 2.7) and (3.2), we get
, which together with (3.1) implies that (3.3) holds for ι = (0, 1). Suppose for some 1 ≤ j ≤ m − 1, A (j,j+1) occurs and τ j < τ j+1 . Using the argument in the previous case with τ 0 and ξ 1 replaced by τ j and ξ j+1 , respectively, we get a sub-crosscut of ρ, denoted by ρ ′ τ j , that disconnects ξ j+1 from ξ ′ 0 in H τ j , and conclude that
Since H * (ξ j ) is a connected subset of H τ j \ ρ τ j , and contains a curve that approaches γ(τ j ) ∈ ξ j , we conclude that
in H, from Lemma 2.7 and (3.2), we get
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Figure 2: This figure shows the event F k , a sub event of A (j,j) , with γ stopped at σ j , the first time after τ j−1 = τ ξ j−1 that ξ j lies in the bounded component of H t \ ρ t .
which together with (3.1) implies that (3.3) holds for ι = (j, j + 1), 1 ≤ j ≤ m − 1. Suppose A (m,m+1) and τ m < τ m+1 occur. Since H * (ξ m ) is a connected subset of H τm \ ρ τm , and contains a curve that approaches γ(τ m ) ∈ ξ m , we conclude that
. Since ξ 0 disconnects ξ ′ 0 from ρ in H, and intersects ∂H τm , we may apply Lemma 2.7 and (3.2) to get
, which together with (3.1) implies that (3.3) holds for ι = (m, m + 1). Finally, we consider (3.3) in the case ι = (j, j). Fix 1 ≤ j ≤ m and define
From Lemma 2.2 and the right-continuity of (F t ), we have 1. Every σ j is an (F t )-stopping time.
If
Note that the last property implies that
\ ρ that contains both ζ k and H * (ξ j ), and H * (ξ j ) ⊂ H * σ j (ρ σ j ). See Figure 2 . From Lemma 2.7 and (3.2), we get
From Lemma 2.6, we get
The above three displayed formulas together with (1.4) imply that
Since F ≥ ⊂ N k=1 F k , by summing up the above inequality over k, we get
By considering the cases R j /r j ≤ e and R j /r j > e separately, we see that the quantity inside the square bracket is bounded by the constant
. Since ξ 0 disconnects ρ from ξ j in H, applying Lemma 2.7 and (3.2), we get
, which together with (3.1) implies that
Combining (3.4) and (3.5), we get
which together with (3.1) implies that (3.3) holds for ι = (j, j), 1 ≤ j ≤ m.
Let Ξ be a family of mutually disjoint circles with center in H, each of which does not pass through or enclose 0. Define a partial order on Ξ such that ξ 1 < ξ 2 if ξ 2 is enclosed by ξ 1 . One should keep in mind that a smaller element in Ξ has bigger radius, but will be visited earlier (if it happens) by a curve started from 0.
Suppose that Ξ has a partition {Ξ e } e∈E with the following properties:
1. For each e ∈ E, the elements in Ξ e are concentric circles with radii forming a geometric sequence with common ratio 1/4. We denote the common center z e , the biggest radius R e , and the smallest radius r e .
2. Let A e = {r e ≤ |z − z 0 | ≤ R e } be the closed annulus associated with Ξ e , which is a single circle if R e = r e , i.e., |Ξ e | = 1. Then the annuli A e , e ∈ E, are mutually disjoint.
Note that every Ξ e is a totally ordered set w.r.t. the partial order on Ξ.
Theorem 3.2. Let y e := Im z e ≥ 0, e ∈ E. Then there is C |E| < ∞, which depends only on κ and |E|, such that
Proof. We write N n for {k ∈ N : k ≤ n}. Let S denote the set of bijections σ :
Fix σ ∈ S. For e ∈ E, we label the elements of Ξ e by ξ e 0 < · · · < ξ e Ne , where N e = |Ξ e | − 1. Let J e = {1 ≤ n ≤ N e : σ −1 (ξ e n ) > σ −1 (ξ e n−1 ) + 1} ∪ {0}, and order the elements of J e by 0 = s e (0) < · · · < s e (M e ), where M e = |J e | − 1. Note that n ∈ J e means that n = 0 or after visiting ξ e n−1 , γ visits an element of Ξ \ Ξ e before visiting ξ e n . Set s e (M e + 1) = N e + 1. Every Ξ e can be partitioned into M e + 1 subsets:
Let I = {(e, j) : e ∈ E, 0 ≤ j ≤ M e }. Then {Ξ ι : ι ∈ I} is another partition of Ξ, which is finer than {Ξ e : e ∈ E}. Note that every σ −1 (Ξ ι ), ι ∈ I, is a connected subset of Z.
For ι ∈ I, let e ι denote the first coordinate of ι, z ι = z eι and y ι = Im z ι . Let P ι = Py ι (R max Ξι )
Py ι (R min Ξι ) . From Lemma 2.6 we get
(3.7)
Let P e = Py e (re)
Py e (Re) , e ∈ E. From (1.4) we get
Me j=0
P (e,j) ≤ 4 αMe P e , e ∈ E. (3.8)
We have |I| = e∈E (M e + 1), and there is a bijection map σ : N |I| → I such that n 1 < n 2 implies that max σ −1 (Ξ σ(n 1 ) ) < min σ −1 (Ξ σ(n 2 ) ), and n 1 = n 2 − 1 implies that max σ −1 (Ξ σ(n 1 ) ) = min σ −1 (Ξ σ(n 2 ) ) − 1. We may now express E σ as
Letting j vary between 0 and M e 0 − 1 and using (3.7) and we get
Using (3.8) and |I| = e (M e + 1), we find that the right-hand side is bounded by
Taking a geometric average over e 0 ∈ E, we get
So far we have omitted the σ on I, M e , s e (j) and etc; we will put σ on the superscript if we want to emphasize the dependence on σ. From (3.6) and the above result, it follows that for some C |E| < ∞ depending only on |E| and κ.
We now bound the size of S (Me,(se(j))) . Note that M σ e and s σ e (j), 0 ≤ j ≤ M σ e , e ∈ E, determine the partition Ξ ι , ι ∈ I σ , of Ξ. When the partition is given, σ is then determined by σ : N |I σ | → I σ , which is in turn determined by e σ(n) , 1 ≤ n ≤ |I σ | = e∈E (M σ e + 1), because if e σ(n) = e 0 , then σ(n) = (e 0 , j 0 ), where j 0 = min{0 ≤ j ≤ M e 0 : (e 0 , j) ∈ σ(m), m < n}.
Since each e σ(n) has at most |E| possibilities, we have |S (Me,(se(j))) | ≤ |E| e∈E (Me+1) . Thus, the left-hand side of (3.10) is bounded by
The conclusion now follows since the summation inside the square bracket equals to a finite number depending only on κ and |E|.
Proofs of the Main Theorems
Proof of Theorem 1.1. We assume that any r j is of the form l j 4 h j for some integer h j . If not, it is between two of them and by changing C n in the theorem and using (1.4) we can get the result easily. Also we can assume h j ≥ 1 for every j because otherwise the corresponding term on right-hand side i.e Py j (r j ∧l j ) Py j (l j ) is 1 so we can just ignore it. We want to deduce this theorem from Theorem 3.2, so we want to construct a family Ξ. Consider
The family {ξ s j : 1 ≤ j ≤ n, 1 ≤ s ≤ h j } is mutually disjoint. To solve this issue, we will remove some circles as follows. For 1 ≤ j < k ≤ n, let D k = {|z − z k | ≤ l k /4}, which contains every ξ r k , 1 ≤ r ≤ h k , and
Next, we construct a partition {Ξ e : e ∈ E} of Ξ. First, Ξ has a natural partition Ξ j , 1 ≤ j ≤ n, such that Ξ j is composed of circles centered at z j . For each j, we construct a graph G j , whose vertex set is Ξ j , and ξ 1 = ξ 2 ∈ Ξ j are connected by an edge iff the bigger radius is 4 times the smaller one, and the open annulus between them does not contain any other circle in Ξ. Let E j denote the set of connected components of G j . Then we partition Ξ j into Ξ e , e ∈ E j , such that every Ξ e is the vertex set of e ∈ E j . Then the circles in every Ξ e are concentric circles with radii forming a geometric sequence with common ratio 1/4, and the closed annuli A e associated with Ξ e , e ∈ E j , are mutually disjoint. From the construction we also see that for any j < k, and e ∈ E j , A e does not intersect D k , which contains every A e with e ∈ E k . Let E = n j=1 E j . Then A e , e ∈ E, are mutually disjoint. Thus, {Ξ e : e ∈ E} is a partition of Ξ that satisfies the properties before Theorem 3.2. So we get
Here we set e∈E j = 1 if E j = ∅. We will finish the proof by comparing |E| with n and the product e∈E j Py j (re)
Py j (Re) with
Py j (R j ) . Here is a useful fact: every I j,k defined in (4.1) contains at most one element. The reason is
The above formula also implies that, for j < k, ξ∈Ξ k ξ ⊂ D k intersects at most 2 annuli from {l j /4 r ≤ |z − z j | ≤ l j /4 r−1 }, 2 ≤ r ≤ h j . If j > k, by construction, ξ∈Ξ k ξ is disjoint from the annuli {l j /4 r ≤ |z − z j | ≤ l j /4 r−1 }, 2 ≤ r ≤ h j , which are contained in D j . We now bound |E j |. We may obtain G by removing vertices and edges from a path graph G j , whose vertex set is {ξ s j : 1 ≤ s ≤ h j }, and two vertices are connected by an edge iff the bigger radius is 4 times the smaller one. Every edge e of G j determines an annulus, denoted by A e . The vertices removed are the elements in I j,k , k > j; and the edges removed are those e such that A e intersects some ξ ∈ Ξ k with k = j, which may happen only if k > j. Thus, the total number of vertices or edges removed is not bigger than k>j (1 + 2) = 3(n − j). So we get |E j | ≤ 1 + 3(n − j). Thus, |E| ≤ n + 3n(n−1) 2
. This means that C |E| may be written as C n .
Finally we compare e∈E j Py j (re)
Py j (R j ) . If A is an annulus {r ≤ |z − z 0 | ≤ R} for some z 0 ∈ H with y 0 ∈ Im z 0 ≥ 0 and R ≥ r > 0, we define P A = Py 0 (r) Py 0 (R) . Let A j,s = {l j /4 s ≤ |z − z j | ≤ l j /4 s−1 }, 1 ≤ s ≤ h j , and S j = {s ∈ N h j : A j,s ⊂ e∈Ξ j A e }. Then P y j (r j ) P y j (l j ) = h j s=1 P A j,s , e∈E j P y j (r e ) P y j (R e ) = s∈S j P A j,s .
Using (1.4), we get e∈E j P y j (r e ) P y j (R e ) ≤ 4 α|N h j \S j | P y j (r j ) P y j (l j ) .
Now s ∈ N h j \ S j only if s = 1 or there is some k > j with D k ∩ A j,s = ∅. Since for k > j, D k intersects at most two A j,s , we find that |N h j \ S j | ≤ 1 + 2(n − j). Thus, n j=1 e∈E j P y j (r e ) P y j (R e ) ≤ 4 αn 2 n j=1 P y j (r e ) P y j (R e ) .
Combining the above formula with (4.2) and (4.3), we complete the proof. For the above equality, we changed expectation and integral which is allowed because the integrand is always positive. We will find an upper bound for sup{r n(d−2) P(dist(z 1 , γ) < r, ..., dist(z n , γ) < r)}, which is integrable over D n . By Theorem 1.1 we know that this is bounded above by
Now assume that r is smaller than l i 1 , ..., l i k and bigger than the rest. Then by equation (1.4) and the definition of P y we get that the above quantity is bounded by is integrable over D n . This is true because for every 1 ≤ k ≤ n, l k (z 1 , . . . , z n )dA(z 1 ) · · · dA(z n ) < ∞.
