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Abstract
Courcelle introduced the study of regular words, i.e., words isomorphic to frontiers of regular trees.
Heilbrunner showed that a nonempty word is regular iff it can be generated from the singletons by the
operations of concatenation, omega power, omega-op power, and the inﬁnite family of shufﬂe operations.
We prove that the algebra of nonempty regular words on the set A, equipped with these operations, is freely
generated byA in a variety which is axiomatizable by an inﬁnite collection of some natural equations.We also
show that this variety has no ﬁnite equational basis and that its equational theory is decidable in polynomial
time.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
By “word” we understand a labeled linear order, extending the familiar notion of a labeling
of {1, 2, . . . , n}, for some n  0. Courcelle [10] introduced the study of such words (“arrangements,”
∗ Corresponding author.
E-mail address: bloom@cs.stevens.edu (S.L. Bloom).
1 Partially supported by the National Foundation of Hungary for Scientiﬁc Research, Grant T46686. Currently visiting
Rovira i Virgili University, Tarragona, Spain.
0890-5401/$ - see front matter © 2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.ic.2005.01.004
56 S.L. Bloom, Z. Ésik / Information and Computation 197 (2005) 55–89
in his terminology). He showed that every ﬁnite or countable word is isomorphic to the frontier
of a complete binary tree, where the linear order on the leaves of the tree is the lexicographic
(left to right) order. He introduced several operations on such words, including concatenation (or
product), omega and omega-op powers. He proved that initial solutions of ﬁnite systems of ﬁxed
point equations
xi = ui, i = 1, 2, . . . , k (1)
where x1, . . . , xk are variables and the ui are ﬁnite words on the letters in a set A and the variables,
are isomorphic to frontiers of regular trees. Further, he showed that the solutions of certain kinds
of systems can be expressed by “quasi-rational” expressions, formed from single letters in A using
the operations of concatenation, omega and omega-op power. Courcelle asked for a complete set of
axioms for these operations. In [1], a complete set of axioms for just the concatenation and omega
power operation on words was given, and in [3] Courcelle’s question was answered.
We call a word which is isomorphic to the frontier of a regular binary tree a regular word. Several
results on regular words have been obtained by Heilbrunner [13], Thomas [15], and the authors [2].
Heilbrunner showed that all nonempty regular words on the set A can be generated from single
letters by means of the above mentioned operations, namely concatenation, omega and omega-op
power, together with (inﬁnitely many) “shufﬂe” operations. Terms formed from letters in A and
these operations are called “terms onA.” Heilbrunner gave an algorithmwhich, given a ﬁnite system
of ﬁxed point equations of the form (1) such that the ﬁrst component (i.e., x1) of the initial solution
is nonempty, produces a term denoting it. Thomas gave an algorithm to determine when two terms
denote isomorphic words. His algorithm is based onRabin’s theorem on automata for inﬁnite trees.
Heilbrunner discussed several identities involving the terms with both Courcelle’s operations, as
well as the shufﬂe operations, but did not obtain a completeness result. Our paper gives a set Ax of
axioms and
• in Theorem 76, shows them to be complete. This result implies that
• for any alphabet A, the algebra of regular words on an alphabet A is freely generated by A in the
variety deﬁned by these equations.
•We show also that the equational theory of this variety is decidable in polynomial time, (see
Theorem 79), and is not ﬁnitely based, (see Theorem 82).
The completeness theorem, and the corresponding complexity result, provide a solution to a
problem that has been open for over 20 years.
We describe our method, which may be of independent interest.
We ﬁnd an appropriate “condensation” [14] of the linear order of a regular word u, and replace
certain subwords by appropriately labeled points. Given a word u on the alphabet A, we show that
its underlying linear order Lu is partitioned into blocks of an equivalence relation: two points p < q
are in the same block iff they both belong to some “uniform” subword (deﬁned below) or neither
does and the interval {x ∈ Lu : p  x  q} is ﬁnite. The blocks of Lu are also linearly ordered in
the obvious way, and we denote this linearly ordered set by L̂ u. The blocks of regular words are
denoted by what we call the “primitive terms” below. If two primitive terms s, t denote isomorphic
words, then our axioms Ax are strong enough so that Ax  s = t.
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Now, we let û denote the word on L̂ u, obtained from u by replacing each block v of u by a point
labeled by a new letter determined by v. In order to show that û is regular when u is, we make use
of “proper terms.”
From [10] and [13], we know that if u is regular, there is some term denoting u. In Section 9, we
show how to obtain a substitution  and, for each term t, a proper term s such that if t denotes the
word u, then û is denoted by s, and we show Ax  (s) = t.
Unfortunately, it takes some time to show how to obtain the proper terms, and we do not get to
prove the completeness theorem until Section 10.
In Section 11, the properties of the construction of the proper terms leads to a polynomial time
decision algorithm to decide whether two terms denote isomorphic words.
The algebra of all (regular) countable words on some alphabet, equipped with the associative
operation of concatenation, allows one to solve systems of ﬁxed point equations (1). We end the
paper by describing an open problem that may be roughly phrased as follows: what is the most
general theory of an associative operation admitting ﬁxed points?
To ﬁnd decision procedures, several people have studied automata on inﬁnite trees and on words
of various kinds, for example: Choueka [9], who studied automata on ωn tapes, and Bruyère and
Carton [6–8] consider automata on all countable scattered words. In [2], the authors use ﬁnite
automata to decide whether the frontier of regular tree is scattered. See also [12] for a thorough
study.
2. Preliminaries
A linearly ordered set (L,) is a set equipped with a reﬂexive, transitive, antisymmetric and total
order. Sometimes, we say just “L is a linearly ordered set,” to mean (L,) is a linearly ordered set.
A morphism h : (L,)→ (L′,′) of linearly ordered sets is a function h : L→ L′ such that if
x  y in L, then h(x) ′ h(y) in L′. The following common linearly ordered sets are used frequently:
 denotes the usual ordering on all integers;, the standard ordering on all rationals;ω, the linearly
ordered set of the nonnegative integers, and ωop , the linearly ordered set of the negative integers.
For n ∈ ω, [n] denotes the n element set {1, 2, . . . , n}, ordered as usual.
Suppose that p , q are points in a linearly ordered set. We will say that q is the successor of p , or
that p is the predecessor of q, if p < q and there is no element x with p < x < q. (When the successor
or predecessor of a point exists, it is unique.)
A linear order (L,) is scattered [14] (or discrete [2]) if there is no injective morphism
(,) −→ (L,).
An interval of L is a subset I of L such that if x < y < z in L, and if x, z ∈ I , then y ∈ I . (Thus, in
particular, the empty set is an interval, as is any singleton subset.)
An interval with no greatest element is said to be right-open; an interval with no least element is
left-open; an interval with neither a least or greatest element is open.
An interval I is dense if I has at least two distinct points and for all x, y ∈ I , if x < y , then there
is some z ∈ I with x < z < y . (Thus, every dense interval is inﬁnite.)
We note some elementary properties of intervals.
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Proposition 1. The intersection of two open intervals is an open interval; the intersection of two dense
open intervals is either empty or a dense open interval. If I , J are open intervals whose intersection is
nonempty, then I ∪ J is an open interval, and if both are dense, so is I ∪ J. If (Ij)j∈J is a chain of open
(dense, respectively) intervals, then
⋃
j∈J Ij is an open (dense, respectively) interval.
3. Words
A word (Lu,, u,A) (a “generalized word” in Thomas [15], an “arrangement” in Courcelle [10])
consists of a linearlyordered set (Lu,), a nonempty setAof labels, anda labeling functionu : Lu → A.
Usually, we write for the order relation in any linearly ordered set. Also, we use just the labeling
function to name the word, and let (Lu,) denote the underlying linear order of the word u. We say
that u is a word on A, (or u is an “A-labeled word”) over the linear order (Lu,). The linear order
(Lu,) is the underlying linear order of u. The range of the labeling function is called the alphabet
of the word, denoted alph(u). When Lu is empty, we have the empty word on A, written 1.
Suppose that u and v are words over A with underlying linear orders (Lu,) and (Lv,), respec-
tively. A morphism h : u→ v is a morphism h : (Lu,)→ (Lv,) which preserves the labeling:
u(x) = v(h(x)), x ∈ Lu.
Thus, for any setA, the collection ofwords onA forms a category. Twowords u, v onA are isomorphic
when they are isomorphic in this category, i.e., when there are morphisms h : u→ v, g : v→ u such
that u
h→ v g→ u and v g→ u h→ v are the respective identities. We write
u∼= v
to indicate that u and v are isomorphic.We usually identify isomorphic words.
If u, v are words on A, we say v is a subword of u if Lv is an interval of (Lu,) and for p ∈ Lv,
v(p) = u(p). (Some people say v is a factor of u, rather than subword.) And since any interval of Lu
determines a unique subword of u, we sometimes identify an interval with a subword.
4. The regular operations on words
We will deﬁne the collection of “regular operations” on words by means of word substitution.
First, we deﬁne sum and generalized sum [14] for linear orders.
Deﬁnition 2 (Sum). Suppose that L1 and L2 are linear orders with disjoint underlying sets. Then
L1 + L2 is the linear order on the union of the two sets deﬁned by:
x  y ⇐⇒ (x  y in L1 or in L2) or x ∈ L1 and y ∈ L2.
Deﬁnition 3 (Generalized sum). Suppose that (L,) is a linear order, and for each x ∈ L, let (Kx,)
be a linear order. The ordering∑
x∈L
Kx
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obtained by substitution of Kx for x ∈ L, is deﬁned as follows: the underlying set of∑x∈L Kx is the
set of pairs (k , x) with x ∈ L and k ∈ Kx ordered by:
(k , x)  (k ′, x′) ⇐⇒ x < x′ or (x = x′ and k  k ′).
Deﬁnition 4. Let u be a word with alph(u) ⊆ A = {a1, . . . , an}, and let va be a word on the set B, for
each a ∈ A. The sets A,B need not be the same. We deﬁne the word w obtained by substituting va
for each occurrence of a in u, as follows. The underlying order of w is the linear order
∑
x∈Lu Lvu(x) ,
deﬁned just above, labeled as follows:
w(k , x) := vu(x)(k), x ∈ Lu, k ∈ Lvu(x) .
When alph(u) is a subset of the inﬁnite set A = {a1, a2, . . .} and vi is a word on the set B, for each
i  1, then we use
u(a1/v1, a2/v2, . . .)
to denote the word obtained by substituting vi for ai in u.
We deﬁne the words c, pω, rωop , "n, n  1, on the countable set a1, a2, . . . , as follows.
• c := a1a2, the word ([1],, u) with u(1) = a1, u(2) = a2.
• pω := a1a1 . . ., the word whose underlying linear order is ω, each point of which is labeled a1.
• rωop := . . . a1a1, the word whose underlying linear order is ωop , each point of which is labeled a1.
• For 1  n < ω, "n is the word whose underlying linear order is, every point labeled by some ai,
i ∈ [n], and between any two points q < q′ in, for each j ∈ [n] there is a point labeled aj . (There
is a unique such word, up to isomorphism. See [14, p. 116].)
We now deﬁne the regular operations of concatenation (or product or composition) u · v, omega
power uω, omega-op power uω
op
, and shufﬂe, [u1, . . . , un ]#.
Deﬁnition 5 (Regular operations). For any words u, v, u1, . . . , un on A:
u · v := c(a1/u, a2/v)
uω := pω(a1/u)
uω
op := rωop (a1/u)
[u1, . . . , un ]# := "n(a1/u1, . . . , an/un).
Note that there is one shufﬂe operation (u1, . . . , un) → [u1, . . . , un ]#, for each positive integer n.
Also,
"n = [a1, . . . , an ]#.
Sometimes we write just uv instead of u · v. The operation of concatenation may be extended to any
(countable) number of arguments. When v1, v2, . . . are words on A, we deﬁne v1 · v2 · · · as the word
p ′ω(a1/v1, a2/v2, . . .), where p ′ω = a1a2 . . .. In a later section, we will also be considering the reverse
operation u → ur . The reverse of the word (L,, u,A) is (L,, u,A). The labeling function of the
reverse is the same as that of u.
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5. Blocks
Deﬁnition 6. Suppose that u is a word on the set A and let X ⊆ A, X /= ∅. A subword v of u is
X -uniform if
• Lv ⊆ Lu is an open interval with at least two points and
• for each p ∈ Lv, the label of p , u(p), belongs to X , and
• for each p , q ∈ Lv and a ∈ X , if p < q, then there is some r ∈ Lv with p < r < q and u(r) = a.
An extended X -uniform word is a word of the form v, xv, vx or xvx′, where v is X -uniform and x, x′
are singletons in X .
We say a subword of u is uniform if it is X -uniform for some X ⊆ A.
Remark 7. Note that if v is an (extended) X -uniform subword of u, then alph(v) = X . Thus, if
v is a uniform subword of u, then there is a unique X such that v is X -uniform. Also, if X =
{a1, . . . , an}, then any X -uniform subword of u is isomorphic to [a1, . . . , an ]#. Every uniform word
is dense.
An obvious fact is the following.
Lemma 8. Suppose that v is an X -uniform subword of u. If w is a subword of u determined by a
nonempty open interval contained in v, then w is an X -uniform subword of u.
Proposition 9. If v is an X -uniform subword of u, and if w is a Y -uniform subword of u, and if the
underlying intervals of v and w intersect, then X = Y.
Proof. Since both intervals Lv,Lw are open and dense in Lu, their intersection is open and dense by
Proposition 1, and hence there is a nonempty interval (p , q) which is a subset of each. Thus, all of
the points in this interval are labeled with exactly the letters in X and exactly the letters in Y . Thus
X = Y . 
Lemma 10. If v and v′ are X -uniform subwords of u and if Lv ∩ Lv′ /= ∅, then (Lv ∪ Lv′ ,, u,A) is an
X -uniform subword of u.
Proof. Suppose Lv ∩ Lv′ /= ∅. Clearly, Lv ∪ Lv′ is open and dense. We show (Lv ∪ Lv′ ,, u) is an
X -uniform subword of u. Suppose that z < y in Lv ∪ Lv′ . We have to show that for each letter a in
X , there is some element w ∈ Lv ∪ Lv′ between z and y with u(w) = a.
If both z, y are in the same interval, there is no problem. So assume z ∈ Lv and y ∈ Lv′ . Let
p ∈ Lv ∩ Lv′ . There are three possibilities: p  z < y , z < y < p or z < p  y . In the ﬁrst two cases,
z, y are forced to be in the same interval. In the last case, since p , z ∈ Lv, for each a ∈ X there is some
w with z < w < p  y and u(w) = a. 
If v, v′ are subwords of u, write v ⊆ v′ if the underlying interval of v is contained in the underlying
interval of v′. We say that a subword v of the word u is a maximal X -uniform subword of u if v is
X -uniform, and whenever v ⊆ v′, for an X -uniform subword v′ of u, then v = v′.
Proposition 11. Any X -uniform subword of a word u is contained in a unique maximal X -uniform
subword.
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Proof. Suppose that w is an X -uniform subword. We claim the union of all X -uniform subwords
containing w is the maximal X -uniform subword containing w. Indeed, this fact follows from the
same argument given in Lemma 10 above. 
Corollary 12.Any X -uniform subword of a word u is contained in a unique maximal uniform subword.
This maximal uniform subword is also X -uniform.
Proof. Suppose that v is an X -uniform subword of u. By Proposition 11, it is contained in a unique
maximal X -uniform subword w. We show that w is the unique maximal uniform subword over v.
Suppose that w′ is a Y -uniform subword containing v. Then, by Proposition 9, X = Y . Thus, by
Proposition 11, w′ is a subword of w. 
Proposition 13. Suppose u is a word on A that contains a dense subword. Then if A is ﬁnite, u contains
a uniform subword.
Proof. Let v be an open dense subword of u such that the size of X = alph(v) is minimum. Since A
is ﬁnite, such a word must exist. Then if a ∈ X , every nonempty open subinterval of vmust contain
a point labeled a, i.e., v is X -uniform. 
We sometimes write 〈ai〉[a1, . . . , an ]# to mean either ai · [a1, . . . , an ]# or [a1, . . . , an ]#. Similarly,
[a1, . . . , an ]#〈aj〉 means either [a1, . . . , an ]# or [a1, . . . , an ]# · aj . Last,
〈ai〉[a1, . . . , an ]#〈aj〉
means either ai · [a1, . . . , an ]# · aj or 〈ai〉[a1, . . . , an ]# or [a1, . . . , an ]#〈aj〉.
The following proposition characterizes those words isomorphic to a word of the form
〈ai〉[a1, . . . , an ]#〈aj〉.
Proposition 14. Let w = [a1, . . . , ap ]#, and suppose that u, v are nonempty words.
• u · v∼=w iff either
(1) u∼=w and v∼=w, or for some i ∈ [p],
(2) u∼=w · ai and v∼=w, or
(3) u∼=w and v∼= ai · w.
• uω∼=w iff either u∼=w or u∼=w · ai, for some i ∈ [p].
• uωop ∼=w iff either u∼=w or u∼= ai · w, for some i ∈ [p].
• [u1, . . . , un ]#∼=w, for nonempty words u1, . . . , un iff either the set {u1, . . . , un} can be partitioned into
{d1, . . . , dk} and {e1, . . . , em}, where k > 0 and the words di are extended {a1, . . . , ap }-uniform words,
and the words et are letters in {a1, . . . , ap }, or all ui are letters and for each j ∈ [p] there is some
i ∈ [n] with ui = aj.
For i, j ∈ [p],
• u · v∼= ai · w iff
(1) u = ai and v∼=w, or,
(2) u∼= ai · w · 〈a*〉 and v∼=〈ak〉 · w, for some *, k ∈ [p], where not both a* and ak appear.
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• uω∼= ai · w iff u∼= ai · w.
• uωop ∼=w · aj iff u∼=w · aj.
• u · v∼= ai · w · aj iff
(1) u = ai and v∼=w · aj , or
(2) u∼= ai · w and v = aj , or
(3) u∼= ai · w · 〈ak〉 and v∼=〈as〉 · w · aj , and not both ak , as appear, k , s ∈ [p].
• No word uωop or [u1, . . . , un ]# is isomorphic to ai · w. No word uω or [u1, . . . , un ]# is isomorphic to
w · aj. No word uω, uωop or [u1, . . . , un ]# is isomorphic to ai · w · aj.
Proof. We prove only the ﬁrst statement. If u · v∼=w, then u cannot have a least element, and v
cannot have a greatest; also, since both are nonempty, both are necessarily extended {a1, . . . , ap }-
uniform. 
Suppose that u is a word and p , q ∈ Lu. We write q = S(p) (and p = P(q)) if q is the successor of
p in Lu.
For any word u and any point p ∈ Lu, either there is some q = S(p), or not. If so, we say S(p)
exists; similarly, if there is some q = P(p), we say P(p) exists. For n  0, deﬁne:
S0(p) := p
Sn+1(p) := S(Sn(p)), if both Sn(p) and S(Sn(p)) exist
S−(n+1)(p) := P(S−n(p)), if both S−n(p) and P(S−n(p)) exist.
The set
{Sk(p) : k ∈ , Sk(p) exists}
is a nonempty interval, since S0(p) always exists. We will only be interested in the case that the point
p is not contained in a uniform subword. Note that if q = S(p), neither p nor q belongs to a uniform
subword.
Deﬁnition 15 (s-closed). Suppose that u is a word and v is a subword of u such that no point of v is
contained in a uniform subword. We say that v is s-closed (in u) if v is nonempty and for each p in Lv,
if S(p) exists then S(p) is also in Lv, and similarly, if P(p) exists, then P(p) is in Lv. Aminimal s-closed
subword of u is a nonempty s-closed subword that contains no other s-closed subword.
Proposition 16. Suppose that u is a word. A subword v of u is a minimal s-closed subword of u iff
for some point p ∈ Lu which does not belong to any uniform subword, v is the collection of points
{Sk(p) : k ∈ , Sk(p) exists}, ordered and labeled as in u.
Wenow showhowanywordmaybe subdivided (by a particular “condensation” [14]), into blocks.
Deﬁnition 17 (Blocks).A block of the word u is either amaximal uniform subword of u, called a dense
block, or a minimal s-closed subword of u, called a scattered block.
Note that if S(p) or P(p) exists, then p does not belong to any uniform word; a scattered block
does not contain any point that belongs to a uniform subword.
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Proposition 18. If v,w are blocks in the word u, then either v = w or Lv and Lw are disjoint.
Proof. This follows from Corollary 12. 
Proposition 19. Let u be a word. Each point p ∈ Lu belongs to some block, denoted Bl(p), and hence a
unique block.
Proof. If p belongs to some uniform subword v, then Bl(p) is the unique maximal uniform subword
over v, which exists by Corollary 12. Otherwise, Bl(p) is the minimal s-closed subword containing
p . This exists by Proposition 16. Uniqueness follows. 
Note that for any word u, the blocks of u are the subwords Bl(p), for p ∈ Lu.
Proposition 20. Let u be a word and suppose that p < q are points in Lu. Then Bl(p) = Bl(q) iff there
is some uniform subword containing both p and q, or neither p nor q belongs to a uniform subword and
the interval (p , q) is ﬁnite, i.e., q = Sn(p), for some n > 0.
Proof. First suppose that Bl(p) = Bl(q). If p belongs to a uniform subword, then q belongs to the
maximal uniform subword containing p . If p does not belong to any uniform subword, then neither
does q, furthermore, q = Sn(p) for some positive n ∈ , and thus the interval (p , q) has n− 1 points
in it.
Conversely, suppose that p , q belong to the same uniform subword. ThenBl(p) = Bl(q), as shown
in the proof of Proposition 19. If neither belongs to a uniform subword and the interval (p , q) is
ﬁnite, then q = Sn(p) for some positive integer n, so here, too, Bl(p) = Bl(q). 
Example 21.
• Let w be the word denoted by the term [a ]# · a · b · [b ]#. Then w has three blocks, denoted [a ]#,
ab, and [b ]#, respectively.
• Let w be the word denoted by [a ]# · a. Then w has two blocks.
• Suppose that w is [a ]# · [a, b ]#. Then w has two blocks, denoted [a ]#, and [a, b ]#, respect-
ively.
• Suppose that w = aω · a · [a ]#. Then w has three blocks.
• The word [a, b ]# · a · [a, b ]# has one block.
• The word [ [a ]# · a ]# has one block.
We note the fact that the blocks of a word partition the underlying linear order.
Proposition 22. The blocks of a word u are linearly ordered by the relation:
Bl(p) < Bl(q) ⇐⇒ x < y , in Lu, for all x ∈ Bl(p), y ∈ Bl(q).
(When Bl(p) /= Bl(q), then Bl(p) < Bl(q) if x < y for some x ∈ Bl(p), y ∈ Bl(q).)
Deﬁnition 23. The underlying order on the blocks of the word u is denoted
(Bl(u),).
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In Corollary 70, we will show that each block of any regular word is denoted by a “primitive
term,” deﬁned below.
The next lemma explains what happens when two or three blocks are concatenated.
Lemma 24. Suppose that each of the A-labeled words u and v has one block (so that neither word is
empty). Then uv has one or two blocks.
(1) uv has a single block iff
• u and v are both scattered, u is right-closed and v is left-closed, or
• u and v are both X -uniform, for some X ⊆ A.
(2) uv has the two blocks u, v iff one of the following cases occurs.
• Both u and v are scattered and either u is right-open or v is left-open.
• u is scattered, v is uniform.
• v is scattered, u is uniform.
• u is X -uniform, v is Y -uniform for some X , Y ⊆ A, and X /= Y.
(3) If w also has one block, then uvw has one, two or three blocks. The word uvw has one block iff
one of the following cases occurs.
• Each of u, v,w is scattered, u is right-closed, v is ﬁnite and w is left-closed.
• u, v,w are X -uniform, for some X ⊆ A.
• u,w are X -uniform, for some X ⊆ A, and v is a singleton, labeled a ∈ X.
The word uvw has two blocks iff one of the following cases occurs.
• uv has a single block which is scattered, w is scattered, and either uv is right-open or w is
left-open.
• vw has a single block which is scattered, u is scattered, and either vw is left-open or u is right-
open.
• uv has a single block which is scattered and w is uniform.
• vw has a single block which is scattered and u is uniform.
• uv is X -uniform and w is scattered or Y -uniform with X /= Y.
• u is X -uniform or scattered and vw is Y -uniform with X /= Y.
Otherwise, uvw has three blocks, namely u, v,w.
Deﬁnition 25. Suppose that u, v,w are nonempty words. We say u, vmerge if the blocks of uv are not
the same as the blocks of u together with the blocks of v. We say u, v,w merge if the blocks of uvw
are not the same as the blocks of u, together with the blocks of v and the blocks of w.
Example 26. If u = a#, v = a# or u = a, v = aω, then u, v merge. If u = a#, v = a, w = a#, then
neither u, v nor v,w merge, but u, v,w merge.
Remark 27. Suppose that u, v,w are each words consisting of a single block. Then u, v merge iff uv
has a single block; if either u, v do not merge, or v,w do not merge, then u, v,wmerge iff uvw consists
of a single block.
Corollary 28 (Merge corollary). Suppose that u, v,w are each words consisting of a single block. Then
u, v merge iff one of the following cases occurs.
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• Both u and v are scattered, u is right-closed and v is left-closed, or
• both u and v are X -uniform, for some X ⊆ A.
Assume that neither u, v, nor v,w merge. Then u, v,w merge iff u,w are X -uniform, for some X ⊆ A,
and v is a singleton, labeled a ∈ X.
From Lemma 24, we immediately derive the following facts.
Corollary 29. Suppose that p and q are points of the words u and v, respectively. If Bl(p) in u is not
the last or second to last block of u, then it is also a block of uv. Symmetrically, if Bl(q) in v is not the
ﬁrst or second block of v, then it is also a block of uv.
Corollary 30 (First block concatenation Corollary). Suppose that u and v are nonempty words on the
set A.
(1) If u has no last block, or v has no ﬁrst block, then u, v do not merge.
(2) If u has a last block u1, but no second to last block, and v has a ﬁrst block v1 but no second block,
then u, v merge iff u1, v1 merge; when u1, v1 merge, the blocks of uv are the blocks of u less than
u1, the blocks of v greater than v1 and the block u1v1.
(3) If u has a last block u1 and a second to last block u2, and v has a ﬁrst block v1, but no second
block, then u, vmerge iff u2, u1, v1 merge or u1, v1 merge, and exactly one of these cases can occur.
If u2, u1, v1 merge, then the blocks of uv are the blocks of u less than u2, the blocks of v greater
than v1 and the one block u2u1v1; if u1, v1merge, the blocks of uv are the blocks of u less than u1,
the blocks of v greater than v1 and the block u1v1.
(4) If u has a last block u1, but no second to last block, and v has a ﬁrst block v1 and second block v2,
then u, v merge iff either u1, v1, v2 merge or u1, v1 merge, and exactly one of these cases can occur.
If u1, v1, v2 merge, then the blocks of uv are the blocks of u less than u1, the blocks of v greater
than v2 and the block u1v1v2. If u1, v1 merge, the blocks of uv are the blocks of u less than u1, the
blocks of v greater than v1 and the block u1v1.
(5) If u has a last block u1 and a second to last block u2, and v has a ﬁrst block v1 and second block
v2, then u, v merge iff either u2, u1, v1 merge, or u1, v1, v2 merge or u1, v1 merge, and exactly one of
these cases can occur. If u2, u1, v1 merge, then the blocks of uv are the blocks of u less than u2,
the blocks of v greater than v1 and the block of u2u1v1. If u1, v1, v2 merge, the blocks of uv are the
blocks of u less than u1, the blocks of v greater than v1 and the block u1v1v2. Finally, if u1, v1 merge,
the blocks of uv are the blocks of u less than u1, the blocks of v greater than v2 and the block u1v1.
Corollary 31 (Second block concatenation Corollary). Suppose that u, v,w are nonempty words on
the set A such that u, v and v,w do not merge.
(1) If u has no last block orw has no ﬁrst block or v has more than one block, then u, v,w do not merge.
(2) If u has a last block u1,w has a ﬁrst blockw1 and v has a single block, then u, v,wmerge iff u1, v,w1
merge; when u1, v,w1 merge, the blocks of uvw are the blocks of u less than u1, the blocks of v
greater than w1 and the block u1vw1.
We state yet another corollary of these facts.
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Corollary 32 (General block concatenation Corollary). Let u1, u2, . . . be a ﬁnite or inﬁnite sequence
of nonempty words on A. The blocks of u1u2 · · · are the blocks in each ui iff there is no consecutive pair
ui, ui+1, or triple of words ui, ui+1, ui+2 that merge. Similarly, the blocks of · · · u3u2u1 are those in each
ui iff there is no consecutive pair ui+1, ui or triple ui+2, ui+1, ui that merge.
We turn to blocks of a shufﬂe.
Proposition 33. Suppose thatU = {u1, . . . , un}, n  1, is a set of nonempty A-labeled words at least one
of which is not a singleton. Then the blocks of
v = [u1, . . . , un ]#
are copies of the blocks of the ui iff U cannot be partitioned into two parts such that, for some X ⊆ A,
the words in one part are all extended X -uniform and the words in the other part are all singletons
labeled in X.
Proof. The meaning of the long statement is that blocks of the words ui are not destroyed by the
shufﬂe operation except in one case: when U can be so partitioned, v has one block, by Proposition
14.
When U cannot be so partitioned, ﬁrst we show that any block of v is a block of a copy of some
ui . So suppose that w is a block of v. If w is not a block of some copy of a word in U , w contains a
point p in w that belongs to one copy of a word ui in v and a point q in w that belongs to a different
copy of the same ui, or to a copy of some uj with j /= i. Assume p < q. By the deﬁnition of the word
v, for each k there exists a copy of uk between p and q. It follows that w is not a scattered block
and thus X -dense, for some X ⊆ A. Moreover, each uk is either extended X -uniform or a singleton
labeled in X , contradicting our assumptions.
Next, we show that for any copy of any word ui in v, and for any block w of this copy of ui, it
holds that w is a block of v. There are two cases, w is scattered or dense. Suppose ﬁrst that w is
scattered. Then clearly, w is a block of v.
Suppose now that w is X -uniform, for some X . If w is not a block of v, it is properly included in
an X -uniform subword w′ of v. But then w′ contains a point not included in the same copy u′i of the
same ui of which w is a block. Thus a contradiction results, as above. 
6. Terms
For us, the structures of interest are algebras
(X , ·,ω ,ωop ,# )
which are enrichments of a semigroup (X , ·) by two unary operations: x → xω and x → xωop , and
an n-ary operation (x1, . . . , xn) → [x1, . . . , xn ]#, for each n  1. The intendedmodels are the algebras
(AW , ·,ω ,ωop ,# ) of all ﬁnite and countable words on the setA, enrichedwith the indicated operations.
For each such algebra, we let AR denote the least subalgebra of AW containing the singletons, i.e.,
the subalgebra of AW consisting of the nonempty regular words (as proved by Heilbrunner [13], see
Theorem 38 below).
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Proposition 34. Suppose that A and B are sets and B is any algebra of words on B equipped with the
operations ·,ω ,ωop ,# . Then any function A→ B can be extended to a homomorphism AW → B.
Proof. Given h : A→ B, for each word u in AW deﬁne h1(u) as the word obtained by substituting
a disjoint copy of h(a) for each x ∈ Lu, where u(x) = a. It is a routine matter to show that h1 is a
homomorphism. 
Deﬁnition 35. Let A be a ﬁxed nonempty set.
(1) A term s on the set A is either some letter a ∈ A, or s is t · t′, tω, tωop , or [ t1, . . . , tn ]#, where
t, t′, t1, . . . , tn are terms on A.
(2)A scattered term is a term that has no occurrence of the function symbol #.





0 if t ∈ A
max{ht(t1),ht(t2)} if t = t1 · t2
1+ ht(s) if t = sω or t = sωop
1+max{ht(t1), . . . ,ht(tn)} if t = [ t1, . . . , tn ]#
(4)When t is a term on the set A, we let |t| denote the word on A denoted by t. More precisely, for
a ∈ A, |a| is a singleton set, labeled a, and, inductively, we deﬁne
|t · t′| := |t| · |t′|
|tω| := |t|ω
|tωop | := |t|ωop
|[ t1, . . . , tn ]#| := [ |t1|, . . . , |tn| ]#.
(5)An equation t = t′ between two terms on A is valid, and t and t′ are equivalent, if |t| ∼= |t′|.




1 if t ∈ A
size(t1)+ size(t2)+ 1 if t = t1 · t2
size(t1)+ 1 if t = tω1 or t = tω
op
1
1+∑ni=1 size(ti) if t = [ t1, . . . , tn ]#
(2)
We sometimes add a term 1 of height 0 and size 1 denoting the empty word. Terms of height zero
are called “ﬁnite.” Those of positive height are “inﬁnite.”
In the usual way, each term t on A induces a function XA → X , for any algebra X equipped with
the operations ·,ω ,ωop ,#. In fact, for a term t, the word |t| is just the value of the function induced
by t over the algebra AW when each letter a is evaluated as the singleton word labeled a.
From Proposition 34 we immediately infer the following fact.
Proposition 36.Forany terms t, t′ overA, t= t′ is valid iff t = t′ holds in allwordalgebras (BW , ·,ω ,ωop ,# )
under any evaluation of the letters in A as words on B, i.e., when t = t′ holds in the variety generated
by all word algebras.
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A binary tree on A consists of a ﬁnite or inﬁnite binary tree (considered as a nonempty, preﬁx
closed set of binary strings, as usual) and a labeling function mapping the set of leaves of the tree
to A. The leaves, when ordered lexicographically, form a linearly ordered set. When T is a binary
tree on A and u is a node of T , the subtree rooted at u is also a binary tree on A. A tree is regular
if up to isomorphism it has a ﬁnite number of subtrees. The frontier of a tree on A is the A-labeled
linearly ordered set of the leaves.
Deﬁnition 37 (Regular word). A word u on A is called regular if it is isomorphic to the frontier of a
regular binary tree on A.
Note that if u is a regular word on A, then alph(u) is a ﬁnite subset of A.
The following theorem summarizes some of the results in Heilbrunner [13] and Courcelle [10].
Theorem 38. The following are equivalent for a nonempty word u on A.
• u is regular.
• u is a component of the initial solution to a system of ﬁxed point equations of the form (1) above.
• u belongs to the least collection of words containing the singletons a, a ∈ A, closed under the regular
operations.
• u = |t|, for some term t on A.
Also, if t is a term on A, then the word |t| has a scattered underlying linear order iff t is a scattered
term.
Remark 39. The least class of linear orders containing the empty and singleton orders, closed under
the regular operations is denoted M in [14].
We note that the regular words are closed under substitution.
Proposition 40. If vi is a regular word on the set B, for each i ∈ [n], and u is a regular word on A, where
alph(u) ⊆ {a1, . . . , an}, then u(a1/v1, . . . , an/vn) is a regular word on B.
For any terms u1, . . . , un, the terms
[u1, . . . , un ]# and [uf(1), . . . , uf(n) ]#
are equivalent, for any permutation f of [n]. Our axioms will guarantee that this fact is prov-
able. Thus, we will usually implicitly identify the terms [u1, . . . , un ]# and [uf(1), . . . , uf(n) ]#, for a
permutation f of [n].
Note: We will sometimes omit syntactically needed parentheses in expressions such as a1 · · · an
when no confusion will result.
We now single out an important class of terms.
Deﬁnition 41. A term on A is primitive if it has one of the following forms:
• a1 · · · an, n > 0, ai ∈ A, (a ﬁnite term)
• a1 · · · an(b1 · · · bk)ω, n  0, k > 0, ai, bj ∈ A (a left-closed, right-open scattered primitive
term)
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• (cm · · · c1)ωop a1 · · · an, n  0, m > 0, ai, cj ∈ A (a left-open, right-closed scattered primitive
term)
• (cm · · · c1)ωop a1 · · · an(b1 · · · bk)ω, ai, bj , ck ∈ A, m, k > 0, n  0 (an open scattered primitive
term)
• [a1, . . . , an ]#, n > 0 (an {a1, . . . , an}-uniform primitive term)
An inﬁnite scattered primitive term is a scattered primitive term that is not ﬁnite. A dense primitive
term is a primitive term of the last kind. An extended primitive term is either the term 1 or a primitive
term.
We say that a word u on A is primitive if u is isomorphic to |t|, for some primitive term t. Note that
a primitive term t is ﬁnite, inﬁnite, scattered, dense, etc. iff the primitive word |t| it denotes has the
corresponding property. The following fact is clear.
Proposition 42. A word is primitive iff it is regular and has a single block.
There are efﬁcient algorithms to determine whether a term is primitive, and if so, exactly what
kind.
Proposition 43. There is aO(size(t)) algorithm to determine, given a term t, whether t is primitive, and
if so, ﬁnite, scattered, left-closed, etc.
Deﬁnition 44. We say that a pair of terms l, r merge when the corresponding words |l|, |r| merge.
Similarly, we say the terms l,m, r merge when the corresponding words |l|, |m|, |r| do.
We apply Lemma 24 to obtain an explicit description of those primitive terms that merge.
Proposition 45. Suppose that l,m, r are primitive terms on A.
(1) l, r merge iff
• both l and r are scattered, l is right-closed and r is left-closed, or
• both l and r are X -uniform, for some X ⊆ A.
(2) If l,m do not merge, and m, r do not merge, then l,m, r merge iff l, r are X -uniform, for some
X ⊆ A, and m is a letter in X.
Example 46. If r is an inﬁnite scattered primitive term, then the pair r, r does not merge, since |r|
does not have both a least and greatest element.
Corollary 47. For primitive terms l,m, r on A, there is a O(n log n) algorithm to determine
whether l,m, r merge, or whether l, r merge, where n is sum of the sizes of l,m, r or l, r, respec-
tively.
Proof. For two scattered terms, we need only check whether l is right-closed and m is left-closed.
This takes O(n) time. To tell whether two dense terms [a1, . . . , ak ]# and [b1, . . . , bj ]# are X -uniform
for the same setX , we assume that the underlying alphabet is sorted, and then sort the two sequences
(a1, . . . , ak), (b1, . . . , bj) to determine whether they consist of the same elements. This may be done
in O(n log n) time. 
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7. The axioms
In this section, we list the axioms Ax used in our completeness theorem in Section 10. The axioms
are divided into several groups.
Deﬁnition 48 (Scattered axioms).
(x · y) · z = x · (y · z) (3)
(x · y)ω = x · (y · x)ω (4)
(x · y)ωop = (y · x)ωop · y (5)
(xn)ω = xω, n  2 (6)
(xn)ω
op = xωop , n  2 (7)
We note two consequences of the scattered axioms.
x · xω = xω (8)
xω
op · x = xωop . (9)
We prove (8).
xω = (x2)ω, by Axiom 6, n = 2,
= x · (x2)ω, by Axiom 4, x = y ,
= x · xω, by Axiom 6 again.
The remaining axioms concern the shufﬂe operation. We call the ﬁrst group the logical axioms.
Deﬁnition 49 (Logical axioms).
[xf(1), . . . , xf(n) ]# = [x1, . . . , xp ]#, (10)
where f : [n] → [p] is any set-theoretic surjection.
The logical axioms say that the shufﬂeoperation [a1, . . . , an ]# is a functionwhose value is determined
by the set {a1, . . . , an}, not the sequence (a1, . . . , an); for example, using these axioms one may derive
the facts that [a, a, b ]# = [b, b, a ]# = [a, b ]# = [b, a ]#.
The logical axioms may be replaced by the following collection of somewhat simpler looking
identities:
[x1, x2, . . . , xp ]# = [x2, x1, x3, . . . , xp ]#, p  2
[x1, x2, . . . , xp ]# = [x2, x3, . . . , xp , x1 ]#, p  3
[x1, x2, . . . , xp ]# = [x1, x1, x2, . . . , xp ]#, p  1.
The remaining axioms show how the shufﬂe operation interacts with the concatenation, omega,
omega-op operations, and with itself.
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Deﬁnition 50 (Concatenation/shufﬂe axioms).
[x1, . . . , xp ]# · [x1, . . . , xp ]# = [x1, . . . , xp ]# (11)
[x1, . . . , xp ]# · xi · [x1, . . . , xp ]# = [x1, . . . , xp ]#, i ∈ [p]. (12)
Deﬁnition 51 (Omega/shufﬂe axioms).
([x1, . . . , xp ]#)ω = [x1, . . . , xp ]# (13)
([x1, . . . , xp ]# · xi)ω = [x1, . . . , xp ]#, i ∈ [p]. (14)
Deﬁnition 52 (Omega-op/shufﬂe axioms).
([x1, . . . , xp ]#)ωop = [x1, . . . , xp ]# (15)
(xi · [x1, . . . , xp ]#)ωop = [x1, . . . , xp ]#, i ∈ [p]. (16)
Deﬁnition 53 (Shufﬂe/shufﬂe axioms).
[u1, . . . , uk , v1, . . . , vs ]# = [x1, . . . , xp ]#, k  0, s > 0, (17)
where in (17), the terms ui are letters in the set {x1, . . . , xp }, and each term vl is one of the
following:
[x1, . . . , xp ]#, xi[x1, . . . , xp ]#, [x1, . . . , xp ]#xj , or xi[x1, . . . , xp ]#xj.
Note that a special case of the shufﬂe/shufﬂe axioms is the identity
([x1, . . . , xp ]#)# = [x1, . . . , xp ]#.
Let Ax denote the collection of all axioms mentioned above: the scattered axioms, the
logical axioms, concatenation/shufﬂe, omega/shufﬂe, omega-op/shufﬂe and shufﬂe/shufﬂe
axioms.
Proposition 54 (Soundness). Each axiom is valid.
For later use, we note the following standard fact about equational logic.
Proposition 55. If 6 is a term morphism from terms on A to terms on B, s, t are terms on A, and
Ax  s = t, then Ax  6(s) = 6(t).
Remark 56. The shufﬂe/shufﬂe and concatenation/shufﬂe axioms were discussed in [13], as were
some of the scattered axioms.
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8. Normal forms of primitive terms
Primitive terms on A may be put into a normal form. To do so, we assume that there is a linear
order on the setA′ = A ∪ {), (, ·,ω ,ωop ,# }which induces the lexicographic order* on all ﬁnite words
on A′: for ﬁnite words u, v on A,
u * v ⇐⇒ ∃u1, u2,w ((v = uw) or (u = wau1 and v = wa′u2 and a < a′)).
Deﬁnition 57. A primitive term t is in normal form if either
• t is ﬁnite, or
• t = uvω, where u and v are ﬁnite words such that v is not empty, and if u is not empty then its
last letter is different from the last letter of v, moreover, v is not a proper power, i.e., wj for some
j  2, or
• t = vωop u, where u and v are ﬁnite words such that v is not empty and not a proper power, and if
u is not empty then its ﬁrst letter is different from the ﬁrst letter of v, or
• t = uωop vwω, where the ﬁnite, nonempty words u,w are not proper powers, moreover, v is a ﬁnite
nonempty word whose ﬁrst letter is different from the ﬁrst letter of u and whose last letter is
different from the last letter of w, or
• t = uωop vω, where the ﬁnite, nonempty words u, v are not proper powers, moreover, there exist
no nonempty words x, y , z with u = xy , v = xz and yxzx <* xyxz, or with u = yx, v = zx and
xyxz <* yxzx, or
• t = [a1, . . . , an ]#, n > 0 and a1 < . . . < an in A.
Later, we will need the fact that normal forms may be found in quadratic time.
Lemma 58 (Single block lemma).There is a quadratic time algorithm which, given a term t determines
whether |t| has a single block, and if so, produces a primitive term p in normal form such that
Ax  t = p ,
and ht(p)  ht(t).Moreover, the size of p is at most the size of t.
Proof. In linear time, one may determine whether a term is scattered or dense, but to tell if there is
only one block, one needs to tell if the underlying set of two lists is the same, to know if [a1, . . . , am ]#
and [b1, . . . , bk ]# denote the sameword, for example. Thismay be done inO(n log n) steps by sorting
the two lists, where n = m+ k .
If t is a scattered term, then we apply the results in [3] to produce an essentially unique primitive
term p such that the scattered axioms  t = p . The size of p is linear in the size of t.
Thus, assume that the single block of the word |t| is dense, and is denoted by the term
p = [a1, . . . , ak ]#
in normal form. The construction will show the height of p may be less than the height of t. In fact,
we will prove using induction that if |t| ∼= u, where u is denoted either by p or by [a1, . . . , ak ]# · aj or
by ai · [a1, . . . , ak ]#, or by ai · [a1, . . . , ak ]# · aj , thenAx  t = p orAx  t = p · aj orAx  t = ai · p ,
or Ax  t = ai · p · aj , respectively.
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The proof is based on Proposition 14, and uses induction on the number of operation symbols
in the term t.
If t0 is a term with the fewest number of operation symbols such that |t0| ∼= [a1, . . . , ak ]#, then
t0 = [b1, . . . , bn ]#, where the sets {b1, . . . , bn} and {a1, . . . , ak} are the same. Hence Ax  t0 = p
by the logical axioms. If tr is a term with the fewest number of operation symbols such that
|tr| ∼= [a1, . . . , ak ]# · aj , then tr = [b1, . . . , bn ]# · aj , where, again, the sets {b1, . . . , bn} and {a1, . . . , ak}
are the same. Again, by the logical axioms Ax  tr = p · aj .
Similarly, for ai · p · aj .
(1) Suppose that t = t1 · t2 and |t| ∼= |p |. Then by Proposition 14,
|t1| ∼= [a1, . . . , ak ]#〈a*〉 and
|t2| ∼= 〈am〉[a1, . . . , ak ]#,
where not both a* and am occur. Then, by induction and the associativity and concatena-
tion/shufﬂe axioms,
Ax  t1 = [a1, . . . , ak ]#〈a*〉
Ax  t2 = 〈am〉[a1, . . . , ak ]#
Ax  t1 · t2 = [a1, . . . , ak ]#.
Similarly, if |t| ∼= |ai · p | or |t∼= |p · aj|, or |t| ∼= |ai · p · aj|.
(2) If t = tω1 , and |t| ∼= |p |, then, by Proposition 14, either
|t1| ∼= [a1, . . . , ak ]#, or
|t1| ∼= [a1, . . . , ak ]#a*,
for some * ∈ [p]. Thus, by induction,
Ax  t1 = [a1, . . . , ak ]#,
or
Ax  t1 = [a1, . . . , ak ]#a*,
Thus, in either case, by the omega/shufﬂe axioms,
Ax  tω1 = [a1, . . . , ak ]#.
Similarly, when |t| ∼= |a* · p |. By Proposition 14, |t| is not isomorphic to |am · p · a*|. Note. |t|
cannot be |p · ai|.
(3) Similarly, when t = tωop1 , and |t| ∼= |p | or |t| ∼= |p · ai|.
(4) Last, if t = [ t1, . . . , tn ]#, there are two cases, by Proposition 14. Either each of t1, . . . , tn is a
letter inA or not. If so, the logical axioms implyAx  t = [a1, . . . , ak ]#. Otherwise, the subterms
74 S.L. Bloom, Z. Ésik / Information and Computation 197 (2005) 55–89
t1, . . . , tn can be divided into two sets u1, . . . , us1 , v1, . . . , vs2 , s1  0, s2 > 0, where the terms u1, . . .
are letters in {a1, . . . , ak}, and each vj′ , j′ ∈ [s2], satisﬁes
|vj′ | ∼= [a1, . . . , ak ]#, or
|vj′ | ∼= a*[a1, . . . , ak ]#, or
|vj′ | ∼= [a1, . . . , ak ]#a*, or
|vj′ | ∼= a*[a1, . . . , ak ]#am,
for some *,m ∈ [p]. Hence, induction and the shufﬂe/shufﬂe axioms imply that
Ax  [ t1, . . . , tn ]# = [a1, . . . , ak ]#.
The determination of which case applies and how to produce the desired primitive term p may be
carried out in quadratic time. It is clear that the size of p is linear in the size of t. 
Corollary 59. There is a quadratic time algorithm which, given a term t determines whether |t| has
ﬁnitely many blocks.
Proof. |t| has ﬁnitely many blocks iff either |t| has a single block, which can be determined in
quadratic time by the Single block lemma, or if t = t1 · t2 · · · tn, n  2, where no ti can be written as
a product of two terms, and each of the words |ti| has ﬁnitely many blocks.
When t = tω1 or t = tω
op
1 or t = [ t1, . . . , tk ]#, and |t| has more than one block, then |t| has inﬁnitely
many blocks. 
9. Proper Terms
Deﬁnition 60.We letD = D(A) be a new alphabet containing a letter, written 〈|t|〉, for each primitive
term t on A in normal form. We let  denote the term morphism from terms on D(A) to terms on A
determined by the function
〈|t|〉 → t.
Deﬁnition 61 (Condensation). Suppose that u is a word on A all of whose blocks are primitive words.
We deﬁne the word
û
as the word on D(A) whose underlying linear order is (Bl(u),) (Deﬁnition 23). For p ∈ Lu, the
label of the point Bl(p) is 〈|v|〉, where v is the primitive term in normal form denoting the subword
Bl(p) of u.
We note that condensations are preserved and reﬂected by isomorphisms.
Proposition 62. If u, v are words on A all of whose blocks are primitive words, then
u∼= v ⇐⇒ û ∼= v̂ .
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Proof sketch. If ϕ : u→ v is an isomorphism, deﬁne ϕ̂ : L û → L v̂ by:
ϕ̂ (Bl(p)) := Bl(ϕ(p)),
for p ∈ Lu. It is easy to see that ϕ̂ is an isomorphism. Conversely, we may extend any isomorphism
û → v̂ to an isomorphism u→ v by substituting the word |t| for each occurrence of the letter 〈|t|〉
in û , v̂ . 
Deﬁnition 63 (Proper term). A term t on D(A) is proper if one of the following cases holds.
• t is a single letter.
• t is t1 · · · tn, n  2, each ti is proper and cannot be written as the product of two terms, and, most
importantly, for each i < n, (ti), (ti+1) do not merge, and for each i < n− 1, (ti), (ti+1), (ti+2)
do not merge.
• t = (t1)ω, and t1 · t1 is proper.
• t = (t1)ωop , and t1 · t1 is proper.
• t = [ t1, . . . , tk ]#, and each of t1, . . . , tk is proper, and, furthermore, the subterms t1, . . . , tk cannot be
divided into two sets u1, . . . , un, v1, . . . , vm, n  0, m > 0, where there are distinct letters a1, . . . , ap
in A such that the terms (ui) are letters in {a1, . . . , ap }, and each term (vj) is [a1, . . . , ap ]#,
ai[a1, . . . , ap ]#, [a1, . . . , ap ]#aj , or ai[a1, . . . , ap ]#aj , for some i, j ∈ [p].
An extended proper term is either 1 or a proper term.
Recall the deﬁnition of the size of a term on A from Deﬁnition 35, part (6). For a term t in D(A),
we deﬁne the size differently:
size(t) := size(p) if t = 〈|p |〉 ∈ D(A) (18)
and otherwise, as in Deﬁnition 35, part (6).
Thus, if a ∈ A, the term (aω)ω on A, and the term (〈|aω|〉)ω on D(A) and the term 〈|〈|aω|〉ω|〉 on
D(D(A)) all have size 3.
In this section, we will prove the following theorem.
Theorem 64. There is a quadratic time algorithm which, given a term t on A, produces a proper term s
on D(A) with the following properties:
• Ax  t = (s).
• If ht(t) > 0, then ht(s) < ht(t); otherwise ht(s) = ht(t) = 0.
We will say more about the size of s below in Corollary 69.
For a given term t on A, we must produce a proper term s on D(A) such that (s) and t denote
the same word and this fact is provable from the axioms. To do this, since pairs or triples of blocks
may merge, we need names (proper terms) from which we can ﬁnd primitive terms denoting the
ﬁrst, second, last and next to last blocks of a word, when these blocks exist, as well as the remaining
‘middle’ blocks.
Thus, we restate the theorem as follows.
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Theorem 65. There is a quadratic time algorithm which, given a term t on A, produces a proper
term s on D(A) and a sequence of one of two forms: when |t| has k  4 blocks, seq(t) = (b1, . . . , bk),
or seq(t) = (l1, l2,m, r2, r1), when |t| has more than 4 blocks. The term s and the sequences have the
following properties:
• bi are letters in D(A).
• li, ri, i = 1, 2 are either letters in D(A) or 1, and m is a proper term on D(A).
• If seq(t) = (b1, . . . , bk), k  4, then s = b1 · · · bk.
• If seq(t) = (l1, l2,m, r2, r1), then s = l1 · l2 · m1 · · ·mk · r2 · r1, where m = m1 · · ·mk and none of the
mi can be written as the product of two terms and we understand that 1 · x = x · 1 = x, for any term
x. (Thus, there are no occurrences of 1 in s.)
• l1 /= 1 iff |t| has a ﬁrst block; l2 /= 1 iff |t| has a second block; r1 /= 1 iff |t| has a last block, and
r2 /= 1 iff |t| has a next to last block.
• Ax  t = (s).
• If ht(t) > 0, then ht(s) < ht(t), otherwise ht(s) = ht(t).
For each term t on A we will show how to ﬁnd the sequence (b1, . . . , bk), or (l1, l2,m, r2, r1), since s
may be obtained immediately from it.
The sequences seq(t) will have the following properties.
• If |t| has at most 4 blocks, denoted in order by the primitive terms b1, . . . , bk in normal form, then
seq(t) = (〈|b1|〉, . . . , 〈|bk |〉).
• If |t| has at least 5 but ﬁnitely many blocks, seq(t) = 〈|l1|〉, 〈|l2|〉,m, 〈|r2|〉, 〈|r1|〉), where l1, l2, r2, r1 are
letters in D(A) and m is a proper term which is a product of letters.
• If |t| has inﬁnitely many blocks, then l1 is a single letter iff u has a ﬁrst block, l2 is a single letter
iff u has a second block, r1 is a letter iff u has a last block, and r2 is a letter iff u has a next to last
block. Of course, m is a proper term such that |(m)| has inﬁnitely many blocks.
• The word |(m)| has no ﬁrst block if l1 or l2 is 1; similarly, |(m)| has no last block if r1 or r2 is 1.
If l1 = 1 then l2 = 1; similarly, if r1 = 1 then r2 = 1.
We will say that terms l,m or l,m, r on D(A) merge if (l), (m) or (l), (m), (r) merge.
Notation: If 〈|b|〉, 〈|c|〉 are letters in D(A) such that the primitive terms b, c on A merge, then let
bc := 〈|p |〉,
where p is the primitive term in normal form such that Ax  b · c = p . Similarly, if 〈|b|〉, 〈|c|〉, 〈|d |〉 are
letters inD(A) such that the primitive terms b, c, d merge, then bcd is 〈|p |〉, where p is the primitive
term in normal form such that Ax  b · c · d = p .
Remark 66.The terms bc, bcd exist, by the Single block lemma, and can be found in timeO(n2),
where n is the size of b · c, or b · c · d , respectively. Moreover, the size of bc and bcd is at most n.
We now proceed to the proof of Theorem 65. There are ﬁve cases, depending on t.
Case 1. If the term t is such that |t| has a single block, let p be the term in normal form such that
Ax  t = p . In this case, seq(t) is a sequence of length one:
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seq(t) = (〈|p |〉).
In the remaining cases, we assume |t| has at least two blocks.
Case 2.Assume that t = t′ · t′′. By induction, we assume that for t′ and t′′ we have found the proper
terms s′, s′′ and the sequences seq(t′), seq(t′′) satisfying the properties of the theorem.
When seq(t′) = (b1, . . . , bk) and seq(t′′) = (c1, . . . , cj), where k , j  4, we consider the sequence
(b1, . . . , bk , c1, . . . cj).
If bk , c1 merge, we replace the two letters bk , c1 by bkc1. If bk−1 exists and bk−1, bk , c1 merge, we
replace these three letters by bk−1bkc1. Last, if c2 exists and bk , c1, c2 merge, we replace these three
letters by bkc1c2. These three cases are mutually exclusive. Denote the resulting sequence by 9. If
9 has length at most 5, we deﬁne seq(t) as this sequence. If the length of 9 is more than 5, we deﬁne
seq(t) as the 5 element sequence (l1, l2,m, r2, r1), where li is the i-th element of 9, r1 is the last letter in
9 and r2 is the next to last letter in 9; m is the product of the remaining letters in 9. The fact that the
term s determined by the resulting sequence is proper follows, using the First block concatenation
Corollary, Corollary 30.
There is a similar construction when just one of seq(t′), seq(t′′) has length less than 5.
Now, assume we have
seq(t′) = (l′1, l′2,m′, r′2, r′1)
seq(t′′) = (l′′1 , l′′2,m′′, r′′2 , r′′1 )
satisfying the hypotheses, such that Ax  t′ = (s′) and Ax  t′′ = (s′′).
We would like to deﬁne the sequence seq(t) = (l1, l2,m, r2, r1) by:
l1 = l′1
l2 = l′2
m = m′1 · · ·m′k ′ · r′2 · r′1 · l′′1 · l′′2 · m′′1 · · ·m′′k ′′
r2 = r′′2
r1 = r′′1 ,
where m′ = m′1 · · ·m′k ′ , m′′ = m′′1 · · ·m′′k ′′ and none of the terms m′i and m′′j can be written as the
product of two terms. However, m need not be proper, due to the possible merging in the product
r′2 · r′1 · l′′1 · l′′2. Thus, if r′1, l′′1 merge, we replace r′1 · l′′1 by r′1l′′1 ; similarly, if r′2, r′1, l′′1 merge, we replace
















2. We also must
eliminate redundant occurrences of 1. The fact that the term s determined by the resulting sequence
is proper again follows from the First block concatenation corollary, Corollary 30.
For example, if
seq(t′) = (〈|a#|〉)
seq(t′′) = (〈|a#|〉, 〈|b#|〉)
then, since t′ · t′′ has two blocks, we deﬁne seq(t) as
seq(t′ · t′′) = (〈|a#|〉, 〈|b#|〉).
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As a second example, suppose
seq(t′) = (〈|c|〉, 〈|d |〉, 〈|aω|〉ω, 〈|b#|〉, 〈|b|〉)
seq(t′′) = (〈|b#|〉, 〈|aωop |〉, 〈|bωop |〉).
After merging the last two letters of seq(t′) with the ﬁrst letter of seq(t′′), we see that the corre-
sponding sequence seq(t) is
seq(t′ · t′′) = (〈|c|〉, 〈|d |〉, (〈|aω|〉ω · 〈|b#|〉) , 〈|aωop |〉, 〈|bωop |〉),
since there is no more merging.
Note that the size of s is not greater than the size of s′ · s′′.
Case 3. Suppose that t = [ t1, . . . , tn ]# and assume |t| has more than one block. Then, if si are proper
terms such thatAx  ti = (si), weknow fromProposition 33 that [ s1, . . . , sn ]# is proper. Thus,we let
seq(t) = (1, 1, [ s1, . . . , sn ]#, 1, 1).
In this case, the size of s is at most the size of [ s1, . . . , sn ]#.
Case 4. Next, we assume t = (t′)ω. By induction, we have either for some k , 1  k  4,
seq(t′) = (b1, . . . , bk),
or
seq(t′) = (l′1, l′2,m′, r′2, r′1).
In the ﬁrst case, either k = 1 or 2  k  4. When k = 1, since we know |t| has more than one block,
the ﬁrst two blocks of |t| are isomorphic to |(b1)|. Thus, we deﬁne
seq(t) = (b1, b1, bω1 , 1, 1).
If k = 2 and b2, b1 do not merge, we deﬁne seq(t) = (b1, b2, (b1 · b2)ω, 1, 1). However, if b2 and b1
merge, we let
seq(t) = (b1, b2b1, (b2b1)ω, 1, 1).
It is not possible that b1, b2, b1 or b2, b1, b2 merge, or |t| will have only one block.
If k > 2, we ﬁrst consider whether b3 · · · bk · b1 · b2 has any consecutive triple, or pair of letters
that merge; if so, we replace that triple or pair by the corresponding ‘star’ product. Let c denote the
resulting term. We deﬁne
seq(t) = (b1, b2, cω, 1, 1).
The fact that Ax  t = (s) in this case follows from Axiom (4).
In the case that seq(t′) = (l′1, l′2,m′, r′2, r′1), |t| has a ﬁrst and second block iff |t′| does, and they
are the same. We would like to deﬁne seq(t) by:
seq(t) = (l′1, l′2,
(
m′1 · · ·m′k · r′2 · r′1 · l′1 · l′2
)ω , 1, 1),
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where m′ = m′1 · · ·m′k and none of the m′i can be written as the product of two terms, since |t| has no
last or next to last block. However, the term r′2 · r′1 · l′1 · l′2 may not be proper. We replace any con-
secutive pairs or triples that merge by their “star” product, and continue as above. The same axiom
shows that Ax  t = (s). In either case, it follows using the First and Second block concatenation
corollaries, Corollaries 30, 31 and the General block concatenation corollary, Corollary 32, that the
resulting sequence determines a proper term s.
If s′ is the proper term for t′, the height of s′ is at most one less than the height of t′, and the size
of s is at most the size of (s′)ω, plus, perhaps, the sizes of the letters in D(A) denoting the ﬁrst and
second blocks of |t|—thus an upper bound on the size of s is at most 3 times the size of (s′)ω. Note
also that no new omega term of size larger than size(t) is created.
Case 5. The case that t = (t′)ωop is similar, so that if s is the proper term for t, the size of s is at
most the size of (s′)ωop , plus, perhaps, the sizes of the letters in D(A) denoting the last and next to
last blocks of |t| - thus an upper bound on the size of s is at most 3 times the size of (s′)ωop . No new
omega-op term of size larger than size(t) is created.
This completes the proof. 
We note an important property of this construction.
Lemma 67. Suppose that t is a term on A and s is the proper term on D(A) constructed in Theorem 65.
Then the size of any letter that occurs in s and the size of any subterm of s of the form uω or uω
op
is at
most the size of t.
Proof. By induction on t. When |t| has a single block, s is a single letter 〈|p |〉, where size(p)  size(t).
If t = t1 · t2, or t = [ t1, . . . , tn ]#, the statement follows by induction and Cases 2 and 3 of the proof
of Theorem 65.
If t is (t′)ω, the largest s can be is l1 · l2 · mω, where l1, l2 and m are, respectively, letters and a
product of terms that occur in the proper term for t′. It is clear by induction that the size of any
letter in s is at most size(t′) < size(t), and by Case 4, size(m) < size(t).
The case that t = (t′)ωop is similar, and is omitted. 
Corollary 68. Suppose that t is a term on A and s is the proper term on D(A) obtained in Theorem 65.
If k size expanding rules (Cases 4 or 5) were applied to obtain s, then
size(s)  (2k + 1)size(t). 
Corollary 69. Suppose that t = t0 is a term on A of height h > 0, and size m. Let t1 be the proper term
on D(A) with Ax  t0 = (t1). Similarly, if i − 1  0 and ti−1 has positive height, let ti be the proper
term on Di(A) with Ax  ti−1 = (ti). If |t0| has one block, then t1 is a letter and size(t1)  size(t0).
Suppose ti has been deﬁned for i  h′, where h′  h. Then,
size(th′)  (2m+ 1) · size(t0).
Proof. We can apply the size expanding rules for tω and tω
op
at most m times, one for each occur-
rence of a subterm of the form uω or uω
op
, and each time, we might increase the size of the resulting
term by the size of two letters, each of size at most size(t0), by Lemma 67. Thus, if we apply the
expanding rules k1-times to obtain t1, size(t1)  2k1size(t0)+ size(t0), and if v = uω or v = uωop is
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a subterm of t1, then size(v)  size(t0), by Cases 4 and 5 of Theorem 65. If we apply the expanding
rules k2-times to obtain t2,
size(t2)  2k2size(t0)+ size(t1)
 2(k2 + k1)size(t0)+ size(t0).
Similarly, if we apply the expanding rules ki-times to obtain ti,
size(th′)  2(kh′ + . . .+ k1)size(t0)+ size(t0),
and
∑h′
i=1 ki  m. 
As an example, suppose that t0 is [ (aω)ω, (bωop )ωop ]#. Then
t1 = [〈|aω|〉 · 〈|aω|〉 · 〈|aω|〉ω, 〈|bωop |〉ωop · 〈|bωop |〉 · 〈|bωop |〉 ]#
t2 = [〈|cω|〉, 〈|dωop |〉 ]#, where c = 〈|aω|〉, d = 〈|bωop |〉
t3 = 〈|t2|〉
= 〈|[ 〈|cω|〉, 〈|dωop |〉 ]#|〉.
So size(t1) < 3size(t0), and size(t2) = size(t3) = size(t0)!
As yet another consequence of Theorem 64, we easily obtain the following fact, which will be
used below.
Corollary 70. Each block of a regular word on the set A is isomorphic to a word denoted by some
primitive term on A.
Proof. Since each regular word is isomorphic to |(t)|, for some proper term t on D(A), we use
induction on the structure of proper terms. The basis step is: t is a single letter, so that (t) is
primitive and |(t)| has just one block.
• Assume that t = t1 · · · tn. Since the terms t1, t2, . . . , tn are proper, no two adjacent pairs or triples
merge, it follows that each block of |(t)| is a block of some word |(ti)|, and thus, is named by a
primitive term.
• Now suppose that t = (t′)ω. Since t is proper, the blocks of |(t)| are copies of those of |(t′)|,
which, by induction, are named by primitive terms.
• The case t = (t′)ωop is similar.
• Finally, if t = [ t1, . . . , tn ]#, since |(t)| has at least two blocks, the blocks of |(t)| are those of the
words |(ti)|, which are named by primitive terms, by induction.
This completes the proof. 
Example 71. The word whose underlying order is ω whose labeling is
abaaba3b · · · banb · · ·
has one block, but it is not denoted by a primitive term.
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Proposition 72. Suppose that u is a word on A. Then u is regular iff û exists and is regular.
Proof. First, suppose that u is regular. Then, each block of u is a primitive word, by Corollary 70, so
û exists.We have proved that there is a proper term t with u = |(t)| and t denotes û , so û is regular.
Conversely, if û exists and is regular, alph( û ) is ﬁnite. Let alph( û ) = {〈|v1|〉, . . . , 〈|vk |〉}, where
v1, . . . , vk are primitive words on A. We have
u∼= û (〈|v1|〉/v1, . . . , 〈|vk |〉/vk),
so that by Proposition 40, since û is regular, so is u. 
Corollary 73. If u, v are regular words on A, then
u∼= v ⇐⇒ û ∼= v̂ .
Proof. By Proposition 62 and Proposition 72. 
Proper terms and the condensation map interact nicely.




̂|(t1)| · · · ̂|(tn)| if t = t1 · · · tn
( ̂|(t1)| )ω if t = (t1)ω
( ̂|(t1)| )ωop if t = (t1)ωop
[ |̂t1| , . . . , |̂tn| ]# if t = [ t1, . . . , tn ]#.
Proof. We prove only the ﬁrst case. When t is t1 · · · tn, n  2, then since each term ti is proper and
since no two or three consecutive termsmerge, the blocks of |(t)| are the blocks in each word |(ti)|,
by the General block concatenation corollary, Corollary 32. Thus,
̂(t) = ̂(t1) · · · ̂(tn) .
since no two or three consecutive terms merge. Thus,
̂|(t)| = ̂|(t1)| · · · ̂|(tn)| . 
Corollary 75. If the term t on D(A) is proper, then the words |t| and ̂|(t)| are the same:
|t| = ̂|(t)| . (19)
Proof.We use induction on the structure of t to prove Eq. (19).
When t is 〈|s|〉, where s ∈ D(A), then (t) = s. Thus, |̂s| = t = |t|.
If t = t1 · · · tn, n  2, then
(t) = (t1) · · · (tn).
Since each term ti is proper and each block of (t) is a block of some (ti),
| ̂(t) | = ̂|(t1)| · · · ̂|(tn)|
= |t1| · · · |tn|, by induction
= |t|.
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In the cases that t = tω1 or t = tω
op
1 , the argument is the same, using the General block concate-
nation corollary, since if t1, t1 do not merge, then t1, t1, t1 do not merge.
Last, if t = [ t1, . . . , tk ]#, and each of t1, . . . , tk is proper, and the above assumption holds, then by
Proposition 33, the blocks of |(t)| are those of |(ti)|, showing again that
|t| = ̂|(t)| .
This concludes the proof. 
10. The completeness theorem
We can now prove the Completeness theorem.
Theorem 76 (Completeness theorem). For terms s, t on the set A,
|s| ∼= |t| ⇐⇒ Ax  s = t.
Proof. Since we have already dealt with the soundness of the axioms, Proposition 54, we prove
only completeness. Assume that |s| ∼= |t|. We will prove that Ax  s = t by induction on h =
max{ht(s),ht(t)}.
If h = 0, then both s, t are ﬁnite terms, and by the associativity axiom, Axiom (3), Ax  s1 = t1.
If h > 0, then neither term is ﬁnite. Thus, by Theorem 64, there are proper terms s1, t1 on D(A)
such that ht(s1) < ht(s), ht(t1) < ht(t), and
Ax  s = (s1) and (20)
Ax  t = (t1), (21)
so that, by Corollary 75 and Proposition 62,
|s1| ∼= |t1|.
Since the maximum of ht(s1),ht(t1) is strictly less than h,
Ax  s1 = t1,
by the induction hypothesis. Thus,
Ax  (s1) = (t1), (22)
by Proposition 55. Lastly, by (20)–(22), it follows that Ax  s = t. 
We end this section with a structural characterization of the regular words. Recall that û is
deﬁned for the word u when each block of u is denoted by a primitive term. Also, note that if u is a
single letter, so is û .
Suppose that u is a word on A. For the purposes of the next theorem, deﬁne the ﬁnite or inﬁnite




u k = 0̂u(k − 1) if k > 0 and ̂u(k − 1) is deﬁned
undeﬁned otherwise.
(23)
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Theorem 77.Aword u is regular iff there is a positive integer k such that u(j) is deﬁned for all 0  j  k
and u(k) is a single letter.
Proof.Assume u is regular. If u consists of a single block, or has only ﬁnitely many blocks, u(1) = û
is a ﬁnite product of letters in D(A), and u(2) is a single letter. Otherwise, since u is regular, there is
a proper term t on D(A) such that u is denoted by (t), and by Corollary 75, v = û is regular and
is denoted by t, and the height of t is one less than the height of (t). Thus, by induction, for some
positive k , v(k) is a single letter. But v(k) = u(k + 1).
Conversely, using Proposition 72, if u(k + 1) = û(k) is regular, so is u(k). 
In the next Corollary, we identify each linear order with a word on a one-letter alphabet,
so that L(k) is meaningful, for linear orders L. Recall the deﬁnition of the class M in Remark
39.
Corollary 78. A nonempty linear order L belongs to M iff L(k) is a single letter, for some nonnegative
integer k.
11. The decision algorithm
Consider the following problem. Given two terms s, t on A, is |s| ∼= |t|?
The version of this problem for scattered terms was raised by Courcelle [10], and the general
question was posed in [13]. We recall that Thomas [15] showed that this problem is decidable,
using Rabin tree automata. However, his method did not provide an explicit upper bound on the
complexity of this problem. We show that the method used to prove the completeness theorem
using the condensation in Deﬁnition 61 gives a polynomial upper bound.
Theorem 79. There is an O(n5)-algorithm to decide, given terms s, t on A whether |s| ∼= |t|, where n is
size(s)+ size(t).
Proof sketch.
Here is pseudo-code for the algorithm. The input is a pair s, t of terms on A.
h← max(ht(s),ht(t));
while (h > 0)
{
if the height of one term is 0,
return false.
else
{ ﬁnd proper terms s′, t′ using Theorem 9.6






determine whether |s| ∼= |t|.
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The algorithm proceeds by induction on h = max(ht(s), ht(t)). Note that hmay be computed in
linear time.
We will show that the question of whether |s| ∼= |t| can be decided in O(n) steps if h = 0, and in
O(h · n4) steps otherwise. Since h < n, this fact is sufﬁcient to prove the theorem.
If h is zero, then |s| ∼= |t| iff the terms, considered as ﬁnite trees, have the same frontier. This may
be decided in linear time.
If h > 0, but the height of one term is 0, the terms are not equivalent. Otherwise, we repeat the
following procedure at most h times until we are considering two terms of height zero.
Let s0 = s, t0 = t. Findproper terms si, ti onDi(A), i = 1, . . . , h′, such that |si−1| ∼= |ti−1| iff |si| ∼= |ti|,
by Theorem 65. When the maximum height of si, ti is zero we stop.
The size of each si, ti is at most 3n2, by Corollary 69. Further, there is a ﬁxed constant C such
that the time needed to obtain si, ti from si−1, ti−1, respectively, is at most Cn4, by Theorem 65. Since
h < n, it follows that the algorithm is O(n5).
12. Adding 1 and reverse
To enrich the above operations with a constant for the empty word and the reverse operation,
we add the following axioms Rev.
(xr)r = x (24)
(x · y)r = yr · xr (25)
(xω)r = (xr)ωop (26)
([x1, . . . , xn ]#)r = [xr1 , . . . , xrn ]# (27)
1 · x = x = x · 1 (28)
(1)ω = (1)ωop = 1 (29)
1
r = 1 (30)
[1 ]# = 1 (31)
[1, x1, . . . , xn ]# = [x1, . . . , xn ]# (32)
A term built from letters in the set A using the regular operations, the constant 1 and the reverse
operation r are extended terms.
Remark 80. If v is a block of the word u, then the reverse of v, vr , is a block of ur—i.e., the blocks of
ur are the reversals of blocks of u.
As a corollary of Theorem 76, we may obtain this extension.
Theorem 81. Let s, t be two extended terms on A. Then
|s| ∼= |t| ⇐⇒ Ax ∪ Rev  s = t.
Proof. It is clear that any provable equation is valid. As for completeness, let t be an extended term
onA. If |t| = 1, we use induction on the number of operation symbols in t to showAx ∪ Rev  t = 1.
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Otherwise, we prove that there is a term t′ having no occurrences of 1 in which the reverse operation
is applied only to letters in A such that Ax ∪ Rev  t = t′. Now assume that t, s are extended terms
with |s| ∼= |t|. Obtain the terms s′, t′ as just described, which we may regard as terms over the larger
alphabet A ∪ Ar , where Ar has a distinct letter ar for each letter a ∈ A. Since |s′| ∼= |t′|, by Theorem
76, we have Ax  s′ = t′. Thus, Ax ∪ Rev  s = t. 
13. Finite axiomatizability
No ﬁnite subset of Ax is complete.
Theorem 82. For any ﬁnite subset E of the axioms enumerated in Section 7, and even the axioms
involving the reverse operation r and the neutral element 1 in Section 12, there is some prime number p
and an algebraM such that each equation inE is true inM , but the power identity (xp )ω = xω fails inM.
Thus, by the Compactness Theorem, we obtain this fact.
Corollary 83. There is no ﬁnite axiomatization of the variety consisting of the models of Ax.
Proof of Theorem 82. Let M =  ∪ {1,,⊥}, the disjoint union of the nonnegative integers with a
three element set. Let p be a prime. Deﬁne the operations x · y and xω on M as follows.
x · y :=


x + y if x, y ∈ 
x if y = 1
y if x = 1





1 if x = 1






[x1, . . . , xn ]# :=
{
1 if all xi = 1
⊥ otherwise.
By [3], everything follows once we show that the shufﬂe axioms hold. There are always two cases:
all arguments are 1 or not. If not, both sides of each shufﬂe axiom is ⊥; otherwise, both sides
are 1. 
Another way to show that Ax is not equivalent to a ﬁnite set of axioms is to show that no ﬁnite
subset of the shufﬂe axioms will sufﬁce.
Theorem 84. For any ﬁnite subset F of the shufﬂe axioms on the set A, there is a model of F and all
scattered axioms which is not a model of Ax.
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Proof. Indeed, let the model be the word algebra AW with a new deﬁnition of the shufﬂe oper-
ations. For a given positive integer q, deﬁne the operation [x1, . . . , xn]# on the word algebra AW
by:
[x1, . . . , xn]# :=
{ [x1, . . . , xn ]# if size of {x1, . . . , xn} is at most q
x1 otherwise.
Then on sets of size at most q, the shufﬂe axioms hold with [ · ]# in place of [ · ]#. But, on larger sets,
just about every shufﬂe axiom fails. 
14. Free algebras
Let W be the variety of all algebras (X , ·,ω ,ωop ,# ) generated by the word algebras AW . Thus,
W is the collection of all models of Ax. Recall that AR is the subalgebra of AW consisting of the
regular words on A. In the case that A is a singleton, a word in AW is just a linear order, and AR = M
consists of the regular linear orders, those linear orders generated from a singleton by the regular
operations. See Remark 39.
As an immediate corollary of the Completeness Theorem, we obtain the following concrete
description of the free algebras in W.
Corollary 85. For any set A, the algebra AR is freely generated by A in the variety W. In detail,
for any algebra (X , ·,ω ,ωop ,# ) in W, and any function f : A→ X there is a unique homomorphism
f # : AR→ X extending f.
Proposition 86. Suppose that An = {a1, . . . , an}, for n  1. Then there is an injective morphism ϕ:
AnR→ A1R.
Proof. Let ϕ be the unique morphism determined by the map
ai → bωop bωbibωop bω,
for i ∈ [n], where we write b instead of a1. We need show only that ϕ is injective. But we can recover
the word u on An from the word ϕ(u) by noting that each ﬁnite block in ϕ(u) is bracketed by
blocks isomorphic to , i.e., to bω
op
bω, and every block of ϕ(u) is either ﬁnite, or is isomorphic to .
There are no three consecutive -blocks—every two consecutive -blocks are followed by a ﬁnite
block. 
Corollary 87. Let W′ be the variety generated by linear orders enriched by the regular operations.
Then W′ = W. Thus, the equational theory of W′ is decidable in polynomial time.
Proof. Since W′ ⊆ W, any equation valid in W is also valid in W′. But since all ﬁnitely generated
free algebras in W are subalgebras of an algebra in W′, any equation valid in W′ is also valid in W.
The two equational theories are the same. Hence the complexity result in Theorem 79 applies to
W′. 
Recall Remark 39.
S.L. Bloom, Z. Ésik / Information and Computation 197 (2005) 55–89 87
Corollary 88. The equational theory of W is the same as that of M.
Remark 89.Theﬁrst order theoryof< for linearorderings is decidable, asﬁrst proved in [11].Another
proof is given in [14]. Thomas [15] shows that the equational theory of the regular operations on
linear orders is also decidable. Corollary 87 gives a polynomial upper bound to the complexity of
this theory. Also, it follows from the same Corollary that the equational theory of linear orders
enriched with the regular operations is not ﬁnitely based.
15. Other models
Aside from the word algebras AW and their subalgebras, we note two other classes of models of
Ax.
Labeled partial orders. In place of labeled linear orders, we may use labeled partial orders, with the
same operations, since the substitution of partial orders for letters as in Deﬁnition 5 makes sense.
Language algebras.We extend the deﬁnitions of the operations on words on A to nonempty sets of
words on A, as follows. For U , V ,Ui ⊆ AW ,
U · V := {uv : u ∈ U , v ∈ V }
Uω := {u1 · u2 · · · : ui ∈ U }
Uω
op := {· · · u2 · u1 : ui ∈ U }
The shufﬂe operation is more complicated to describe. Let [U1, . . . ,Uk ]# be the set of all words
obtained by substituting aword inUi for an occurrence of the letter ai in theword "k , for i = 1, . . . , k ,
where different words in Ui may be substituted for distinct occurrences of ai . (This is in essence
what happens in the deﬁnition of Uω and Uω
op
: it is the set of all words obtained by substituting a
word in U for an occurrence of the letter a1 in the word aω1 , and a
ωop
1 , respectively.)
Proposition 90. The variety generated by all word algebras AW , as A ranges over all sets, is the same
as the variety of algebras generated by the labeled partial orders is the same as the variety generated
by the language algebras.
Proof. It is clear that each algebra of labeled partial orders and each language algebra satisﬁes the
axioms. Also, the free algebras in W belong to both classes. 
16. Open question
Brieﬂy, the question is this: Is the iteration theory of regular words the free iteration theory on
an associative binary operation? (See [5] for more than you want to know about iteration theo-
ries.)
Let RA be the algebraic theory whose morphisms 1→ p are the regular words on the set A ∪
{x1, . . . , xp }, and where composition is deﬁned via substitution (see Deﬁnition 4 above). Morphisms
n→ p are n-tuples of morphisms 1→ p .
88 S.L. Bloom, Z. Ésik / Information and Computation 197 (2005) 55–89
If t : 1→ p and si : 1→ q, for i ∈ [p], then
t · 〈s1, . . . , sp 〉 := t(x1/s1, . . . , xp/sp ).
In this theory, the coproduct injections 1→ 2 are the words x1 and x2, respectively.
Let  : 1→ 2 in RA be the word x1x2. Note that for any two words u, v : 1→ p , the word uv is
 · 〈u, v〉. Thus the equation
 · ( ⊕ 11) = (x1x2)x3
=  · (11 ⊕ )
= x1(x2x3)
holds in RA, since the product of words is associative.
It can be shown [4] that RA is in fact an iteration theory.
In this theory, each of the regular operations is an instance of the ﬁxed point operation: when
u, u1, . . . , un are words on A,
uω = (u · x1)†
uω
op := (x1 · u)†
[u1, . . . , un ]# = (x1 · u1 · x1 · · · x1 · un · x1)†.
Now let ?A be the signature containing one function symbol  of rank 2, and for each letter
a ∈ A, a function symbol a of rank 0. Let T?A be the free iteration theory generated by ?A. A
morphism 1→ p in T?A is a regular, full binary tree whose leaves are labeled with letters in the set
A ∪ {x1, . . . , xp }; each interior node has two successors and is labeled . Let ϕ : T?A → RA be the
unique iteration theory morphism determined by
ϕ() := x1x2
ϕ(a) := a, a ∈ A.
Let ∼ be the congruence on T?A determined by ϕ: f ∼ g ⇐⇒ ϕ(f) = ϕ(g).
The open problem is this. Is the congruence ∼ the smallest iteration theory congruence ∼= on T?A
such that
 · ( ⊕ 11) ∼=  · (11 ⊕ ). (33)
The equation (33) means that  is interpreted as an associative operation.
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