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Alcohol abuse is one of the most alarming issues for the health authorities. It is estimated that 
at least 23 million of European citizens are affected by alcoholism causing a cost around 270 million 
euros. Excessive alcohol consumption is related with physical harm and, although it damages the 
most of body organs, liver, pancreas, and brain are more severally affected. Not only physical harm 
is associated to alcohol-related disorders, but also other psychiatric disorders such as depression are 
often comorbiding. As well, alcohol is present in many of violent behaviors and traffic injures. 
Altogether reflects the high complexity of alcohol-related disorders suggesting the involvement of 
multiple brain systems.   
With the emergence of non-invasive diagnosis techniques such as neuroimaging or EEG, many 
neurobiological factors have been evidenced to be fundamental in the acquisition and maintenance 
of addictive behaviors, relapsing risk, and validity of available treatment alternatives. Alterations in 
brain structure and function reflected in non-invasive imaging studies have been repeatedly 
investigated. However, the extent to which imaging measures may precisely characterize and 
differentiate pathological stages of the disease often accompanied by other pathologies is not clear. 
The use of animal models has elucidated the role of neurobiological mechanisms paralleling alcohol 
misuses. Thus, combining animal research with non-invasive neuroimaging studies is a key tool in 
the advance of the disorder understanding. 
As the volume of data from very diverse nature available in clinical and research settings 
increases, an integration of data sets and methodologies is required to explore multidimensional 
aspects of psychiatric disorders. Complementing conventional mass-variate statistics, interests in 
predictive power of statistical machine learning to neuroimaging data is currently growing among 
scientific community.  
This doctoral thesis has covered most of the aspects mentioned above. Starting from a well-
established animal model in alcohol research, Marchigian Sardinian rats, we have performed 
multimodal neuroimaging studies at several stages of alcohol-experimental design including the 
etiological mechanisms modulating high alcohol consumption (in comparison to Wistar control rats), 





in clinics but with heterogeneous response. Multimodal magnetic resonance imaging acquisition 
included Diffusion Tensor Imaging, structural imaging, and the calculation of magnetic-derived 
relaxometry maps. We have designed an analytical framework based on widely used algorithms in 
neuroimaging field, Random Forest and Support Vector Machine, combined in a wrapping fashion. 
Designed approach was applied on the same dataset with two different aims:  exploring the validity 
of the approach to discriminate experimental stages running at subject-level and establishing 
predictive models at voxel-level to identify key anatomical regions modified during the experiment 
course.  
As expected, combination of multiple magnetic resonance imaging modalities resulted in an 
enhanced predictive power (between 3 and 16%) with heterogeneous modality contribution. 
Surprisingly, we have identified some inborn alterations correlating high alcohol preference and 
thalamic neuroadaptations related to Naltrexone efficacy. As well, reproducible contribution of DTI 
and relaxometry –related biomarkers has been repeatedly identified guiding further studies in 
alcohol research.  
In summary, along this research we demonstrate the feasibility of incorporating multimodal 
neuroimaging, machine learning algorithms, and animal research in the advance of the 







El abuso de alcohol es una de las mayores preocupaciones de las autoridades sanitarias en la 
Unión Europea. Aunque resulta difícil de establecer cifras con exactitud, se estima que unos 23 
millones de europeos desarrollan patologías derivadas del abuso de alcohol con un coste de unos 
150.000 millones de euros para la sociedad. El  consumo de alcohol en exceso afecta en mayor o 
menor medida la totalidad del organismo siendo el páncreas e hígado los más severamente 
afectados. Además de estos, el sistema nervioso central  sufre deterioros relacionados con el alcohol 
y con frecuencia se presenta en paralelo con otras patologías psiquiátricas como la depresión u 
otras adicciones como la ludopatía. La presencia de estas comorbidades demuestra la complejidad 
de la patología en la que  multitud de sistemas neuronales interaccionan entre sí.  
El uso de herramientas como electroencefalogramas (EEG) o imágenes de resonancia 
magnética (RM) han ayudado en el estudio de enfermedades psiquiátricas facilitando el 
descubrimiento de mecanismos neurológicos fundamentales en el desarrollo y mantenimiento de la 
adicción al alcohol, recaídas y el efecto de los tratamientos disponibles. A pesar de los avances, 
todavía se necesita investigar más para identificar las bases biológicas que contribuyen a la 
enfermedad. En este sentido, los modelos animales sirven, por lo tanto, a discriminar aquellos 
factores únicamente relacionados con el alcohol controlando otros factores que facilitan el 
desarrollo del alcoholismo. Estudios de resonancia magnética en animales de laboratorio y su 
posterior evaluación en humanos juegan un papel fundamental en el entendimiento de las 
patologías psiquatricas como la addicción al alcohol.  
La imagen por resonancia magnética se ha integrado en entornos clínicos como prueba 
diagnósticas no invasivas. A medida que el volumen de datos se va incrementando, se necesitan 
herramientas y metodologías capaces de fusionar información de muy distinta naturaleza y así 
establecer criterios diagnósticos cada vez más exactos. El poder predictivo de herramientas 
derivadas de la inteligencia artificial como el aprendizaje automático sirven de complemento a 
tradicionales métodos estadísticos. 
A lo largo de esta investigación se han abordado la mayoría  de estos aspectos. Se han 





patologías derivadas del consumo del alcohol, las ratas Marchigian-Sardinian desarrolladas en la 
Universidad de Camerino (Italia) y con consumos de alcohol comparables a los humanos. Para cada 
animal se han adquirido datos antes y después del consumo de alcohol y bajo dos condiciones de 
abstinencia (con y sin tratamiento de Naltrexona, una medicaciones anti-recaídas usada como 
farmacoterapia en el alcoholismo). Los datos de resonancia magnética multimodal consistentes en 
imágenes de difusión, de relaxometría y estructurales se han fusionado en un esquema analítico 
multivariable incorporando dos herramientas  generalmente usadas en datos derivados de 
neuroimagen, Random Forest y Support Vector Machine. Nuestro esquema fue aplicado con dos 
objetivos diferenciados. Por un lado, determinar en qué fase experimental se encuentra el sujeto a 
partir de biomarcadores y por el otro, identificar sistemas cerebrales susceptibles de alterarse 
debido a una importante ingesta de alcohol y su evolución durante la abstinencia.  
Nuestros resultados demostraron que cuando biomarcadores derivados de múltiples 
modalidades de neuroimagen se fusionan en un único análisis producen diagnósticos más exactos 
que los derivados de una única modalidad (hasta un 16% de mejora). Biomarcadores derivados de 
imágenes de difusión y relaxometría  discriminan estados experimentales. También se han 
identificado algunos aspectos innatos que están relacionados con posteriores comportamientos con 
el consumo de alcohol o la relación entre la respuesta al tratamiento y los datos de resonancia 
magnética.  
Resumiendo, a lo largo de esta tesis, se demuestra que el uso de datos de resonancia 
magnética multimodales en modelos animales combinados en esquemas analíticos multivariados es 








L’abús de alcohol es una de les majors preocupacions per part de les autoritats sanitàries de la 
Unió Europea. Malgrat la dificultat de establir xifres exactes, se estima que uns 23 milions de 
europeus actualment sofreixen de malalties derivades del alcoholisme amb un cost que supera els 
150.000 milions de euros per a la societat. Un consum de alcohol en excés afecta en major o menor 
mesura el cos humà sent el pàncreas  i el fetge el més afectats. A més, el cervell sofreix de 
deterioraments produïts per l’alcohol i amb freqüència  coexisteixen amb altres patologies com 
depressió o altres addiccions com la ludopatia. Tot aquest demostra la complexitat de la malaltia en 
la que múltiple sistemes neuronals interactuen entre si.  
Tècniques no invasives com el encefalograma (EEG) o imatges de ressonància magnètica (RM) 
han ajudat en l’estudi de malalties psiquiàtriques facilitant el descobriment de mecanismes 
neurològics fonamentals en el desenvolupament i manteniment de la addició, recaiguda i la 
efectivitat dels tractaments disponibles. Tot i els avanços, encara es necessiten més investigacions 
per identificar les bases biològiques que contribueixen a la malaltia. En aquesta direcció, el models 
animals serveixen per a identificar únicament dependents del abús  del alcohol. Estudis de 
ressonància magnètica en animals de laboratori i posterior avaluació en humans jugarien un paper 
fonamental en l’ enteniment de l’ús del alcohol.  
L’ús de probes diagnostiques no invasives en entorns clínics has sigut integrades. A mesura 
que el volum de dades es incrementa, eines i metodologies per a la fusió d’ informació de molt 
distinta natura i per tant, establir criteris diagnòstics cada vegada més exactes. La predictibilitat de 
eines desenvolupades en el camp de la intel·ligència artificial com la aprenentatge automàtic 
serveixen de complement a mètodes estadístics tradicionals.    
En aquesta investigació se han abordat tots aquestes aspectes. Dades multimodals de 
ressonància magnètica se han obtingut de un model animal validat en l’estudi de patologies 
relacionades amb el consum d’alcohol, les rates Marchigian-Sardinian desenvolupades en la 
Universitat de Camerino (Italià) i amb consums d’alcohol comparables als humans. Per a cada animal 
es van adquirir dades previs i després al consum de alcohol i dos condicions diferents de abstinència 





per imatges de difusió, de relaxometria magnètica i estructurals van ser fusionades en esquemes 
analítics multivariats incorporant dues metodologies validades en el camp de neuroimatge, Random 
Forest i Support Vector Machine. Nostre esquema ha sigut aplicat amb dos objectius diferenciats. El 
primer objectiu es determinar en quina fase experimental es troba el subjecte a partir de 
biomarcadors obtinguts per neuroimatge. Per l’altra banda, el segon objectiu es identificar el 
sistemes cerebrals susceptibles de ser alterats durant una important ingesta de alcohol i la seua 
evolució durant la fase del tractament.  
El nostres resultats demostraren que l’ús de biomarcadors derivats de varies modalitats de 
neuroimatge fusionades en un anàlisis multivariat produeixen diagnòstics més exactes que els 
derivats de una única modalitat (fins un 16% de millora). Biomarcadors derivats de imatges de 
difusió i relaxometria van contribuir de distints estats experimentals. També s’han identificat 
aspectes innats que estan relacionades amb posterior preferències d’alcohol o la relació entre la 
resposta al tractament anti-recaiguda  i les dades de ressonància magnètica.  
En resum, al llarg de aquest treball, es demostra que l’ús de dades de ressonància magnètica 
multimodal en models animals combinats en esquemes analítics multivariats són una eina molt 









The PhD thesis report is structured along seven main sections which try to sum up in a concise 
and organized way to make the text easier to read and interpret. The contents of each section in this 
PhD Thesis report are structured as follows:  
The first section is devoted to Motivation, Hypothesis, and Objectives of the research work.  
The Introduction chapter (Chapter 1) offers a background of the main concepts appearing 
along this dissertation. First, the main ideas of the alcohol use disorders and its preclinical research 
are introduced (Section 1.1). Previous findings in the field of the alcohol research by the use of 
magnetic resonance imaging are summarized in the Section 1.2. A brief introduction of machine 
learning and neuroimaging in psychiatric disorders is also provided (Section 1.3). 
Material chapter (Chapter 2) includes a description of the animal experimentation and 
preparation (Section 2.1), MRI acquisitions (Section 2.2), and the software used in the analysis of the 
data (Section 2.3). 
Methods chapter (Chapter 3) describes the thesis methodology. Image preprocessing previous 
to analysis is detailed in Section 3.1. General machine learning algorithms are introduced in section 
3.2. Implementation of an analytical framework to cope with multimodal brain imaging is described 
in section 3.3. The framework is evaluated in order to identify different experimental conditions in 
two different strategies (Sections 3.4 and 3.5). 
 Chapter 4 (Results and Discussion) is devoted to show and discuss the main results obtained 
in this research. Preliminary results of a pilot study are found in Section 4.1. In order to differentiate 
the findings and results that have been obtained by the proposed methodologies, the results are 
divided in two chapters (Section 4.2 and 4.3). 
General Discussion (Chapter 5) discusses the main results obtained in this thesis as well as 
further work that could be performed. 





As part of the research, we performed a pilot MRI experiment in order to establish MRI 
sequence and the analytical tools. Both methodological and acquisition approach differed 
substantially with the final methodology presented in this thesis. Such details are found in Appendix 
I. 




Motivation, Hypothesis and Objectives  
Alcohol abuse is one of the most alarming issues for the health authorities. It is estimated that 
at least 23 million of European citizens are affected by alcoholism causing a cost around 270 million 
euros. Excessive alcohol consumption is related with physical harm and, although it damages the 
most of body organs, liver, pancreas, and brain are more severally affected.  
Alcohol addiction, as other substances of abuse, is characterized by frequent episodes of 
intoxication, preoccupation with alcohol, intake of alcohol despite the adverse consequences, 
compulsion to seek (craving) and consume alcohol, loss of control in limiting the amount of alcohol 
intake and the emergence of negatives emotional states when the access to the drug is not 
available. These aspects of the pathology can affect alcoholics in their emotional stability, finances, 
career, and the ability to build and have good relationships with the others. Despite the efforts, 
alcoholism treatment options are very limited, with the opioid antagonist naltrexone as a 
prototypical example providing proof-of-concept for successful pharmacotherapy of alcoholism 
although with modest effect sizes. 
Magnetic resonance imaging (MRI) has provided considerable in vivo evidence of perturbed 
neural mechanisms underpinning initiation and maintenance of most drugs of abuse.  However, 
despite the substantial advance in the understanding of alcohol misuse by brain imaging techniques, 
its integration on clinical settings is so far limited, partly because of a lack of reliable factors 
characterizing pathological states associated to alcohol use and abuse.  With the aim to advance the 
development of pharmacotherapy for alcohol addiction, the project TRANSALC (Translational 
Neuroimaging in Alcoholism, http://www.transalc.eu) started in March 2011 under a joint funding 
scheme implemented by ERA-NET NEURON. Specifically, TRANSALC aimed to develop translational 
in vivo brain imaging tools for improving the predictive value of animal experiments for the 
development of clinically effective medications in alcohol research.  
This dissertation focuses on the assessment at different experimental stages of alcohol abuse 
in animal models from the inborn aspects which will derive in addiction to structural alterations 
produced by a chronic abuse. This study takes advantage of all the possibilities that MRI offers by 




univariate and multivariate analysis. The main hypothesis of this work is that the alcoholism can be 
better understood by the combination of complementary MRI modalities.  
To test the main hypothesis, the following objectives are proposed: 
1. To develop a methodology that allows discriminating different stages of the alcoholism. 
1.1. To merge brain areas according to their multimodal MRI pattern using a probabilistic 
framework. 
1.2. To discriminate different experimental conditions (exposition and treatment) based on 
multimodal MRI information. 
 
2. To identify brain alterations at different stages of alcoholism using complementary MRI 
modalities. 
2.1. To implement a multivariate voxel-based classification approach in order to identify local 
changes after an alcohol consumption period. 
2.2. To study the recovery of brain alteration caused by alcohol during the withdrawal period. 
 
  





1.1 Alcohol use disorders (AUDs) 
Alcohols, compounds having hydroxyl functional group bound to a carbon atom, have been 
used as the main ingredient of beverages since early Egyptian civilization. Despite in the 16th 
Century alcoholic beverages had medicinal purposes, the abuse is one of the most alarming issues in 
the current European Union. Concretely, the alcohol use is the third leading risk for burden of 
disease for the health authorities in Europe. Globally, alcohol consumption was behind of about 3.3 
million deaths in 2012 representing the 5.9% of all global deaths. Alcohol addiction is estimated to 
affect 23 million Europeans (5% of men, 1 % of women), thus probably being the most prevalent 
neuropsychiatric disorder afflicting our society (1). The World Health Organization emphasizes the 
high rates of alcohol consumption in the EU where each adult intakes 11 liters of pure alcohol 
almost doubling the global average. EU citizens engage in harmful drinking with levels of above 20 g 
(women) or 40 g alcohol per day (men) (2). 
 
Figure 1.1 Alcohol consumption per capita in liters of pure ethanol in Europe. Adapted from (2) 
Alcohol abuse is implicated in a wide variety of diseases, disorders, and injures, as well as 
many social and legal problems. Physical damage is often resulting of long-term excessive 
consumption. Although the most of body organs are affected by alcohol intoxication, liver, pancreas, 
and brain are more severally affected.  
The mortality attributable to alcohol consumption is high (1 in 7 male deaths and 1 in 13 




female deaths in the adult aged group) despite of the constant awareness campaigns and has been 
established as one of major risk in the countries of EU (1). The three most important causes of death 
which are related with the chronic alcohol consumption are cancer (mouth, larynx, pharynx, 
esophageal, liver, colon, and rectal and female breast cancer), liver cirrhosis, and injuries  (3). 
Moreover, much more common medical complications such as hypertension, gastritis, diabetes and 
some forms of stroke are aggravated by alcohol abuse, as well as mental disorders such as 
depression (4). Automobile and pedestrian injures falls and work-related harm result from excessive 
alcohol consumption. Figure 1.2 summarizes the most common effects of the high alcohol 
consumption. 
 
Figure 1.2 Effects of High-Risk Drinking. Reproduced from (5) 
Measuring the resultant harms in economic sense is difficult, but a conservative estimate of 
the annual cost to the EU society for pain, suffering and lost life that occur due to health, social and 
criminal problems caused by alcohol puts a price to around 150 billion € annually (3). Because its 
physical damage and economic cost for the society, it is important to understand how alcohol use 
becomes into misuse. In the following, neurobiological and neuropsychiatric aspects of alcohol 
misuse will be briefly introduced. 
Alcohol-related diseases are not “all or nothing” but it is a chronic, progressive and high-risk 
of relapsing disorder. At early stages of the disorder, the subject experiments with the alcohol 




experiencing the rewarding aspects of the alcohol consumption (positive reinforcing and euphoria). 
The positive reinforcing leads to an increase in the frequency and magnitude of drinking. As the 
disorder advances, the subject presents dysphoric behaviors during periods when alcohol 
consumption is not available. Dysphoric effects can be physiological (hangover and tachycardia.) or 
behavioral (negative consequences in career, violence, being arrested during the intoxication). In 
order to alleviate such negative sensations, dependent subjects often seek alcohol. Therefore, 
progression of alcohol dependence is characterized by positive reinforcement periods (mainly 
predominating early stages of experimentation with the drug) and negative reinforcement periods 
(later stages of the dependency) (6). Thus, from a neuropsychiatric perspective, the alcoholism can 
be better defined as a pathological behavioral syndrome and its development is characterized by 
frequent episodes of intoxication, preoccupation with alcohol, intake of alcohol despite the adverse 
consequences, compulsion to seek (craving) and consume alcohol, loss of control in limiting the 
amount of alcohol intake and the emergence of negatives emotional states when the access to the 
drug is not available. Therefore, alcoholics and alcohol abusers can also be affected in their 
emotional stability, finances, career, and the ability to build and have good relationships with the 
others. Furthermore, alcohol abuse or dependence can coexists with, contribute to, result from or 
worse several psychiatric disorders. The mental health problems that most commonly co-occur with 
substance abuse are depression, anxiety disorders, and bipolar disorder. 
 Alcohol use disorder is considered a mental disease by the Diagnostic and Statistical Manual 
of Mental Disorders or DSM (7) and the diagnostic criteria of alcohol use disorder includes: 
1. Alcohol is often taken in larger amounts or over a longer period than was intended. 
2. There is a persistent desire or unsuccessful efforts to cut down or control alcohol use. 
3. A great deal of time is spent in activities necessary to obtain alcohol, use alcohol, or recover 
from its effects. 
4. Craving, or a strong desire or urge to use alcohol.  
5. Recurrent alcohol use resulting in a failure to fulfill major role obligations at work, school, or 
home. 
6. Continued alcohol use despite having persistent or recurrent social or interpersonal problems 
caused or exacerbated by the effects of alcohol. 




7. Important social, occupational, or recreational activities are given up or reduced because of 
alcohol use. 
8. Recurrent alcohol use in situations in which it is physically hazardous. 
9. Alcohol use is continued despite knowledge of having a persistent or recurrent physical or 
psychological problem that is likely to have been caused or exacerbated by alcohol. 
10. Tolerance, as defined by either of the following:  
a) A need for markedly increased amounts of alcohol to achieve intoxication or desired effect  
b) A markedly diminished effect with continued use of the same amount of alcohol. 
11. Withdrawal, as manifested by either of the following: 
a) The characteristic withdrawal syndrome for alcohol (refer to criteria A and B of the criteria 
set for alcohol withdrawal) 
b) Alcohol (or a closely related substance, such as a benzodiazepine) is taken to relieve or avoid 
withdrawal symptoms. 
These symptoms are often grouped as impaired control over the alcohol (criteria 1-4), social 
impairment (criteria 5-7), risky use of the substance (criteria 8-9), and pharmacological criteria 
(criteria 10-11). The presence of at least 2 of these symptoms in the last twelve months is indicative 
of alcohol use disorder grading mild (2-3 symptoms), moderate (4-5 symptoms), or severe (more 
than 6 symptoms). Note that diagnosis has changed with respect to previous versions where alcohol 
abuse and alcohol dependence were considered two distinct entities.  
Since only two of the two symptoms are sufficient to diagnose alcohol use disorders, clinical 
population and alcohol-related effects are highly heterogeneous with different behavioral and 
physical consequences, where several neurobiological systems (cholinergic, dopaminergic, 
GABAergic, glutamatergic, serotonergic, noradrenergic, corticotrophin releasing hormone, opioid, 
and neuropeptide Y) are thought to mediate independently or interactively modulating acute 
rewarding and cognitive and behavioral effects and neuroadaptations facilitating addiction (8, 9).   
Although alcohol addiction is highly prevalent, very few pharmacotherapies are available. 
Currently disulfiram, naltrexone, acamprosate, nalmefene, and gamma hydroxybutyrate (GHB) are 
often used for alcohol disorder treatment by prolonging abstinence periods or creating aversive 
reactions to alcohol. Unfortunately, these medications are not effective in all patients and their 




response is generally modest. The heterogeneity of treatment response is thought to be mediated 
by patient characteristics and genetic factors (10-12). In this work, we explored the effect of 
Naltrexone which blocks the release of dopamine into the nucleus accumbens, amygdala, and 
forebrain. This mechanism reduces the positive reinforcement effects in patients.  
Due to the substantial heritable aspect, one of the most important goals of the addiction 
research on the alcoholism is to understand the neural aspects and the progressive pathological 
transition between a moderate alcohol use and the alcohol dependence (13, 14). Techniques to 
assess the molecular, cellular, and behavioral events associated with the alcohol dependence in 
conjunction with animal models that duplicate several aspects of alcohol addiction in humans are 
widely used in the preclinical research.  
 
1.1.1 Animal models in alcoholism 
Strictly, an animal model is a preparation in one organism that allows for the study of one or 
several aspects of a human condition providing insights into the neurobiological, psychological, 
and/or etiological mechanisms of the human pathology. The most common type of mammal 
employed in preclinical research is the rodent due to its genome is very similar to that of humans, 
but also because of the availability, ease to handling, high reproductive rates, and a relative low cost 
of use and maintenance.   
Despite drug abuse in humans is a complex situation in which social and personal reasons as 
well as behavioral and cognitive deficits prior to drug initiation, animal models provide valuable 
means to investigate the stages of the addiction including the earlier contact with the drug, the 
maintenance phase, binges and escalation of drug intake, compulsive drug intake and an inability to 
inhibit drug-seeking behaviors and continued drug use despite negative or adverse consequences.  
It is widely known that rodents consume naturally and voluntary large amounts of alcohol in 
the laboratory or in the wild setting (usually rotten fruits). This natural behavior positions rats and 
mice as suitable species to try to understand various aspects of alcohol addiction typical of humans 
as heavy alcohol consumption. Commonly human alcohol consumption is approached using 




preference studies in rodent, in which animals can choose freely between water and alcohol 
solutions and the consumed amounts of each fluid are measured (Two-Bottle Free Choice Drinking 
Paradigm) or other alcohol self-administration paradigms resulting in pharmacologically relevant 
BACs (9, 15).  A subset of this animals present a preference for high alcohol concentrations and this 
fact allows to researcher to generate pairs of breeds characterized by low or high level alcohol 
consumption, namely, to classify subjects respect to alcohol preference despite of non-sweet taste. 
This sort of models represents well-established rodent models, the alcohol-preferring rats. Along 
this work we based our research in Marchigian Sardinian alcohol-preferring (msP) rats. Starting from 
the 13th generation of Sardinian alcohol-preferring (sP) rats originally developed at the Department 
of Neuroscience, University of Camerino, Italy and after 20 generations of selective breeding, the 
Department of Experimental Medicine and Public Health developed a genetically selected 
Marchigian Sardinian alcohol-preferring (msP) rat, an established selection-based model for the 
investigation of the neurobiological aspects of the alcohol addiction (16). In the manner of sP line, 
msP rats have a natural preference for ethanol intake but there are differences in genotypic and 
phenotypic characteristics between them due to the two breeding program were generated under 
different husbandry conditions and different selection criteria. The Marchigian-Sardinian alcohol-
preferring rats mimics several aspects of human disease such as the occurrence of binge-like ethanol 
drinking, psychological withdrawal symptoms, escalating alcohol intake upon abstinence and high-
vulnerability to stress-mediated relapse.  
The opioid antagonist naltrexone has been investigated in msP rats demonstrating a reduction 
in EtOH consumption (17). However, new treatments need to surpass the efficacy of naltrexone 
considered as clinical reference compound on the basis of solid scientific evidence. In the past, 
discrepancies between pharmacological targets put forward by animal models and the effect of 
respective drugs in clinical trials have been repeatedly reported (18). 
  
1.2 Brain imaging to identify neuroanatomical basis of alcohol 
addiction 
An important aspect of biomedicine system is the identification of biomarkers in medical 




diseases. A biomarker is defined as any biologic feature that can be used to measure or predict the 
presence or progress of disease or the effects of the treatment (19, 20). Over the past three 
decades, magnetic resonance imaging (MRI) has provided considerable in vivo evidence that 
structural and functional biomarkers associated with heavy and prolonged exposure to most drugs 
of abuse. The major findings in addictive behaviors have been done as a result of emergence of 
neuroimaging techniques in combination with the psychopharmacology and molecular genetics.   
Hundreds of studies have employed brain imaging techniques in the advance of the 
understanding of the neurochemical and neurobiological basis of the addiction and alcohol-
attributable brain damage. Structural magnetic resonance imaging (sMRI), Diffusion Tensor imaging 
(DTI), spectroscopy, functional magnetic resonance imaging, and Positron Emission Tomography 
(PET) are useful to elucidate the neurobiological mechanisms underlying alcohol-related disorders. 
Human neuroimaging studies have evidenced regional brain atrophy. Reduced gray matter 
volume in frontal  (21-23) and limbic (24, 25) areas has been reduced in alcohol-dependents patients 
and loss of volume in frontal white matter areas (26). An association between a loss of gray matter 
volume in reward-related areas and alcoholism has been also reported (25). The extent of volume 
changes is related to temporal and quantity of alcohol intake patterns (27, 28), age (28) and sex of 
the patient (29-31). 
It is well documented that alcohol use disorders are associated with changes in the integrity 
of white matter tracts. Many previous DTI studies associates the reduction of FA in the genu of the 
corpus callosum, centrum semiovale (32) and areas in the frontal and superior sites such as frontal 
forceps, internal and external capsules, and fornix (33) which suggests a demyelination of fiber tract 
and axonal degeneration (34).  Another DTI studies reveal that white matter fibers from midbrain 
and pons are disrupted by chronic alcohol intake affecting cognitive abilities (35) and abnormalities 
in motivational and reward related brain areas (36). Alcohol does not affect males and females in 
the same way. Female brain is more vulnerable to the alcohol effects (37, 38). As well as gender, 
callosal structure is affected by the age of the patient (39).  
Kong and colleagues report that changes in the brain after acute alcohol consumption are not 
permanents and diffusion parameters such as FA and MD are not irreversible(40). The brain edema 




produced for the toxic effect in the brain could be the explanation of these structural changes. 
Disruptions of brain microstructure seem to be caused by changes in intracellular and extracellular 
fluid accumulation which restrict water diffusion (34). 
MRI relaxometry allows investigating the interaction between molecules and the tissue 
neurochemistry. For instance, T2 relaxation time is influenced by the amount of water proton in a 
specified region (41, 42). Prolongation of T2 relaxation times in central pons has been observed in 
alcoholics as a contributory mechanism of macrocytic anemia (low red blood count and high mean 
corpuscular volume) (43). Sheu reports associations between T2 in dopamine targets regions 
(caudate, putamen, thalamus and dorsolateral prefrontal cortex, nucleus accumbens, substantia 
nigra) and the use of the drugs and alcohol (44). As well, iron and microglia activation in the brain 
accumulation (45-47) associated to alcoholism has been established as a cause of reduction 
(shortening) in T2 relaxation times (48). As well as structural changes, functional reorganization has 
been probed. Alcohol-dependent subjects differ from healthy controls in brain activation including 
the cortical areas when the subject is performing several tasks in the scanner.  
More recently, a MRI study compares between the Marchigian-Sardinian alcohol preferring 
rat and wild Wistar rats (genetic control) in order to study the heritable aspects which are 
responsible of alcohol addiction (49). Decreased gray matter volume in fronto-parietal areas 
(anterior cingulate and insular cortex), in addition to posterior cingulate (retrosplenial) cortex and 
the dorso-lateral thalamus and ventral tegmental area were founded. However, no significant 
differences in the diffusion parameters were reported. Therefore, white-matter degeneration does 
not represent an etiological factor for alcohol addiction. As it will be described in further chapters, 
our work differs substantially in both experimental design (Section 2.1) and analytical approaches 
(Sections 3.3 and 3.4). Gozzi and coworkers investigated the msP and Wistar rats from the innate 
aspects underlying higher alcohol consumption by assessment of multiple univariate MRI analysis; 
we aim to integrate multiple MRI modalities in a multivariate analytical scheme in a longitudinal 
experiment.  
As described, alcohol use and abuse disorders affect the brain structures in multiple ways. 
Integrative statistical methods are lacking to handle overwhelming volume of data derived from 
complementary diagnostic tools. A set of methods originated in Machine Learning and Statistical 




Learning offers solutions to the huge amount of technically distant information characterizing brain 
diseases. 
 
1.3  Machine Learning in Brain Imaging 
Traditionally neuroimaging research has been performed through statistical inference or 
mass-univariate testing extracting features from one neuroimaging modality alone. Mass-univariate 
statistical testing performs iteratively statistical tests at each voxel making easy the understanding 
of brain structure and function. For example, task-related brain response is commonly investigated 
by temporal correlations of blood-oxygen-level-dependent (BOLD) signals and the experimental task 
time courses. Spatial representation of significant statistical effects enables us to identify task-
related activations. Similar group statistical inferences can be performed in static brain images for 
MRI-derived parametric maps. One of the most popular analytical techniques to investigate brain 
structure is Voxel-Based morphometry which calculates voxel-enclosed tissue content (50). Finally, 
statistical inferences across groups in cross-sectional or several temporal stages in longitudinal 
studies are investigated. Similar analysis is performed in a wide variety of neuroimaging techniques 
such as DTI indices (51, 52); FDG-PET (53, 54) or resting-state fMRI-derived measures (55-57).  
An alternative to statistical approaches traditionally used in neuroimaging field is the Machine 
learning (ML), a branch of artificial intelligence, providing a huge group of algorithms of methods 
which allow accurately predict unseen data from empirically-developed classifiers integrating 
complementary information increasing diagnostic accuracies (58) or sensitivity to detect specific 
changes produced by a particular mental state. These techniques and algorithms concerned with the 
identification of patterns or regularities in data are known as supervised learning. For instance, 
machine learning based Multivariate-Pattern analysis has been successfully applied to functional 
MRI to detect patterns of BOLD activity associated to a particular cognitive or pathological mental 
state (59, 60). However, the most exploited application is to build automated and objective 
diagnostic tools predicting medical state. This idea has been widely applied in several neuroimaging 
studies in Alzheimer’s disease (AD) (61-63), attention-deficit/hyperactivity disorder (ADHD) (64, 65), 
several forms of epilepsy (66, 67), dementia (68) and many others psychiatric disorders. 




A potential application of ML approaches is the possibility of mapping pathological 
trajectories in patients. For instance, Luo and colleagues combined behavioral and PET predictors to 
predict treatment clinical outcomes (69)  in a follow-up experimental design for cocaine addiction 
with successful predictive power. A recent work based on structural connectome (67) predicts with 
a 70% of accuracy the epilepsy clinical outcome after the surgery. 
Despite the use of ML techniques has enabled to identify strong predictors of drug initiation, 
maintenance and treatment response, few investigations have been carried on alcohol research in 
combination with neuroimaging biomarkers. By systematic search in PubMed database with the 
keywords machine learning, neuroimaging, and alcohol only 5 original works have been published so 
far (a review and a non-imaging study result also from the search). The oldest one dates back to year 
2014 reflecting that predictive analysis is a hot topic in addiction research. Two of them aim to 
anticipate alcohol misuse in adolescents (70, 71). Both studies combine multimodal neuroimaging 
data, neuropsychological testing, and demographic and clinical information to identify biomarkers 
predicting future addictive behaviors. It is well-known that demographic status interacts with 
genetics leading drug misuses (72). Therefore, it is unclear from these multidimensional studies 
whether solely genetic factors can anticipate alcohol misuse.  Seo and co-workers (73) aim to 
advance future relapse by purely clinical and neuroimaging predictors obtaining high accuracy rates 
of almost 80% which surpassed substantially purely clinical predictive models. Subthalamic nucleus 
functional connectivity discriminated alcohol drinkers with an accuracy of 60%. Interestingly, 
classification in binge drinkers vs age-matched healthy group showed better performance (71.9%) 
than discriminating alcohol dependents (64.7%) reflecting probably that neuroadaptations are not 
permanent during abstinence periods (74). Other alcohol-related studies have used machine 
learning methods in the field of the genetics (75) or in the characterization of alcohol-related 
behaviors (76). Results obtained during the research presented in this dissertation have recently 
contributed to the available literature expanding the current knowledge by a data-driven and MRI-
derived definition of multimodal spatial signatures in a longitudinal experiment performed in msP 
rats (77). In the following, methodological framework and results will be presented.  
  




2. Materials  
2.1 Animal preparation 
 A total of 18 msP rats (370-480 g) and 10 Wistar rats (350-400 g) were used in these 
experiments. Experiments were performed at the Neuroscience Institute of the Spanish National 
Research Council (CSIC) - Miguel Hernández University. Rats were individually housed in transparent 
polycarbonate cages with bedding material, and a wooden stick and nesting material were given as 
enrichment. Rats had ad libitum access to food and water and were housed under controlled 
temperature (22 ± 2°C) and relative humidity (55 ± 10%) on a 12-hour light⁄dark cycle. The msP rats 
(imported from the breeding facility at the University of Camerino) were individually housed for 30 
days with access to two drinking bottles, one containing water, and the other 10% EtOH diluted in 
water. Fluids consumption and animal weight were registered every 2-3 days concomitant with 
replacement of the bottles content.  After one month of two-bottle free-choice drinking regime, the 
EtOH-containing bottle was removed. At this point msP animals (n=18) were splitted in two groups. 
In the first group animals proceeded into abstinence for one additional week (n=9). In the second 
group, the abstinent animals were medicated with 2.5 mg/Kg/day (i.p.) of naltrexone (n=9). This 
dose has been demonstrated to reduce significantly voluntary EtOH consumption (17).  
The timeline of the experimental design is depicted in the figure 2.1. 





Figure 2.1 Timeline of the experimental design. Experimental design indicating the specific time points 
for treatment and imaging sessions performed in the longitudinal study of msP rats (upper diagram 
shows EtoH exposition and the middle panel its control) and the Wistar rats (lower diagram). 
Adapted from (77). 
In the next section, behavioral results will be shown. These results are out of the main topic 
of this dissertation and therefore, not included in the main Results section. 
 All experiments were approved by the local authorities (IN-CSIC) and were performed in 
accordance with Spanish (law 32/2007) and European regulations (EU directive 86/609, EU decree 
2001-486). 
Alcohol preference ratio 
During the period allocated for drinking in the two bottle free-choice paradigm, a time 
dependent pattern consumption assessed by the ratio of EtOH consumption and total fluids intake 
was found (F(2.251,42.86)=9.663, p=0.0001, one way repeated measures ANOVA). While the amount of 
alcohol is constant along the exposition (F(2.705,45.99)=0.7106, p=0.5369, one way repeated measures 
ANOVA), rats consumed less water at the end of the alcohol exposition (F(1.436,24.41)=8.597, p=0.0034, 
one way repeated measures ANOVA). An alternative is to calculate preference score defined as a 
ratio of taste solution intake to total fluid intake (ethanol solution plus water) (78). The daily fluid 
consumption and the ratio are shown in Figure 2.2A. A plateau in the preference of alcohol respect 




water is reached in the day 8 of alcohol exposure (F(4.567,77.63)=1.986,p=0.0961, one way repeated 
measures ANOVA). Using the 8th day as the break point and leaving out the 5th day, the alcohol 
preference is increased a 17.3% (t=3.94, p=0.0011). Average of immediate and at plateau alcohol 
choice over water is showed in Figure 2.2B. No significant Pearson correlation between transitory or 
initial preference and steady preference was found (r=0.286, p= 0.249).  
 
Figure 2.2 Ethanol consumption during one month of free-access. A) Alcohol and water consumption during 
the two bottles free-access paradigm (top) and alcohol preference ratio (down). (B) Individual changes in the 
preference before and after the breaking point (top) and mean comparisons (down). There were a significant 
increased alcohol preference (t=3.94, p=0.0011, paired t test). Data are expressed as mean±SEM. 
 
2.2 MRI Experiments 
 Three multimodal imaging sessions were scheduled longitudinally in msP rats, before and 
after 1 month of alcohol drinking (session t1 and t2, respectively), and after one week of abstinence 
in the absence or presence of naltrexone medication (t3) (see above and Fig. 5.1A). Imaging 
experiments were performed under anesthesia. Anesthesia was induced with 4-5% isoflurane in 
oxygen (0.8-1 L/min) and animals secured on a custom-made holding apparatus with a tooth bar and 




a nose cone.  During scanning, the isoflurane concentration was maintained at 1.5 %, the body 
temperature was kept constant with a heating pad and physiologic parameters as oxygen saturation 
(SpO2), pulse distension, breathing and heart rate were monitored (MouseOx, Starr Life Sciences, 
Oakmont, US). A group of 10 Wistar rats were also scanned at t1 to assess inter-strain comparison. 
 
Figure 2.3 Magnetic Resonance scanner at Instituto de Neurociencias in Alicante in San Juan de Alicante 
(Spain). 7 T MRI scanner (Bruker, BioSpect 70/30, Ettlingen, Germany) used for the acquisition of the data 
presented in this Doctoral Thesis. 
MRI experiments on rats were performed on a 7 T scanner (Bruker, BioSpect 70/30, Ettlingen, 
Germany) using a receive-only phase array coil with integrated combiner and preamplifier in 
combination with an actively detuned transmit-only resonator. Fourteen horizontal slices were 
planned for every subject (field of view [FOV] = 32×32 mm2, matrix size = 128 × 128, in-plane 
resolution =0.25 × 0.25 mm2, slice thickness = 1 mm). All imaging modalities were acquired with the 
same geometry. Two superior and two inferior slices were removed in the relaxometry maps in 
order to reduce the MRI acquisition time. 
 Diffusion Tensor Imaging (DTI) data was acquired using an EchoPlanar Imaging diffusion 
sequence, with 30 uniformly distributed gradient directions, b = 670 s/mm2, with four non-diffusion 
weighted images, repetition time (TR) = 4000 ms, and echo time (TE) = 23 ms.  




T2 map images were acquired using a multi-slice multi-echo sequence (TR = 6000 ms, TE = [12 
24 36 48 60 72 84 96 108 120 132 144 156 168 180 192 204 216 228 240 252 264 276 288 300 312 
324 336 348 360] ms). 
T1 map images were acquired using a Rapid Acquisition with Relaxation Enhancement (RARE) 
sequence with variable repetition time (TE = 12.61 ms, TR = [155 250 400 800 1600 3500 6000] ms). 
T2-weighted images used for multimodal image coregistration were acquired using a Rapid 
Acquisition with Relaxation Enhancement (RARE) pulse sequence (TR = 3800 ms, TE = 14 ms, number 
of averages = 6, FOV = 32 x 32 mm2, 28 horizontal slices of 0.5 mm thickness, and matrix size = 256 x 
256, resulting in 0.125 x 0.125 x 0.5 mm3 voxel resolution). 
Residual artifacts might affect in a variety of ways the tensor reconstruction (79). As it has 
been also demonstrated, alcohol exposition increases the involuntary motor behavior in 
anesthetized subjects.  We used the alignment parameters ( [ α, β, φ, x, y, z ], 3 rotation and 3 
translation, respectively) of EPI dataset acquired during the scheduled MRI sessions (data not used 
in this work) to calculate the mean frame displacement (FD, Ec. 3.1) (80).  
𝐹𝐷𝑖 = |𝛥𝑑𝑖𝑥| + |𝛥𝑑𝑖𝑦| + |𝛥𝑑𝑖𝑧| + |𝛥𝛼𝑖| + |𝛥𝛽𝑖| + |𝛥𝜑𝑖| ( 2.1 ) 
where 
𝛥𝑑𝑖𝑥 = 𝑑(𝑖−1)𝑥 − 𝑑𝑖𝑥  ( 2.2 ) 
similarly for the  α, β, φ, y and z. Rotational parameters were transformed to millimeters (radius of 
the sphere 5mm matching rat brain dimensions). No differences in average unconscious movement 
were found at any experimental condition. 
 
2.3 Software and Computational Tools 
Image analysis was performed using Statistical Parametric Mapping Software (SPM, Wellcome 




Trust Centre for Neuroimaging, Institute of Neurology, University College London, London, United 
Kingdom), FMRIB Software Library v5.0 (FSL, Analysis Group, FMRIB, Oxford, United Kingdom) and a 
collection of in‐house programs developed using MATLAB 7.1 (The Mathworks Inc., Natick, MA, 
USA) and the free software environment for statistical computing and graphics R (R Foundation for 
Statistical Computing, Vienna, Austria).  Other R packages used in the analysis incorporated the 
libraries Caret (https://topepo.github.io/caret), flowClust (81), and the package ggplot2 for 
visualizing some of the results (https://cran.r-project.org/web/packages/ggplot2).  





3.1 Image pre-processing  
Image data was converted from Bruker MRI format to Analyze format. All rat images were 
resized by a factor of 10 (to fit human brain dimensions and use default settings of FSL and SPM 
tools). A voxel-by-voxel nonlinear least squares fitting of T1 and T2 to a monoexponential signal 
decay curve (Ec. 3.1 and 3.2 respectively) was performed at the relaxometry dataset. Parameters of 
the exponential signal decay were calculated and estimated by the non-linear least-squares fitting 
Trust-Region algorithm. T1 and T2 maps were corregistered to the T2-weighted images. 
 S = S0 (1 − e
−TR T1⁄ )   ( 3.1 ) 
S = S0e
−TE T2⁄       ( 3.2 ) 
DTI data were corrected for motion and eddy current artifacts and local diffusion tensor were 
fitted using FSL. From the diffusion tensor components, fractional anisotropy (FA) and mean 
diffusivity maps (MD) were determined.  
Structural images were used to create the group template and parametric maps using the 
SPM Diffeomorphic Anatomical Registration through Exponentiated Algebra or DARTEL procedure 
(82). Detailed procedure is described in the following section. Briefly, for each subject, the structural 
image was first segmented and gray- and white-matter tissues collected to prepare the group 
template.  Afterwards, an averaged- gray matter, white matter and cerebrospinal fluid segments 
were non-linear normalized to the stereotaxic coordinates (83) and used as tissue probability maps 
in the Unified Segmentation approach implemented in SPM (84). Gray and white matter segments 
were non-linearly warped and modulated to preserve the local volume of the tissue. FA MD, T1, and 
T2 maps were also non-linearly normalized and resampled. In order to reduce misalignments 
artifacts between MRI modalities and increase the performance, normalized parametric maps were 
smoothed with a 6 mm isotropic Gaussian Kernel filter (85). Smoothing approximates the data to be 
normally distributed, a requirement of Gaussian random field theory (GRF) to correct for type I 





Tissue Probability maps and template creation 
Healthy brains are generally formed for three broad tissue types:  grey matter (GM), white 
matter (WM) and cerebro-spinal fluid (CSF). The tissue classification employed in this work has been 
carried out on SPM software. The tissue classification algorithm implemented at SPM lead to assign 
to each voxel a probability of belonging to a particular tissue class based only in its intensity and a 
prior knowledge of the spatial distributions of these tissues in the form of prior probability maps or 
indistinctly called tissue probability maps.  
Several papers have been focused on the construction of highly detailed rodent high field MRI 
templates for a variety of neuroimaging applications such as robust morphometric analysis and DTI 
(86-89). Nevertheless, none of them enjoyed great popularity among the scientific community and 
the tendency is to create a set of template and tissue probability maps for each application or 
experiment. Only the proposed by Schwarz (83) has enjoyed of popularity and has been widely used 
in several works, although unfortunately these set of templates do not include an GM,WM,CSF prior 
information.   
The probabilistic segmentation framework implemented by SPM leads to unify a tissue 
classification approach and a registration with a template through a circular procedure which 
includes parameters that account for tissue classification, intensity inhomogeneity correction and 
registration. 
From msP rats, a group template and tissue classification maps were created by using the 
SPM and FSL software. Biedermann and coworkers proposed an approach to create the template 
and slightly modifications in some steps have been included (90). T2 weighted structural data were 
realigned using a rigid transformation. Realigned images were rescaled by a factor of 0.5 in the 
anterior-posterior direction in order to make the brain more spherical and to raise the accuracy of 
skull-stripping (BET, (91)). Then, BET output was reversed to the original shape. Due to the lack of 
prior knowledge of tissue probability, same probability of each voxel to belong to each tissue is 
assumed. Namely, mask outputted from BET was used as a prior knowledge in the SPM probabilistic 
segmentation framework.  As the segmentation approach is based on a mixture of Gaussian, one 




component per tissue class and 4 Gaussians for noise and non-brain tissue were used to fit to 
intensity histogram. Spatial probability maps were replaced with the mask of the whole brain in the 
SPM routine for the first run. SPM was run again replacing the spatial probability maps with the 
output of the first run. In order to improve the accuracy of skull-stripping, a spatial probability map 
of the brain tissue was created from the sum of the tissue probability maps. A new run was 
performed as before but using a brain probability map rather than BET output. Once all the images 
were segmented and assigned to each tissue class, a group template for the brain tissues was 
created. GM and WM segments were collected together in order to create an individual flow field 
using the SPM Diffeomorphic Anatomical Registration through Exponentiated Algebra (82). It 
models the non-linear spatial transformation matching the group template. All the tissue segments 
and anatomical image were warped to the group space using the flow field previously calculated in 
order to create a mean tissue probability map and an anatomical template of the group.  Finally, 
data were non-linearly transformed to the reference anatomical space using the Paxinos and 
Watson Atlas (92). Templates and tissue probability maps are shown in Figure 3.1. 
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Figure 3.1 Template and tissue probability maps derived from MRI. Ventral to dorsal slices of the average 
group template (a), cerebro spinal fluid (B), grey (C) and white (D) matter probability map used to estimate 
grey matter and white matter maps.  




3.2 Introduction to Machine Learning algorithms 
In this section the ML approach used across the entire work is introduced. The first two 
subsections are devoted to present the general overview of two of the main concepts used in ML 
applications: classification and feature selection. Validation and common pitfalls are presented in 
the third subsection. A fourth part is devoted to the implemented classification framework in this 
research.   
3.2.1 Support Vector Machine classification 
As introduced in Chapter 1, in biomedical and biological data analysis such as genetics or 
neuroimaging studies, an important task is to predict a categorical response from observed 
characteristics. For this purpose, two main families of algorithms exist: unsupervised and supervised 
learning. 
Unsupervised analysis or unsupervised clustering analysis is an important and powerful tool to 
identify subgroups in the sample. The goal of unsupervised learned approaches is to identify 
underlying data structure or probability distribution generating such data patterns. Unsupervised 
learning problems can be grouped  into clustering and association problems. Association problems 
consist in solving the problem A  B, where A and B are two disjoint item sets. A simple example of 
association problems is to identify the rules that describe why people who buy A also tend to buy B. 
Clustering is the process of portioning a set of patterns into clusters or groups by minimizing and 
maximizing similarities intraclusters and interclusters respectively. A clustering technique assessed 
during the research in the context of this dissertation is detailed in the Section 3.3. 
In this research we mainly focus in the classification problem of several experimental 
conditions, namely, determine the categorical response (class) of instances that are characterized by 
variables (features or predictors are used indistinctly). This is the main goal of supervised learning 
approaches or classifiers.  
Classifiers can be also grouped as generative or discriminative. Generative classifiers learn a 
model of the joint probability 𝑝(𝑥, 𝑦) of inputs and outputs and use Bayes rules to calculate 𝑝(𝑦|𝑥). 
In contrast, discriminative classifiers solve the problem 𝑝(𝑦|𝑥) without solving an intermediate step. 




In this work, we implemented a discriminative classifier based on Support Vector Machines (SVM).  
As introduced previously, a classifier is a set of rules or functions 𝑓 that partitions a set of 
objects 𝑥𝑖 ∈ ℝ
𝑛, 𝑖 = 1, … , 𝑙 into classes  𝑦𝑖  𝜖 {−1,1}, 𝑖 = 1, … , 𝑙 for the binary classification. The 
classifying task can be simplified as a task of calculating a separating hyperplane that distinguishes 
two classes (Eq.  3.1).  
𝑓(𝑥𝑖) = 𝑠𝑖𝑔𝑛 (𝜔𝑥𝑖 + 𝑏) ( 3.1 ) 
The hyperplane 𝐻 is a linear function that is capable of separating the training data accurately 
by minimizing some loss function (93). The hyperplane is described as (Eq. 3.2): 
𝐻: 𝜔𝑇𝑥𝑖 + 𝑏 = 0 ( 3.2 ) 
Where 𝜔 is the learning weight vector perpendicular to the hyperplane separating classes, 𝑏 
an offset, and 𝑥𝑖 the observed data. Once the hyperplane or classification rule is learned from the 
training data, the model can be utilized as a decision function to categorize new samples. However, 
a model that works correctly with the training data can fail predicting unseen samples if a local 
optimum solution is achieved instead of a global solution (convex optimization). To overcome this 
limitation, the Support Vector Machines (SVM) has emerged as a powerful tool for statistical pattern 
recognition becoming one of the most popular algorithm in classification tasks (94, 95).  SVM 
algorithms find the optimal model maximizing the distance from the separating hyperplane and the 
closest training sample.  This distance is called margin and the generalization of the model improves 
as the margin increases. Another of the most important benefits that makes SVM an excellent tool 
in the field of supervised pattern recognition methods is the ability to transform nonlinear problems 
into linear and thus simplifies the model from the fact that most linear methods only require the 
computation of dot products. This is known as the kernel trick. Commonly used kernels are for 
instance Gaussian, Polynomial and sigmoid. Kernel-trick is not exclusive of SVM algorithm. Another 
kernel-based learning approaches are Kernel Fisher discriminant or Kernel Principal Components 
(96, 97). 





Figure 3.2 SVM classification. A hyperplane is used to discriminate both classes [-1, 1]. 
As introduced above, the goal of the approach is to find the optimal hyperplane with the 
maximal separation between two classes (Fig. 3.2). The margin measured perpendicularly to the 
hyperplane is 1/‖𝜔‖2. To optiimize the SVM model consist in maximizing 1/‖𝜔‖2, i.e. minimizing  
‖𝜔‖ in the equation. The SVM formulation is traditionally extended by slack variables to allow 





𝜔𝑇𝜔 + 𝐶 ∑ 𝜉𝑖
𝑙
𝑖=1
 (3.3 ) 
subject to  𝑦𝑖(𝜔
𝑇𝑥𝑖 + 𝑏) ≥ 1 − 𝜉𝑖  and  𝜉𝑖 ≥ 0, 𝑖 = 1, … , 𝑙. 





𝛼𝑇𝑄𝛼 − 𝑒𝑇𝛼 (3.4 ) 
subject to 𝑦𝑇𝛼 =0, 0 ≤ 𝛼𝑖 ≤ 1, 𝑖 = 1, … , 𝑙. 𝑒 is a vector of all ones and Q is a 𝑙 × 𝑙 positive 
semidefinite matrix with 𝑄𝑖𝑗 = 𝑦𝑖𝑦𝑗𝑥𝑖
𝑇𝑥𝑗. After solving the problem (Eq.  3.6), the optimal 𝜔 satisfies  




𝜔∗ = ∑ 𝑦𝑖𝛼𝑖𝒙𝒊
𝑙
𝑖=1
 ( 3.5 ) 
And the offset 𝑏 is given by solving: 
𝑦𝑖(𝑥𝑖𝜔
∗ + 𝑏) = 1 ( 3.6 ) 
Then, we can rewrite the classification problem (Eq.  3.3) as the decision function  
𝑓(𝑥) = 𝑠𝑖𝑔𝑛 (𝜔∗𝑥 + 𝑏∗) = 𝑠𝑖𝑔𝑛 (∑ 𝑦𝑖𝛼𝑖𝒙𝒊
𝑙
𝑖=1
𝒙 + 𝑏∗) ( 3.7 ) 
Note that in the above formulation no mapping into higher-dimensional space 𝜙 has been 
used.  If a non-linear kernel 𝐾(𝒙𝒊, 𝒙) = 𝜙(𝒙𝒊)𝜙(𝒙) is used to solve nonlinear problems the decision 
function can be rewritten as: 
𝑓(𝑥) = 𝑠𝑖𝑔𝑛 (𝜔∗𝜙(𝒙) + 𝑏∗) = 𝑠𝑖𝑔𝑛 (∑ 𝑦𝑖𝛼𝑖𝐾(𝒙𝒊,
𝑙
𝑖=1
𝒙) + 𝑏∗) ( 3.8 ) 
In this work we adopted linear kernel function 𝐾(𝒙𝒊, 𝒙𝒋) = 1 + 𝒙𝒊
𝑇𝒙𝒋  resulting in a good 
performance.  
One of the disadvantages of SVM classifiers is that it does not provide posterior probabilities 
and it is limited to provide decision values in the range of [−∞, ∞]. To overcome this limitations, 
Platt scaling transforms the outcome of a classification model into prediction probabilities by fitting 
a logistic regression (98).   
 
 




3.2.2 Feature Extraction and Selection with Random Forest 
Algorithm 
There are several methodologies or algorithms to define the set of rules determining the class 
with the greatest possible accuracy. However, the high dimensionality of feature space p and the 
low number of samples n are common characteristics in many of the biomedical machine learning 
applications (n<<p or so-called small n, large p problem). Therefore, the identification of important 
predictors and discarding irrelevant ones is a critical step to (i) avoid overfitting (loss of generality of 
the prediction model) (99, 100), (ii) reducing the complexity of computation for prediction; (iii) 
removing information redundancy (cost savings) (101, 102); (iv) easing interpretation and (v) 
reducing the effect of the so-called curse of dimensionality (103, 104) This task is known as Feature 
Selection and is often used used before prediction models (regression or classification). The 
selection of features with higher predictive power is not a trivial task. Brute-force algorithms 
evaluating every possible subset of features are computationally expensive growing exponentially 
with the number of predictors. When exact techniques are not available because a large 
dimensionality of feature space, heuristic approaches can be used to rank predictors according to 
some predictive contributive power  (105, 106). 
Three main classes of feature selection techniques coexist: internal variable selection, filtering 
and wrapped methods.  
Internal variables selection methods perform variable selection in the training or learning 
process.  An example of tool implementing internal variable selection is the decision trees (DT). An 
intrinsic characteristic of the decision trees (DT) is to build decision rules according to some selected 
attribute (107). The selection of the variable is chosen by maximizing node purity of its descendant 
nodes.  Next sections will elaborate this aspect. 
Variable filtering consists in removing some variables according to a chosen statistic defined 
on the random variable over multiple data groups. Therefore, filters are univariate statistics 
including diverse discriminative power such as t-statistics, F-statistics, Fischer’s discriminant ratio, 
maximum entropy, etc.   




Wrapped methods find the small subset of predictors that achieves the maximal performance 
model in terms of predictability. The search algorithm includes stepwise (forward or backward or 
both) variable inclusion by maximizing model performance.  
In this research, we focus in wrapped methods by identifying a subset of important predictors. 
Different approaches can be used to rank features.  The basis of such approaches is to calculate 
some measure of variable importance. Univariate tests over one feature can be performed ranking 
features according its discriminative power. In contrast, multivariate approaches consider the entire 
set or a subset of features simultaneously. An appropriate widely used approach for prediction and 
variable selection is the nonlinear and nonparametric random forest (RF) method. In the following, a 
more detailed introduction is provided.  
Random forest is a popular and very efficient algorithm based on model aggregation ideas for 
regression and classification problems which belongs to the family of ensemble methods. From 
(108), RF is described as a “combination of tree predictors such that each tree depends on the 
values of a random vector sampled independently and with the same distribution for all trees in the 
forest”. RF algorithm also possesses some appealing properties making it well-suited for prediction 
and feature selection estimation: (i) it shows good performance in small n, large p problems, (ii) it 
performs internal  feature selection, (iii) it can handle nonlinearities and correlations between 
features , (iv) it is applicable for both binary and multicategory classification tasks, (v) it is applicable 
for continuous and categorical predictors, and (vi) it does not require much fine-tuning of 
parameters to achieve good performance.  
First of all, let us introduce the decision tree (DT). DT is a non-parametric supervised learning 
method to predict a response variable from observed data features. DT consists in a set of splitting 
nodes which sends the data to the right and left leaf by thresholding a single observed variable 
(decision rule). In general, a set of decision rules form a decision tree. In the figure below, an 
instance of a binary decision tree is depicted. The set of decision rules  𝑋𝑖 > 𝑡𝑗, 𝑋𝑖 ≤ 𝑡𝑗 define the 
decision path to classify a new sample (class 1 or class 2). An example is depicted in Figure 3.3. 





Figure 3.3 Hypothetical decision tree to identify classes 
 
Specifically, a tree is built from a learning data set using a recursive procedure which 
identifies at each node τ, the split Xi = tj which minimizes some impurity measurement. In RF, the 
Gini Index is often used to measure the node purity 




 ( 3.9 ) 
where 𝑝𝑘 is the fraction of the 𝑛 samples for each class in one of the subnodes  𝜏
𝐿 and 𝜏𝑅 (left and 
right leaf respectively) with the respective fractions 𝑝𝐿 =
𝑛𝐿
𝑛
  and  𝑝𝑅 =
𝑛𝑅
𝑛
.  Then, the mean 
decrease of the Gini Index at a node of the tree is defined as  
∆𝑖(𝜏) = 𝑖(𝜏) − 𝑝𝑅𝑖(𝜏
𝑅) − 𝑝𝐿𝑖(𝜏
𝐿) ( 3.10 ) 
As stated by Breiman, the principle of random forest is to combine many weak binary decision 
trees to make stable predictions. Each tree T in the forest (with ntree trees) is built using a bootstrap 




sample of the data, and at each split the candidate set of variables is a random subset of the 
variables (mtry). As mentioned above Random Forest algorithm assigns implicitly importance to 
each predictor, the Gini importance. The Gini importance of a variable is the sum of all the decrease 








 ( 3.11 ) 
In addition to mean decrease Gini as measure of importance, a different measure of 
importance has been proposed based on the decrease when the variable used in the decision rule is 
permuted in the out-of-bag set, the mean decrease accuracy. Both measurements have shown to be 
biased in some extent (109). However, the stability of both measurements is still under discussion. 
We performed preliminary explorations demonstrating a good agreement in both estimated 
variable importance measures (correlations above 0.85, results not shown). For that reason, and 
that mean decrease accuracy implementation often results in negative importance weights hard to 
interpret, we adopted the Gini importance as measure to rank the features in this research. 
 
3.2.3 Validation and possible bias of the predictions 
In the previous sections, approaches for learning the decision rules for predicting unseen data 
have been introduced in detail. A common practice to evaluate the validity of the prediction models 
and the error generalization are the resampling methods.  Specifically in this research we used k-fold 
cross-validation (CV) methods which splits data sets in two unbalanced sets: training and testing 
sets. Training and testing set is constructed by randomly partitioning the data in k folds and 
choosing one of the folds for testing and the remaining k-1 for training. Prediction model are then 
fitted to samples from training set and evaluated in the testing set. This produces k models that are 
all trained on different subsets of the initial dataset and where each of the subsets have been used 
as the test partition once resulting in k error estimations. The cross-validation estimated accuracy is 
computed as the average across the k models. Particular cases of cross-validation is the leave-one-
out cross-validation (LOOCV) with k equals the number of samples and stratified k-fold cross-




validation (partitioning is not entirely random). We adopted the latter one for evaluating 
classification models with longitudinal outcomes. In this case the folds were subject-wise 
constructed meaning that the training or testing set includes all longitudinal samples of subjects 
randomly selected.  
In order to quantify the predictive power of the model, accuracy (3.12), sensitivity (3.13) and 
specificity (3.14) are the terms commonly used in binary classification. In general, sensitivity and 
specificity indicate how well the model predicts each of the categories, whereas accuracy measures 
how well the test predicts both categories. Mathematically, these measures can be quantified using 
the following equations: 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁








 ( 3.14 ) 
where TP, TN, FP, FN represents the number of true positives, true negatives, false positives and 
false negatives respectively. Sensitivity and specificity can be interchangeable according how 
positive class is defined. As well, Receiver-operating characteristic (ROC) provides a way to 
summarize the accuracy of the prediction (true-positive rate vs false-positive rate) associated at 
different cutting values. The area under curve the ROC (AUC-ROC) is a useful summary of the curve 
whereas AUC-ROC ≈ 1 indicates excellent classification and AUC-ROC ≈ 0.5 classification by chance 
and therefore no classification utility. In general, a tradeoff between sensitivity and specificity is 
desirable, however in some medical applications for early detection and treatment of pathologies, 
higher sensitivity, rather than higher specificity would be desirable. 
Special considerations are required when supervised feature selection or model 
hyperparameter tuning precedes the data-driven classification. Specifically, a significant bias in the 
evaluation of the generalization of the prediction can be introduced when both training and testing 
set in k-fold cross validation are included are used for supervised feature selection (110). As evident, 




the testing set leaks partly the training phase limiting the generalization of the result and resulting in 
an optimistic and unrealistic estimation of the error. In the next section, we introduce two different 
frameworks to evaluate the introduced bias. 
 
3.2.4 Wrapped SVM classification according RF variable importance 
Several ways to combine multisource data sets in a ML scheme are currently used. For 
instance, multiple kernel learning (111) whereas multiple predictive models could be constructed 
from individual neuroimaging sources and then combining them to form a single kernel (112). A 
practical alternative is to concatenate multisource predictors in a single feature vector as input for 
predictive models. In this work we propose the use of RF to rank the multimodal features altogether 
according its importance and subsequently, to iteratively and forwardly train SVM models with 
different sizes of variable subsets. Here are the generic steps of the procedure: 
1. Partition the data for k-fold cross-validation. 
2. On each CV training set, RF is trained using all the variables (note that RF algorithm 
randomly selects a subset of variables and samples) to produce a ranking according their 
Gini Importance (Record the CV training set importances). 
3. Train SVM learning machine with the most important feature and the training test and 
evaluate the performance of the classification in the testing set. Repeat this until all the 
predictors are used. 
4. Average the performance across all the k-folds to obtain performance as function of the 
number of predictors p. 
5. Select p* that maximizes the accuracy vs. number of variables. 
It is important to note the fact that different folds will produce a different feature ranking 
given the high variance of variable importance in small data sets and therefore, will make hard to 
identify subsets of features with high contributions to the classification. To overcome this limitation, 
random forest can run on the entire data set to provide a single ranking. However, as mentioned 
above, this modification results in a suboptimal design of the analytical pipeline which may overfit 




the results and therefore reduces the generalization of the approach. For this we have designed two 
frameworks (Figure 3.4 and Algorithm 3.1 and Algorithm 3.2). In order to quantify the introduced 
overestimation, we deliberately biased the approach by including the training sets as part of the 
features selection step (Figure 3.4B and Algorithm 3.1).  It is worth to emphasize that 
implementation 1 finds the best dimension of the model. On the contrary, the implementation 2 
finds the subset of variables for making accurate predictions.  
Both schemes rank features according RF importances and perform classification based in 
SVM with linear kernels. Note that different algorithms might be implemented into the classification 
scheme. Nevertheless, both RF and SVM have been proven to perform accurately in classification 
based on neuroimaging biomarkers. 
 
 
Figure 3.4 Classification schemes implemented. (A) Optimal framework avoiding risk of overfitting and (B) 
framework with high risk of producing biased predictions. Detailed description of the algorithms is provided in 
Algorithm 5.1 and 5.2. 
 





Algorithm 5.1. Wrapped SVM classification according RF variable importance I 
Input: Data Set D 

















Begin   
for r=1…rep 
       for cv=1…k 
             Initialize: Dtrain, Dtest 
             VI(r,cv)=RFvarImportance(Dtrain,S)* 
             rank(r,cv)=ranking (VI(r,cv)) 
             for s=1…|S| 
                   for c={0.01, 0.1, 10, 100} 
                         M=SVM(Dtrain, rank(1...s)); 
                         Performance(r,cv,s,c)=predict(M,Dtest) 
                   end 
             end; 
       end; 
end; 
Performance(s,c); % By averaging performance values for each cv fold and repetition; 
Performance(s)=max(Performance(s,c)); % For each model size, penalization term with 
maximum                                   accuracy is selected 
return performace,VI 
End 
Algorithm 5.2. Wrapped SVM classification according RF variable importance II 
Input: Data Set D 




























       for cv=1…k 
             Initialize: Dtrain, Dtest 
             for s=1…|S| 
                   for c={0.01, 0.1, 10, 100} 
                         M=SVM(Dtrain, rank(1...s)); 
                         Performance(r,cv,s,c)=predict(M,Dtest) 
                   end 
             end; 
       end; 
end; 
Performance(s,c); % By averaging performance values for each cv fold and repetition; 
Performance(s)=max(Performance(s,c)); % For each model size, penalization term with 








3.3 Multimodal magnetic resonance imaging as a tool for 
identifying the different stages of alcohol addiction 
Work in this chapter has been partly published in (77): 
Cosa, A., Moreno, A., Pacheco-Torres, J., Ciccocioppo, R., Hyytia, P., Sommer, W. H., Moratal, D. & 
Canals, S. 2016. Multi-modal MRI classifiers identify excessive alcohol consumption and treatment 
effects in the brain. Addiction Biology 2016 Jun 8. [Epub ahead of print]. 
In this section,  we propose a framework to explore the simultaneous combination of multiple 
parameters extracted from different MRI modalities such as mean water diffusivity (MD), fractional 
anisotropy (FA), T1 and T2 relaxometry times, as well as descriptors of the statistical distribution of 
those parameters, to build  multimodal imaging signatures of disease stage (MSDs). Note that 
structural GMv and WMv maps were not used in the current part. More specifically, we propose 
that multi-parametric brain imaging combined with probabilistic tissue segmentation and machine 
learning techniques may provide an accurate readout of brain networks evolution after chronic 
alcohol exposure. In a scenario in which disease stage is not defined by time passed but the 
individual history of drinking/abstinence cycles, neuropsychiatric evaluations assisted by MISD could 
be valuable for accurate diagnosis and prognosis. 
3.3.1 Multimodal ROI (mROI) definition 
Finite mixture models are a mature method for probabilistic clustering and density 
estimation. The idea behind this method is that the probability distribution of the data 𝒙 can be 
described by a weighted sum of 𝑘 probability functions: 
𝑝(𝒙) = ∑ 𝑤𝑖 𝑓(𝒙|𝜃𝑖 )
𝑘
𝑖=1
 ( 3.15 ) 
where 𝑤𝑖 are weighting factors or mixing proportions with ∑ 𝑤𝑖 = 1
𝑘
𝑖=1  and 𝑓(𝒙|θ𝑖) is the density 
function component associated to the parameter θ𝑖.  As will be described below, Gaussian or t 
Student distribution forms the mixture. 




𝑓(𝒙 | 𝜇𝑖 ,Σ𝑖) =
1






−1(𝒙−𝜇𝑖) ( 3.16 ) 
  
 
Figure 3.5 Schematic representation of probability distribution of mixture of 2 Gaussian components in 2D 
(left) and 3D (right). 
Figure 3.5 shows an example of probability distribution of mixture of two bivariate Gaussian 
components. Thus, much of the popularity of mixture models in recent years is due to the existence 
of efficient algorithms for estimating the set of parameters for the model. Specifically, Expectation 
Maximization (EM) algorithm (113, 114) obtains maximum-likelihood parameters in the presence of 
missing data by a maximization mixture log-likelihood expression: 









 ( 3.17 ) 
where 𝜃 = {𝜃𝑖}, for i=1,…, k and 𝜃𝑖 = {αi,μi,Σi}, that is maximizing (3.20) 
𝜃∗ = 𝑎𝑟𝑔𝑚𝑎𝑥
𝜃
ℒ(𝜃|𝒳) ( 3.18 ) 
The application of the EM algorithm assumes that the number of k components is fixed.  
However, in practice, it is frequently the case that k is unknown. To cope with this issue, two 




standard model selection techniques have been extensively used in order to estimate the model 
dimensionality: penalized likelihood methods and cross-validation (CV). 
Bayesian and penalized likelihood methods such as Akaike Information Criterion, AIC (115) 
and Bayesian Information Criterion, BIC (116) provide general frameworks for estimating the 
number of components by seeking a balance between model complexity and accuracy including a 
penalty term for the number of parameters: 
𝐵𝐼𝐶 = −2 log 𝐿 + 𝑘 log 𝑛 ( 3.19 ) 
AIC = 2𝑘 − 2 log 𝐿 ( 3.20 ) 
where 𝐿, 𝑘 and 𝑛 are log-likelihood, number of components and number of parameters in the 
mixture model, respectively. 
Cross-validation is an intuitive iterative model selection in which a subset of the data is used 
to estimate the model and the rest of the data is used to evaluate its goodness. This is repeated for 
a number of times and in each repetition the data are randomly splitted.  When the model 
complexity is unnecessarily high or too low, the model overfits the training data and fails to 
represent the test data (117, 118). A popular approach to perform cross-validation model selection 
is the one proposed by Smyth (117). Briefly, the data are repeatedly partitioned in two unequal sets, 
one of which is used to build the model and the other is used to evaluate the statistic of interest. 
The test set is shifted every time. In this work, a slight variation of the cross-validation approach is 
introduced, using an average of the BIC instead of using the log-likelihood as a fitting measure. 
Despite all of these considerations, complex data sets are not easily modeled as a weighted 
sum of independent Gaussian or Student’s t distributions, as data are usually not normally 
distributed. If this is the case, a data transformation as the Box-Cox can be used in order to 
normalize it. The transformation proposed by Box and Cox is a parametric power transformation 
technique that permits to reduce abnormalities in the data such as non-additivity, non-normality 
and heteroscedasty (119). The Box-Cox transformation of an observation is defined as follows: 







, λ ≠ 0  
log y, λ = 0 
 ( 3.21 ) 
where λ describes the transformation parameter. 
In order to combine the multiparametric information derived from the MRI acquisition, 
different regions in the brain were defined using its microstructural and biochemical characteristics. 
For this purpose we tested two finite mixture models (FMM) using the Expectation Maximization 
(EM) algorithm (113, 114). FMM allows the overlapping of clusters (partial volume effect), handling 
uncertainty about cluster membership. The second FMM model, the finite Student’s-t mixture 
model (120) alleviates the sensitivity of these methods to the presence of outliers, which results 
particularly efficient in brain imaging classification  (121). 
We first combined penalized likelihood methods, such as Akaike Information Criterion (AIC) 
(115) and Bayesian Information Criterion (BIC) (122), and cross-validation methods to estimate the 
dimensions and shape of the probability functions of the FMM. Additionally, the need of previous 
preprocessing of the data by the Cox-Box transformation is evaluated. In order to select the 
multivariate model which better fits the data in a reasonable time, 10% of the data was used. For 
avoiding the convergence to local maximum, the EM algorithm is repeated 100 times with different 
initial parameters. Afterwards, and using the entire group-average parametric maps, the mixture of 
multivariate distributions and transformation selection were estimated simultaneously using the 
approach proposed by Lo and colleagues (81) and implemented in the R library “flowClust”. Finally, 
probability maps of belonging to the different components in the model were created using the 
posterior probability.  
To create a subject-specific version of the probability maps, tissue class templates in the 
segmentation approach implemented in SPM were replaced by the probability maps. The 
multimodal ROIs were defined using the largest posterior probability of belonging to a specific 
component in the subject-specific probability maps. 
 




3.3.2 Feature extraction, ranking and support vector machine 
learning classification 
We have used machine learning approaches above described to identify the metrics that 
accurately classify individuals according to the experimental conditions. Because the features might 
be non-uniform within the mROI and in order to entirely describe the MRI metrics distribution, 
seven statistics were obtained: mean, standard deviation, median, first and third quartile, skewness, 
and kurtosis. Therefore, 28 features (seven measurements and four MRI modalities) per subject and 
mROI were obtained. Note that this technique is also known as Texture Features widely used in 
tumor differenciation (123, 124). The utility of this multimodal descriptions or signatures to identify 
and characterize pathological conditions or disease stages, that we have called MSDs, will be 
explored in the following sections and chapters. Only for displaying purposes, a Principal component 
analysis (PCA) is assessed (125) to represent the high-dimensional data in a lower-dimensional 
space. PCA is an unsupervised linear feature extraction technique which transforms high-
dimensional (possibly correlated) data into smaller set of uncorrelated and therefore orthonormal 
variables (called principal components). From the complete d dimensional space, PCA projects the 
data to the k dimensional space (k<d) by maximizing the variance in the data. To visualize the data in 
a two-dimensional we saved the two components explaining higher variance.  
The performance of the classification can be easily degraded by the presence of redundant 
features  and therefore the selection of variables that have a discriminatory power is highly 
recommended. The classification task was assessed following two different strategies: Feature 
selection and classification as independent steps in our analysis or including both steps in a nested 
loop. We performed feature selection by using the Random Forest (RF) algorithm (126)  and the 
error rate determined the importance of a given feature. In order to reduce the effect of randomly 
choosing the variables, the algorithm was run 100 times with 1000 trees and 14 variables randomly 
sampled as candidates at each split. The classification model was performed by Support Vector 
Machine (SVM) with linear kernel. For more detailed information refer to section 3.2.4. 
Validation and optimization of the classification algorithm was performed by a cross-
validation strategy. For this, the entire data set is partitioned into complementary subsets: the 




training and the testing set. The classification model is trained using the training set and the 
validation is performed on the test set. Specifically, we used k-fold cross validation with k = 5 (for 
Naïve/Exposed classification) or k = 3 (for the Wistar/msP Exposed/Abstinence, Exposed/Naltrexone 
and Saline/Naltrexone classification).  The entire subset was split into k complementary subsets; k -1 
of them was used to train the SVM classifier and the remaining one to test the model (testing set). 
The testing set was shifted every run. In addition, the splitting of the data was repeated 100 times. 
In order to avoid interdependence between training and testing set in those analysis of longitudinal 
experimental  conditions (msP Rats/Wistar, Naïve/Exposed, Exposed/Abstinence and 
Exposed/Naltrexone), testing and trainings set were selected subject-wise meaning each set 
contains both samples. As well, balanced group distribution was forced in the training of the model 
to discriminate msPs and Wistar rats by random selection of 10 out of 18 msPs rats. Once variable 
importance has been estimated, models differing in the number of used variables are implemented. 
For this purpose, the model is fed with an increasing number of features on each iteration and 
evaluated in terms of accuracy, sensitivity, specificity and AUCROC. The optimal classifier 
dimensionality was selected by maximizing the classification accuracy. In order to compare the 
performance of different models (univariate vs. multivariate with feature selection), multivariate 
models without previous feature selection is considered as the reference. The complete analytical 
workflow is summarized in Fig. 3.6. 





Figure 3.6 Framework of the proposed procedure. A. The parametric maps of each msP subject at different 
time points and Wistar rats are calculated. B. The group average parametric maps are created. C.  A mixture of 
probability functions is created to model the group average parametric map and probability maps are created 
using the posterior probability of belonging to each component. D Subject-specific probability maps are 
projected and multimodal regions of interest (mROIs) are defined using the largest posterior probability 
delimitating spatial multimodal clusters. E.  Statistical parameters of the distribution of the parametric values 
within each cluster are used as feature to discriminate different experimental stages based on the 
classification model proposed in the Section 3.2.4. [Basel. -Baseline, Post.Alc. Post alcohol exposition, 
Post.Treat. Post Naltrexone/Saline treatment]. 
 
  




3.4 A mesoscopic multimodal machine learning approach from 
alcohol initiation to treatment in msP rats 
Here we explore the simultaneous combination of multiple parameters extracted from different MRI 
modalities such as mean diffusivity (MD), fractional anisotropy, T1 and T2 relaxometry times and 
voxel-based morphometry-derived maps to detect regional different multimodal MRI signature at 
different disease stages of a longitudinal experiment with in the Marchigian-Sardinian (msP) alcohol-
preferring rats (127) that involves from the naïve state to the treatment with the opioid antagonist 
naltrexone. Besides being able to identify subjects at different experimental or clinical conditions, 
identifying mechanisms characterizing such conditions and biologically interpret them is 
fundamental for the advance in the understanding of the disorder. Specifically, multimodal 
prediction models are trained to identify those areas that have changed its structural properties 
after a month of heavy drinking by training voxel-wise classifiers allowing to make predictions in 
high spatial resolution. Having demonstrated the advantages of our method in terms of enhanced 
sensitivity to detect brain alterations, brain tissue progression of Naltrexone treated animals during 
the abstinence are assessed. In addition, relation between subject- and voxel-wise predictions and 
were related to behavioral aspects.   
3.4.1 Feature extraction, ranking and support vector machine 
learning classification  
Multivariate models were used to identify brain regions that discriminate multimodal MRI 
data set collected in two longitudinal conditions of our experiment (naïve and post EthoH exposure). 
Detailed introduction of machine learning approaches can be found at Section 3.2. Voxel-wise SVM 
classifiers were trained and tested as follows. After computing and processing parametric maps 
from multimodal MRI acquisition, for each voxel in the stereotaxic coordinates, multimodal voxel-
wise MRI fingerprint is defined as the multidimensional vector of MRI features describing its 
microstructural (FA and MD), macrostructural (GMv and WMv) and biochemical (T1 and T2 
relaxation times) properties. Adopting the definition of MSD above introduced (section 3.3) to voxel 
resolutions, we introduce the concept of local MSD or simply lMSD. The dimension or cardinality N 
of the lMSD is 6 in our dataset (six MRI features). The importance of each MRI modality or 




dimension in the voxel-wise fingerprint in the ability of discriminating naïve and alcohols exposed 
animals (first and second multimodal MRI session) is determined using a 1000 trees RF algorithm. 
Afterwards, and also for each voxel, N classification models were computed in a forwardly step-wise 
fashion according the RF output. First SVM model is fed with the most important modality, the 
second one with the two most important and so on. Models are trained and validated by a k-fold 
cross-validation strategy. The misclassification hyperparameter C is set to 1. For the validation of the 
classifiers, an internal stratified 5-fold cross validation (repeated 10 times in order to reduce the 
variance) is performed for each model dimensionality. In order to avoid dependencies of training 
and validation data, samples in the training/testing set included Naïve and Exposed lMSD of an 
individual. Finally, model showing a higher performance in terms of accuracy is selected for each 
voxel as the multimodal model that better discriminates both conditions (although it may be 
actually fed with a single modality). Under the null hypothesis that the linear SVM classifier cannot 
discriminate both conditions, the accuracy was assumed to follow a binomial distribution Bi(N,p) 
(where N=36 samples and p=0.5 represents the probability of each group). Local accuracies were 
transformed to probability of higher accuracy than no information rate and subsequently 
transformed to Z scores. Z values was mapped in the standard space and thresholded at the level of 
4.75 (p<10-6).  Significant clusters were obtained using the GRF implemented in FSL toolbox. Note 
that permutation tests would be computationally high demanding (1000 label permutation × 60000 
voxels) given that Null model has to be determined by label-permutation for each of the voxels. 
Binomial distribution is well-approximated to accuracy distributions (128, 129). To test the 
procedure, voxel-wise SVM models that show a significant accuracy are used to estimate the local 
progression of the alcohol abstinence (130).  
As well, conventional mass-variate statistical analyses of the multimodal parametric maps 
were conducted. FA, MD, T1 and T2 relaxometry maps and GM and WM modulated segments of the 
animals in the Naïve and Post-exposure instant were compared using a paired t test implemented in 
SPM to compare with multivariate results. In addition to evaluate the ongoing brain maturation, 
effect of alcohol consumption was compared to one month of isolation in the home-cage by two-
sample t-test of the differences between parametric maps. Statistical maps were voxel-wise 
corrected at 𝑝𝐹𝑊𝐸 < 0.05.  




Additionally, to confirm the effect of the effect of alcohol consumption against the ongoing 
brain changes, ROI wise analysis was performed in well-known anatomical areas affected by heavy 
alcohol consumption (nucleus accumbens, caudate-putamen, cingulate cortex, hippocampus, 
primary somatosensory cortex and insular cortex). As MRI parameters of the same subject cannot 
be considered independent to each other, ROI is defined as within-subject. Specifically, mixed 
ANOVA with Group (Alcohol exposed or Control) as between-subject factor and ROI as within-
subject factor was performed. To test the effect of abstinence, two-way repeated measurements 
ANOVA was conducted. Conditions (Naïve, EtOH consumption and abstinence) and ROIs were 
defined as within-factors. If required, post-hoc tests were adjusted by Bonferroni corrections. 
Treatment effect 
Having optimized the voxel-based SVM models identifying the hyperparameters and 
dimensionality than produces the best performance in terms of accuracy in the classification, data 
sets derived from animals in abstinence with and without treatment were used for testing. 
Leveraging models trained, obtained decision values in the rank [−∞, +∞] were scaled to posterior 
probability using the sigmoid function (98) and the treatment effect (Naltrexone or Saline injected) 
compared using a two sample test GLM implemented in SPM. We define the exposed state 
prediction as the probability of being classified as exposed animal where values of 0 mean 
absolutely classified as Naïve and values of 1 represent absolutely classified as exposed. Note that 
exposed state can be viewed as a one-dimensional projection of the multidimensional multimodal 
fingerprint. Significance threshold was set to p<0.001 for the primary threshold and cluster 
corrected for multiple comparison at the level of 0.05. 
Relationship Support vector machine (SVM) decision values and  alcohol preference 
Similarly to the treatment comparison we sought for the relation of lMSD’s and the behavioral 
dimension,  the relationship between sigmoid transformation of the decision values and preference 
ratio was investigated by Linear Regression implemented in SPM (129). We explored the 
relationship between alcohol preference and decision values at Naïve and exposed state. We also 
investigate the dependence of multimodal tissue progression during the abstinence and alcohol 
preference. Significance threshold was set to p<0.001 for the primary threshold and cluster 




corrected for multiple comparison at the level of 0.05. 
  




4. Results  
4.1 Preliminary results 
A pilot study with substantial analytical differences from the main framework proposed was 
performed. Results were presented in the 35th Annual International Conference of the IEEE 
Engineering in Medicine and Biology Society (EMBC’13) celebrated in Kyoto (131).  
Cosa, A., Canals, S., Valles-Lluch, A., & Moratal, D. (2013). Unsupervised segmentation of brain 
regions with similar microstructural properties: application to alcoholism. Conf Proc IEEE Eng Med 
Biol Soc, 2013, 1053-1056.  
In this work, a novel brain MRI segmentation approach was used to evaluate microstructural 
differences between groups. Going further from the traditional segmentation of brain tissues (white 
matter –WM-, gray matter –GM- and cerebrospinal fluid –CSF- or a mixture of them), a new way to 
classify brain areas was proposed using their microstructural MR properties. Eight rats were studied 
using the proposed methodology identifying regions which present microstructural differences as a 
consequence on one month of hard alcohol consumption. Differences in relaxation times of the 
tissues were found in different brain regions (p<0.05). Furthermore, these changes allowed the 
automatic classification of the animals based on their drinking history (hit rate of 93.75 % of the 
cases).  
Detailed explanation of methods and results can be found in the Appendix I. 
 
4.2 Multimodal magnetic resonance imaging as a tool for 
identifying the different stages of alcohol addiction 
During the 1 month period allocated for drinking in the two bottle free-choice paradigm msP 
animals consumed high levels of alcohol (6.8  1.4 g/Kg/day, mean  SD). All animals completed the 
three scheduled imaging sessions and data quality was comparable across sessions and animals 
(data shown in Chapter 3). The results of the multimodal imaging study are presented as follows: (1) 
selection of the number of components and probabilistic functions of the FMM, (2) definition of 




different mROIs and their anatomical distribution, and (3) performance of the classifiers to 
discriminate between different stages in the alcohol use disorder model. 
4.2.1 Definition of the Finite Mixture Model 
A small sample of data (10 % of the total number of observations) was used to estimate the 
optimal number of components for the mixture models (see Methods). The results of the BIC 
analysis for mixtures from 1 to 30 distribution functions are shown in Figure 4.1.A. Both Gaussian 
and Student’t t distribution models were tested, with or without Box-Cox transformation. An 
optimal statistical description of the data is obtained from 7 components onwards, as indicated by 
the maximal BIC values, for both models. Finite mixture of Student’s t distributions shows higher 
fitting than mixture of Gaussians distributions. This finding is consistent with previous reports 
stating that the use of longer-tailed distribution’s t is more robust against the presence of outliers 
within the data (120). It is also important to highlight that the fitting is improved when the data has 
been previously transformed by the Box-Cox procedure (81) most likely due to the skewed 
distribution of the DTI data. 
The probability maps of belonging to every component of the seven selected above are 
provided in Figure 4.1.B. The obtained mROIs show remarkably similar neuroanatomical 
demarcations with both methods, the mixture of Gaussian (A) and the Student’s t distribution (B), 
illustrating the robustness of the approach.  





Figure 4.1 Model definition. (A) Average BIC values with cross-validation procedure (k= 10 folds) from 1 to 30 
components for both Gaussian and Student’s t distributions with or without Box-Cox transformations (see 
legend). (B) Five slices of posterior probability maps (in columns) for belonging to 7 different components 
(rows). Gaussian (B.1) and Student’s t (B.2) components are showed for comparison. Note the bilateral 
anatomical symmetry of the components (mROIs) and the remarkable similarity of the results obtained with 
both models. Reproduced from (77). 
As can be seen in Fig. 4.1B, the variety and complexity of mROI’s largely surpass any classical 
parcelation of anatomical territories or segmentation of brain tissues. For instance, individual mROIs 
may expand the boundaries of gray matter, white matter, and cerebrospinal fluid, or combine 
cortical and subcortical territories, to mention some examples. All mROI’s, however, show a well-
defined midline symmetry, consistent with the bilateral (left-right) symmetry of the central nervous 




system, particularly patent in the rodent brain. In virtue of this results we conclude that to reach a 
good fitting of the data the model should accomplish the following points: (1) the dimension of the 
model should be of 7 components whether Gaussian or Student’s t distributions are used; (2) the 
previous Box-Cox transformation is mandatory in order to achieve a more normally distributed data, 
particularly for data derived from the DTI such as FA and MD; (3) robust and anatomically 
meaningful mROIs are defined by the 7 components of the model. In the next steps of the analyses 
were performed defining 7 multimodal ROIs based in the aforementioned characteristics (Fig. 4.2 
and Fig. 4.3).  
 
Figure 4.2 Fitting of the 4D data by mixture of seven Student’s t distribution. In the upper diagonal, 2-by-2 
modality joint distribution of the actual data and in the lower diagonal fitted distribution. Diagonal shows the 
histogram of each modality (bars) and obtained fitting (red line). 





Figure 4.3 mROI definition. Six slices (in rows) of the thresholded probability maps defining seven mROIs 
(columns). Note the bilateral anatomical symmetry of the components (mROIs) and the remarkable similarity 
of the results obtained with both models. Reproduced from (77). 
 
4.2.2 Multivariate analysis of MSDs 
The seven mROIS were used to parcellate the brain and obtain high order statistics to fully 
describe MRI parameters forming the so-called MSDs characterizing different experimental stages. 
As an explorative analysis we conduct a PCA to identify a reduced set of uncorrelated variables. By 
simple visual inspection, we observed that different experimental stages can be easily discriminated 
when multiple MRI modalities are combined together (Figure 4.4A). Unimodal set of features hardly 




separate experimental states in the reduced space (Figure 4.4B). Only MD-derived features isolate 
Naïve experimental state from the rest.  Moreover, 4-class (excluding Wistar data sets) RF variable 
importances of MD-derived measures are representing the 37% of the contribution against the 32% 
of T2-derived measures. As expected from figure 4.4A, T1 and FA features contribute to a minor 
extent in the condition discrimination (15% and 17% respectively).  
 
 
Figure 4.4 PCA decomposition and contribution of MRI-derived features to differentiate experimental 
conditions. PCA decomposition for 196-dimensional components derived by four modalities together (A) and 
unimodal PCA decomposition for T1 (B.1), T2 (B.2), MD (B.3) and FA (B.4). Weight of contribution to the total 
variable importance grouped according modality (C.1), mROI (C.2) and Statistics (C.3). Experimental conditions 
are naïve, alcohol exposed, abstinence and Naltrexone treated rats. 
 




Rat strains with different genetic predisposition to alcohol consumption 
The first question is whether two different strains can be discriminated by the mROIs 
generated in the previous analysis, namely to classify Wistar rats and msP naïve animals (with a 
Wistar genetic background). As previously introduced, features differ in their utility to classify 
subjects in their correct condition. Fig. 4.5A shows the importance of the first 40 features (out of 
196) that mostly contribute to the model and, therefore, to discriminate between both rat lines. It is 
worth noting that 14 out of the 15 first features are measurements extracted from the MD maps. 
Values derived from the T1 map also contribute to the model, whereas T2 and FA measurements are 
less relevant for a good classification. Interestingly, statistical measures of the distribution, besides 
the mean, importantly contribute to a high performance. Regarding the performance indices, Fig. 
4.5.B shows the mean values of sensitivity, specificity, and accuracy measured by the cross-
validation method as a function of the number of features feeding the model. The maximum 
performance is achieved with 150 features feeding the model. As expected, the exclusion of feature 
selection of the CV loop (red line in Fig. 4.5) overperforms when it is included into (blue line in Fig. 
4.5) at the cost of losing model generalization.  
   





Figure 4.5 Results of the implemented model to distinguish between msP and Wistar subjects. (A) Ranking of 
features according to their importance for model performance. Accuracy (B), Sensitivity (C), specificity (C) and 
area under the ROC curve (AUC) of the SVM model against the number of features (D). In figure (A) boxplots 
represent the distribution of variable importances across folds in the CV scheme. Larger dark points show the 
variable importance estimated by RF with the entire data set. RF: RF out of cross-validation loop. cvRF: cross 
validation in the cross-validation loop. 
Performances of several classification models and features contributions are depicted in 
Figure 4.6. Note that feature selection does not improve because the entire set of features is 
needed to reach maximum performance. Respect to MD classifier (BSMCA), the improvement is 1% 




in classification accuracy and 3% in sensitivity. MD unimodal and multimodal classifiers show 
performances above by chance (Table 4.1) 
 
Figure 4.6 Performance of unimodal and multimodal SVM models to identify msP rats from the Wistar 
control. (A) Performance in terms of. Accuracy (Acc), Sensitivity (Sens), specificity (Spec) and area under the 
ROC curve (AUCROC) of the SVM model. Contribution of selected features grouped according modality (B.1), 
mROI (B.2) and Statistics (B.3). T1: Model trained with T1-derived features; T2: Model trained with T2-derived 
features; FA: Model trained with FA-derived features; MD: Model trained with MD-derived features; 
T1_T2_FA_MD: Model trained with all features without feature selection. FS: Model trained with all features 





































































































Table 4.1 Performance of unimodal and multimodal SVM models to identify msP rats from the Wistar 
control. T1: Model trained with T1-derived features; T2: Model trained with T2-derived features; FA: Model 
trained with FA-derived features; MD: Model trained with MD-derived features; T1_T2_FA_MD: Model trained 
with all features without feature selection. FS: Model trained with all features with feature selection. P-values 
mean significance with respect to the label-permuted null model. 
A detailed comparison of performances between the implemented multivariate model and 
the independent univariate ones (for T1, T2, FA or MD), is shown in Table 4.1. The highest 
performance of the univariate models is provided by MD, as expected from the multivariate results 
ranking MD-related features in top position for an accurate discrimination between msP and Wistar 
rats (Fig. 4.5A and 4.6B.1). T1, T2 and FA classifiers show also high performances (AUCs above 80 %).  
Effects of alcohol consumption 
Next, having shown in a reduced space that different experimental condition can be 
differentiated, we attempted to discriminate in the very same set of animals, the occurrence or not 
of alcohol consumption. We used the mROIs generated for msP animals before (positive class) 
alcohol exposure and the same animals after 1 month of drinking.  The importance of the features 
to correctly discriminate between groups, as well as the performance indices is shown (Fig. 4.7). The 
ranked first 36 features (out of 40) are a combination of measurements derived from the MD and T2 
maps (Fig. 4.7A). Particularly in this analysis, these 75 most important features are the ones that 
optimize the model according to sensitivity, specificity, and accuracy (Fig. 4.7B.1-3). However, 
accuracies higher than 97% are reached with only 15 features remaining practically constant 
thereafter. The area under ROC curve as a function of the number of features (Fig. 4.7B4) confirms 




these results.  
 
Figure 4.7 Feature selection to classify msP rats after one month of heavy alcohol consumption. (A) Ranking 
of features according to their importance for model performance. Accuracy (B), Sensitivity (C), specificity (C) 
and area under the ROC curve (AUC) of the SVM model against the number of features (D). In figure (A) 
boxplots represent the distribution of variable importances across folds in the CV scheme. Larger dark points 
show the variable importance estimated by RF with the entire data set. RF: RF out of cross-validation loop. 
cvRF: cross validation in the cross-validation loop. 
Performing feature selection at the inner loop of the cross validation scheme does not modify 
the performance of the classifier demonstrating robustness against overfitting. Univariate models 




(Table 4.2 and Figure 4.8A) show a significant reduction in all performance measures with respect to 
multivariate. Univariate T2 and MD models (above 90% of accuracy) perform better than T1 and FA 
models, as expected again from the ranking of features provided by the multivariate analysis (Fig. 
4.8B). All modalities alone classifies samples with accuracies higher than by chance (p<.05).  
 
Figure 4.8 Performance of unimodal and multimodal SVM models to identify msP rats after one month of 
heavy alcohol consumption. (A) Performance in terms of. Accuracy (Acc), Sensitivity (Sens), specificity 
(Spec) and area under the ROC curve (AUCROC) of the SVM model. Contribution of selected features 
grouped according modality (B.1), mROI (B.2) and Statistics (B.3). T1: Model trained with T1-derived 
features; T2: Model trained with T2-derived features; FA: Model trained with FA-derived features; 
MD: Model trained with MD-derived features; T1_T2_FA_MD: Model trained with all features 
without feature selection. FS: Model trained with all features with feature selection. 
Overall from this analysis we can conclude that using multimodal MRI information and 
machine learning methods the proposed framework correctly discriminate the occurrence of high 
alcohol drinking with an average accuracy of 100%. The classification accuracy is enhanced in 7% 




respect to the best unimodal classifier (SVMT2). As well, feature selection increases the 
performance (1%) reaching the perfect classification accuracy. The high performance of the 
univariate and multivariate models confirms the severe impact that alcohol produces in the brain 
tissue.   




























































































Table 4.2 Performance of unimodal and multimodal SVM models to identify msP rats after one month of 
heavy alcohol consumption. T1: Model trained with T1-derived features; T2: Model trained with T2-derived 
features; FA: Model trained with FA-derived features; MD: Model trained with MD-derived features; 
T1_T2_FA_MD: Model trained with all features without feature selection. FS: Model trained with all features 
with feature selection. P-values mean significance with respect to the label-permuted null model. 
Effects of alcohol abstinence  
Having demonstrated the capacity of the framework to accurately classify alcohol consumers, 
the next logic step of our analysis was to investigate whether alcohol withdrawal or abstinence 
curse with additional alterations in brain tissue producing a distinct multimodal signature. For this 
analysis we used the same mROIs of the alcohol exposed animals in the previous section (alcohol 
condition), together with the mROIs of the same animals obtained one week after forced alcohol 
withdrawal (abstinence condition). Abstinence condition was defined as positive class. As can be 
seen in Fig. 4.9, a performance of the classifier was obtained for discriminating both conditions (see 
below). The first 20 features provide to the model the optimal information to reach the highest 
performance. Feature ranking for this particular optimal classification is distributed across T1 and FA 
and, in lesser degree, MD and and T2-derived features.  





Figure 4.9 Feature selection of the implemented model to distinguish between animals in a one month 
continuous drinking paradigm from the same subjects after a one week of forced abstinence. (A) Ranking of 
features according to their importance for model performance. Accuracy (B), Sensitivity (C), specificity (C) and 
area under the ROC curve (AUC) of the SVM model against the number of features (D). In figure (A) boxplots 
represent the distribution of variable importances across folds in the CV scheme. Larger dark points show the 
variable importance estimated by RF with the entire data set. RF: RF out of cross-validation loop. cvRF: cross 
validation in the cross-validation loop 





Figure 4.10 Performance of unimodal and multimodal SVM models to distinguish between animals in a one 
month continuous drinking paradigm from the same subjects after a one week of forced abstinence. (A) 
Performance in terms of. Accuracy (Acc), Sensitivity (Sens), specificity (Spec) and area under the ROC curve 
(AUCROC) of the SVM model. Contribution of selected features grouped according modality (B.1), mROI (B.2) 
and Statistics (B.3). T1: Model trained with T1-derived features; T2: Model trained with T2-derived features; 
FA: Model trained with FA-derived features; MD: Model trained with MD-derived features; T1_T2_FA_MD: 
Model trained with all features without feature selection. FS: Model trained with all features with feature 
selection. 
Univariate models analyzed for the alcohol-abstinence discrimination (Table 4.3) showed 
comparable performance indices regardless of the modality, with T1 model showing the highest 
accuracy to discriminate states. However, the sensitivity of all of them was very low (Table 4.3 and 
Figure 4.10). As found in previous analysis, the best classification result is obtained with the 
multivariate model combined with feature selection, 69.9% of the cases are correctly assigned to 
either the alcohol or abstinent groups (being near to significance, p=0.07). From 20 features 
onwards, the model rapidly loses the overall ability to distinguish subjects after alcohol exposition 




(sensitivity) (Fig. 4.9B).  




























































































Table 4.3 Performance of unimodal and multimodal SVM models to to distinguish between animals in a one 
month continuous drinking paradigm from the same subjects after a one week of forced abstinence. T1: 
Model trained with T1-derived features; T2: Model trained with T2-derived features; FA: Model trained with 
FA-derived features; MD: Model trained with MD-derived features; T1_T2_FA_MD: Model trained with all 
features without feature selection. FS: Model trained with all features with feature selection. P-values mean 
significance with respect to the label-permuted null model. 
Naltrexone treatment effect in alcohol exposed rats 
The next logic step in our analysis is to study the effect of the antagonist Naltrexone during 
the abstinence. For this purpose, multimodal features of exposed animals (positive class) and 
Naltrexone injected animals (negative class) are used to train the classification model that allow us 
distinguishing between both conditions. Detailed results are provided in the Figure 4.11 and Figure 
4.12. Following the tendency of the previous results, FA-derived features contribute highly to the 
accuracy of the model with less contribution of T1-derived measures. T2 and MD are not selected as 
features contributing to the classification. From 5 features onwards, the model decreases 
progressively the performance mostly due to the loss of sensitivity (specificity decays slowly) (Fig. 
4.11B).  





Figure 4.11 Results of the implemented model to distinguish between animals in a one month continuous 
drinking paradigm from the same subjects after a one week of naltrexone treatment.  (A) Ranking of 
features according to their importance for model performance. Accuracy (B), Sensitivity (C), specificity (C) and 
area under the ROC curve (AUC) of the SVM model against the number of features (D). In figure (A) boxplots 
represent the distribution of variable importances across folds in the CV scheme. Larger dark points show the 
variable importance estimated by RF with the entire data set. RF: RF out of cross-validation loop. cvRF: cross 
validation in the cross-validation loop. 
 




Multivariate model without feature selection show a low performance, even lower than the 
univariate models (Table 4.4). As has been introduced above, from 16 features onwards the model 
provide poor results suggesting that noising features are introduced in the system affecting 
negatively to the prediction of the subjects injected with Naltrexone. Nevertheless, RF approach 
allows us discriminating the features which provide an accurate classification. Even although the 
specificity of the model is not especially high, the overall accuracy is 71.3%. 
 
Figure 4.12 Performance of unimodal and multimodal SVM models to distinguish between animals in a one 
month continuous drinking paradigm from the same subjects after a one week of naltrexone treatment. (A) 
Performance in terms of. Accuracy (Acc), Sensitivity (Sens), specificity (Spec) and area under the ROC curve 
(AUCROC) of the SVM model. Contribution of selected features grouped according modality (B.1), mROI (B.2) 
and Statistics (B.3). T1: Model trained with T1-derived features; T2: Model trained with T2-derived features; 
FA: Model trained with FA-derived features; MD: Model trained with MD-derived features; T1_T2_FA_MD: 
Model trained with all features without feature selection. FS: Model trained with all features with feature 
selection. 
 


































































































Table 4.4 Performance of unimodal and multimodal SVM models to distinguish between animals in a one 
month continuous drinking paradigm from the same subjects after a one week of naltrexone treatment. T1: 
Model trained with T1-derived features; T2: Model trained with T2-derived features; FA: Model 
trained with FA-derived features; MD: Model trained with MD-derived features; T1_T2_FA_MD: 
Model trained with all features without feature selection. FS: Model trained with all features with 
feature selection. P-values mean significance with respect to the label-permuted null model. 
A specific multimodal fingerprint for Naltrexone medicated brains 
In the final analysis of the study we push the discriminative capacity of our method to 
differentiate between two abstinence conditions of 1 week duration each. In the second condition 
animals received daily treatment with the opioid receptor antagonist naltrexone, at doses known to 
efficiently decrease compulsive drinking (naltrexone condition). Naltrexone treated rats were 
defined as positive class. Results are shown in Figure 4.13. Analysis was performed excluding the 
testing sets from (distribution of importance for each fold and repetition are shown as boxplots in A 
and classification performances are depicted as blue lines in B.1-4) and including it in the features 
selection step (large black dots in A and red lines in B.1-4).  





Figure 4.13 Feature selection to classify abstinent subjects according to Naltrexone or saline treatment. (A) 
Ranking of features according to their importance for model performance. Accuracy (B), Sensitivity (C), 
specificity (C) and area under the ROC curve (AUC) of the SVM model against the number of features (D). In 
figure (A) boxplots represent the distribution of variable importances across folds in the CV scheme. Larger 
dark points show the variable importance estimated by RF with the entire data set. RF: RF out of cross-
validation loop. cvRF: cross validation in the cross-validation loop. 
The inclusion of the testing samples produces a significant increase of the performance 
possibly due to the so-called overfitting and therefore, reducing the generalization of the model. In 
terms of higher accuracy, the optimal number of features in this particular analysis is 100 (50 if 




testing set is not part of RF input), with all imaging modalities contributing to them, being once 
again MD derived measures especially well represented (Fig. 4.13A and 4.14B). T1, T2 and FA 
measures contribute quite homogeneously to predict whether the subject has been injected with 
Naltrexone or has not. 
Figure 4.14 shows the performance of the unimodal and multimodal (with and without 
feature selection) models. Feature selection was performed in the inner loop of the cross validation 
scheme in order to minimize overfitting. Univariate models show a significant reduction in almost all 
measures of classification performance when compared to multivariate models (Table 4.5). The 
univariate MD model was the less imprecise (61% of Accuracy), as expected from the high ranking of 
MD-derive measures in Fig.4.14B1. Feature selection improved all performance indices and allows 
multivariate models to reach a 65% (against the 63%) of samples correctly classified with an AUC of 
70% (Table 4.5). Accuracy of the multimodal model, even though no significant, presents a clear 
tendency to be above the chance (p=0.07). 
Exploring the contribution of the features, MD-derived features contribute the most (40%) 
with equal contribution of the remaining modalities (20%). This is reflected by a cv-accuracy of 65% 
of the MD-derived classifier (MSMCA). mROIS 1 and 3 contributes with 24% and 19% of the 
importance respectively.  





Figure 4.14 Performance of unimodal and multimodal SVM models to classify abstinent subjects according 
to Naltrexone or saline treatment. (A) Performance in terms of. Accuracy (Acc), Sensitivity (Sens), specificity 
(Spec) and area under the ROC curve (AUCROC) of the SVM model. Contribution of selected features grouped 
according modality (B.1), mROI (B.2) and Statistics (B.3). T1: Model trained with T1-derived features; T2: 
Model trained with T2-derived features; FA: Model trained with FA-derived features; MD: Model trained with 
MD-derived features; T1_T2_FA_MD: Model trained with all features without feature selection. FS: Model 
























T1 0.52 (0.37-0.66) 0.297 0.59 (0.33-0.78) 0.303 0.45 (0.11-0.72) 0.541 0.71 (0.57-0.85) 0.496 
T2 0.49 (0.34-0.63) 0.329 0.66 (0.44-0.89) 0.241 0.30 (0.00-0.56) 0.853 0.69 (0.56-0.81) 0.557 
FA 0.44 (0.31-0.58) 0.557 0.59 (0.33-0.89) 0.334 0.28 (0.00-0.56) 0.888 0.67 (0.52-0.82) 0.623 
MD 0.61 (0.42-0.71) 0.090 0.67 (0.33-0.78) 0.291 0.54 (0.22-0.78) 0.461 0.83 (0.70-0.93) 0.160 
T1,T2,FA,MD 0.63 (0.41-0.82) 0.086 0.70 (0.44-0.89) 0.150 0.57 (0.28-0.78) 0.339 0.79 (0.65-0.89) 0.250 
FS 0.65 (0.48-0.77) 0.070 0.70 (0.56-0.89) 0.143 0.59 (0.28-0.78) 0.338 0.75 (0.61-0.89) 0.353 
Table 4.5 Performance of unimodal and multimodal SVM models to distinguish abstinent subjects according 
to Naltrexone or saline treatment. T1: Model trained with T1-derived features; T2: Model trained with 
T2-derived features; FA: Model trained with FA-derived features; MD: Model trained with MD-
derived features; T1_T2_FA_MD: Model trained with all features without feature selection. FS: 
Model trained with all features with feature selection. P-values mean significance with respect to 
the label-permuted null model. 
Validating the framework 
As has been pointed above, feature selection improves the classification performance 
removing noising features and identifying feature patterns. One of the main aims of this work was to 
identify a subset of features which better discriminates two experimental stages. We state that 
variable importance calculated by RF provides reliable importance quantification. In order to 
validate such relationship we test variable importances against the Null distribution of variable 
importances obtained by 1000 label-permutation. We found a significant negative correlation 
between the obtained p-values and variable importance for all possible classifications (Spearman 
rank correlation r <-0.95, p<0.001) (Fig 4.15).  





Figure 4.15 Relationship between variable importance and label-permutation tests. Variable importances for 
discriminating Wistar vs msP rats (A), Naïve vs Exposed (B), Exposed vs Abstinent rats (C), Exposed vs 
Naltrexone-treated rats (D) and Saline vs Naltrexone-treated rats (E). Significant Spearman rank correlations 
were significant for all the relationships (p<0.001). p-values are shown in logarithmic scales. Note that for 
1000 permutations, the p resolution is 0.001 (-3 after logarithmic transformation). 
Moreover, one of the major challenges in ML is the reduction of the overfitting in modest 
data set sizes. Generalization of our results was investigated by gold standard cross-validation 
techniques by including or excluding feature selection steps in the inner loop. Of note, the latter 
introduces deliberately overfitting. Results are depicted in Figure 4.16. A higher classification 
performance is obtained when the feature selection is performed independently from classification. 
However, this procedure might increase the overfitting risk given testing set is partly influencing the 
feature selection outcome in different extents in each of the classification tasks.  





Figure 4.16 Effect of inclusion of RF feature selection in the inner loop of the cross-validation scheme. 
Performance of the multimodal SVM models to differentiate Wistar vs msP rats (A), Naïve vs Exposed (B), 
Exposed vs Abstinent rats (C), Exposed vs Naltrexone-treated rats (D) and Saline vs Naltrexone-treated rats (E). 
 
4.2.3 Discussion 
The main findings of the present section are that: (1) robust and anatomically meaningful 
multimodal signatures, here called mROIs, capturing the microstructural and biochemical properties 
of brain tissue can be defined by using MRI and finite mixture models, (2) the utility of these 
multimodal signatures to characterize disease stages, here called MSDs, in a model of alcohol use 
disorder has been demonstrated, (3) the results show that even moderate phenotypes of alcohol 
drinking leave distinct recognizable signatures in brain tissues, (4) alterations in brain parenchyma 
induced by alcohol persist into abstinence, at least in its earlier stages, and (5) further changes in 
tissue microstructure are demonstrated after naltrexone treatment in alcohol abstinent animals, 
defining a treatment-related brain signature for this anti-relapse medication.  
We have presented an analytical framework that uses tissue microstructural information 
extracted from different MRI modalities to implement novel tissue segmentation into multimodal 
categories or mROIs. Combined with feature ranking obtained by RF and SVM learning models, 




defined mROIs attained an extremely good performance in the discrimination of different alcohol 
drinking stages. One novel aspect of our method that largely contributed to the success of the 
classifier is that the distribution of the different MRI parameters within every mROI is fully described 
by a number of up to third-order statistics in order to describe properly the inhomogeneous 
microstructure within an mROI. Indeed, the first positions in the ranking of variable importance for 
correct classifications were usually occupied by features that describe the statistical distribution of 
the parameters rather than mean. Between the different modalities, our results highlight the 
contribution of MD to properly characterize different stages. As such, MD can be seen as a 
potentially relevant biomarker. Nevertheless multimodal description increases the predictive power 
up to 11%. From a neurobiological perspective, the developed methodology provides spatial 
locations (mROIs) and quantitates alterations in a number of parameters describing tissue 
microstructure in specific disease stages and therefore may also assist further investigations to fill 
the gap between clinical observations and neurobiological mechanisms underlying such alterations 
enabling accurate classifications. 
Analytical approaches based on FFM have been traditionally used in neuroimaging studies 
considering a brain composition limited to three types of tissue (gray and white matter and 
cerebrospinal fluid) and combinations of them. However, in the present work we bring a new 
concept in tissue classification based on the combination of multiple microstructural properties of 
brain tissues that define novel tissue categories. This approach maximizes the potentialities of 
multimodal MRI providing comprehensive and non-invasive descriptions of brain tissue without 
including prior spatial information. The utility of this multimodal descriptions or signatures to 
identify and characterize pathological conditions or disease stages, that we have called MSDs, has 
been explored in a model of alcohol consumption in rats. Our results provide a strong support for 
the presented framework. We propose that neuropsychiatric evaluations assisted by human MISDs 
could be valuable for accurate diagnosis and prognosis. 
We have visually shown with a reduced representation of the multimodal space that the 
acquired brain MRI parameters segregate according to the experimental conditions (Fig. 4.3A). This 
is especially clear for the naïve state which totally separates from the alcohol exposed conditions 
(no overlap between confidence ellipses in the PCA), in perfect agreement with the results of the 




classification model (100% of the cases are correctly assigned) (Fig. 4.7B). A challenging 
discrimination was found between alcohol-drinking and abstinence. Both abstinence conditions 
(Naltrexone and non-treated) were discriminated with an accuracy around 70% and better 
identification of abstinence-related samples (sensitivity). Namely, that the microstructural changes 
in brain parenchyma induced by alcohol drinking are largely persistent after alcohol withdrawal in 
this relapse-prone sate. Interestingly, although confidence ellipses of both abstinent conditions 
partially overlap, the simple PCA applied to the longitudinal imaging study already suggested a 
tendency for naltrexone treated subjects to return towards a baseline (naïve) state, while saline 
treated abstinent animals evolve towards a new state. This divergence between saline and 
naltrexone treated abstinent states was confirmed by our analytical model, with both conditions 
being correctly discriminated with an accuracy of 65% and demonstrating that the treatment with 
this anti-relapse medication might induce a physical change in brain parenchyma. 
An important confounding effect is the age and brain modifications occurring in parallel to the 
alcohol consumption. As it will be demonstrated in the following section (Section 4.3.1), despite its 
indubitable presence, observed effects are mainly due to alcohol rather than ongoing brain 
maturation. 
In comparison to other studies, our findings resulted in enhanced predictive power between 
4% (for treatment and alcohol exposure) and 11% in discriminating abstinence periods respect 
BSMCA. These results clearly surpass increases found in Alzheimer’s diseases or schizophrenia with 
modest improvements between 3 and 7% (132-135). All these results together evidence the 
enhanced sensitivity of multimodal and multivariate approaches in the identification of MRI 
signatures associated to multiple pathological stages.  




4.3 A mesoscopic multimodal machine learning approach from 
alcohol initiation to treatment in msP rats 
4.3.1 Effect of alcohol consumption in MRI parametric maps 
Voxelwise comparison revealed widespread changes produced by a month of continuous 10% EtOH 
consumption in different parametric maps independent of natural brain changes (Figure 4.17, left). 
For the sack of simplicity and given the full description of unimodal changes are out of the scope of 
this work, they will not describe them in detail. Our ROI-wise analysis confirmed such results 
changes (Figure 4.17, right).  There was a significant interaction effect Group x ROI in T1 
values, F=10.01, p < 1e-5. A significant trend in group effect was found (F=3.99, 0.054). Bonferroni 
post-hoc tests revealed significant differences in cingulate (p=0.008) and insular cortex (p=0.001).  
There was a significant interaction effect Group x ROI (F=6.98, p < 0.004) and group main effect 
(F=10.19, p < 0.003) in T2 relaxation times. Bonferroni post-hoc tests revealed significant differences 
in nucleus accumbens (p=0.001), caudate-putamen (p<1e-5), cingulate (p<0.001), hippocampus 
(p<1e-4) and primary somatosensory cortex (p<1e-5). There was a significant interaction effect 
Group x ROI (F=9.15, p < 1e-4) and group main effect (F=4.94, p =0.03) in FA. Bonferroni post-hoc 
tests revealed significant differences in primary somatosensory cortex (p=0.01) and insular cortex 
(p<0.001). There was a significant interaction effect Group x ROI (F=3.10, p < 0.046) and group main 
effect (F=10.19, p < 0.003) in MD values. Bonferroni post-hoc tests revealed significant differences in 
nucleus accumbens (p<1e-4), caudate-putamen (p<1e-8), cingulate (p<1e-4), hippocampus (p<1e-4) 
and primary somatosensory cortex (p<1e-8) and insular cortex (p<1e-4).  Of note MD changes 
produced by alcohol consumption were systematically opposite to those changes of normal aging in 
rat brain.  Similar effects were found in other MRI parameters. By contrast, changes in T2 
relaxometry maps were decreased in higher degree due to heavy alcohol consumption. 





Figure 4.17 Effect of alcohol consumption in msP rats compared of one month of isolation in the home-cage 
for controlling age effects (n=17-18). Voxelwise inferences of differences in T1 maps (A), T2 maps (B), FA (C) 
and MD (D) between exposed and control msP rats (left) and differences in selected ROIS (right). Statistical 
maps were thresholded with pFWE<0.05. Nacb: nucleus accumbens; CPu: caudate-putamen; Cg: Cingulate 
cortex; Hc: hippocampus; S1: primary somatosensory cortex; Ins: insular cortex; CC: corpus callosum; FA: 
fractional anisotropy; MD: mean diffusivity. *p<0.05, **p<0.01, ***p<0.001.  
 
4.3.2 Variable Importance 
Having probed that alcohol consumption affect MRI parameters independent of normal aging, 
our first aim was to investigate the local importance of each of the MRI measures in the ability to 
discriminate naïve and exposed states in msP rats. Random Forest algorithm was implemented to 
compute the relevance of each modality. The ranked features fed forwardly voxel-based SVM 
models. As depicted in Figure 4.18, feature importance confirmed a heterogeneous spatial profile of 




importance reflecting the locally diverse nature of microstructural neuroadaptations produced by a 
month of heavy alcohol consumption. Importance spatial profiles largely reproduce results of the 
single MRI modality statistical analysis. Overall, MD and T2 relaxometry values showed higher 
relevancies as discrimination predictors. It is noteworthy to point the importance of brain 
morphometry related measures such as grey and white matter volumes also seem to play a 
fundamental role in the discrimination of the experimental states likely due to the ongoing brain 
maturation during the ethanol exposition. More detailed information about the spatial profiles is 
shown in Fig. 4.18 and Table 4.6. 





Figure 4.18 Importance of lMSD in discriminating Naïve and Exposed experimental states. (A) From posterior 
to anterior slices showing the importance of each modality forming lMSD. From top to down, anatomical 
reference, T1, T2 relaxation maps, FA, MD, gray matter and white matter volume. (B) Contribution in 










T1 T2 FA MD GMv WMv  T1 T2 FA MD GMv WMv 
PrL 1.4 5,4 1.74 3.65 2.06 3.26 HCD 2.64 3.99 1.54 3.14 2.76 2.88 
IL 1.58 4.26 1.88 3.72 3.18 2.66 HCV 1.6 2.98 1.53 2.43 4.35 3.12 
Cg 1.96 4.82 1.83 4.15 1.86 2.85 SUBI 1.82 2.61 1.83 3.9 3.15 2.54 
RSctx 2.14 3.17 2.44 4.22 1.82 2.14 Sept 1.77 4.14 2.14 3.44 2.16 3.67 
OC 1.76 4.26 1.54 4.75 2.72 2.09 THD 1.83 2.92 1.6 4.68 2.39 3.99 
INS 1.89 2.9 1.91 4.56 2.76 1.75 THV 1.87 2.28 1.72 4.59 2.6 4.4 
PRh 1.97 3.28 1.99 2.75 2.56 3.06 GN 2.01 2.45 1.93 2.93 3.46 3.32 
Ect 1.77 2.84 2.13 3 2.9 2.93 SC 2.43 2.23 1.47 4.46 1.6 5.03 
FrA 2.96 3.12 1.91 4.79 2.03 1.36 AcbC 1.22 4.74 1.45 3.78 1.91 2.7 
TeA 1.56 3.32 2.1 3.51 2.66 2.49 VTA 1.34 1.41 1.48 1.53 6.74 2.14 
PtA 1.89 4.09 1.58 5.15 1.33 2.18 AMY 1.74 2.26 1.7 2.89 3.33 2.91 
V2 1.81 4 1.72 4.83 1.49 2.14 SN 1.3 1.44 1.24 1.86 3.3 3.78 
M1 1.74 5.02 1.77 4.69 1.53 1.76 STR 1.56 5.19 1.24 4.39 2.61 2.41 
M2 1.81 4.47 1.96 4.5 1.78 1.85 VP 1.72 3.57 1.34 3.8 1.98 4.22 
S1 1.96 4.56 1.91 4.86 1.52 1.99 HT 1.49 1.78 1.81 2.03 3.75 3.39 
S2 1.62 2.79 1.87 5.57 2.54 1.95 PAG 1.89 1.74 1.61 3.92 4.37 2.85 
Au1 1.94 2.94 2.6 4.63 1.64 2.26 PO 1.4 1.66 1.46 2.15 3.29 2.73 
Au2 1.91 3.02 2.45 4.47 1.82 2.52 SI 1.42 2.62 1.56 3.05 3.21 3.13 
HC 3.5 3.56 1.53 3.56 2.78 2.05 DpMe 1.62 1.39 1.43 4.24 5.26 3.05 
Table 4.6Variable importance of the MRI maps. Values represent the average Gini variable importance in 38 
anatomical regions. 
As expected, variable importance maps assessed by RF reproduces those maps obtained by 
univariate statistical approaches. High RF importances are associated to high absolute t values. 
Specifically, several cortical and subcortical regions showed differences between Naïve and post- 
EtOH exposed states in the univariate analysis of the different MRI parametric maps (Fig. 4.19). 
There is an overall increase in MD and an overall decrease in T2. Structural measurements as GM 
and WM volume were mostly increased. However, GMv in the prelimbic (PL) and Somatosensory 
cortex (S1) were reduced (t=4.26, p=0.001 and t=3.85, p<0.001, respectively).  
 





Figure 4.19 Spatial representation of tissue parameter differences between naïve and post-alcohol exposure 
state. (A) Significant differences in multimodal MRI parametric maps produced by one month of two bottles 
free choice paradigm (pFWE<0.05, pcluster<0.05) (B) Comparisons of the MRI parameters in anatomical areas 
showing significant differences in any parametric maps. Red asterisk and Red-Yellow blobs indicate an increase 
caused by alcohol consumption. Blue asterisks and blue blobs indicate a reduction. * p<0.05, **p<0.01, 
***p<0.001. Data are expressed as mean±SEM. 
 
 




4.3.3 Naïve vs Ethanol Exposed SVM Classification 
Next, we evaluated the effect of the overfitting of the model by either including testing set as 
input of random forest to estimate variable importance or not similar to our previous analysis. 
Results depicted in Figure 4.20 confirmed the overestimation produced by the exclusion of feature 
selection step out of the inner loop in the cross validation scheme. Results reproduce the results 
showed in the previous section confirming optimistic classification performance due to suboptimal 
analytical design.   
 
Figure 4.20 Effect of overfitting in voxelwise classification. (A) Overfitting produced by estimation of RF 
variable importance out the cross-validation loop (A.1) or within the cross-validation loops (A.2). (B) Histogram 
of the overestimation. 
Having minimized the overfitting by inclusion of feature ranking in inner loops of the 
classification pipeline (see section above), we trained the voxel-wise classifiers to distinguish 
multimodal structural, diffusion and relaxometry MRI parameters between naïve and alcohol 
exposed rats. Figure 4.21 summarized brain areas with significant cross-validated classification 




accuracies. Figure 4.21A shows the spatial maps of accuracies for unimodal SVM classifiers (red-
yellow) and   multimodal SVM (blue-green). As can be observed in Figure 4.21B, the combination of 
multimodal features produce a shift in the voxel wise accuracy towards higher values demonstrating 
an enhancement in discrimination power from the complementary nature of the multimodal MRI 
fingerprints. This fact not only represents an increase in the classifier performance, it also manifests 
that the discrimination power benefits from the complementary nature of the multimodal MRI 
fingerprints.  Multiparametric SVM increases in average a 3.4% the accuracy (unimodal classifier 
showed an average accuracy of 0.897 and multimodal classifiers 0.931). The benefit is not only 
present in the overall enhanced model accuracy (Figure 4.21C left), but also it enhances the 
sensitivity in the identification of multimodal MRI brain network changes and expands the high 
classified areas (Figure 4.21C right). The most interesting result is the strong and widespread 
microstructural reorganization after one month of heavy ethanol drinking allowing almost the 









Figure 4.21 Comparison between unimodal and multimodal performance. (A) Voxel wise accuracy maps after 
multiple comparison correction across space (p<10
-3
, pcluster<0.05) of the SVM model using only the most 
important modality (blue) and  accuracy of the SVM model after selecting those modalities which contribute 
positively to identify exposed animals (red-yellow). (B) Histogram of intrabrain accuracies to demonstrate that 
the combination of different modalities shifts the accuracy distribution enhancing discriminatory power (left) 
and the difference distribution (right). (C) Multimodal voxel-wise classifiers do not just show an increase in 
accuracy (left), they also allow the identification of other significantly different regions (right). 
Is alcohol preference related to SVM prediction probability? 
We were also interested in testing and identifying regional MRI-derived structure or lMSDs 
that might anticipate the alcohol preference. We decided to use preference ratio instead of the 
absolute alcohol intake volumes because the water consumption was reduced after 5 days of 
alcohol availability (136).  By using Pearson’s correlation for testing relationship between probability 
of being classified as exposed subjects at Naïve state, we found significant positive correlation 
(p<0.001 uncorrected) in clusters almost bilaterally localized (19 voxels both clusters) in areas 
encompassing basal ganglia and amydalar formations (r=0.804, p<0.001). In other words, subjects 
with higher probability of being classified as exposed at naïve state will show higher alcohol 
preference in early ethanol exposition. Results are shown in Figure 4.22.  





Figure 4.22 Innate evidences of alcohol preference identified by multimodal neuroimaging. (A) Statistical 
map of significant positive correlation in the basal ganglia. (B) Scatter plot of the average probability of being 
classified as exposed subject vs the average alcohol preference within days 1-3 of two bottles free choice 
paradigm. 
We also tested the relationship between the initial or final alcohol preference and the 
exposed state prediction after alcohol consumption (Figure 4.23). While no significant correlations 
were found after cluster correction for Type I error for the final preference, widespread positive 
significant correlations were found for the initial alcohol preference (p<0.01, pcluster<0.05).  





Figure 4.23 Probability of being classified as exposed animals strongly depends on initial alcohol preference 
but not on later preference. 
 




4.3.4 Evaluation of treatment efficacy by SVM 
Having demonstrated that a single voxel provides enough information to classify accurately 
between Naïve and exposed brain tissue states, the next logical step was to use unbiased 
classification probability to predict the efficiency of Naltrexone treatment. After confirming that no 
differences in prediction probabilities at naïve and exposed state between the two subsets exist, 
voxel-wise two-sample t-test was performed. Our results showed no significant differences in 
prediction probabilities between modifications of predictions induced by treatment and abstinence. 
Despite the lack of statistical significancy, we observed some overlapping effects in accumbens and 
medial brain areas between reduction in probability of being predicted as exposed animals between 
Naltrexone treated and non-treated animals. Interestingly, strong decreased probability of being 
classified as exposed animals in cortical areas was only observed in Naltrexone treated animals. 
Further analysis need to be performed in order to confirm homeostatic changes. 
 
Figure 4.24 Effect of Saline (right) and Naltrexone treatment (left) on the reduction of the prediction of the 
brain tissue through local multimodal fingerprints. Colorbar represent differences in predictions after saline 
or naltrexone treatment respect to exposed state. Negative values (blue) represent higher shifting towards 
Naïve state. 
We attempted to put together behavioral aspects represented by ethanol preference and the 
changes of multimodal fingerprint after treatment estimated as the difference of prediction 




probabilities before and after treatment. Interestingly, significant negative correlation between 
initial alcohol preference and modifications in thalamic lMSD were found (punc<0.005, pc<0.06, 
Figure 4.25). No significant correlation was found with final preference and Naltrexone effect. 
Bringing together these results with those previously reported, naltrexone efficacy could be also 
related to innate aspects which anticipates how much ethanol will be intaked.  A non-answered 
question is whether evidences of causality of modified lMSDs and treatment outcomes exist.  
 
Figure 4.25 Naltrexone efficacy is correlated to initial alcohol preference in the ventral thalamus but not to 
steady preference. (A) Identified cluster of significant negative. (B) Scatter plot of the changes in lMSDs and 
initial alcohol preferences. Changes in lMSDs are calculated as difference between exposed prediction after 
and before the treatment. More negative values mean higher effects. 
 
4.3.5 Discussion 
In this section we have confirm the robust classification power provided by combination of 
multimodal MRI. This approach differs substantially from the approach proposed in the previous 
sections in the way that features are extracted: mROI-based above and voxel-wise in the current 
section. As well, the proposed classification approach aims to make predictions a single voxel level 
allowing to differentiate within-subject heterogeneous responses. This is an important aspect in the 
study of psychiatric diseases often multidimensional and characterized by multiple comorbidities.  




As expected, classification accuracies were enhanced by multimodal combination of features 
due to the complementary neurobiological information contained in different MRI parameters. 
However, unimodal MSMCA classifier provides accurate predictive power. This is not surprising 
given the profound changes occurring in the brain tissue during a month of heavy alcohol 
consumption also identified in the previous analysis. By univariate analysis, we identified increased 
MD, GMv, and WMv and decreased T2 relaxation times widely spread across different brain regions. 
Minor changes in FA and T1 were found. The observed severe brain changes might be a priori partly 
explained by normal aging. However, when compared to control msP rats, alcohol exposed msP rats 
showed different brain maturation. Our results were mostly consistent with those results published 
by others. Inconsistent findings have been reported how brain diffusivity evolves with the age. 
Previous studies have shown that brain myelination ends by the end of the third postnatal week 
(137) with a slow progressive decrease in FA values with MD approximately stable from postnatal 
day 80 (138). Other authors, in contrast, have reported declined MD in the brain with no changes in 
FA and consistent brain enlargement (139). Of note, aforementioned studies carried out ex vivo MRI 
in fixed brains which has been demonstrated to alter brain diffusivity (140). Consistent T2 
declination has been reported (141). Despite these considerations, it is undeniable, however, that 
the alcohol is the most contributable factor to discriminate both timepoints. This is confirmed by our 
correlation analysis where surprisingly classification-derived posterior probabilities advance some 
alcohol-related behaviors.  
We investigated the relation of lMSDs with alcohol-related behaviors, specifically with alcohol 
preference. We found significant correlation in the basal ganglia, particularly in voxels encompassing 
basal ganglia and some amydalar nucleus with initial alcohol preferences. In light of these results, in 
addition to other unpredictable reasons which trigger higher alcohol consumption, an innate 
anatomical predisposition seems to exist.  However, biological mechanisms underlying such 
microstructure environment promoting higher alcohol preference are hardly identifiable from MRI 
parametric measures. One of plausible scenarios is the role of limbic system in begin and 
maintenance of alcohol-related mental disorders.  Dopaminergic function in the basal ganglia plays a 
key role in the modulatory effects of motivation and response to hedonic reward (142).  Reward, 
pleasure, or hedonism increases the probability of occurrence of a particular behavior such as 
addiction. This phenomenon is known as positive reinforcement and is pivotal in the acquisition of 




addictive behaviors. In contrast to pleasing circumstances produced by alcohol consumption, other 
implications of disrupted microstructure in the limbic system might be related to modulation of 
negative reinforcement produced during withdrawal episodes or other negative sensations. Effects 
found in the amygdalar nucleus to its role in anxiety and fear circuits as fundamental for acquisition 
of alcohol-related disorders (143, 144). Previous studies proposed that msP rats showing innate high 
levels of anxiety and depression-like behaviors alleviate negative states by alcohol self-
administration (145). 
Our analysis also found widespread significant correlations of initial alcohol preference and 
the lMSD’s immediately after restricting alcohol access but no relationship with later alcohol 
preference. Stated in another way, early alcohol drinking pattern might define the addiction 
development and the MRI tissue characterization. Significant microstructural dependence on early 
alcohol preference and absence in later experimental stages evidences possible neuroadaptations 
occurring during the first days of alcohol access. Harrington and coworkers identified eight different 
alcohol intake profiles which might explain heterogeneous response to treatment (12). Our findings 
manifest the importance of designing clinical interventions based on lifespan intake patterns to 
enhance treatment efficacies. 
lMSDs were not significantly different under the two abstinence conditions, however 
antirelapse Naltrexone treatment might modify divergently the evolution of brain microstructure 
(77). It is important to point that medication seems to “repair” brain tissue in some cortical areas at 
the cost of altering hypothalamic fingerprint. This might explain the sleepiness as a common side-
effect associated to Naltrexone treatment. However, although promising, the homeostatic effect of 
Naltrexone treatment in relapse needs to be further confirmed.  
Finally, we aimed to identify the relationship between unbiased measures of brain recovery 
by quantification of lMSDs and the pattern of drinking. Recovery from drug dependence and 
treatment efficacies are often complex and multidimensional phenomenon depending on a wide 
range of behavioral or genetic factors (146). While naltrexone treatment is related to changes in 
outcomes related to the drinking (147-149), little is known about reciprocal interactions, namely 
how drinking influences treatment.  It is well-known that the proclivity to alcohol drinking by 
rodents depends in part in its sweet flavor. A recent work has suggested a relationship between 




sweet-liking phenotype and  Naltrexone response in a randomized clinical Trial (150).   In line with 
the human literature, our results show higher Naltrexone effect in the ventral thalamic lMSD when a 
higher initial preference for 10% Ethanol exists. It is noteworthy that ventral thalamic nucleus is 
involved in processing reward-relevant information by GABAergic inputs from VTA/SN which could 
modulate alcohol preference and naltrexone efficacy (151).  
In summary, in this section, we have investigated the use of voxel-wise classification models to 
differentiate Naïve from alcohol exposed msPs rats by multimodal brain imaging. We found high 
local prediction accuracies spanning nearly the entire brain and surpassing single modality 
predictions. These results confirm the results obtained in the previous section (4.2) whereas less 
spatial-specific fingerprints assigned correctly the 100% of the samples. We furthermore have 
explored the relationship with behavioral aspects of the msPs rats with brain imaging. Specifically, a 
strong relationship between multimodal MRI-derived biomarkers with initial alcohol preference has 
been found prior to alcohol access suggesting some neural characteristics underlying innate alcohol 
preference. Interestingly, in line with recent human studies, a negative correlation between alcohol-
liking behavior and Naltrexone efficacy has been evidenced. Having probed the use of machine 
learning tools to differentiate individual-wise alcohol-related conditions, in the current section we 
have demonstrated that multimodal and multivariate classification techniques are also powerful 
tools to investigate mesoscopic disease development and evaluate treatment efficacies. 









5. General discussion 
Having demonstrated the use of multimodal signature to discriminate different experimental 
conditions in msP rats, in the current investigation we develop and evaluate a methodological 
approach to increase the classification accuracy combining multimodal neuroimaging data as an 
alternative to traditional statistical analysis where type I errors must be controlled, and we have 
gone one step further using the implemented model to predict the progression of the brain 
alterations produced by the alcohol consumption. As far as we know, no works uses multimodal 
voxel-wise information to learn predictive models using machine learning procedures. Specifically, 
utilizing combinations of data from structural imaging relaxometry MRI maps, DTI modalities and 
algorithms derived from the machine learning such as Support Vector Machine classification and 
feature selection provide excellent results. The most attractive feature is the remarkable 
improvement respect to the traditional mass-variate analysis in the sensitivity to detect changes due 
to de alcohol exposition or even to detect the effect of Naltrexone on the microstructural 
properties.  A direct consequence of this fact is that the addition of many MRI modalities or even 
combining parametric maps of diverse nature increases the sensibility of detecting anatomical, 
microstructural, cellular or functional alterations of the neuroimaging studies and the possibility of 
predicting the disease progression in terms of microstructure and definition of addiction 
vulnerability or resiliency biomarkers. 
The use of machine learning tools in the study of psychiatric diseases has attracted the 
interest of scientists in the last years making it evolve rapidly. We address here some of the future 
work that will be surely conducted in order to progress in the better understanding of the brain 
using the multimodal fusion of in vivo neuroimaging data. 
Despite the excellent results provided, prediction analyses are very optimistic when the 
number of predictors is high relative to the number of samples (152). While cross-validation 
provides strong validation for the training test, predictability of external datasets could be limited. 
We found this situation when different experimental conditions in 18 subjects (at best) are classified 
using 196 or 6 (at worst for first and second approaches presented in this work, respectively). Even 
though a feature selection approach is part of our framework to reduce the number of predictors in 




the classification model, the sample size should be increased in order to reduce the variance of the 
prediction and ensure the validity of the results here obtained. An additional validation subset is 
needed to investigate the reproducibility of our results. 
The proposed machine learning approach at a voxel-level assumes that the abstinence (either 
if the animals are treated with Naltrexone or not) is not a state by itself and can be classified as a 
baseline state or a post-heavy alcohol drinking state. However, this assumption cannot be fully 
fulfilled based on our PCA results since the evolution of the brain during the abstinence cannot be 
longer predicted.  
Here we explore the microstructure of the brain using parametric maps such as T1 and T2 
relaxometry times which is associated with iron deposition and microglia activation (153, 154). In 
addition, diffusion parameters are also included in our models (FA and MD). As previously reported, 
others diffusion metrics such as RD or AD are more sensitive in the detection of demyelination or 
axonal disruption (155, 156) and the classification models might be improved integrating additional 
parametric maps. However, water motion and diffusion processes can be accurately described by its 
magnitude (MD) and anisotropy (FA) (157). Note that the inclusion of additional parameters would 
increase the model dimensionality raising the risk of overfitting (99).  This fact is not simply 
restricted to the diffusion measurement, combining other imaging modalities such as fMRI, 
histology, or even behavioral or clinical measures that complement the model could benefit the 
performance of the prediction models and, therefore, increases the discrimination power (71). 
Despite the promising results, formulated statements here are subjected to strong limitations. 
The conclusions obtained are subjected to very restringing aspects. Classification models to predict 
the exposition to alcohol and progression of abstinence are trained using longitudinal information 
without consideration of the natural evolvement of the tissues. Some alcohol and abstinence effects 
here exposed do not correct the effect of the age or the acute effect of the EtoH. In order to 
consider the age confound, age-control group should be included in the multivariate analytical 
framework. The accumulative effect of the alcohol might produce non-permanent effects in the 
brain such as cytotoxic or vasogenic edema which could alter our results (40). Measures such as 
Blood Alcohol Content (BAC) among others can be used as confounds in our statistical models. On 
the other hand, treatment predictions are based on animals injected with Naltrexone and not 




treated during the withdrawal. All these animals are subjected to the same experimental history; 
therefore this possible flaw does not exist. Behavioral assessment after Naltrexone treatment is 
lacking and we cannot confirm that lMSDs also influence later alcohol-related behaviors. Further 
experiments are needed to identify the causality between MRI parameters and inhibited alcohol 
seeking behaviors after Naltrexone treatment. Alcohol research could benefit of identifying those 
neurochemical and cellular mechanisms driving MRI changes along the longitudinal experimental 
conditions ranking from the alcohol exposition and treated withdrawal. Ultimately, the translational 
value of the proposed microstructural markers and their clinical utility has to be tested in human 
populations. 
From a neurobiological perspective, brain alterations characterized by MSDs in the global 
(mROIs) or  local form (voxel-wise)  provide quantitative information about tissue microstructure 
that may be also used to fill the gap between non-invasive clinical observations and neurobiological 
mechanisms. As mentioned in the introduction, a number of cellular changes have been correlated 
with alterations in acquired MRI parameters. For instance, changes in brain MD as predominantly 
found in our study have been frequently associated to neuroinflammatory processes and cellular 
necrosis (158). In a recent longitudinal study of Wallerian degeneration contrasting MRI 
measurements with immunohistochemical evidence in cats (159); increased MD was clearly 
correlated with microglial activation and astrocytosis. Interestingly, neuroinflammation has been 
recently proposed as a mechanism of alcohol-related brain damage (160, 161). If this were the case, 
the changes induced in the structure of brain parenchyma by a neuroinflammatory process, 
affecting the tortuosity and/or volume of the extracellular space, or inducing iron accumulation (34, 
40, 46, 47) would help explain some of the individual MRI alterations found in our study. 
Intriguingly, one postulated action of naltrexone is as anti-inflammatory (162-164), reverting glial 
activation in the brain (160). In this regard, the specific multimodal signature found in our study for 
naltrexone treated brains, including a significant recovery of alcohol-induced MD increase, lends 
support to the neuroinflammatory hypothesis of alcohol-related brain damage and the anti-
inflammatory effects of naltrexone. Supporting our inflammatory processes hypothesis, relaxometry 
(longitudinal and transversal) changes relates to the amount of free water and the structure of 
intracellular water  (by means of de- and rehydration mechanisms) and therefore,  fluid exchange 
through neuronal membranes associated to alcohol abuse played a fundamental role in the success 




of the discrimination across different disease stages (165). 
Other indirect factors potentially affecting tissue microstructure, as alcohol-triggered 
alterations in neurotransmission and neuronal physiology in general, with an impact on ionic 
gradients and energy metabolism, cannot be discarded. In this respect, chronic alcohol consumption 
by high alcohol preferring rats induces global effects on neuronal activity in many brain regions 
(166). Importantly, and in line with the present results, changes in activity in that study persisted 
after one week of abstinence. Although the precise biological changes behind the multimodal MRI 
alterations found in the present study are yet not known, the obtained results assure further and 
intensive research in that direction. 
  




6.  Conclusions 
This thesis deals with the study of acquisition and maintenance of addictive-behaviors in msP 
rats, genetically selected rats showing high voluntary alcohol preference, by multimodal MR 
neuroimaging. To take benefit from the complementary nature of different MRI modalities, we have 
developed a machine-learning based approach to make subject-wise predictions. Based on this 
framework, two evaluations have been performed. First, a set of biomarkers derived from data-
driven brain parcellation is evaluated. Second, in order to advance in the understanding of brain 
adaptations in acquisition and treatment alcohol-related behaviors, predictive models at 
mesoscopic scales were trained and used to evaluate treatment effects.  
In the following, the main findings obtained throughout this research are summarized: 
 Neuroimaging biomarkers are useful to discriminate several alcohol-related conditions in 
msP rats. Our data-driven parcellation and biomarkers definition allowed us classifying 
conditions with different levels of accuracy.  
 Predictive models multimodal neuroimaging biomarkers overperform those trained with a 
single modality –derived biomarkers. 
 Suboptimal design of analytical frameworks could lead overestimation in the discriminative 
power. 
 Single-voxel based classifiers identify accurately one month of heavy alcohol consumption in 
msP rats.  
 Prediction probabilities are associated with alcohol-seeking behaviors in basal ganglia and 
amygdalar formation, two well-known brain areas related to addiction.  
 Naltrexone treatment might cause homeostatic brain adaptations during abstinence related 
to seeking behaviors. 
To conclude, with technological advances in medicine and health care systems, psychiatric 
diseases can be characterized by increasingly diverse and complex data sets derived from 
neuroimaging, demographic or clinical information. Despite the health benefits for the society, the 
integration of multisource information in computational models is challenging and we are far away 
from using automatic diagnosis tools based on neuroimaging datasets. However, the investigations 
around this topic are encouraging. Along this dissertation, we demonstrate here the fusion of 
multimodal MRI data sets benefits the study of mental diseases and particularly in the study of the 
alcohol disorders and its treatment with Naltrexone during the abstinence. 
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8. Appendix I 
The following work was presented at the 35th Annual International Conference of the IEEE 
Engineering in Medicine and Biology Society (EMBC’13) celebrated in Kyoto (1). 
COSA, A., CANALS, S., VALLES-LLUCH, A. & MORATAL, D. 2013. Unsupervised segmentation of brain 
regions with similar microstructural properties: application to alcoholism. Conf Proc IEEE Eng Med 
Biol Soc, 2013, 1053-6. 
This work has two main objectives. Firstly, a novel segmentation method is proposed that 
complements traditional brain segmentation methods with a novel tissue classification based on 
similar microstructural properties derived from quantitative multimodal MRI. Secondly, the effects 
on brain microstructure associated to hard alcohol intake in a genetic rat model of alcoholism have 
been studied using the developed methodology.  
Methods 
Animals 
Drug naïve male rats of the Sardinian-marchigian alcohol preferring msP line (2) were 
obtained from the breeding facility at the University of Camerino, Italy. The breeding has continued 
for over 35 generations. Alcohol consumption in msP rats is > 5 g/kg/day. 
In total, 8 subjects were considered for this study. Animals were individually isolated each 
other for 30 days with 2 bottles: one full of water and the other full of EtOH diluted to 10% in water. 
Dissolution and water consumptions and weight were registered. 
MR scans were acquired before and after alcohol consumption in order to evaluate changes 
between conditions.  
Data acquisition 
 All images were acquired using a Bruker Biospec 7T (Bruker Biospin, Ettlingen, Germany). 




Anesthetized animals were placed in a modified saddle coil integrated within a customized 
stereotaxic animal holder. This allows precise positioning of the animal with respect to the coil and 
the magnet and avoids movement artifacts. 
Fifteen axial slices were planned for every subject (FOV=32 × 32 mm2, matrix size = 128 × 128, 
in-plane resolution = 0.125 × 0.125 mm2, slice thickness = 1 mm). 
Diffusion Tensor Imaging data was acquired using an Echo Planar Imaging diffusion sequence, 
with 30 uniform distributed gradient directions, b = 670 s/mm2, with two non-diffusion weighted 
images, repetition time (TR) = 4000 ms, echo time (TE) = 23 ms.  
T2 map images were acquired using a multi-slice multi-echo sequence (TR = 6000 ms, TE = [12 
24 36 48 60 72 84 96 108 120 132 144 156 168 180 192 204 216 228 240 252 264 276 288 300 312 
324 336 348 360] ms).  
T1 map images were acquired using a Rapid Acquisition with Relaxation Enhancement (RARE) 
sequence with variable repetition time (TE = 12.61 ms, TR = [155 250 400 800 1600 3500 6000] ms).  
In order to facilitate spatial preprocessing steps, a three-dimensional (3D) image was acquired 
using a RARE sequence (field of view = 32 × 32 × 16 mm3, matrix size = 256 × 128 × 64, voxel size of 
0.125 × 0.25 × 0.25 mm3, TR = 1500 ms, TE = 9 ms).  
Preprocessing  
All same subjects’ modalities were realigned using SPM 8 (Wellcome Trust Centre for 
Neuroimaging, University College London, London, UK). Rigid transformation parameters were 
calculated using non-diffusion volume (DTI), the largest repetition time volume (T2 map), and the 
shortest echo time volume (T1 map). 
Three-dimensional images were re-scaled by a factor of 10 and skull stripped using BET 
(FMRIB Center, University of Oxford, Oxford, UK) (3). Before brain extraction, images were rescaled 
in the anterior–posterior direction by a factor of 0.5, which made the rat brains more spherical. The 
output image was reversed to original size and shape. Calculated mask was used to delete non-brain 
tissue from other modalities. 




Spin-lattice relaxation time maps (T1 maps) and spin-spin relaxation time maps (T2 maps) 
were calculated using an in-house script written in MATLAB 7.1 (The MathWorks, Inc., Natick, MA, 
USA) fitting the data using a non-linear curve fit algorithm. 
DTI were corrected for motion and eddy current distortion and fitted of local diffusion tensor 
using an available tool in FSL library for this purpose. From the diffusion tensor components, 
Fractional Anisotropy (FA) was determined. 
In order to reduce confounding factors coming from the complex and heterogeneous 
anatomical structure of the brain couple with the inter-individual variability and the relatively low 
spatial resolution attainable (partial volume effects), a coronal slice located in a comparable brain 
position in each subject is only used in the study.  
Gaussian Mixture Model Definition 
There is a long tradition in the statistical literature of using finite mixture models (FMM) to 
perform probabilistic clustering allowing overlap of the clusters and handling uncertainty about 
cluster membership in a probabilistic way. 
FMMs are weighted sums of a finite number of parametric probability density functions (pdfs) 
called component densities. A component models the probability of the data to belong to a certain 
class in an unsupervised classification problem. As MRI intensities distributions can be modeled as a 
Gaussian distribution, Finite Gaussian Mixture (FGM) models are widely used in MRI brain 
segmentation. FGM represents the probability of an intensity value (x) given a set of parameters (Φ) 
and is defined as (1): 




where k is the number of the components in the model and αi are mixing parameters that models 
the prior probability of that class (∑ αi = 1
K
i=1 ) while g(x|μi,Σi) is a Gaussian probability function 
defined by its mean μi and covariance matrix Σi that represents probability of belonging to a specific 
class. 




The three microstructural parameters previously calculated have been used in the 
microstructural study of the brain. Let x = {T1(r⃗), T2(r⃗), FA(r⃗)} be a 3-dimensional vector which 
represents the three microstructural values (T1, T2, and FA) in a position of the brainr⃗. X =
{x1, … , xm} is a random variable that represents m positions in the brain of a subject. 𝐷 denotes all 
the data observed in N subjects (𝐷 = X1 ⋃ X2 ⋃ … ⋃ X𝑁). The set of parameters has been 
estimated using 𝐷.  
Using Expectation Maximization (EM) algorithm (4) (5), maximum-likelihood parameters are 
obtained by the maximization mixture log-likelihood. The EM algorithm converges in parameter 
space to a local maximum of the objective function, but is no guarantee of convergence to global 
maximum. For avoiding convergence to local maximum, algorithm is repeated 100 times with 
different initial parameters. The set of parameters with the largest likelihood is assumed. Since the 
number of components in the model is unknown it has to be estimated. Penalized likelihood 
methods have often been used in model selection in mixture problem. In our case, we decided to 
use Bayesian Information Criterion (BIC) (6). BIC was evaluated in models from 1 to 30 components. 
Optimal value (𝑘∗) is chosen using the minimum value of 𝑘 to which BIC has suffered a 99% 
reduction of the difference between its maximum value and its asymptotic value. Using this 
criterion, it is assumed that model does not get complicated for improving convergence in 1%. Also 
diagonal and unconstrained covariance matrices have been studied for modeling the data. 
Finally, each voxel is classified in one of the components depending on the largest posterior 
probability of belonging to every component. In Figure 1, the proposed tissue classification 
framework is showed. 















Figure  1. Framework.  a) MR acquisition (T1 map, T2 map and DTI). b) Realignment and map 
calculation. Definition of subspace 𝑫. c) Model estimation with 5 components using EM algorithm. 
Each ellipsoid is related to every component of the model. d)  Each observation (voxel) is labeled 
with its maximum posterior probability of belonging to each component. 




Having defined the Finite Gaussian Model, a classifier based on linear discriminant analysis (LDA) is 
implemented and validated using a leave-one-out strategy. The classifier tries to distinguish 
between the two time points or conditions (before and after alcohol intake). 
All subjects were characterized before and after alcohol intake by its mean microstructural 
parameter in each cluster. Both situations were compared by performing a t-test using as paired 
samples every microstructural mean value of each cluster before and after alcohol intake. 
Parameters which showed a statistically significant difference (p < 0.05) were used as an input for 
the classifier. 
Goodness in the classification of the data is validated using a leave-one-out strategy. Each one of 
sixteen data sets (eight subjects and two conditions) is classified using the rest of them as training 
sample. Once all sets have been classified in one of the conditions, the hit rate or accuracy is defined 
as the ratio between the number of correctly classified sets and the total number of sets. 
Results and Discussion 
In Figure 2, BIC values for diagonal and unconstrained covariance matrices are represented for 
different  𝑘 number of clusters. It is noteworthy to mention that BIC for unconstrained matrices is 
slightly lower than for the diagonal case. This is in concordance with the results obtained by Desco 
et al. (7) who suggest that unconstrained covariance matrices allow better modeling of voxels 
containing a partial volume effect. 





Using the proposed criterion to define the optimal number of clusters, in k=14 a reduction of 99% of 
the difference between the maximum and the asymptotic value is observed. 
Once this point has been clarified, FGM model is defined using EM algorithm by 14 components and 
unconstrained covariance matrices.  
Posterior probability of belonging to every component of each voxel is calculated. Each voxel is 
labeled depending on the largest posterior probability. In Figure 3, a map of the labels in a subject 
before and after alcohol intake is showed. 
Each cluster can be characterized using the three mean microstructural values (T1, T2, and FA). 
Standard deviation of values in a voxel is highly related with the width of the Gaussian of the 
component.  
Afterwards, a LDA classifier is implemented for clusters that present a statistically significant 













Figure 2. Bayesian Information Criterion (BIC) as a function of the  number of clusters. In 
blue, using a unconstrained covariance matrix. In red, using a diagonal matrix. 




composition. Using a common p threshold (p<0.05), T1 maps present differences in clusters 2 
(p=0.047), 3 (p=0.039), 4 (p=0.024) and 5 (p=0.024), while T2 maps show statistically significant 
differences in clusters 9 (p=0.006) and 12 (p=0.002). Fractional anisotropy did not present any 
difference using this presented model.  
Using the model with 14 components, the hit rate is 93.75% of the cases, i.e. new subjects would be 
well-classified according to the evaluated microstructural parameters. High success rates are 
observed partially due to the inputs of the LDA algorithm, as they are microstructural values which 
have been chosen statistically different before and after hard alcohol consumption. 
Conclusions 
The hard-alcohol consumption effect in the brain can be studied using the microstructural 
information of tissues derived from MRI acquisition. 
Figure 3. Map of labels of a subject before (left column) and after (right 
column) alcohol intake. 
before alcohol 
intake after alcohol intake 




In this work, a fuzzy tissue classification employing three microstructural parameters (T1 and T2 
relaxation times and fractional anisotropy) widely used in the study of mental diseases is proposed. 
The distribution of quantitative parameters derived from MRI has been modeled by a finite 
weighted sum of multivariate Gaussian distribution where each component of the model represents 
a particular tissue in the brain. 
The non-trivial problem of defining the number of clusters has been solved using the BIC value. Once 
the optimal number of components of the FGM has been calculated, the structure of covariance 
matrix of the model has been studied obtaining that the data are better classified if an 
unconstrained matrix is used. This conclusion is in accordance with other results that propose that 
partial volume effect due to the resolution of MR images can be modeled by non-diagonal matrix. 
After the model is defined, all voxels in the brain are classified using the largest posterior probability 
of belonging to each component obtaining a similar distribution of the clusters within the brain in all 
the cases. 
Using microstructural information a Linear Discriminant classifier is implemented with the aim to 
identify subjects who have been exposed to alcohol and validated using a leave-one-out strategy.  
The 93.75 % of subjects are correctly classified suggesting that the study of quantitative parameters 
derived from MRI are an important tool in the identification of areas related to hard alcohol-
consumption effect in the brain. 
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