Abstract-A nonlinear filter is proposed for estimating a complex sinusoidal signal and its parameters (frequency, amplitude, and phase) from measurements corrupted by white noise. This filter is derived by applying an extended complex Kalman filter (ECKF) to a nonlinear stochastic system whose state variables are a function of its frequency and a sample of an original signal, and then, proof of the stability is given in the case of a single complex sinusoid. Simulations demonstrate that the proposed nonlinear filter is effective as a method for estimating a single complex sinusoid and its frequency under a low signal-to-noise ratio (SNR). In addition, the effect of the initial condition in the filter on frequency estimation is also discussed.
I. INTRODUCTION
T HE PROBLEM of estimating the frequencies and other parameters of sinusoids in white noise is a classic one in Radar, Sonar, nuclear magnetic resonance (NMR), analysis of earth waves, etc., and it has been extensively studied. Various estimation methods have also been proposed in each field [1] . As one of the most popular methods, linear-prediction (LP)-based methods for fitting multiple sinusoid signal models to the observed data, such as the forward-backward LP (FBLP) method of Nuttall [2] and Ulrych and Clayton [3] , are widely known. However, the location of the estimated spectral peaks can be greatly affected by a small amount of noise because of the appearance of outliers. Kumaresan et al. [4] , [5] dramatically improved the frequency estimation accuracy at low SNR by using a singular value decomposition (SVD) of the LP data matrix. This approach includes lowering of the "threshold" SNR at the expense of increased computation. Furthermore, to achieve higher frequency estimation accuracy, the iterative filtering algorithm (IFA) [6] has also been proposed. At low SNR, the estimation accuracy of the IFA exceeds that attainable by the SVD method, but at higher SNR, the IFA performance is poorer than the SVD approach due to a persistent bias that is present. Recently, Nagesha and Kay [7] presented the maximum likelihood estimator (MLE) with some constraints on the prediction coefficients. The MLE is a slightly better estimator than the SVD method for high frequency, but it has a local minimum problem and a large computational burden since it is solved by iteration.
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All the above-mentioned methods have been basically developed only for frequency estimation; therefore, they have not been able to directly estimate a sinusoidal signal itself (or amplitude and phase of each component) from the observed data.
On the other hand, the Kalman filter (KF) [8] - [10] has often been applied to frequency estimation. Bitmead et al. [11] proposed the Kalman filtering approach short-time Fourier analysis that estimates the amplitudes and phases of frequency components instead of fixing the frequencies such as This method could not been expected for noise rejection as well as accurate frequency estimation since the observation noise no longer becomes white due to the modeling error. Tam et al. [12] applied the extended Kalman filter (EKF) [9] , [10] to an FM demodulator using the inphase and quadrature technique. However, it is only good for (time-varying) frequency estimation. Moreover, in a high noise situation, the error covariance grows with time due to the nonlinearity of observation. The improved version [13] for the divergence is also presented using a smoothing algorithm, but it is very complicated. Anderson et al. [14] , [15] have applied the EKF to the problem of estimating the parameters (fundamental frequency, harmonic phases, and amplitudes) of a multiharmonic signal in white noise, where the system dynamics is linear, but the observation of the state is nonlinear, and moreover, its nonlinearity is strong, i.e., the observation function has infinite Taylor series. The nonlinearity could cause the EKF to diverge in some poorly initial conditions. In addition, the estimator also has difficulty known as cycle slipping due to the modeling. However, the EKF approach has the advantages that the estimates are computed recursively and that it can cope easily with time variation in the signal parameters, whereas the SVD or MLE approach assumes that the parameters remain constant in time. Here, it should be noted that the EKF or KF approach in the above is processed using real-valued numbers.
In this paper, a nonlinear filter has been proposed for simultaneously estimating both a complex sinusoidal signal and its frequency (precisely a function of frequency) from measurements corrupted by white noise. This filter is derived by applying an extended complex Kalman filter (ECKF) to a state-space representation of noisy sinusoidal signals modeled under the assumption that the number of sinusoids is known. Although, in general, the stability (convergence) of nonlinear filters depends on the initial condition, in this case, the convergence result to a finite value is derived for any initial conditions under a constraint. In the processes of modeling and proving the stability, it will be seen that the complex Kalman filter (CKF) is more attractive than the real one. In addition, reliability of the obtained frequency estimate is discussed by using a correlation of the innovation in the ECKF. A more definitive evaluation of the performance of the nonlinear filter is provided by computer simulations. The results indicate that the proposed nonlinear filter is capable of not only frequency estimation but also of signal estimation at low SNR. This paper is organized as follows. Section II presents a problem treated in this paper. Section III derives an algorithm of the nonlinear filter based on the ECKF, where the observation of the state is linear, and the system dynamics is nonlinear, but its nonlinearity is weak. Section IV gives an asymptotic analysis of the nonlinear filter when time tends toward infinity. Section V investigates some important points of our study using computer simulations. Finally, Section VI summarizes the results and discusses unanswered questions and possible future work.
II. PROBLEM FORMULATION
Let an observation signal at time be a sum of sinusoids with the additive noise (1) where (2) (3) in which and are complex amplitude with initial phase and frequency of the th sinusoid, respectively, is a sampling interval, and
The observation noise is a complex Gaussian white noise with zero-mean and variance , where real and imaginary parts of are mutually independent and have the same variance, i.e., , and [5] , [16] . In this paper, for simplicity, we consider estimation of a single complex sinusoid and its frequency in the presence of white noise under the assumption that the number of sinusoids is known , where the complex amplitude and the variance are previously unknown.
III. A NONLINEAR FILTER (FILTERING ALGORITHM)
In this section, we shall first model the observation signal as in (1) with a state-space representation and then derive a nonlinear filter for estimating a single complex sinusoid and its frequency in white noise based on the state-space model.
In the modeling, we shall recall the fact that a sum of complex sinusoids as in (1) can be modeled as an autoregressive (AR) process of order , especially for a single sinusoid By using this fact and some ideas, we can represent the observation signal by the following linear stochastic system: (4) (5) where (6) which is called an AR coefficient
Note that is included as unknown parameter in the dynamics. The above linear stochastic system is also equivalent to the following nonlinear one: (7) where (8) Next, linearizing the above system and applying a ECKF to the first order system, we obtain a nonlinear recursive filter based on the ECKF for estimating a single complex sinusoid and its frequency in white noise as follows [9] , [10] : (9) (10) (11) where (12) and inverse of the matrix, transpose of the matrix, complex conjugate.
It should be noted here that the derived filter is a nonlinear filter so that the gain and covariance matrix or (precisely the covariance matrix divided by a variance of observation noise ) depend on the estimate of state vector However, expanding in (7) into Taylor series, we can see that the terms higher than third order do not exist, i.e., the nonlinearity of the system dynamics is weak. In addition, the CKF is more attractive than the real one if we try to solve the problem treated in this paper by using the ordinary Kalman filter processed with real-valued numbers.
IV. STABILITY OF THE NONLINEAR FILTER
To prove the stability of the nonlinear filter derived in the previous section under the assumption that , which can be realized by (44), it will suffice to show that the covariance matrix of estimation error converges to zero as time index tends toward infinity, i.e., as This is because the gain becomes zero when so that the filter equations reduce to , and then, it remains stable. Now, let the error covariance matrix at time be the nonnegative-definite Hermitian matrix such as (13) where (14) Next, we shall derive the covariance matrix at with the previous from the following error covariance equations (refer to (11) This means that will also decrease to zero as tends to infinity until Hence, if , it has been proven that (or as From (9) , this result leads to the conclusion that the gain tends toward zero as tends to infinity. Consequently, the filter equations for sufficiently large reduce to (36) Recalling the assumption that , we can find that it arrives at (37) as , where denotes the norm of " ." Hence, the nonlinear filter becomes stable.
Last, we consider the case in which Then, no longer converges toward zero so that is not established. Nevertheless, noting that is established when (33) holds, the filter equations of (9) 
Here, the above equation will be easily derived from (34) if we recall that holds at the point of equilibrium. Hence, if observation signal is bounded, it is seen that the filter would not diverge since it becomes when In summary, we conclude that if is a nonnegativedefinite Hermitian matrix and is bounded, the proposed nonlinear filter based on the ECKF never diverges, regardless of the initial condition of and , and especially when , it becomes stationary Note that the convergence does not necessarily guarantee that the estimates always converge to the true values as shown in the next section.
V. SIMULATION STUDY

A. Preparation
As an example of the good estimation accuracy, we consider a data set of the length that consists of a single complex sinusoid with additive white noise: (41) where (42) and is set for simplicity. The variance of a stationary complex Gaussian white noise with zero mean is chosen to yield a given SNR, which is defined by SNR dB
Note that and are established from the complex Gaussian property of Before starting some simulations, we shall introduce the assumption of no decaying sinusoid into the filtering (estimation) algorithm, i.e., we shall perform the following operation:
right after a calculation of in (9) . According to (34) and (35), this leads to the conclusion that and are necessarily established as if
B. Estimation Accuracy and Behavior of the Nonlinear Filter
We shall now indicate a simulation result to demonstrate the effectiveness of the proposed nonlinear filter as a method for estimating a complex sinusoid and its frequency. Fig. 1(a) shows an original sinusoid , Fig. 1(b) the observation signal in which the white complex Gaussian noise is with SNR 5 dB, and Fig. 1(c) and (d) i.e., and , respectively. The initial value of is set as
using the approximations and On the other hand, the initial value of is set to be , where is employed, and is the unit matrix.
The accurate frequency estimate of the complex sinusoid for a data of under consideration is given by (47) using the last state estimated by the nonlinear filter, where Im denotes the imaginary part of " ." According to (47), the percent errors of the frequency estimates for and under SNR 5 dB as in Fig. 1 are (48) and %, respectively, whereas for SNR 10 dB, they are 0.876 and 0.127 %. From the results, we conclude that the proposed nonlinear filter has high performance as a frequency estimator of a single complex sinusoid in white noise.
On the other hand, Fig. 1 (e) and (f) show a time-transition of the mean square error (MSE) and normalized correlation function of innovation, respectively. In Fig. 1(e) , the MSE in the filter is trace , and the observed MSE is a time-average of up to time The correlation function in Fig. 1(f) is also approximately which is called an innovation. The result indicates that the innovation is close to white noise. In this field, it is a well-known fact that the whiteness means the success of estimation by the Kalman filter [9] , [10] . This fact leads to the possibility that we could guess the success or failure of estimation effectively by means of the whiteness of the innovation. Fig. 2 shows the time-transition of each component of From the results, we can see that is monotonically decreasing with time , and all components converge to zero as tends to infinity. Such a behavior agrees with the results on the stability analysis of the nonlinear filter in the previous section.
C. Effect of the Initial Condition on Frequency Estimation
Examining the effect of the initial state on frequency estimation under the various conditions, satisfactory estimation results are obtained, except for the case of , where indicates an arbitrary value. Furthermore, to clarify in more detail the effect of amplitude or phase in each component of the initial state on the estimation, we shall consider two cases in which or is employed under the condition that and SNR 5 dB. Note that agrees with the true state when or Fig. 3(a) shows the success or failure of estimation with respect to and , where the estimation is recognized as having failed only when the frequency estimate does not converge to the true value even after long observation. From this result, we conclude that the success is almost independent of the amplitude error except for , where could become a temporary standard.
On the other hand, Fig. 3(b) shows the success or failure of the estimation with respect to and The result indicates that the estimation always succeeds in the region of , and the success is especially independent of when It should be noted here that the successful region of and is almost insensitive to the SNR when it is over 3 dB, but it seems to expand slightly as frequency increases. In general, since the mean of is unknown, the initial estimate vector must be set by approximation as (45) and (46). Thus, the initial values of the error covariance matrix should be chosen such that , where setting would be recommended. Note that if , then it becomes in (9).
D. Frequency Estimation and its Limit
In order to discuss the frequency estimation accuracy in more detail, we shall plot the reciprocal of the mean square error MSE versus SNR and that of the variance VAR versus SNR. The results for and are shown in Fig. 4(a) and  (b) , respectively, where is the number of data under 
respectively. Here, is the estimate of obtained by (47) from a measurement with a particular value of white noise that is taken by in the th time of 40 trials under the same SNR, and is the sample average of such as
As seen in Fig. 4 , and decrease monotonically with a decrease of SNR. This means that at lower SNR, the frequency estimate is scattered from the true value and have a wide distribution. However, when the SNR is greater than 5 dB, and for are always greater than 60. Note that there were almost no marked differences in the result of the nonlinear filter (ECKF) even when the operation in (44) was removed. This considerably satisfies the expected result compared with the Cramer-Rao (CR) bound [5] , [16] and the best result of the SVD method [5] for , where the SVD method is used with an optimal prediction order determined experimentally, and the CR bound is calculated as in Appendix E. Here, it should also be noted that the result of the SVD method is drastically degraded in the case of a damped sinusoid at SNR 0 or 1 dB. The above argument treats with only the case in which only a data set of is used for estimation. Therefore, we will have a question as to how the estimation accuracy varies with observation length. To answer the question, we shall investigate the transition of and defined as in (51) and (52) when the observation is lengthened under SNR 5 dB. Fig. 5 plots in order and corresponding to From the results, it can be seen that the longer estimation makes the accuracy higher. For instance, and at SNR 5 dB are improved from 60 to 90 up to , whereas at SNR 10 dB, they are improved up to 110. Here, the MSE and variance of the frequency estimate are almost reached at the CR bound for large data length, and moreover, at some SNR's, they exceed it. However, it should be noted that if the number of trails is increased from 40 to a large number, the CR bound will be not exceeded.
On the other hand, when the SNR was gradually decreased by 0.1, the accuracy at SNR 1.7 dB was not improved even when the observation was lengthened, keeping and Hence, we conclude that the threshold of the filter performance is 1.8 dB, in which the and are improved to about 87, which will be the limit of frequency estimation by using the proposed nonlinear filter (ECKF). In addition, it should be noted that the estimation accuracy at SNR between 1 and 3 dB tends to be considerably sensitive to frequency, correlation of real and imaginary parts of complex white noise, and the initial state Last, to examine the frequency dependency of this method, we repeated the same simulations for The results were very similar to those in Figs. 4 and 5 . Hence, the frequency dependency of this filter will be negligible.
E. Amplitude and Phase Estimations and Their Limits
Using the estimate at , we can approximately calculate the estimates of amplitude and phase of a single complex sinusoid for a data of as (54) Im (55) Figs. 6 and 7 show the MSE and the variance characteristics for amplitude and phase estimations for and 40, respectively, where the CR bounds for are also plotted, which are given by Appendix E. The estimation accuracies of amplitude and phase are considerably inferior compared with the frequency estimation. Nevertheless, compared with the CR bounds, the estimation results were not too bad. However, the amplitude estimation still appears to have a margin for improvement. Furthermore, plotting the curve corresponding to Fig. 5 , we see that the accuracies are slightly improved as observation is lengthened, but there is no remarkable improvement, where the and for the amplitude or phase estimations reached 30 and 30 or 27 and 27, respectively.
The frequency dependency of this filter was also almost negligible for the amplitude and phase estimations.
VI. DISCUSSION AND CONCLUSION
A nonlinear filter based on an extended complex Kalman filter (ECKF) has been proposed for estimating a single complex sinusoid and its parameters (frequency, amplitude, and phase) in white noise. Furthermore, it has been proven that the stability (convergence) of the resulting nonlinear filter is always guaranteed, regardless of the initial condition. Proof is mainly based on the fact that the error covariance matrix tends to zero with time under a certain constraint. Some simulations also show that the frequency estimation accuracy monotonically increases with SNR, and the SNR threshold to be accurately estimated by the nonlinear filter (ECKF) will be 1.8 dB at the present stage.
Some questions remain unanswered. For example, it has not been proven that the nonlinear filter based on the ECKF converges in the case of multiple complex sinusoids. The estimation accuracy in such a case is also not clarified. However, good estimation could be expected since the Kalman filter is suitable for multivariable processing. Future work will attempt to address these questions and, moreover, extend the proposed method to such cases as a damping or time-varying single sinusoid and multiple sinusoids. In the near future, a combination of the ECKF and SVD will also become interesting. 
APPENDIX
and is the conditional probability density function of [5] , [16] . In the case of a single complex sinusoid in which the data samples are represented by (69) the probability density function of the data vector conditioned on the unknown parameter vector is given by (70) where (71) and is a complex Gaussian white noise with zero mean and variance , where According to (68), the Fisher matrix in this case is given by (72) where (73) Furthermore, calculating the inverse matrix of using the determinant of (74) we obtain from (67) the CR bounds for the parameters as 
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