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Abstract 
 
This work comprises of the design and construction of a novel ion trap and guide 
system for the existing photoelectron spectrometer along with the study of two 
molecular systems. 
The redesigning of the system was to address shortcomings in the previous design 
and to open the door to new possibilities of research. The new components have 
been installed and proof-of-concept data has been taken that shows the success of 
the new cryogenic cooling system upon the ions. 
The anionic resonances of anthracene, a polyaromatic hydrocarbon (PAH), were 
studied using the new apparatus. This allowed for the use of a new methodology to 
produce ions of interest that were previously impossible to study. While we found 
that photodissociation gave better regioselectivity, it was possible to generate the 
most stable deprotonated from of the anthracenyl anion. Considering the formation 
of the anions in the interstellar medium, it was shown that it is likely that the 
anthracenyl resonances preferred to decay by autodetachment. This would result in 
little formation of the anion from the approach of an electron upon the neutral. 
The chromophore of the Green Fluorescent Protein (GFP) has been extensively 
studied by other researchers. We investigated the dynamics of an isomer of that 
chromophore. The movement of a single functional group from the para- to the 
meta- position completely alters the energetics of the system along with the 
dynamics. It was shown that this structural change would make for a significantly 
poorer choice as a chromophore for a fluorescent protein. 
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1. Introduction 
 
 
 
 
 
 
 
 
 
This chapter provides a review of the techniques used in this thesis and the energy 
storage mechanisms and transfer mechanisms of molecules studied during the 
course of this work. 
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1.1. Temperature and Statistical Mechanics 
 
Understanding the fundamentals of the processes of chemistry is to consider 
energy; how much and where is it going? Knowing the answers to both questions 
will inherently describe many of the particulars of any given reaction. Answering 
the first question is generally the simpler – knowing the initial conditions of our 
reactions provides a reasonable estimate of the amount of energy available. 
However, a moment’s consideration reveals this to be only an estimate. Given the 
inherent inaccuracy of an estimation, the assumptions made to produce it need to 
be examined thoroughly. 
One can consider a reaction from two extreme perspectives – that of molecules or 
that of mixing two bulk substances together. The latter involves easily measured 
quantities (e.g. temperature, pressure, volume) and forms the macroscopic 
description of the system. Linking the large-scale phenomena with the experience 
of the individual molecules is the basis of statistical mechanics. 
Statistical mechanics began with classical thermodynamics which primarily 
concerns itself with macroscopic properties of systems in equilibrium.1 However, in 
doing so, thermodynamics neglects the details of molecular or atomic structure. 
Thus, it is impossible from this framework alone to draw any conclusions about the 
underlying molecules and their behaviour. However, even for molecularly 
complicated systems, the thermodynamic relations hold true.  
The connection between how classical thermodynamics succeeded at predicting 
macroscopic quantities without a microscopic viewpoint is down to the statistics of 
large groups and degeneracy.* Avogadro’s number ( 23 16 x 10  mol ) defines the 
number of particles in a mole and highlights the reasoning behind using a statistical 
approach. It is obvious when considering a group of particles of even modest size 
that there are vast numbers of ways to arrange the energy across the group. 
                                                          
* In the physics sense – of being in the same state. Not the other meaning. This isn’t that sort of 
thesis. 
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This consideration of possible states of the system is the ensemble and which 
properties are fixed defines the ensemble.2 Most ensembles have 3 defined 
quantities, such as: volume (V), temperature (T), number of particles (N), total 
energy (E), and pressure (p). Every ensemble has a central statistical 
thermodynamic function that is present in all expressions for thermodynamic 
properties – this is the partition function.  
Putting all this together for a system starts to demonstrate the various possibilities 
of energy storage. The simplest system to model would be an ideal monatomic gas 
– the results of which hold true for helium under many circumstances. Given the 
ideal gas law, 
 BpV Nk T  , (1.1) 
and that the canonical ensemble is defined by N, V, and T, the canonical ensemble 
will be used for this discussion.1,3 Such a system has 3 forms of energy storage. The 
standard form of the canonical partition function is: 
 B
( , )
( , , )
jE N V
k T
j
Q N V T e

  , (1.2) 
where j is a state and thus jE  is the energy of the j-th state.
1 The eigenvalues of 
( , )jE N V would ideally be those of an N-body Schrödinger equation. However, this is 
impossible to solve exactly.  
The simplest way to resolve this is to split the Hamiltonian into its various degrees 
of freedom, 
 trans elec nuc
ˆ ˆ ˆ ˆH H H H   .  (1.3) 
This allows the partition function to be evaluated as, 
  trans elec nuc( , )q V T q q q  , (1.4) 
where transq  is the partition function for the translational degrees of freedom, elecq  
is the partition function for the electronic degrees of freedom, and nucq  is the 
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partition function for nuclear degrees of freedom.1† Of these, only the first two are 
of interest under most conditions. The reason is the degree of separation between 
energy levels that describe the various degrees of freedom. The energy separation 
for nuclear energy states is of the order of 610  eV , thus to have even 1% of a group 
in the first excited nuclear state would require temperatures in the region of  
1010  K .1 When considering elecq , the contributions from excited states are often 
negligible due to their energy relative to the ground state. For helium, our simplest 
case, the difference between the ground state, 1 0S , and the first excited state,
3
1S , 
is nearly 20 eV.4 This means that for a 1% probability of finding He in its 3S1 state, 
the temperature would need to be around 45 10  K .  There are situations where 
the energy gap is considerably less, and these will be covered later. Finally, there is 
the translational energy contribution. The energy gaps between the translational 
levels are the smallest of all. Considering the simplest quantum system, a particle in 
an infinitely deep 3D cubic well, gives the energy levels to be: 
 
2 2 2 2
trans 2
( )
8
x y zh n n nE
mL
 
  , (1.5) 
where , ,x y zn n n are the quantum numbers in each of the three Cartesian 
coordinates, m is the mass of the particle, and L is the length of the side of the cubic 
container.1 The one-dimensional equivalent has energy levels that become further 
apart as the energy increases because the levels are proportional to 2n  . However, 
the 3D box has inherent degeneracy due to the independence of the three 
quantum numbers. This allows for the density of states to increase faster than the 
gap between levels as can be seen in Figure 1.1. For very large values of n, the 
degeneracy is proportional to E . 1 
Attempting to evaluate the sum of the partition function directly runs into a 
problem; the total is impossible to express as an analytical function. This could be 
rectified by considering the summation as continuous rather than discrete and 
performing an integration. To do this, it is worth evaluating the difference between 
                                                          
† As this is considering a single atom, this nuclear component is the internal energy states of the 
nucleus. When discussing relative nuclear motion in section 1.1.1, more terms will be described. 
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sequential energy levels to establish the validity of this approach. The difference in 
the exponential argument in eq. (1.2) going from n to (n +1), Δ, is:  
 
   
22 22 2
2 2 2
B B B
1 2 1
8 8 8
h n h nh n
mk TL mk TL mk TL
 
     , (1.6) 
where n is any of the above quantum numbers. Substituting values in for helium in 
a cubic meter box at 300 K this reduces to: 
   202 1 10n     . (1.7) 
Assuming all three quantum numbers to be the same gives an estimate of the 
magnitude of n for an average helium atom: 
 
9
average 10n   . (1.8) 
This shows that for the average molecule in this situation, the discrete nature of the 
partition function can be neglected in favour of a continuous approach. Assuming a 
value of 510   as a point where the assumption might fail, would imply a 
molecule having 10 B10 k T  of translational energy.
1 This demonstrates that extreme 
systems are required before the discrete nature of this summation becomes in any 
way noticeable.  
 
Figure 1.1 Relative energy levels of an infinitely deep square potential well. a) Initial wavefunction 
shape plotted at the energy level for the ground state and the first 4 excited states of the one-
dimensional well. b) Histogram of the degeneracy of translational states in a 3D infinite square well. 
Also shown is a constant-adjusted curve that predicts the degeneracy for large values of n. 
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Considering the sum of eq. (1.2) as an integral of the form: 
 
2
0 4
ane dn
a
    , (1.9) 
 
results in 
 
B
x
2 mk T L
q L
h

 

 , (1.10) 
where Λ is known as the thermal de Broglie wavelength.1 As the Cartesian 
coordinates are independent, the partition functions can simply be multiplied to 
give the familiar form, 
 
3
trans x y z 3 3
L V
q q q q  
 
 . (1.11) 
This result allows a check on statistics – the above are based on simple Boltzmann 
statistics. 1 Both of the two quantum statistical distributions tend to a classical 
Boltzmann distribution under high temperature or low density. This implies that the 
number of available states is much greater than the number of particles. Thus, the 
likelihood of multiply-occupied states is low. One methodology of testing this is 
evaluating the translational partition function as shown above. The condition is that 
 
3
1
V

 . (1.12) 
Thus, if the translational partition function is sizeable then classical statistics are 
justified. 
1.1.1. Rotation and Vibration 
 
Moving to consider a slightly more complex system opens new energy storage 
possibilities. This is easily demonstrated by considering a diatomic gas. Immediately 
this makes use of two new degrees of freedom, rotation and vibration, for which 
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we can define partition functions rotq  and vibq  , respectively.  However, it also 
opens up a different problem – more atoms and bonds. 
To evaluate and consider the vibrational and rotational partition functions and 
therefore their relative contribution to thermal effects, we need to know their 
relative energy. However, to solve the Schrödinger equation for that many bodies 
and interactions is impossible with exact methods. The first approximation to be 
made is the Born-Oppenheimer approximation. 1 It allows the motion of the nuclei 
and the electrons to be considered separately. The logic is that the huge difference 
in mass between the nuclei and the electrons, proton
electron
1800
m
m
 
 
 
, means that the 
electronic motion can be calculated relative to stationary nuclei. 2 Considering the 
mutual attraction and that 
force
acceleration = 
mass
 , this means that the electrons will 
be experiencing accelerations three orders of magnitude greater than the nuclei.  
The Born-Oppenheimer approximation splits the Schrödinger equation into two 
parts – one that describes the motion of the electrons in the field of the fixed 
nuclei, the other the motion of the nuclei in the electronic potential set up by the 
electrons. 2 This latter is the sum of the all the contributions from the individual 
states which each have a characteristic internuclear potential.   
As with all approximations, there are some situations where the assumptions are 
invalid. This assumption breaks when there is significant coupling between the 
movement of the electrons and the nuclei and there is only a small energy gap 
between two electronic states. Many of these are true when considering chemical 
dynamics, however it allows for a meaningful discussion due to the predictions of 
the adiabatic states. 
Applying the Born-Oppenheimer approximation to the problem of rotational and 
vibrational partition functions moves the methodology forward but we again 
encounter a problem. A way to visualise the situation is to consider the motion as 
the combination of two separate processes, the motion of the centre of mass and 
the relative motion of the individual atoms relative to this centre. Given that the 
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frequency of the vibrations is much faster than that of the rotations, a further 
approximation is made.5 The rotational motion is considered for a rigid “dumbbell” 
of fixed length as the vibrational motion will be averaged out. The vibrational 
motion is considered totally separately to that of the rotational and is known as the 
rigid rotor-harmonic oscillator approximation, so that the total partition function 
can be written as: 
   trans rot vib elec nuc,q V T q q q q q  . (1.13) 
This is in order of increasing energy. 
The energy levels for rotation of a diatomic molecule are given by: 
 
2
rot 2
( 1) where 
8
h
E BJ J B
I
    , (1.14) 
B is the rotational constant for the molecule, which is defined by its moment of 
inertia, I.1 When it comes to computing the partition function based on this, the 
degeneracy of the states becomes important. The sum is: 
 B
( 1)
rot
0
(2 1)
BJ J
k T
J
q J e



   . (1.15) 
Another useful measurement is the rotational temperature, defined by: 
 
2
rot 2
B B8
h B
k I k
    . (1.16) 
Mathematically, the solution to eq.(1.15) is impossible to write in a closed form. 
However, if considered as an integral similar to eq. (1.9), a simple result emerges: 
 rot
rot
T
q 

 . (1.17) 
The simplicity of this result is due to the assumptions made.1 It is only valid for 
temperatures of molecules where T is considerably larger than the characteristic 
temperature of rotation. Furthermore, when considering homonuclear diatomics, 
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this result overestimates the number of accessible states. A symmetry number, σ, is 
used to correct for this – for which it has the value of 2 for homonuclear diatomics, 
 rot
rot
T
q



 . (1.18) 
Vibrational motion can be considered similarly, with the energy levels being: 
 vib e
1
2
E v h
 
  
 
 , (1.19) 
 
where v is the vibrational quantum number and e  is the vibrational frequency.
1 
The characteristic temperature of vibration is defined as: 
 evib
B
h
k

   . (1.20) 
When considering the partition function, the geometric series converges to: 
 
vib
vib vib
vib
2
2
vib
0
1
n T
T T
n T
e
q e e
e

  


 

  . 1 (1.21) 
While all the above expressions are derived for a diatomic, the fundamental 
mechanics are the same for polyatomic systems. Instead of a single vibrational 
mode there are several in a polyatomic molecule. For a non-linear polyatomic there 
are three degrees of rotational freedom that each contribute. 
1.1.2. A Large Polyatomic Example 
 
To illustrate the distribution of energy among various vibrational modes, we 
consider the chromophore of the green fluorescent protein (GFP), which is often 
taken to be the anion of para-hydroxybenzilidene-2,3-dimethylimidazolinone 
(HBDI–), a molecule previously studied by this lab and shown in Figure 1.2.6  
10 
 
 
Figure 1.2 Ball-and-stick representation of the 4-(parahydroxybenzylidene)-5-imidazolinone (para-
HBDI) anion. 
The fundamental frequencies of the vibrational modes have been calculated 
previously using density functional theory (DFT) at the CAM-B3LYP/aug-cc-pVDZ 
level of theory.7 As this molecule is non-linear, the formula for the number of 
degrees of freedom and vibrational modes, α, is: 
 3 6N    , (1.22) 
with N as the number of atoms in the molecule.1 For HBDI–, we would therefore 
expect 75 different vibrational modes, due to 27 atoms. Each mode has its own 
distribution associated with it at a given temperature. Considering the relative 
energies of the modes in terms of the vibrational temperature defined in eq. (1.20), 
they range non-linearly from 67 K (47 cm-1) to 4629 K (3217 cm-1).  The amount of 
energy stored in vibration is given by: 
 
vib 
vib 
vib vib 
vib B
1 2
1
j
j
T
j j
j T
e
E k
e





 
  
  
  
 ,  (1.23) 
where j denotes the vibrational mode and vib j  as the vibrational temperature for 
that mode.1 This sum also includes the zero-point energy in the 
vib 
2
j
 terms.  
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Table 1.1 The relative energy present in vibrational modes for the molecule para-
hydroxybenzilidene-2,3-dimethylimidazolinone at various temperatures. 
While this is entirely accurate, for the purposes of clarity, the constant offset 
present from the zero-point energy will be subtracted to consider a relative energy. 
The relative energy thus given is a measure of the way that the energy distribution 
within the vibrational manifold changes as the temperature changes. 
Unsurprisingly, the whole trend is some form of exponential, but the actual values 
are more relevant in this case.  
Temperature (K) Relative Energy (eV) 
10 68 10   
80 0.02 
150 0.08 
300 0.3 
 
Previous work from this lab has been conducted at a minimum of ~298 K.8 The ions 
underwent no thermal alterations from their surroundings – the previous 
equipment had neither heating nor cooling capability for the ions in the trap. 
However, upon extraction, it is likely that some collisions occurred after 
considerable acceleration. This will be discussed more thoroughly in the 
experimental chapter. At 300 K the relative vibrational energy is 0.3 eV . For 
comparison, the average translational energy of a molecule at 300 K is 0.03 eV. 
The amount of energy available to the molecule defines the likelihood of excited 
level occupation for each of the 75 different available vibrational modes. 
Considering the distribution of excited vibrational levels makes the thermal 
difference particularly clear. The proportion of molecules in vibrational energy 
levels above v = 0 for each mode is given by: 
 
vib
0 01
T
vf f e


     .
 1 (1.24) 
Plotting the excited vibrational level fraction for a few temperatures is shown in 
Figure 1.3. 
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As can be seen in Figure 1.3, at 300 K there is population in excited levels of 
vibrational modes with characteristic temperatures much greater than 300 K. There 
is 10% for a vibrational temperature of 700 K.  Contrastingly at 80 K there are only 
5 modes with more than 10% population in higher energy levels.  
 
 
Figure 1.3 Excited state proportions of vibration at 80, 200, and 300K for the para-
hydroxybenzilidene-2,3-dimethylimidazolinone anion. The horizontal axis is presented as the 
vibrational temperature of the various modes.   
 
1.1.3. Angular Momentum & Term Symbols 
 
Electronic states other than the ground state may also contribute to the partition 
function. Electronic states are usually defined in terms of their term symbols. For an 
atom, this is 
 
2 1S
JL

 , (1.25) 
where S is the total spin quantum number, J is the total angular momentum 
quantum number and L is the total orbital quantum number.2 When considering a 
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Table 1.2 The relative energies and degeneracies of the first 5 states of monoatomic oxygen. avT  is 
the temperature where the average translational energy ,   B3 2 k T   , is equal to the relative 
energy shown.1  
 
system of monatomic oxygen (deliberately discounting the physical impossibility of 
this), the possible configurations of the electrons, while confining the electrons to 
the p orbitals, are shown in Table 1.2. 
This shows that monoatomic oxygen gas would have a significant contribution from 
the first two excited states at room temperature. 
Term Symbol Degeneracy Relative energy /eV 
//e(eV) 
avT /K  
3
2P  5 0  
3
1P  3 0.02 150 
3
0P  1 0.03 220 
1
2D  5 1.97 15200 
1
0S  1 4.19 32400 
 
The form for the term symbol in a diatomic molecule is more or less the same: 
 
2 1 ( / )
,( / )
S
u g
  
  , (1.26) 
where Λ is the projection of the orbital angular momentum along the internuclear 
axis, Ω is the total angular momentum along the internuclear axis, u/g is the parity 
and +/– is the reflection symmetry with respect to a plane containing the inter-
nuclear axis. 2 
This provides a considerable amount of information about the electronic state of 
the system. However, for large systems this may be almost impossible to truly 
define. A simpler example will help illustrate a few useful points. Singlet oxygen 
describes one of the first two excited states of the oxygen molecule. 
14 
 
 
Figure 1.4 The ground state, left, and the first two excited states of molecular oxygen. Increasing in 
energy from left to right, the first excited state is 0.98 eV and the second is 1.63 eV above the 
ground state. 9 These would correspond to an average translational energy temperature of 7500 K 
and 12500 K respectively.  
While the electronic configuration of both the excited states displayed in Figure 1.4 
lead to singlet states, it is the 
1
g   state that is generally referred to by the moniker 
of singlet oxygen. The 
1
g
  state is highly reactive and also quickly decays into the 
1
g  state.
9 Decay to the ground state is spin forbidden, this means that the lifetime 
of the 
1
g  state is surprisingly long, up to 45 minutes in the gas phase.
10 
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1.2. Energy Transfer Mechanisms 
 
All of the above topics discussed thus far have been formulated under thermal 
equilibrium. While this is entirely valid and contains valuable information about the 
energy distribution in molecules, many more processes occur when a system is 
perturbed, such as by the absorption of a photon. While this specific process will be 
covered more explicitly in Section 1.3.4, here we consider the processes that 
transfer energy in molecules, in particular those associated with relaxation.  
The first distinction to make is between radiative and non-radiative processes. The 
former involves the emission of electromagnetic radiation. Non-radiative processes 
involve the transfer of energy between states of the molecule and often also 
between different forms of energy (e.g. electronic to vibrational). To discuss this 
further a visual aid is helpful.  
 
Figure 1.5 Jablonski diagram illustrating different relaxation processes that can occur. This shows 
intersystem crossing (ISC), red, from one spin state to another; in this case from an excited singlet, 
S1, to the lowest triplet state, T0. There is intramolecular vibrational redistribution (IVR), magenta, 
from vibrational levels to other isoenergetic vibrational levels. Relatedly there is vibrational 
relaxation (VR), green, from excited vibrational levels to lower vibrational levels. There is also 
fluorescence (FL) from one excited electronic state to another of similar spin, blue, and 
phosphorescence (PH) from one excited state to a lower one of different spin, orange. 
The most common form of visual representation of the internal energy processes of 
a molecule is a Jablonski diagram as shown in Figure 1.5.11 Radiative processes are 
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represented as straight arrows while non-radiative processes are represented by 
squiggly arrows. 
 
1.2.1. Intramolecular Vibrational Redistribution 
(IVR) 
 
Starting from a vibrationally excited state, a molecule can undergo intramolecular 
vibrational redistribution (IVR). This process allows for the energy to be distributed 
over other vibrational modes. If the molecule is isolated and thus cannot lose 
energy to its surroundings, then the energy stored in the other modes exactly 
corresponds with that lost from another. 12 However, if the molecule can interact 
with others nearby, the energy can be redistributed across the system as heat. This 
process is generally referred to as vibrational relaxation (VR) as the process is 
irreversible. 
How the energy passes between the vibrational modes is primarily due to the shape 
of the potential wells. When considering the vibrational partition function, the 
assumption was that the motion was harmonic and of the form 2r , where r is the 
internuclear distance. 1  
While a harmonic potential makes the mathematical formulation easier and is a 
good approximation for small amplitude vibrations, as can be seen in Figure 1.6, 
real molecules have anharmonic potentials such as the Lennard-Jones (L-J) potential 
shown in Figure 1.6.13,14 The much shallower gradient extending to larger 
internuclear spacing arises because eventually, the bond must break.  
For small molecules, this redistribution can be reversible,12 as evidenced by a 
periodic revival of population in time-resolved experiments.12,15 When considering a 
larger molecule, the sheer number of other vibrational levels and modes causes the 
process to be dephase rapidly and IVR becomes irreversible. This can be considered 
a statistical process so long as there is a sufficient density of states. The rate of 
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migration into other levels is then predicted by Fermi’s Golden Rule.16,17 Despite 
being known as Fermi’s rule, most of the preparatory work was done by Dirac.18  
 
 
Figure 1.6 Comparison of the r2 harmonic potential well, in red, and the Lennard-Jones potential in 
blue. 13 
Fermi’s Golden Rule covers the general situation where one state (or vibrational 
level) is coupled to a large number of similar other states, up to and including a full 
continuum of states.2,16 Under these conditions, the rate of transfer from an initial 
state a  can be considered to be: 
 
2
IVR
2
( )aj a j
j
k V E E

   , (1.27) 
where jE  is the energy of final states j, ajV  is the strength of the coupling between 
a and j, and ( )a jE E   is the delta function acting upon the difference in energy 
between the initial and final state. 2 Given the properties of the delta function, that: 
 ( ) 1 and ( ) ( ) (0)d f f     
 
 
   ,  (1.28) 
18 
 
where ( )f  is any generalised function of , a generalised variable, it is no surprise 
that the summation predicts transitions primarily to states where j aE E .
16 The 
derivation of the rate expression comes from considering a perturbation to the 
potential energy. This requires both that the coupling between the states be small 
but also that it be much larger than the energy spacing between the final states. 
Given the large number of the final states that are defined as being almost 
degenerate, this is easily justified. While the exact couplings between different final 
states are expected to be different, it is very difficult to practically measure these. 
Furthermore, often when considering the results of an experiment, it is entirely 
possible to have a manifold of similar initial states as well as final states. This would 
be considered as a further sum of the form above but now over all starting states, 
a, as well. When dealing with experimental results, the rate is often expressed as: 
 
2
IVR
2
( )av ak V E

  , (1.29) 
where avV  is the average coupling and ( )aE  is the density of final states (at the 
initial energy).12 
When comparing competing relaxation pathways, it useful to have some typical 
values. IVR for many molecules takes place on the timescale of 1 to 10s of 
picoseconds.12  
 
1.2.2. Internal Conversion (IC) & Intersystem 
Crossing (ISC) 
 
Internal conversion (IC) and intersystem crossing (ISC) are the non-radiative 
processes that link between different electronic states in a similar manner to the 
vibrational states of IVR.17 The difference between IC and ISC is that IC moves 
between electronic states of the same spin while ISC has a change in spin. A system 
undergoing IC most often moves population from some vibrational level of an 
excited electronic state to an excited vibrational level of a lower-lying electronic 
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state. As energy must be conserved, the electronic energy is changed into 
vibrational energy, that can then be subject to IVR. The IC mechanism relies on 
electronic-vibrational coupling and, given that the Born-Oppenheimer 
approximation explicitly ignores any coupling between the electronic and nuclear 
motion, this process is clearly non-adiabatic.17 
The rate of IC can be considered in a similar manner to that of IVR, by a Golden Rule 
approach, replacing the anharmonic vibrational coupling with an electronic 
coupling. Often this coupling is assumed to be constant across the states and so the 
rate becomes dependent on just the overlap of the wavefunction of the vibrational 
levels. This is the foundation of the Franck-Condon (FC) factor and will be discussed 
in more detail in section 1.3.4.16,17,19 As can be expected, some modes are vastly 
more important than others due to much stronger coupling between initial and end 
states and these are known as the promoting modes. Experimentally is has been 
observed that the rate of internal conversion has a dependence on the energy gap 
between the states, E , and the frequency of the promoting modes, : 20,21 
 IC
E
k e 


  . (1.30) 
Obviously, the more states and modes available to couple to and from, the more 
efficient this process becomes. A further special case occurs when the states have 
the same energy, as discussed in the next section.16,17  
When the two electronic states have differing spin, the process of IC described 
above is formally forbidden by selection rules. If spin-orbit coupling is considered 
and is of a sufficient magnitude, this can be overcome and is known as ISC.2,16,17 As 
with IC, the overlap of the wavefunctions is important, but now also the spin-orbit 
interaction. The spin-orbit coupling generally increases going right and down the 
periodic table, but ISC can occur without particularly heavy elements. A typical 
timescale for ISC is between 10 ps to some μs, but some systems have a particularly 
efficient spin state conversion rate, such as the dye molecules in dye-sensitised 
solar cells.22 It has also been observed that the presence of paramagnetic species in 
solution will considerably increase the rate of intersystem crossing.23  
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1.2.3. Conical Intersections (CI) 
 
As alluded to earlier, the rate of IC given by eq.(1.30) has a special case when the 
energy difference between the states approaches zero. Under these conditions the 
states are said to have a conical intersection (CI). This situation is completely at 
odds with the Born-Oppenheimer approximation as there is inherently a strong 
coupling between the electronic and nuclear modes close to a conical intersection. 
17,24,25 When considering the dynamics through such a conical intersection, a mere 
Jablonksi diagram is insufficient. The potential energy requires consideration as a 
variable of at least two independent internal coordinates. 
A generic conical intersection is shown in Figure 1.7. A molecule traversing the 
excited state could approach the intersection and quickly couple to the ground 
state. However, the final product can be in different positions on that ground state 
surface. The motion though the intersection describes the likelihood of the possible 
outcomes from the CI.25 Looking at Figure 1.7 would predict two products, 
corresponding to departing in opposite directions from the CI roughly along 
1x
Q . 
For diatomic molecules there is a strict non-crossing rule for two states of the same 
symmetry, however polyatomic systems can have intersections even between 
states of the same symmetry and spin multiplicity.24 When dealing with large 
system, it becomes clear that while it is simple to visualise the intersection as a 
point of contact between two surfaces, this is a simplification – the intersection 
forms a seam in 2N  dimensions of the available N  nuclear coordinates present 
in the molecule.24 
A conical intersection is the fastest variation of internal conversion, allowing for 
efficient energy conversion to vibrations within the manifold of the lower electronic 
state. The frequency of the mode present in eq. (1.30) could be viewed in a classical 
sense as how often the molecule passes through the appropriate geometry. For a 
conical intersection, the approach to the geometry can be longer in time than that 
of the passage to the lower electronic state, evidenced by timeframes shorter than 
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that of a vibrational period.25,26 A typical timeframe for passage through a conical 
intersection is in the 10s of femtoseconds. 
 
 
Figure 1.7 Example of a conical intersection, motion across the excited (yellow) state can cause a 
transition through the intersection with multiple products being possible. Adapted from Ref. 27 with 
permission of the PCCP Owner Societies. 
 
1.2.4. Radiative Relaxation and Rate Comparison 
 
Luminescent processes allow for the true ejection of energy from an individual 
molecule. In a manner similar to IC and ISC, the two radiative relaxation processes 
are different in their total spin conversion.16,17 Fluorescence takes place between 
states of the same spin and most likely from the first excited state due to a 
preference to undergo IC between higher excited states. Phosphorescence takes 
place with a change in total spin.  Both processes occur after the IVR process that 
operates on a faster timescale than the emission of a photon. The typical timescales 
of the various processes are shown in Table 1.3.16,17 Further discussion of 
absorption/emission of photons will be in Section 1.3.2. 
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Table 1.3 Comparative timescales of the various excited state relation methods presented above. 
 
 
Process Typical timescale (sec) 
IC via CI 14 1310 10    
IC 1110   
IVR 12 1010 10    
ISC 11 610 10    
Fluorescence 9 610 10    
Phosphorescence 3 110 10    
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1.3. Lasers and Dynamics 
 
1.3.1. Pump-Probe Methodology 
 
Understanding the process behind a chemical reaction is one of the most 
fundamental goals of chemistry. The study of reaction dynamics is focussed on 
movement of the various components of the reactants as they rearrange to form 
the products of the reaction.  From an experimental perspective, the ability to study 
this is entirely dependent on the temporal resolution of the equipment. A useful 
analogy is that of the shutter in a camera. Taking a photo with too long an 
exposure, possibly caused by low light, causes the all-too-familiar blurry mess of 
movement through the frame. So it is with chemical dynamics. The shorter time 
period that the experiment interrogates, the more precise and useful the 
information gleaned. The other fundamental problem to be solved before very fast 
reactions can be observed is that of synchronising both the reaction and 
observation systems. Flash photolysis in the 1950s opened a new pathway to better 
resolution; by using a photon, the reaction can be started with considerably higher 
precision.28 At the time, the shortest pulse of light easily available was a flash lamp. 
The reaction would be started with a flash of light and then some property would 
be measured at a defined delay. This is the driving principle of pump-probe 
spectroscopy.29 The system is perturbed by an initial “pump” pulse to a new excited 
state and then interrogated at some time later by the “probe” pulse. With 
considerable repetition, this allows for a time-based map of the reaction to be 
constructed. 
The next breakthrough was to reduce the length of the light pulses. This was 
achieved with the invention of the laser.19 Subsequent developments have seen all 
technical aspects of lasers improve, unsurprisingly; be it more power, shorter pulses 
or more wavelengths becoming available. 
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1.3.2. Spontaneous and Stimulated Emission 
 
While the properties of light are well understood, mostly due to the inspired work 
of Maxwell, there are a few particular properties of femtosecond laser pulses that 
are worth describing and considering.30  
A laser relies on a situation of population inversion and is driven by a radiative 
emission process. The crucial difference between the fluorescence described earlier 
and laser action is that the laser action makes use of an incoming photon to drive 
the process. The relative rates of excited state decay between the spontaneous and 
stimulated emission are described by the Einstein A and B coefficients.2,19 Consider 
a simple 2 level system as in Figure 1.8.  
 
Figure 1.8 Schematic representation of a two-level system for a) spontaneous emission and b) 
stimulated emission. 
Spontaneous emission can be easily considered as only dependent on the number 
of particles in the upper state. The rate of population loss from the upper state is 
thus defined by: 
 2
2
E
21 E
dN
A N
dt
 
  
 
 , (1.31) 
where 
2E
N  is the number density of particles in the upper energy state, E2, and 21A  
as the Einstein A coefficient that describes the probability of spontaneous decay 
from the upper to the lower state.19 The resultant photon has energy 2 1 21E E h   
but a range of broadening effects cause this transition to actually emit over a range 
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of frequencies known as the linewidth.19 An isolated atom would still have a 
linewidth due to the uncertainty principle in energy and time: 
 
2
E t    , (1.32) 
where   is the uncertainty in the subsequent variable. This demonstrates that a 
slow decay, one associated with a large uncertainty as to the lifetime of the excited 
state, will have the narrowest linewidth. 
Stimulated emission is similar but now the probability is modified by the incoming 
photons. Representing the photons with a spectral energy density, ( )  , defining 
the number of photons and their energy, the rate of stimulated emission is: 
 2
221 21
( )
E
E
dN
B N
dt
 
 
  
 
 , (1.33) 
where 21B  is the Einstein B coefficient describing the probability for the transition 
from state 2 to 1 under an isotropic radiation field.19 This same coefficient describes 
absorption as these processes are analogous, though the rate of absorption is 
dependent on the ground state population, rather than that of the excited state. 
This subtle difference in population dependence demonstrates the population 
inversion required for light amplification, so that the stimulated emission occurs 
more often than the absorption of the relevant photons. 
The A and B coefficients are mathematically linked by: 
 
3
21
21 213
8 h
A B
c
 
  , (1.34) 
where c  is the speed of light.19 This expression demonstrates the relative likelihood 
of spontaneous emission as a function of increasing gap between energy levels. This 
increase explains one of the major difficulties of high energy lasers – the larger the 
A coefficient, the higher likelihood of a spontaneous emission and a decoherent 
beam. 
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A population inversion is impossible to obtain with a two-level system. Any process 
that would promote population from one state to the other, would also induce 
decay and result in a maximum of equal populations.19 The simplest feasible 
solution is a three-level system, as shown in Figure 1.9 (a). This operates by 
absorption of the pump energy, then quick decay to another excited state. This can 
produce a population inversion, but only under pulsed conditions. This is due to the 
use of the ground state as the lower level, which is where most population will 
reside. This challenge is overcome with a four-level scheme, shown in Figure 1.9 (b). 
The relies on a fast decay from both 4E and 2E , resulting in a pronounced inversion 
between 3E  and 2E .
19 This arrangement is considerably more energetically efficient 
than that of the three-level system and can also run continuously. 
 
Figure 1.9 Schematic representation of a (a) three-level laser and (b) four-level laser. 
 
1.3.3. Mode Locking 
 
A typical laser contains 2 major elements: a gain medium capable of frequent or 
continuous population inversion and an optical cavity.19 How these relate defines 
the laser’s output. A given medium will have a frequency range over which light 
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amplification is possible. For example, a simple He-Ne laser has a gain bandwidth of 
~1.5 GHz, while the Ti:sapphire laser common in femtosecond laser labs has a 
bandwidth of nearly 130 THz.31,32 A further restriction on the possible output 
frequencies is enforced by the cavity of the laser. There are some types of laser that 
operate without a reflecting cavity, such as X-ray free electron lasers, but they will 
not be discussed here.33 The resonant cavity causes constructive and destructive 
interference to form standing waves in the structure and as such only some 
frequencies are stable within. Putting these two constraints together shows the 
output of a laser to consist of a succession of fixed frequencies allowed by the 
cavity within the gain envelope of the medium.  
While there are only fixed frequencies stable within the cavity, the relative phase 
between these is not defined by default. When the relative phase between 
different modes is fixed, different behaviour is seen. If there are but a couple of 
modes, due to a narrow gain bandwidth or a particular cavity design, the amplitude 
of a continuous laser would rise and fall as these different frequencies interacted in 
time. However, as more modes are linked the output tends toward an intense 
pulsed output.19 This can be seen as a sum of waves and is illustrated in Figure 1.10. 
Figure 1.10 only shows the contribution of relatively few modes, a Ti:sapphire laser 
can easily have 510  or more modes contributing. The more modes that contribute 
to the pulse, the shorter it becomes. This corresponds with eq.(1.32) as the shorter 
in duration the pulse becomes the broader the energy distribution within it. 
How a laser system achieves the mode-locking phenomenon can be considered as 
either an active or a passive process. Both rely on some process to cause the mode-
locked state to be more favourable than not. While there are various 
methodologies, the relevant one for the laser systems of this lab is Kerr-lens mode-
locking.34 The Kerr effect is the change in the refractive index of a material in 
response to an applied electric field. In the case of the optical elements in the laser 
path, the applied electric field is that of the light itself. This causes different 
intensities of light to experience different refractive indices, allowing the use of an 
aperture to prefer a mode-locked pulsed operation to a continuous wave. 
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Figure 1.10 Summation of coherent cosine waves demonstrating the formation of a train of short 
intense peaks. The summation (shown lower) is of 10 consecutive individual modes (shown upper in 
descending order). Gridlines highlight points of maxima and minima. 
 
1.3.4. Franck-Condon Principle and Transition 
Moments 
 
When discussing internal conversion in section 1.2.2, mention was made of the 
Franck-Condon factor. The factor comes from a numerical approach to the Franck-
Condon principle. This can be seen as an extension of the Born-Oppenheimer (B-O) 
approximation discussed earlier in section 1.1.1. As previously stated, the electronic 
transition takes place considerably faster than any nuclear motion. Thus, it takes 
place relative to static nuclear geometry. This corresponds to a vertical transition 
on a potential energy diagram, such as Figure 1.11. Once it has taken place the 
nuclei resume their previous motion and react to the new electron cloud. 19,35–37 
Considering a more mathematical treatment of the interaction of a molecule with a 
photon requires the use of dipole moments. The electric dipole moment, , is the 
summation of all products of the charge and the positions.19 This distribution of 
charge then interacts with the electric field of the photon,  .  
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The energy of this interaction is: 
 E     , (1.35) 
with   being the scalar product. When considering the majority of electronic 
transitions, and indeed all the work from this lab, the wavelength of the light is 
vastly larger than the molecule being irradiated. When considering a larger 
molecule in section 1.1.2, we made use of the chromophore of the Green 
Fluorescent Protein (GFP), for comparison, the entire protein is around 50-60 Å.38 
This means that the electric field of the incident photon is effectively constant over 
the 5-6 nm of the molecule.  A photon with a wavelength of 12 nm, twice that of 
the molecule, would have an energy in excess of 100 eV.  
The strength of the interaction that governs the transition between the states is 
known as the transition dipole moment.19 Considering a transition between an 
initial state i  to a final state f  ,this is given as: 
 
*
T f i
ˆ     , (1.36) 
where the previous vector quantity of the electric dipole has been replaced by the 
electric dipole moment operator: 
 ˆ j j
j
q  r   (1.37) 
with iq  and ir  being the charge and position vector of the j-th particle.
19 As it is 
written in eq. (1.36), the initial and final states are defined in both electronic and 
nuclear coordinates. Using the B-O approximation to allow for the separation of the 
variables, the transition in purely electronic coordinates for a fixed nuclear 
geometry becomes a constant. The transition dipole moment can then be 
expressed as a constant and a vibrational overlap integral. 
 
*
T e f,vib i,vibdr      , (1.38) 
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where: 
 *e f,elec i,elec eˆ d      . (1.39) 
Within this framework, e  and r  are the electron coordinates and nuclear 
coordinates respectively, and the further subscript on the wavefunctions defines 
the vibrational or electronic component. The electronic transition dipole moment is 
often treated as a constant, but it depends parametrically on the nuclear geometry.  
Typically, the electronic transition dipole moment does not change radically with 
geometry, unless near curve crossings where the B-O approximation breaks down 
The absolute square of the vibrational wavefunction overlap integral in eq.(1.38) is 
proportional to the transition probability and this is the quantity that is known as 
the Franck-Condon factor.19 This can be seen visually in Figure 1.11, where the 
wavefunction overlap is best aligned with the fifth excited vibrational level. Thus, 
the intensity of this transition would be the strongest. However, when dealing with 
the short pulses and thus large bandwidth of femtosecond laser excitation, many 
final vibrational states are populated, a phenomenon that will be covered in section 
1.3.5. 
 
Figure 1.11 Transitions from a lower to a higher electronic state are most often dominated by the 
vertical transition, the transition with the largest Franck-Condon factor with no nuclear movement. 
In the above, this would be to the 5th excited vibrational level shown here. 
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The Franck-Condon factor is also related the Einstein B coefficient covered in 
section 1.3.2.19 This is to be expected as absorption and stimulated emission are 
related processes. Thus, in keeping with eq.(1.33), but now for an absorption 
process: 19 
 2
1 1
2
T
21 21 21
0
2
( ) ( )
6
E
E E
dN
B N N
dt

   

 
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 
  (1.40) 
 
1.3.5. Wavepackets 
 
In ultrafast excitation processes the large energy bandwidth involved causes the 
formation of a coherent superposition of a variety of excited vibrational states, 
forming a so-called wavepacket. 2 
The motion of a wavepacket often seems similar to that of a classical particle due to 
their localisation in space and time. A visualisation of this is given in Figure 1.10, 
which shows a linear superposition of coherent oscillations. This wavepacket is only 
the solution at the instant of excitation, the system will then evolve with time.  
Mathematically, this is represented as the sum of waves with a time dependent 
phase factor. 
 
0( )
0( ) ( )
aiE t t
a a
a
t c t e 


   , (1.41) 
with 0( )ac t  being the initial state condition, i  being the imaginary number and aE  
being the respective energy of eigenstate a .
17 In a perfectly harmonic potential 
such as the one shown in Figure 1.6, this wavepacket will oscillate between the 
edges of the potential indefinitely. However, in reality the packet will dephase. 
When dealing with a large system with many states in close proximity it is often 
preferable to replace the discrete summation of eq. (1.41) with an integral and the 
initial shape of the wavepacket given by a shape function, ( )g k  : 
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 ( , ) ( ) ( , )dkx t g k x t k     (1.42) 
The shape function for a Gaussian wavepacket is defined by a general parameter, k, 
with a central value, 0k   and a width factor,  , with a normalisation factor, N. 
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1.4.  Photoelectron Spectroscopy 
 
Photoelectron spectroscopy (PES) has become a very versatile and important tool 
for the study of electronic states and dynamics. The fundamental principles behind 
it are conservation of energy and the photoelectric effect, the latter of which 
gained Einstein his Nobel prize.39  
By considering light as photons, each with energy h , means that electrons ejected 
after a photoelectric event contain information about the system they were ejected 
from. By measuring the kinetic energy of these escaped electrons and knowing the 
wavelength of the light used, allows for evaluating the binding energy of the 
original system. 
 h eBE eKE   . (1.44) 
PES will work on any range of anionic, neutral and cationic species. The major 
difference is the quantity of energy required to remove the electron.19 This means 
that anionic and neutral PES experiments are relatively abundant, cationic 
variations are rarer.40 For familiarity, this discussion will assume starting from an 
anion resulting in a neutral molecule and a photoelectron. This has been the 
process behind the work presented here. The process is described in Figure 1.12.  
A further aid to PES experimental data is that the selection rules for the process are 
extremely relaxed, especially relative to other optical detection techniques such as 
laser induced fluorescence (LIF). The intensity of the transitions in the PES spectra, 
as indicated below in Figure 1.12, depends on the Franck-Condon factors discussed 
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previously and the photodetachment cross section of the parent molecule.19 The 
latter is a measure of the initial system’s likelihood of absorbing the photon, thus if 
this is low, very few photoelectrons result. However, this would not change the 
relative intensities of the vibrational level transitions. 
 
Figure 1.12 Schematic representation of photoelectron spectroscopy (PES). Starting from the ground 
state of the anion, A-, the input of a photon promotes the system to a virtual state above the neutral 
ground state, N0.  Upon falling back to a lower energy state, in this case vibrational levels of the 
ground state, the intensity of the emitted photoelectrons is defined by the Franck Condon factor 
described in section 1.3.4 and in Figure 1.11. 
The photodetachment cross section is known to have an energy dependence once 
above the energy threshold for the transition. This is known as the Wigner 
threshold law.41–43 Once above threshold, the cross section increases, but at 
different rates depending on the orbital angular momentum of the outgoing 
electron, l  . 
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 The cross section,  , behaves as: 
 
1
2( )E

 
l
 , (1.45) 
where E  is the energy above the threshold value (the electron kinetic energy). 
Considering outgoing electrons of s, p or d character reveals that higher angular 
momentum results in an eventually faster growing cross section. The lowest kinetic 
energy electrons are preferentially of s character but all electrons have zero cross 
section at zero kinetic energy. This implies that any photoelectrons detected as 
having zero eKE has come from an indirect detachment process, such as thermionic 
emission. 
Thermionic emission is a statistical process that takes place from a highly 
vibrationally excited level of the ground electronic state. This often is produced by 
an approach from higher lying electronic states which then internally convert‡.  The 
highly excited vibrational level eventually “boils” off an electron. 
As the selection rules for PES are relaxed, other considerations are required to 
predict the final states of a PES experiment. One of these is Koopmans’ 
correlations.44,45 The theory is that there is no other rearrangement of electrons 
after electron loss. This is illustrated in Figure 1.133. A transition from the excited 
anionic state, S1, to the ground state of the neutral molecule, D0, would only involve 
the loss of the single most energetic electron. 
 
Figure 1.13 Illustrating Koopmans’ correlations along with shape and Feshbach resonances. For the 
purposes of understanding, S1 would be the first excited state of the anion, with D0 and D1 being the 
ground state and first excited state of the corresponding neutral molecule respectively. 
                                                          
‡See Section 1.2.2 
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There is no other electron movement between those two states. These states are 
thus described as Koopmans correlated. 
Contrastingly, a transition to the first neutral excited state, D1, would require the 
loss of the same electron as before and then a promotion of one of the lower lying 
electrons. These would not be Koopmans correlated. However, two-electron 
processes can and do occur.  
The loss of the electron from the S1 state shown in Figure 1.13 can occur by photon 
absorption or spontaneously (autodetachment) if the S1 state lies above the D0 
state energetically. In the latter case, the S1 state is embedded in the continuum 
and therefore is a resonance.  There are two types of resonances: shape and 
Feshbach. 46 A single electron movement comprises a shape resonance (S1  D0 + 
e–) while a two-electron movement corresponds with a Feshbach resonance (S1  
D1 + e–). Shape resonances typically undergo faster autodetachment than Feshbach 
resonances.46,47 
1.4.1. Time Resolved Photoelectron Spectroscopy 
 
A time-resolved PES (TRPES) experiment makes use of several of the concepts 
presented earlier. An initial pump§ laser pulse promotes the system into an excited 
state. This generates a wavepacket that then propagates according to the dynamics 
of the system. The wavepacket is interrogated by the application of a probe pulse 
that then photodetaches the molecule at some delay. The kinetic energy of the 
resultant electron presents information as to the relative energy of the system as it 
evolves in time. This is shown schematically in Figure 1.14. 
While the schematic form of the experiment presented in Figure 1.14 shows clearly 
defined temporally-resolved data, often the reality of doing the experiment makes 
this an oversimplification. 
One of the major challenges is that the temporal signal is often obscured due to it 
being inherently a sequential two photon process.48 Thus, the molecule has to “be 
                                                          
§ See section 1.3.1. 
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lucky” twice, once to interact with the laser the first time and then again for the 
second pulse. This means that the actual raw signal from such an experiment can 
often be dominated by single-colour events. The simplest way to fix this is to 
perform a background subtraction. The choice of background to subtract is often 
decided by the controls of the experiment. For this lab, negative time delays are 
often used. 
 
Figure 1.14 Schematic of time-resolved photoelectron spectroscopy (TRPES). An anionic ground 
state, A-, is initially excited by a pump pulse (blue) to an excited anionic state, A-*. Subsequently a 
probe pulse (red) photodetaches the electron, returning the molecule to the neutral ground state, 
A0, and ejecting the electron with some kinetic energy (green). It is possible to introduce a delay 
between pump and probe pulse such that the excited state wavepacket is probed as it moves across 
the A-* surface. Interrogating this at different times produces photoelectrons with different kinetic 
energies depending on how they map between states, a pictorial representation of which is shown 
inset lower right. 
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Negative time delays occur when the probe pulse arrives before the pump. This 
choice of background is especially simple to acquire, however does rely on the 
assumption that there are no dynamics for a sequential two-photon process in that 
configuration. Data can still be analysed if this is true, that a probe pulse can access 
a state that the pump then subsequently ionises, but the analysis is more 
challenging. 
When discussing the temporal position as being either positive or negative, the 
physical control over which beam is delayed is irrelevant, it is the difference that is 
important. Similarly, it is the breadth of the pulses that defines the temporal 
resolution more than the control over the relative delay.  
Interpreting the data from a TR experiment can often include features that change 
in intensity and energy, often indicating the stretching of bonds causing different FC 
factors, or the movement of population as one feature decays as another rises. 
1.4.2. Frequency- and Angle-Resolved 
Photoelectron Imaging  
 
In frequency-resolved photoelectron spectroscopy (FR-PES), one acquires 
photoelectron spectra at a wide range of photon energy. FR-PES imparts more 
information than single frequency PES as different excited-state dynamics and 
processes have different energy dependencies. The 2D map of photoelectron signal 
as a function of both electron kinetic energy and photon energy clearly shows the 
locations of various energy levels, whether they are neutral or anionic states. 
Relative to the schematic representation in Figure 1.122, FR-PES corresponds to 
varying the length of the arrow representing the incident photon. 
The complementary technique is to look at the photoelectron angular distribution 
(PAD).49 This is the spatial arrangement that the electrons make as they leave the 
anion in question. When considering a generalised system, the PAD is defined by 
symmetry and is the sum of spherical harmonic functions.49 Because of the 
summation of photoelectron partial waves of different character, interference 
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patterns can emerge and cause specific directions to be favoured. The most general 
form for the PAD is given by: 
 
max
0
( , ) ( , )
L L
LM LM
L M L
I B Y   
 
 ,  (1.46) 
where LMY  are spherical harmonic functions and LMB  are the expansion parameters. 
M is the order of the spherical harmonic and L  is the rank of the spherical 
harmonic. maxL  is usually twice the number of photons that interact with the 
system, thus this corresponds to a value of 2 for a single photon experiment and 4 
for a standard 1-pump, 1-probe time resolved measurement.50 The use of linearly 
polarised light applies a cylindrical symmetry and restricts terms to 0M  . For 
simplicity, the spherical harmonics are often replaced with Legendre polynomials in 
cos( ) ,  thus:50,51 
 
max
0
( ) (cos( ))
L
L L
L
I P  

  , (1.47) 
where LP  is the L -th order Legendre polynomial and L  are anisotropy parameters. 
Odd terms, 3 5, 7 or higher would only occur if the molecules have been oriented 
and the electrons could only leave in one direction. The 2  parameter, 
corresponding to a single photon photoelectron, is often used to characterise the 
anisotropy of a given photodetachment. The parameter ranges in value from –1 to 
+2 and defines the angular anisotropy relative to the axis of the laser polarisation.  
When taken together with the frequency-resolved data, various trends become 
more visible. Previous work from this lab on para-benzoquinone will serve as an 
example.52 A combination of frequency and angularly resolved data is presented in 
Figure 1.15. Upon excitation at 2.48 eV, the main photoelectron feature is a peak at 
0.4 eV that corresponds to a direct detachment. At 4.13 eV excitation, the major 
photoelectron feature is a peak at 2 eV   that would be energetically consistent 
with direct detachment as well. However, it is clear upon looking at the total 
frequency-resolved spectra that some other process can be seen between these 
two photon energies.  
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The proximity and parallel nature of the highest eKE feature to the line of maximum 
energy indicates that this is indeed the direct detachment process peak. This 
feature also highlights the difference between the adiabatic electron affinity and 
the vertical detachment energy. The adiabatic energy is the difference in energy 
between the vibrational ground states of the anion and the neutral molecule. The 
vertical detachment energy is that of the most intense transition as predicted by 
the Frank-Condon principle. This is seen here in the data as the horizontal breadth 
of the direct detachment feature. A small feature can be seen appearing at 
 4.2 eVh . This corresponds with the opening of channels to neutral excited 
states. The diagonal leading edge would be expected to continue for higher photon 
energies as this is another direct detachment process. 
Photoelectron signal very close to zero kinetic energy is usually assigned to 
thermionic emission as mentioned in section 1.4. This involves loss from a 
vibrationally hot anion ground state. The similar process of autodetachment would 
be from an excited state anion resonance to form a vibrationally hot neutral. 
Crucially, this process would be subject to the Wigner threshold law and thus the 
considerable intensity cannot be from an autodetachment process. 
The most complex region in Figure 1.15 is from 2.5 to 3.3 eV in photon energy. The 
reduction in intensity of the direct detachment peak and the increase in low kinetic 
energy electrons is often indicative of the onset of anionic excited-state 
resonances. Further evidence of this sudden change is given by the sharp change in 
the angular distribution as the photon energy increases past 2.75 eV . Here, the 
excited state can clearly recover to the ground anionic state as seen by the 
continued thermionic emission peak at near zero kinetic energy. Computational 
work allowed for more understanding of this state and predicted a shape resonance 
between this and the ground neutral state. This autodetachment process is 
responsible for the broad feature at eKE 0.4 eV . 
This understanding is then used to construct the time-resolved experiment to 
consider the rate of the dynamics caused by the competing processes. 
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Figure 1.15 (Left, upper) False colour representation of the frequency-resolved photoelectron 
spectra of para-benzoquinone normalised to the total integrated signal in each spectrum. (Left, 
lower) β2 anisotropy parameter for the same features shown above, while shaded areas indicate 
areas of low normalised photoelectron signal (<0.375), and as such high uncertainty in the angular 
distribution. The diagonal dashed line shows the maximum single-photon photoelectron kinetic 
energy based on an adiabatic electron affinity of 1.86 eV. (a) The central slice through the 
photoelectron image at 2.48 eV. The left-hand-side is experimental data retained in the algorithm, 
the right is the fitted polynomials. (b) As (a) but for a photon energy of 4.13 eV. Adapted with 
permission from Ref. 52. Copyright (2014) American Chemical Society. 
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2. Build and Design 
 
 
 
 
 
 
 
 
This chapter describes the design and build of a new ion trap and guide system for 
the existing photoelectron spectrometer. The various limitations of the previous 
setup are discussed before considering the design requirements for the replacement. 
The trap design is simulated and tested against a list of criteria, with changes made 
to improve performance relative to described metrics. The electronic design of the 
system is briefly discussed with reference to the effect on the ions as they pass 
through the design. This then leads to a discussion on the vacuum pressure 
considerations concluding with a review of the final design and proof-of-concept 
data. 
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2.1. The Previous Apparatus and Limitations 
 
2.1.1. Pre-existing Spectrometer 
 
The internal working of the existing spectrometer has been covered in significant 
detail elsewhere.1–4 While this is in total a comprehensive description, it is worth 
compiling the relevant information here. The pre-existing setup can be presented 
schematically as seen in Figure 2.1. Moving from source to detection the process is 
as follows. 
 
Figure 2.1 Schematic representation of the pre-existing spectrometer. Briefly, this comprises an 
electrospray ionisation source (ESI), a capillary to introduce the ions into the vacuum chamber, an 
ion trap extracting into a time-of-flight (TOF) mass spectrometer and a velocity map imaging(VMI) 
stack arranged about the point of interaction with laser beams. This will be discussed more 
thoroughly in the text. The sections labelled as R numerate the individual vacuum regions. Adapted 
with permission from Ref. 4. Copyright (2010) American Chemical Society. 
Anions are initially produced by electrospray ionisation. This is a familiar technique 
in mass spectrometry for making ions in the gas phase. It is known particularly for 
its use in with large or otherwise fragile ions such as those of whole proteins or 
multiply charged ions.5,6 In our particular experimental setup, the target molecule is 
dissolved in a suitable solvent. This is most often methanol, but has also been 
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water, acetonitrile, toluene, or any combination of the above. Sometimes a weak 
proton acceptor is added, such as ammonia in methanol, to facilitate the 
production of the molecular anion. A 1 mM solution of the species of interest is 
made up and expelled from a syringe using a commercial syringe pump (World 
Precision Instrument, Aladdin 1000) at a rate of 200 μL/hr . The solution passes 
through a fine capillary needle with a large negative potential, 5 kV  . The value 
of this potential is varied to produce the best ion signal at the detector. Since the 
last description, the power supply for this needle has been replaced with a custom-
housed HV supply (Applied Kilovolts, HP010NAA025). Having passed through this 
needle, the strong electric field at its tip causes the formation of a Taylor cone.5 
This generates a very fine mist of charge droplets with the same polarity as that 
applied to the needle. Once free of the bulk, solvent molecules start evaporating 
until the stabilising effect of the solvation is overcome by the repulsion between 
the similar charges present in the droplet. At this point the droplet undergoes a 
Coulombic explosion, whereupon the cycle of evaporation and explosion continues 
until bare ions or small clusters are left. It has been noted that different ions seem 
to prefer different electrospray conditions. Such differences include different 
potentials, various positions of the needle, differing pressures in the first vacuum 
region and even extraneous gas flow. 
Having formed ions close to the front of the entrance to the vacuum instrument the 
ions are drawn through a transfer capillary into the first vacuum region, labelled as 
R1 in Figure 2.1. This capillary has an internal diameter of 600 μm and a length of 18 
cm. From here the ions pass through a pinhole into a second differentially pumped 
region (R2) with an ion trap. The design of this ion trap will be discussed in more 
detail in section 2.1.3. The trap extracts the ions into the next region, (R3), 
containing the electrodes for a collinear Wiley-McLaren type time-of-flight (TOF) 
mass spectrometer.7 The electrodes are comprised of three successive electrodes, 
named repeller, accelerator, and ground.  All consist of relatively large thin flat 
plates with holes along the central axis. The accelerator and ground have the hole 
covered with a fine high-transmission mesh allowing ion passage but limiting the 
formation of inhomogeneous fringe fields. The first and second plates are pulsed 
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from ground to –2.3 kV and –1.9 kV, respectively, as the ion packet passes through 
between them. The difference in the potential applied to these plates defines the 
focal length of the TOF system.7 The ions then travel the length of the drift tube, 1.3 
m, with kinetic energies of the order of 2 keV . At the beginning and end of the 
drift tube are a set of deflectors and an einzel lens. More will be said on the 
principles behind the einzel lens in section 2.2.1, but it suffices here to consider it to 
be the analogue of an optical lens but for charged particles. The deflectors consist 
of pairs of parallel plates arranged orthogonally to each other along the beam path. 
When a potential difference is applied across a pair of plates a linear field is 
produced that allows the beam to be steered in one direction, using both sets 
allows for control of the beam’s trajectory in both off-axis directions. 
Approximately half-way along the drift tube is a pneumatically actuated gate valve 
to isolate the high vacuum detection region for the lower vacuum section of the 
machine. This is especially useful given the much higher occurrence of requiring 
access to the inside of the lower vacuum chambers.  
The photoionization takes place in the final pressure region, R6. The laser beam 
enters through a calcium fluoride (CaF2) window mounted perpendicular to the 
beam. The beam propagates across the chamber and interacts with the selected ion 
packet at the centre of a Velocity Map Imaging (VMI) stack. The light then continues 
until exiting the chamber through another CaF2 window, this time at Brewster’s 
angle to reduce the reflection back into the chamber. The reduction of scattered 
light is aided by having the windows mounted on narrow chamber extensions with 
light baffles present. However, electron noise is still seen for photon energies above 
the work function of the steel of the instrument. This is around 4.3 eV or 290 nm.8  
The design parameters and intent of the VMI setup have been covered in depth 
before.2,3,9 The original Eppink and Parker design has some design similarity to the 
geometry of the TOF optics, however, no meshes are used due to imaging 
requirements.10 In our variation shown in Figure 2.2, the high voltages often used 
would be challenging as they would deflect the anion beam. Instead a reduced 
extraction field is used to pass the electrons into a resistive glass tube. This is 
achieved by imparting the same voltage to both of the external plates and 
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grounding the far end of the tube. The resistive glass allows for a particularly even 
gradient to the focal point of the electrostatic lens formed by the VMI plates. The 
smooth nature of the field allows for the minimum disruption to the electron path. 
The electrons finally are incident upon a dual micro-channel plate (MCP) arranged 
in a chevron configuration. This is then coupled to a phosphor screen which is 
subsequently imaged with a camera. The entire system is shielded using μ-metal, 
known for its high magnetic permeability. This property means that any magnetic 
flux in the vicinity would rather be present in the metal than the space inside, 
forming a magnetic shield.   The MCPs are gated by a 300 ns  pulse.  This allows 
for the reduction in background noise from the chamber by only allowing for 
detection for a period after the passage of the laser beam. 
 
Figure 2.2 Schematic of the VMI setup of the experiment. The blue lines represent electric field lines 
as calculated by SIMION 8.0. Reproduced with permission from Ref. 4. Copyright (2010) American 
Chemical Society. 
The photoionization event causes the production of a cloud of electrons that move 
up towards the MCP detectors. This then is flattened by collision with the detector. 
For the purposes of analysis, the 3D sphere data is required, thus it is necessary to 
reconstruct the sphere from the crushed 2D image. A deconvolution algorithm is 
used. The preferred methodology of this lab is that of Polar Onion Peeling (POP), a 
basis-set subtraction algorithm developed here previously.11 This converts the 
flattened image that is seen on the detector into the relative components of the 
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central slice. This contains all the information for the subsequent analysis, including 
the radial intensity and anisotropy data. 
The time of flight of the ions is measured after the VMI interaction region. This is 
done using another MCP chevron pair, but this is placed parallel to the incoming 
beam and ions are deflected onto it using a parallel plate at high voltage (–2 kV). 
This was the existing design with an original plan to implement a relectron, 
however, this is not currently in use. 
Calibration is most often performed using the spin-orbit splitting of iodine. Atomic 
iodine produces extremely sharp photodetachment energy peaks, making it 
particularly useful for the calibration of the VMI stack. The first two states of the 
iodine atom are the 2
3/2P  and 
2
1/2P  states with the 
2
3/2P  state being the ground 
state.** Iodine has an electron affinity of 3.05905 eV with the 2
1/2P  state a further 
0.94265 eV above that.12,13 This means that for photon energies above 4 eV, or 
wavelengths below 310 nm, two peaks should be present in the photoelectron 
spectrum, as clearly visible in Figure 2.3. The data from the POP algorithm is initially 
only given in terms of the pixel radius relative to the defined centre of the feature. 
However, the kinetic energy of the electron (eKE) is proportional to the square of 
the radial position. 
 2eKE r   (2.1) 
Using this fact, and the spin orbit splitting above, two Gaussian functions are fit to 
the spectrum and a proportionality constant can be evaluated to map the radial 
position to kinetic energy space. 
The spectrometer has a resolution of 5%
E
E

  . 
 
                                                          
** See Section 1.1.3 for a recap of term symbols. 
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Figure 2.3 (Left) Example photoelectron spectrum of I- at a VMI voltage of -500 V. The horizontal axis 
has been calibrated and truncated – data continues from approximately 0 to 11 eV. (Right) Both the 
raw image data, presented below, and the simulated central slice fit to the Legendre polynomials, 
upper. Laser polarisation axis indicated by the arrow down bottom right. 
 
2.1.2. Laser System 
 
A pair of laser systems have been employed for the data acquisition for this work. 
Both have been covered in more intricate detail in previous work, but a summary 
will be provided here for reference.1 
The two systems provide contrasting and complementary experimental options. 
The physically simpler system is the nanosecond pulsed system. The main strength 
of this system is the variability of output wavelengths, as shown in Figure 2.4. The 
system comprises of two parts – a Q-switched Nd:YAG (Continuum, Surelite II) laser, 
the third harmonic (355 nm) of which pumps an optical parametric oscillator (OPO) 
(Continuum, Horizon I). The OPO relies on non-linear optical processes to split a 
portion of the pump beam into two different beams, the sum of which (in terms of 
energy) being equal to the pump photon wavelength. 
Figure 2.4 shows the spectral range from the OPO, which spans from 192 nm to 
2750 nm.14 The pulses produced are 6 ns  in length ( 17 cm  spectral width) and 
are invaluable for the frequency-resolved photoelectron spectroscopy presented in 
later chapters. 
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Figure 2.4 Typical power output from the Horizon OPO using a PL 8000 pump. Note the change in 
scale between UV and >400 nm performance. Reproduced from Continuumlasers.com14 
The other laser system is a femtosecond laser system used for the time-resolved 
experiments. The primary components of this system are a mode-locked 
Ti:Sapphire oscillator coupled into a regenerative chirped-pulse amplifier.†† Each of 
these systems requires a pump laser thus the process is as follows. The second 
harmonic (532 nm) of a 5 W continuous Nd:YVO4 laser (Spectra Physics Millenia) 
pumps the primary Ti:Sapphire oscillator (Spectra Physics Tsunami) to produce a 
train of pulses at the fundamental frequency, 800 nm. This pulse train is 
characterised as having pulses of width 35 fs  at a repetition rate of 76 Mhz  
with an average power of 0.5 W. This is then fed into the chirped pulse amplifier. To 
amplify the pulses, they are initially temporally broadened, otherwise the 
intensities could damage the gain medium. Once the pulse has been stretched, it is 
then amplified in the usual laser manner and then recompressed. In our system, the 
amplifier (Spectra Physics, Spitfire Pro XL) is pumped by the second harmonic of a 
30 W pulsed Nd:YLF (Spectra Physics, Empower). The final output produces pulses 
of 800 nm fundamental frequency at a repetition rate of 1 kHz  and a power of 2.3 
W. In recent time, we have chosen to run at a frequency slightly under 1 kHz (975 
Hz) to avoid overtones from the mains power at 50 Hz.  
The output beam is split and can be sent to a harmonic-generation stage to produce 
400 nm, 266 nm or 200 nm using various β-barium borate crystals. An optical 
parametric amplifier is also available to produce wavelengths between 1140 nm 
and 2600 nm. The split beam also has one path interact with a mobile delay stage. 
This allows for the variability in relative delay between the pulses required for a 
                                                          
†† See Section 1.3.3 for information on mode locking. 
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time-resolved experiment. The delay is afforded by simply increasing the relative 
path length of one beam. 
 
2.1.3. Limitations 
 
While this setup has been invaluable in the research undertaken by this lab since its 
construction, it has been observed to have some limitations. One of the major 
outcomes of this thesis was to resolve two of these limitations by altering the 
design of the ion trap. 
The existing trap is based on a stacked ring trap similar to that proposed by 
Gerlich.15 The major limitation of the design as it stands is that of scale. As can be 
seen in Figure 2.5, the internal volume available for trapping is quite small. 
Simulations estimate the trap volume as 30.2 mm .3 When considered with the 
space-charge limit of 3 310  charges mm , the estimated ion packet size was 200  
ions. 
 
Figure 2.5 Existing ion trap shown from the end. For scale, the central axis hole is 3.2 mm in 
diameter. Reproduced from 3 
This low number increases the duration of data acquisition for all experiments and 
precludes study of any species with too small a photodetachment cross section. 
This is especially noticeable when performing time-resolved measurements, due to 
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the number of repeat measurements required to build up data at all time delays. 
The longer the data acquisition, the more challenging it is to maintain the constants 
of the experiment, such as laser power and ion packet size. The first design 
requirement was therefore to increase the ion throughput of the trap. 
The other limitation is best discussed with reference to some previous work. When 
studying the dynamics of nucleotides, differences were observed between the 
solution phase and the isolated gas phase.    
 
Figure 2.6 The structure, (a, e, i) and corresponding time resolved photoelectron spectra for 
increasing sections of adenosine based oligonucleotides. Reprinted with permission from Ref 16. 
Copyright (2014) American Chemical Society. 
Without going into detail as to the exact mechanism of the excited state decay of 
each of the oligonucleotides, what is immediately obvious from Figure 2.6 is that 
there is no major alteration of the decay mechanism as the phosphate backbone of 
the DNA is increased in length. The spectra shown were subject to a global fit and 
produced a two-component decay, the lifetimes of which are listed in Table 2.1. 
These values numerically confirm the visual hypothesis that there was little 
difference in the speed of the decay between the molecules. 
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Table 2.1 Decay lifetimes for the two decay processes present in the global fit to the time-resolved 
data of dAMP- and subsequent oligonucleotides. Data from Ref.16 
 Decay lifetime dAMP
   2d(A)
   3d(A)
   
1   26 fs 26 fs 28 fs 
2   288 fs 337 fs 380 fs 
 
Contrast this with Figure 2.7, showing transient absorption of similar 
oligonucleotides, but now present in a solution rather than as unrestricted gas 
molecules. The crucial contrast is that in solution the addition of a second monomer 
to form 2d(A)
  immediately makes a marked change to the decay process. Signal is 
still measured out after 100 ps, while the gas phase decay is all but complete after 1 
ps.   
 
Figure 2.7 Transient absorption signals of dAMP and similar adenine homo-oligonucleotides in 
water. The horizontal axis is linear to 10 ps and then logarithmic. Reprinted with permission from 
Ref. 17. Copyright (2012) American Chemical Society 
The mechanism proposed for this change was linked to the physical structure of the 
system in solution. In aqueous solution, the hydrophobic bases are preferentially 
brought together and undergo a stacking process. Visually, this corresponds with 
the standard picture of DNA, with the phosphate groups forming a helical backbone 
and the bases stacked alongside. However, this was not occurring when in isolation, 
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as seen by the lack of long-lived decay in Figure 2.6. Several reasons were 
expounded as possible causes, including the solvent causing stacking by the 
unfavourable base interactions, destabilisation due to the nearby charge on the 
phosphate group or that the entropic cost of the stacking process at the 
temperature of the ions is too great.  
The relative population of these two conformers, stacked and unfolded, as a 
function of temperature has been established by ion-mobility spectrometry 
(IMS).17,18 This technique separates molecules by their collisional cross-section, 
which is considerably different for these two conformers. For d(A)2, Bowers and 
coworkers showed that the stacked configuration is the lower energy conformer, 
but at 300 K both the stacked and the open conformer are present because of the 
entropic contribution. Upon cooling to 80 K, the stacked arrangement was 
preferred at a ratio of 3:1.  
As mentioned previously the temperature of the ions in our experiments is at least 
298 K.19 While this is the lowest expected temperature, it is entirely plausible that 
the actual temperature is considerably higher. Trap extraction voltages used were 
quite high, 100 V , and the pressure in the trap, 31 10  Torr , is too high for all 
of that energy to be converted into kinetic energy, some collisions with the 
background gas will occur and thus the ions will be heated. The second design 
requirement was therefore to allow for temperature control and in particular 
cryogenic (77K) temperatures for the ion packets. 
2.2. Ion Trap Design 
 
2.2.1. Ion Control and Confinement 
 
Before covering the details of the new design, there will be a discussion of ion 
control. 
The simplest form of ion control is that of electrostatics. This works by utilising 
some combination of the attractive and repulsive nature of similarly charged 
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particles. The planar deflectors mentioned in section 2.1.1 and einzel lenses are 
both good examples of electrostatic ion control.   
The einzel lens, at its simplest, consists of three identical ring-like electrodes 
arranged in sequence that the charged particles pass through. Typically, the first 
and last elements are grounded while the central portion is raised or lowered in 
potential to achieve the appropriate lensing. The principle has much in common 
with a biconvex optical lens. A simple ion guide can be constructed of sequential 
einzel lenses.20 While this is an appealingly simple concept, in practice it is 
significantly more challenging. As with einzel lenses, a critical requirement is the 
relatively unhindered and rapid motion through the lens assembly. While it is 
entirely possible to construct an einzel lens using either an attractive or repulsive 
central barrier, the incoming kinetic energy is crucial as to the outcome. 
 
Figure 2.8 SIMION representation of a typical einzel lens operating under ideal conditions. The red 
points denote either initial or final positions with the blue lines as the trajectories between them. 
Under normal conditions the ions will experience the curved field between the 
elements and convene on some focal point. If there is insufficient lateral motion, 
for example when ions are in a stationary gas at rough vacuum, then ions will 
simply react to the potentials and most likely crash into an attractive element or 
ground. 
One last similarity with optical lenses is worth noting. Just as an optical lens will 
focus different wavelengths of light at slightly different distances, an einzel lens will 
focus different kinetic energy particles at different distances. This becomes 
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particularly noticeable when the spread of kinetic energy is large as a proportion of 
the total kinetic energy. 
When considering that a trap requires the ion to be as close to stationary as 
possible, it is clear that simple electrostatics are insufficient to achieve this. This is 
overcome by the use of inhomogeneous radio-frequency (RF) fields.15 Consider the 
motion of a particle in a homogeneous oscillating field as in Figure 2.9. As (b) 
shows, the particle will move in response to the oscillating field but averaged over 
time there is no net movement of the particle. If the previously parallel electrodes 
are bent into a concentric circle arrangement, shown in dotted lines in (a), the field 
is no longer homogeneous, and the particle is seen to drift slowly towards the 
weaker field region. It is this net movement that is critical to the success of RF traps.  
The geometry is the key to controlling the inhomogeneity required to coax the ions 
towards a point. One of the most well-known of the design for this is a Paul trap. 
 
Figure 2.9 Motion of a charged particle in a varying electric field. (a) Schematic of the physical 
situation. (b) Motion of the charged particle, q, around its average position, r(0), under the 
conditions of flat parallel electrodes. (c) Motion under the inhomogeneous conditions of bent 
electrodes – dashed lines in (a). Reproduced from Ref. 15 with permission from John Wiley & Sons, 
Inc., Hoboken, NJ, USA. 
The Paul trap usually consists of 3 parts, a ring and two end caps. The inside 
surfaces are ideally shaped as hyperbolae. The ring has an oscillating RF applied to 
it, while the end caps receive a signal that is in antiphase with that of the ring.   This 
produces a “saddle” potential that oscillates, as shown in Figure 2.10 (b). 
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The potential inverts and charged particles are drawn to the centre. This can be 
mechanically demonstrated, by machining a part with the surface like the potential 
and rotating the part. A sphere can then be introduced to the centre and it will 
remain there. 
 
 
Figure 2.10 (a) Cross-section of a conventional Paul trap, showing the hyperbolic surfaces and 
central trapping location. (b) Representation of the potential within the trap. Adapted from Ref. 21 
This standard design can be seen as a “point” trap as it has a confining force in all 
three dimensions, there are variations that only confine in two. These are often 
known as guides as they can confine ions along a central axis. The simplest of these 
consists of four parallel bars connected such that adjacent bars are in antiphase. 
This quadrupole again produces something of a saddle and as such the ions are 
confined to the central axis. Linear traps can be constructed by adding end caps to 
such an arrangement. It is entirely possible to add more poles to the system, such 
as the octupole guide shown in Figure 2.11. The central region shows the 
confinement area. 
(a) (b) 
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Figure 2.11 Cross-section across an octupole ion guide with red lines showing contours of electric 
potential. + and – indicate the relative phase of the RF applied to the rods. 
When considering the confining qualities of multi-pole electrode systems such as 
the quadrupole ion guide, it is worth being aware of the effective trapping 
potential. When considered as a radial function from the centre, a particle in a 
quadrupole experiences a quadratic effective potential as seen in Figure 2.12. 
Further pole additions cause the potential to have a higher radial dependence until 
the ring electrode trap. This is the design of the existing spectrometer, where 
instead of alternating phases applied to electrodes that continue along the axis of 
movement, alternating phases are applied to adjacent rings that are perpendicular 
to the central axis as seen in Figure 2.5. A key benefit of the ring-electrode trap is 
that its radial volume is in principle the largest of all RF traps. 
 
Figure 2.12 Effective potential, V*(r), scaled relative to the maximum internal radius, r0.  Reproduced 
from 15 with permission from John Wiley & Sons, Inc., Hoboken, NJ, USA. 
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The above discussion has been considered under a perfect vacuum with no 
considerations for collisions. However, collisions are complementary to the small 
central force of an ion trap. By an energy conservation argument, it can be seen 
that an ion entering a trap with significant kinetic energy could just bounce straight 
back out the way it came in, thus collisions can help to reduce the kinetic energy of 
the ions to keep them in the trap. For a Paul trap, the usual methodology is to 
introduce a small pulse of gas that is then pumped away. This means that there is 
initially gas around to absorb the kinetic energy of the incoming ions, but it is not 
present when the ions are extracted. However, this methodology comes at a price, 
time. Getting the gas in and out of the trap takes a finite quantity of time and as 
such Paul traps are more comfortable running at low repetition rates. While this is 
not a major consideration when used with the nanosecond laser system described 
earlier which typically operates at 10 Hz, it becomes positively wasteful when 
combined with the femtosecond system, as most laser pulses do not interact with 
an ion packet. Thus, the final design requirement was a trap that can operate at the 
repetition rate of the femtosecond laser,  1 kHz . 
2.2.2. New Trap Design 
 
Having covered the principles behind ion trapping and the major design 
requirements, the actual design process required a large quantity of gradual 
refinement. This was made more challenging by the sheer number of interlinked 
variables present. The final design consists of a long linear stacked ring-electrode 
trap with a two-part gradient and a repulsive end wall. The reasoning for these 
decisions will be discussed here. The ion trap was modelled in the SIMION 8.0 
package using parametric geometry and a selection of custom Lua scripts to control 
both the AC and DC voltages along with a hard-sphere collision model adapted from 
the examples given with the software. 22 
The simple representation is that the ion is radially confined by the application of 
the RF field from the stacked ring electrodes forming a wide tube in potential 
energy space. This is then “tilted” by the application of a potential difference across 
the trap, with each ring having a slightly different DC point. This causes the ions to 
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have a net motion along the cylindrical axis of the trap. Finally, the end is sealed 
using the repulsive wall and a trap volume is created very close to the extraction 
pinhole. 
The ideal trap should allow for sufficient collisions with background gas to remove 
kinetic energy and enable trapping, while also avoiding collisions with background 
gas when extracting from the trap as this would heat the ions. We decided to 
resolve this conundrum by using a long asymmetric trap with a final storage volume 
near the end, relying on the fact that the number of collisions is proportional to the 
distance an ion travels. 
A pressure regime was found, coupled to a long travel length along the trap, that 
allowed for the right number of collisions.  Upon first entering the trap the ion 
would bounce off the repulsive wall at the far end, usually only colliding with a 
buffer gas molecule at most once per repulsive wall oscillation. The two-part 
gradient allowed for a much steeper gradient to be present at the culmination of 
the trap and, as such, a much more confined trapping volume. While an increased 
trapping volume was a desired outcome, the shape of the trap volume is still 
important. Too long a trap volume along the cylindrical axis of the machine could 
cause a significant stretching of the packet when it was extracted into the TOF 
region and thus a significantly worse TOF resolution.  
 
Figure 2.13(Left) Rendered image of the final trap design. (Right) End view of a completed trap, 
whiteboard marker for scale. 
The final physical design for the trap consists of 36 identical stainless-steel 
electrodes with an internal diameter of 18 mm. The electrodes themselves are 1.5 
mm thick with a repetitive spacing of 5 mm. Due to the colossal size of the variable 
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space it would be overconfident to establish these as a global maximum of design, 
however simulations indicated very good radial trapping and storage at the end of 
the design, as shown in Figure 2.14. 
 
Figure 2.14 Cross sectional view along the trap during a simulation in SIMION. Particles were given a 
single charge and mass of 25 amu. The simulation also used a hard-sphere collision model at a 
pressure of 5 x 10-4 Torr.  
The potentials applied to the electrodes consisted of the RF for the radial 
confinement as discussed previously but with each electrode subject to a different 
DC potential. The final design uses two linear gradients along the length of the trap, 
with the transition at plate 33, labelled in Figure 2.14. Other possibilities were 
evaluated, such as flat wells for a trap and even quadratic and exponential curves. 
The gradient of the DC potential at the end-cap defines the depth of the trap 
volume in that dimension. While both of the alternative curves also generated a 
compact trap volume, there was little dramatic improvement over the linear 
variation. The steeper trap gradient was applied over the final 4 electrodes of the 
trap. This is visualised along with the relevant control points in Figure 2.28. 
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2.2.3. Theoretical Trap Performance 
 
When attempting to establish the performance of a trap, criteria are required to 
numerically compare assorted designs and configurations.  Various criteria for 
performance were proposed, the following were used: 
• Fast accumulation 
• Low trap losses 
• Large trap volume 
• High pulse throughput 
• Short extracted pulse length 
Fast accumulation was evaluated as the proportion of molecules that were in the 
trap after a certain time. It was observed early on that if there was insufficient DC 
gradient along the trap, pseudo-traps would form parallel to the plates. A few can 
be seen in Figure 2.14, with the labelled one above the fifth plate especially 
noticeable. Trap designs with too great a plate spacing were especially prone to 
this.  
Trap losses were defined as those ions that crashed into an electrode before such 
time as the extraction pulse was triggered. This could be considered as the sum of 
two different possibilities – escaping radially due to insufficient confining force or 
colliding with the end cap due to having too much kinetic energy for the barrier. 
The trap volume is representative of the maximum number of ions that can be 
stored, due to the space charge limit. This is set at 310  charges per mm3, allowing 
for multiply charged ions.23 Attempting to simulate the trap filling by concurrently 
simulating all the ions was almost instantly impractical. Running 100 concurrent 
ions through the simulation could easily take a weekend of run time. The trap shape 
was evaluated by applying an increased Coulombic repulsion between the ions, 
such that for their mutual interaction, their effective charge was equivalent to 100 
electrons. This simulated the effect of Coulombic repulsion, but for a much larger 
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number of ions than was actually run. It is assumed that the density of charge in the 
trap does not affect the surface charge of any of the electrodes. The volume 
generated was approximated to a cylinder and measured from the ion trajectories. 
The final two criteria – high pulse throughput and short pulse length - deal with the 
ions’ extraction from the trap. The design of the extraction optics/repulsive barrier 
went through many iterations before the final one was chosen. The cross-section of 
this can just be seen on the far-right of Figure 2.14, and in much more detail in 
Figure 2.15. The end cap was split into two parts, labelled in Figure 2.15 – one that 
remained at constant repelling potential, (a), and the other that switched to change 
the nature of the end of the trap from confinement to extraction, (b). When the 
narrower aperture component was switched, the nearby repulsive field from the 
other component caused a marked lensing effect. This allowed for the passage of 
an ion packet that was of considerably larger dimensions through the pinhole into 
the next chamber. The extraction parameters were optimised under a different 
simulation once a good storage regime was found, this was then passed back and 
forth as changes were made and checked for alterations in behaviour. The 
extraction simulation was designed to start from a condition of trapped ions rather 
than checking for trapping – this made for much faster evaluation. 
The pulse throughput was evaluated as the proportion of the ions contained within 
the trap that were successfully extracted. The plates for the existing TOF setup 
were added to the simulation and made for an ideal zone for measurement. 
Successful extraction consisted of entering the space between the first two TOF 
plates through the 5 mm diameter hole in the first plate. 
The pulse length at this point was also important for TOF resolution. A temporally 
broad extracted pulse would struggle to be properly focussed by the TOF optics, 
and completely ruined if the ion packet was so spread out in space and time that 
some ions could pass through the TOF plates before others had arrived. A perfect 
scenario would move the disc-like distribution of the trap to the centre of the space 
between the repeller and accelerator plates of the TOF optics. This was impossible 
to achieve, as the aperture between the two vacuum regions had to be smaller than 
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the radial dimension of the trap volume. Pressure considerations will be discussed 
properly in section 2.3.2 but it is sufficient to say here that a conductance 
restriction was required between the trap conditions, where occasional collisions 
are expected and beneficial, and the TOF region where collisions are to be avoided. 
Considering the passage of the ions from the disc-like trapping region through the 
smaller aperture into field-free space, it is immediately obvious that such a beam 
will be divergent and in particular, more divergent the closer the trapping region is 
to the aperture. Thus, a trapping region closer to the end cap will be more likely to 
form a temporally cohesive bunch but is also likely to be physically sparse due to 
divergence. To deal with the divergence, an einzel lens was added after the 
extraction plate and before the TOF optics to collimate the divergent beam, as 
shown in Figure 2.15. As noted, this einzel lens has an increasing internal diameter 
along its length. This is due to requiring slightly different radii of convergence and 
divergence caused by the lens.  
 
Figure 2.15 Cross section view of the extraction simulation geometry, showing the bipartite nature 
of the extraction pinhole along with the extra einzel lens and the three components of the TOF 
optics. Electrodes (a) and (b) form the end cap of the trap.  Switching of (b) opens the trap for ion 
extraction. While the second and third TOF electrodes have mesh in this simulation, at this 
magnification SIMION has neglected to show this. 
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Evolution of the trap scheme relative to the criteria culminated in the design as 
shown in Figure 2.15. Pseudo-traps were avoidable with almost perfect trap 
retention.  A typical trap volume is shown Figure 2.16. As can be seen, the volume is 
not a perfect cylinder, the end faces are curved. However, it was assumed that the 
curves were parallel for the purposes of volume calculation. Depending on the 
voltages applied to the system the trap volume can change dramatically. Under 
“realistic” conditions the estimate is that trap volume is 380 mm . This would 
correspond to a maximum of 80000 ions that could be stored.  
 
Figure 2.16 Cross section of a typical trap volume. This shows the usual shape – somewhat disc-like, 
but more a shape like a thickened contact lens. The trap volume here is estimated at 70 - 120 mm3 
The trap extraction efficiency is estimated at 70% . 75%  of the extracted ions 
followed trajectories into the TOF optics and could subsequently be accelerated as 
an ion packet by pulsing the repeller and extractor electrodes. 
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2.2.4. Ion Guides 
 
While achieving improved throughput for the trap was an explicit design 
requirement, the implicit requirement was to increase influx to the trap to ensure 
that the increase in theoretical throughput could actually be realised. Considering 
the ion influx to the spectrometer as a Fermi problem gives the following estimate 
for ions produced by the electrospray at the front of the machine. 
 1
3 3 5 3 1 3 1 11 1
(Solution concentration) (Flow rate)
(1mM) (200 L hr )
(10  mol dm ) (10  dm  hr ) (10  hr s ) 10  mol s
 
       


  
  (2.2) 
Converting the number of moles to a raw number of ions gives an estimate for the 
rate of ion production from ESI: 
 11 1 23 1 12 1(10  mol s ) (10  ions mol ) 10  ions s       (2.3) 
Conversely, to run the trap at maximum throughput would need: 
 
1
4 1 3 1 7 1
(Number of ions per pulse)  (Number of pulses per second)
(10000 ions pulse )  ( 1kHz)
(10  ions pulse ) (10  pulse s ) 10  ions s

  


 
  (2.4) 
This shows that there are 5 orders of magnitude difference, however this does not 
take into account how many ions are lost by not entering the input capillary. 
Unfortunately, estimates of the efficiency of ESI are that only one in every 3 510 10  
sprayed ions are introduced to the interior of a vacuum chamber. This means that 
for optimal trap pulses, almost all ions that make it into the first vacuum chamber 
need to reach the trap. 
To achieve this quantity of throughput, ion guides were proposed. Initial designs 
included using the electrostatic ion guide as proposed by Guan and Marshall.20 
However, as alluded to in section 2.2.1, problems were encountered due to the 
pressures of the background gas. These could be overcome with the use of a 
considerable potential difference across the whole guide, in an analogous manner 
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to that of the trap. However, the uncertainty in the physical requirements quickly 
became too much. When considering the first vacuum region with a pressure of 
1 Torr , the expectation was that flow dynamics would need to be an additional 
consideration. The collision model of SIMION allowed for there to be a net 
movement of the background gas and so this was used as a quick approximation, 
neglecting any concept of vortices or Mach discs that would be quite possible.24 
This simplistic model showed a colossal dependency on the gas movement, 
resulting in orders of magnitude difference in the required potential for successful 
transmission. While the design was appealing from an electronics perspective, this 
dependency made it unfeasible in practice. 
Making a minor change to the trap design resulted in a simple ion guide for higher 
pressure throughput. The two-part linear gradient was altered to be just a single 
linear gradient across the guide. The repulsive end-cap that formed the trap was 
also obviously removed.  
  
2.2.5. Electronic Design 
 
While simulating the combination of RF and DC present in the trap and ion guides 
was relatively simple, electronic design was required to bring this safely into the 
lab. The previous design, shown in Figure 2.17, was based upon a single resistor 
chain and would no longer be appropriate.  
Having the different phases connected within the vacuum means that the 
maximum peak-to-peak voltage will be across the resistors. These were prone to 
failure due to excessive voltage. Furthermore, voltage across a resistor causes 
current, which generates heat.  Due to the scale of the previous trap, relatively low 
RF voltages were required for trapping, so heating was minimal.  
Simulating the voltages required for the new physical design with the previous 
electronic design predicted 0.5 W  per resistor of heating within the vacuum. 
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Given the intention for cooling, a trap design that generated 18 W of heat in the 
chamber required some changes. 
 
 
Figure 2.17 Circuit diagram of the existing trap. For the purposes of discussion here, the values of 
the components are not important. φ1 and φ2 represent the two antiphase RF voltages (1 MHz, 100-
250 V peak-to-peak). Reproduced from 3. 
The solution was to have two parallel resistor chains, one for each phase. This 
drastically reduced the power dissipation within the vacuum as the resistor chain 
only sees the DC voltage across it. Simulation gives an expected power of 0.5 μW  
per resistor. 
When considering the decoupling circuit, the preference was to have the controls 
for the system remain as uncluttered as possible. This meant that one voltage 
supply would provide the DC voltage for both phases of a guide, with the relevant 
offsets being handled by the circuit. For the guide circuitry, this was achieved 
simply by use of resistors with 1.5 x magnitude that of the rest of the chain. When 
designing the trap, one phase required the use of a pair of 0.5 magnitude resistors 
with the off-board connection between them. This was the isopotential point 
required for simple control. 
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Figure 2.18 Truncated circuit diagram showing the principle of the trap electronics. Voltage sources 
in the upper left are the RF supply, the 0.01 Ω resistors represent the electrodes. The voltage source 
at the bottom provides the DC component across the trap/guide. The points labelled J1 and J2 are 
connections off the board in the final physical design. Both the low-pass decoupler and the bias 
resistors are housed outside the vacuum chamber. All values shown are correct with respect to the 
final design in use. 
A final unexpected problem was discovered while the guides and trap were under 
construction. The RF amplitudes on electrodes near the ends of the guides were 
observed to be significantly reduced with respect to the rest of the system. This is 
believed to be due to the inherent capacitance between the electrodes, with the 
expectation that it would be different at the end due to the lack of symmetry. This 
was fixed by tuning the coupling capacitors for the circuit, as can be seen in Figure 
2.18 where C1/5 are different value to the rest of the circuit. 
Physically, the design is split to have the capacitors and RF connections on a printed 
circuit board (PCB) above the rings, while the resistor chain and DC connections are 
on a similar PCB underneath. Previous electrodes were held in place by two thin 
pins. To remove the possibility of non-parallel geometry due to construction, the 
electrodes were connected to the PCBs using a through-plated slot, shown in Figure 
2.19. 
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Figure 2.19 Board layout for the circuit boards for the trap. 
 
2.3. Physical Design 
 
2.3.1. Cooling 
 
The simplest method of cooling an ion trap such as a Paul trap is to place it in 
contact with an existing cold head.25 Thus, the gas inside will thermalize and then 
the ions trapped within will too. The stacked-ring electrode design shown in Figure 
2.13 and Figure 2.14 should work in a similar manner, with nearby surfaces having 
thermalized with the backing gas.  
A possible flaw in this plan comes from the difference in the electronics of these 
two designs within the vacuum chamber. A Paul trap has no components within the 
chamber, and thus the efficacy of the trap can be assumed to be constant at 
cryogenic temperatures. The design proposed above has components present so 
inevitably they will be exposed to cryogenic temperatures as they are in physical 
contact. 
It was decided to use liquid nitrogen as the cryogen of choice, due to its abundance 
and relative cheapness. This would expose the materials to 80 K . The 
composition of the capacitors was chosen as NPO ceramic to minimise the effect of 
the cryogen.26 The resistors were shown to be relatively unaffected.27 
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The components being present raised the further problem of ensuring good 
thermal contact with the cold surface. As the cold surfaces are usually metallic (i.e. 
copper) and conductive, this would cause a short. Sapphire is a common non-
electric but good thermal conductor, but would retain the contact problem. To 
combat this, a thermally conductive and electrically insulating gap filler was used 
(Parker Chomeric G580). 
 
Figure 2.20 Early cooling design using pipework as the in-vacuum reservoir. 
The final challenge was the shape of the liquid nitrogen container. An early attempt 
tried to use pipework as the container. This was achieved by “sandwiching” the trap 
with pair of ridged copper bars. The bars had a hemispherical cross section with 
spiral grooves cut into them. The pipework was then wrapped around the trap and 
copper to achieve the clamping force required for good thermal contact. This is 
shown in Figure 2.20. While all the copper pipework is visually appealing, the design 
did not work. Due to the custom nature of the system, a pressured liquid nitrogen 
system was unfeasible. Under a gravity feed, the cryogen did not make it all the 
way through the pipe.  
A different approach was required. The next design consisted of a large reservoir 
above that would then be clamped around the boards using tapped posts and bolts. 
Ideally all would be made of copper again. Copper was chosen due to its high 
thermal conductivity.28 However, using copper proved challenging to manufacture 
the reservoir as it invariably warped around the soldered joints. The final 
compromise was to construct the reservoir from stainless steel with the other 
components, posts and lower sheet being made from copper, shown in Figure 2.21. 
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This provided the best combination of thermal conductivity, strength and ease of 
manufacture. 
 
 
Figure 2.21 Final reservoir and clamp design for the trap. 
 
2.3.2. Vacuum Considerations 
 
Running a spectrometer that makes use of both electrospray ionisation and 
photoelectron imaging necessitates the use of different pressure regimes. ESI 
requires (relatively) high pressures and in our setup is run at atmospheric 
conditions. Conversely, techniques such as TOF mass spectrometry and VMI require 
high vacuums. To achieve this, the spectrometer has been divided into several 
differentially pumped chambers.  
Considering the number of chambers required and pumping systems, the obvious 
preference is to achieve the most for the least waste or expense. This meant using 
existing pumps where possible and to thus minimise the number of extra regions 
added. When considering the chambers and the pumping required, there were 
desired pressures. These are shown in Table 2.2. For this discussion, region 3 is as 
labelled in Figure 2.1, containing the TOF optics. 
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Table 2.2 Initial vacuum conditions and desired outcomes. 
 
Location Known or desired pressure /Torr 
Atmosphere 760 
Trap 31.0 10   
Region 3 61 10    
The previous design had a pressure of 32.5 10  Torr within the trap region. This 
would be too high for the new design and was a key source of heating upon ion 
extraction. Furthermore, the previous pinhole into the trap had an interior dimeter 
of 1 mm . Using this diameter aperture between the regions with the simulated ion 
guide resulted in poor throughput due the difference in scale between the ion 
cloud and the pinhole. However, to increase the size of the aperture would 
necessarily increase the pressure in the trap region to even further from the desired 
pressure. To solve this, another vacuum chamber was added. A simple 
representation is shown in Figure 2.22. This would allow for the pressure in the trap 
region to be in the desired range. 
 
Figure 2.22 Schematic representation of the vacuum system under review. Throughput between 
chambers is represented by horizontal red arrows, while the throughput to the pumps is in teal. 
Chamber labels will be consistent with the text. 
Flow into the first vacuum region through the capillary is at a high enough pressure 
that motion of gas through it can be considered to be flow rather than the passage 
of individual molecules. This is known as the viscous flow regime.  Flow in this 
regime is categorised into two major forms, with a transition region between them. 
These are laminar and turbulent flow. For this calculation, laminar flow will be 
assumed, as calculating the exact shapes of chaotic turbulent flow is well beyond 
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the scope and interest of this thesis. For laminar flow of air through a pipe, the 
conductance, pipeC   is: 
  
4
pipe 180
d
C P
L
 
   
 
 , (2.5) 
where d and L are the diameter and length of the pipe in cm and P  is the average of 
the pressures either end of the pipe in Torr.29 The gas throughput, Q , into the 
chamber can then be established as: 
 Q C P   , (2.6) 
with P  as the difference in pressure across the connection. Finally, pumps are 
usually measured in a pumping speed of volume per second, S, which is given by: 
 /S Q P  , (2.7) 
where P is the pressure of the chamber that the pump is connected to. 
Knowing the pump and the dimensions of the capillary to be connected to R1 
allows the various equations to be solved. The pump previously selected is still 
appropriate, as a single stage mechanical pump (Oerlikon, Sogevac 100B) with a 
pumping speed of 3 187.5 m  hr  or 124.3 L s . Under these conditions, the predicted 
pressure is 1.5 Torr.  
The next region is difficult to estimate due to the pressure regime. Between the 
viscous flow regime where the mean free path of the molecules is very small, and 
the molecular flow regime where intermolecular collisions are rare, is a transition 
regime.  While the flow and conductance are well-defined and easily computable in 
both viscous and molecular regimes, transition regime conductances have no easy 
solution. To establish the flow regime present requires the calculation of the 
dimensionless Knudsen number: 
 nK
L

  , (2.8) 
 where L is the characteristic length and   is the mean free path, given by: 
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where md  is the molecular diameter. Knudsen numbers below 0.01 are considered 
viscous, while values of 10 or more are considered molecular.30 The intended 
pressure for R2 is 210  Torr. Establishing the mean free path in both R1 and R2 
allows for the calculation of the Knudsen number either side of the pinhole, 
assuming an aperture on the order of millimetres. On the R1 side, 1n 10K
  , while 
at 210  Torr, 0n 10K  , putting the region firmly in the transition regime.  
From this information it was judged that the pinhole should be considered as a 
short tube under the viscous regime. The conductance of a pipe in the molecular 
regime is of the form:29 
 
3
pipe,mol
d
C
L
  . (2.10) 
When evaluated, the viscous pipe scenario gave the highest value of conductance, 
thus it was used as the worst-case scenario with the hope that the system would 
out-perform that. A pinhole of 2 mm diameter and 1 mm thickness was chosen, 
combined with the 1250 l s  turbomolecular pump (Oerlikon, TW250S) and 
3 140 m  hr  backing pump (Oerlikon, D40B) that had previously been attached to 
the trap region. This gave an expected pressure of 21.5 10  Torr. 
When calculating the expected pressure for the trap region it was decided to aim 
for a lower pressure than required, as it is relatively simple to raise the pressure 
slightly. Pressures and pinhole scale state that the system is into the molecular flow 
regime once inside the trap chamber, n 20K    but still around the transition regime 
from the entrance side, n 2K  . Modelling the pinhole as a conical pipe in the 
molecular regime gave the largest value of conductance. This was used so that the 
real system may outperform it. The conductance of a pipe in the molecular regime 
for air is given by:29 
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3
pipe,mol 12.1
d
C
L
   . (2.11) 
where both d and L are in cm. To account for the flared nature of the aperture, see 
Figure 2.14 or Figure 2.24 for a visual representation, a modified diameter was 
used: 31 
 
2 2
1 2
3
1 2
2
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d d
d
d d


 , (2.12) 
with 1d  and 2d  being the diameters at either end of the tapered tube. The pinhole 
was chosen to be a diameter of 4 mm as a compromise between the ease of ion 
throughput and vacuum considerations. A new turbomolecular 1300 l s  pump was 
sourced (Edwards, nEXT 300D) and was added to the backing line of an existing 
3 125 m  hr  backing pump (Oerlikon, D25B) that backed to turbomolecular pump in 
R3. Under these conditions the predicted pressure for the trap was 46 10  Torr. 
For R3 the pump was already attached, and the decision was the compromise 
between ease of ion extraction and pressure in the TOF. The system is into the 
molecular flow regime so the conductance of an orifice, such that L d  is: 
 
4
hole
c
C A    (2.13) 
where A  is the area of the orifice in cm2 and c  is the mean thermal velocity given 
by: 
 b
8k T
c
m
   (2.14) 
where m is the molecular mass. This means that the conductance and thus gas load 
into the trap region is proportional to T . Under the principle of worst-case 
scenario, the temperature was taken as 300 K. 
The pump attached to the chamber is a 1700 l s  turbomolecular pump (Oerlikon 
Turbovac SL700). A 4 mm diameter pinhole gave an expected pressure of 61 10  
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Table 2.3 Predicted and experimentally measured pressures in the new chambers. 
 
Torr. All of the above predicted pressures and experimentally measured pressures 
are shown in Table 2.3. 
Region Expected Pressure /Torr Experimental Pressure 
/Torr 
R1 1.5 1.28 
R2 21.5 10   38 10   
Trap 46 10   45 10   
R3 61 10   74 10   
 
2.3.3. Final Design 
 
A brief description of each of the vacuum regions will be presented here along with 
any design decisions not already covered in previous discussion. Exact mechanical 
drawings with measurements of parts can be found in the digital appendix. 
Starting from the source, the interior of R1 looks much as shown in Figure 2.23. Ions 
are introduced to the first region through the previous capillary assembly. The 
chamber body is a standard LF100 4-way cross. The central axis has been extended 
by an aluminium spacing ring, labelled in Figure 2.23. This was to make the chamber 
length compatible with the PCBs used within the trap region. An exact 
understanding of the ion trajectories in this region currently eludes us, however it is 
clear that the dominant force controlling their movement is gas flow. Various 
different alternative ion conduits and arrangements have been investigated 
including small hexapoles and the expedient approach of placing the capillary end 
almost touching the entry to R2. Our best solution currently seems to be having 
wrapped the entire PCB arrangement in Kapton tape, and move the capillary to 
around the position shown in Figure 2.23. This gives the best signal, but appears to 
be entirely insensitive to the RF or DC applied across the region. As it appears to 
have little effect, the RF is currently disconnected from this region. Attempting to 
connect the RF directly to this region caused problems with arcing. While Paschen’s 
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law is not a perfect description of this situation due to the inhomogeneous fields 
produced, the main conclusion is still valid – that until the molecular flow regime is 
reached, the breakdown voltage often decreases with pressure.32 
The PCBs are retained along the central axis using rectangular recesses in both 
pinholes and this methodology is maintained for all subsequent regions. The 
pressure is measured using the previous digital Pirani gauge (InstruTech, CVM-211), 
mounted on the top flange. 
 
 
 
Figure 2.23 Cross-section view of R1. Parts are to scale with colour being representative of the 
material. Materials shown include stainless steel (4-way cross), aluminium (spacing), brass (capillary 
mount), Viton (O-rings) and glass fibre epoxy (PCBs). One alteration not shown, tape wrap, see text 
for details. Lower tube leads to the pump, with the start of R2 shown on the right. R1 is usually 
measured at a pressure of around 1.3 Torr. 
The stainless-steel pinhole to R2 is mounted onto the chamber to R2 using M3 
nylon bolts, whose holes can be seen. It is held within a PTFE mounting ring to 
electrically isolate it from the chamber, which is grounded. This is more clearly 
shown in Figure 2.24. The pinhole between the regions is flared such that the 
diameter is larger on the lower-vacuum side. This is difficult to see at this 
magnification. 
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R2 is housed in a custom designed and manufactured aluminium chamber. The 
chamber features 3 KF40 bulkhead attachments, which can be seen in Figure 2.24. 
The third of these, the one on the opposite face to the viewpoint, is currently in use 
as an extra gas feedthrough to allow for the flow of a small amount of helium into 
the trap region. The chamber also features a large viewport on the nearest side, 
more clearly shown in Figure 2.25.  
 
 
Figure 2.24 Region 2 of the spectrometer in cross section. Colour is representative of material, with 
dark grey being stainless steel, the main chamber being made of aluminium. Other materials shown 
are copper, PTFE and the gap-filling material above and below the boards. 
Although it is not clear on this diagram, the connection containing the liquid 
nitrogen feedthrough is not a steel tube, but rather a set of edge-welded bellows. 
The travel on these allows for the tightening of the ferrule-based gas connections. 
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Figure 2.25 Region 2 of the spectrometer from an exterior perspective, more clearly showing the 
external viewports and the recesses for attaching to the trap region. 
 
The pinhole to the trap region is again housed within a PTFE housing that is a tight 
tolerance fit to the inside of the R2 chamber. The pinhole is held in place with M3 
nylon bolts so a potential can be applied. The pressure is measured using the 
previous system, a thermocouple gauge (Kurt J. Lesker, KJL-6000), able to measure 
to 310  Torr. 
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Figure 2.26 Cross-section view of the trap region of the spectrometer showing the extraction optics. 
All parts are to scale with colour being representative of the material. Also shown is the interior of 
region 3 and the start of the TOF optics. These were all drawn to ensure sufficient access for the final 
assembly. 
The chamber for the trap region was again a custom design and incorporates 3 
KF40 attachments along with a large front viewport in a similar style to that of R2. 
Pressure is measured using a convection-enhanced Pirani gauge (Kurt J. Lesker, 
KJL275808LL) capable of reading down to 41 10  Torr. 
The cooling reservoirs for both regions were designed to have as large an internal 
volume as possible, while allowing for assembly. 
The trap extraction optics require a little more explanation. The pinhole was 
constructed from 4 separate components, seen more clearly in Figure 2.27. The first 
of these, (A), contains the rectangular recess to hold the PCBs and also incorporates 
a slight projection to aid with the lensing action described in section 2.2.3.  This part 
was always held at a negative potential, repulsive to anions. The second part, (B), 
comprised a PTFE disc to electrically isolate the front of the pinhole system from 
the back. The third, (C), and fourth, (D), parts are seen as one in the SIMION 
simulations, such as in Figure 2.16, but had to be split into two parts for 
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manufacturing reasons. The third part consists of a flat sheet of 1 mm stainless 
steel with the cone-sided hole through it. This is adjacent to a much thicker ring, 
(D), to form both the final part of that extraction system and physical support. The 
pinhole is held together using countersunk head screws, whose holes are clearly 
visible in Figure 2.27. The thin steel sheet part, (C), was very delicate and benefitted 
from being clamped between the two thicker pieces. 
The fourth part, (D), also housed the mounting rods for the subsequent einzel lens. 
These were constructed out of PEEK for electrical insulation between both the 
different components of the einzel lens and the support. The whole pinhole system 
was then again mounted within a PTFE housing labelled below. 
 
Figure 2.27 Three-quarter cut view of the trap pinhole and extraction optics, with the electrodes, 
upper board and liquid nitrogen reservoir removed for clarity.  See text for a full description. 
  
84 
 
2.3.4. Proof of Concept 
 
Given the amount of trepidation associated with pouring liquid nitrogen into a 
vacuum chamber, the machine was initially assembled without the cooling 
apparatus. Given the number of variables present in the control system, it was 
expected to take some time to initially set up the electronics to within an 
operational scheme. 
For a discussion of the electronic controls, which reference will be made to in 
section 3.2.1, a diagram is necessary, Figure 2.28. The DC control system controls 
the potentials for the repulsive end wall of the trap, the extraction voltage, the 
potential across each resistor chain, and the potential between the final or first 
electrodes and the pinhole between them. This consists of 11 separate controls 
that are labelled as on the diagram. 
Each of the various points of control shown in Figure 2.28 can be changed without 
affecting the magnitude of the any of the others. Due to the stacked nature of the 
system, changing the trap depth along the cylindrical axis by increasing the voltage 
applied to point 2 cannot cause point 2 to ever be higher in potential energy than 
point 3. Point 1 is an offset control to the first electrode – this gives another control 
over the kinetic energy of the ions upon extraction. 
The RF decoupling circuits shown in Figure 2.18 are mounted to the feedthroughs 
within a small metal box for shielding. This is then connected to the DC supplies 
with the voltage stacking being accomplished using short wires from negative to 
positive output on adjacent supplies. 
Due to a slight quirk of the design, the voltages between pinholes and guides are 
not solely controlled by the DC supplies attached to points 4, 5, 7, and 8. This is due 
to a small offset present from the decoupling circuit’s bias resistors, labelled R6 and 
R9 in Figure 2.18. This causes the pinholes to be inherently offset from the nearest 
adjacent electrode by a small amount, 5%  of the voltage applied across the 
guide, points 2, 3, 6, and 9.  
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Figure 2.28 Schematic representation of the DC electrical controls for the new ion guides and trap.  
Red arrows define the two points of reference for the potentials, so the system stacks. Solid black 
lines show regions of continuous potential with dashed lines showing discontinuities. The potentials 
labelled TC and TO stand for Trap Closed and Trap Open respectively. The vertical axis is not to scale. 
Trap Open would be much further off this scale.  
Understanding the full phase space of these controls will take some time. However, 
some interesting trends have already started to become clear. Point 4 has become 
relatively unused, and any voltage applied to it, above that explained above, 
diminishes the signal level.  
When discussing the first vacuum region in section 2.3.3, the point was made that 
the ion signal seems to be relatively unaffected by changing the DC across the first 
guide, control 9. Contrastingly, controls 7 and 8 show a considerable effect on the 
ions and some of this will be discussed in section 3.2.1 and future work. 
Since the original design work, the einzel lens immediately out of the trap has 
changed, not in physical shape but due to the potentials applied to it. Under the 
SIMION simulation, all rings had a positive potential, with the middle ring being the 
major focussing element. A different regime has been found by using the first ring 
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as the focussing element and grounding the final two. This is remarkably successful 
in terms of ion signal and has a smaller effect on the TOF optics between different 
chemical species. 
It is very difficult to quantifiably compare the ion signal between the old and new 
designs, as the equipment has changed by getting older. Qualitatively, the signal 
level at 10 Hz for the nanosecond laser seems considerably increased, by about an 
order of magnitude. Furthermore, when attempting to run at higher repetition 
rates, the photoelectron signal has been noticed to increase up to at least 200 Hz 
which is again an improvement on the original. It is this author’s firm belief that 
considerably more can still be achieved by further exploring all of the possible 
controls of the system. 
While this lack of quantifiable data to compare the magnitude of the ion signal is 
frustrating, quantifiable data on the problem of cooling has been achieved. This was 
done by comparing the hot bands on chlorite, 2ClO
  , as previously done by the 
Wang group as shown in Figure 2.29.33 
 
Figure 2.29 Photoelectron spectrum of chlorite taken at 355 nm (3.5 eV) at both 300 K and 70 K. The 
hot bands, transitions starting from vibrational level above the ground state, are labelled as HB. 
Reproduced from Ref. 33. Copyright 2008, American Institute of Physics. 
The conditions for achieving cooling appear to be unstable and considerable work is 
required before the system is ready to be used to investigate the cryogenic 
dynamics that were originally planned. Upon starting the cooling process, with no 
other changes, signal levels vary considerably, initially increasing by almost a factor 
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of 2, then a precipitous fall to signal loss. Upon changing the electrical potentials to 
regain signal, hot bands are still visible. One cooled dataset has been achieved, with 
added helium flowed across the pinhole between R2 and trap, and the softest 
trapping potentials that could be suffered. This is shown relative to a dataset taken 
with no cooling or other alteration. 
 
Figure 2.30 Comparison of ClO2- data taken with no cooling applied, blue, and under cooling, orange. 
Spectra were taken at 500 nm (2.47 eV) The hot bands are expected to be at around 0.4 eV. The 
cooled band clearly shows a reduction in that peak. 
While this small success shows promise, it also highlights the quantity of work still 
to do to make this cooling ready for an actual experiment. The extra variables of 
pressure, and gas flow through/into the chambers show a huge importance to the 
data set and fully exploring all these is a challenge for the future of the lab. 
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3. Excited States of the 
Anthracenyl Anion 
 
 
 
 
 
 
This chapter details the study of the excited states of one isomer of deprotonated 
anthracene. This was done to gain insight into possible electron attachment 
mechanisms for anion formation in interstellar space. A novel ion production 
technique was developed for the experiment and resulted in good data being taken 
of one of the isomers of the deprotonated polyaromatic hydrocarbon (PAH). The 
carboxylic acids used were also briefly studied. 
 
 
 
 
 
 
This chapter is based upon “Resonances of the Anthracenyl Anion Probed by 
Frequency-Resolved Photoelectron Imaging of Collision-Induced Dissociated 
Anthracene Carboxylic Acid.”, L. H. Stanley, C. S. Anstöter and J. R. R. Verlet, Chem. 
Sci., 2017, 8, 3054–3061.  
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3.1. Introduction 
 
The presence of polyaromatic hydrocarbons (PAHs) can be seen across many varied 
chemical environments such as part of the incredibly complex structure of coal1 or 
nucleation points in soot formation of particular interest to atmospheric 
chemists.2,3 The possibility of their contribution to anthropogenic pollution, current 
popular feelings on climate change notwithstanding, is worth considering due to 
their carcinogenic and mutagenic nature.4,5 PAHs have also been considered as the 
basis for new organic electronics systems, such as OLEDs, photovoltaic cells, organic 
field-effect transistors and novel battery cathodes.6–9 When designing these 
devices, the fundamentals of the electronic and redox properties of the base PAH 
must be known and considered. Looking further afield than our terrestrial 
chemistry, gas-phase PAHs are expected to make up a considerable quantity of the 
interstellar medium due to their considerable presence in the mid-IR spectra of star 
forming regions of space.10–13 Ionised interstellar PAHs are also predicted to be in 
relative abundance due to the ratio of certain bending mode peaks. Both cations, 
such as 60C
  , and anions are expected.14 It is the anions with which this lab is more 
interested. 
It is in regions of space with increased electron density that anionic molecules are 
expected in the interstellar medium. The first few discovered were linear 
hydrocarbon-based anions, such as 4C H
 , 6C H
 , and 8C H
 , and were observed at the 
order of a few percent abundance relative to their neutral forms.15–17 PAH anions 
have yet to be individually assigned in the spectra but it is considered that they may 
be abundant enough to be the principal negative charge carrier in some 
regions.11,18–20 The mechanism of anion formation in interstellar space is somewhat 
unclear. Low energy electron attachment via a non-valence dipole-bound state has 
been the most commonly invoked mechanism.21,22 A dipole bound state requires a 
dipole moment greater than 2.5 Debye23, thus most neutral PAHs do not have the 
requisite dipole moment for this mechanism. 
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An alternative mechanism involves electron attachment via valence excited states 
of the anion embedded in the continuum. Although the most likely outcome of 
electron attachment into such a resonance is rapid autodetachment, excited state 
relaxation processes such as internal conversion through conical intersections can 
compete and may cause the eventual production of the anionic ground state.24–27 
Valence resonances are particularly prevalent in highly π-conjugated systems.23,28,29 
Electron impact studies have confirmed that such resonance-mediated decay 
processes occur28 and ground state anions of tetracene (
18 12C H ) and pentacene 
(
22 14C H ) have been observed following electron impact energies of 3  eV.
30 
All of the molecular anions that have had their existence confirmed in the 
interstellar medium are closed-shell11,16,17,31–36 and thus the PAH anions predicted 
to exist in interstellar space are also likely to be closed-shell. This would favour 
deprotonated PAHs as likely candidates rather than the radical anions.37 In the last 
few years this lab has developed anion photoelectron spectroscopy as a probe of 
resonances in a range of radical25,26,38–40 and closed shell anions,41–43 including the 
tetracenyl anion, 18 11C H
 .24 Following excitation to an anionic excited state 
resonance, 18 11C H
  showed a preference for internal conversion back to the ground 
state of the anion rather than autodetachment to the neutral. If a low-energy 
electron approaches a tetracene molecule, so long as the kinetic energy of that 
electron matches that of an anionic excited state, then the electron can be bound 
to form the ground state of the anion, despite the inherently unbound nature of 
the of the above-threshold resonance. These dynamics are enabled by a large 
number of π  resonances, thus a prediction can be made that similar processes 
may occur in larger polyacenes than tetracene. Contrastingly, the question could be 
asked of how few states and by extension, how small a polyacene is required for 
efficient recovery of the anionic ground state after excitation to a resonance? 
Given that tetracene is a system of four linearly fused benzene rings, the next step 
would be to investigate the relaxation dynamics of three benzene rings, 
anthracene. The possible deprotonation sites of neutral anthracene to form the 
anthracenyl radical are shown in Figure 3.1(a). 
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Figure 3.1 (a) Skeletal structure of neutral anthracene. (b)-(d) The three possible isomers of 
anthracene carboxylic acid, numbered according to the labels in (a).  
 
3.2.  Experiment 
 
3.2.1. Practical Considerations 
 
Frequency resolved data were taken using the nanosecond laser system described 
in section 2.1.2.  This provided laser pulses of 6 ns  duration at photon energies 
spanning 300 nm (4.1 eV) to 590 nm (2.10 eV). 
The study on the tetracenyl anion, 18 11C H
 , was performed using a solution of the 
neutral polyacene in toluene. This suffered from low deprotonated ion yield and 
overall measured ion signal instability. Performing electrospray directly with the 
neutral molecule allows for no selectivity as to the position of the localised charge 
on the molecule.  The most likely outcome is of all isomers being formed with a 
preference for the more stable species. 
Attempting a similar methodology upon neutral anthracene resulted in an impasse 
due to insufficient signal levels. Thus, an alternative anionic generation technique 
was required. 
94 
 
Within the mass-spectroscopy community, two methods have been developed to 
generate location specific carbanions.44,45 The first relies on the reaction of a 
fluoride anion with a molecule with a trimethylsilyl group attached.46,47 This works 
because the formation of the Si-F bond is highly selective, thus allowing for 
regioselective anion formation.46 This was recently used by the Neumark group to 
study the neutral ground and first excited states of the three isomers 
14 9-C Hn  (with 
n = 1, 2, 9). Their methodology was by slow-electron velocity map imaging (SEVI) of 
14 9C H
  generated through molecular beam co-expansion of 
3NF  and n-
(trimethylsilyl)-anthracene in He carrier gas in the presence of excess electrons.48 
An alternative method of achieving regioselective anions is decarboxylation of a 
deprotonated carboxylic acid anion through collision induced dissociation (CID) with 
a backing gas.49 This latter approach appealed due to a similar approach having 
been successful during a visit from Dr Berwyck Poad (University of Wollongong). 
During this visit, various molecules were studied following the CID and 
decarboxylation of a parent molecule. CID was achieved within the machine by 
increasing one of the DC control voltages early in the system. In particular, it was a 
significant increase in voltage point 7 (VP7), as labelled in Section 2.3.4 (the 
differential between the pinhole at the culmination of region 1 and the starting 
electrode of region 2) that appeared to generate the fragmentation products that 
he had seen previously under CID conditions. This methodology was selected and 
thus required solutions of the three isomeric forms of anthracene carboxylic acid as 
seen in Figure 3.1. In other respects, the experiment was performed as detailed in 
Chapter 2. The three isomers of 
14 9 2-C H CO Hn   (procured from Tokyo Chemical 
Industry and used without further purification), were made up into an 
approximately 1 mM solution in methanol for electrospray ionisation. 
Under normal operation, the potential difference applied between the pinhole and 
the first electrode of region 2, (VP7) would be between 0 and –2 V. This would be 
sufficient to guide the ions through the pinhole as seen by the ion signal. Under CID 
conditions, the potential difference was increased to up to −62 V. 
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Increasing the voltage applied to VP7 from 0 resulted in the formation of a 
fragment peak at m/z 44 below that of the parent ion, which would correspond to 
the mass loss of a 2CO  group. The relative quantity of the fragment could be 
increased by increasing the potential, which corresponds to the ions being 
accelerated more vigorously through the background gas into region 2. Under more 
conventional CID conditions the collisions of an organic carboxylic acid generally 
remove the 
2CO  group to produce the deprotonated carbanion.
44,45 Under low-
pressure conditions and “soft” CID, this negative charge generally remains localised 
in the location where the 
2CO  was removed. However, in our setup, CID occurs in a 
region with a few orders of magnitude higher pressure than that of a typical CID 
mass-spectrometric experiment44,50 and the timescales in our experiment are also 
very different (with the time from CID to photoelectron spectroscopy being several 
milliseconds). 
However, despite initial apparent success, a difficulty was encountered. The 
standard procedure is to alter the electrical controls of the system to maximise the 
ion signal present in the time-of-flight spectrum before interrogating the ion packet 
with the laser. Performing this process upon the fragment peak gave a bright strong 
photoelectron signal that caused initial joy at the simplicity of the experimental 
method. However, comparison with the photoelectron spectra from the Neumark 
lab did not agree.48 While the resolutions and aims of the experiments were 
different, it was expected to see agreement in the electron affinity and energetic 
positions of the neutral radical excited states. They bore little similarity.  
It was concluded that under conditions of maximum ion signal, some other 
fragment or reaction was taking place. The exact nature of this reaction and 
fragment are still somewhat mysterious, however, it was noticed that the 
introduction of dry argon around the entrance capillary to region 1 drastically 
reduced the quantity of this signal present in the photoelectron image. Thus, it 
could be the result of some reactive fragment interacting with either water or 
oxygen from the air. 
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Having reached the unwelcome conclusion that a considerable amount of data was 
of an unknown, and in the context of the experiment, unwanted fragment, effort 
was taken to find a regime where the correct fragment could be achieved. 
A regime was found to produce the anthracenyl anion, with mixed success.  The 
lowest energy isomer, 14 99-C H
 , could be produced in sufficient quantity to take 
data under reduced VP7 voltage and a flow of argon into the chamber by 
application to the volume near the entrance capillary. While this would inherently 
generate the anion in a vibrationally excited, or hot, state, it is expected to have 
thermalized before extraction into the TOF.  Attempts were made to find a regime 
where the other acid isomers could be used to exclusively produce the 
corresponding regiospecific anthracenyl anion but with no success. It was possible 
to produce some of the specific anion, but there was always significant 
contamination of 14 99-C H
 , despite there being none present in the solution. 
Although in this study only a single isomer could be formed exclusively, the use of 
CID in forming the decarboxylated fragment anion is appealing for future work 
because it relies on electrosprayed anions for which there is essentially no size or 
volatility limit of the precursor anion. For larger PAHs, the vapour pressure rapidly 
reduces. For example, perylene has a vapour pressure of 24 10  Pa at 400 K51 
and needs to be heated to very high temperatures for molecular beam studies. In 
contrast, electrospray ionisation of the perylene carboxylic acid is readily achieved.  
3.2.2. Computational Methods 
 
Density functional theory (DFT) calculations were performed by Cate Anstöter using 
the Gaussian 09 computational package52 and the B3LYP functional with the 6-
31+G** basis set, which has been shown to perform well for anionic PAHs.48 The 
geometries of 1- , 2-  and 14 99-C H
  and their corresponding radical neutral species 
were optimized, and were confirmed to represent the geometric minima through 
vibrational frequency analysis. All of the geometries of 14 9n-C H
  were confirmed to 
have planar minimum energy structures, in agreement with the previous 
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literature.48,53,54 The calculated energetics have been corrected for zero-point 
energy. Calculations using time-dependent (TD) DFT employing the Tamm–Dancoff 
approximation55 provided energetics and information about the character of both 
the anionic and neutral excited states accessed experimentally for 14 99-C H
 which 
has 2vC  symmetry. Additional ab initio calculations were carried out to predict the 
photoelectron angular distributions using the coupled-cluster equations of motion 
(EOM) formalism56 and employing the QChem 4.4 package.57 Specifically, EOM-IP-
CCSD calculations (using the same basis set as before) were used to determine the 
Dyson orbital with the anion ground state as the initial reference wavefunction,  
N , and the neutral ground state as the final wavefunction, 1N .58,59 The 
photoelectron angular distribution for this direct detachment channel was 
modelled using the ezDyson program (version 3.2) developed by Krylov and 
coworkers.60,61 
 
3.3.  Results and Discussion 
 
3.3.1. Anthracene Carboxylic Acids 
 
The photoelectron spectra of the three isomeric forms of 14 9 2-C H COn
  taken at a 
photon energy of 4.13 eV (300 nm) using the nanosecond laser system are shown in 
Figure 3.2. Only the lowest electron affinity isomer, the 14 9 29-C H CO
 , shows a 
clear direct detachment peak. At very low electron kinetic energy (eKE), the rising 
photoelectron feature is indicative of an indirect and delayed emission process. This 
is seen more clearly for the two other isomers, 14 9 21-C H CO
  and 14 9 22-C H CO
 , 
where the direct detachment feature is partially obscured by this delayed emission. 
Despite this, the high eKE edge of the direct detachment feature of each of the 
three isomers allows for an approximate adiabatic detachment energy (ADE) 
measurement. These were determined to be 3.7(2), 3.8(2) and 3.5(1) eV for n = 1, 2, 
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and 9, respectively. Calculated ADE values were 3.69, 3.97 and 3.34 eV for n = 1, 2, 
and 9, respectively.  4.13 eVh   
 
Figure 3.2 (Main) Photoelectron spectra of the three anthracene carboxylic acids at 300 nm (4.13 eV) 
(Inset) Vertically magnified section of photoelectron spectra of the same species at 320 nm (3.87 
eV). The feature shown is present in the main part of the figure but is particularly obvious in the 320 
nm spectra. 
The fact that there is an indirect emission channel indicates that resonances in 
14 9 2-C H COn
  are excited at 4.13 eV. At higher eKE, additional features can be seen 
in the photoelectron spectra. For all three isomers, there is a peak around eKE 2  
eV in addition to a shoulder just beyond the direct detachment. This region is 
shown more clearly in the inset of Figure 3.2, where 3.87 eV (320 nm) light was 
used to attain a higher signal-to-noise ratio. By extrapolation of the high-eKE edge 
of this higher-eKE detachment feature for each isomer, we obtain ADE values of 
1.3(1), 1.3(1), and 1.6(1) eV for n = 1, 2, and 9, respectively. These are in reasonable 
agreement with the ADE values determined by the Neumark group for the 14 9n-C H
  
ions using SEVI (1.5436(2), 1.4671(2), and 1.7155(2) eV for the n = 1, 2, and 9, 
respectively) and with our calculated values of 1.50, 1.44 and 1.66 eV for n = 1, 2, 
and 9, respectively. Hence, the photoelectron peaks at eKE 2  eV appear to arise 
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from the decarboxylated fragment 14 9n-C H
  that has been formed by 
photodissociation during the 6  ns laser pulse. A similar photo-induced 
decarboxylation has been observed by this lab in a linear polyene carboxylic acid 
anion.43 The fact that the ADEs measured here are lower than those reported by 
the Neumark group is likely a result of hot-bands because the fragment is made 
with a large amount of internal energy; our calculations indicate that 2.26 eV is 
required to lose the 
2CO  group, leaving 2  eV of excess energy in the fragment 
anion.  
The shoulder to the direct detachment from the fragment can be assigned to the 
first neutral excited state, which lies 1.205(6) eV48 higher in energy than the neutral 
ground state for 14 99-C H
 , and which will be discussed in detail below when 
considering the frequency-resolved photoelectron imaging of 14 99-C H
 . 
3.3.2. 9-Anthracene Charge-Localised Anion 
 
14 99-C H
  was produced by CID of 14 9 29-C H CO
  and its frequency-resolved 
photoelectron spectra are shown in Figure 3.3. It is composed of 21 photoelectron 
spectra taken at 0.1 eV intervals using the nanosecond laser system. Each spectrum 
has been normalised so that the highest energy peak has a unit maximum intensity. 
As the photon energy is increased, the eKE of the highest energy peak also 
increases linearly indicating that this is a direct detachment feature. Extrapolation 
of the high eKE edge yields ADE = 1.7(1) eV, which is in agreement with the value of 
1.7155(2) eV determined by Neumark and coworkers.48 This is also in agreement 
with the 14 99-C H
  formed by photodissociation of the carboxylate described in the 
previous section. Given the difficulties encountered in making solely this product, 
as detailed in section 3.2.1, this was satisfactory proof of the formation of the 
intended product of CID. 
At around 3.0h   eV, a second detachment channel opens up which also leads to 
a peak that increases linearly with photon energy. This feature can be assigned to 
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direct detachment to the first excited state of the 14 99-C H neutral radical. The 
energy gap between these values from our measurements is 1.2(1) eV, which is in 
agreement with the gap of 1.205(6) eV determined by Neumark and coworkers and 
with the photodissociation product mentioned in the previous section.48 
 
Figure 3.3 Frequency-resolved spectra of 9-C14H9- normalised to the intensity of the peak at highest 
eKE.  
In addition to the two direct detachment features, there is evidence of delayed 
autodetachment at 2.8 3.5h   eV. Instead of the expected increase of eKE with 
photon energy, the photoelectron spectra show signals at a lower eKE, indicating 
that some of the available eKE has been converted to kinetic energy of the nuclei, 
probably by internal conversion.62 Hence, in the 2.8 3.5h   eV energy range, a 
resonance appears to be excited and its nuclear wavepacket and/or internal 
conversion dynamics are in competition with autodetachment from the resonance. 
For 3.8h   eV, there also appears to be a dramatic change in the ratio of 
formation of the ground and first excited state of the neutral following electron 
detachment. Specifically, the neutral excited state appears to be produced more 
favourably compared to the ground state. As discussed below, this arises from the 
presence of a resonance for which autodetachment to the first excited state may be 
more favourable. 
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Figure 3.4 False-colour plot of the frequency-resolved 
2  spectra of 9-C14H9
- . The signals below 
intensity of 0.2 in Figure 3.3 have been blacked out because the signal levels were too low to 
determine a reliable 
2  parameter. 
When comparing the two anion production schemes between the in-source CID and 
the photodissociation mentioned in section 3.3.1, it was clear that the optical 
process gave the better isomer selectivity, albeit at the expense of producing 
vibrationally hot molecules. By contrast the in-source methodology produces 
thermalized ions, however, due to the time delay between production at the start 
of the machine and photon interaction, on the order of milliseconds or more, 
various isomerisation processes could take place, and this is what was seen with the 
attempted production from the other initial acids. 
Additional insight can be gained by considering the photoelectron angular 
distributions over those same features, as shown in Figure 3.4. The photoelectron 
spectra show strong anisotropy in certain spectral regions. The direct detachment 
feature that forms the neutral ground state exhibits an overall positive 2 . At low 
photon energy, the direct detachment has 2 1.3 0.1    . This is consistent with 
the observation of the Neumark group.48 The photoelectrons arising from delayed 
autodetachment (lower eKE) in the 2.8 3.5h   eV range are predominantly 
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isotropic with 2 0  . Similarly, detachment to form the first excited state of the 
neutral species appears to be isotropic. 
Upon closer inspection, the anisotropy of the direct detachment feature that leaves 
the neutral radical in its ground state appears to change quite abruptly across the 
h range studied. In Figure 3.5, the 2  parameter averaged over this direct 
detachment peak is shown as a function of h  (and of eKE of the photoelectron). If 
direct detachment was the only available channel, the expectation would be to see 
slow variations with increasing photon energy. However, over the regions 
2.8 3.5h   eV and 3.8h  eV, there are strong deviations from this expected 
behaviour, which supports our earlier suggestion that resonances are excited in 
these regions. 
 
Figure 3.5 
2  parameter of the direct detachment feature as a function of hν and eKE. The red 
points and dashed line indicate the experimentally determined values and the black solid line 
indicates the calculated 
2  parameter using the Dyson orbital shown. The experimental error shown 
on the first data point is similar for all the other data points. 
Figure 3.6 shows the relevant calculated molecular orbitals (MOs) of 14 99-C H
 . The 
highest-occupied MO (HOMO) corresponds to the n-orbital localised primarily at 
the C9 position (see Figure 3.1), while the lowest-unoccupied MO (LUMO) is a 
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delocalised π  orbital. Our calculations show that there are several excited states 
and resonances of 14 99-C H
 that can be accessed in the photon energy range used in 
the present experiments. Figure 3.6 also shows an overview of the most relevant 
excited states (those with significant oscillator strengths). Many of the lowest lying 
excited states involve 1nπ  states and consequently have very low oscillator 
strengths; the lowest lying anion 1nπ  resonance is included in the energy level 
diagram. Based on our calculations, the most likely resonances that are excited 
around 2.8 3.5h  eV and 3.8h   eV are the three lowest 1ππ  transitions. The 
lowest (1) 1ππ  transition is calculated to be at 3.14 eV. This calculated energy is 
consistent with the 2.8 3.5h  eV range over which the deviation of the 2  
parameter was noted in Figure 3.5 and with the resonance signatures in the 
frequency-resolved photoelectron spectra in Figure 3.3. For 3.8h  eV, a deviation 
can be seen from the expected 2  behaviour in Figure 3.5, which is consistent with 
the appearance of the next two 1ππ resonances: (2) 1ππ was calculated at 3.77 eV 
and (3) 1ππ  at 4.12 eV photon energy. Interestingly, it is only the (1) 1ππ  resonance 
that shows evidence of nuclear dynamics in competition with autodetachment as 
evidenced by Figure 3.3. 
Figure 3.6 additionally shows the orbital configurations associated with the neutral 
ground state ( 2 1X A ) and its first excited state (
2
1A B ). The ground state is formed by 
the loss of a non-bonding electron in the HOMO, while the first excited state is 
formed by the loss of a π-electron from the HOMO-1. All three 1ππ  states 
predominantly involve the excitation of the HOMO-1 π-electron into a π  MO. 
Hence, these resonances are of Feshbach character with respect to the electron-
loss channel that forms the neutral ground state, but are of shape character with 
respect to the electron loss channel that leaves the neutral species in its first 
excited state. Because a Feshbach resonance involves a two-electron transition, the 
autodetachment lifetimes are typically longer compared to that of shape 
resonances, for which only a single electron transition is required.  
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Figure 3.6 Summary of relevant molecular orbitals (MOs) of 9-C14H9– and dominant electron 
configurations of the relevant electronic states of the 9-C14H9– anion and the 9-C14H9 neutral. On the 
right are the calculated excited state energy levels with experimental values in parenthesis. 
The adiabatic energy of the neutral excited state lies very close to the onset of the 
(1) 1ππ  resonance, while the vertical energy of the neutral species (at the anion 
geometry) will be higher and was calculated to be at 3.29h   eV. As excitation 
occurs in the vertical region and the electron loss cross section is small for low eKE 
electrons, the (1) 1ππ resonance will predominantly decay by autodetachment to 
the ground state of the neutral species. This is a two-electron transition and as such 
autodetachment may be expected to be relatively slow. Therefore, one might 
anticipate that nuclear dynamics could compete with autodetachment, which is 
consistent with the observations in Figure 3.3.  
The (2) 1ππ and (3) 1ππ excited states are too far above the threshold region for the 
autodetachment channel that leaves the neutral species in its excited state. 
Therefore, loss of the electron can proceed through a one-electron process (excited 
shape resonance) and the consequential increased autodetachment rate appears to 
outcompete the nuclear dynamics of the (2) 1ππ /(3) 1ππ  resonances so that the 
photoelectron peak essentially takes the spectral form of a direct detachment 
process as seen in Figure 3.3. As previously noted, the increase in yield of the 
neutral excited state when 3.8h   eV (see Figure 3.3) is fully consistent with the 
fact that the (2) 1ππ  and (3) 1ππ  resonances are only of shape-character with 
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respect to the neutral excited state, but of Feshbach-character with respect to the 
ground state. Hence autodetachment into the former channel is faster and 
therefore has a higher yield. Note that we cannot determine the branching ratios 
accurately because of the additional direct detachment channel that is always open 
for ADEh  . 
One aspect of the direct photodetachment from 14 99-C H
  that is particularly clear is 
its anisotropy. This has previously been discussed by the Neumark group in their 
interpretation of their SEVI experiment.48 The photoelectron angular distribution 
for direct detachment in the 0.0 eKE 0.3  eV range was measured to be 
2 1.3   .
48 This is in agreement with the 2  parameters determined here in the 
same energy range (Figure 3.5). For higher eKE values, we observe a gradual 
decrease in 2  as well as rapid changes. In order to confirm that the rapid changes 
correspond to the deviation of a smoothly varying 2  parameter due to direct 
detachment, we have performed similar calculations to the Neumark group but 
over a wider eKE range. We believe that this specific 2  parameter calculated by 
Neumark and coworkers may be erroneous because of the older version of QChem 
and/or ezDyson used in their calculations. In fact, visual inspection of the Dyson 
orbital shows that, while a large component of the orbital is of n-character which 
would lead to 2 2   , there is also significant π-character which should reduce 
this substantially, which is consistent with the predicted and observed 2  
parameter presented here. 
The results from our calculations are shown by the solid line in Figure 3.5. The data 
are not scaled and yield 2 1.2    for low eKE electrons, in excellent agreement 
with the experiment. As the eKE increases, the 2  parameter smoothly decreases 
as anticipated. This overall trend is reproduced in the experimental data. However, 
over the ranges where resonance dynamics were noted (2.8 3.5h  eV and 
3.8h   eV), the measured photoelectron angular distributions are significantly 
more isotropic than that predicted for direct detachment, confirming that the 
frequency-resolved 2  parameter has identified the resonances. 
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The quantitative agreement between the experimental and calculated anisotropy is 
very encouraging. Our group has previously shown similar rapid changes in 2  for 
para-benzoquinone radical anions,39 which could also be correlated with the 
excitation and electron emission from resonances. This was previously discussed in 
section 1.4.2. However, in chemical derivatives of para-benzoquinone, the overall 
anisotropy tended to zero so that changes were difficult to discern.25,26 For  
14 99-C H
 , the clear anisotropy arises from its high ( 2VC ) symmetry, enabling full use 
of the angular dimension. Further theoretical developments to accurately predict 
photoelectron distributions for photo-detachment and specifically autodetachment 
may assist in identifying the nature of the resonances in favourable cases such as 
14 99-C H
 . 
3.3.3. Comparison to the Pyrene Anion 
 
The frequency- and angle-resolved photoelectron spectra clearly show that nuclear 
resonance dynamics can compete with autodetachment from the (1) 1ππ resonance 
of 14 99-C H
 . The dynamics of the resonance involves nuclear wavepacket motion on 
the (1) 1ππ  potential energy surface. Hence, autodetachment may occur along 
different coordinates of the (1) 1ππ surface which leads to different Franck-Condon 
factors to the neutral ground state and consequently to photoelectrons with a 
lower eKE relative to that for direct detachment. Additionally, internal conversion 
can occur from the (1) 1ππ resonance to lower-lying 1nπ  resonances. Several such 
resonances were identified in our calculations. The population of the 1nπ  
resonances following a non-adiabatic transition from the (1) 1ππ state is expected 
to result in very fast autodetachment as these are of shape character relative to the 
neutral ground state. Unfortunately, we cannot determine whether such internal 
conversion processes are occurring from the present data.  
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Figure 3.7 (Left) Individual photoelectron spectrum of 
14 99-C H
   taken at 2.9 eV of photon energy. 
(Right) The raw photoelectron image used to produce the spectrum. The laser polarisation is 
horizontal, as labelled. 
Internal conversion to repopulate the ground electronic state of the anion is barely 
observed: this would be evidenced by the presence of very low energies in the 
photoelectron spectra that are statistically emitted (thermionic emission) from the 
hot anion. There is the suggestion of thermionic emission in the photoelectron 
images as can be seen in Figure 3.7, but the yield is very low. Hence, unlike the case 
of the tetracenyl anion, 18 11C H
 , for which intense thermionic emission was clearly 
seen, resonances in 14 99-C H
  are not efficient in recovering the ground state. While 
18 111-C H
  has a higher density of resonances than 14 99-C H
 , a key additional 
difference between the two systems is that 18 111-C H
  has several bound singlet 
excited electronic states. This is partly due to its higher ADE and partly due to the 
greater p-electron delocalisation in 18 111-C H
 . We have previously shown that in the 
menadione radical anion, efficient anion ground state recovery was facilitated by a 
bound excited state, which acted as an intermediate in an internal conversion 
cascade.26 Hence, we suggest that 14 99-C H
 does not efficiently reform the anion 
ground state in part because of the lack of anion bound states. We can therefore 
also suggest that 18 111-C H
  is the smallest astrophysically relevant polyacenyl anion 
for which efficient ground state recovery can occur. Note that 14 91-C H
 , 14 92-C H
 , 
18 112-C H
and 18 113-C H
 may prove to be more efficient in this regard, but only the 
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lowest energy isomers ( 14 99-C H
 and 18 111-C H
 ) are expected to be prevalent in the 
interstellar medium; these can be formed by H-atom tunnelling from the other 
higher-lying isomers, which proceeds on timescales faster than the astronomically 
relevant ones.63 
The observation of resonances in 14 99-C H
 and their dynamics also has implications 
for the SEVI work reported by the Neumark group. Specifically, the SEVI experiment 
assumes that direct detachment into the continuum determines the vibrational 
structure of the neutral species. However, as the direct detachment cross section is 
low near the threshold, even optically weak transitions may become important, and 
we note that our calculations suggest that the lowest 1nπ  resonance is close to the 
neutral state energy. If a resonance was accessed at the SEVI detachment energy, 
then this would lead to changes in the Franck–Condon factors of the neutral 
species, as was shown by Schiedt and Weinkauf in para-benzoquinone radical 
anions.64 This should be apparent from changes in the peak intensities as the 
photon energy was changed and perhaps in the 2  parameters associated with 
specific photoelectron peaks. In the data presented for the neutral ground state of 
14 99-C H
 , there is no evidence of the participation of resonance excitation, 
however, the same is certainly not true for the first excited state of the neutral 
species. Fig. 3.3 clearly shows that the (1) 1ππ  resonance produces photoelectrons 
essentially over the entire eKE ADEh   range. Indeed, it is noted in their work 
that the 2  parameters are likely distorted because of high-eKE electrons that are 
arising from direct detachment into the neutral ground state.48 From our data, 
these “distorting” electrons are actually also at low-eKE because of the resonance 
dynamics of the (1) 1ππ state. 
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3.4. Conclusions 
 
A new methodology for studying the resonances of closed shell PAH anions has 
been presented based on the CID of their respective carboxylic acids formed by 
electrospray ionisation. For different anthracene carboxylic acid isomers, only the 
most stable isomer of the anthracenyl anion ( 14 99-C H
 ) is formed. It seems 
photodissociation yields the best isomer selectivity, although we note that the 
timescales of this experiment are very short (i.e. ~6 ns) such that any post-
dissociation isomerisation may yet occur. Frequency and angle-resolved 
photoelectron imaging of 14 99-C H
  was used to identify and characterise the 
dynamics of a number of resonances. The lowest lying π  resonance shows rapid 
nuclear dynamics that are in competition with autodetachment. However, ground-
state recovery was observed to be inefficient. Two higher-lying π  resonances were 
observed to rapidly decay by autodetachment. All observations could be accounted 
for using supporting electronic-structure calculations. In particular, our data and 
calculations show how photoelectron anisotropy can be used to identify the 
presence of resonances. Closed shell PAH anions have been implicated to exist in 
the interstellar medium, where, in the absence of a sufficiently large dipole 
moment, electron attachment through resonances may be a key formation 
mechanism. Our results show that the predominant decay mechanism for 
resonances in 14 99-C H
  is autodetachment, which is in contrast to the next 
polyacene increment, the tetracenyl anion, for which ground state recovery has 
been reported previously.24 Therefore, the latter is the smallest polyacenyl anion 
for which this process can occur and therefore is also the smallest likely polyacenyl 
anion to be found in the interstellar medium. With the development of this new 
methodology, we will now be able to explore a wide range of large PAHs to 
determine the role of resonances in their anion formation. 
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4. Dynamics of the Meta-
Substituted Variant of the 
Chromophore Anion in the 
Green Fluorescent Protein. 
 
 
 
 
 
 
 
 
 
This chapter describes the study of a structural isomer of the chromophore of the 
Green Fluorescent Protein (GFP). Frequency-, angle-, and time-resolved 
photoelectron spectroscopy were all brought to bear upon the problem. This 
provided some level of understanding of the dynamics, which is discussed with 
reference to the contributions of our computational collaborators.  
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4.1. Introduction 
 
Fluorescent proteins and their subsequent use for the study of biological processes 
has dramatically altered the field of molecular biology since their discovery. Their 
ability to be added to the genome of a target organism and expressed with a clear 
fluorescence from within a living target was noticed early. However it was the 
possibility of detection when expressed attached or even within another protein 
that has caused their rise from obscurity.1–3 The discovery and development of the 
first of these, the green fluorescent protein (GFP), as an optical probe for previously 
invisible processes such as the growth of nerve cells in the brain was recognised 
with the 2008 Nobel Prize in Chemistry.1 The fluorescent properties that make GFP 
so useful to biologists are due to the presence of a central chromophore. When 
present as part of GFP, the chromophore is held in a 11 stranded β-barrel, as seen 
in Figure 4.1.4 
 
Figure 4.1 (A) Schematic drawing of the structure of the GFP, showing the chromophore within the 
β-barrel structure. From Ref. 4 Reprinted with permission from AAAS. (B) Ball-and-stick model of the 
4-(para-hydroxybenzylidene)-5-imidazolinone (para-HBDI) anion. (C) Ball-and-stick model of the 
meta-HBDI anion. 
The chromophore present in GFP is structurally similar to the molecule shown in 
Figure 4.1 (B), 4-(para-hydroxybenzylidene)-5-imidazolinone (HBDI).5,6 Furthermore 
it is also known that both neutral and anionic (deprotonated) forms are present 
within the protein.7,8 GFP is known for having two broad absorption peaks, with 
each having a different assignment. The higher energy band (centred around 396 
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nm) is an absorption by the neutral molecule with subsequent proton transfer to 
produce the anionic form.9,10 The lower energy band (centred around 476 nm) is 
assigned to an absorption by the anionic form of the chromophore. The 
fluorescence is in either case from the deprotonated anion. 
The presence of the protein and the corresponding interactions clearly have an 
effect on the chromophore’s dynamics. The intact protein has a high fluorescence 
quantum yield,11,12 
 0.8f   . (4.1) 
In solution, the isolated chromophore had a quantum yield of 
 0.0001f    (4.2) 
and did not fluoresce until the sample had been frozen as part of an ethanol glass.13 
In addition, the absorption bands of GFP are shifted when compared to that of the 
chromophore in solution. Comparison of different solvents showed that the anionic 
form was more affected by the presence of solvent, but there was always a shift 
from higher energy to lower energy upon formation of the anion.13 However, both 
absorption peaks were blue-shifted relative to the corresponding band of the 
protein.  
The structure of the protein backbone could be seen as providing a nearly gas-
phase environment, due to the β-barrel excluding solvent molecules from the 
vicinity of the chromophore. However, the photophysics is not that simple. The 
neutral from of HBDI in the gas phase has been observed to have a significant blue 
shift (0.5 eV) in the absorption spectrum relative to the protein.14 Conversely, the 
anionic form more closely resembles the absorption of the GFP protein.14,15 The 
transition to the first exited state of the bare anion has been shown to be extremely 
similar to that when present in the barrel.15 This implies that the protein structure 
has an effect on the dynamics of the chromophore, which is most pronounced upon 
the neutral form. 
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Considerable work has been done to understand the dynamics of the anionic 
chromophore in the gas phase.2,5,6,16–18 Much less has focussed on the structurally 
similar meta- variation, shown in Figure 4.1 (C). This chapter presents the 
investigation of the excited-state behaviour of the deprotonated anion, meta-
HBDI−, especially taking a view of contrast to the para- version. It is hoped that 
some light may be shed on the “choice” of para-HBDI as the chromophore, rather 
than perhaps the meta- form. To compare these two similar molecules and the 
effect of that small structural change has upon their energy levels and dynamics is a 
fundamental question of physical chemistry. 
4.2. Experimental 
 
Data was taken using the previous design of the spectrometer as detailed in chapter 
2. Meta-HBDI was provided by the group of Professor Lars Andersen of Aarhus 
University. The HBDI anions were produced by electrospray ionisation of a 1 mM 
solution of the neutral molecule in MeOH which was deprotonated by the addition 
of a few drops of a 2M solution of 3NH  in MeOH. Frequency resolved data were 
taken using the nanosecond laser system described in section 2.1.2.  This provided 
laser pulses of 6 ns  duration at photon energies spanning 270 nm (4.6 eV) to 680 
nm (1.82 eV). Time-resolved experiments were conducted using the femtosecond 
laser system described in section 2.1.2. This was used to provide an 800 nm probe 
pulse directly and the second-harmonic stage was used to generate a 400 nm pump 
pulse. 
4.3. Results and Analysis 
 
The frequency-resolved spectra were taken of meta-HBDI− for photon energies 
ranging from 2.5 eV (500 nm) to 4.3 eV (290 nm) in steps of 10 nm. This is 
presented in Figure 4.2. This data has been normalised to the maximum peak 
intensity for each spectrum.  Presented below it is the associated anisotropy 
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parameter, 2 , with the shaded regions corresponding to those regions of the 
frequency spectra where the normalised peak intensity was less than 0.3.  
A few features are immediately obvious. The simplest of these to explain is the 
direct detachment peak progressing diagonally for 2.8 eVh  . Using the outer 
edge of this peak, the adiabatic detachment energy (ADE) of the meta-HBDI anion is 
2.30 0.05  eV. This is in agreement with the lower resolution photoelectron 
spectra taken by Bochenkova et al.6 The direct detachment process corresponds to 
removal of an electron from the highest-occupied molecular orbital (HOMO) to the 
ground state (doublet, D0) of the neutral. 
In addition to this direct detachment to the neutral ground state, there is some 
evidence for a detachment to an excited state. A faint diagonal can be seen for 
3.9h  , starting from an eKE of 0.5  eV. This feature follows the main direct 
detachment feature looking approximately parallel. This peak would be indicative 
of a direct detachment to this neutral excited state. 
The majority of the dynamics takes place between 2.5 3.5h   eV. Within this 
energy range, photodissociation was observed by the emergence of a peak of lower 
flight time in the TOF mass-spectrum upon the addition of the laser beam. 
Specifically, after the laser interaction, the ion beam is deflected onto the MCP and 
this short acceleration acts as a secondary time-of-flight spectrometer, although it 
offers very little mass resolution. The most likely fragment is loss of CH3 from the 
meta-HBDI−, similar to that observed in the para- isomer.6,17 
A clear feature below eKE of 0.2 eV can be seen in Figure 4.2 that is independent of 
photon energy. The fact that it is invariant with photon energy and appears at low 
eKE is indicative of a relatively slow and indirect detachment process. However, this 
peak does not have the appearance of thermionic emission which has a typical 
Boltzmann distribution. We therefore tentatively assign this feature to arise from a 
decay though vibrational autodetachment. This process comprises the ejection of 
an electron after the coupling of an excited electronic state of the anion to a 
vibrationally-excited neutral ground state.  
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Figure 4.2 (Upper) Frequency-resolved spectra of meta-HBDI- normalised to the maximum peak 
intensity from 2.47 eV to 4.27 eV (500 nm to 290 nm) of incident photon energy. (Lower) the 
associated anisotropy parameters, with the shaded area corresponding to regions of normalised 
intensity <0.3. 
The presence of a resonance can be seen in the anisotropy parameter, 2 . Looking 
at the direct detachment peak as it passes though 3.2h   eV, a fairly sharp 
decrease occurs, inferring the contribution of a new electronic state. 
Lastly, a small quantity of multi-photon signal can be seen at 3.1 eVh  , present 
at eKE 1.8 eV  . This is mildly unexpected as this is a wavelength of lower power 
due to the OPO used to generate the laser pulses. This observation suggests the 
presence of a resonance that leads to a sufficiently long-lived excited state that can 
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absorb a second photon at this photon energy. In order to further study these 
apparent dynamics, we used time-resolved photoelectron spectroscopy.  
 
Figure 4.3 False colour photoelectron spectra of meta-HBDI- taken with a 400 nm (3.1 eV) pump 
followed by an 800 nm (1.55 eV) probe. The signal has been background subtracted using (t0 -500) fs 
data. 
Figure 4.3 shows the time-resolved photoelectron spectra following excitation at 
400 nm and probing at 800 nm. Each spectrum has a photoelectron spectrum from 
500 fs before t0 subtracted such that only time-evolving features remain. The 
intensity of the laser was kept low to avoid multiphoton processes (when the 800 
nm is too intense, it can excite the resonance through a two-photon transition 
leading to dynamics in the reverse temporal direction). Two features evolving at 
different timescales are immediately obvious in the time-resolved data presented in 
Figure 4.3. There is a fast-decaying feature at 0.8 eKE 1.5   and a much-slower 
decaying feature at eKE  0.4  eV.  This lower energy feature can be seen to shift 
with time, from an initial value just after t0 of around 0.6 eV, changing quickly to 0.4 
eV and remaining there. To measure the lifetimes of these signals, the signal was 
integrated and the results shown in Figure 4.4. 
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Figure 4.4 Integrated signal of the features present in the time-resolved spectra of meta-HBDI-. 
(Main) Integrated signal for the fast decay, red, over the eKE range shown in the key, and for the 
slower feature, blue. Both are plotted using the data set for Figure 4.3. (Inset) Signals integrated 
over both features for long time delay information. This was taken from an earlier dataset to 
consider slower dynamics. Associated lifetimes are present in the text. 
The fast feature, plotted in red in Figure 4.4, has been fitted to a convolution of an 
exponential and a Gaussian with a full-width-half-maximum of 80 fs. This decays 
quickly with a measured lifetime of    50 10 fs.  This decay aligns with the rise of 
the longer-lived feature, plotted in blue, implying the movement of population 
from the first state to the second. This was again fitted to a convolution of a 
Gaussian and an exponential and produced a decay lifetime of 120 15 fs. A 
separate dataset was used for long time-delay data points to estimate the lifetime 
of the slower delay, pictured in the inset of Figure 4.4. This was estimated as 
90 30 ps. 
4.4. Discussion 
 
To consider the dynamics of the system it is useful to consider the energetics of the 
possible states that are involved; this is presented in Figure 4.5. This shows the 
expected positions of both neutral and anionic states that could be involved in 
either the frequency- or time-resolved experiments. Their relative energies and 
labels are taken from the computational work done by Bochenkova et al.6 
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Figure 4.5 To-scale Jablonski diagram of the ground states and excited states potentially involved in 
the experiment of both the neutral and anionic form of meta-HBDI-. The energy scale is relative to 
the anion ground state. The pump pulse of the time-resolved work is represented by the blue arrow, 
the probe pulse by red arrows. Energy levels used are those calculated by Bochenkova et al., with 
the exception of the D0 state, this is plotted at the ADE given earlier.6 The two numbered probe 
pulses indicate particular situations, which are explained in the text. 
The direct detachment feature to an excited neutral state, seen in Figure 4.2, is 
clear at 4.0h  eV providing an estimate of the adiabatic energy being 3.5 eV  
above that of the anionic ground state. Comparison with Figure 4.5 would 
tentatively assign this to production of the 11nD   neutral state at 3.6 eV.  This would 
correspond to the production of a neutral via the loss of a non-bonding electron 
and would account for the significantly lower intensity of this peak in comparison to 
that of the ground state direct detachment. 
The low-energy feature (eKE <0.2 eV) in the frequency-resolved spectra appears to 
arise from an indirect vibrational autodetachment process. The closest anionic state 
to that of the neutral is the S1 state predicted at around 700 nm (1.77 eV).6 
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Autodetachment from vibrational states of S1 would be consistent with the 
observed feature. However, Bochenkova el al. also noted that a dipole-bound state 
exists near threshold and they suggested that electron emission may be due to 
vibrational autodetachment from this dipole-bound state.6 
The resonance shown by the multi-photon process along with the change in the 
anisotropy parameter in Figure 4.2 can be assigned to the presence of the S2 
anionic excited state, which is calculated to lie at 385 nm (3.2 eV).6 
Hence, excitation at 400 nm and the subsequent dynamics shown in Figure 4.3, 
starts with population of the S2 state. The fast decay process has a maximum eKE of 
around 2 eV. The pump and probe energy combined is 4.65 eV and the D0 state is 
2.3 eV above the anion. Therefore, the maximum kinetic energy release in the 
outgoing electron from the S2 state is 2.35 eV. The observed maximum is 
somewhat less than this suggesting that some energy ( 0.3  eV) has already 
dissipated. This situation is shown by the probe pulse labelled 1 in Figure 4.5. This 
could correspond to ultrafast conversion to the vibrationally-excited region of the 
S1 state before absorption of the probe pulse and would imply that the initially 
excited S2 state is not observed in the time-resolved measurements, perhaps 
because of a low detachment cross section. 
The other important feature is that at eKE 0.5  eV. The origin of this detachment 
peak is schematically represented by the arrow marked 2 in Figure 4.5. The 
energetic position of this arrow implies one of two situations, either there has been 
more fast internal conversion, or the S1 state has a lower global minimum than that 
of the vertical transition from the anionic ground state. 
The above interpretation has been reached though a collaboration with the 
computational group of Anastasia Bochenkova.19 Their work has found three 
different conical intersections, one between the S2 and S1 state and two separate 
intersections between the S1 and S0 states. Upon excitation at 400 nm, the S2 state 
is populated but immediately starts a process of internal conversion to the S1 sate 
via the S2/S1 conical intersection. From the S1 state the system can then progress in 
two different directions and the wavepacket bifurcates. There is a fast decay back 
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to the anionic ground state through a relatively low gradient conical intersection. 
The alternative is to progress towards an alternative conical intersection that has a 
local minimum nearby. This minimum allows for the system to “sit” near to the 
conical intersection for a time before progressing though it as a barrier on the 
excited state surface impedes direct access to the conical intersection. The length 
of time spent in this local minimum would result in a relatively narrow eKE 
distribution, consistent with the narrow distribution observed in the time-resolved 
photoelectron electron spectra and its associated long lifetime of 90  ps. 
The computational results provide an explanation of the dynamics seen within the 
experiment. The initial fast decay is sampling the system as it progresses on the S1 
surface immediately after internal conversion though the S2/S1 CI. The width of the 
photoelectron peak points to a large difference in gradients of the S1 and final D0 
states and the lifetime corresponds to rapid internal conversion from S1 to S0 
through one of two S1/S0 conical intersections. However, this decay only captures 
part of the wavepacket. A portion of the wavepacket on the S1 state progresses to a 
minimum where is remains for some time as internal vibrational redistribution 
dissipates the initial motion along a few vibrational modes to all the available 
modes in the molecule. A barrier on the S1 state to a second conical intersection 
with the S0 state can then be “thermally” accessed leading to the much slower 
decay observed and the narrow eKE distribution. The observed 120 fs timescale is 
likely an artefact of the fact that both dynamics are spectrally overlapping and the 
low eKE peak contains some decay of the fast channel. 
It is instructive to compare these dynamics with that of the para- chromophore. 
The para-HBDI− 1S  state is one of the principal states for fluorescence in the 
protein.11,19 This state is formally bound with respect to the D0 ground neutral state. 
However, autodetachment is seen from the S1 state.5 It is also an optically very 
bright state. At higher excitation energies, para-HBDI− shows the onset of a pair of 
excited anionic states with a considerable broadening feature due to the internal 
conversion form the optically accessible S3 state to the S2 state followed by 
autodetachment to the D0 ground state. For 4.2h   eV, this autodetachment 
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channel switches due to the onset of the D1 state. The dynamics in the meta isomer 
are at first glance very different. The meta-substitution on the phenolate ring 
disrupts the resonance structure of its para-isomer which causes much of the 
observed changes. Nonetheless, there are also some remarkable similarities. In a 
very recent study, the isolated para-HBDI− 1S  state has been observed to have a 
strongly temperature dependent lifetime.21 At low temperature, the S1 state 
effectively becomes fluorescent, similar to observations in solution. Calculations 
show that, similar to meta-HBDI−, the 1S  state has a barrier to overcome before it 
can reach the conical intersection that takes it to the ground state. At high T, this 
barrier is readily overcome by the thermal energy in all the modes of the molecule 
(see Chapter 1). Hence, while para-HBDI− is of course different, it is perhaps 
surprising to note that the 1S  state of both meta- and para-isomers have similar 
barriers to accessing efficient decay routes. Of course, meta-HBDI−  has a second 
direct path to the ground state which the para-isomer does not. This direct path 
will lower the ultimate fluorescence quantum yield achievable and consequently, 
para-HBDI− represents a better chromophore for GFP. 
4.5. Conclusion 
 
To summarise, frequency-, angle-, and time-resolved photoelectron spectroscopy 
has been utilised to study the meta- variant of a model GFP chromophore. The 
frequency-resolved spectra show the effect of direct detachment to the neutral 
ground state along with a small contribution to a neutral excited state. The effect of 
one anionic excited-state resonance was also observed, the S2 state, for 3.1h 
eV.  
The dynamics of the resonance around 3.1 eV were then studied using time-
resolved photoelectron spectroscopy.  After excitation to this state, population is 
believed to progress quickly though a conical intersection to the S1 state. The 
motion on the S1 sate was then probed with two possible CI decay routes 
proposed.19 One of these is a fast, relatively broad eKE decay, with the other route 
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being defined by a localised minimum near to the CI that correspondingly has a 
much longer decay rate and a narrower eKE profile. 
To discuss the meta-HBDI anion, it is inherently necessary to compare it to its 
better-known isomer, the biologically favoured para-HBDI chromophore. One of 
the major differences comprises the nature of the first excited state, in the para- 
form, this is a very bright state that contributes to the fluorescence of the GFP 
structure. This fluorescence is not generally seen in the gas phase due to a rotation 
around a central carbon bond that is inhibited within the protein, suspended in a 
glass or cooled to cryogenic temperatures.11,22 The first excited state of the meta- 
form is inherently a dark state (low oscillator strength) that is difficult to populate 
via direct optical mechanisms. While it can be reached via excitation to the second 
anionic excited state, this would likely result in an energetically wasteful potential 
fluorescence. Given the energy discrepancy between input photon energy and that 
of the photoelectrons shown in the time resolved experiment, it would be expected 
that a fluorescence process from the minimum on the S1 state near the CI would 
result in considerable energy being left in the molecule in the form of heat in 
various vibrational modes.  This might preclude it from use as a biological 
chromophore. This difference in behaviour comes from the different position of a 
function group upon a ring system and the effect that has on the electronic states 
of the molecule. 
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5. Conclusions and Outlook 
 
 
 
 
 
 
 
 
 
This chapter summarises the contents of the preceding chapters, with a brief 
discussion of the major conclusions, if any, to be drawn. This is followed by a 
discussion of possible future additions to the experimental setup to allow for a 
greater variety of possible molecules or control. Finally, this concludes with a look 
towards possible future research directs for the lab. 
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5.1. Summary 
 
Chapter 1 provided a general review of the area of photoelectron spectroscopy, 
with emphasis on the techniques used in this lab. This included both time- and 
frequency-resolved spectroscopy. A general overview of the energy-storage and 
transfer mechanisms of atoms and molecules was covered to underpin the 
discussions made in the results chapters (chapters 3 & 4). 
The design and construction of novel ion traps, guides and vacuum chambers for 
integration into an existing photoelectron spectrometer is presented in chapter 2. 
While the cryogenic cooling component is still under review and improvement, the 
other design improvements of the brief have been met. This was proved by using 
the new equipment to study new species of interest and even incorporate a new 
ion production methodology. 
Chapter three discusses the study of anthracene and its carboxylic acid along with a 
discussion of the new in-source ion-fragmentation technique. This allowed for the 
production of previously impossible-to-study ions to be produced in significant 
quantity. The technique is not without flaws and being sure of the products of the 
fragmentation may restrict its use in the future. The most stable of the three 
isomers of the deprotonated anthracene ion was studied with a view to 
understanding the electron attachment mechanism for interstellar anion formation. 
To that end, it was found that autodetachment from resonances was the preferred 
decay mechanism for the anthacenyl anion, unlike that of the tetracenyl anion 
studied previously.1 
Finally, chapter four describes the study of the meta- isomer of the chromophore 
for the green fluorescent protein (GFP). This included the full frequency-, angle- and 
time-resolved study of the molecule to unravel its intrinsic dynamics. In contrast to 
the more famous para- variation, the first excited state of the meta- isomer anion is 
well below threshold and is known to be formally dark with respect to 
photoexcitation. Access to this state can be achieved by excitation to the second 
anionic excited state which seems to undergo fast internal conversion onto the S1 
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state potential energy surface. Signal from this state has a major long time-delay 
component, highlighting the presence of relatively stable configuration. 
5.2. Possible Experimental Techniques 
 
While one of the major outcomes of this thesis was the design and construction of 
an improved ion trap and guides for use with electrospray ionisation, other 
methods can provide alternative species of interest for study. Some examples are 
that of short lived radical species or species too reactive to be produced by 
electrospray ionisation. Further study of clusters has also shown to be highly 
informative but is currently impossible using the existing setup. Some of these 
could be studied by introducing a pulsed molecular beam into the experiment. As 
the experiment relies on the species of interest being anions, the beam would 
require ionisation and different methodologies would produce different products 
for study. Two possibilities are presented here. 
Previous studies on oligonucleotides have made the technique of ion mobility 
spectrometry particularly appealing as complementary technique. A certain 
variation, known as trapped ion-mobility spectrometry separates molecules by their 
cross-section-to-charge ratio but in a much more confined space.2 A few small 
changes could allow for a partial form of this technique to be implemented into the 
machine as described in Section 5.2.3. 
5.2.1. Discharge Source 
 
The introduction of a pulsed beam into the experiment has been attempted before.  
The ionisation method used previously was an electrical discharge. This pulse was 
positioned to arrive orthogonally to the central axis of the machine, and aimed to 
arrive at the centre of the TOF optics in R3, as shown in the schematic diagram 
Figure 2.1. The discharge was achieved by applying a constant high voltage between 
parallel meshes. Under standard vacuum conditions, no discharge was seen, the 
passage of a pulse of gas through the mesh lowered the breakdown voltage and 
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discharge occurred while the gas passed through the meshes.  This high energy 
ionization technique can produce a huge variety of different products.3 
This lab has previously attempted to study the anions of the fullerenes. These have 
been challenging to produce by electrospray using our setup. To this end a carbon-
based discharge source has been designed but is as yet untested. The hope is that a 
carbon-based discharge may form the 60C  radical anion in sufficient quantity for 
study. The discharge source consists of a ring applied to the end of a pulsed 
solenoid valve (Parker, General Valve, series 9) supporting a pair of graphite rods 
with their ends close together. In a similar manner to the previous discharge, the 
expectation is to apply a high potential difference between the rods that will 
inherently discharge at the passage of a gas pulse (Ar or He). The design is shown in 
Figure 5.1. 
The material choice of the part is still under debate. A prototype has been produced 
using the lab’s 3D printer using PLA thermoplastic. However, there are concerns 
that the heat generated by the discharge will melt the plastic. An alternative would 
be to construct the part from PTFE or a ceramic material. 
 
 
Figure 5.1 Representation of the intended carbon discharge source. The material used is currently 
under debate. The gas pulse is expected to pass vertically through the part, with the graphite rods 
held perpendicularly though the visible holes. 
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5.2.2. Ring Ioniser 
 
While the high-energy ionisation sources discussed above are ideal for making 
otherwise challenging species, a softer electron-impact source would provide 
access to other species. A simple solution to this is to use an electron gun. This is 
often best positioned such that the electron beam is perpendicular to the gas pulse 
and the electron beam only interacts at one location while not being incident upon 
the source valve. 
An alternative design has been proposed that would be more simply positioned .4 
The principle of operation is to force a ring of electrons to collapse radially though 
the gas pulse.  This is achieved by a thoriated tungsten filament, seen in Figure 5.2, 
bent into a ring which produces electrons by thermionic emission upon the 
conduction of a current though the wire (typically a few amperes). This is supported 
by small coils of tungsten, again supported through ceramic tubes. Further out, the 
surround is pulsed to a negative potential, causing the electrons to move radially 
inwards through a grounded mesh. The grounded mesh is held inside to ensure the 
most linear field applied to the electrons and limit the effect on the subsequent ion 
beam. 
This has been designed, but not yet implemented into the machine. 
 
Figure 5.2 Cross section view of the ring ioniser.  
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5.2.3. Ion Mobility 
 
Ion-mobility spectrometry (IMS) has come into its own for its ability to separate 
conformers by their collision cross section. The original form of IMS, known as drift-
tube IMS, used an external electric field to move ions though a static gas. Trapped 
ion-mobility spectrometry (TIMS) uses a steady gas flow in one direction and uses 
an electric field to hold the ions in position against that flow.2,5 By altering the 
applied electric field, a range of molecules with different charge-to-cross-section 
ratios can be investigated. 
The conditions required for a TIMS operation are a constant flow of gas through a 
system with a radially confining electric field and a DC linear gradient applied along 
the length of the system. The pressures of gas required is usually of the order of 1-4 
mbar (0.75 – 3 Torr).2,5,6 This is all currently present within region one of the 
spectrometer. 
A few crucial differences are worth noting. A TIMS analysis is inherently a pulsed 
process.2 A visual representation is presented in Figure 5.3. The process begins with 
an accumulation phase where ions are introduced to the entrance funnel using a 
repulsive deflection plate. Ions pass through the entrance and into the analysis 
region and reach a point of equilibrium. 
The equilibrium is reached when the drift velocity of the ions matches that of the 
buffer gas. Ions with a large collision cross-section, or low mobility coefficient, 
come to reside at positions high up the rising edge of the electric field shown in 
Figure 5.3 (b). Conversely, smaller or multiply-charged ions will reach a stable 
position nearer to the entrance of the analyser. 
At some point later, the deflection plate is switched to an attractive potential so no 
more ions are able to enter the system. The ions are then left for another time 
period, often of the order of a few milliseconds, to allow for all the ions to reach 
their equilibrium position. Finally, the gradients are steadily reduced and ions are 
pushed from the analyser by the gas pressure, coming off in order of decreasing 
cross section. 
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Figure 5.3 Schematic representation of a TIMS setup. (a) Cross section view of the physical 
components. (b) Representations of the three phases of a TIMS analysis. Reproduced from Ref. 2 
With permission of Springer. 
While this pulsed analysis would be difficult to implement in the current scheme 
due to the pressure and drift time in the subsequent region, a different possibility 
could be realised. Instead of using the system to acquire the full mobility spectrum 
of an incident electrospray source, it could be possible to use this as a filter, 
preventing the passage of multiply charged ions and allowing for the separate 
analysis of components with a higher collision cross-section. 
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5.3. Outlook 
 
Looking to the future from the culmination of this work, it is obvious that work is 
required to finish optimising the trap parameters and in particular understand the 
unusual behaviour of the system under cryogenic cooling. As mentioned in section 
2.3.4, the cooling process seems to induce some form of instability into the system, 
be it directly electronic or the result of changes in gas dynamics. The reduced 
pressure and cryopumping associated with the large reservoir would be expected to 
significantly alter the net movement of gas through the pinholes. Couple this with 
the requirement of introduced helium flow, the result is a system with a huge 
number of interconnecting factors that will require thorough and careful 
experimentation to fully explore and comprehend. However, I firmly believe that 
the system will work, but will require some further development before it is ready 
to be used as a cryogenic system for the study of a cooled molecule. 
Once these issues have been resolved and cooling can be achieved upon the 
molecules of interest in the experiment, the obvious molecules to study would be 
to re-investigate the oligonucleuotides mentioned in section 2.1.3. Our previous 
work showed no drastic changes between the single unit and the start of a single 
strand. It has been shown that the system should prefer a stacked conformation 
and that this should be visible in the time-resolved spectra.7,8 
 
Figure 5.4 Structures of (A) pyrene, (B) coronene and (C) Phenanthrene. 
In terms of moving on to different molecules, given the relative ease of the CID 
technique described in section 3.2.1, the use of this to study previously impossible 
compounds would be an exciting new avenue. An obvious direction would be to 
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continue with other polyaromatic hydrocarbons, such as pyrene and coronene, 
shown in Figure 5.4. After the reasonable level of success achieved in the 
production of the anthracenyl anion, the comparison between the teatracenyl and 
the pyrenyl anion would again be relevant from an astrophysical perspective for the 
formation of PAHs in the interstellar medium. Alternatively, a comparison could be 
drawn against the phenanthrene molecule to see if the simple movement of one 
ring relative to the others can make a difference to the dynamics. Experience from 
the meta- GFP chromophore would imply that there could be a marked difference. 
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