Abstract: The present paper analyze the constraints on the confluent Heun type-equation, (a3,1r 2 + a3,2r)y ′′ + (a2,0r 2 + a2,1r + a2,2)y ′ − (τ1,0r + τ1,1)y = 0, where a3,1 2 + a3,2 2 ≠ 0, and ai,j, i = 3, 2, 1, j = 0, 1, 2 are real parameters, to admit polynomial solutions. The necessary and sufficient conditions for the existence of these polynomials are given. A three-term recurrence relation is provided to generate the polynomial solutions explicitly. We, then, prove that these polynomial solutions are a source of finite sequences of orthogonal polynomials. Several properties, such as the recurrence relation, Christoffel-Darboux formulas and the moments of the weight function, are discussed. We also show a factorization property of these orthogonal polynomials that allow for the construction of other sequences of orthogonal polynomials. For illustration, we examines the quasi-exactly solvability of the (p, q)-hyperbolic potential V (r) = −V0 sinh p (r) cosh q (r), V0 > 0, p ≥ 0, q > p. The associated orthogonal polynomials generated by the solutions of the Schrödinger equation with the (4, 6)-hyperbolic potential are constructed.
I. INTRODUCTION
The second-order differential equation 
equation with a hyperbolic potential [15] 
with special attention to the case of p = 4 and q = 6. We show under certain transformations, this equation reduces to a confluent Heun equation of type (1) . We discuss the associated sequence of orthogonal polynomials {P k } n k=0
generated by the solution ψ n , n ≥ 1 and investigate some of their properties.
The article organized as follows. In Section II, we gave the necessary and sufficient conditions for the polynomial solvability constraints of equation (1) with a general procedure for formulating the polynomial solution explicitly. In Section III, we establish a correspondence between that the solution y n and a set of orthogonal polynomials {P k } n k=0 . In that section, we also derive the recurrence relation, the Christoffel-Darboux formula and prove the factorization property of these polynomials. The weight functions and some explicit expressions calculating the moments of the weight functions also discussed. In Section IV, we discuss the quasi-exact solvable quantum model, given by a hyperbolic potential and explicitly construction the finite sequences of orthogonal polynomials associated with the wavefunction solutions.
II. POLYNOMIAL SOLVABILITY CONSTRAINTS
The n-th derivatives of equation (1) = 0, n = 0, 1, . . . .
Thus, the necessary condition for the n-degree polynomial solution is τ 1,0 = n a 2,0 , n = 0, 1, . . . while the sufficient condition follow using the recurrence relation
according to the following simple procedure.
For the zero-degree polynomial solution y 0 (r) = 1: the necessary and sufficient conditions, respectively, reads
For the first-degree polynomial solution
the necessary and sufficient conditions, respectively, reads
For the second-order polynomial solution
For the third-order polynomial solution
In general, for an n-degree polynomial solution of the confluent Heun equation, we have the following theorem.
Theorem II.1. The necessary and sufficient conditions for an n-degree polynomial solution of equation (1), respectively, are
and the vanishes of the (n + 1)
= 0. (13) Theorem II.1 generalized the two conditions on the standard confluent Heun equation to allow for the n-degree polynomial solutions [9, 10] .
Remark II.1: If a 3,2 = a 2,2 = 0, the differential equation (1) reduces to
that have the n-degree polynomial solutions expressed in terms of the confluent hypergeometric function as
provided that: τ 1,0 = n a 2,0 and τ 1,1 = k(k − 1) a 3,1 + k a 2,1 , k = 0, 1, 2, . . . , n, n = 0, 1, 2, . . . .
III. FINITE SEQUENCES OF ORTHOGONAL POLYNOMIALS
Subject to the necessary and sufficient conditions (13), the polynomial solutions (6), (8) and (10) of the differential equation (1) can be generalized as
where (α) n refer to the pochhammer symbol
The coefficients P n k (ζ), k = 0, . . . , n are a sequence of k-degree polynomials in the parameter ζ = τ 1,1 . This sequence of polynomials will be our focus in the present work. Indeed, for each n, the solution y n (r) of the differential equation (1) generate a finite sequence of polynomials {P j k (τ 1,1 )} n k=0 satisfying a number of very interesting properties.
A. Three-term recurrence relation
The first property is that they satisfy a three-term recurrence relation
This recurrence relation can be obtained by the fact that y n (r) satisfies the differential equation (1) . Using the necessary condition τ 1,0 = n a 2,0 , equation (17) reduce to
Here, n is a (fixed) nonnegative integer refer to the degree of the polynomial solution (16) .
From the general theory of orthogonal polynomials and according to Favard's Theorem [11] [12] [13] 
form a sequence of orthogonal polynomials. The first few expressions of these polynomials reads
An important consequence of the three-term recurrence formula (18) is the following Christoffel-Darboux formula.
Proof. The recurrence relations (18) for ζ and ζ ′ reads, respectively,
Multiplying the first by P n k (ζ ′ ) and the second by P n k (ζ) then subtruct, the resulting equation reads
From which, it is straightforward to obtain
. . λ 2 and sum over k we finally gets
Formula (17) then follows using
and finally the formula (18) follows by evaluating the limit of both sides of (17) as ζ ′ → ζ.
Theorem III.2. The zeros {ζ j } k j=0 of the orthogonal polynomial P n k+1 (ζ), k = 0, . . . , n − 1 are eigenvalues of the following tridiagonal matrix
where α j = j(j − 1)a 3,1 + ja 2,1 , for j ≥ 0 and β j = j (j − n − 1)a 2,0 ((j − 1)a 3,2 + a 2,2 ), for j ≥ 1.
Proof. We first write the recurrence relation (18) as
We now take j = 0, 1, 2, . . . k to form a system with a matrix form
The system at the zeros ζ = ζ j becomes
Hence, {ζ j } k j=0 are eigenvalues of the tridiagonal matrix (19) .
B. Factorization Property
Another interesting property of the polynomials {P n k (ζ)} n k=0 , next to being an orthogonal sequence, is that when the parameter n takes positive integer values the polynomials exhibit a factorization property similar to the Bender-Dunne orthogonal polynomials [14, 17, 18] .
Clearly, The factorization occurs because the third-term in the recursion relation (18) vanishes when k = n + 1, so that all subsequent polynomials have a common factor P n n+1 (ζ) called a critical polynomial. To illustrate this factorization property, we examine it in the case of n = 1:
Here, the critical polynomial P 1 2 (ζ) factorize every other polynomial P n k+2 (ζ), k = 1, 2, . . . . As another illustration, we note for n = 2:
with P n 3 (ζ) being a critical polynomial factorize every other polynomial P n k+3 (ζ), k = 1, 2, . . . . Indeed, all the polynomials P n k+n+1 (ζ), beyond some critical polynomial P n n+1 (ζ), factored into the product
Interestingly, the quotient polynomials {Q n k (ζ)} k≥0 form an infinite sequence of orthogonal polynomials. To prove this claim, we substitute (25) into (18) where we re-index the polynomials to eliminate the common factor P n n+1 (ζ) from both sides. The recurrence relation (18) then reduces to a three-term recurrence relation for the polynomials {Q n k (ζ)} k≥0 that reads (26) initiated with Q n −1 (ζ) = 0, and Q n 0 (ζ) = 1. Hence, the quotient polynomials Q n k (ζ) also form a new sequence of orthogonal polynomials for each value of n. The first few polynomials of Q n k (ζ) can to explicitly evaluate to reads
The Christoffel-Darboux formula for this sequence of orthogonal polynomials reads
and as
(28)
C. Moments and weight functions
From the general theory of orthogonal polynomials, there exists a certain weight function W (ξ) normalized as
for which
where S is the support of the measure W (ζ) dζ on the real line and δ kk ′ is Kronecker's symbol.
Theorem III.3. For the monic orthogonal polynomials {P
For k ′ = 0, 1, . . . , n, equation (32) generate a linear system that reduce to
The inverse of the lower triangular matrix is again lower triangular matrix with ones on the main diagonal. This argument concludes our assertion (27). .
From Theorem III.3, we also conclude that
Theorem III.4. The norms of all polynomials P n k (ξ) with k ≥ n + 1 vanish.
Proof. The norms p k can be evaluated using the recurrence relations (18) after multiplying throughout by ζ k−1 W (ζ) and taking integral over ζ, we obtain, because of Theorem III.3, a simple two-term recursion relation for the squared norm
with a solution given by
which is equal to zero for k = n + 1, n + 2, . . . .
As a result of Theorem III.4, we note
Although we don't have a general formula for evaluating the moments
it is possible to compute µ k recursively using Theorem III.3 and the recurrence relation (16) . It is not difficult to show that
and for all k ≥ 2,
For example,
, and so forth.
Theorem III.5. The norms of all polynomials Q n k (ξ) reads
Proof. The proof follows by multiplying the recurrence relation (26) by ζ k−2 W (ζ) and integrate over ζ. This procedure implies the two-term recurrence relation
where
with a solution given (43).
IV. EXAMPLE: HYPERBOLIC POTENTIALS
Recently, Downing [15] studied a class of potentials characterized by two physical parameters V 0 and d shaping the potential depth and width respectively
In this section, we consider first a more general class of potentials given by [16] V
The condition p ≥ 0 required to avoid a singularity at x = 0 and he condition p < q is to ensure the existence of a bound-below potential support the presence of at least one bound state. Indeed, it is well known [19] : Given a non-positive potential V ≤ 0 with
then there exists a bound state (independent of the potential depth and range) with energy E < 0 for the Hamiltonian
For the potential (46), it is not difficult to prove that
The stationary one-dimensional Schrödinger equation for a nonrelativistic particle of mass m and energy E in a hyperbolic potential V (x) written as follows
The exact solutions are given explicitly by the equation
where the coefficients P
are evaluated using the following three-term recurrence relation
with the square norm given by
The first few solutions are:
• For n = 0, we have
subject to the root finding of the equation
The critical polynomial reads
• For n = 1, we have
The critical polynomial in this case reads P 1 2 (α, β; s) = 16α(1 + β) + (−α 2 + 2α(1 + β) + (1 + β)(β + 4s))(−α 2 + 2α(1 + β) + (1 + β)(β + 4s) − 2(3 + 2α + 2β + 4s)).
• For n = 2, we have We have given the sufficient and necessary conditions that ensure the existence of the polynomial solutions of a general confluent Heun equation. It is indeed exciting to know that these polynomial solutions are the source of finite sequences of orthogonal polynomials. The number of the orthogonal polynomials in each sequence equal to the degree of the polynomial solution of the confluent Heun equation. Although we discussed several properties of these orthogonal polynomials, a general theory that explain the zeros and evaluation of the discrete weight function will be of great interest. We hope the present study will stimulate further research on the theory of finite orthogonal polynomials.
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