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Abstract
Non-Convex Quadratic Programming with Box Constraints is a fun-
damental NP-hard global optimisation problem. Recently, some au-
thors have studied a certain family of convex sets associated with this
problem. We prove several fundamental results concerned with these
convex sets: we determine their dimension, characterise their extreme
points and vertices, show their invariance under certain ane transfor-
mations, and show that various linear inequalities induce facets. We
also show that the sets are closely related to the boolean quadric poly-
tope, a fundamental polytope in the eld of polyhedral combinatorics.
Finally, we present a `recursive' result that enables one to interpret
certain complex valid inequalities in terms of simpler valid inequali-
ties.
Keywords: non-convex quadratic programming | global optimisation
| polyhedral combinatorics | convex analysis.
1 Introduction
Non-Convex Quadratic Programming with Box Constraints (QPB) is the
problem of minimising a non-convex quadratic function of a set of variables,
subject to lower and upper bounds on the variables. A QPB instance with
n variables takes the form:
min

cTx + xTQx : l  x  u; x 2 Rn	
;
where x is the vector of decision variables, c 2 Zn is the vector of linear
costs, Q 2 Znn is the matrix of quadratic costs and l 2 Zn and u 2 Zn are
the vectors of lower and upper bounds, respectively.
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1As usual in the literature, we assume throughout this paper that the box
constraints take the simple form x 2 [0;1]n. Any instance not satisfying this
property can be easily transformed into one that does, using substitutions
of the form x0
i = (xi   li)=(ui   li).
Although QPB is a continuous optimisation problem, it is well-known
to be NP-hard in the strong sense. It is therefore a fundamental problem
in global optimisation (see Horst et al. [13]). A survey of research on QPB
up to 1997 was given by De Angelis et al. [6]. More recent relevant papers
include Yajima & Fujie [27], Vandenbussche & Nemhauser [25, 26], Burer &
Vandenbussche [5], Anstreicher [1] and Anstreicher & Burer [2].
Most of the existing approaches to QPB begin by adding additional
variables representing the quadratic terms. That is, for 1  i  j  n
the variable yij is introduced, representing the product xixj. Using such
variables, the objective function can be linearised. Since the constraints
yij = xixj are however non-convex, they must be approximated by convex
constraints, either linear (as in [22, 25, 26, 27]) or conic (as in [1, 2, 5]).
The resulting relaxation can then be embedded within a branch-and-bound
framework.
In order to derive stronger relaxations in the (x;y)-space, it is natural
to study the convex hull of feasible solutions to the problem, i.e., the set
QPBn = conv
n
(x;y) 2 [0;1]n+(
n+1
2 ) : yij = xixj (81  i  j  n)
o
:
Note that QPBn, though convex, is not polyhedral even for n = 1: see
Figure 1. Although a few authors have studied QPBn explicitly [1, 2, 27],
many fundamental questions about its structure remain unanswered. (In
fact, an explicit description of QPBn is not known even for n = 3). The
goal of this paper is to make progress on this issue.
The structure of the paper is as follows. In Section 2, we review the
relevant literature. In Section 3, we explore some fundamental properties of
QPBn: its dimension, extreme points and vertices, and its invariance under
certain ane transformations. In Section 4, we consider some well-known
linear inequalities, the so-called RLT and psd inequalities, and determine
the dimension of the corresponding faces of QPBn. In Section 5, which is
at the heart of the paper, we explore the connection between QPBn and
the so-called boolean quadric polytope BQPn, a fundamental polytope in the
eld of polyhedral combinatorics. Our main result is that every inequality
valid for BQPn is valid for QPBn. We also give a necessary and sucient
condition for an inequality to induce a facet of both BQPn and QPBn, and
show that a large class of inequalities meets this condition. Next, Section 6
presents a `recursive' result that enables one to interpret valid inequalities
for QPBn in terms of valid inequalities for QPBn 1. This sheds some light
on the structure of QPB3. Finally, some concluding remarks are given in
Section 7.
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Figure 1: The convex set QPB1.
We assume throughout that the reader is familiar with the basics of poly-
hedral theory (see Nemhauser & Wolsey [15] or Schrijver [21]) and convex
analysis (see Hiriart-Urruty & Lemar echal [11]).
2 Key Concepts from the Literature
Some key concepts from the literature are now explained.
2.1 The RLT inequalities
It is well known that the constraint yij = xixj, together with the bounds
0  xi  1 and 0  xj  1, imply the following four linear inequalities:
yij  0; yij  xi; yij  xj; yij  xi + xj   1:
These inequalities remain valid when i = j, in which case the second and
third of them coincide. They have come to be known as RLT inequalities,
because they can be derived using the so-called Reformulation-Linearisation
Technique of Sherali & Adams [22].
Replacing the constraints yij = xixj with the RLT inequalities, we ob-
tain a Linear Programming (LP) relaxation of QPB. See Figure 2 for an
illustration, again for the trivial case n = 1.
2.2 Using positive semideniteness
The idea of using Semidenite Programming (SDP) to construct relaxations
of non-convex quadratic programs goes back to the seminal papers of Shor
[23] and Lov asz & Schrijver [14]. The basic idea is as follows.
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Figure 2: Region dened by RLT inequalities when n = 1.
We begin by dening the n  n symmetric matrix X = xxT. Note that,
for any 1  i  j  n, Xij = yij. Since X is dened as the product of a
vector and its transpose, it should be positive semidenite (psd) in a feasible
solution. In fact, we can say something stronger. The augmented matrix
^ X :=

1
x

1
x
T
=

1 xT
x X

;
which contains X as a submatrix, should also be psd.
It is well-known that imposing psd-ness on ^ X is equivalent to imposing
psd-ness on the matrix X   xxT, which in turn amounts to imposing the
convex quadratic constraints bTXb  (bTx)2 for all b 2 Rn.
As noted for example by Ramana [18] and Yajima & Fujie [27], one can
also interpret the psd condition in terms of linear inequalities. Indeed, ^ X is
psd if and only if:
vTXv + (2s)vTx + s2  0
for all vectors v 2 Rn and scalars s 2 R. This is equivalent to imposing
(2s)vTx +
n X
i=1
v2
i yii + 2
X
1i<jn
vivjyij + s2  0 (8v 2 Rn;s 2 R): (1)
We will call the inequalities (1) psd inequalities. Note that the RLT inequal-
ities yii  0 and yii  2xi   1 are psd inequalities.
Imposing psd-ness on ^ X strengthens the RLT relaxation of QPB con-
siderably in practice (Anstreicher [1], Burer & Vandenbussche [5]). When
n = 1, the relaxation is exact: Figure 1 shows that QPB1 is completely de-
scribed by the RLT inequality y11  x1 and the convex quadratic constraint
y11  x2
1. Anstreicher & Burer [2] showed that the relaxation is exact if and
only if n  2.
42.3 QPB as a generalisation of UBQP
A folklore result, possibly due to Rosenberg [20], is that QPB includes Un-
constrained Boolean Quadratic Programming (UBQP) as a special case. An
instance of UBQP takes the form
min

cTx + xTQx : x 2 f0;1gn	
;
where c 2 Zn and Q 2 Znn as before. To reduce a UBQP instance to
a QPB instance, it suces to add the penalty term M
Pn
i=1(xi   x2
i) to
the objective function, where M is a large positive integer. Note that the
resulting QPB instance has a concave objective.
Another folklore result (e.g., Barahona et al. [3], De Simone [7], Padberg
[16]) is that UBQP is equivalent to the well-known max-cut problem. Since
the max-cut problem is NP-hard in the strong sense (Garey et al. [10]), so
is UBQP, and therefore so is QPB, even in the concave case.
2.4 The boolean quadric polytope
Padberg [16] associated a family of zero-one polytopes with UBQP, which
he called boolean quadric polytopes. As for QPB, one denes variables yij,
representing product terms. Unlike in the case of QPB, however, there is no
need to dene variables yii, since x2
i = xi when xi is binary. The boolean
quadric polytopes are therefore dened as:
BQPn = conv
n
(x;y) 2 f0;1gn+(
n
2) : yij = xixj (81  i < j  n)
o
:
Padberg showed that the RLT inequalities with i 6= j induce facets of BQPn.
He also dened some additional facet-inducing inequalities, called clique and
cut inequalities. Further inequalities have been introduced, for example, by
Boros & Hammer [4] and Sherali et al. [24].
It is known (see De Simone [7] and Deza & Laurent [9]) that BQPn is
equivalent, under a certain ane mapping, to the cut polytope (the polytope
associated with the max-cut problem). Any valid inequality for the cut
polytope can be converted into a valid inequality for BQPn via this mapping.
This enables one to easily derive additional facets of BQPn from known
facets of the cut polytope.
Yajima & Fujie [27] proved that the clique and cut inequalities, along
with some more general inequalities called cut-type inequalities, are valid for
QPBn as well as for BQPn. We extend this result signicantly in Section 5.
3 Fundamental Properties of QPBn
In this section, we establish some fundamental properties of QPBn. Through-
out the section, we denote by S the set of all feasible solutions to QPB, in
5the extended (x;y)-space. That is:
S =
n
(x;y) 2 [0;1]n+(
n+1
2 ) : yij = xixj (81  i  j  n)
o
:
Note that S contains an uncountable number of members.
3.1 Dimension
We begin by determining the dimension of QPBn.
Theorem 1 QPBn is full-dimensional (i.e., of dimension n +
 n+1
2

).
Proof. Consider the following members of the set S:
 the origin (i.e., all variables set to zero);
 for i = 1;:::;n, the point having xi = yii = 1, and all other variables
zero;
 for i = 1;:::;n, the point having xi = 1
2, yii = 1
4, and all other
variables zero;
 for 1  i < j  n, the point having xi = xj = 1, yii = yjj = yij = 1,
and all other variables zero.
These n +
 n+1
2

+ 1 points are easily shown to be anely independent. 
Being full-dimensional is a desirable property to have, because it means
that each face of maximal dimension is dened by a unique linear inequality
(up to scaling by a constant).
3.2 Extreme points and vertices
An extreme point of a convex set is a point that cannot be expressed as a
convex combination of other points in that set.
Theorem 2 The extreme points of QPBn are the members of S.
Proof. Since QPBn is the convex hull of the members of S, every extreme
point must be a member of S. We show that every member of S is an extreme
point. Let ( x;  y) be an arbitrary point in S. Consider the QPB instance that
arises when the objective function is equal to
Pn
i=1(x2
i  2 xixi). Minimising
this function is equivalent to minimising
Pn
i=1(xi   xi)2. Therefore,  x is the
unique optimal solution to the given QPB instance. Equivalently, ( x;  y) is
the unique point in QPBn that minimises the linear function
Pn
i=1(yii  
2 xixi). Thus, ( x;  y) an extreme point of QPBn. 
6Figure 1 enables one to visualise this result for the case n = 1: the members
of S form a segment of a parabola, and it is clear that every point on that
parabola segment is an extreme point of QPB1.
Now we recall some other terms from convex analysis. Let K 2 Rd be a
full-dimensional convex set and let p be an extreme point of K. The vector
v 2 Rd is said to be normal at p if vTp0  vTp for all p0 2 K. If there exist
d linearly-independent normal vectors at p, then p is called a vertex of K.
Theorem 3 An extreme point ( x;  y) of QPBn is a vertex if and only if it
is binary, i.e., if and only if  x 2 f0;1gn.
Proof. First we prove suciency. Let ( x;  y) be a member of S that is
binary. Assume without loss of generality that  xi = 0 for i = 1;:::;q
and  xi = 1 for i = q + 1;:::;n. Then ( x;  y) satises the following valid
inequalities at equality:
 xi  0 for i = 1;:::;q;
 xi  1 for i = q + 1;:::;n;
 yij  0 for 1  i  q and i  j  n;
 yij  1 for q + 1  i  j  n.
These inequalities are linearly-independent and there are n+
 n+1
2

of them.
Thus there exist n +
 n+1
2

independent normal vectors at ( x;  y). So ( x;  y)
is a vertex.
Now we prove necessity. Let ( x;  y) be an extreme point and suppose that
 xk 2 (0;1) for some k. Let  be a small positive quantity. If we increase
xk by , we obtain a second extreme point, say (x+;y+), that is identical to
( x;  y) except that:
 x+
k is increased by ,
 y+
ik is increased by  xi for all i 6= k,
 y+
kk is increased by 2 xk + 2.
Similarly, we can create a third extreme point, say (x ;y ), by decreasing
xk by .
Now let (v;w) be a normal vector at ( x;  y). By denition, we must have
vTx+ + wTy+  vT  x + wT  y and vTx  + wTy   vT  x + wT  y. But this
implies that the following two inequalities must hold:
vk +
P
i6=k  xiwik + (2 xk + )wkk  0
 vk  
P
i6=k  xiwik   (2 xk   )wkk  0:
7Since  can approach zero arbitrarily closely, this implies that all normal
vectors satisfy the equation
vk +
X
i6=k
 xiwik + 2 xkwkk = 0:
Thus, there cannot exist n +
 n+1
2

linearly-independent normal vectors. 
Indeed, in Figure 1 one sees that there are only two vertices, namely the
points at which x1 2 f0;1g.
3.3 Invariance under permutation and switching
It is known (see, e.g., Deza & Laurent [9]) that BQPn is invariant under
two transformations, called permutation and switching. Here, we adapt these
concepts in a straightforward way to QPBn.
Denition 1 (Permutation) Let  : f1;:::;ng 7! f1;:::;ng be an ar-
bitrary permutation. Consider the linear transformation  : Rn+(
n+1
2 ) 7!
Rn+(
n+1
2 ) that:
 replaces xi with x(i) for all i 2 f1;:::;ng,
 replaces yij with y(i);(j) for all 1  i  j  n.
By abuse of terminology, we call this transformation itself a permutation.
Proposition 1 QPBn is invariant under permutation. That is, for any n
and any permutation  of f1;:::;ng, (QPBn) = QPBn.
Proof. Let ( x;  y) be an extreme point of QPBn. From Theorem 2, we
have  yij =  xi xj for all 1  i  j  n. Now let (~ x; ~ y) = ( x;  y). For all
1  i  j  n we have:
~ yij =  y(i);(j) =  x(i) x(j) = ~ xi~ xj:
Thus, again from Theorem 2, (~ x; ~ y) is an extreme point of QPBn. This
shows that every extreme point of (QPBn) is an extreme point of QPBn.
A similar argument shows that every extreme point of QPBn is an extreme
point of (QPBn). Since (QPBn) and QPBn are convex sets having
the same extreme points, they must be equal. 
Denition 2 (Switching) For an arbitrary set S  f1;:::;ng, let  S :
Rn+(
n+1
2 ) 7! Rn+(
n+1
2 ) be the ane transformation that:
 replaces xi with 1   xi for all i 2 S,
8 replaces yii with 1   2xi + yii for all i 2 S,
 replaces yij with xi   yij for all i 2 f1;:::;ng n S and all j 2 S,
 replaces yij with 1   xi   xj + yij for all fi;jg  S,
 leaves all other xi and yij variables unchanged.
Applying the transformation  S is called switching (on S).
Proposition 2 QPBn is invariant under switching. That is, for any n and
any S  f1;:::;ng,  S(QPBn) = QPBn.
Proof. The proof is similar to the proof of Proposition 1. Let ( x;  y) be an
extreme point of QPBn and let (~ x; ~ y) =  S( x;  y). For all 1  i  j  n one
can easily show that:
~ yij = ~ xi~ xj:
Thus, (~ x; ~ y) is an extreme point of QPBn. A similar argument shows that
every extreme point of QPBn is an extreme point of  S(QPBn). Thus, as
before,  S(QPBn) and QPBn must be equal. 
Proposition 2 has the following corollary:
Corollary 1 Let Tx + Ty   be a valid linear inequality for QPBn,
and let S be an arbitrary subset of f1;:::;ng. The `switched' inequality
~ Tx + ~ Ty  ~  is also valid for QPBn, where:
~ i =

 i   2ii  
P
j2Snfig ij
i +
P
j2S ij
(i 2 S)
(i = 2 S)
~ ii = ii (1  i  n)
~ ij =

ij
 ij
(jfi;jg \ Sj 6= 1)
(jfi;jg \ Sj = 1)
~  =   
X
i2S
i  
X
i2S
ii  
X
fi;jgS
ij:
Moreover, the original inequality and the switched inequality induce faces of
the same dimension.
Remark: Consider the RLT inequality yij  0. If we switch on fig or fjg,
we obtain the RLT inequalities yij  xj and yij  xi, respectively. If we
switch on fi;jg, we obtain the RLT inequality yij  xi + xj   1. Similarly,
if we take the RLT inequality yii  0 and switch on fig, we obtain the RLT
inequality yii  2xi   1.
To close this subsection, we remark that the permutation transformation
is an isometry (that is, it preserves distances and angles). Thus, the order
of the symmetry group of QPBn is at least n!. We conjecture that it is
exactly n!.
94 On the RLT and psd inequalities
In this section, we examine the RLT and psd inequalities. In Subsection
4.1 we show that most of the RLT inequalities induce facets of QPBn. In
Subsection 4.2 we show that the psd inequalities induce, not facets, but
faces of high dimension. As a by-product of our analysis, we obtain a lifting
result, which is presented in Subsection 4.3.
4.1 The RLT inequalities
It turns out that most of the RLT inequalities induce facets of QPBn. This
is shown in the following two propositions.
Proposition 3 The RLT inequalities yii  xi, for all i, induce facets of
QPBn for n  1.
Proof. Any RLT inequality of this form is satised at equality by all but
one of the n+
 n+1
2

+1 vectors listed in the proof of Theorem 1. (Indeed, the
only vector that does not satisfy it at equality is the one that has xi = 1=2
and yii = 1=4.) 
Proposition 4 The RLT inequalities with i 6= j induce facets of QPBn for
n  2.
Proof. By switching, it suces to consider the RLT inequalities of the
form yij  0. Again, any RLT inequality of this form is satised at equality
by all but one of the n +
 n+1
2

+ 1 vectors listed in the proof of Theorem
1. (The only vector that does not satisfy it at equality is the one that has
xi = xj = yij = 1.) 
The remaining RLT inequalities are those of the form yii  0 and yii 
2xi  1. Since these RLT inequalities are also psd inequalities, we deal with
them in the next subsection.
4.2 The psd inequalities
Now we consider the psd inequalities (1). The following lemma is crucial:
Lemma 1 An extreme point (x;y) of QPBn satises the psd inequality (1)
at equality if and only if it satises the equation vTx + s = 0.
Proof. The psd inequality can be represented as vTXv + (2s)vTx + s2 =
0, where X = xxT. Moreover, all extreme points of QPBn satisfy the
(non-linear) equation X = xxT. Thus, an extreme point satises the psd
inequality at equality if and only if it satises the (non-linear) constraint
(vTx)2+(2s)vTx+s2 = 0. This is equivalent to (vTx+s)2 = 0, which holds
if and only if vTx + s = 0. 
10From now on, we let F(v;s) denote the face of QPBn induced by the
psd inequality, and K(v;s) denote the set of associated x vectors. That is:
F(v;s) =

(x;y) 2 QPBn : vTx + s = 0
	
K(v;s) =

x 2 [0;1]n : vTx + s = 0
	
:
It turns out that the dimension of K(v;s) is crucial:
Lemma 2 If the dimension of K(v;s) is less than n   1, then the psd in-
equality is dominated by the RLT inequalities.
Proof. If the dimension of K(v;s) is  1 (i.e., K(v;s) = ;), the psd
inequality does not even induce a non-empty face and the result is trivial.
So suppose that the dimension is between 0 and n 2. In this case, since the
equation vTx+s = 0 denes an ane subspace of dimension n 1, K(v;s)
must be contained in the boundary of [0;1]n and hence induces a face of the
hypercube that is not a facet. By switching, we can assume that the face
contains the origin. This implies that s = 0 and v 2 Rn
+ [ Rn
 . Indeed, if
v contained a mixture of positive and negative entries, then K(s;v) would
have dimension n   1, a contradiction. The psd inequality is therefore a
non-negative linear combination of the RLT inequalities of the form yij  0.

When the dimension of K(v;s) is n   1, on the other hand, the psd
inequality induces a face of high dimension:
Theorem 4 If K(v;s) has dimension n   1, then F(v;s) has dimension  n+1
2

  1.
Proof. First we show that the dimension of F(v;s) is at most
 n+1
2

  1.
From Lemma 1, all extreme points of F(v;s) satisfy the equation vTx+s =
0. Multiplying this equation by each variable in turn, and then using the
identities yij = xixj, we obtain n additional equations of the form:
n X
j=1
vjyij + sxi = 0 (i = 1;:::;n):
These n + 1 equations are easily shown to be linearly independent.
Now we show that the dimension of F(v;s) is at least
 n+1
2

 1. Let x be
an arbitrary point lying in the relative interior of K(v;s). Let v1;:::;vn 1 2
Rn be a set of vectors that are orthogonal to each other and to v. Finally,
let  be a small positive quantity. Consider the following
 n+1
2

  1 vectors
in [0;1]n:
 x,
11 x + vr for r = 1;:::;n   1,
 x + 2vr for r = 1;:::;n   1,
 x + (vr + vs) for 1  r < s  n   1.
All of these vectors lie in K(v;s). The corresponding
 n+1
2

  1 extreme
points of QPBn therefore lie in F(v;s). They can be shown to be anely-
independent. 
Now note that, when the dimension of K(v;s) is n   1, we have two
possibilities: either K(v;s) contains an interior point of the unit hypercube
(i.e., there exists some x 2 (0;1)n such that vTx + s = 0), or K(v;s) is a
facet of the unit hypercube. In the latter case, the psd inequality is nothing
but an RLT inequality of the form yii  0 or yii  2xi   1. Thus, those
particular RLT inequalities do not induce facets of QPBn.
Using known results on the positive semidenite cone (see, e.g., Pataki
[17]), one can also show the following. We omit the proofs for brevity.
Proposition 5 If K(v;s) contains an interior point of the hypercube, then
F(v;s) is a maximal face of QPBn (i.e., it is not contained in any other
face). Moreover, the psd inequality is non-dominated (i.e., it is not a convex
combination of other valid inequalities).
Proposition 6 If K(v;s) is a facet of the hypercube (i.e., if the psd in-
equality is an RLT inequality), then F(v;s) is contained in the facet induced
by an RLT inequality of the form yii  xi. Yet, the psd inequality is still
non-dominated.
This last result may seem counter-intuitive, but is also apparent in Figure
1.
4.3 A lifting result
Our analysis of the psd inequalities led to us to derive a `lifting' result, that
enables one to construct faces from faces and facets from facets. To explain
this result, we will nd it helpful to use the term co-dimension: a face of
QPBn has co-dimension k if it has dimension n+
 n+1
2

+1 k. (Thus, the
co-dimension of a facet is 1, and the co-dimension of a psd inequality is at
least n + 1.) With this denition, we have the following lemma:
Lemma 3 Suppose that F is a face of QPBn whose co-dimension is no
more than n. Then F contains n + 1 extreme points, say (xk;yk) for k =
1;:::;n + 1, such that the vectors x1;:::;xn+1 are anely independent in
Rn.
12Proof. If this were not so, then the face would satisfy an equation of the
form vTx = s. The face would then be contained in the face induced by a
psd inequality, and therefore have co-dimension at least n + 1. 
With this lemma, we can prove our lifting result:
Theorem 5 Suppose that the linear inequality
n X
i=1
ixi +
X
1ijn
ijyij  
induces a face of QPBn of co-dimension k, where 1  k  n. Then it also
induces a face of QPBn0 of co-dimension k, for all n0 > n.
Proof. By induction, it suces to prove that the inequality induces a
face of QPBn+1 of co-dimension k. Let F be the original face of QPBn
and let F0 be the face of QPBn+1 induced by the inequality. Since F has
co-dimension k, it contains n +
 n+1
2

+ 1   k anely-independent extreme
points of QPBn. Each of these can be converted into an extreme point of
QPBn+1 by setting xn+1 = 0 and yi;n+1 = 0 for i = 1;:::;n + 1. In this
way, one obtains n +
 n+1
2

+ 1   k anely-independent extreme points of
QPBn+1 that lie in F0. To complete the proof, we need another n + 2 such
points.
Let x1;:::;xn+1 2 Rn be the vectors mentioned in Lemma 3. We con-
struct n + 1 modied vectors in Rn+1, say ~ x1;:::; ~ xn+1, by setting:
 ~ xk
i = xk
i for k = 1;:::;n + 1 and i = 1;:::;n,
 ~ xk
n+1 = 1 for k = 1;:::;n + 1.
Now note that, for k = 1;:::;n + 1, we can construct an extreme point
(~ xk; ~ yk) of QPBn+1 that lies in F0. These n + 1 extreme points, together
with the original n +
 n+1
2

+ 1   k ones, are easily shown to be anely
independent.
Finally, we construct one more extreme point of QPBn+1 as follows. Let
 x be identical to ~ x1, apart from the fact that  xn+1 = 1=2. The corresponding
extreme point of QPBn+1, say ( x;  y), also lies in F0. It is anely indepen-
dent of the other points mentioned, since it is the only one that does not
satisfy the equation yn+1;n+1 = xn+1. 
5 Facets from the Boolean Quadric Polytope
As mentioned in Subsection 2.4, Yajima & Fujie [27] proved that certain
valid inequalities for BQPn are valid also for QPBn. In this section, we
extend this result in several ways. The key is a certain projection result,
that we present in the next subsection.
135.1 BQPn as a projection of QPBn
Recall that QPBn and BQPn `live' in Rn+(
n+1
2 ) and Rn+(
n
2), respectively.
We let proj(x;y) denote the linear operator that projects points in Rn+(
n+1
2 )
onto Rn+(
n
2), by simply dropping the components yii for all 1  i  n.
Similarly, we let proj(S) and proj(QPBn) denote the projection of S and
QPBn, respectively, onto the same subspace.
We will need the following lemma:
Lemma 4 Let ( x;  y) be a member of S, and suppose that  xk 2 (0;1) for
some 1  k  n. Let x0 and x1 be the vectors obtained from  x by setting xk to
0 or 1, respectively, and let (x0;y0) and (x1;y1) be the corresponding extreme
points of QPBn. Then proj( x;  y) is a convex combination of proj(x0;y0) and
proj(x1;y1).
Proof. Let  =  xk. One can check that
 xi = x1
i + (1   )x0
i (i = 1;:::;n)
 yij = y1
ij + (1   )y0
ij (1  i < j  n):
Thus, proj( x;  y) =  proj(x1;y1) + (1   ) proj(x0;y0). 
Our main result is then the following:
Theorem 6 proj(QPBn) = BQPn.
Proof. Clearly, proj(QPBn) is the convex hull of proj(S). Now let ( x;  y)
be a member of S, and suppose that ( x;  y) is not binary. Then xk 2 (0;1)
for some 1  k  n. Lemma 4 shows that there exist two other members
of S, say (x0;y0) and (x1;y1), such that proj( x;  y) is a convex combination
of proj(x0;y0) and proj(x1;y1). So proj( x;  y) cannot be an extreme point
of proj(QPBn). Thus, proj(QPBn) is the convex hull of the members of S
that are binary. It is therefore equal to BQPn. 
This yields the desired result immediately:
Corollary 2 If a linear inequality is valid for BQPn, it is valid for QPBn.
This implies the above-mentioned result of Yajima & Fujie [27].
The following proposition shows that there is another link between QPBn
and BQPn.
Proposition 7 Let F be the face of QPBn dened by the equations yii = xi
for all i. Then proj(F) = BQPn.
14Proof. The only members of S that satisfy yii = xi for all i are the binary
ones. Thus, the extreme points of F are the binary members of S. Since
proj(F) is the convex hull of the projections of these binary members, it is
equal to BQPn. 
Thus, BQPn is simultaneously a projection of QPBn and a projection
of a face of QPBn. This fact too can be seen clearly in Figure 1: whether
we project the whole of QPB1 or just the face F onto R, we still obtain the
line segment dened by 0  x1  1.
5.2 Which BQP facets yield QPB facets?
The RLT inequalities with j 6= i are examples of inequalities that induce
facets of both BQPn and QPBn. In this subsection, we give a necessary and
sucient condition for an inequality to have this property. We will need the
following lemma:
Lemma 5 Suppose we are given an inequality that induces a face of BQPn.
Moreover, let ( x;  y) be a member of S, and suppose that xk 2 (0;1) for some
1  k  n. Let (x0;y0) and (x1;y1) be dened as in Lemma 4. Then ( x;  y)
satises the inequality at equality if and only if (x0;y0) and (x1;y1) do.
Proof. From Lemma 4, proj( x;  y) is a convex combination of proj(x0;y0)
and proj(x1;y1). Thus, the slack of the inequality at ( x;  y) is a convex
combination of the slacks of the inequality at (x0;y0) and (x1;y1). 
We then have the following result:
Theorem 7 Suppose an inequality induces a facet of BQPn. A necessary
and sucient condition for it to also induce a facet of QPBn is the existence
of n extreme points of QPBn, say (x1;y1);:::;(xn;yn), such that:
 each satises the inequality at equality;
 xi
i 2 (0;1) for i = 1;:::;n.
 xi
j 2 f0;1g for i = 1;:::;n and j 6= i.
Proof. First we prove necessity. For any i 2 f1;:::;ng, there must exist an
extreme point of QPBn that lies on the face and such that xi is fractional.
(If this were not so, then all extreme points of QPBn lying on the face
would satisfy the RLT inequality yii  xi.) Now, by a repeated application
of Lemma 5 with k 6= i, we can convert the ith such point into the desired
point (xi;yi).
Next we prove suciency. Since the inequality induces a facet of BQPn,
there exist n +
 n
2

anely-independent binary extreme points of QPBn
lying on the face. For the inequality to induce a facet of QPBn, one
15needs an additional n anely-independent extreme points. To see that
(x1;y1);:::;(xn;yn) are the desired points, note that, for any i, the point
(xi;yi) is the only point in the collection that does not satisfy the equation
yii = xi. 
It is possible to express this condition entirely in terms of BQPn:
Corollary 3 Suppose an inequality induces a facet of BQPn. A necessary
and sucient condition for it to also induce a facet of QPBn is that there ex-
ist 2n vertices of BQPn, say ( x1;  y1);:::;( xn;  yn) and (^ x1; ^ y1);:::;(^ xn; ^ yn),
with the following properties:
 each satises the inequality at equality;
 ^ xi
j =  xi
j for i = 1;:::;n and j 6= i,
  xi
i = 0 and ^ xi
i = 1 for i = 1;:::;n.
Proof. To create the desired vertices of BQPn, it suces to take the n
extreme points of QPBn described in Theorem 7, decompose each of them
into two binary extreme points of QPBn as in Lemma 5, and then project
the resulting 2n extreme points onto Rn+(
n
2). 
5.3 Clique, cut and cut-type inequalities
We now show that the clique, cut and cut-type inequalities induce facets of
QPBn We start by recalling the following two results of Padberg [16]:
Proposition 8 (Padberg [16]) For any S  f1;:::;ng with jSj  3, and
any integer  with 1    jSj   2, the `clique' inequality
X
fi;jgS
yij  
X
i2S
xi   ( + 1)=2 (2)
is valid and facet-inducing for BQPn.
Proposition 9 (Padberg [16]) For any disjoint sets S and T with jS [
Tj  3, the `cut' inequality
X
fi;jgS
yij +
X
fi;jgT
yij  
X
i2S;j2T
yij  0 (3)
is valid and facet-inducing for BQPn.
Padberg remarked that, by applying the switching operation to the clique
inequalities, one can obtain a more general class of inequalities. To our
knowledge, the resulting inequalities were rst described explicitly by Sherali
et al. [24]:
16Proposition 10 (Sherali et al. [24]) For any disjoint sets S and T with
jS [ Tj  3, and any integer  with 1   jTj    jSj   2, the inequality
X
fi;jgS
yij +
X
fi;jgT
yij  
X
i2S;j2T
yij
 
X
i2S
xi   ( + 1)
X
i2T
xi   ( + 1)=2 (4)
is valid and facet-inducing for BQPn.
Yajima & Fujie [27] call the inequalities (4) cut-type inequalities. They re-
duce to clique and cut inequalities when T = ; and  2 f0; 1g, respectively.
As mentioned in Subsection 2.4, Yajima & Fujie [27] proved that the
cut-type inequalities are valid for QPBn. We now show that, in fact, they
induce facets of QPBn:
Proposition 11 The cut-type inequalities induce facets of QPBn.
Proof. Since the cut-type inequalities can be obtained by switching from
the clique inequalities, it suces to prove the result for the latter. One can
check that a vertex of BQPn satises the clique inequality at equality if and
only if it satises
P
i2S xi 2 f;+1g. From this fact, it is easy to construct
the 2n vertices of BQPn required by Corollary 3. 
The cut-type inequalities are in fact contained in an even larger class of
valid inequalities, which to our knowledge rst appeared in Boros & Hammer
[4]:
Proposition 12 (Boros & Hammer [4]) For any v 2 Zn and s 2 Z, all
extreme points of BQPn satisfy (vTx + s)(vTx + s   1)  0. Thus, the
inequality
n X
i=1
vi(vi + 2s   1)xi + 2
X
1i<jn
vivjyij  s(1   s) (5)
is valid for BQPn.
Notice that these inequalities reduce to cut-type inequalities when v 2
f0;1gn. A necessary and sucient condition for them to induce facets
of BQPn is not known, but it is known that there are some that induce
facets, yet are distinct from the cut-type inequalities (see De Simone [8] and
Deza & Laurent [9]).
It turns out however that the only inequalities of the form (5) that induce
facets of QPBn are the cut-type inequalities:
17Proposition 13 Let v 2 Zn and s 2 Z be such that the inequality (5)
induces a facet of BQPn. If it induces a facet of QPBn as well, then it is a
cut-type inequality.
Proof. It follows from the derivation of the inequality that a vertex of
BQPn satises it at equality if and only if it satises vTx+s 2 f0;1g. Now
suppose that the inequality induces a facet of QPBn. Then there exist 2n
extreme points of BQPn, say ( x1;  y1);:::;( xn;  yn) and (^ x1; ^ y1);:::;(^ xn; ^ yn),
with the properties described in Corollary 3. For any given 1  i  n, we
have three possible cases:
 vT  xi = vT ^ xi 2 f0;1g, in which case vi = 0
 vT  xi = 0 and vT ^ xi = 1, in which case vi = 1
 vT  xi = 1 and vT ^ xi = 0, in which case vi =  1.
Thus, v 2 f0;1gn, and the inequality is a cut-type inequality. 
We know of some other inequalities that induce facets of both BQPn
and QPBn. We do not go into details, for the sake of brevity.
6 A Recursive Description of QPBn
As mentioned in Subsection 2.2, Anstreicher & Burer [2] showed that the
RLT and psd constraints capture QPBn exactly for n = 1;2, but not for
n  3. The specic inequalities that they found, which are valid for QPB3
but cut o points satisfying the RLT and psd constraints, were
y12 + y13  x1 + y23 (6)
y12 + y23  x2 + y13 (7)
y13 + y23  x3 + y12 (8)
x1 + x2 + x3  y12 + y13 + y23 + 1: (9)
These inequalities are easily shown to be cut-type inequalities, which we
have seen induce facets of BQPn and QPBn.
In light of this, it is reasonable to ask whether QPBn in general is
captured exactly by the facets of BQPn, the RLT inequalities of the form
yii  xi, and the psd condition. However, we will demonstrate in this sec-
tion that these constraints are not sucient even to describe QPB3. The
argument is based on a certain recursive description of all inequalities valid
for QPBn in terms of valid inequalities for QPBn 1, which is interesting in
its own right.
186.1 A recursive representation of valid inequalities
Given  2 Rn and  2 Rn+(
n+1
2 ), dene the linear function
Q;(x;y) :=
n X
i=1
ixi +
X
1ijn
ijyij
and its associated quadratic function
q;(x) :=
n X
i=1
ixi +
X
1ijn
ijxixj:
Note that (x;y) 2 S implies Q;(x;y) = q;(x). Consequently, an impor-
tant lemma is the following:
Lemma 6 The maximum value of Q;(x;y) over QPBn equals the maxi-
mum value of q;(x) over [0;1]n.
Next, given  2 R, we consider whether Q;(x;y)   is valid for
QPBn, and we do so via the concavity of q;. The following theorem shows
that the psd condition and x 2 [0;1]n are enough to capture the eect of all
valid inequalities Q;(x;y)   of QPBn for which q;(x) is concave.
Theorem 8 Suppose Q;(x;y)   is valid for QPBn such that q;(x) is
concave. Then Q;(x;y)   is valid for

(x;y) : x 2 [0;1]n;X  xxT	
;
where Xij := yij for 1  i  j  n and X = XT.
Proof. Let (x;y) with x 2 [0;1]n and X  xxT be arbitrary. Because
q;(x) is concave, it can be expressed as
q;(x) = Tx + xTBx
with symmetric, negative semidenite matrix B (dened easily in terms of
). Likewise,
Q;(x;y) = Tx + B  X;
where B  X :=
Pn
i;j=1 BijXij. Note that xTBx = B  xxT also. We thus
have
Q;(x;y) = Tx + B  X
= Tx + B  (X   xxT) + xTBx
 Tx + xTBx
= q;(x);
where the inequality follows from B  0 and X  xxT  0. Now, by Lemma
6, the validity of Q;(x;y)   for QPBn ensures q;(x)   for any
x 2 [0;1]n. This proves the result. 
19Note that valid inequalities for BQPn are not covered by Theorem 8 because
such inequalities have ii = 0 for all i and hence the corresponding quadratic
is not concave. Likewise, each valid inequality yii  xi corresponds to a
convex|not concave|quadratic.
By Theorem 8, it remains to examine those valid inequalities Q;(x;X) 
 with q;(x) non-concave. The key idea to do so will be the following stan-
dard result.
Lemma 7 Suppose q;(x) is non-concave. Then its maximum over [0;1]n
is necessarily obtained on the boundary.
Thus, checking whether Q;(x;X)   is valid for QPBn amounts to check-
ing that q;(x) does not exceed  on each of the 2n facets of [0;1]n.
To formalize our ideas, for all i = 1;:::;n and each  2 f0;1g, dene the
quadratic function
q
i;
;( x) := q;( x1;:::;  xi 1;;  xi;:::;  xn 1);
where  x 2 Rn 1. One can think of q
i;
;( x) as q;(x) with the value 
substituted for xi, and so one can work out an explicit representation in
terms of linear ( xi), quadratic ( xi xj), and constant terms (although we
do not provide the full representation here). Note that the constant term
is i + ii2. We also dene Q
i;
;( x;  y) to be the linear function arising
from the above explicit representation|without constant term|when  xi xj
is linearized by  yij. The following theorem now follows directly from these
constructions.
Theorem 9 The inequality Q;(x;y)   with q;(x) non-concave is valid
for QPBn if and only if
Q
i;
;( x;  y)     i   ii2
is valid for QPBn 1 for all i = 1;:::;n and  2 f0;1g.
Proof. By Lemma 6, Q;(x;y)   is valid for QPBn if and only if
q;(x)   for all x 2 [0;1]n. By Lemma 7, this occurs if and only if
q
;
;( x)    i  ii2 for all  x 2 [0;1]n 1 and for each i;, which in turn
occurs if and only if each Q
i;
;( x;  y)     i   ii2 is valid for QPBn 1.

Theorems 8 and 9 give rise to a recursive-type semi-innite description
of QPBn.
Corollary 4 For n  2, let V be the collection of all (;;) such that
q;(x) is non-concave and Q
i;
;( x;  y)   i ii2 is valid for QPBn 1
for all i = 1;:::;n and  2 f0;1g. Then QPBn equals

(x;y) 2 [0;1]n+(
n+1
2 ) :
X  xxT
Q;(x;X)   8 (;;) 2 V

20It is interesting that this semi-innite description reduces to a nite one
when n = 2 (Anstreicher-Burer [2]).
6.2 Example
We now return to the question raised at the beginning of this section: are the
facets of BQPn, RLT inequalities of the form yii  xi and the psd condition
sucient to describe QPBn? We show by example that this is not the case
for n = 3 (and hence not for QPBn).
Dene
 = (1;2;3) = (3;1;0)
 = (11;12;22;13;23;33) = ( 2:25; 6;0; 6; 1;1)
 = 1:
Using the recursive relationship of Theorem 9, one can show that Q;(x;y) 
 is valid for QPB3. We next consider the maximisation
max

Q;(x;y) : proj(x;y) 2 BQP3; yii  xi 8 i; X  xxT 	
:
Note the well-known fact that
BQP3 =
n
(x;y) 2 [0;1]3+(
3
2) : yij  minfxi;xjg (i < j); (6)   (9) hold
o
:
It can be easily veried that
x = (x1;x2;x3) = 1
3(1;1;1)
y = (y11;y12;y22;y13;y23;y33) = 1
9(2;0;3;0;1;3)
is feasible with objective value 19=18 > 1. It follows that Q;(x;y)   is
not valid for the set dened by BQP3, yii  xi, and X  xxT, which proves
that this set is not QPB3.
7 Concluding Remarks
Given the fact that QPB is a fundamental and much-studied problem in
global optimisation, it is surprising that many of its basic properties were
not established before now. We have addressed this gap in the literature,
using the tools of polyhedral theory and convex analysis.
There are some interesting topics for future research. For example, can
one nd an explicit description of QPB3 in terms of linear inequalities?
And, if an inequality induces a facet of BQPn but not of QPBn, can it be
strengthened in some way so that it induces a facet of QPBn? Finally, the
algorithmic implications of our results should be investigated.
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