The use of graphite epoxy composite materials in thick sections for structural applications in naval vessels is achieving worldwide interest [1). Current and future applications of composites include construction of hulIs, superstructures, weight critical articles, secondary structures and quasi-structural components.
Because each defect type results in adegradation of a speciflc mechanlcal property, the ability to ciassify the defect type will allow for the development and application of acceptance criterion that are defect specific, and will provide assurance that the material Is suitable for use in the intended structural application.
PROCEOURE Approach
A Gaussian classifier, linear discriminate rule, K-means nearest neighbor algorithm, and an artificial neural network were employed to ciassify various types of defects located in a thick graphite epoxy plate. Ten ultrasonic signatures were obtained from seven known experimental groups (representing a control and three types of known defects) located at various depths within a 3lB-inch thick carbon-carbon composite plate. Ultrasonic (UT) data was collected using a USO 10 ultrasonic flaw detector with a 5 MHz Aerotech, gamma transducer. To develop a set of input parameters to the classifiers, a modified K-means algorithm was implemented to select power spectrum features unique to the UT signature of each of the experimental groups. After the features were selected, 56 randomly selected waveforms, eight from each experimental group, were employed to train the four ciassifiers. The remaining 14 ultrasonic signatures, unique from the training set, were used to evaluate the accuracy of the ciassifiers for differentiating the various types of defects.
Material and Eguipment
A carbon-carbon composite plate was constructed with known artificial defects. The plate was 12-inches square by 3lB-inch thick and consisted of 60 plies of AS4/3501 prepreg. The plate was designed to contain 36 2-inch square areas, with each square having a particular defect type located at the center. The following seven experimental groups were simulated: Triangular, 0.5 x 0.5-inch right angle, and circular, 0.5-inch diameter shaped flaws were placed (one in the center of each of the 2-inch square areas) below the 10th, 20th, and 30th plies during layup. Thus the flaws could be probed from each side of the plate and be representative at depths of 16, 33, 50, 66, and 83 percent. The plate was constructed with layups of prepreg with alternating orientations at 0 and 90 degrees, each ply being 0.006-inch thick. The stacked prepreg plate was compressed in a vacuum after each addition of 5 layers. The plate was autociave cured in a frame at 85 psi, 240 °F for one hour, and at 100 psi, 350°F for two hours. Following cure, the plate was available for the test program.
A KrautKrämer Branson Model USO 10 digital ultrasonic flaw detector was used in the RF mode to capture aseries of ten waveforms from each experimental group. A 5 MHz, 0.5-inch diameter Aerotech, gamma transducer was used with water as the coupling agent. In order to capture ten waveforms per experimental group, the transducer was placed on the surface of the graphite epoxy plate above a defect and moved to a new position after each waveform was captured. Once ten waveforms were recorded, the next experimental defect was examined. The waveforms were downloaded to a computer file via the RS-232C Input-output port on the USO 10.
Digital Signal Processing and Feature Parameter Selection
The success of any classificatlon algorithm is dependent on the input parameters selected to represent each unique population. Ideally. the feature parameters chosen should exhibit the greatest orthogonality [12] between the class populations. and address the underlying physics of the problem.
The scattering of elastic waves In a thick section. anisotropic composite plate is a complicated phenomenon [11] and not fully understood. T 0 characterize the scattering phenomenon. a total of thirty-six features. heuristic in nature. were generated from the normalized power spectrum [12] of each UT signature. The calculated features pertained to one of the following three categories: 1) the partial power within selected frequency intervals. 2) the variability of the power spectrum withinselected frequency intervals. and 3) the slope of the power spectrum within different intervals. Prior to calculating each power spectrum. the surface wave was removed (windowed) from the RF signature. In addition. the end of each waveform was padded with thirty-six zeros to yield a total of 256 data points. thus allowing calculation of each power spectrum using a fast Fourier transform [13] .
A modified. K-means. nearest neighbor algorithm [10] was implemented to determine which of the thirty-six features contained characteristic values unique to one or more of the populations. In general. for each observation the algorithm locates the K nearest nelghbors in the data set. based on Euclidian distance. Sy examining the true class assignment of the K nearest neighbors. each feature can be evaluated for providing separation of the class populations. Additional features are selected until no additional separation of the class populations can be achieved as measured by the modified. K-means algorithm.
Statistical Classifiers
Three statistical classifiers. Gaussian. linear discriminate rule. and K-means nearest neighbor algorithm. were employed for classification of the UT signatures. The Gaussian classifier requires a multivariate normal distribution [10] for the p parameters within each class. The sampie probability distribution for each class is defined by where x X· S~ I P observation vector. sampIe mean vector for population i. sampIe CQvariance matrix for population i, number of vector parameters.
For equal posterior probabilities and misdassification costs. a newobservation. X. is assigned to population k where
(1 )
For the Gaussian classifier. each new observation is assigned to the population which exhibits the greatest probability of yielding the measured values.
The objective of a discriminant analysis is to obtain an acceptable representation of the population which involves only a couple of linear combinations of the parameters. Linear discriminant analysis is also weil suited for reducing the dimensionality of a problem and for separating populations. An observation. X. can be assigned to population k based on the following linear discriminant rule. (4)
Application of the linear discriminant rule does not necessarily require that the populations be multivariate normal. However. the p x p population covariance matrices are assumed to be equal and non-degenerate [16] .
The K-means nearest neighbor algorithm is a nonparametric statistical technique which requires no distribution assumptions for the population variables. Classification of a new observation is based on the class assignments of the K nearest neighbors in a known data set. where distance is computed using Euclidean distance with either standardlzed or unstandardized observation parameters. Typically. the number of nearest neighbors. K. is preselected by the user. The final class assignment of a new observation is based on the maJority class assignment of the K-nearest neighbors.
Artificial Neural Networks
An artificial neural network is an analytical procedure which can be used to develop nonlinear relationships between known defect types and their corresponding ultrasonic features [15J. Several artificial neural network paradigms are available for classification of data [16] . In this investigation. a fully connected. feed forward. back-propagation neural network. employing a modified delta rule. was selected for classification of the UT signatures.
Training of the neural network is achieved by an iterative presentation of input pattern vectors and known output values from a collected data set to the network. After each presentation of the data set. the output values of the neural network are compared to desired output values and adaptive weights within the network are incrementally adjusted (delta learning rule) to minimize the output error. After the adaptive weights have converged to a satisfactory steady-state level the neural network is assumed to be trained. At various stages of the training process output node values are calculated for a verification data set. The verification data set is not used in the training algorithm. but simply used as an analysis tool. An observation can be classified by a trained artificial neural network by presenting the pattern vector for the observation to the network and examining the output node values. The observation is assigned to the class corresponding to the greatest output node value.
RESULTS AND DISCUSSION

Feature Selection
A total of 70 UT waveforms. ten from each of the seven experimental groups. were collected from the graphite epoxy plate. After the ultrasonics waveforms were collected a data file was created containing all 36 features calculated from the normalized power spectrum of each waveform. The power spectrum features from 56 waveforms. eight waveforms (randomly selected) from each of the experimental groups. were presented to the modified. K-means algorithm for analysis.
Thirty-three of the calculated power spectrum features provided no separation of the experimental groups within the Euclidian space. as determined by the modified K-means algorithm. Only three candidate features yielded possible information for classification of the ultrasonic defect signatures. In Figure 1 . the power spectrum of a representative defect UT signature is shown along with the three selected features. Specifically. the three features selected from the normalized power spectrum of each waveform were: 1) the average power density. 2) the partial power between the frequency of the maximum power density and the upper frequency at which the power spectrum dropped below the 25% level. and 3) the slope of the power spectrum between the maximum power density and the upper 25% level. These three features were used as the input pattern vector to the four classification techniques.
Classification
Each of the classifiers were trained using the feature parameter vectors from the 56 randomly selected waveforms. Implementation of the Gaussian classifier required calculation of the sampie covariance matrix and the sampie mean vector for each of the seven experimental groups. In addition, the pooled covariance matrix was calculated from the training set In order to implement the linear discriminant rule. No preprocessing of the feature parameters was required for the Kmeans classifier.
Three different architectures for the back-propagation neural network were examined for classification of the data. The three networks had either two, five or ten nodes in the hidden layer. The percentage of variability (16) In the training set explained by the neural network was used to evaluate the training process of the neural network. The percent variance is related to the square of the difference of the predicted neural network output values and the desired output values. Figure 2 presents the percent of variance accounted for by each of the three neural networks. For two nodes in the hidden layer, the learning rate was slow with only 58% of the variance accounted for after 2400 iterations. The learning rate was greatest for the neural network with ten hidden nodes, with 93% of the variability in the training set accounted for after only 500 iterations.
During training, a verification set test was used to evaluate the performance of the artificial neural networks. The verification test set consisted of the pattern vectors from the remalning fourteen collected defect signatures, two vectors from each of the seven experimental groups. In Figure 2 , the percentage of variability in the test set explained by the neural network is presented. For the architecture with two nodes in the hidden layer, the results for the training set and test set are similar. For the cases of five and ten hidden nodes, approximately 10% less of the variance was accounted for in the test set as compared to the training set. Also note, that after 1000 iterations the network containing five hidden nodes displayed signs of over-training, a steady decline In classification accuracy. Over training of a network (16) 15 not uncommon, and iIIustrates the need for a verification data set to obtain optimal results. The architecture containing ten hidden nodes was selected as the final neural network classifier. Classification
the holes. Three of the ten waveforms were misclassified. Examination of the data revealed that the three misclassified hole signatures had feature parameter values lower than the rest of the experimental group. The remaining two classifiers had accuracies lower than 94 percent. The Kmeans classifier and the linear discriminant rule had overall classification accuracies of 84.2 percent and 67.1 percent, respectively. 
Comparison of Classifiers
Three statistical techniques were examined for classification of UT signatures from defects located in a composite plate. No observations were misclassified by the Gaussian classifier, however, the linear discriminant rule only correctly classified 67.1 percent of the observations. To und erstand these results, the underlying statistical assumptions for the parametrie classifiers should be considered.
A Gaussian classifier requires that the feature parameters for the different populations are multivariate normal. This requirement is not unreasonable considering the experimental setup. The defects within each experimental group were manufactured similarly and located within the same composite plate. Any random noise or variability introduced into the experimental design should follow a Gaussian distribution. Alinear discriminant rule requires that the covariance matrices between the experimental groups are equal. T 0 achieve equality between the covariance matrices. the pairwise correlation between the three selected feature parameters must be constant throughout the seven experimental groups. This assumption proved to be too stringent and the linear discriminant rule could only accuracy classify 67.1 percent of the defect observations. The third statistical classifier. K-means nearest neighbor algorithm. achieved a classification accuracy of 84.2 percent. MisciassHication of multiple observations using a K-means algorithm indicates that for the feature parameters selected either: 1) the boundaries between the experimental groups lie relatively close to each other in the Euclidian space or 2) the true populations for the experimental groups have some overlap in the feature space. Experimental results demonstrate that both the Gaussian classifier and the artHicial neural network were better able to classify observations at the Euclidian boundaries.
DEFECT CLASSIFICATION RESULTS
When compared with the statistical classifiers. the neural network performed extremely weil.
No underlying assumptions about the data were required to implement the neural network classifier. yet the network achieved an overall classHication of accuracy of 94.3 percent. This classHication result Illustrates the advantage of using artificial neural networks for classHication of defects in composite materials--no distributional assumptions are imposed upon the data to implement an artHicial neural network as a ciassHier. In this regard. artificial neural networks are robust. An artificial neural network can model both linear and nonIinear relationships between data parameters and will typically perform as weil as statistical classHication techniques (16) . CONCLUSION A Gausslan classifier, linear discrlmlnant rule, K-means a1gorlthm, and artificlal neural network were implemented for classification of three types of defects (inclusion, delamination, void) located at varlous depths wlthin a 3/8-inch thlck, graphite epoxy composIte plate. Ten ultrasonic signatures were obtalned from seven known experimental groups, representing a control and three types of defects (70 waveforms total). The Input pattern vectors to the classiflers consisted of three features calculated from the power spectrum of each of the waveforms. Of the four classificatlon technlques, the greatest accuracies were achieved by the Gaussian classifier and the artificial neural network. The Gaussian classifier correctly classified all 70 of the defect UT signatures. The artificial neural network was able to accurately classify 66 of the 70 defect UT signatures.
The results presented demonstrate the ability to classify defects located in composite materials based on the UT signature of the defect. Classification of defects In composlte materials will allow the development of acceptance crlterion that are defect specific; thus, providing a means to determine whether the material is sultable for the intended structural application.
