Abstract. As a challenging interdisciplinary in biometrics and emotional computing, Facial expression recognition (FER) has become a research hotspot in the field of pattern recognition, computer vision and artificial intelligence both at home and abroad. The extraction and selection of facial expression features is one of the most important steps in the process of FER, The validity of the features extracted directly affect the performance of FER. This paper focus on the analysis of the current research states of the latest facial expression extraction algorithm based the twodimensional and the three-dimensional, try to analyze and compare the various methods in theory, and comprehensively study facial expression recognition based the convolution neural network. Finally, the research challenges are generally concluded, and the possible trends are outlined.
Introduction
The study of American psychologist Mehrabian shows: Emotional expression = 7% language + 38% sound + 55% facial expression. Therefore, facial face expression is the most important carrier of human emotions, and is an important way to exchange emotional information between people. As a challenging interdisciplinary subject in the field of biometrics and affective computing, Facial expression recognition has aroused widespread concern, mainly because it not only has important theoretical research significance, but also has broad application prospects.
Generally facial expression recognition is divided into four processes: image pre-processing, face detection, feature extraction and facial expression classification. Feature extraction is one of the most difficult tasks in facial expression recognition, which is the key to realize accurate and feasible expression recognition. Due to the different research background, the researchers have different definitions of basic emotions. Among them, Ekman's emotional theory has the greatest impact, where there are six basic emotions: anger, disgust, fear, pleasure, sadness and surprise. The basic task of feature extraction is to find the most effective representation from these characteristics extracted, so that the difference is big in the different categories of expressions, and is small in the same type of expression.
Feature Extraction Algorithms for 2D FER
Face expression is reflected in facial features: movements of eyebrows、eyes、and mouth. How to effectively extract these features is the key to achieving accurate and feasible expression recognition. At present, there are many kinds of feature extraction methods, which can be divided into geometric shapes, texture features and the combination of the two.
In the expression recognition algorithm based on geometric deformation, ASM (Active Shape Model) [1] and FAUs (Facial Action Units) [2] are the two most typical methods. ASM constructs geometric features by extracting facial feature points. The geometric features were extracted by the improving ASM and the use of the triangle features in the model, and achieved good results. According to FACS, as another important geometric feature, by analysing the constant facial features and instantaneous characteristics In the image sequence, a variety of features were tracked and modelled in order to recognize facial expression.The algorithms based on the texture features mainly includes: LBP (Local Binary Patterns), LDP(Local Directional Patterns), Gabor wavelet transform. LBP as a local operator can be used for image texture analysis, face recognition and facial expression recognition. Based on the idea of LBP, an LDP operator is proposed, which is used to extract facial texture features. The Gabor feature was applied to calculate the expression characteristics, combining with elasticity graph matching and linear analysis. But the highdimensional Gabor feature is an obstacle to quickly identify facial expressions.
In addition, Multi-feature fusion is an effective way of the facial expressions representation, and the different features in many algorithms are combined to describe facial expressions. Table 1 lists the main feature extraction methods for 2D FER. 
Feature Extraction Algorithms for 3D FER
The 3D facial expression features can solve the research dilemma faced by 2D images well, and can improve the effect of the facial expression recognition, because its acquisition is not affected by the surrounding environment changes, and has a good robustness to the changes in face posture also. The BU-3DFE database [15] is mainly used for the analysis and research of 3D FER, in which each 3D face model was manually calibrated with 83 key points. Based on these key points, the geometric features can be extracted, and are used to characterize the significant changes for FER. Figure 1 shows the 83 key points provided in the BU-3DFE database and the distance characteristics and curvature characteristics based on the 83 key points. According to the extracted facial features, the current research on 3D facial expression recognition is divided into several directions: (1) the 3D FER based on geometric features. When the movement of the facial muscles occurs, the facial expressions will change accordingly. The facial expression recognition based on geometric features is to locate and measure these salient features. (2) The 3D FER based on local patch. For some key points, the small patches around them are acquired, and the local shape information based on these patches can be obtained to represent the facial expression changes. (3) The methods based on the two-dimensional image mapping. The research idea has been paid more and more attention because some traditional two-dimensional image processing algorithms can be applied directly to the analysis of 3D face model. Table 2 lists the typical method based on the 3D feature extraction, including the literature proposing this method, the classifier used, the number of expression categories, the data set and the recognition rate. 
Methods Based on Geometric Features
According to the 83 key points provided by BU-3DFE database, the 11 points selected by Soyel et al. are selected to obtain the most representative 6 distance features to characterize facial expression changes, and 91.3% facial expression recognition result were obtained [17] . According to FAPUS (Facial Action Parameter Unites), Tang et al [18] extracted the corresponding distance feature and the slope, and finally achieved a recognition rate of 95.1%. The methods of facial expression recognition based on the distance features of the 83 key points also appeared in the literature [19] [20] [21] ], and the results of facial expression recognition based on the samples in BU-3DFE database are 93.7% [19, 20] and 88.2% [21] respectively. Srivastava et al. [22] took the offset of the size and direction of all coordinate vectors as features, represented them as a two-dimensional matrix, and finally achieved an average recognition rate of 91.7%.
Methods Based on Local Patch
The feature extraction algorithms based on the local patch, which could effectively obtain the local facial expression information, reduced the loss of facial expression information to a certain degree with respect to the geometric features. According to the 64 labeled key points, Wang et al. [23] divided the face into 7 local patches, and used the distribution histogram of each surface to represent the human face expression changes, and achieved a recognition rate of 83.6%. According to the 83 key points of each 3D face in the BU-3DF database, Maalej et al [24, 25] used level curves to describe the deformation information of local patch around these key points, and the results based on the samples in BU-3DFE database are 96.1% [25] and 98.8% [24] respectively. According to the patch attributes face around some key points, Lemaire et al. implemented the fitting of the SFAM (Statistic Facial fe Ature Model), and obtained the average recognition rate of 75.8%.
Methods Based on Probabilistic Model
The application of probability model in 3D facial expression recognition is also a hotspot in 3D face recognition. Ramanathan et al. [26] ] used the morphological expression model to fit the different face, and achieved the recognition rate of 97.0%, but the expression database used included only these three expressions: "happy", "sad "," Angry ". Savran et al. used the SFAM to fit the face, and the shape index was encoded by multi-scale LBP as the feature vector, and the recognition rate was 87.2%. Zhao also achieved the average recognition rate of 94.2% by using deformable mode the SFAM. Mpiperis et al [27] proposed the bilinear elastic deformation model, which not only could obtain individual changes, but also could include facial expression changes. Based on this method, the average recognition rates obtained were 92.3% [28] , 89.5% [29] and 90.5% [30] respectively.
FER Algorithms Based on CNN Features
By constructing a nonlinear neural network with multiple hidden layers, the deep learning simulates the human brain for analysis and learning. At present, the theory research for facial expression recognition based on the deep learning mainly focused on CNN (convolution neural network). A set of FER system based on CNN was developed, which could predict the location of facial feature points recognize the facial expression by training a multi-task deep neural network. A novel approach based on based on the combination of optical flow and a deep neural network -stacked sparse auto encoder could analyze video image sequences effectively and reduce the influence of personal appearance difference on facial expression recognition [31] . Combined region of interest (ROI) and K-nearest neighbors (KNN), a fast and simple improved method called ROI-KNN for facial expression classification was proposed, which relieves the poor generalization of deep neural networks due to lacking of data and decreases the testing error rate apparently and generally [32] .A new architecture had the two hard-coded feature extractors: a Convolutional Auto encoder (CAE) and a standard CNN, which could can significantly boost accuracy and reduce the overall training time [33] . A 3D Convolutional Neural Network architecture consists of 3D Inception-ResNet layers followed by an LSTM unit that together extracts the spatial relations within facial images as well as the temporal relations between different frames in the video [34] . The attention model, which consisted of a deep architecture which implements convolutional neural networks to learn the location of emotional expressions in a cluttered scene, greatly improved the expression recognition [35] .
Current Problems and Future Prospects
With the rapid improvement of computer hardware and image processing technology, facial expression recognition has made a lot of gratifying research results. However, there are still many theoretical problems and technical problems, which seriously limit its development and popularization, mainly in:
(1) The establishment of the standard expression library. There is no uniform standard. Different researchers use different expressions database, even some researcher use their own structure of the expression library built by them. There are many difficulties in the comparison of a variety of recognition algorithm. Therefore, many researchers are looking forward to a public and standard facial expression database containing a large number of images.
(2) Extract more robust features. At present, the expressions samples are less affected by facial pose changes and do not take into account factors such as face occlusion. For these factors, the effect of feature extraction algorithm is further studied, and more robust expression features are obtained.
(3) Facial expression recognition based on video sequences. The video sequence can show the change of facial expression, and relative to the static facial expression, the video sequence is more consistent with the actual situation, therefore, research on facial expression recognition based on video sequence will become the focus of future research.
(4) Reduce the computational complexity of the FER algorithm.
(5) Recognition of subtle or mixed expressions. Most of the studies are still in the research of the six basic facial expressions, but in reality people often show subtle expressions changes or the, mixed expressions. Therefore, how to recognize the subtle expressions or the mixed expressions is still an important problem
