The Casimir force, which is the attraction of two uncharged material bodies due to modification of the zero-point energy associated with the electromagnetic modes in the space between them, has been measured with per cent-level accuracy in a number of recent experiments. A review of the theory of the Casimir force and its corrections for real materials and finite temperature are presented in this report. Applications of the theory to a number of practical problems are discussed.
Introduction
The force between uncharged conducting surfaces, the so-called 'Casimir force', was described by Schwinger as one of the least intuitive consequences of quantum electrodynamics. For conducting parallel flat plates separated by a distance d, this force per unit area has the magnitude [1] F ( 
This relationship can be derived by consideration of the electromagnetic mode structure between the two plates, as compared with free space, and by assigning a zero-point energy of 1 2h ω to each electromagnetic mode (photon). The change in total energy density between the plates due to modification of the mode structure compared with free space, as a function of the separation, d, leads to the force of attraction. This result is remarkable partly because it was one of the first predictions of a physical consequence directly due to zero-point fluctuations, and was contemporary with, but independent of, Bethe's treatment of the Lamb shift. Although the existence of this force was predicted over half a century ago, it has been measured to high accuracy (per cent level) only recently, within the last eight years.
The only fundamental constants that enter equation (1) areh and c; the electron charge, e, is absent, implying that the electromagnetic field is not coupling to matter in the usual sense. Perhaps this is stating the obvious, but the plates impose boundary conditions on the field and so their microscopic properties, in the limit of perfect conductivity, are not important. The role of c in equation (1) is to convert the electromagnetic mode wavelength to a frequency, whilē h converts the frequency to an energy.
The term 'Casimir effect' is applied to a number of long-range interactions, such as those between atoms or molecules (retarded van der Waals interaction) and an atom and a material surface (Casimir-Polder interaction) and the attraction between bulk material bodies. The latter effect is generally referred to as the Casimir force and depends only on the bulk properties of the material bodies under consideration. This report will be limited primarily to a discussion of, and literature references to, the Casimir force because this forms a complete and distinct subject among the various Casimir effects. This report will also be limited primarily to applications in the realm of electromagnetism; as is well-known, the basic idea that the boundaries of a system can affect its physical properties has far-reaching consequences from condensed matter studies to quantum chromodynamics. (See [2] [3] [4] for reviews of the broader applications.) More specific reviews are presented in [5] , in [6] , which was compiled in honour of Dr Casimir's 80th birthday, and in [7] , in honour of his 90th birthday. The most comprehensive recent review of the field is given in [8] .
This report will give a background discussion on the meaning of the Casimir force, which remains controversial, i.e. does it prove that the electromagnetic field contains zero-point energy? An overview of theoretical and experimental developments over the last five years or so will be provided. Finally, applications of the Casimir force to some unusual and not-widelyappreciated physical situations will be discussed. The breadth of the field is so great that a comprehensive review of the literature is no longer possible or desirable in a single work [9] .
The view that the Casimir force is simply the long-range (retarded) van der Waals interaction between material bodies is not accurate because the effect of the material boundaries must be considered in the calculation of the force. Furthermore, the van der Waals interactions between particles is non-additive, with the deviation increasing with density. Even in the case of three molecules, the van der Waals interaction is modified [10] . However, as shown in [5] (pp 249-51), a reasonable estimate of the Casimir force can be obtained by considering the pairwise interactions between the molecules contained in parallel plates with the polarizability determined from the dielectric constant, , and the Clausius-Mosetti relation. In the limit of → ∞, a 1/d 4 force law with magnitude about 80% of Casimir's result is obtained. The lack of additivity is further addressed in [5] , pp 254-8.
As mentioned above, one manifestation of a Casimir effect has its origin in molecular (van der Waals or dispersion force) interactions; this is the force of attraction between dielectric bodies which, in the case of tenuous media, can be interpreted as arising from the retarded (1/r 7 ) and short-range (1/r 6 ) van der Waals potentials between the molecules that make up the bodies, as was first discussed by London [11] . When the bodies are sufficiently dense, it is no longer valid to consider molecule-molecule interactions alone, and one must take into account the boundary conditions for the electromagnetic fields at the material surfaces and intermolecular effects. Lifshitz [12] 1 first developed in 1956 the theory for the attractive force between two plane surfaces made of a material with a generalized susceptibility. His work was motivated by experimental results from force measurements between dielectric bodies that were much smaller than expected due to van der Waals interactions alone [13, 14] . Remarkably, the Lifshitz result does not explicitly involve a body's molecular properties; the attractive force is a function of only bulk material properties and the separation between the planes. The commentary in [14] indicates that before the Lifshitz analysis, it was expected that solid body force measurements would directly measure intermolecular forces, effectively amplified by the sheer number of participating pairs. The Lifshitz result indicates the importance of the boundaries, and in the limit of high density it is no longer possible to discuss the problem in terms of pair interactions.
For the case of perfect conductivity (near infinite electrical permittivity) the Lifshitz result is identical to equation (1), i.e. the force of attraction is independent of the electron charge or properties of the material bodies. The simplicity of the Casimir derivation leads one to ascribe a certain reality to electromagnetic field zero-point fluctuations, implying that the Casimir force is an intrinsic property of space. However, there is a point of view that the attractive force is due only to the interactions of the material bodies themselves, as implied by the Lifshitz derivation. There is a considerable body of literature concerning the source of the Casimir force (see [5] for an extensive discussion). This point is further discussed in section 2.3. Because the Casimir and Lifshitz approaches are in some respects at the opposite extremes, a brief discussion of the fundamentals of the Lifshitz calculation is relevant. However, the reader should be warned that the Lifshitz calculation is mathematically complicated; Ginzberg ( [5] , footnote p 233) comments that the calculations are 'so cumbersome that they were not even reproduced in the relevant Landau and Lifshitz volume ( [15] , chapter 9) where, as a rule, all important calculations are given'. (The calculations, using Green's function techniques, are presented in [16] , chapter 13, while the original chapter 9 of [15] has been deleted from the most recent editions.) The complexity of the calculations are sufficiently great for the validity of the Lifshitz result to have been initially doubted, but the same result was eventually obtained using a number of more transparent methods (see [5] , chapter 7, [17] ).
For real materials, equation (1) must break down when the separation, d, is so small that the mode frequencies are higher than the plasma frequency (for a metal) or higher than the absorption resonances (for a dielectric) of the material used to make the plates; for sufficiently small separation, the force of attraction varies as 1/d 3 , as discussed in particular by Lifshitz [12] . In analogy with the attractive forces between atoms, the force in this range is sometimes referred to as the London-van der Waals attraction, while the 1/d 4 range is referred to as the retarded van der Waals (Casimir) interaction. For the Casimir force, the crossover distance between the regimes is d ∼ 100 nm, much larger than the atomic spacings in the materials, and so it still makes sense to describe the materials by their bulk properties (index of refraction); the 1/d 3 versus 1/d 4 interaction is in this case due to the truncation of the mode frequencies that are affected by the changing plate separation. Therefore the crossover between the two regimes appears to be of physically different origin compared with the case of the attractive forces between isolated atoms. Of course, when the plates are sufficiently flat and clean, when they are brought together the force does not go to infinity, but the plates fuse together with molecular or atomic bonding. When this bonding occurs, the maximum energy from the attractive force has been extracted.
The Casimir force and its calculation represent an electromagnetic waveguide problem, where imperfect materials are used in the construction of the waveguide. The zero-point fields are those associated with the waveguide; these modes do not exist in free space, and so the idea that the Casimir force represents a negative energy density compared with free space is controversial. It has also been suggested that the Casimir force might be a source of unlimited energy. Negative energy might be a necessary ingredient for time travel [18] , and so the Casimir force has attracted some popular attention. As described in this report, the source of the Casimir force can be interpreted as due to fluctuations of charges within the material body; in the context of this picture, the negative energy idea can be questioned. In addition, Hawking further points out that zero-point fluctuations would lead to the rapid collapse and dissipation of a cosmic 'worm hole'. Finally, the Casimir force might be thought of as a 'precursor' to chemical bonding, that is the long-range attractive force that eventually leads to chemical combination. The amount of energy available from the long-range part of the chemical energy is infinitesimal compared with the full bonding energy (see [19] ).
Given that the distances where the force of attraction is sufficiently strong to be experimentally detected are d ∼ 1000 nm or less, the frequencies of interest are in the infrared and optical ranges. Thus an accurate theoretical description of an experimental system must take into account the optical properties of the plate material, as will be discussed later in this report.
There have been only a few dozen published experimental measurements of the Casimir force, to be compared with more than 1000 theoretical papers on the subject. Perhaps very few doubt the strict validity of equation (1) or its modification for real materials as derived in [12] . Because of the unavoidable uncertainties in bulk material and surface properties, verification of equation (1) as a test of QED will likely always be inferior to measurements of the Lamb shift or g − 2 of the electron. However, Casimir's idea remains central to theoretical physics, as evidenced by the exponential growth of references to his original paper, as illustrated in figure 1 (after [5] ).
Only recently have measurements of the Casimir force with accuracy at the per centlevel of precision become possible. However, the existence of short-range cohesive forces has been recognized since the earliest days of modern physics. Cavendish [20] considered this a possible correction to his measurements of the gravitational constant, as discussed in his 1798 publication describing his work which marks the beginnings of modern experimental science:
Another objection, perhaps, may be made to these experiments, namely, that it is uncertain whether, in these small distances, the force of gravity follows exactly the same law as in greater distances. There is no reason, however, to think that any irregularity of this kind takes place, until the bodies come within the action of what is called the attraction of cohesion, and which seems to extend only to very minute distances.
Cavendish tested whether there was an anomalous force at small separations, and found none. So not only did Cavendish set a possible limit on the magnitude of the Casimir force, but also on other possible forces that are again the nouvelle vague in the context of string and particle field theories.
Source of the Casimir force

Casimir's calculation [1]
The geometry for calculation of the Casimir force is shown in figure 2. For perfectly conducting plates, the boundary condition is that the parallel component of the electric field is zero at the surfaces of the plates. This places a quantization on k z :
while k x and k y are continuous in the case of plates of large area. The zero-point energy is calculated by assigninghω/2 to each mode,
where the factor of 2 is for the two polarization modes, and the prime on the sum indicates that there is only one polarization state for the n = 0 mode where the electric field is perpendicular to the plates. The sum over k x and k y is replaced by an integral, k x → (L/π ) ∞ 0 dk x , and similarly for k y . If d is made arbitrarily large, the sum over n can also be replaced by an integral.
The Casimir force is determined by the change in energy when the plates are at finite d and when d → ∞, which determines the potential energy
Now Casimir's trick was to introduce a cutoff function,
1/2 , which has the property that f (k) = 1 for k k m and f (k) = 0 for k k m , where ck m ≈ ω p , the plasma frequency for the metal costituting the plates. Using polar coordinates to specify k x,y with k = k 2 x + k 2 y and substituting
where
The potential energy can be calculated by use of the Euler-Maclaurin summation formula [21] ,
if F (∞) = 0. The derivatives can be calculated by noting that
by the fundamental theorem of calculus. Assuming that all derivatives of the cutoff function go to zero as κ → 0, the only contribution is the F (0) term; therefore
and calculating the force as −dU(d)/dd reproduces equation (1) . The interesting point of this calculation is that the specific form of the cutoff function does not enter. Introducing the cutoff function makes the otherwise divergent integral vanish, and so it is tempting to believe that the cancellation would occur without the cutoff. An alternative point of view is that there are no zero-point excitations of the fields near the plates for frequencies much higher than ω p . It can be shown that the dominant contribution to the force occurs at k ≈ 1/4d, with contributions from higher k falling off exponentially. So for large separations it is not surprising that the result does not depend on ω p .
Lifshitz calculation
The Lifshitz calculation [12] is developed from Rytov's theory [22] of charge and current fluctuations in a material body. These fluctuations serve as a source term for Maxwell's equations, i.e. classical fields, subject to the boundary conditions presented by the body surfaces. These fluctuations, as described in [22] , are a result of Johnson noise in a dissipative medium, and can be understood from the following considerations. If a small cubical volume cell V = L 3 inside one of the bodies is taken, the current and electric polarization fluctuations within that volume can be determined by use of the fluctuation-dissipation theorem [23, 24] .
Any specific material body has a frequency-dependent complex electromagnetic permittivity (which is called the dielectric constant in the case of non-conducting bodies) (ω) = (ω)+i (ω), where the imaginary part of leads to dissipation of the electromagnetic energy in the material body. (It is assumed here that the magnetic permeability is unity.) In the case of a conductor with static electrical conductivity σ , (ω) = 4π iσ/ω (using Gaussian units for this and subsequent equations). Consider a current I from one cube face to the opposite one; as the current flows, charge will accumulate on either face, leading to an electrical polarization across the cube, 90˚out of phase with the current. The electrical resistance across the cell is R = 1/σ L; from the fluctuation-dissipation theorem, the random current spectral density is
where k is Boltzmann's constant and T is the absolute temperature. (This can be derived by analogy with a harmonic oscillator, with charge Q and current I analogous to the conjugate variable's position x and momentum p.) The oscillating current, I (ω), will lead to an oscillating charge, Q(ω), per unit area (total area L 2 ) on either side of a cell, and this represents an electric polarization field
2 within the cell. Because I (ω) =Q(ω)/4π , the magnitude of the charge fluctuation is |Q| = 4π |I |/ω. (In the case of a non-conducting dielectric with absorption, this argument also applies because the absorption will lead to a fluctuating polarization that can be interpreted as a current.) The spectral density of the electrical polarization within a small cell is therefore
It can be assumed that the electrical fluctuations (that is, electrical charge movement due to thermal fluctuations as opposed to that driven by a field generated external to the cell) between the three sets of opposite cube faces are uncorrelated, and that fluctuations at different cells in the bodies are uncorrelated. These assumptions are valid for a material with a linear electrical response, implying that the magnitude and spectrum of the fluctuations are unaltered by fields in the body. Furthermore, as
, where r labels the cell location. Labelling the directions across the cube as i, j, k, the average polarization fluctuation spectral density can be written as
This is the Lifshitz calculation source term. The fluctuations persist at T = 0, and appear to be associated with the material body, in contrast to Casimir's calculation, where the fluctuations were associated with the electromagnetic field. In this analysis, a linear electrical response was taken, implying that the fluctuating fields do not modify the material properties. The modifications of non-additivity in the pairwise interactions of the molecules of a body are accounted for in the bulk electrical properties of the material. Unfortunately, these properties are difficult to calculate from first principles or molecular properties, and so properties of relevance to accurate determination of the Casimir force must, to a large degree, be measured by experiment.
In light of more transparent calculational techniques, further commentary on the Lifshitz paper is not warranted, but it remains one of the most elegant works in the history of mathematical physics.
Identification of the source of the Casimir force
The calculation of the Casimir force in terms of changes in the zero-point energy of the electromagnetic field energy seems so natural that the Casimir effect has been generally taken as proof of the reality of the zero-point electromagnetic vacuum field energy. However, Schwinger et al [25] produced a derivation of the Casimir force from a theory for which there are no nontrivial vacuum fields, and Milonni [26] has produced a derivation without reference to the vacuum radiation field. The fact that the Casimir force can be largely explained by the van der Waals pairwise interaction between molecules in the plates, which can be calculated without reference to the electromagnetic vacuum field, along with Schwinger and Milonni's considerations, indicates that the Casimir force is not sufficient proof for the existence of the zero-point of the electromagnetic vacuum field.
The approaches in Casimir and Lifshitz calculations directly illustrate the problem in ascribing the source of the Casimir force to the zero-point vacuum field. The Lifshitz calculation makes use of the fluctuation-dissipation theorem which is based on the energy storage in an electric field, and in a certain sense, the quantization of the stored energy indirectly implies that the zero-point of the electromagnetic field modes is automatically filled to a minimum energy ofhω/2 for every mode; however, the Lifshitz calculation of the attractive force does not require quantization of the electromagnetic field, and in this respect is analogous to the Planck analysis of the black body spectrum; one cannot decide whether the quantization lies in the fluctuation spectrum of the material body, or with the electromagnetic field [27] . On the other hand, Casimir assigned a certain reality to the zero-point excitations by his assumption ofhω/2 energy for each mode in his calculation. The two approaches represent different realizations of the same phenomenon; they have in fact been shown to be identical ( [28] [29] [30] . As stated by Milonni, interpretation of the Casimir force in terms of the vacuum field is a matter of taste ( [5] , pp 250-1).
However, the question of whether zero-point fluctuations of the free-space electromagnetic field exist might be moot. Milne suggests that space is not an object, but a map invented to describe the location of objects: 'It is an unreflecting person who views space as a visible emptiness' [31] . The point is that our universe contains matter; a region of unconnected emptiness is elsewhere-the very presence of matter within our observable universe implies an excitation of the electromagnetic field, if there is to be equilibrium between the matter and the electromagnetic field at zero temperature, in which case the field excitation is the zero-point energy. As an aside, Milne's model of the universe is accepted as valid for an empty universe [32] ; is a universe that contains zero-point fluctuations empty, or do zero-point fluctuations lead to a gravitational potential? These questions have vexed modern physics, and led Pauli to reject the notion of zero-point energy, at least in the case of the free-space quantized electromagnetic field [33, 34] ; the energy density due to the zero-point excitations of the eletromagnetic field exceeds 10 60 g cm −3 , depending on the cutoff, as discussed in [35] . This zero-point energy density has to be incorporated into general relativity, where it acts in effect as a cosmological constant as introduced by Einstein to produce a static solutions of his field equations. Astronomical data indicate that the cosmological constant is many orders of magnitude smaller than implied by the enormous pressure due to zero-point excitations [36] , and this difficulty remains unresolved.
The source of the Casimir force, and zero-point field excitations, is eloquently stated by Lifshitz [12] :
We can however approach this problem in purely macroscopic fashion . . . From this point of view, the interaction of the objects is regarded as occurring through the medium of the fluctuating electromagnetic field which is always present in the interior of any absorbing medium, and also extends beyond its boundaries-partially in the form of travelling waves radiated by the body, partially in the form of standing waves which are damped exponentially as we move away from the surface of the body. It must be emphasized that this field does not vanish even at absolute zero, at which point it is associated with the zero-point vibrations of the radiation field.
Perhaps it should be added that the fluctuating field could be associated with the zero-point motion of electrons within the body. Under the circumstances, the term 'molecular' in the title of [12] might have been better left out. We can guess that this work, the title in particular, was directed towards experimental measurements between material bodies which were expected to determine the molecular van der Waals potential, as described above. As Lifshitz states, 'In the limiting case of rarefied media, the method must of course lead to the results as are obtained by considering the interactions of individual atoms', the point being that the attractive (Casimir) force between extended dense bodies tells us little with regard to the (retarded) van der Waals interaction between individual atoms and provides no direct proof of the existence of a zero-point vacuum field.
The Casimir force can be thought of as an emergent collective phenomenon; all calculations in fact leave out details of field quantization and its interaction with matter, and calculate the electromagnetic field from its bulk response to matter which always includes some dissipation. This dissipation ensures that the fields are coupled to a thermal bath, which, even at absolute zero, still has energy associated with the zero point.
In concluding this introductory section, we see that the source of the zero-point excitation of the electromagnetic field is irrelevant in Casimir's calculation. There are physical phenomena that truly require a quantization of the electromagnetic field for their explanation; the Casimir force is not among these phenomena, because the predictions based on the different points of view are identical.
Calculational techniques
Van Kampen et al's technique
The idea that a sum can be converted into a complex contour integral is described in [37] (p 413), and has broad applications in all branches of physics. In the case of the Casimir force, the techniques were first used in [38] . A brief outline of the technique is presented here (see [5] , chapter 7 for details). (Green's function techniques, described in [16] , section 81, will not be reviewed here.)
The electromagnetic wave propagation vectors in, and perpendicular to, the surfaces (vacuum, plates) shown in figure 2 are
where k is a real number, and i = 0, 1, with 0 ( 0 (ω) = 1) representing the space between the plates and 1 representing the plates, with the requirement Re(K i ) 0. The possibility of a complex 1 must be allowed for, in which case K i can be complex. In section 3.3, the use of the technique in the case of absorption (complex ) is justified. The real number k is the Fourier variable for describing fluctuations that vary as a function of position in the direction parallel to the plate surfaces. It should be noted that k and ω are independent variables, and only when ω/k c can we think of the waves as propagating; otherwise they are evanescent or 'above the light cone'. There are two type of solutions to the wave equation, one with the electric vector parallel (TE or H waveguide modes) to the surfaces (with arbitrary orientation chosen as the y axis, in which case the x dependence of the fields is e ikx ), e y (z), and one with the electric vector perpendicular (T M or E waveguide modes) to the surfaces (taken as the z axis), e z (z). The wave equation in the z direction is
and the boundary condition for e z is that de z /dz and e z be continuous, while for e y it is that de y /dz and e y be continuous. Ignoring unphysical exponentially growing solutions, the solutions are (15) which lead to two sets of linear equations relating A, B, C and D for each of the two cases. The condition for nontrivial solutions of these equations is that the determinant of the coefficient matrix be zero, yielding the following two expressions. For TM modes,
while for TE modes,
The zeros, ω ny,nz (k, d), of f y,z determine the allowed mode eigenfrequencies. The zero-point energy associated with the plates is determined by assigning an energȳ hω/2 to each mode,
(in general, the eigenfrequencies are complex, but the imaginary parts cancel as discussed in section 3.2). The sum over k, in the continuum limit, becomes an integral,
where L is the transverse dimension of the plate in the x, y directions. As described in [37] , the theory of complex functions can be employed to evaluate the sum over eigenfrequencies; specifically, according to the argument theorem [39, 40] ,
where C is a closed path in the complex plane, N and P are the numbers of zeros and poles within C, respectively, and the path is counterclockwise. The argument theorem can be modified to give the sum of the zeros and poles:
The eigenfrequencies of physical interest lie in the right half plane; integrating along the imaginary axis from ∞ to −∞ and closing the path with a semi-circle at infinity around the right half plane (see [5] for details) and integrating by parts gives
with ω = iξ , and ξ is real,
, and
Finally, the poles of equations (16) and (17) do not depend on d because it only enters in the multiplicative exponential; therefore, equation (22) gives the zero-point energy up to an additive constant, while the force per unit area is given by
where ( 
in which case (27) and equation (24) becomes
In the case of perfect conductors,
and the integrals can be easily done by use of the substitution y = 2ξpd/c,
which is Casimir's result.
Extensions of the technique
As discussed by Milonni [5] , the contour integration technique used to sum the eigenfrequencies appears to be technically correct only if the eigenfrequencies lie on the positive real axis. There has been much commentary on the extension of this technique to absorptive materials (i.e. complex permittivity), in which case the eigenfrequencies are complex. Barash and Ginzburg [41] introduced the idea of an auxiliary system to account for the complex permittivity, with the fundamental eigenfrequencies real. Further commentary is provided by Tomas [42] and Raabe et al [43] , who assert that electromagnetic modes in the presence of absorption cannot be defined, and calculate the force without reference to the fundamental system modes. Lifshitz's calculational technique and Green's function techniques ( [16] , section 81) circumvent the problem of defining modes in the presence of absorption, and these techniques are generalized in [42, 43] . However, the contour integration method gives the correct answer quite simply, and agrees with all other calculational techniques; e.g. the mathematics does not know about the auxiliary system as introduced by Barash and Gizburg. A non-rigorous explanation for why the technique works in the case of absorption can be developed from elementary considerations as follows.
First, the Van Kampen technique adds up the eigenvalues of a linear set of differential equations that are subjected to homogeneous boundary conditions; it is well-known that the eigensolutions are orthogonal (the Sturm-Liouville problem, [37] , pp 719-29) and form a complete set of functions. Therefore the electromagnetic field within, and in the gap between the plates, can be described completely by these solutions, in the case of isotropic materials that have a linear and causal electromagnetic response. It is known experimentally (particularly in electronics and laser physics) that so long as the system is linear, there is no crosscoupling between non-degenerate modes, other than incoherently through the thermal bath. Dissipation to the thermal bath is a non-linear process (Joule heating), and the probability of transferring energy from a specific driven mode to another specific mode is vanishingly small by this process. All of this is to say that if a specific frequency field is supplied to a linear electromagnetic resonator, the steady-state response has no frequencies other than the drive frequency. This is not the case for a non-linear system. Experimentally, even in the case of dissipation, modes are well-defined for a linear system.
Next, for a generalized permittivity [15] , (−ω * ) = * (ω). Therefore, the eigenfrequencies for the general boundary problem case occur in pairs, ω = ±ω + iω . Taking the case where Re(K i ) are either all positive or all negative which follows from continuation, as ω → ∞, all the K i become equal because i (ω) → 1. In the case where Re(K i ) > 0, representing an exponentially damped surface wave, the eigenfrequencies lie in the lower half plane; therefore, e −iωt is damped exponentially in time. For Re(K i ) < 0, the eigenfrequencies lie in the upper half plane and represent solutions growing exponentially in time and space. Clearly, the contour integration method as described above should not work without justification regarding branch cuts, etc.
The way around this problem is that instead of considering the eigenfrequencies, one can consider the corresponding eigenwavenumbers, K i , and K 0 in particular. The eigenwavenumbers occur in complex conjugate pairs, K 0 = K 0 ± iK 0 (as can be seen from equation (13) and the properties of (ω) in the complex plane), and by definition the K i are in the right half plane for the exponentially damped solutions. Furthermore, writing the determinant function in terms of K 0 , and using the fact that
and dK 0 can be replaced by dω because the path is arbitrary in the complex plane (note that in the case of no absorption, the eigenvalues for K 0 lie on the imaginary axis, while those for ω lie on the real axis, and the contour must be adjusted accordingly). Because the eigenvalues for K 0 occur in conjugate pairs, the left-hand side of equation (31) is real; therefore, the sum in equation (18) is real, as can be seen from equation (21) when the integral is taken along the imaginary ω axis. As the plate separation, d, is made smaller, the poles move as shown in figure 3 . This analysis can also be applied to calculation of the Casimir force when the surface impedance is used to characterize the material bodies. The surface impedance has essentially the same character in the complex plane as the permittivity, and represents a generalized susceptibility.
In the case of a non-local susceptibility due to surface plasmons or non-local electron correlations (which occur when the electron mean free path exceeds the electromagnetic field penetration length in a conductor), specialized techniques are required for determining the noise current operator [44] . Calculations of the Casimir force in these situations have only recently received serious attention [45] .
Applications to other geometries
Casimir attempted to derive the fine-structure constant by constructing an electron model based on the assumption that an electron is a sphere of uniform charge density, with total charge equal to e, the electron charge. The radius of the sphere can be determined by a balance between the Casimir force (assumed attractive) that would tend to hold the electron together and the Coulomb repulsion that would tend to make the electron expand [46] . Further analysis by Boyer invalidates this model.
Motivated by Casimir's model, Boyer was the first to consider the Casimir force for a sphere and found a remarkable result: the vacuum stress outside the sphere tends to pull the sphere apart [47] . Apparently, there are greater number of modes on the sphere surface than in free space, and as the sphere diameter increases, the rate at which new modes appear on the surface is greater than the rate at which free-space modes disappear. In free space the modes are limited to those with a real propagation vector, while on the sphere surface, evanescent waves can exist [48] ; these are exponentially damped waves, and the implication of the Boyer result is that these modes outnumber the free-space modes. There appears to be no a priori way of predicting the stress on a specific geometrical object. The most complete overview of this problem is given in [3] .
It is unclear whether the two hemispheres that result if a sphere is cut in half would repel each other. Boyer's calculation was for the field stress outside a sphere. A sphere that is cut in half represents a different problem.
So far, all experiments done to address geometrical effects have been for theoretically trivial configurations. The effects can be fully understood from geometrical averaging, and a full electromagnetic mode calculation has not yet been required for interpreting the experimental results.
As an aside, the force between a dielectric and a magnetically permeable plate is repulsive [49] ; a physical picture of this effect is given in [50] . The van der Waals-like interaction between magnetically permeable particles is also repulsive and Kleppner [51] gives a simple explanation of this effect.
The repulsive character in the case of magnetic permeability and the possibility of a repulsive Casimir force has been discussed recently because of its potential utility in nanoengineered systems [52] . Unfortunately, there are no materials with significant magnetic response at optical frequencies [53, 54] .
Corrections
In its essential form, the Casimir force appears as beautifully simple, whereas in reality, conductors are imperfect. In fact, in his original article, Casimir truncated the divergent integral, having recognized that any realistic mirrors would not be effective for wavelengths in the ultraviolet or shorter range. Assuming a simple form for the conductivity, e.g. a freeelectron plasma model, corrections for the finite conductivity can be obtained in a relatively simple form [55, 56] . However one must bear in mind that such models are only approximate.
Another source of correction is the surface roughness. In principle, one should solve the wave equation with rough boundaries to determine the effect of roughness, but in some situations a geometrical averaging can be used to approximate the correction; this has been the subject of a number of papers (section 4.5). One should be aware that the geometrical averaging has been done only for the Casimir force (1/r 4 ), while the finite conductivity correction has been expanded in additional multiplicative terms in 1/r n , and each of these terms has an average over the surface roughness different from that for the Casimir force; the simplistic theoretical analysis that has been done so far is inadequate for interpreting experimental results to high precision, although this has been attempted [57] . Under the circumstances, testing the theory of the Casimir force to much better than 10% seems a daunting task.
Imperfect conductivity
Equation (1) must break down when the plate separation is so small that the mode frequencies being affected when d is varied are above the material resonance or plasma frequencies. In the case of a simple metal, the real part of the dielectric constant can be approximated by
where ω p is the plasma frequency and is proportional to the effective free-electron density in the metal. It is convenient to introduce the plasma wavelength, λ p = 2πc/ω p . Corrections to equation (1), expanded in terms of λ p /d, have been calculated to first order by Hargraves [58] and by Schwinger et al [55] and to second order by Bezerra et al [59] For flat plates, the corrected force can be written in terms of equation (1) with a multiplicative factor,
This equation is only valid for λ p /d 1; unfortunately, the Casimir force is large enough to be measured accurately experimentally only in the range λ p /d ≈ 1 or larger. We are also faced with the problem that equation (32) is only approximate. It is, however, possible to determine very accurately the attractive force as a function of the plate separation by numerical calculation if its complex permittivity as a function of frequency is known:
where and are real. With this information, the permittivity along the imaginary axis can then be determined using the Kramers-Kronig relation,
This can be used in the Lifshitz expression for the attractive force [12] ,
where s = (ix/p) − 1 + p 2 . The numerical calculations for the attractive force between Au, Al and Cu plates have been published [60] , and significant deviations from equation (33) were found. In particular, for Al with d ≈ 100 nm, equations (33) and (36) differ by about 5%; one should note that including the third order correction to equation (33) worsens the deviation. However, these calculations should be considered in light of the notorious variation of bulk and surface properties of materials due to preparation technique, purity, etc [61, 62] . Numerical errors in [60] are corrected in [63] and [64] .
Surface roughness
From the earliest experiments, it was realized that surface roughness would lead to an increase in the apparent Casimir force and therefore cause systematic errors in measurements aimed at verifying equation (1) . Such effects were observed by van Blokland and Overbeek [61] ; roughness has been discussed theoretically by van Bree et al [65] and more recently in [66] .
For high-quality optically polished surfaces, the rms amplitude of the roughness A, is usually of the order of 30 nm or less. For a 1/d 4 attractive force, the correction to equation (1) can be written as
The correction for a torsion balance experiment, at the point of closest approach, is about 1%, while for an atomic force microscopy (AFM) experiment, it is about 30%. These experiments are discussed in section 6. The roughness correction was derived in the context of a 1/d 4 force law (this can be easily modified for the spherical plate 1/d 3 case). However, the finite conductivity correction, particularly as given by equation (33) , effectively has terms containing 1/d 5 and 1/d 6 . In principle, the roughness correction should be done for each power law separately, or the average force determined from the accurate calculation, equation (36) . One should also bear in mind that the simple geometrical averaging procedure is not exactly correct; a complete treatment would involve solving the appropriate electromagnetic rough boundary problem. Furthermore, the geometrical averaging is correct so long as the period of the roughness is either much larger or much smaller than the separation between the plates. 
Effect of thin films on the plate surfaces
Either intentionally (Au evaporated onto an Al or Cu coated substrate) or accidentally (formation of oxide layers), every Casimir force measurement has made use of mono-or multilayer coated plates. The calculation of the force for a general film configuration has been given by Spruch and Zhou [67] .
A simple geometry that illustrates the effect of a thin material film is shown in figure 4 ; one of two identical perfectly conducting flat plates is coated with a thin layer (thickness a) of a real substance (Au, for example), and the separation between the perfectly conducting surfaces is d + a. This simplified problem will allow determination of the qualitative effect of a thin film.
The techniques outlined in section 2.1 can be applied directly to this case. However, in this case, there are some extra boundary conditions.
In general, there are now three wavevectors,
where k is a real number and i = 0, 1, 2, with 0 ( 0 (ω) = 1) representing the space between the plates and 2 ( 2 (ω) = ∞) the perfect conductor, with the requirement that Re(K i ) 0, and 1 can be complex. As before, there are two type of solution to the wave equation, one with the electric vector parallel to the surfaces (with arbitrary orientation, chosen here as the y axis), e y (z), and one with the electric vector perpendicular to the surfaces (along the z axis), e z (z). The wave equation is
and the boundary condition for e z is that de z /dz and e z be continuous, while for e y it is that de y /dz and e y be continuous (at the conducting surfaces, e y = 0 and de z /dz = 0). Ignoring unphysical exponentially growing solutions, the solutions are where the ∓ sets e y = 0 or de z /dz = 0 at the conducting boundary located at z = 0. Thus, there are two sets of linear equations involving A, B and C for the two cases. The condition for non-trivial solutions of these equations is that the determinant of the coefficient matrix be zero, yielding the following two expressions:
F (d)
for an Au film 35 nm thick is shown in figure 5 ; 1 (iξ) was determined from tabulated optical constants as described in [60] .
Finite temperature correction
The Casimir force for finite temperatures has also received much attention. In the hightemperature limit, equation (4) does not containh. In this limit the Casimir force is analogous to the Rayleigh-Jeans black-body spectrum. This also can be seen from the following argument. For a photon gas, the radiation energy, E, is simply related to the free energy, F , by E = −3F . In the long-wavelength limit, the spectral energy in a volume, V , is given by (see section 63 of [24] )
which is the Rayleigh-Jeans formula. This formula is an apt description of the free energy spectral density that generates the pressure in the high-temperature limit, assuming dF ω = − 1 3 dE ω .
The pressure is related to the free energy by
where V = dA, d is the plate separation and A is the plate area. The net pressure on a plate is given by the difference in the free energy of the plates as compared with that outside:
where ω min is the minimum effective frequency (longest wavelength) that satisfies the boundary conditions. By dimensional arguments,
where α is a numerical constant of order unity. The pressure is therefore
The 1/d 3 dependence is also found in more sophisticated calculations based on the Lifshitz formalism, and comparison with those results determines α ≈ 0.6. The above simple discussion shows that the long-range (or high-temperature) correction to the Casimir force can be fully understood by analogy with the Rayleigh-Jeans limit for the black-body spectrum. Schwinger et al [55] have some comments on the original Lifshitz calculation of the temperature correction and its validity. Compelling calculations of the finite-temperature correction have been given (e.g. [68] ).
Contribution of the TE electromagnetic mode
A recent paper [69] , in which simultaneous consideration of the thermal and finite conductivity corrections to the Casimir force between metal plates leads to a significant deviation from experimental results [70, 71] and previous theoretical work, has attracted much interest. The principal conclusion in [69] leading to this discrepancy is that the TE electromagnetic mode (E parallel to the surface) does not contribute to the force at finite temperature. Arguments against the analysis given in [69] have been numerous [72] [73] [74] [75] but not universally accepted [76, 77] .
The assertion in [69] is that at a finite temperature the mode excitation function goes from
and this function has poles at ihξ/2kt = nπ and the integral over ξ in equation (22) becomes a sum over the residues of the integrand. A dominant contribution to this sum comes from the n = 0 term, so the limiting forms of g y and g x as ω → 0 are required. In particular, as ω → 0, for good conductors ∝ i/ω, and by equation (13) K 0 ≈ k. Therefore g y diverges as can be seen from equation (17) . Since the contribution to the force is 1/g y , it has no contribution for ω → 0. A careful numerical analysis of the problem shows that the results presented in [69] are mathematically correct. An aspect of the problem that has not been considered in detail is the appropriateness of a dielectric model of the metallic plates at low frequencies, which, as will be shown here, are most relevant for the thermal correction. The purpose of this discussion is to expand on previous work [78] and apply more realistic boundary conditions to this problem, and to show that the experimental results [70, 71] can be fully explained by this application.
The analysis in [79] employs the use of the surface impedance of a metal surface which relates E = ζ(ω)n × H . As discussed in [15] , section 67, ζ(ω) when regarded as a function of the complex variable ω has many properties analogous to (ω). As will be shown below, the values of ω that contribute to the thermal correction described in [69] are in a region where the dielectric boundary conditions are not applicable. It is no longer possible to describe the Casimir force as the integral of an analytic function because one must switch between boundary conditions in different regions of the integral. On the other hand, working with ζ(ω) allows the force to be written as an single analytic function on the complex ω plane for all ω.
Spectrum of the TE mode thermal correction of the Casimir force
Following Ford [80] , the spectrum of the Casimir force is given by equations (2.3) and (2.4) of Lifshitz's seminal paper [12] . Note that
and only the second term on the right-hand side is included in the determination of the spectrum of the thermal correction. From equation (2.4) of [12] , the spectrum of the TE mode excitation between parallel plates can be described by (see also section 3.1 of this report)
where d is the plate separation, and it has been assumed that the plates are made of the same material with vacuum between them. The integration path, C, can be separated into C 1 for p = 1 to 0, which describes the effect of plane waves, and C 2 with pure imaginary values p = i0 to i∞ for exponentially damped (evanescent) waves. In anticipation that the effect is a low-frequency phenomenon, the parameters for Au in [69] for Im = together with the Kramers-Kronig relations can be used to determine Re = . For frequencies ω < 10 14 s −1 , to good approximation,
with ω 0 = 3.3 × 10 13 s −1 . In [69] , a net deviation from the zero-temperature value of the Casimir force is predicted to be about 25% for a plate separation of 1 µm at 300 K. The experimental results reported in [70] had their greatest sensitivity around 1 µm, and disagree significantly with the results in [69] . As a comparison, a numerical integration of equation (50) for d = 1 µm and T = 300 K, using equation (52) for the permittivity, can be performed. The results are shown in figure 6 , where the results from the two integration paths are separated. In figure 6(a) , it can be seen that there is no significant deviation from the perfectly conducting case. On the other hand, the contribution from evanescent waves, shown in figure 6(b) , is large and the integrated value is in good agreement with the result given in [69] .
It can be seen immediately that the main contributions of the TE-mode finite conductivity correction are around ω = 10 10 -10 13 s −1 . This behaviour is due to an approximately quadratic increase with ω of the C 2 integral and a suppression beginning at ω = kT /h = 4 × 10 13 s
because of the g(ω) factor. This is a low-frequency range, and certain assumptions in [69] and in the Lifshitz calculation, among others, can be questioned with regard to theoretical predictions relevant to the experimental arrangement in [70] . (52) (--). The net force force for the latter is 0.95 times the perfectly conducting case. (b) For a perfect conductor, the C 2 integral is zero. The net contribution from the C 2 path is −169 times the perfectly conducting contribution from the C 1 path, and its addition to the TE mode zero-point contribution reduces the net TE mode force to nearly zero, which is the result obtained in [69] . All are for d = 1 µm, T = 300 K.
Low-frequency limit and field behaviour in metallic materials
When the depth of penetration of the electromagnetic field into a metal
where σ is the conductivity and µ is the permeability (for Au and Cu, σ ≈ 3 × 10 17 s −1 , µ = 1), becomes of the same order as the mean free path of the conduction electrons, it is no longer possible to describe the field in terms of a dielectric permeability [23, 81] because there are non-local correlations in the material and it is not possible to describe the propagation of fields in the material using a simple wavevector derived from a simple dielectric response. This occurs for optical frequencies below ω ≈ 5 × the permeability description again becomes valid because on absorbing a photon, a conduction electron acquires a large kinetic energy and has a shortened mean free path. However, in the interaction of a field with a material surface, E and H can be related linearly through the surface impedance (which relates the electric field at the surface to a surface current and hence magnetic field); this approach has been used in calculation of the Casimir force [79] . Another approach is to perform a microscopic calculation of the noise current as described in [44] and use that with the Lifshitz technique.
It is tempting to interpret the form of the TM and TE modes as described by equations (17) and (18) in terms of reflection coefficients. However, on forming characteristic functions along the lines of equations (16) and (17), using the boundary condition that E = ζn×H , where ζ is the surface impedance andn is the surface normal (section 67 of [15] ), the perfectly conducting characteristic function results trivially when E and H are related through the surface impedance and the waveguide equations (equations (71.4) of [15] ). This treatment is not sufficient for specifying the evanescent surface modes at the material surface, and the method outlined in [79] must be employed.
A correction due to correlated electron motion also arises from the the plasmon interaction with the surface which becomes significant near the plasma frequency of the metal. This correction has been estimated as nearly 10% [45] for sub-micrometre plate separations.
The proper boundary conditions for a conducting plane have been discussed by Boyer [83] . He points out that when (using here the notation of [69] ) ω η 2 ρ/4π , where ρ is the resistivity and η is the dissipation, the usual dielectric boundary conditions are not applicable. For Au, using the parameters in [69] , this limit is met for ω 4 × 10 14 s −1 . This corresponds to an optical wavelength of 5 µm, which implies that for plate separations significantly larger than this, and of course for ω → 0, the plates must be treated as good conductors.
The boundary conditions for a conducting surface are discussed in [84] (section 8.1). At low frequencies (e.g. where the displacement current can be neglected), a tangential electric field at the surface of a conductor will induce a current j = σ E , where σ is the conductivity. The presence of the surface current leads to a discontinuity in the normal derivative of H , and hence a discontinuity in the normal derivative of E , at the boundary of a conducting surface. These boundary conditions are quite different from the dielectric case where the fields and their derivatives are assumed continuous.
Electromagnetic modes between metallic plates
Of interest are the modes between two conducting plates separated by a distance a. In the limit where the plates are thin films of thickness >δ, the skin depth, it can be assumed that the plates are infinitely thick and the problem is considerably simplified. This is well-satisfied for the conditions of the experiment [70] when ω > 10 11 s −1 , in which case δ < 0.7 µm compared with the film thickness of 1 µm. Essentially all of the TE mode thermal correction comes in the 10 11 and 10 13 s −1 range as shown in figure 6 . Taking theẑ axis as perpendicular to the plates, and the mode propagation direction alongx, for the case of TE modes (also referred to as H or magnetic modes), E x = 0. The plates surfaces are located at z = 0 and z = d. For a perfect conductor, ∂H z /∂z = 0 at the conducting surfaces. A finite conductivity makes this derivative non-zero, and can be estimated from the small electric field E y that exists at the surface of the plate (see [84] , section 8.1 and equation (8.6) ),
where H =xH x and it is assumed that the displacement current in the metal plate can be neglected (σ ω) and that the inverse of the mode wavenumber is less than δ. This approximation is good so long as the effects of the transverse spatial variation are small compared with the damping length in the plate. Specifically, if we impose a field distribution along the surface as e ikx , this distribution propagates diffusively into the plate. The solutions to the diffusion equation show that the disturbance propagates into the plate as 1/δ + ik. From numerical calculations, the dominant contribution to the Casimir force comes from k < 1/4d, roughly independent of frequency, with the contribution from higher k falling off exponentially. So when δ < 4d this approximation is extremely good and is satisfied for the experimental situation in [70] 
where ± indicates the sign ofn at z = 0 and z = a, respectively. The boundary conditions at the surfaces are thus
Solutions of the form H (z) = A e Kz + B e −Kz , where
2 and k is the transverse wavenumber, can be constructed for the space between the conducting plates. The eigenvalues, K, can be determined by the requirement that equation (55) be satisfied at z = 0 and z = a. With the usual substitution ω = iξ , the eigenvalues, K, are then given by (see [12] , section 7.2)
and the force can be calculated by the techniques outlined in section 3.1. This result can be recast in the notation of the Lifshitz formalism, and the spectrum of the thermal correction can be calculated as before. Noting that K = iωp/c,
Results of a numerical integration are shown in figure 7 , where it can be seen by comparison with figure 6 that the metallic plate boundary condition does not show a significant contribution from the C 2 integral of the TE-mode thermal correction and is therefore similar to that for the 'perfect conductor' boundary condition. This reconciles the discrepancy between the prediction in [69] and the experimental results reported in [70] . The problem of calculating the TE mode contribution to the Casimir force has been treated previously with the 'Schwinger prescription' [55] of setting the dielectric constant to infinity before setting ω = 0. This prescription has become controversial [3] , a term that can be used to describe the entire history of the theory of the temperature correction. However, there is no doubt that the issues brought up in [69] are important.
The purpose of the calculation presented here is to take a different approach and to study the low-frequency behaviour of the correction in order to understand its character, and to show that the finite temperature correction in [69] is a low-frequency phenomenon. The frequency is sufficiently low for treating the plates as bulk dielectrics to be not valid. By use of a more realistic description of the field interaction with the plates, it was shown that the modes between metallic plates of finite conductivity produce a finite temperature correction in good agreement with the perfectly conducting case. The principal difference between this result and the previous work is that the possibility of the derivatives of the fields at the conducting boundary being discontinuous is allowed. This possibility exists because the fields produce currents in the conducting plates that are discontinuous across the boundary between the vacuum and the conductor. Although it is tempting to model the finite conductivity as a modification of the dielectric permittivity, such a model fails when the mean free path of the conduction electrons exceeds the penetration depth of the electromagnetic field, and thus fails for frequencies of interest for the thermal correction to the TE electromagnetic mode. . Numerical results for F ω using the finite conductivity boundary conditions. The integrated force for the C 2 path contribution is 1.47 times greater than the C 1 integration, and the total net force for both paths is 1.75 times greater than the perfectly conducting case. Treatment of the plates as conducting metals fails above ω = 10 14 s −1 . All are for d = 1 µm, T = 300 K.
As shown here, the conducting boundary conditions that are applicable for frequencies where the TE mode thermal correction has its significant contribution lead to a net increase in the TE mode force, and the correction is of the same magnitude as the perfectly conducting case. This result is in agreement with the experimental results reported in [70, 71] . However, additional and improved experiments with large plate separations (greater than 2 µm) with both conducting and dielectric plates would provide the definitive test. A particularly tempting dielectric would be diamond, which offers both theoretical and experimental benefits. A comparison with lightly doped germanium plates, where δ (the skin depth) is large, would also provide a test of the theory presented here and would not suffer from spurious effects due to electric charge accumulation.
Experiments
Overview
The theoretical work on the Casimir force far outweighs experimental work: perhaps a few dozen experiments have been performed (with the exception of observations of Casimir effects in colloid chemistry which are beyond the scope of this review) compared with the many hundreds of theoretical papers on the subject. This curious situation is due both to the difficulty of the experiments and to the fact that nobody expects a major failure of the basic theory.
The Sparnaay experiment [85] of 1958 is repeatedly quoted as verification of the Casimir force (equation (1)) and appears to be the first to use metal plates; the accuracy of this measurement was such that the exponent of d in equation (1) could be determined to ±1.
The experimental situation as of 1989 has been reviewed by Sparnaay in the volume prepared in honour of Dr Casimir's 80th birthday [6] , and the situation as of 2000 has been reviewed in [7] , prepared in honor of Dr Casimir's 90th birthday. Two experiments were performed in the late 1990s, both with significantly better accuracy than had been previously obtained. These two experiments were based on a torsion pendulum balance [70] and on AFM [57] . The work reported in [70] showed that it was possible to obtain high-accuracy results by using modern experimental techniques, and this work started a sort of renaissance in Casimir measurements.
All recent experiments employed techniques that were developed in particular by van Blokland and Overbeek [61] in the measurement of the attractive forces between metallic films. Measurements between metallic films pose difficult problems compared with dielectric films, for which optical techniques can be used for alignment and distance measurements. In the case of metallic films, the distance is determined by measurement of the capacitance between the plates. Alignment is simplified by making one plate convex, in which case the geometry is fully determined by the radius of curvature, R, at the point of closest approach, and the distance between the plates, d, at that point. This technique was first put forward by Derjaguin [14] and has found broader application as the proximity force theorem [86] , which can be understood as follows. Near the point of closest approach, the distance between the plates can be written as
where r is the distance from the point of closest approach in the plane tangent to the surfaces at the point of closest approach. The net force is given by the integral of the force per unit area,
where E(d) is the energy per unit area. There is some evidence that this relationship is exact for the Casimir force [35] . For the plane-sphere geometry, equation (1) becomes
where R is the radius of curvature and E(d) is the energy per unit area that leads to the force in equation (1) . It should be noted that the plate area does not enter into equation (2), but will when the separation is sufficiently large. Most recent experiments employed one convex plate and one flat plate. Essentially all of the early experiments (before 1980) relied on the use of cantilever balances, and generally produced data such that the 1/d n force law could be determined to roughly 50% accuracy (in n), and the change in the nature of the attractive force for very short distances (e.g. where the ultraviolet cutoff in the electric response of the plate material becomes important) could be observed.
The improvements gained in recent experiments are due to the elimination of mechanical hysteresis in the balance, the use of modern piezoelectric transducers to automatically control the plate positions very accurately and the use of computers for automated data collection.
The most recent experiment employed the use of AFM techniques [57] . The force sensitivity of these techniques is not as great as for the torsion pendulum, but the system is more readily and reproducibly controlled. However, the reduced sensitivity limits the maximum measurement separation to small distances where a number of corrections become very large, as has been discussed. It appears that with proper theoretical analysis, the Casimir force law can be tested to a precision better than 1% using this technique.
Torsion pendulum experiment
In [70] , hysteresis was eliminated by using a torsion pendulum. An accuracy better than 10% was achieved, which was much better than expected, but was limited by calibration uncertainties and lack of knowledge of the metallic film properties.
Since the time of Cavendish's measurement (late 18th century) of the gravitational constant, G [20] , which in some ways marks the beginning of modern experimental physics, it has been appreciated that the torsion pendulum is one of the most sensitive devices known. A modern version of Cavendish's experiment was developed by Crandall and associates of Reed College [87] which inspired the design used in [70] . However, to obtain greater accuracy and repeatability for the Casimir force measurement, the magnetic feedback used in [87] was replaced by an electrostatic system. The design is different from the horizontal torsion balance used by van Silfhout [88] particularly because the angular force constant, α, and the damping constant are at least two orders of magnitude smaller for the hanging pendulum. For short times (a few seconds of averaging) the principal noise source was thermal fluctuations (e.g. Brownian motion); in this time limit, the signal to noise scales as the square-root of the mechanical dissipation constant of the pendulum [89] . For longer averaging times, vibration and tilt of the apparatus were the dominant noise sources.
The torsion pendulum experiment was rather unwieldy in that the torsion pendulum was over 60 cm in length, and was therefore prone to such subtle effects as the weight of the experimenter distorting a concrete floor, resulting in a slight tilting of the apparatus and thereby spoiling the careful alignment. These sorts of effects were eventually controlled, but achieving better than 5% accuracy with this technique would seem difficult.
In hindsight, it is remarkable that the torsion balance experiment, which was intended as a demonstration, worked as well as it did. The improvement over previous measurements is due to a number of factors, including the high sensitivity of the hanging torsion pendulum and its lack of mechanical hysteresis, larger measurement distances so that vibration and mechanical instabilities were less important, improved piezoelectric transducers and automated data collection so that large amounts of data could be analysed and averaged.
Much improvement over the present accuracy obtained by this technique is unlikely. The apparatus was rather unwieldy with its enormous vacuum can and its susceptibility to tilt. The length of the torsion fibre might be significantly shortened, reducing both the intrinsic sensitivity (bad) and the sensitivity to external perturbations (good); however, we must bear in mind that a factor of 10 improvement in sensitivity only extends the measurement distance by a factor of about 2. At present, a high-sensitivity torsion pendulum is being designed at Los Alamos, with the intent of addressing the finite temperature corrections. The theory can be vigorously tested by measurements between dielectric plates (diamond), semiconducting plates (n-doped Ge with 40 cm resistivity) and gold-coated copper [89] .
AFM experiments and MEMs
In his 1989 review [6] , Sparnaay discusses the possibility of using AFM to measure the Casimir force; AFM had just been invented at that time [90] . It was not until late 1998 that results from an AFM Casimir experiment were reported by Mohideen and Roy [57] .
In this experiment, an Au/Pd+Al coated, 0.3 mm polystyrene sphere is attached to an AFM cantilever. A similarly coated optically polished sapphire plate was attached to a piezoelectric transducer and brought near the sphere. The attractive force was determined by reflecting a laser beam from the cantilever tip; the displacement of the laser beam on a pair of photodiodes produced a difference signal proportional to the cantilever bending angle.
The sensitivity of the apparatus was such that the absolute force could be determined with a fractional error of 1% at d = 100 nm, and about 100% at 900 nm.
The use of AFM to measure the Casimir force has been a real breakthrough; this is because the AFM technique is very stable and reproducible. Unfortunately, it is limited to measurements of short distances where there are significant theoretical uncertainties in the interpretation of the data. For the first time testing equation (1) or its modification for real materials to better than 1% accuracy appears possible. As described in [57] , it was anticipated that a factor of 1000 improvement in sensitivity appears possible, which would extend the separation where the Casimir force can be measured to 1% accuracy to about 1 µm. At this distance, the theoretical uncertainties associated with the corrections for real materials, as described previously, become much less important. Progress towards improved accuaracy has been rapid [91] .
The fundamental differences between AFMs and microelectromechanical machines (MEMs) are not obvious. The practical difference is that MEMs tend to be fabricated entirely on a substrate (e.g. silicon wafer). One of the first reports of an effect of the Casimir force in a MEMs system is in [92] , where, when a critical voltage was applied to the system, the cantilever would irreversibly stick due to the Casimir force as discussed in [93] . MEMs techniques were developed to a high level by Chan and collaborators at Bell Laboratories [94, 95] , who have set the accuracy standard in the field by use of microelectromechanical torsion oscillators (MTOs) where the Casimir force is detected and measured by its non-linear distance dependence which causes a change in MTO resonant frequency, or by deflections of an oscillator through the unbalancing of a capacitive bridge. A typical Q for an MTO is around 10 000.
In the experiments described in [71] , the MTO frequency was about 700 Hz. The MTO was used in both the dynamic (measurement of oscillator frequency) and static (deflection of cantilever capacitively measured) modes. The sensitivity was around 1.4 pN Hz −1/2 , with one plate in the form of a ball with radius of curvature between 0.1 and 0.6 mm. This allowed measuring the force with sufficient accuracy to test the finite temperature effect described in [15] which is not supported by data. The results of these experiments were used to limit the strength and magnitude of new Yukawa-type forces, as described in section 7.4. In [96] the force between dissimilar metals was measured using similar techniques. In this instance, there was difficulty in obtaining agreement at the per cent level with theory, and although the deviation is in the same direction as the prediction in [15] , the deviation is too small to be attributed to that source alone. The authors conclude that the errors are due to imperfect knowledge of the optical properties of the plates.
Using AFM and MEMs techniques, the force between flat plates has been measured with 15% precision in the 0.5-3.0 µm range [97] . The area over which the Casmir force was measured was 1.2 mm by 1.2 mm. One of the outstanding requirements in such a measurement is the parallelism of the plates. Dust and dirt were removed from the surfaces by use of an invacuum cleaning tool operated under inspection using a scanning electron microscope (SEM). The SEM was also used to initially set the parallelism of the plates, with the final alignment done by maximizing the capacitance between the plates at the minimum separation.
The most recently reported Casimir force measurement was between a gold-coated plate and a sphere coated with a hydrogen-switchable mirror (HSM) using a MEMs techniques [98] . The HSMs are shiny metallic mirrors that become transparent on hydrogenation. The effect is reversible. Unfortunately, despite the marked change in the reflective properties of the HSM, no change in force was seen upon hydrogenation. This is partly due to the fact that the dielectric properties of the mirror probably do not change much in the infrared region which corresponds to the modes that contribute the most to the Casimir force. In addition, the HSM was covered with a 100 Å layer of Pd. As described in section 4.3, even a thin metallic layer can dominate the characteristics of the force. 
Applications
In his 1948 paper, Casimir made a truly startling discovery that zero-point fluctuations can lead to physical effects on a macroscopic system. This idea has been applied to a great number of fields, in particular quantum chromodynamics (see, e.g. [3] ). Casimir's calculational technique has even found a maritime application in determination of the attractive force between two ships in a rough sea owing to modification of the wave structure in the region between the ships [99] . In this section a few surprising applications, primarily with regard to electromagnetic effects, will be discussed.
In the realm of nanotechnology, the forces between the components of a mechanical system can be easily dominated by the Casimir force. It is unclear whether the Casimir force will be, in general, a nuisance or a useful feature in the nanoengineering world. This is because the force is very non-linear. One could imagine weakly coupling mechanical oscillators using the Casimir force. At the time of writing this, the nanoengineering uses remain speculative. The use of magnetic materials to produce a repulsive Casimir force, which would eliminate stiction, is discussed in [52] , but it is unclear whether a material with a sufficient magnetic response at optical frequencies can be identified [53, 54] .
Hawking radiation and the dynamical Casimir effect
The idea put forward by Hawking that black holes can 'evaporate' [100, 101] led to the more general notion that an accelerated frame appears bathed in a thermal field (the 'Unruh effect' [102, 103] ) with temperature
where a is the acceleration, k is Boltzmann's constant and c is the velocity of light. The acceleration promotes zero-point fluctuations, observed from the accelerating frame, to thermal fluctuations that follow a black-body spectrum.
Hawking's idea is illustrated in figure 8 ; if the boundary of a black hole fluctuates, a photon pair can be created. If one photon escapes, the black hole loses energy and shrinks slightly. The inverse process is very unlikely.
The 'Hawking Temperature' of a black hole can be instantly calculated (in a non-rigorous fashion) from equation (62) . If we set a as the acceleration at the Schwarzshild radius of a black hole,
which is precisely Hawking's result. Based on the equivalence principle, it is tempting to assign a temperature to any object at rest (relative to the source) in a gravitational field, e.g. an atom on the Earth's surface, as a number of authors have asserted [104] . However, a finite temperature in this situation, which would necessarily lead to the radiation of electromagnetic energy, would violate conservation of energy. Black holes can radiate because the radius can shrink with the emission of a photon.
The first crucial point in the analysis of radiation of an at-rest object is that the gravitation field couples equally to all forms of mass-energy. This is closely related to the classical electromagnetism result that a particle undergoing hyperbolic motion (i.e. unconstrained motion in a gravitational potential) does not radiate, as first suggested by Pauli. This is regarded as one of the surprising results of modern physics, and Peierls [105] has a lucid discussion of the relevant issues for the classical problem. For the quantum case, the answer is simple: radiation from atoms is stimulated by the zero-point field, and in any local frame, the atoms and local zero-point field are subject to the same acceleration. In the derivation of equation (62) it is assumed that the acceleration is relative to a rest frame that contains the zeropoint fluctuations. So the second crucial point is that there is no relative acceleration between the zero-point field and the atoms in a local frame, and hence no temperature differential.
Questions regarding Mach's principle are also of interest. If we imagine an accelerated observer in an otherwise empty universe, what temperature would we assign? The answer is that in order to maintain a steady acceleration, matter or energy would have to be ejected from the accelerated observer's frame. This ejected material would not be subject to external forces, and would thus provide an observable (eventually!) reference frame, and hence the acceleration would be evident.
The Unruh effect is closely related to the dynamical Casimir effect, where photons are generated when the plates of a Casimir experiment are accelerated. The possibility that sonoluminescence is due to such a process, as first suggested by Schwinger [106] , has received much attention, but has largely been ruled out, in particular by Brevik et al [107] . A splendid review of the dynamical Casimir effect in this context is provided in Milton's book [3] . It has now been essentially proven that sonoluminescence is due to high-speed jets formed due to, for example, Rayleigh-Taylor instabilities when cavitation bubbles collapse [108] [109] [110] .
Milonni provides one of the most lucid derivations of the Unruh effect ( [5] , section 2.10). He shows that the electromagnetic field correlation function of a zero-point field as observed by an observer undergoing proper acceleration is the same as a black-body field with temperature given by equation (62) . One interesting result is that the zero-point field correlation function between inertial frames in relative motion is
and is an invariant. This is directly applicable to the radiation and Mach's principle questions previously discussed.
Simple model of Unruh effect.
In order to obtain an elementary understanding of the origin of the Unruh effect, we can consider a simplified system to analyse the effects of relative acceleration. Shown in figure 9 are two frames, one containing a single harmonic oscillator accelerated relative to a frame containing many distinct-frequency but weaklycoupled oscillators at T = 0. If a single phonon of frequency ω is transferred (by an unspecified process) from the accelerated frame to a resonant oscillator in the rest frame, in a time 1/γ (assume n , harmonic oscillator quantum number, is small for both oscillators), it will be transferred back after an additional time 1/γ . Now during this time, the accelerating frame undergoes a time dilation relative to the non-accelerated frame given by and so during this time, the resonance frequency of the oscillator in the accelerating frame changes by
Assuming the harmonic oscillators in the rest frame are very broad, the probability of emitting a phonon at ω − δω is essentially the same as that for ω. Taking into account the fact that a phonon can be lost to the 'bath' in the rest frame, the apparent rate of energy flow from the accelerating frame to the rest frame is
where Q = ω/γ , Q * = ω/γ * . Thus the accelerated frame appears to be at a finite temperature, which, in this case, is proportional to a 2 and depends on the phonon exchange rate. We have not assumed that there is a zero-point motion, but only that the harmonic oscillators are quantized.
Thus, given that harmonic systems in an accelerated frame appear to be at a finite temperature, the existence of the Unruh effect is not surprising. However its specific calculation is nontrivial.
Marconi's coherer
The first detector for radiated electromagnetic waves was the 'coherer' invented by David Edward Hughes (1830-1900), who was first to demonstrate the transmission of electromagnetic waves, seven years before Hertz's experiments [111] . Hughes was able to detect signals from a spark transmitter at a distance of 500 yards, using a microphone contact (later referred to as a 'coherer'). He correctly claimed that the signals were transmitted by electric waves in the air. Hughes did not publish his work until much later because after demonstrating the effect, the leading observers were not convinced that the effects were not due to ordinary electromagnetic induction. (Joseph Henry observed effects that were likely due to electric waves as early as 1842.)
Hughes' coherer as a detector was further developed by Branley, Lodge, Popov and into its highest engineering form by Marconi, as shown in figure 10 . It is in fact easy to demonstrate the coherer effect. If two wire leads are inserted into opposite sides of a small cup of metal filings, the effective resistance suddenly drops, by as much as a factor of 100, when a critical voltage is applied across the leads. The applied voltage can be of either alternating or direct current, and for leads placed a few millimetres apart with filing sizes of the order, 0. the critical voltage is about 3 V. The coherer is an effective but not sensitive detector of radio signals and was superseded by more effective detectors in the early 20th century. It has been generally assumed that the coherer action is due to the metal filings 'welding' together in the presence of infinitesimal sparks that occur between the filings when a voltage is applied. However, a more likely explanation is that the filings, which are loosely packed, coated with oxide and probably dirty, are initially separated enough that current flow occurs as a percolation process. When a voltage is applied, the particles attract mutually, pulling the particles together. When the separation is small enough, the Casimir force takes over and the filings stick together, creating a semi-permanent low-resistance path through the filings that persists even when the voltage is removed. Shaking or vibrating the coherer restores the coherer to the high-resistance state.
The foregoing picture can be developed into a model, schematically shown in figure 11 . Two metal spheres of radius R, separated by a distance d, with voltage V applied between them, will be mutually attracted. A restoring force in this picture is due to gravity, the two spheres being supported as pendulums hanging from conducting strings of effective length L.
The force between the spheres is easy to calculate from the proximity force theorem and the energy between parallel capacitor plates of area A,
The spheres will pull together when the derivative of the electric force exceeds the derivative of the restoring force, mgδd/L, where m = 4ρπR 3 /3 is the mass of the spheres, ρ is the density of the filings and δd is the deviation from the initial separation. From the second derivative,
where V c is the critical voltage where the derivative are equal. δd c is also determined by
and, surprisingly, the ratio of these two equations determines δd c = d/2. Therefore,
Taking R = 0.1 mm, L = 0.1 mm (pendulum length the same size as a filing radius), d = 0.01 mm determined for Cu (ρ = 9 g cm −3 ) implies V c ≈ 7 V which is in reasonable agreement with experiment. Exceeding the critical voltage causes the filings to pull together, and they then cohere due to the Casimir force. This is a situation similar to the effect observed in a MEMs experiment where the cantilever became stuck when a critical voltage was exceeded [92] , as described in section 6. It is therefore fair to say that the coherer was the first engineered MEMs system. For Marconi's first transatlantic transmission, a power of P = 10 5 W was generated on the Cornwall coast at Poldhu. Messages were received at a distance of R = 3.5 × 10 6 m, in Newfoundland. The energy flux, through the Poynting vector and the characteristic impedance of free space, Z 0 = 377 , can be used to estimate the electric field at that distance, assuming the power flux falls off as the distance squared:
and so with a modest antenna system, the detector might have a 0.01 V signal, neglecting atmospheric absorption which can be significant at the wavelength Marconi used. This voltage is significantly below what one could reasonably expect a coherer to detect, even if it is biased to near the critical voltage. In fact Marconi's first transatlantic signals were detected with a 'mercury coherer' (now known to be effectively a pn junction) developed by the Indian scientist Sir J C Bose. (In the early days of radio, all detectors were referred to as coherers.) This detector would have had sufficient sensitivity to detect a 0.01 V signal. Sadly, Bose was rarely credited for his contributions to the development of modern radio communications. The output of the mercury coherer could not drive Marconi's pen recorder, and so the record of the reception of the first transatlantic transmission (of the letter S by Morse code) exists as a handwritten entry in Marconi's notebook.
Heating by evanescent waves
The presence of evanescent or non-propagating electromagnetic fields at the surface of bulk materials can lead to observable effects. For example, if two surfaces at different temperatures are close together, the heat flow due to evanescent waves can exceed the heat flow due to propagating black-body radiation [112] . The existence of a fluctuating field outside of a dielectric has been directly observed in studies of the inelastic scattering of low-energy electrons [113] . Heat flow between a heater and a thermophotovoltaic cell placed in submicrometre proximity has been observed in a MEMs system [114] .
The material fluctuation considered for the Casimir force (equation (12)) is also the source term for calculating magnetic noise external to material bodies, in particular conductors. This sort of noise is important in biomagnetic measurements [115] and fundamental physics measurements [116] (note missing factor of µ in the vector potential in [116] , making the noise from conducting magnetic materials similar to ordinary conductors).
Ion trap quantum computing.
Quantum computing using multiple trapped ions that form entangled states though the vibrational quantum states in a Paul radiofrequency trap has been of broad interest. The issues of decoherence due to interactions with the Johnson noise field external to conductors is discussed in [117] , where it is shown that these effects are too small to be of concern because of the narrow effective bandwidth of the mechanical ion oscillator. Henkel and Wilkens [118] consider the problem of an ion very close to a 300 K surface and find that the heating rate can be extremely large when the separation is of the order of a few micronmetres or less, due to interactions with the evanescent fields. Because there is a large gradient in the surface fields, they couple more efficiently to charged particles compared with the case discussed in [117] where the field is essentially homogeneous across the trap, but fluctuating in time.
Tests for new forces in the sub-millimetre range
Deviations from Newton's law of universal gravitation have always been of interest but have received considerable attention over the last three decades. This attention is due to new theoretical predictions and to reports of experimental anomalies. For example, in the context of string theory, extra compactified dimensions lead to a modification of Newton's law, and in some models the characteristic length scale is at the micrometre level. A recent review by Fischbach and Talmadge [119] indicates that there are no anomalous forces with strength comparable to gravity over the 1-10 17 cm range. Agreement between experimental measurements of the Casimir force and theoretical predictions can be used to set limits on possible anomalous interactions [120, 121] . Although these limits correspond to forces many times that of gravity, these are nonetheless the best constraints for short-range forces. These types of experiments provide strong motivation for an improved theoretical understanding of the Casimir force. The current best experimental limits, obtained with a MEMs device, are reported in [71] .
Dispersion forces: wetting of surfaces
The question of the wetting of surfaces can be thought of as a generalization of the Casimir force when one of the plates is a liquid. In 1941, Schiff [122] suggested that the formation of films of superfluid helium on the walls of containers is due to the van der Waals attraction between the substrate and the helium atoms. Lifshitz's theory [12] was cast into a more general form by Dzyaloshinskii, Lifshitz and Pitaevskii (DLP) [123] to include interactions between a substrate and a thin liquid film. Measurements of the thickness of liquid helium films are in good agreement with the generalized theory [124] . More recent studies have shown that liquid helium will not wet a caesium film [125] and this has been experimentally demonstrated [126] . This discovery has a practical application as an important technique in low-temperature physics because an evaporated Cs ring interrupts superfluid film flow and eliminates the associated heat load.
In a series of remarkable experiments, it was demonstrated that liquid water does not wet the surface of ice [127, 128] , and this is explained by the DLP theory with the known dielectric responses of ice and water [129] .
The DLP theory has also been applied to the wetting of water on indium-tin-oxide films on windshields [130] and is but one of the far-reaching applications of the Casimir force.
Conclusion
The Casimir force remains one of the most amazing predictions in the history of physics. Nearly 50 years after its prediction, it has finally become possible to measure the force with per cent-level accuracy, and theory is now lagging experiment.
The source of zero-point fluctuations has been debated, but the general consensus is there are different, yet equivalent, ways of interpreting the same phenomenon [5] . The idea that boundaries can affect the zero-point fluctuations of a system has had widespread application.
In the last few years, several experiments have been performed to quantify the character of the Casimir force between solid bodies and have shown a new level of accuracy; in particular, the AFM technique offers great promise for testing equation (1) and its modifications for the case of real materials to better than 1% precision. If the sensitivity of the AFM and MEMs-based experiments can be increased substantially, the measurement region can be extended to larger separations where the theoretical uncertainties discussed in this report are substantially reduced. Perhaps even the effect of finite temperature [68] will be measurable in the not-too-distant future, and the veracity of [69] can be tested by repeating the measurements with dielectrics (diamond), semiconductors (lightly doped germanium) and other metals. As discussed in section 5, these materials should all exhibit thermal corrections of different character. At present, this is the outstanding problem in the theory of the Casimir force.
