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ABSTRACT
Aims. We determine the total dynamical matter density in the solar neighbourhood using the second Gaia data release (DR2).
Methods. The dynamical matter density distribution is inferred in a framework of a Bayesian hierarchical model, which accounts
for position and velocity of all individual stars, as well as the full error covariance matrix of astrometric observables, in a joint fit of
the vertical velocity distribution and stellar number density distribution. This was done for eight separate data samples, with different
cuts in observed absolute magnitude, each containing about 25,000 stars. The model for the total matter density does not rely on any
underlying baryonic model, although we assumed that it is symmetrical, smooth, and monotonically decreasing with distance from
the mid-plane.
Results. We infer a density distribution which is strongly peaked in the region close to the Galactic plane (. 60 pc), for all eight
stellar samples. Assuming a baryonic model and a dark matter halo of constant density, this corresponds to a surplus surface density of
approximately 5–9 Mpc−2. For the Sun’s position and vertical velocity with respect to the Galactic plane, we infer Z = 4.76±2.27 pc
and W = 7.24 ± 0.19 kms−1.
Conclusions. These results suggest a surplus of matter close to the Galactic plane, possibly explained by an underestimated density
of cold gas. We discuss possible systematic effects that could bias our result, for example unmodelled non-equilibrium effects, and
how to account for such effects in future extensions of this work.
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1. Introduction
The distribution of matter in the Galactic disc has implica-
tions for the composition, dynamics and formation history of
the Milky Way, as well as indirect and direct dark matter de-
tection experiments (Jungman et al. 1996; Purcell et al. 2009;
Ruchti et al. 2014). The local matter distribution can be esti-
mated dynamically by measuring the velocity and stellar num-
ber density distributions of the Galactic disc; assuming statisti-
cal equilibrium, these distributions are interrelated via the gravi-
tational potential. Such measurements have been developed and
applied by Kapteyn (1922); Oort (1932); Bahcall (1984b,a); Kui-
jken & Gilmore (1989c,a,b, 1991); Crézé et al. (1998); Holm-
berg & Flynn (2000); Bienayme et al. (2006); Garbari et al.
(2012); Bovy & Tremaine (2012); Zhang et al. (2013); Widmark
& Monari (2018). A history of pre-Gaia dynamical mass mea-
surements of the Galactic disc can be found in a review by Read
(2014).
The distribution of matter in the solar neighbourhood is
dominated by baryons, which are believed to be constituted by
roughly equal densities of stars and gas (Flynn et al. 2006; Mc-
Kee et al. 2015; Kramer & Randall 2016a). Out of all bary-
onic components, the density of cold gas (atomic and molecu-
lar) is the most uncertain. Precise constraints to the distribution
of the total dynamical matter density can help constrain the dis-
tribution of baryonic components, supplementing other obser-
vations. Dynamical matter density measurements can also con-
strain or give insights into the particle nature of dark matter.
Fan et al. (2013a,b) have proposed what they call ‘double-disc
dark matter’: a dark matter sub-component with dissipative self-
interaction, that can cool to form a thin dark disc, embedded
inside a galaxy’s stellar disc. The presence of such a thin dark
disc in the Milky Way has been constrained in previous stud-
ies (Kramer & Randall 2016b; Caputo et al. 2018; Schutz et al.
2018; Buch et al. 2018), where the most stringent upper bound
to its local surface density is approximately 7 Mpc−2 for a thin
dark disc with a scale height of 30 pc (95 % confidence).
With the quality of the second Gaia data release (DR2), re-
leased in April 2018 (Gaia Collaboration et al. 2016, 2018b), it
is possible to fit more complicated models with greater precision
than ever before. The depth and astrometric precision is signif-
icantly better than for previous data sets, and Gaia DR2 also
includes radial velocity measurements for 7.2 million stars. In
this work we utilised the full potential of Gaia DR2, in order to
infer the dynamical matter distribution; we considered both posi-
tion and velocity of all stars (not only those close to the Galactic
plane), in a joint fit of the velocity and stellar number density
distributions, while accounting for the full error covariance ma-
trix of astrometric observables for each individual star. We did
so for eight separate samples of stars within a 200 pc distance
limited volume. This improves on previous works in terms of
statistical modelling and sample size. Another key difference is
that the total matter density inferred in this work does not rely
on an underlying model for the baryonic and dark matter density
distributions.
This article is structured as follows. In Sect. 2, we outline our
model of the solar neighbourhood stellar phase space density,
and the distribution of baryonic matter. In Sect. 3, we present
the stellar parameters that describe the stellar properties and the
Gaia data that constrains these properties, as well as our stel-
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lar sample construction and its resulting selection effects. We
present our statistical model in Sect. 4, and our results in Sect. 5.
Finally, in Sect. 6, we discuss and conclude.
2. Galactic model
In this section we describe our model of the phase-space dis-
tribution of stars in the solar neighbourhood. We used a system
of Cartesian coordinates, where x = (x, y, z) denotes a position
with respect to the Sun, where positive x is in the direction of the
Galactic centre, positive y is in the Galaxy’s rotational direction,
and positive z is in the direction of the Galactic north pole. The
directions parallel and perpendicular to the Galactic plane are
also referred to as horizontal and vertical directions. The Carte-
sian coordinate first order time derivative, v ≡ (u, v,w) ≡ (x˙, y˙, z˙),
is velocity in the Sun’s rest frame. When writing Z, we refer to
height with respect to the Galactic plane. Similarly, when writing
W, we refer to the vertical velocity in the Galactic rest frame.
In this work, we are volume limited to 200 pc in distance
from the Sun, meaning that we also stay very close to the Galac-
tic plane. Within this small volume, we made the following as-
sumptions: the stellar phase-space density f is invariant under
translation in x and y; the gravitational potential is separable in
the horizontal and vertical directions, and the vertical energy is
an integral of motion (Binney & Tremaine 2008); stars are in
steady-state, such that their distribution in space and vertical ve-
locity is completely described by the gravitational potential and
their distribution in vertical energy.
Any coupling between the vertical and horizontal velocity
distributions are thus neglected; in Jeans theory such couplings
are known as the ‘axial’ and ‘tilt’ terms, which are believed to be
small this close to the Galactic plane (Büdenbender et al. 2015;
Sivertsson et al. 2018). Garbari et al. (2011) has a useful dis-
cussion on the validity of these assumptions and test them on
simulations. They find that systematic errors become significant
at distances of about 500 pc above the galactic plane. Hence, the
problem of inferring the gravitational potential is reduced to one
dimension and can be formulated in terms of f⊥(W,Z), which
is the vertical velocity distribution as a function of height with
respect to the Galactic plane. This distribution is discussed in
detail below.
Vibrational modes of the Galactic disc are probably not of
importance this close to the Galactic plane. Banik et al. (2017)
has shown that a breathing mode can affect the inference of the
dynamical matter density at kpc heights, but this is at signifi-
cantly greater distances than what is relevant for this work.
With Gaia DR2, many studies demonstrate phase-space sub-
structure both in the local region and in the larger Galactic struc-
ture, with moving groups that exhibit incomplete vertical phase-
mixing (Gaia Collaboration et al. 2018c; Monari et al. 2017;
Hunt et al. 2018; Monari et al. 2018; Ramos et al. 2018; Soubi-
ran et al. 2018; Antoja et al. 2018; Necib et al. 2018; Bennett
& Bovy 2019). It is difficult to quantify the significance and po-
tential bias that arises from the assumption of statistical equilib-
rium. In Sect. 6, we discuss possible ways to relax them in future
extensions of this work.
2.1. Vertical velocity and stellar number density
The population parameters of our model parametrise the vertical
velocity distribution and how it changes with height with respect
to the Galactic plane, as well as how the stellar number density
varies with height. There are four parameters that parametrise the
matter density as a function of height above the Galactic plane,
ρ{1,2,3,4}; five parameters that describe the distribution of verti-
cal velocity in the plane, c2, c3, and σ{1,2,3}; one parameter is
the vertical height of Sun with respect to the Galactic plane, Z;
one parameter is the vertical velocity of the Sun in the Galactic
rest frame, W. The eleven population parameters are listed in
Table 1.
The gravitational potential Φ(Z) is given by the total dynam-
ical matter density of the Galactic disc, according to the one-
dimensional Poisson equation
∂2Φ(Z)
∂Z2
= 4piGρ(Z), (1)
which is valid close to the plane. The gravitational potential is
defined to be zero and have a zero valued first order derivative in
the Galactic plane (Z = 0). The matter density as a function of
height is taken as a sum of four matter components with different
scale heights, according to
ρ(Z) = ρ1 sech2
(
Z
30 pc
)
+ ρ2 sech2
(
Z
60 pc
)
+ ρ3 sech2
(
Z
120 pc
)
+ ρ4, (2)
where these densities are in units of mass over volume.
The vertical velocity distribution in the Galactic mid-plane is
described by population parameters c2, c3, and σ{1,2,3}, according
to
f⊥(W,Z = 0) =
3∑
j=1
c j
exp
− W22σ2j
√
2piσ2j
, (3)
where c1 ≡ 1− c2 − c3, with constraints ∑ c j = 1 and c j ≥ 0, ∀ j.
This function integrates to unity. The index j is only ever used to
label the Gaussian mixture of the vertical velocity distribution.
Leaving the plane, the vertical velocity distribution becomes
f⊥(W,Z) =
3∑
j=1
c j
exp
−W2 + 2Φ(Z)2σ2j
√
2piσ2j
. (4)
When Z , 0, integrating f⊥(Z,W) over W does not give unity,
but is equal to the relative change to the stellar number density,
n(Z) =
3∑
j=1
c j exp
−Φ(Z)
σ2j
 . (5)
2.2. Horizontal velocity distribution
The stellar velocities parallel to the Galactic plane, written u and
v in the solar rest frame, are not of primary importance for this
study, although necessary to account for if we want to use the
velocity information of all stellar objects. For stellar objects that
are missing radial velocity measurements, the horizontal veloci-
ties must be marginalised over. In order to perform this marginal-
isation in a computationally efficient way, we made the assump-
tion that the vertical and horizontal velocity distributions are sep-
arable, such that
f (x, v) ∝ f‖(u, v) f⊥(W,Z). (6)
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Table 1. Population parameters, the object parameters and data of each stellar object, the parameters and distributions with implicit dependence
on the population parameters, and the fixed background distributions of our model.
Ψ Population parameters (11 degrees of freedom)
ρ{1,2,3,4} mid-plane densities of matter components with different scale heights
c j={2,3} two weights of the vertical velocity distribution Gaussians, also setting c1 = 1 − c2 − c3
σ j={1,2,3} three Gaussian widths of the vertical velocity distribution
Z height of the Sun above the Galactic plane
W vertical velocity of the Sun in the Galactic rest frame
ψi=1,...,N Stellar parameters (7 degrees of freedom per stellar object)
x = (x, y, z) spatial position in the solar rest frame
v = (u, v,w) velocity in the solar rest frame
MG absolute magnitude in the Gaia G-band
di=1,...,N Data
mG apparent magnitude in the Gaia G-band
l, b Galactic longitude and latitude
$ˆ observed parallax
µˆl, µˆb observed proper motions
Σˆ error covariance matrix for proper motions and parallax
vˆRV , σˆRV observed radial velocity and its uncertainty (available only for a subset of stars)
Parameters and distributions that depend on the population parameters
Φ(Z) gravitational potential
f⊥(W,Z) vertical velocity distribution, which integrates to n(Z)
n(Z) relative stellar number density
Z = z + Z height with respect to the Galactic plane
W = w + W vertical velocity in the Galactic rest frame
Fixed background distributions
F(MG) luminosity function
f‖(u, v) velocity distribution parallel to the Galactic plane, parametrised by ak, gk, and Gk
C(l, b,mG) DR2 completeness
h(σˆ$ |mG, b) density of parallax uncertainties, as a function of apparent magnitude and Galactic latitude
Ξ(x) G-band extinction due to dust
This approximation is a simplification and not actually true (even
though the gravitational potential is separable in the sample vol-
ume); stars with high vertical energies also have a larger velocity
dispersion in the horizontal directions, and the vertical energy is
also correlated with the mean azimutal velocity (v). Such corre-
lations are not accounted for in our model, but this is expected
to have a minor effect. For the range of apparent magnitudes
used in this work, at least 80 per cent of stars have radial veloc-
ity measurements, meaning that full three-dimensional velocity
information is available. For most stellar objects, the velocity un-
certainty in any direction is significantly smaller than 1 kms−1.
For such objects, the horizontal velocity distribution has a negli-
gible impact; it mainly acts as a prior to the objects that are miss-
ing radial velocity measurements. For this reason, the approxi-
mation of separability, as expressed in Eq. (6), is not expected
to produce a significant bias in our result. We also quantified
this bias, by performing a fit where we only consider the veloc-
ity information of stars with good radial velocity measurements
(σˆRV < 3 kms−1), and disregard the horizontal velocity distribu-
tion completely. This is described in more detail in Sect. 5.
The horizontal velocity distribution is not well described by a
separable bivariate Gaussian; instead, we fitted a joint (u, v) dis-
tribution with a Gaussian mixture model, written f‖(u, v). This
Gaussian mixture model is parametrised by five weights, ak; five
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two-dimensional mean values, gk = {gu,k, gv,k}; and five 2×2 co-
variance matrices, Gk. The index k is only ever used to label the
Gaussian mixture of this velocity distribution. Because f‖(u, v)
is formulated in terms of velocities in the Sun’s rest frame, it
accounts for the Sun’s velocity parallel to the plane. Having the
velocity distribution on a Gaussian form is useful computation-
ally, as the integration over three-dimensional velocity can be
done analytically. Details of how the Gaussian mixture model is
fitted is found in Appendix A.
The Gaussian mixture model is shown in Fig. 1, in two-
dimensional and projected one-dimensional histograms over u
and v. The overall structure of the joint velocity distribution is
well described by the Gaussian mixture model, although there
are some substructures that are not captured, most clearly seen
in the projection over v. We expect these smaller inaccuracies
to have a negligible effect on our end result, much smaller than
other systematic uncertainties.
2.3. Dust
Extinction due to dust is most likely a negligible effect in this
analysis. To a distance of at least 100 pc, the solar neigh-
bourhood is almost devoid of dust. Dust reddening is typically
E(B−V) ' 0.01 at 100 pc distance, and E(B−V) ' 0.025 at 200
pc, with some smaller patches of more severe reddening (Capi-
tanio et al. 2017; Green et al. 2018). We use a conversion factor
of 3.1 for going from E(B − V) reddening to Gaia G-band ex-
tinction (Fitzpatrick 1999; Danielski et al. 2018). Although the
extinction factor has some dependence on colour, such effects
are negligible compared to other dust uncertainties.
The dust extinction is significantly smaller than the absolute
magnitude sample ranges. Despite being having a minor effect,
the three-dimensional dust map of Capitanio et al. (2017) was
used in this analysis, although uncertainties to the dust distribu-
tion were ignored. The resulting G-band extinction is a function
of three-dimensional spatial position, and is written Ξ(x).
2.4. The luminosity function F(MG)
The luminosity function describes the number density of stars as
a function of absolute magnitude. We fitted this distribution to
data and treated it as a fixed background distribution. The data
consists of stars with a distance in range 100–200 pc, binned in
terms of MˆG (calculated from the observed apparent magnitude,
observed position, and dust map). The function F(MG) is a spline
on this binned data, as is shown in Fig. 2.
The luminosity function is important for calculating the nor-
malisation factor N¯, which is discussed in Sect. 4.3. It also gives
some power of inference, albeit very weak, in terms of the true
distance of a star, as brighter stars are less numerous than dim-
mer stars.
2.5. Baryonic density
In this work, we infer the local dynamical density without re-
lying on any underlying model for the baryonic density. How-
ever, a baryonic density model is presented in this section, in
order to be able to compare the inferred dynamical density with
the expected distribution of matter. The baryonic density model
was taken from Schutz et al. (2018), who have compiled a table
of baryonic components using results from Flynn et al. (2006);
McKee et al. (2015); Kramer & Randall (2016a). A list of the
baryonic density components is presented in Table 2.
Table 2. Mid-plane densities ρt and velocity dispersions σt of baryonic
matter components.
Component ρt (Mpc−3) σt (kms−1)
Molecular gas 0.0104 ± 0.00312 3.7 ± 0.2
Cold atomic gas 0.0277 ± 0.00554 7.1 ± 0.5
Warm atomic gas 0.0073 ± 0.0007 22.1 ± 2.4
Hot ionised gas 0.0005 ± 0.00003 39.0 ± 4.0
Giant stars 0.0006 ± 0.00006 15.5 ± 1.6
Stars, MV < 3 0.0018 ± 0.00018 7.5 ± 2.0
Stars, 3 < MV < 4 0.0018 ± 0.00018 12.0 ± 2.4
Stars, 4 < MV < 5 0.0029 ± 0.00029 18.0 ± 1.8
Stars, 5 < MV < 8 0.0072 ± 0.00072 18.5 ± 1.9
Stars, MV > 8 0.0216 ± 0.0028 18.5 ± 4.0
White dwarfs 0.0056 ± 0.0010 20.0 ± 5.0
Brown dwarfs 0.0015 ± 0.0005 20.0 ± 5.0
Summing the densities of these components (and their un-
certainties in quadrature), the total baryonic mid-plane density
is equal to 0.0889 ± 0.0071 Mpc−3. The total baryonic density,
as a function of height over the Galactic plane, is equal to
ρb =
∑
t
ρt exp
[
−Φ(Z)
σ2t
]
, (7)
where the index t denotes the respective baryonic components.
The baryonic density distribution is shown in Fig. 3, as a
sum total and also split into different components. The molecu-
lar gas and cold atomic gas components are the coldest compo-
nents, hence they have the smallest scale heights, and their re-
spective mid-plane densities are more uncertain than that of any
other baryonic component. The bands represent 1-σ error bars,
which accounts for uncertainties of both the baryonic component
mid-plane densities as well as the baryonic component velocity
dispersions. In this model, the gravitational potential is set by a
homogeneous dark matter halo density of 0.01 Mpc−3 and the
baryonic density itself. If the gravitational well is steeper, due
to a higher mid-plane density for example, the baryonic density
will fall off quicker with distance from the Galactic plane (re-
ferred to as ‘pinching’ by Kramer & Randall 2016a).
There are improvements that can be made to this model. The
list of stellar components is not based on Gaia data, but less
precise surveys. Furthermore, the vertical velocity distribution
of the different stellar populations are parametrised by a single
velocity dispersion; it is clear from the Gaia data that the verti-
cal velocity distribution is not well described by a single Gaus-
sian. This is important to account for, especially further from the
Galactic plane, in order to correctly model the density of stars as
a function of height. In this work, we stay close to the Galactic
plane, which is why uncertainties to the molecular and atomic
gas densities are more critical.
3. Stellar parameters, data and selection
In our model, each stellar object has seven degrees of freedom:
three-dimensional position, x; three-dimensional velocity, v; and
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Fig. 1. Gaussian mixture model and data over u and v velocities. In the bottom-left panel, the data is plotted as a 2D histogram, overlaid by the
1-sigma ellipses of the five Gaussians of the mixture model. The shading of the ellipses correspond to the weight of the respective Gaussians,
where a darker colour correspond to a larger weight. In the top and bottom-right panels, the fitted model and the data are marginalised to 1D
histograms over u and v.
absolute magnitude in the Gaia G-band, MG. The properties of
the ith stellar object are encapsulated in ψi, where i ranges from
one to N, where N is the total number of stellar objects in a sam-
ple. We use the term ‘stellar object’ rather than ‘star’, as some of
them are unresolved multiple stellar systems.
The Gaia observables, written with hats, that constrain the
stellar parameters are: apparent magnitude, mˆG; Galactic longi-
tude and latitude, lˆ and bˆ; observed parallax, $ˆ; observed proper
motions in the latitudinal and longitudinal directions, µˆl and µˆb;
and observed radial velocity, vˆRV . The radial velocity is available
only for a subset of stars in Gaia. The data of a stellar object is
written di, where i ranges from one to N, just like for the stellar
parameters.
The observational uncertainties on apparent magnitude and
angular coordinates are small and can be neglected. The former
has uncertainties of around 1 mmag, with possible systematic
errors up to 10 mmag (Gaia Collaboration et al. 2018a).
There are systematic errors to the astrometric measurements
of the Gaia DR2 catalogue. According to Luri et al. (2018), such
systematic errors are smaller than 0.1 mas for parallax mea-
surements and 0.1 mas yr−1 for proper motion measurements.
In addition to a global parallax zero-point shift of −0.03 mas,
which we corrected for, there are spatially correlated system-
atic errors as large as 0.04 mas for parallax and 0.07 mas yr−1
for proper motion, on angular scales as large as roughly 20 de-
grees. Because we are distance limited to 200 pc, parallax er-
rors of order 0.1 mas correspond to relative errors in distance
of at most a few per cent. Systematic proper motion errors as
large as 0.1 mas yr−1 correspond to velocity errors . 0.1 kms−1.
The radial velocity measurements of Gaia have been compared
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Fig. 2. Luminosity function F(MG), describing the number density of
stars in the solar neighbourhood, as a function of absolute magnitude
in the Gaia G-band. The solid lines are the binned data and the spline
function F(MG). The dashed lines correspond to the absolute magnitude
bounds by which the four data samples are constructed. The function is
not normalised and need not be.
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Fig. 3. Baryonic matter density, as a function of height above the Galac-
tic plane. Five coloured 1-σ bands show the total baryonic density,
as well as a division into four separate groups: the ‘stars and dwarfs’
include all types of stars, white dwarfs, and brown dwarfs; the ‘cold
atomic gas’ and ‘molecular gas’ correspond directly to their respective
single components of Table 2; the ‘warm and hot gas’ correspond to the
warm atomic gas and hot ionised gas components.
with several ground-based catalogues, as detailed in Katz et al.
(2018); the difference in radial velocity median values with re-
spect to these catalogues is of the order 0.1 kms−1. Even assum-
ing a worst case scenario of very large systematic errors, such
errors are not large enough to significantly bias the result of this
work.
The uncertainties of the proper motions and parallax mea-
surements are encoded in an error covariance matrix
Σˆ =
 σˆ
2
µl
ρˆµlµbσˆµlσˆµb ρˆµl$σˆµlσˆ$
ρˆµlµbσˆµlσˆµb σˆ
2
µb
ρˆµb$σˆµbσˆ$
ρˆµl$σˆµlσˆ$ ρˆµb$σˆµbσˆ$ σˆ
2
$
 , (8)
where σˆ is an uncertainty, and ρˆ is a correlation coefficient. The
uncertainty on the radial velocity is written σˆRV , which is uncor-
related with other observables.
The likelihood of observing the data di, given a stellar object
with stellar parameters ψi, is interpreted as being proportional to
Pr(di |ψi) ∝
δ(mG − mˆG) δ(l − lˆ) δ(b − bˆ)N

µl − µˆlµb − µˆb
$ − $ˆ
 , Σˆ
 G(vˆRV , σˆRV ), (9)
where δ(...) is the Dirac delta function, N(...) is the multivariate
Gaussian distribution, and G(...) is the one-dimensional Gaus-
sian distribution. Quantities without hats correspond to the ob-
servable’s true value, as given by the stellar parameters; for ex-
ample, the parallax $ is given by the inverse of the true distance.
The last factor of this expression is dropped when no radial ve-
locity measurement is available. The multivariate Gaussian dis-
tribution is defined by
N(p,Σp) ≡
exp
(
−1
2
p>Σ−1p p
)
√
(2pi)q |Σp|
, (10)
where p is a column vector of length q, and Σp is a q × q matrix
with determinant |Σp|. The one-dimensional Gaussian distribu-
tion is defined by
G(p,σp) ≡
exp
− p22σ2p
√
2piσ2p
. (11)
In the rest of this article, the hats on mˆG, lˆ, and bˆ are dropped,
to signify that their uncertainties were neglected. The stellar pa-
rameters and the data are listed in Table 1.
3.1. Sample construction
In terms of constructing data samples, the general approach of
this work was to make a minimal amount of cuts, directly on
Gaia observables, in order not to invoke any uncontrolled biases.
Rather than cleaning the data of objects with large observational
uncertainties, we carefully accounted for the effects of the over-
all uncertainty distribution.
We constructed eight separate stellar samples from Gaia
DR2, by making cuts in observed distance and observed abso-
lute magnitude, according to
dˆmin <
arcs × pc
$ˆ
< dˆmax (12)
and
MˆG,min < mG − 5
[
log10
(
arcs
$ˆ
)
− 1
]
− Ξ(xˆ) < MˆG,max, (13)
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Table 3. List of stellar samples, with sample names, range of observed
absolute magnitude, number of stellar objects N, the fraction of stellar
objects with available radial velocity measurements, and the fraction of
stellar objects with radial velocity uncertainties smaller than 3 kms−1
.
Name MˆG N RV % σˆRV < 3 kms−1 %
S1 3.0–3.7 27,010 81.2 75.7
S2 3.7–4.2 25,812 85.1 80.2
S3 4.2–4.6 23,895 88.5 83.8
S4 4.6–5.0 26,847 90.5 85.8
S5 5.0–5.35 25,568 91.2 86.3
S6 5.35–5.7 27,591 90.3 84.7
S7 5.7–6.0 24,730 89.9 83.3
S8 6.3–6.3 25,531 88.5 80.5
where it is implicit that the observed position xˆ is given by l,
b and $ˆ. The limits in distance are dˆmin = 100 pc and dˆmax =
200 pc for all samples.
The dynamical assumptions made in Sect. 2 are expected
to hold only close to the Galactic plane, which is why we set
a limit of 200 pc in distance. Furthermore, dust extinction be-
comes more severe and more uncertain with greater distances
(see Sect. 2.3). We set a lower distance bound of 100 pc, such
that the sample volume is the shape of a shell. The main reason
for this is that the completeness is lower and more poorly mod-
elled for bright objects. There can also be a number count bias
due to multiple stellar systems. Treating unresolved binaries as
single stellar objects is not in itself a problem, but a binary sys-
tem of a certain orbital separation will be resolved only if it is
sufficiently close. For this reason, not considering the volume
within 100 pc distance reduces the number count bias that can
arise from having a sample volume that spans a wide range of
distances.
The limits in absolute magnitude for the respective samples
are listed in Table 3. Given these data cuts, the stellar objects will
have an apparent magnitude in range 8–15. The ranges in abso-
lute magnitude are chosen such that each sample has a roughly
equal number of stellar objects. The range of absolute magni-
tude (3.0–6.3) corresponds to stars that are mainly of F and G
classification.
3.2. Selection function
The selection function consists of the two parts: the data cuts
of the sample construction and the completeness function. The
completeness of Gaia DR2, written C(l, b,mG), is a function of
angular position and apparent magnitude. It was calculated from
a cross-match with the 2MASS catalogue, made by Rybizki et.
al.1 This selection function is very coarse in apparent G-band
magnitude range, split in bins of 8–12 and 12–15 mag, where the
latter has marginally better completeness. An error in the Gaia
completeness function could affect the result, probably in the
sense of a bias that is shared between samples of similar bright-
ness. However, the all-sky completeness is evaluated to around
99 per cent, which has a negligible effect. The selection function
1 https://github.com/jan-rybizki/gdr2_completeness
acts solely on the data, according to
S (di) = C(l, b,mG) × Θ
(arcs × pc
$ˆ
> dˆmin
)
Θ
(arcs × pc
$ˆ
< dˆmax
)
× Θ
{
mG − 5
[
log10
(
arcs
$ˆ
)
− 1
]
− Ξ(xˆ) > MˆG,min
}
× Θ
{
mG − 5
[
log10
(
arcs
$ˆ
)
− 1
]
− Ξ(xˆ) < MˆG,max
}
,
(14)
where Θ(...) is the Heaviside step function.
3.3. Parallax uncertainties
In order to calculate the expected number of stellar objects that
are included in the sample (N¯, discussed at length in Sect. 4.3),
it is necessary to model the distribution of observational uncer-
tainties that affect selection. The one observational quantity with
significant uncertainties that affects selection is the parallax.
The distribution of parallax uncertainties was modelled as a
function of apparent magnitude in the Gaia G-band and Galactic
latitude b, and is written h(σˆ$ |mG, b). Using only a cut in dis-
tance with an upper limit of 200 pc, the Gaia DR2 catalogue is
split into bins of apparent magnitude of width 0.5 mag, and ten
bins in Galactic latitude that divide the sky in regions of equal
area. There is no need to also divide the data into bins in Galactic
longitude, as this will be integrated out when calculating the N¯.
The median parallax uncertainty in these bins is about 0.05
mag, but there is a tail of higher uncertainties; the 95th percentile
of these bins vary between 0.2–0.7 mag. This tail is especially
pronounced for dimmer stars close to the Galactic plane, pre-
sumably due to stellar crowding.
4. Statistical model
In this section we present the statistical model and sampling
technique by which we inferred the population parameters,
which was implemented in a framework of a Bayesian hierar-
chical model (BHM). A BHM is statistical model that works on
several levels, where lower levels inherit their probability dis-
tributions from higher levels. In this case there are two levels:
the top-level population parameters Ψ that describe the overall
population of stars, and the bottom-layer of stellar parameters
ψi that describe the properties of individual stellar objects. The
stellar parameters are connected to the data di.
From Bayes’ theorem, the posterior on the population pa-
rameters, with stellar parameters marginalised, is proportional
to
Pr(Ψ | di={1,...,N}, S ) ∝ Pr(Ψ)
N∏
i=1
∫
S (di)Pr(di |ψi)Pr(ψi |Ψ)
N¯(Ψ, S )
dψi,
(15)
where Pr(Ψ) is the prior over the population parameters, S (di)
is the selection function, Pr(di |ψi) is the likelihood of the data
given the stellar parameters, Pr(ψi |Ψ) is the probability of the
stellar parameters given the population model with fixed popu-
lation parameters, and N¯(Ψ, S ) is the normalisation to the nomi-
nator of the integrand. These terms are discussed in detail below.
The posterior over the population parameters is written with
a proportionality sign. The quantity of interest is the ratio of
posterior values between points in population parameter space.
Therefore any constant factor that does not depend on the popu-
lation parameters can be dropped.
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4.1. Prior
The population parameter prior that we used in this work is uni-
form in the volume of parameter space that fulfil the following
conditions:
0 Mpc−3 < ρ{1,2,3,4} < 0.2 Mpc−3,
0 < c2 < 1,
0 < c3 < 1,
c2 + c3 < 1,
0 kms−1 < σ1 < σ2 < σ3 < 200 kms−1,
− 50 pc < Z < 50 pc,
− 30 kms−1 < W < 30 kms−1, (16)
and is otherwise zero valued. The velocity dispersions σ j are re-
quired to be in ascending order for reasons of multiplicity, which
would otherwise cause sampling difficulties.
4.2. Integration over stellar parameters
When evaluating the posterior, as expressed in Eq. 15, the most
demanding part computationally is the integral over the stellar
parameters,∫
S (di) Pr(di |ψi) Pr(ψi |Ψ) dψi, (17)
which is done N times, where N is the number of stellar ob-
jects in the sample. For a given stellar object, the data is fixed,
meaning that the selection factor S (di) is a constant that can be
dropped. Because uncertainties on l, b, and mG are neglected, the
integral is reduced from seven to four dimensions, where these
degrees of freedom are parametrised by distance and velocity in
three dimensions.
The integral can in part be computed analytically, as the ve-
locity distribution is a sum of multivariate Gaussians and uncer-
tainties in velocity are described by a Gaussian covariance ma-
trix. For this reason, it is only necessary to numerically compute
the one-dimensional integration over distance.
Dropping the index i on the right-hand side for shorthand,
the integral can be written∫
Pr(di |ψi) Pr(ψi |Ψ) dψi ∝∫ [∫
Pr(d | v,$) Pr(v |Ψ,$) n(z) d3v
]
× G($ − $ˆ, σˆ$) F(MG) d2 dd (18)
where the integral over velocity, within the large brackets, has an
analytic form. It is implicit that the true parallax value$ is given
by the inverse of the distance d, and that the absolute magnitude
MG is set by the distance d, apparent magnitude mG, and dust
extinction Ξ(x). In principle, also the function n(z) can be moved
outside the inner integral, but not doing so makes the end result
somewhat more elegant.
We express the likelihood of the data Pr(d | v,$) in terms of
velocities vl, vb, and vRV , which are the velocities in longitudinal,
latitudinal and radial directions. The integral over velocities is
performed under a fixed true parallax value $ (or fixed distance,
equivalently). Quantities which are conditional on a fixed par-
allax are marked with a tilde. The conditional likelihood mean
value for velocity in the latitudinal direction is equal to
v˜l =
kµ
$
(
µˆl + ρˆ$µlσˆµl
$ − $ˆ
σˆ$
)
, (19)
where kµ = 4.74057 yr × kms−1 is a unit conversion constant.
The equivalent expression holds for v˜b. We define a vector of
conditional mean values for the velocity likelihood, which is
v˜ ≡
 v˜lv˜b
vˆRV
 . (20)
The conditional error covariance matrix for velocities in the lat-
itudinal and longitudinal directions is
Σ˜µ =
kµ
$
σˆ2µl (1 − ρˆ2$µl )
kµ
$
σˆµlσˆµb (ρˆµlµb − ρˆ$µl ρˆ$µb )
kµ
$
σˆµlσˆµb (ρˆµlµb − ρˆ$µl ρˆ$µb )
kµ
$
σˆ2µb (1 − ρˆ2$µb )
 .
(21)
The full conditional error covariance matrix for velocity is
Σ˜ =
[
Σ˜µ ∅
∅ σˆ2RV
]
, (22)
where ∅ are zero valued sub-matrices of shapes 1 × 2 and 2 × 1.
The velocity distribution Pr(v |Ψ,$) is described by a Gaus-
sian mixture, according to
Pr(v |Ψ,$) n(z) =
5∑
k=1
3∑
j=1
ak c j exp
−Φ(Z)
σ2j
 N(v − vk,Σ jk),
(23)
where
vk =
 gu,kgv,k−W
 , (24)
and
Σ jk =
[
Gk ∅
∅ σ2j
]
. (25)
Because the likelihood of the data is also on a multivariate
Gaussian form, the integral over velocity in Eq. (18) becomes
an analytic sum over the multivariate Gaussians of the velocity
distribution. It is equal to∫
Pr(d | v,$) Pr(v |Ψ,$) n(z) d3v =
5∑
k=1
3∑
j=1
ak c j exp
−Φ(Z)
σ2j
N(Rv˜ − vk, RΣ˜R−1 + Σ jk), (26)
where
R =
− sin(l) − cos(l) sin(b) cos(l) cos(b)cos(l) − sin(l) sin(b) sin(l) cos(b)
0 cos(b) sin(b)
 (27)
is the rotational matrix going from longitudinal-latitudinal-radial
velocities to u-v-w velocities.
In the case that an object is missing a radial velocity obser-
vation, the three-dimensional velocity distribution is projected
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to the plane perpendicular to the line-of-sight. The integral over
velocity becomes∫
Pr(d | v,$) Pr(v |Ψ,$) n(z) d3v =
5∑
k=1
3∑
j=1
ak c j exp
−Φ(Z)
σ2j
N(〈v˜ − R−1vk〉, 〈Σ˜ + R−1Σ jkR〉),
(28)
where
〈
...
〉
denotes this projection; for example,
〈
v˜
〉
= [v˜l, v˜b]
and
〈
Σ˜
〉
= Σ˜µ.
It might seem superfluous to integrate over the velocity for
stellar objects that are missing radial velocity measurements and
are situated in the direction of the Galactic north or south pole,
as they do not directly constrain the vertical velocity distribu-
tion. However, the proper motion is still informative about the
distance of such a stellar object, since their velocity parallel to
the plane must be consistent with f‖. This is especially informa-
tive when the parallax uncertainty is large.
4.3. Normalisation
The normalisation N¯(Ψ, S ) is in the denominator of the integrand
of Eq. (15). It normalises the nominator of the integrand, and de-
pends on the population parametersΨ and the selection function
S . It is equal to
N¯(Ψ, S ) =
∫
S (dx) Pr(dx |ψx) Pr(ψx |Ψ) dψx ddx. (29)
The index x on ψx and dx signifies that this is not an integral
over an object in the sample, but an integral over a hypothetical
object’s generated stellar parameters and data, as drawn from the
population model.
The selection function, described in Sect. 3.2, is only depen-
dent on position and magnitude, where uncertainty on angles l
and b are small enough to be neglected. Therefore, the integral
in the normalisation factor reduces to
N¯(Ψ, S ) =
∫
S ($ˆ,mG, l, b) Pr($ˆ | x,mG)
× n(Z) F(MG) d3x dMG d$ˆ, (30)
where the only degree of freedom that remains in terms of the
data is the observed parallax. It is implicit that the apparent mag-
nitude is given by the true position and true absolute magnitude,
according to
mG = MG + 5
[
log10
(
arcs
$
)
− 1
]
+ Ξ(x). (31)
The only component of Eq. (30) that remains to be explained
is Pr($ˆ | x,mG), which is the probability of observing a certain
parallax, given a stellar object’s true position and true absolute
magnitude. It is given by an integral over parallax uncertainties,
Pr($ˆ | x,mG) =
∫
G($ − $ˆ, σˆ$) h(σˆ$ |mG, b) dσˆ$, (32)
where h(σˆ$ |mG, b) is the density of parallax uncertainties as
described in Sect. 3.3.
Despite the above simplifications, this integral is still high-
dimensional and expensive to compute. However, it is possible
to catalogue a vector of effective area Aeff, reducing this integral
to only one dimension. The normalisation factor can be written
on the form
N¯(Ψ, S ) =
∫
n(Z) Aeff(z) dz, (33)
where n(Z) is the number density function of Eq. (5), and Z =
z + Z. The effective area is given by
Aeff(z) =
∫
S ($ˆ,mG, l, b)G($ − $ˆ, σˆ$) h(σˆ$ |mG, b)
× F(MG) dx dy dMG dσˆ$ d$ˆ, (34)
where the true parallax $ has an implicit dependence on the co-
ordinates x = {x, y, z}. The effective area does not depend on
the population parameters, but only on fixed background distri-
butions. The effective area is plotted in the control plots of Ap-
pendix D.
5. Results
In order to explore the posterior distribution of the population
parameters, as defined in Eq. (15), we sampled this function us-
ing a Metropolis-Hastings Markov chain Monte-Carlo (MCMC)
algorithm (Gelman et al. 2013). After a thorough burn-in phase,
where the maximum mode was located and the step length is cal-
ibrated, the MCMC was run for 10,000 steps. The MCMC chain
was then thinned by a factor of 10. The code that was used to
generate the results presented in this article is open source and
available online.2
5.1. Mock data
In order to test the method and its constraining power, the statis-
tical method was applied to four mock data samples. The con-
struction of mock data samples and the statistical results are ex-
plained in detail in Appendix C. For all mock data samples, the
matter distribution of the generated data was recovered in the 90
per cent highest posterior density region, with statistical uncer-
tainties similar to those of the real data samples.
5.2. Gaia data
For the eight Gaia data samples, S1–S8, the population pa-
rameter inference was performed for three separate cases. In
the first case, we used the velocity information of all stellar
objects. In the second case, we used the velocity information
only of stellar objects with a good radial velocity measurement
(σˆRV < 3 kms−1, amounting to 75–85 per cent of the respective
sample’s total number of stellar objects), with no dependence of
the horizontal velocity distribution f‖. For the third case, we used
the velocity information of stellar objects with |b| ≤ 5 degrees,
and therefore close to the mid-plane. For stellar objects where
the velocity information was neglected, only their position was
integrated over.
Comparing the results of these three cases functions as a test
of possible systematic errors to the model, which could manifest
as an inconsistency between them. The second case does not de-
pend on the horizontal velocity distribution, providing a test of
the approximation that f‖ and f⊥ are separable. The latter case
is similar to the method used by Widmark & Monari (2018);
Schutz et al. (2018); Buch et al. (2018), and is therefore useful
for comparing results with these previous studies.
2 https://github.com/AxelWidmark/densityDR2
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The inferred density of samples S1–S8 are shown in Fig. 4,
for the three cases described above. The respective bands cor-
respond to the 16th and 84th percentiles of the inferred density
at different heights Z. In this figure, the eight samples’ posterior
densities are summed together; hence, the width of the bands in-
clude statistical variance within samples as well as variance be-
tween samples. Also shown is a baryonic model, as described in
Sect. 2.5. The density at heights |Z| & 60 pc is consistent with the
baryonic model and a dark matter halo density of 0.01 Mpc−3
(although not strong enough to constrain it). Closer to the mid-
plane, the inferred matter density is significantly higher than
that of the baryonic model, with a surplus that is roughly in the
range 0.05–0.15 Mpc−3. The case with full velocity informa-
tion agrees well with the case where we consider the velocity
information only of stellar objects with good radial velocity mea-
surements, although the inferred densities are marginally higher.
The case with only mid-plane velocities differs somewhat, pre-
ferring a lower mid-plane matter density for most samples. The
inferred matter density is also shown in more detailed figures in
Appendix B.
In Fig. 5, we show the surplus of the inferred matter density
distribution within 60 pc from the Galactic disc, for the three
cases described above. The surplus is with respect to a back-
ground model, consisting of a homogeneous dark matter halo
with a density of 0.01 Mpc−3 and a distribution of baryons, fol-
lowing the model described Sect. 2.5 and using the mean values
of Table 2. The uncertainty of the matter density of the baryonic
model is 0.0071 Mpc−3 in the mid-plane. Assuming that the
dark matter halo uncertainty is sub-dominant, this amounts to an
uncertainty of about 0.85 Mpc−2 to the surface density within
|Z| < 60 pc.
For the first case where the velocity information of all stellar
objects are accounted for (upper panel), samples S1–S5 agree
very well, centred on about 5 Mpc−2. Samples S6–S8, which
are the least luminous, are outliers in the sense that they all infer
higher mid-plane matter densities, possibly indicating some kind
of systematic bias. The results of the second case, which has no
dependence on the horizontal velocity distribution, shows a sim-
ilar result. Comparing with the first case, the posterior medians
are marginally higher and the posterior widths are inflated by up
to 20 per cent. This indicates that the approximation of separa-
bility of f‖ and f⊥ does not give rise to any significant bias. For
the third case where only mid-plane velocities are accounted for
(lower panel), samples S6–S8 are not strong outliers, although
they infer slightly higher values than most other samples. Com-
pared to other two cases, the posterior widths are larger and the
inferred surplus density is slightly lower for most samples.
In Appendix D and Figs. D.1–D.8, we show comparisons be-
tween model and binned data, and the residual between the two,
for data samples S1–S8. It is clear that there is substructure in
phase-space that our model does not account for (also seen in
Fig. 1). There is no signature of asymmetry to the stellar number
density across the Galactic plane (although statistics are low for
|z| & 150 pc), but there are signs of spatial substructure in all
samples (left panels), where the residuals are as high as roughly
three standard deviations at most. More severe are the substruc-
tures seen in the velocity distributions (right panels), where the
highest residual is roughly four and a half standard deviations.
The inferred height and vertical velocity of the Sun with re-
spect to the Galactic plane (Z and W) are presented in Table 4
(for the case when all velocity information is accounted for). The
marginalised posteriors over these parameters agree well with a
Gaussian distribution, which is why they are presented in terms
of their mean values and standard deviation. For the inferred
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Fig. 4. Inferred total matter density of data samples S1–S8, as a func-
tion of height with respect to the Galactic plane. The matter density is
plotted for three different cases: when using the velocity information of
all stellar objects, when using the velocity information of stellar objects
with good radial velocity measurements only, and when using the ve-
locity information of stellar objects in the mid-plane only. Also shown
is the 1-σ band of the baryonic model (see Sect. 2.5).
Table 4. Inferred height Z and vertical velocity W of the Sun, with
respect to the Galactic plane, for data samples S1–S5.
Sample Z (pc) W (kms−1)
S1 3.86 ± 1.81 7.30 ± 0.10
S2 7.06 ± 1.85 7.32 ± 0.10
S3 4.90 ± 1.87 7.45 ± 0.10
S4 4.55 ± 1.94 7.42 ± 0.10
S5 3.46 ± 1.96 7.17 ± 0.10
S6 4.87 ± 1.77 7.14 ± 0.10
S7 5.38 ± 1.79 7.26 ± 0.11
S8 2.64 ± 1.59 6.86 ± 0.10
All samples 4.59 ± 2.21 7.24 ± 0.20
height of the Sun above the Galactic plane, the most severe ten-
sion is almost two standard deviations between samples S2 and
S8. For the inferred vertical velocity of the Sun, the different
samples are in reasonable agreement with the exception of S8;
between S3 and S8 there is a tension of four standard deviations.
This is suggestive of a systematic error in how the velocity dis-
tribution is modelled. These discrepancies between samples are
not, in and of themselves, indicative of systematic errors in other
parameters; the uncertainties are very small, and there are no
strong correlations between Z, W and other population param-
eters. For the values where all samples are considered in unison,
the posteriors of the respective samples are added together (not
multiplied); this is very conservative, in the sense that the uncer-
tainties are inflated, also accounting for systematic discrepancies
between samples.
While uncertainties of the dust map were not accounted for
in this work, dust extinction probably has a negligible effect, as
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Fig. 5. Surplus surface density of matter within |Z| < 60 pc, when com-
paring the inferred dynamical matter density with a model consisting
of baryons and a dark matter halo. The upper panel shows the poste-
rior for the case when the velocity information of all stellar objects are
considered, the middle panel shows the case when only the velocity in-
formation of stellar objects with good radial velocity measurements are
considered, while the lower panel is for the case when only mid-plane
velocities are considered.
argued in Sect. 2.3. We performed inference while completely
ignoring dust effects, and found similar results as presented
above.
6. Discussion
In all eight stellar samples analysed in this work, we infer a sur-
plus of matter confined to the Galactic plane (|Z| . 60 pc), to
high statistical significance. Comparing this with the expected
density distribution of a baryonic model and a dark matter halo
density of approximately 0.01 Mpc−3, this surplus corresponds
to an excess surface density of approximately 5–9 Mpc−2.
These results are in mild tension with Schutz et al. (2018)
and Buch et al. (2018), who report 95 % constraints of around
7 Mpc−2 to a surplus matter density with a scale height of 30
pc. There are a number of differences between these two studies
and our analysis. They only use the velocity information of stars
close to the Galactic plane, and have fewer and smaller stellar
samples. In the latter study, bases on Gaia DR2, the limit comes
from a sample of 4544 A type stars, out of which 310 constrain
the velocity distribution.
There are some discrepancies between the results of the re-
spective samples. While samples S1–S5 agree very well, sam-
ples S6–S8 are outliers with higher mid-plane matter densities.
This is indicative of a smaller systematic error (not large enough
to invalidate the inferred mid-plane surplus), likely correlated
with stellar luminosity. As argued in Sect. 3, this is unlikely to
be due to systematic errors in the data (astrometric systemat-
ics are small, and the completeness function would have to be
incorrect by at least a few per cent in order to explain this dis-
crepancy). Potentially, the discrepancy is due to substructures in
phase-space, which could be correlated with stellar type, lumi-
nosity and age, in the sense that different stellar populations are
affected differently by non-stationary effects.
The inferred surplus matter density in the Galactic mid-plane
could be explained by an underestimated density of baryons. The
scale height of the matter surplus corresponds well with that of
molecular gas, which is the coldest baryon component. It would
be necessary to add a mid-plane density of at least 0.05 Mpc−3
to the cold gas components in the baryonic model, thereby dou-
bling the matter density of cold gas. In the baryonic model, the
statistical uncertainty of the combined cold atomic and molecu-
lar mid-plane densities amount to 0.0064 Mpc−3. In studies to
determine the local density of gas, there is some variation com-
parable to the statistical error of the baryonic model used in this
work (see for example table 1 in Kramer & Randall 2016a). The
local density of cold gas would have to be severely misunder-
stood in order to account for the inferred surplus. As mentioned
in Sect. 1, an alternative and more exotic explanation for the
surplus matter density could be double-disc dark matter, formed
from a dark matter sub-component with strong dissipative self-
interaction (Fan et al. 2013a,b).
The results for the vertical velocity of the Sun with respect to
the Galactic plane is in accordance with most previous studies,
for example Schönrich et al. (2010); Widmark & Monari (2018).
The results for the height of the Sun with respect to the Galactic
plane (4.76 ± 2.27 pc) agree well with Buch et al. (2018), but is
in tension with for example Juric et al. (2008); Yao et al. (2017);
Widmark & Monari (2018); Bennett & Bovy (2019), who re-
port higher values of 25 ± 5 pc, 13.4 ± 4.4 pc, 15.3 ± 2.2 pc,
and 20.8 ± 0.3 pc, respectively. Bennett & Bovy (2019) demon-
strate that the distribution of stars is not symmetric across the
Galactic plane, and exhibit wave-like patterns in both number
density and vertical velocity, especially at greater distances from
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the plane (>200 pc). For this reason, measurements of the Sun’s
position with respect to the mid-plane can differ depending on
how the mid-plane is defined, and what distance cuts are made
in the analysis. Juric et al. (2008); Yao et al. (2017); Bennett &
Bovy (2019) all extend to kpc distances and fit symmetric stellar
number density distributions, which could explain why they all
infer higher values.
As discussed in the beginning of Sect. 2, there are phase-
space structures observed with Gaia that our model does not ac-
count for. In a first step to relax the assumptions of a well-mixed,
symmetric, separable and decoupled vertical velocity distribu-
tion, we plan to extend this work by instead fitting a Gaussian
mixture model to the full three-dimensional velocity distribu-
tion. Effective sampling of such a model would constitute a sig-
nificant computational challenge, due to its high dimensionality.
It should be feasible by implementing such a model in a com-
putational framework capable of auto-differentiation and using
Hamiltonian Monte-Carlo sampling.
This work adds to the increasingly complex picture of Galac-
tic dynamics that is emerging with Gaia DR2, calling for more
sophisticated methods and models. With future data releases, in-
creasingly accurate and robust dynamical determinations of the
distribution of matter in the Galactic disc is expected.
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Appendix A: Gaussian mixture model of the
horizontal velocity distribution
The distribution of velocities parallel to the plane, f‖(u, v), was
fitted using a Gaussian mixture model consisting of five Gaus-
sians. It was fitted to Gaia DR2 with the following data cuts:
an observed distance in range 100–200 pc; an observed absolute
magnitude in range 3.0–6.3; an available radial velocity value; a
parallax uncertainty smaller than 0.1 mas. These cuts give a total
of 165,593 stellar objects.
The fit was performed using scikit-learn. The numerical val-
ues of the five Gaussians of the mixture are presented in Ta-
ble A.1.
Appendix B: Posterior densities
The inferred matter density of samples S1–S8 is shown in
Fig. B.1, for the case when all velocity information is used,
in Fig. B.2, where only where only the velocity information
of stellar objects with radial velocity measurements are used
(no dependence on the horizontal velocity distribution), and in
Fig. B.3, where only the velocity information of the mid-plane
stellar objects are used. These posterior probability distributions
are not presented in terms of the population parameters ρ{1,2,3,4},
but in terms of the inferred matter density at Z = {0, 50, 120} pc
(which is a linear combination of ρ{1,2,3,4}). In order to facilitate
an easy comparison, all the axis ranges are the same for these
three plots, for each respective panel.
In all three figures, the density close to the mid-plane, at
Z = 0 pc, is somewhat anti-correlated with the densities at
Z = 50 pc and Z = 120 pc. In Figs. B.1 and B.2, there is ten-
sion between samples for the projection over posterior projec-
tion over ρ(Z = 0 pc) and ρ(Z = 50 pc); the 90 per cent highest
posterior density region of sample S5 is barely or not at all over-
lapping with those of S6, S7, and S8. The statistical uncertainty
is larger for Fig. B.3, and the posterior densities of the different
samples overlap without apparent outlier groups.
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Fig. B.1. Inferred total dynamical matter density of data samples S1–S8 at heights 0, 50, and 120 pc above the Galactic plane, for the case where
the velocity information of all stellar objects is accounted for. The panels on the diagonal show one-dimensional projections of the posterior
probability density of the eight samples, as well as the 1-σ band of the baryonic model in light grey. The other three panels show two-dimensional
projections of the posteriors, represented as 90 per cent highest posterior density regions. Axis are shared between panels, apart from the vertical
axis of the one-dimensional projections. The legend applies to all panels.
Appendix C: Mock data
Four mock data samples named M1–M4 were generated using
the following population parameter values:
ρ{1,2,3,4} = {0.05, 0.05, 0.03, 0.03} Mpc−3,
c2 = 0.5,
c3 = 0.05,
σ j = {9, 20, 50} kms−1,
Z = 0 pc,
W = 7.2 kms−1. (C.1)Article number, page 13 of 21
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Fig. B.2. Inferred total dynamical matter density of data samples S1–S8 at heights 0, 50, and 120 pc above the Galactic plane, for the case where
the velocity information of only the stellar objects with good radial velocity information is accounted for. The panels on the diagonal show one-
dimensional projections of the posterior probability density of the eight samples, as well as the 1-σ band of the baryonic model in light grey. The
other three panels show two-dimensional projections of the posteriors, represented as 90 per cent highest posterior density regions. Axis are shared
between panels, apart from the vertical axis of the one-dimensional projections. The legend applies to all panels.
The background distributions used to generate them were the
same as those used for the inference on actual data. The sam-
ple cuts were the same as the real data samples S2–S5, listed in
Table 3.
The mock samples were constructed by rejection sampling,
by generating objects from the true underlying model, assigning
uncertainties and errors to those stellar objects, and including
them in the sample if they meet the selection criteria. We took
care to generate objects also outside the region defined by the se-
lection cuts, to allow for stellar objects to scatter into the sample
via observational errors.
The uncertainties on the parallax measurements were drawn
from the background distribution h(σˆ$ |mG, b). The uncertain-
ties on proper motions were drawn from corresponding distribu-
tions, given by data samples S2–S5. In the Gaia data, the astro-
metric uncertainties are strongly correlated. We assumed max-
imum correlation for the mock data, such that the parallax un-
certainty and the proper motion uncertainties of a stellar object
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Fig. B.3. Inferred total dynamical matter density of data samples S1–S8 at heights 0, 50, and 120 pc above the Galactic plane, for the case where
the velocity information of only the mid-plane stellar objects is accounted for. The panels on the diagonal show one-dimensional projections of
the posterior probability density of the eight samples, as well as the 1-σ band of the baryonic model in light grey. The other three panels show
two-dimensional projections of the posteriors, represented as 90 per cent highest posterior density regions. Axis are shared between panels, apart
from the vertical axis of the one-dimensional projections. The legend applies to all panels.
were drawn from the same percentile in their respective distribu-
tions. We took the correlations between astrometric observables
to be drawn at random these Gaussian distributions: G(0, 0.22)
for ρˆµl$ and ρˆµb$, and G(ρˆµl$ρˆµb$, 0.25) for ρˆµlµb , which mimics
the behaviour of correlations in the actual data.
The results of the inference on mock data is presented in
Fig. C.1, in plots similar to those of Appendix B. Similarly to
the case of the Gaia data samples S1–S8, the density close to the
mid-plane is anti-correlated with the density far from the Galac-
tic plane.
Appendix D: Control plots
In Figs. D.1–D.8, we show comparisons between model and data
for samples S1–S8. The adopted model in these figures is given
by the median values of population parameters in the inferred
posterior density.
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Fig. C.1. Inferred total dynamical matter density of mock data samples M1-M4, at heights 0, 50, and 120 pc above the Galactic plane. The
panels on the diagonal show one-dimensional projections of the posterior probability density of the eight samples. The other three panels show
two-dimensional projections of the posteriors, represented as 90 per cent highest posterior density regions. The dashed lines indicate the matter
densities of the model used to generate the data. Axis are shared between panels, apart from the vertical axis of the one-dimensional projections.
The legend applies to all panels.
In the left panel of these figures, we show the stellar object
number count in bins of height with respect to the Sun (z), which
is equal to the stellar number density times the effective area. The
effective area is the number count that would be observed if the
stellar number density was uniform, owing its shape to the sam-
ple shell volume. In the figure, the effective area is normalised
to be equal to the model curve in z = 0 pc. The data of this
panel is a histogram over the full data sample, where the height
is given by the angle b and observed parallax $ˆ, thus neglecting
observational errors.
In the right panel of these figures, we show the stellar object
number count in bins of vertical velocity with respect to the Sun
(w). This is for stellar objects that fulfil the following criteria:
|Zˆ| = |zˆ + Z| < 10 pc; σˆ$ < 0.2 mas; either an available radial
velocity measurement, or |b| < 5 degrees. For stellar objects that
have a radial velocity measurement, the velocity of that object is
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Table A.1. Gaussians mixture model component values of f‖(u, v):
weights ak, mean values gk, and covariance matrices Gk, where k =
{1, 2, 3, 4, 5}.
ak gk (km/s) Gk (km2/s2)
0.3069
−4.507−8.793

619.22 109.32109.32 157.74

0.2830
−19.516−15.941

487.11 102.97102.97 415.84

0.1954
−37.959−39.759

1202.66 −39.76−39.76 743.94

0.1836
 26.732−24.433

891.79 −2.29−2.29 352.43

0.0310
−11.800−75.144

6203.66 −303.22−303.22 4708.95

taken to be
w = kµ cos(b)
µˆb
$ˆ
+ sin(b) vˆRV , (D.1)
where kµ is the same unit conversion constant that is used in
Eq. (19). For stars without radial velocity, but |b| < 5 degrees,
the velocity is instead
w = kµ
µˆb
$ˆ
. (D.2)
As such, the vertical velocity is only shown for a subset of stellar
objects with small uncertainties, close to the Galactic plane. In
the full statistical model, the velocity information of all stars is
considered. The residuals, calculated for each separate bin, is
defined as
Residual =
Data −Model√
Model
. (D.3)
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Fig. D.1. Control plot for sample S1, comparing the inferred model with the data. The left panel shows the stellar number count as a function of
height with respect to the Sun. The right panel shows the vertical velocity distribution for stars close to the Galactic plane.
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Fig. D.2. Control plot for sample S2, comparing the inferred model with the data. The left panel shows the stellar number count as a function of
height with respect to the Sun. The right panel shows the vertical velocity distribution for stars close to the Galactic plane.
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Fig. D.3. Control plot for sample S3, comparing the inferred model with the data. The left panel shows the stellar number count as a function of
height with respect to the Sun. The right panel shows the vertical velocity distribution for stars close to the Galactic plane.
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Fig. D.4. Control plot for sample S4, comparing the inferred model with the data. The left panel shows the stellar number count as a function of
height with respect to the Sun. The right panel shows the vertical velocity distribution for stars close to the Galactic plane.
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Fig. D.5. Control plot for sample S5, comparing the inferred model with the data. The left panel shows the stellar number count as a function of
height with respect to the Sun. The right panel shows the vertical velocity distribution for stars close to the Galactic plane.
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Fig. D.6. Control plot for sample S6, comparing the inferred model with the data. The left panel shows the stellar number count as a function of
height with respect to the Sun. The right panel shows the vertical velocity distribution for stars close to the Galactic plane.
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Fig. D.7. Control plot for sample S7, comparing the inferred model with the data. The left panel shows the stellar number count as a function of
height with respect to the Sun. The right panel shows the vertical velocity distribution for stars close to the Galactic plane.
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Fig. D.8. Control plot for sample S8, comparing the inferred model with the data. The left panel shows the stellar number count as a function of
height with respect to the Sun. The right panel shows the vertical velocity distribution for stars close to the Galactic plane.
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