3D maps such as Google Earth and Apple Maps (3D mode), in which users can see and navigate in 3D models of real worlds, are widely available in current mobile and desktop environments. Users usually use a monitor for display and a keyboard/mouse for interaction. Head-mounted displays (HMDs) are currently attracting great attention from industry and consumers because they can provide an immersive virtual reality (VR) experience at an affordable cost. However, conventional keyboard and mouse interfaces decrease the level of immersion because the manipulation method does not resemble actual actions in reality, which often makes the traditional interface method inappropriate for the navigation of 3D maps in virtual environments. From this motivation, we design immersive gesture interfaces for the navigation of 3D maps which are suitable for HMD-based virtual environments. We also describe a simple algorithm to capture and recognize the gestures in real-time using a Kinect depth camera. We evaluated the usability of the proposed gesture interfaces and compared them with conventional keyboard and mouse-based interfaces. Results of the user study indicate that our gesture interfaces are preferable for obtaining a high level of immersion and fun in HMD-based virtual environments.
Introduction
Virtual reality (VR) is a technology which provides users with software-created virtual 3D environments that simulate physical presence of users to provide immersion [1] . A great deal of research has been performed to enhance the realism of VR by making the user's actual motion match the real-time interaction with virtual space [2, 3] . In 1968, Sutherland invented a head-mounted display (HMD), and other VR devices have since been developed to stimulate a user's vision and movement. e HMD, which is now a commonly used VR device, is a glasses-type monitor worn on the head. HMDs are currently attracting a huge amount of attention from industries and users since they provide the VR experience at an affordable cost. HMDs provide a high level of immersion through (i) a stereoscopic display, (ii) wide viewing angles, and (iii) head orientation tracking. Because of the above advantages, HMDs can be utilized in various fields such as education [4, 5] , medical treatment [5] [6] [7] , and entertainment. 3D maps [8] such as Google Earth [9] and Apple Maps (3D mode) allow users to see and navigate 3D models of real worlds in a map. With the recent development of automatic 3D reconstruction algorithm applied to satellite images and mobile environments, high-quality 3D maps of places have become accessible in a wide and ubiquitous way, such that any remote user can explore any place with great realism. However, in most of these cases, the 3D maps can be experienced on a two-dimensional flat screen. Research on virtual maps can also be used to visualize statistics regarding climate change and population density, or to display topographical maps, building drawings, and information in augmented reality.
is means that methods that utilize HMDs, rather than conventional monitors, for 3D map navigation are valuable.
However, since there is a limit to the sense of reality imparted by the HMD device, it is necessary for the user to adopt a technique to explore and perceive a virtual space just like a real space. Virtual reality programs running on a PC usually use traditional input devices such as a keyboard or a mouse, but this has the disadvantage that it does not match the behavior of the user in a virtual environment. Because computational speeds are limited, there is a time di erence between a user's movements in physical space and movement in the virtual environment. In a VR environment, the time di erence between the movement of the user and movement in the virtual space interferes with the immersion and causes dizziness [6, 10, 11] , consequently reducing interest. For this reason, research has been needed to increase the immersion and interest in VR by adjusting the input methods to directly match body movements. Also, in order to maximize the satisfaction of the user, an intuitive interface method for the user in the virtual space is required.
Accordingly, development of devices related to the operation interface has been actively carried out in order to compensate for the disadvantage caused by the relative inability to use conventional input/output devices in the VR environment. A device that recognizes the user's motion is a haptic-type device [12] , which is generally held in the hand, and the avatar in the virtual space has the ability to guide the user's desired motion naturally and without delay. For these reasons, joysticks or Nintendo Wiimote [13] [14] [15] [16] controllers have been developed as control devices that replace the keyboard. As a result, there are more and more cases where appliances that recognize the movement of the user and improve the accuracy of the operation are utilized in the game or the virtual space. However, there is a limitation in maximizing the gesture recognition and immersion using the whole body of the user based on the position sensor of the haptic device in the virtual space. From this motivation, we designed and implemented various realistic gesture interfaces that can recognize user's gestures in real-time using Kinect to re ect the user's movements in an HMD-based virtual environment. In addition, we measured the usability of the proposed gesture interface and the conventional control interface based on the keyboard and mouse, and compared the advantages and disadvantages of each interface through a user study. Figure 1 shows a user wearing an HMD using customized motion recognition system, while experiencing a given virtual environment.
In this paper, we design and implement immersive gesture interfaces that are recognized in real-time using the Kinect depth camera. e position of each joint is identi ed and analyzed to allow the gesture of the user in the virtual environment to re ect the actual physical gestures. e degree of user satisfaction, including the degree of interest and ease of use, was checked according to the manipulation method. e main contributions of our paper are as follows.
(i )We designed and implemented immersive gesture interfaces with integration of yover (bird, superman, and hand) and exploratory (zoom, rotation, and translation) navigation, which is recognized in real-time through the Kinect camera for HMDbased VR environments. (ii) We evaluated the usability of the proposed gesture interfaces and conventional keyboard/mouse-based interfaces with a user study. Various usability factors (e.g., immersion, accuracy, comfort, fun, nonfatigue, nondizziness, and overall satisfaction) were measured. (iii) We analyzed the advantages and disadvantages of each interface from the results of the user study.
As a result of the user study, it can be demonstrated that the users prefer the gesture interface to the keyboard and mouse interface in terms of immersion and fun. e keyboard interface received high marks for accuracy, convenience, and unobtrusiveness. ese results con rm that the method of manipulating a virtual environment a ects the usability and satisfaction regarding the experience of the virtual environment. e remainder of this paper is organized as follows. We discuss related papers in Section 2. e design and method of the proposed gesture interfaces are described in Section 3 and Section 4, respectively. Section 5 describes the user study design and the results of the user study. Section 6 discusses our conclusions.
Related Work
One of the main goals in VR research is to increase the sense of immersion. Mass-market HMDs are becoming popular because they can provide a high level of immersion at an affordable cost. With the emergence of a need for immersive movement control [17] , companies that produce HMD devices have recently been introducing game controllers with auxiliary functions (e.g., Oculus Touch) [18] . e HMD was initially invented by Ivan Sutherland in 1968 [19] , but it was initially di cult to commercialize for many reasons, including the high cost, heavy weight, space limitations for installation, and a poor display. e biggest problem was the limitation of the display technology [20] . HMDs are divided into two types, a desktop and a mobile VR, depending on the size of the image that can be processed and the complexity of the structure. Mobile VR is hosted and ultimately displayed on a mobile phone, and there is no real restriction on the range of movement because it is wireless.
HMD (Oculus Ri )
Bird gesture Depth camera (Kinect) Figure 1 : e virtual environment system implementation used in this paper. e user wearing the HMD (Oculus Rift CV1) performs an action similar to that of a bird, which the Kinect recognizes. In a virtual environment (Paris Town), the user feels immersed like a bird.
Recently, IT companies have been developing a variety of products by studying and developing interfaces for HMDs that provide high immersion and allow for smooth and seamless user interaction. Desktop VR is widely used for research purposes. As the computational power and display resolution of smartphones increase, companies have developed diverse content using Mobile VR, rather than Desktop VR platforms. As HMD technology has progressed, HMDs have been used in various fields such as education [5] , medical care [5] [6] [7] , and architecture. Kihara et al. [21] conducted a study and experiment on laparoscopic surgery using an HMD and verified the feasibility of using HMDs in the medical field. It is now possible to use an HMD to minimize laparotomy incisions, instead of using abdominal laparotomy or high-cost robotic surgery systems, in which a large scar may remain, with an increased risk of infection.
e surgeon wears an HMD, and the system provides a 3D image, depth map, and tactile feedback associated with the affected area, and performs a safe operation. In addition, varied research is being conducted to recognize the facial expressions of users using an HMD and to simulate these expressions in a virtual environment [22] .
Research on the interaction between humans and computers has been studied in earnest as soon as personal computers became available.
e HCI (human-computer interaction) [23] aims to allow people to use and communicate with a computer in a human-friendly manner. As the use of computers increases, HCI is carefully considered in the development of computer-user interfaces (UI) [24, 25] . For this purpose, a study has been conducted on an interface using body gestures rather than the conventional input devices [26] .
e main difference from previous HCI-related researches is that our approach focuses on improving the level of immersion in an HMD-based virtual environment for designing navigation interfaces in addition to other important usability factors such as the level of accuracy, fun, and comfort.
Humans have the ability to make emotional expressions using the body and to allow meaningful behaviors to take the place of language [24, 25] . Gesture recognition can be applied to various fields, such as sign language [6, 12] , rehabilitation [13, 15, 27] , and virtual reality, and is easy to utilize in computer applications. In particular, a meaningful gesture using the body refers to expressible behavior related to the physical movement of a finger, hand, arm, leg, head, face, or body. e main purpose of human gestures is to communicate meaningful information or to interact with the surrounding environment. However, since the various operations used for this purpose may overlap or have different meanings, it is necessary to sufficiently study the development of interface technology based on gesture recognition. Unlike existing keyboard and mouse input devices, it is necessary to search the body part using sensors and to recognize the operation after tracking the position [24, 25, 28] .
In particular, a device such as a joystick, which can be used as a substitute for a keyboard and a mouse, can be used to increase the user's sense of immersion. Since the effectiveness of the hand manipulation method has since been verified, controllers such as the Kinect [23, 26, 28, 29] and Leap motion [28, 30] have been released. As games and applications that can be experienced in a VR environment have been developed, it has been confirmed that the act of controlling the virtual space through the movement of the body plays an important role in making VR realistic and immersive. In addition, various methods for recognizing user's movements have been studied [31] [32] [33] .
As mentioned, the haptic-type device has been developed, held in the user's hand, in order to reflect the user's gestures in such a manner that the user can easily forget the difference between the virtual reality and the real world [12] . e keyboard, mouse, joystick, and similar traditional input devices can be used to move around in virtual space by holding the device with a hand or by wearing it. However, these conventional devices have limitations.
e haptic device increases the probability of accurately recognizing the user's motion, but it can limit the range of motion, and consistently wearing the haptic device can be troublesome [12] . In addition, it requires time to learn a formal haptic device operation method [34] , and it is insufficient to realize the virtual reality realistically because it is manipulated while holding it in the hand or wearing it directly.
For these reasons, in this paper we have developed immersive and intuitive gesture interfaces to control the navigation in a virtual environment for HMD users. In particular, we deployed simple algorithms to recognize natural gestures in real time. Preliminary results of this paper have appeared in [35, 36] . e main differences are the integration of gestures for flyover and exploratory (e.g., zoom/rotation/translation) navigation and a detailed description of the formal user study results.
Design of Immersive Gesture Interfaces
As the need for immersive interfaces to replace traditional input/output devices for HMD-based VR navigation increases, related research has been actively conducted. For this purpose, Microsoft Kinect, which contains a low-cost depth camera, can be used to track and recognize the user's body gestures in real-time and control navigation in the VR environment while wearing an HMD. We developed a VR software system, in which a user can experience a virtual reality through the Unity3D Engine that supports the simultaneous utilization of the Kinect and Oculus Rift. We also defined two types of immersive gesture interfaces, as well as conventional keyboard and mouse-based interfaces.
ere are six types of gesture interface methods that are proposed in this study. e proposed gesture interfaces that are recognized using the Kinect can be seen in detail in Figures 2 and 3 . e location of each joint and body skeleton segment that connects the joints are extracted using Kinect SDK, as shown in Figure 4 . ese are then used for the realtime recognition of gesture types and intensities.
Most people use their hands when accurately controlling objects, such as when driving a car or playing a PC game [25] . We considered a natural gesture interface that tracks the location and movement of hands since the keyboard and mouse are also hand-based input devices. Because the ratio of right-handed people is high in general, we defined gesture interfaces that primarily use a right hand [37, 38] . e
Mobile Information Systemsnavigation interface implemented in this paper de nes bird, superman, and hand gestures as ight mode operations [39] through the tracking of the user's movement with the Kinect. Our gesture interface also supports exploratory navigation features that are provided in Google Earth, such as zoom, rotation, and translation. For thousands of years, humans have dreamed of being able to y like a bird. Rheiner developed a VR simulator, called Birdly, in which a user can experience ying through the 3D space with the Oculus Rift [40] . e user can navigate the Birdly simulator using hands and arms making a waving action that pantomimes the movement of bird wings in 3D. However, since this simulator is bulky and requires signi cant production costs, it is burdensome for a general user to possess it at home. Also, ying in the sky like a supermanlike hero is hard to achieve. erefore, we implemented a new and superman-like motion interface to implement a gesture interface that is di cult to otherwise experience, giving users a surrogate satisfaction.
Flyover Navigation.
We aim to make certain that our gesture interfaces: (i) allow a simple and natural action for yover control that is similar to actual ying behavior, (ii) are recognized in real-time by a low-cost motion sensor, such as the Kinect depth camera, and (iii) enhance the degree of immersion, which is unique to the HMD-based virtual environment. For this purpose, we designed three gesture interfaces (i.e., bird, superman, and hand) for the yover navigation. e scales of these three gesture interfaces are di erent (i.e., bird > superman > hand) such that we can understand implicit relationship between usability properties and the scales. e detailed gestures for each interface are shown in Figures 2 and 3 , and can be described as follows.
Bird.
e user can adjust the direction by moving the body up, down, left, and right keeping the waist in the basic posture with both arms open, similar to bird wings. In the basic posture, both arms move up and down simultaneously to accelerate, and both arms can be stretched forward at the same time. Figure 2 , hold both hands on both sides of the face at the level of the shoulder line. Move the upper body in the direction to move. Move the body back and forth to go up and down, respectively. When a user wants to adjust the speed, the user can accelerate or decelerate by moving his or her right hand up or down, respectively.
Superman. As shown in

3.1.3.
Hand. Initially, the right hand is set as the reference point and the right hand is placed in the front of the body in a comfortable position, and then held at the initial reference position for 2-3 seconds. e user can manipulate the direction by moving his or her hands vertically or horizontally and can decelerate or accelerate the speed by moving the hand back or forth, respectively, as shown in Figure 3. Figure 3 shows the proposed gesture interface for 3D map navigation. e de ned gesture interface is based on Kinect recognition instead of using a keyboard and a mouse. It implements the operation of moving left/right/up/down, speeding up/down, zoom-in/out, rotation, and translation, which are typical features of the interface provided by Google Earth. e hand interface can be manipulated vertically and horizontally with the right-hand position as the reference point at the rst execution, and the hand is moved back and forth to adjust the speed.
Exploratory Navigation.
Zoom.
e user can control zoom-in or zoom-out, which allows seeing objects either closer or farther away. For the zoom in motion, both arms are stretched straight ahead and then the arms are opened outward. is action gives the feeling of enlarging the space while maintaining symmetry about the body. In an opposite manner, for the zoom out motion, both arms start out to both sides, and are brought together in front of the body, keeping the symmetry as both arms are collected in front of the body.
Rotation.
e user can rotate the screen in four directions. e user can think of the left hand as a globe and use the right hand to rotate it in the desired direction while holding the st with the left hand.
Translation.
is is an interface that allows one to move quickly to the desired location in the current VR environment and operates with the right hand only. e user has to move the right hand to the location to which he or she wishes to move and hold the st at that position. e 3D map is enlarged or reduced as the user pulls or pushes the hand in the direction he or she wants to move, using the position of the right hand holding the st as a reference point. e corresponding action of translating away from a location ends when the right hand with a st is fully extended, and the st is released. e zoom and translation interfaces are similar but operate on di erent principles and di er from the actual moving subjects. Zoom is a function to zoom in or out of the current VR environment, and the translation interface moves the map such that the user is closer to or farther from the user's starting point in the map. 
Recognition of Immersive Gesture Interfaces
In order to accurately recognize the meaningful behavior of the user, it is necessary to be able to track the position of the body features. Generally, there exist methods of learning to recognize body parts such as the face or hand in a photo, through Big Data Machine Learning [41] . However, it is difficult to recognize body parts in real-time because even using state-of-the-art algorithms optimized through machine learning, the classification of 3D body parts involves a nontrivial, potentially sickness-causing delay. e Kinect is a device that provides the ability to track a human joint using a depth camera. Skeleton points that are primarily used in this study include the human body parts of the hand, wrist, elbow, and shoulder. We also used a method to calculate the position of the center of the palm to accurately track the state of the hand (fist, palm, etc.) [42] .
We utilized the depth map captured by the Kinect infrared projector sensor and Kinect SDK modules to track the location of feature points and extract a skeleton from the human body that was captured in a depth map. For the recognition of gesture types and intensity in bird, superman, and hand interfaces, we define the left/right and up/down angles as shown in Table 1 .
We also utilized the Kinect to implement functions that Google Earth supports to navigate 3D maps. With Google Earth, one can perform zoom, rotate, and translate operations using the mouse and keyboard interface to navigate to the desired location in 3D models of buildings and terrain. While building a virtual environment for experiments, we implemented navigation functions that replace the traditional input devices, the mouse and keyboard functions.
Algorithm 1 describes the recognition of gesture interfaces and their magnitude defined in Figure 2 .
In order to change the user's left and right direction, the angle between the x-axis (line 1) and the straight line between both hands is compared (line 2), such that the left and right movement is possible (line 3-4). To move up and down, it is necessary to calculate the angle between the line connecting the y-axis and the body part (line 5), and compare the angle (line 6), such that the line can be moved up and down (line [7] [8] . If the result obtained by calculating the difference from the previously measured distance from the current reference point distance is greater than the acceleration threshold (line 10), then the speed is increased (line 11), and otherwise the speed decreases (line 12). We experimentally found that it was the best choice for setting horizontal and distance threshold to 0.4-0.7.
Algorithm 2 describes the rotation interface, defined in Figure 3 alongside the samples of zoom and translation interfaces. ese operations basically consist of only the values of x and y subtracted by the z value, when the difference between the right hand and the right shoulder is smaller than a predefined threshold (line 1), and the z coordinate should be 0. When rotation or translation occurs (line 3), the degree of the change is shifted by the difference of the right hand, which is changed from the position of the right hand (line 4). When moving in the virtual space, the position of the current right hand becomes the position of the reference hand (line 6-7). When we rotate based on the horizontal and vertical lines (line 9), the values of the horizontal line and the vertical line are added respectively (lines 9-11). e current rotation position is 0 (line 12); only the x-value and y-value are converted at that position (line 13). Figures 5-7 show details of the zoom, rotate, and translate interface algorithms for tracing joints of depth cameras. e red circle represents the state of the fisted hand, and the green circle represents the palm of the hand. e gray circle implies that some parts of the body may overlap, making it difficult to represent the exact position value.
User Study and Results
User Study Design.
For evaluation of our proposed interfaces and for a comparison, we developed VR software based on a 3D map and investigated user responses. We used two 3D datasets, a Grand Canyon model and a French Town 
CD � −D; (8) else CD � D; (9) else CD � 0; (10) if Distance -MD > SpeedUp (11) accelerate; (12) else if Distance -MD < SpeedDown (13) break;
ALGORITHM 1: Recognition of navigation gestures and their magnitude.
6 Mobile Information Systems model as our test virtual environments (Figure 8 ). We chose the Oculus Rift (Consumer Version 1) and Microsoft Kinect (Version 2) as the test HMD device and motion sensor, which are relatively affordable for the general public. e VR environment was tested on a desktop PC equipped with an Intel i7 3.6 GHz CPU and 16 GB main memory. e HMD-based VR software system for navigation was developed with Unity3D [43] . Our method for gesture recognition was developed using the Kinect SDK and Toolkit, distributed by Oculus and Microsoft. As a way to experience the environment for this user study, users could fly in the test virtual environments like birds and superman, and navigate using the right hand. We also made a scenario consisting of zoom, rotation, and translation navigations in the test.
e subjects were 23-to 31-year-old, 12 college students (10 males and 2 females) in the computer engineering department of our university. In order to confirm the clear difference between the existing interface and the proposed interfaces, we conducted a questionnaire to evaluate and quantify an experience index and usability score of each method. Experiments with HMDs were applied to the Grand Canyon model and French Town model, and experiments were conducted with six gesture interfaces and two interfaces based on the keyboard and mouse. For each participant who had never worn the HMD before or who complained of dizziness, we gave a rest period of 1 to 10 minutes between each experience depending on the degree of dizziness [11, 44] .
e purpose of this study is to identify the necessity of the gesture interfaces that are needed to replace the existing keyboard manipulation method, through studying the development of technology that can enhance the satisfaction of experiencing a virtual space. We designed the user study to analyze advantages and disadvantages of the proposed interface compared to traditional interface and to verify the significance of the results.
Experimental Results.
From the experiments, each of the 8 usability properties experienced in the two scenarios of the Grand Canyon and the French Town model (e.g., overall satisfaction, accuracy, ease of operation, comfort, immersion, and fun) were quantified in the questionnaire results. In Figure 9 , we can see a picture of the average scores for the user's overall satisfaction with the above-mentioned 8 properties evaluated with scores ranging from 1 to 5. e graph starts from the middle (i.e., score 3) because it can better show whether it belongs to good (i.e., to the right from middle) or bad (i.e., to the left from middle) scores. Overall, the degree of fun was the highest, and the scores of other properties were generally good but subjects experienced significant dizziness when using the gesture interfaces.
e results obtained from the Grand Canyon and the Village model differed slightly. e bird interface scored high in the overall satisfaction, and the hand interface scored relatively high in the accuracy. e keyboard and mouse are the easiest to operate and can be redirected with fewer movements, resulting in greater convenience, nonfatigue, and nondizziness.
e bird and hand interface is difficult to (5) RotHV (add.Rot.x * 100, add.Rot.y * 100); (6) else Rotation � true; (7) cRH � RH; (8) else Rotation � false; (9) RotHV (Ho, Ver) (10) cRotH +� Ho; (11) cRotV +� Ver; (12) Rot.(cRotV, 0, 0); (13) Rot.(0, −cRotH, 0); ALGORITHM 2: Rotation interface.
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manipulate, but has a high score on the degree of fun and immersion. Fifty-eight percent of students prefer to use gesture interfaces that use both hands at the same time, rather than to use one hand. Sixty-seven percent of students responded that it was better to use gesture interface rather than the keyboard and mouse interface. In addition to this, 92% of students liked to wear and experience the HMD instead of the monitor when asked what kind of screen o ers better realism. In order to verify the signi cance of the experiments conducted in this paper, a one-way ANOVA and Sche é tests were performed, and the signi cance was veri ed in Figure 9 . e signi cance level between each interface and the evaluation items was less than 0.05 for the remaining seven items except satisfaction. At the signi cance level of 5% (Sig. < 0.05), the null hypothesis was rejected and the alternative hypothesis was adopted. us, it is justi able that the di erence of usability between the proposed and existing interfaces is signi cant. As a result, there was a signi cant di erence in accuracy between the device interface and superman (Sig. 0.002), gesture interface (Sig. 0.006), bird (Sig. 0.017), di erence between hand (Sig. 0.007) and device interface (Sig. 0.000). In the easiness factor, there was a di erence between superman interface and hand (Sig. 0.011) and device interface (Sig. 0.000).
e immersion factor showed signi cant di erences between device interface and gesture interface (Sig. 0.001), superman (Sig. 0.000), bird (Sig. 0.000) and between ZRT (zoom, rotation, and translation) interface and bird interface (Sig. 0.035). In the interest, there was a di erence between device and bird interface (Sig. 0.006). We observed that the keyboard interface has a higher score in terms of accuracy, comfort, and easiness, compared to gesture interfaces. On the contrary, the di erence in the gap of scores between the gesture and keyboard interfaces is very large in the factors of immersion and interest.
In Figure 10 , we can see that the two virtual map environments, Grand Canyon and French Town, a ect user preference. Overall, the user's score for the two virtual map environments did not appear to be signi cant, but the overall satisfaction of the hand interface was very high in the Grand Canyon, while the overall satisfaction of the Superman interface was the lowest. However, in the French Town, the overall satisfaction with the hand interface and the interface using the keyboard and mouse was the highest, and the overall satisfaction scores of the rest of the interfaces were similar.
Since the sample size (i.e., 12 participants) is relatively small and test scenarios are rather simple, further research (5) High (5) High (5) High (5) High (5) High (5) High (5) High (5) High (5) Low (1) Low (1) Low (1) Low (1) Low (1) Low (1) Low (1) Low ( Mobile Information Systems can be necessary to generalize and verify the usability of our method.
Conclusion
e results of this study indicate that the method of gesture recognition through body motion can provide a higher level of immersion than the conventional keyboard/mouse method. Since users experience an interface with which they are not familiar, it is necessary to learn the operation method and have time to adapt before the rst execution. However, after a very short learning period, users were able to experience virtual reality more e ectively. It is desirable to use the Kinect-based gesture interface for a higher level of immersion and fun. However, with long periods of VR use, users tend to become easily tired, and further research must be conducted to overcome this drawback. e results of this study show that it is more interesting and fun for the user to use his or her body to manipulate 3D space and navigate 3D environments, but the interface method can be di erent according to the type of scenario space. Considering the level of immersion and interest, it is necessary to research intuitive methods to perform operations that can easily make future human/computer VR interactions more easy and natural. Combination of gestures and speech recognition techniques can improve the usability of control interfaces. Hence, we also consider the hybrid approach as a future research topic.
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