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  INTRODUCTION 
 
   It has often been remarked that the straightforward use 
of computers to simply relicate manual processes may not 
always be the best approach to computerisation and 
automation in any field.  In order to examine the possible 
consequences of this in the computerisation of cost 
engineering activities it is necessary to consider in 
greater depth of the underlying concepts and structures of 
construction cost/price estimating techniques (CCPETS) 
generally.  Two recent independent analyses (Newton, 1989; 
Skitmore, 1989) aimed at classifying CCPETS have arrived at 
quite different results, indicating the lack of a 
theoretical basis and the need for more work in this area. 
 
   The aim of this paper is to develop some of the more 
obvious ideas contained in this work, in terms of the 
perceived present structure of estimating systems as they 
have evolved from older manual approaches, into a generic 
model of CCPETS for use (a) in providing an initial 
theoretical structure for understanding the fundamental 
nature of existing CCPETS, (b) to enable the identification 
of potential new CCPETS, and particularly (c) as an aid to 
selecting the most appropriate CCPET for a particular 
estimating task. 
 
 
 A GENERAL MODEL 
 
   A convenient starting point is the basic building blocks 
of all formal CCPETS - items, quantities, and rates -  
which suggests an appropriate model in the form 
 
 
      P = q1r1 + q2r2 + ... + qnrn                 (1) 
 
 
or more concisely 
 
          n 
      P = Σ qiri                                   (2) 
          i=1  
 
where P represents the total cost/price, q and r are the 
item quantities and rates respectively, and the subscripts 
(i=1,2, ... ,n) denote the items involved, with n being the 
total number of items. 
 
   Viewed in this way, the calculation of P is seen to 
depend on two main factors, (1) identification of the 
items, i, and (2) estimation of the parameter values, q and 
r.  This implies that the accuracy of estimates of P are 
dependent solely on the combined accuracy of these two 
factors. 
 
   The ramifications of this rather obvious conclusion are 
very far reaching indeed especially in the choice of 
appropriate CCPETS. 
 
   The emphasis in standard texts is on the accuracy of 
item quantities as the determining criterion for CCPETS 
selection, on the principle that all estimates must contain 
near perfect item quantity estimates.  What is clear from 
the foregoing argument however is that the accuracy of item 
rates should also be taken into account.  Very accurate 
quantities combined with very inaccurate rates for example 
may well produce less accurate total estimates than fairly 
accurate quantities combined with fairly accurate rates. 
 
   Another possibility is that the use of greater numbers 
of items may result in accuracy improvements, even when 
combined with inaccurate quantities and rates.  Indeed 
there are some strong statistical arguments in favour of 
just this approach (Beeston, 1983). 
 
   The implications for computer aided estimating centre on 
the processes by which these items, quantities and rates 
are generated. 
 
   The next section describes some of the relatively recent 
advances in these fields. 
 
 
 
 ESTIMATE GENERATION 
 
Item generation/identification 
 
   The standard manual approach to item generation is 
prescribed at length in many text books on the subject.  
These may be either 'work in place' (product) or resource 
(process) based. 
 
   'Product' based methods.  UK practice is dominated by 
various product based 'Standard Methods' of measurement 
which are usually set within the legal framework of the 
construction contract.  Modern computer 'taking off' 
systems use a 'menu' approach, which requires the user to 
select items from a menu provided by the computer - an 
essentially manual process.  Several computer systems 
currently perform this function either semi automatically 
(eg. CalculixTM) for a full range of building types, or 
fully automatically (eg. Holes and Thomas, 1982) for a 
restricted range of 'system' type designs. 
 
   Problems however start to occur when design information 
is incomplete, a frequent occurrence in UK practice.  In 
this situation, a popular manual approach is to generate 
items by making an informed guess at the likely design 
decisions in advance of their being made.  An automated 
version of this approach is the ELSIE expert system 
(Brandon et al, 1988) which is capable of assuming such 
design features as the number of storeys, type of H&V 
system, etc., from very basic design data. 
 
   'Process' based methods.  Several process based item 
generating systems are currently under development 
(Hendrickson et al, 1987; Bremdal, 1987; Ibbs and De La 
Garza, 1988; Navinchandra et al, 1988; Alshawi and Jagger, 
1989) using expert systems technology, although very few 
are available commercially as yet.  Some of these systems 
attempt to generate plans of construction' site activities 
from basic design data, usually in the form of 'elemental' 
information concerning walls, floors, roofs, etc.  Compared 
with product based systems such as ELSIE, these advanced 
process based methods are essentially second generation 
systems, relying on (1) the conversion of design data into 
elemental format, and (2) the conversion of this elemental 
data into production activities for subsequent scheduling. 
 
Quantity generation 
 
   Quantity generation is perhaps the easiest task of the 
three considered here, certainly for a computer.  
Digitizers, provide the simplest form of mechanisation but 
of course they need a literally big helping hand from the 
user. All the item generators mentioned above have quantity 
generation, although ELSIE is the only system which makes 
informed guesses of this nature. 
 
   Some early work on automatic quantity generation from 
drawings is by coordinate referencing (Ferry, 1970) 
although this was restricted to concrete work.  Recent 
developments in CAD estimating however suggests this to be 
a major growth area. 
 
   Another type of quantity generator for process based 
estimates is the stochastic simulation system (Bennett and 
Ormerod, 1984) in which time quantities are obtained by 
repeated random sampling from either empirical or 
subjective probability distributions.  The need for the 
user to input estimates of the distribution parameters 
makes this less than a fully automated system, but the 
facility to model uncertainties in this way makes the 
system unique as a quantity generator. 
 
 
Rate generation 
 
   The most popular form of manual rate generator is the 
product or process based 'price book' or data base, where 
the estimator simply matches the item description in his 
take off with an identical one in his data base.  The 
problems with this approach are well known.  Costs for 
identical products and processes vary from project to 
project depending on a host of circumstances, and contract 
prices are influenced greatly by work loads and general 
market conditions. 
 
   Despite a substantial amount of research in the UK at 
least, very little progress has been made to establish a 
suitably reliable mechanism for generating item rates.  
This has lead to a greater current emphasis on the 
investigation and modelling of reliability itself usually 
through stochastic simulation of product based rates (eg. 
Wilson, 1982; Baxendale, 1984). 
 
   A further problem is that cost-price databases are as 
yet insufficiently comprehensive to allow fully automated 
of rate generation.  What seems to be needed is a set of 
algorithms that will generate rates without having to build 
a vast database.  The little research on this problem that 
has been done to date is encouraging and suggests that 
fairly accurate rates (ie similar to standard 'product' 
type price books) may be generated with a relatively small 
data base (Skitmore and Smith, 1989). 
 
 
 QUALITY OF ESTIMATES 
 
   Before considering the combined effects of the 
reliability of the three estimate components outlined above 
- items, quantities and rates - on overall project 
estimates, some mention should be made of the known factors 
that influence the quality of estimates generally.  In a 
previous paper (Skitmore and Tan, 1988) five types of 
influences were introduced (1) the type of project, (2) the 
information used, (3) the technique used, (4) the estimator 
himself, and (5) the feedback system.  Each of these five 
influences will have an effect on each of the three 
estimate components. 
 
   Remembering that we are concerned here with estimate 
reliability or accuracy rather than estimate generation, 
Table 1 summarises some of the connections that have been 
made.  The availability of information concerning a new 
project clearly affects the reliability of item selection 
and its quantity.  Little is known however of the effect of 
the characteristics of the project, estimator or feedback 
on the reliability of item and quantity generation. 
 
   The reliability of item rates, on the other hand, are 
known to be significantly effected by the characteristics 
of the projects (eg. rates for office blocks are more 
variable than, say, factories), information (eg. out of 
date cost data bases are less reliable than current 
databases), estimators (different estimators have different 
views on the most appropriate rates), and feedback (better 
feedback is usually considered to provide more accurate 
rates). 
 
   The effect of estimating techniques on the reliability 
of the estimate components is a little different.  As it is 
normally recommended to use a technique which fits the 
information available, item selection and quantity 
generation is considered to be totally accurate, the only 
source of inaccuracy being in the rate.  This immediately 
suggests an anomaly - why should the technique, of all 
influences, be different?  In my view, there is no 
theoretical reason why this should be the case.  The 
attempt to reduce risks in the technique by restricting the 
use of the technique to apparently non risk situations, 
although a good practical expedient considered in 
isolation, is certainly questionable when the estimating 
process is considered as a whole. 
 
   To consider the situation as a whole involves the 
examination of the combined effects of the influencing 
factors - projects, information, techniques, estimators, 
and feedback systems - on the combined estimate components 
- items, quantities, and rates.  Of course this is not an 
easy task as there are 5x3=15 combinations of influencing 
factors and estimate components even assuming they are 
independent.  To take into account interdependencies would 
involve a further (5+3)=8 factorial (40320) possibilities, 
a logistically impossible empirical investigation! 
 
   For the moment we will consider just one set of 
combinations - product based techniques, information, and 
the total estimate.  Figure 1 shows the well known 
relationship between the level of information known about a 
project and the average estimating error in terms of the 
percentage difference between pretender estimates and 
lowest bid received.  Here the average error reduces 
asymptotically with the provision of further information. 
 
   However, it is apparent that the estimating technique 
changes stepwise as the level of information becomes 
appropriate to that technique.  Figure 2 shows the 
situation.  The more cruder techniques such as the UNIT 
method are used where design information is minimal, but 
progressively increasing in accuracy as more information 
becomes available.  As further information is received, the 
estimator switches to a more refined technique such as the 
FLOOR AREA method, which again produces increasingly 
accurate estimates with further information.  This then 
switches to an even more refined technique such as 
APPROXIMATE QUANTITIES, with similar effects.  Finally the 
BILL of QUANTITIES (BQ) provides the most accurate of all 
product based techniques, but still dependent on the level 
of information provided.  As a result, the smooth curve 
shown in Figure 1 is seen to be really more a series of 
discrete smaller sub-curves, each related to the technique 
used. 
 
   Of course we have very little data which allows us to 
predict the accuracy of a technique if it was used outside 
its usual information level range.  Conventional wisdom 
suggests that each technique is used optimally (Figure 3) 
so that the best possible accuracy is obtained commensurate 
with the level of information available.  By extrapolating 
the sub-curves outside the usual range of application, the 
optimal range is denoted at the crossing points of the 
curves. 
 
   An alternative view is that shown in Figure 4 which 
suggests that, with more optimistic extrapolation, 
techniques normally associated with high levels of 
information may be optimal much earlier than is currently 
imagined. 
 
   The lack of data on the subject certainly restricts our 
judgement on the choice between Figures 3 or 4 at present, 
although it is clearly an empirical issue that can be 
tackled experimentally, if not in practice. 
 
   At this moment we have to rely on analyses at the 
estimate component level as illustrated in Figure 5.  This 
shows the accuracy of rates (R1, R2, R3, R4) and quantities 
(Q1, Q2, Q3, Q4) for the UNIT, AREA, APPROXIMATE 
QUANTITIES, and BILL of QUANTITIES techniques respectively. 
 The accuracy of the rates for each technique can be 
treated as constant irrespective of the level of 
information, hence their representation as horizontal lines 
in the diagram.  The accuracy of the quantities however, 
generally unknown outside the usual field of application, 
are shown here as smooth shallow curves.  The crucial 
combination of the two components - rates and quantities - 
is all that remains. 
 
   Some suggestions have been made recently (Gilmore and 
Skitmore, 1989) concerning the discrete nature of the 
various estimating techniques used in practice and the 
resulting discontinuities between techniques and associated 
rate data bases.  Considered at the limit, it is now 
certainly technologically possible  to conceive a system 
which automatically generates process based estimates 
directly from minimal design information (Marston and 
Skitmore, 1990).  As yet we have no evidence of the 
reliability of estimates that may be produced by such a 
system but, if approached in a non deterministic way, 
reliability measures will be easy to obtain. 
 
 
 EVALUATION 
 
   Supposing all the estimating techniques were currently 
being used at all levels of information, how could each 
technique be assessed for reliability?  Standard multiple 
regression analysis (MRA) provides one approach.  As 
discussed above, analysis of this kind is greatly inhibited 
by logistical problems created by the vast number of 
possible combinations involved.  Fortunately, MRA has the 
capability of variable reduction by statistically 
identifying 'significant' and non 'significant' effects.  
Omitting non 'significant' variables form the equation 
should lead to a fairly simple equation of the kind: 
 
 
E = a1+a2T1+a3E2+...+anTn-1+an+1I+an+2J1+an+3J2+...+...etc 
 
 
where E is the expected error of the estimate, A1, A2, etc 
are the estimate techniques, I is the level of information 
available, J1, J2 etc are the type of project, etc.  
Therefore, given the estimate technique, level of 
information, type of project, etc., it should be possible 
to predict the likely resulting error. 
 
   Depending on the measure of accuracy used (eg. 
percentage error, mean deviation, root mean square, 
standard deviation, coefficient of variation), the 
prediction may be one of bias or consistency.  In general, 
consistency is harder to handle than bias, but iterative 
methods are available if required. 
 
 
 CONCLUSION 
 
   The main conclusion of this analysis is to urge the use 
of various estimating techniques, especially detailed 
estimating techniques, in different circumstances to those 
currently recommended.  The use of computers means that a 
battery of techniques may be applied to the same estimate 
at very low cost to the estimator.  Our research in expert 
systems shows that assumed items and quantities do not 
necessarily result in poorer estimates than the usual early 
stage, or conceptual, estimating techniques.  The reason is 
that detailed estimating techniques use more reliable rates 
which, when combined with even very approximate quantities, 
may still produce reasonably accurate results. 
 
   The title of the paper suggests that the selection of 
the 'best' estimating technique is possible and of 
interest.  Though by no means a simple task in itself, an 
approach has been outlined which may make this possible.  
By inputting the type of project, level of information 
available, the estimator, and the feedback system used, it 
is theoretically feasible to predict which technique will 
give the 'best' figure.  Furthermore, if, instead of one 
estimate, several estimates are generated, each with an 
indication of its reliability, it should be possible to 
devise a means of combining estimates to one that is even 
more reliable than those generated initially. 
 
   More importantly however, for researchers in the field, 
the approach described should lead to a better and more 
analytical treatment of the subject by standard empirical 
research methods. 
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   Table 1:  Estimate components and influences 
 
----------------------------------------------------- 
Influence      Component 
          ----------------------------------- 
       Item  Quantity       Rate 
----------------------------------------------------- 
Project    ?     ?      X 
 
Information   X     X     X 
 
Technique   O     O     X 
 
Estimator   ?     ?     X 
 
Feedback   ?     ?     X 
----------------------------------------------------- 
 
