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We derive universal upper estimates for model-prediction error under moderate but otherwise unknown model uncer-
tainty. Our estimates give upper bounds on the leading order trajectory-uncertainty arising along model trajectories,
solely as functions of the invariants of the known Cauchy-Green strain tensor of the model. Our bounds turn out to
be optimal, which means that they cannot be improved for general systems. The quantity relating the leading-order
trajectory-uncertainty to the model uncertainty is the Model Sensitivity, which we find to be a useful tool for a quick
global assessment of the impact of modeling uncertainties in various domains of the phase space. Examining the expec-
tation that Finite-Time Lyapunov Exponents capture sensitivity to modeling errors, we show that this does not generally
follow. However, we find indication that certain ridges of FTLE may persist in the MS field.
We present a method of sensitivity analysis for general
dynamical systems, subjected to deterministic or stochas-
tic modeling uncertainty. Using the properties of the un-
perturbed dynamics, we derive a universal bound for the
leading-order prediction error. This bound motivates the
definition of the Model Sensitivity, a scalar quantity, de-
pending on the initial condition and time. We demon-
strate, using nonlinear numerical models that the Model
Sensitivity provides both a global view over the phase
space of the dynamical system and in some situations, a
localized, time-dependent predictor of uncertainties along
trajectories. We find that the phase-space structure of
the Model Sensitivity (MS) is related, but not identical to
that of the Finite-Time Lyapunov Exponents (FTLE). We
formulate conditions under which robust features of the
FTLE field are expected to also be seen in the MS field.
I. INTRODUCTION
One of the challenges in modeling real-world phenomena is
uncertainties that enter the model formulation. Depending on
the context, these can arise as a result of incomplete or noisy
data, uncertainty in the mathematical model, or even the error
introduced by numerical algorithms. Here we seek to bound
the impact of these uncertainties on specific model trajecto-
ries utilizing minimal information on the modeling errors but
substantial information on the internal dynamics of the known
model.
A range of approaches exist to assess the impact of model
uncertainty. One such approach, response theory, originates
from statistical physics, where a central question was an equi-
librium system’s response to infinitesimal perturbations. Un-
der a (possibly time-dependent) perturbation to a Hamiltonian
system, Kubo’s formula1 establishes a link between the ex-
pected value of the linear-order response and certain quanti-
ties of the unperturbed system. This linear response theory
was generalized to systems with uniform hyperbolicity. With
this assumption, Ruelle’s work put the theory on a rigorous
foundation, providing formulas for the asymptotic expansion
of the invariant measure2 of the perturbed system. Numerical
evidence shows3–5 that linear response can be observed even
in systems that are not strictly uniformly hyperbolic. In partic-
ular, in the field of climate science, response theory has been
successfully used to assess the various possible scenarios of
anthropogenic climate change6–9.
For general dynamical systems, an additional source of
uncertainty is also present: sensitivity to initial conditions.
This means that a small error in the system’s initial condi-
tion grows exponentially, governed by the largest Lyapunov
exponent10,11. A common illustration of this phenomenon is
weather prediction, in which long term predictions are impos-
sible due to the exponential error-growth. Considerable effort
has gone into assessing these difficulties, for example, by as-
similating real-world observations into model prediction12–14,
or by using ensemble methods6,15–17 to obtain a statistical
characterization.
Another important question is the sensitivity of model pre-
dictions to slight changes in the model parameters18,19. This
sensitivity is often characterized by the derivatives of an ob-
servable (a function of the model variables) with respect to
those parameters20–24. While response theory studies the sys-
tem’s behavior under external influence, sensitivity analysis
seeks to assess prediction errors under modeling uncertainty.
To reduce the computational cost, the sensitivity is often
computed from the linearized dynamics (tangent method)23,24
along a reference trajectory.
Usually, the observed quantity is an infinite-time average
computed along trajectories. Direct calculations need to uti-
lize sufficiently long Monte Carlo simulations of the full
model and finite difference approximations for the deriva-
tive. In this case, the tangent method generally results in
asymptotically unbounded sensitivities, which do not match
the bounded ones computed directly20,21. As noted in Ref. 22,
the issue comes from exchanging two limits: the sensitivity of
an infinite-time average is the derivative of the infinite-time
average, while the tangent method calculates the infinite-time
average of a derivative.
It has been suspected that similarly to sensitivity with re-
spect to initial conditions, sensitivity with respect to param-
eters is also governed by the largest Lyapunov exponent of
the underlying trajectory. This is supported by numerical
results20, but can also be intuitively understood: the differ-
ential equation that describes the growth of perturbations to
initial conditions has the same homogeneous part as the one
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2describing error growth due to parameter changes23,24.
To circumvent this problem of unbounded averages, the
ensemble method calculates the sensitivity over shorter time
intervals for several randomly selected trajectories using
the linearized dynamics. Then, the true sensitivity of the
infinite-time average can be approximated by the ensemble
average20,21.
For ergodic systems, the least-squares shadowing
method23–26 offers an alternative calculation of the true
parameter sensitivity of an infinite-time average. Instead of
solving the tangent equation, the method looks for a nearby
shadowing trajectory which has a uniformly bounded distance
from the reference trajectory. Practically, this means that a
nonlinear optimization problem has to be solved. Solving
the linearized version of this problem, it is possible to obtain
meaningful sensitivities24, even for chaotic systems23. The
method was also implemented in turbulent fluid dynamical
simulations25. Further improvements on calculating sensitiv-
ities for chaotic systems take advantage of unstable periodic
orbits26.
In contrast to the methods mentioned above, we focus here
on finite-time predictions and their uncertainties, as opposed
to infinite-time averages. This is motivated by the fact that
certain models may not be defined for infinite times, or the
infinite time averages may not be accurate representations of
the system17.
We derive universal bounds on the sensitivity of model pre-
dictions under small modeling errors. Our estimates only as-
sume the knowledge of a general bound on the model errors,
yet yield trajectory-specific bounds for the model-prediction
errors. These bounds provide a granular assessment of the
impact of modeling errors, depending only on the known lo-
cal dynamics of the phase space in the absence of model un-
certainties. We relate the arising model sensitivities to Finite
Time Lyapunov Exponents (FTLE) and their ridges27, and
hence to Lagrangian Coherent Structures (LCS)28, which are
organizing structures in the idealized model’s phase space. We
find that in general, the ridges FTLE do not signal the pres-
ence of a ridge in the model sensitivity. However, we for-
mulate a plausible condition under which a correspondence is
expected.
We also extend the analysis to cases when both determin-
istic and stochastic uncertainties are present. We show that
assuming multiplicative Gaussian noise, the expectation value
of the observation error can be bounded by an asymptotic for-
mula, analogous to the purely deterministic case. All these
estimates even turn out to be optimal: we give examples in
which the inequalities become equalities. In addition, through
numerical examples of models that represent various levels of
complexity, we show that the bounds developed for the obser-
vation error hold for surprisingly large modeling uncertainties
too.
II. SET-UP
We first consider a parametrized family of deterministic dif-
ferential equations
x˙= f0(x, t)+εg(x, t,ε) x∈U ⊂Rn, t ∈ [t0, t1], 0≤ ε 1
(II.1)
where both f0 and g are assumed to be smooth functions of
their arguments. Trajectories of this equation are of the form
x(t; t0,x0,ε), which are as smooth in their arguments as f is.
We can think of εg(x, t;ε) as a family of perturbations repre-
senting errors to a known model system
x˙ = f0(x, t), (II.2)
our “best understanding” of the given problem. The perturba-
tions of the form εg(x, t;ε) represent the modeling uncertainty
of the underlying problem, such as a systematic bias with spa-
tial and temporal dependence. We assume that this term is
bounded in norm.
We are interested in how trajectories change under changes
in the parameter ε. While the exact nature of the family
εg(x, t;ε) is generally unknown for ε > 0, we still seek to
assess the leading-order uncertainty of trajectories in case an
overall bound on ε|g(x, t;ε)| is available. We call this leading-
order uncertainty the model-sensitivity of the trajectory with
respect to the parameter ε .
We will show that even for completely general systems,
there exists a bound on the leading-order uncertainty, which
can, in practice, be even used to bound the proper trajectory
uncertainty.
Next, we will assume stochastic model uncertainty by
adding a white-noise-driven stochastic process in the pertur-
bation to the known vector field f0. This translates into a
stochastic differential equation of the form
dxt = f0(xt , t)dt+ εg(xt , t,ε)dt+ εσ(xt,t)dWt , (II.3)
x ∈U ⊂ Rn, t ∈ [t0, t1], 0≤ ε  1.
The SDE is understood in terms of the Itô interpretation,
where Wt is an n-dimensional Wiener-process and σ(xt , t) is
the covariance matrix. The coefficient functions in (II.3) will
be assumed to satisfy additional assumptions that guarantee
the existence of a strong solution to the equation. These types
of stochastic perturbations represent either random errors in
the model or unresolved effects.
III. DETERMINISTIC MODEL SENSITIVITY
Traditionally, model sensitivity refers to the change in an
observable under changes in the model equations, usually
through parameters. Here, we take the observable to be simply
the model trajectory itself.
3A. Influence of deterministic uncertainty
Let us first assume that (II.1) holds, generating a flow-map
F tt0 : U →U,
x0 7→ x(t, t0,x0;ε). (III.1)
To assess the effect of a slight change in ε , we consider the
norm of the difference between the idealized model trajectory
x0(t) := x(t, t0,x0;0) (III.2)
and the real one (with ε 6= 0)
xε(t) := x(t, t0,x0;ε) (III.3)
starting from the same initial condition. This trajectory un-
certainty is given by
|x(t, t0,x0;0)− x(t, t0,x0;ε)|= |x0(t)− xε(t)|. (III.4)
By classic results on ordinary differential equations, the
flow map F tt0 is as smooth in the parameter ε as is the vec-
tor field f0+ εg, and hence can also be Taylor-expanded in ε .
This gives the leading-order trajectory uncertainty as
ε
∣∣∣∣∂xε(t)∂ε
∣∣∣∣
ε=0
= ε|η(t, t0,x0)|. (III.5)
The vector η , which is the derivative of the flow-map
with respect to ε , obeys the (inhomogeneous) equation of
variations29, also called the tangent model19 of II.1:
η˙ = ∇ f0
(
x0(t)
)
η+g
(
x0(t), t;0
)
,
η(t0; t0,x0) = 0. (III.6)
The solution of this initial value problem is
η(t; t0,x0) =
∫ t
t0
φ ts
(
x0(s)
)
g
(
x0(s),s;0
)
ds, (III.7)
where the deformation gradient, φ tt0(x0) = ∇F
t
t0(x0), is the
normalized fundamental matrix solution of the equation of
variations
η˙ = ∇ f0
(
x0(t), t
)
η , (III.8)
i.e., the homogeneous part of the linear system of ordinary
differential equations (III.6).
Therefore, the leading-order change to a trajectory x0(t)
due to changes in the model is
ε |η(t; t0,x0)|= ε
∣∣∣∣∫ tt0 φ ts (x0(s))g(x0(s),s;0) ds
∣∣∣∣ .
(III.9)
This quantity can be bounded from above as
ε |η(t; t0,x0)| ≤ ε
∫ t
t0
∣∣φ ts (x0(s))g(x0(s),s;0)∣∣ ds
≤
∫ t
t0
∥∥φ ts (x0(s))∥∥∣∣εg(x0(s),s;0)∣∣ ds
≤ ε
∫ t
t0
∥∥φ ts (x0(s))∥∥ ds∥∥g(x0(s),s;0)∥∥∞
≤ ε
∫ t
t0
√
Λts (x0(s))ds
∥∥g(x0(s),s;0)∥∥∞ ,
(III.10)
where || · ||∞ refers to the supremum norm and Λts
(
x0(s)
)
de-
notes the largest eigenvalue of the (right) Cauchy–Green strain
tensor Cts
(
x0(s)
)
=
[
φ ts
(
x0(s)
)]T φ ts (x0(s)). In other words,√
Λts (x0(s)) is the largest singular value of φ ts
(
x0(s)
)
.
Let
∆∞(x0, t) : = ε
∥∥g(x0( ·), · ;0)∥∥∞ = (III.11)
= ε max
s∈[t0,t]
∣∣g(x0(s),s;0)∣∣
denote the maximal leading-order model uncertainty along
the trajectory x0(t) of the idealized model (II.2). With this no-
tation, let us define the leading-order trajectory uncertainty at
any time instant t ∈ [t0, t1] as
δ (x0, t) := ε |η(t; t0,x0)| ≤
∫ t
t0
√
Λts (x0(s))ds∆∞(x0, t).
(III.12)
For any finite k∈N+, we also define the corresponding time
averaged leading-order trajectory uncertainty as the temporal
Lk norm of δ (x0, t):
δk(x0) := ‖δ (x0, t)‖Lk = ε k
√∫ t1
t0
[η(t; t0,x0)]k dt. (III.13)
To obtain a uniform bound for δk(x0) over the time interval
[t0, t1], we can simply let k→ ∞ and find that
δ∞(x0) := ‖δ (x0, t)‖∞ = ε max
t∈[t0,t1]
|η(t, t0,x0;0)| . (III.14)
Similarly, for the maximal leading-order model uncertainty,
we can set
∆∞(x0) := ε max
s∈[t0,t]
∆∞(x0,s) = ε max
s∈[t0,t1]
∣∣g(x0(s),s;0)∣∣ .
(III.15)
Then, by Eq. (III.10), the trajectory uncertainty δk(x0) can be
estimated from above as
δk(x0) = ε k
√∫ t1
t0
[η(t; t0,x0)]k dt
≤ ∆∞(x0, t)
∥∥∥∥∫ tt0
√
Λts (x0(s))ds
∥∥∥∥
Lk
. (III.16)
4Taking the supremum norm of both sides gives
δ∞(x0)≤ ∆∞(x0, t1) max
t∈[t0,t1]
∫ t
t0
√
Λts (x0(s))ds. (III.17)
Note that, the upper bound
∫ t
t0
√
Λts (x0(s))ds∆∞(x0, t) is
generally not a monotone function of t. This implies that in
order to evaluate the right hand side of (III.17), one needs to
compute the integral involved for all time instants in [t0, t1].
In conclusion, the estimate (III.12) shows that the leading-
order trajectory uncertainty under modeling errors can be es-
timated from above by a measure of sensitivity with respect to
initial conditions within the model.
Remark 1. Recall that sensitivity with respect to initial condi-
tions over a time interval [s, t] is typically characterized by the
finite-time Lyapunov exponent (or FTLE)27, given by
FTLEts
(
x0(s)
)
=
1
t− s log
√
Λts (x0(s)). (III.18)
With this in mind, our uncertainty estimate can be rewritten
as a functional of the FTLE field as follows:
δ (x0, t)≤ ∆∞(x0, t)
∫ t
t0
exp
[
(t− s)FTLEts
(
x0(s)
)]
ds.
(III.19)
Remark 2. The calculation of the integral in (III.12) can also
be done in backward time, which is sometimes more conve-
nient. Following the results on the smallest eigenvalue of the
Cauchy-Green strain tensor30, we note that√
Λts (x0(s)) =
1√
λmin [Cst (x0(t))]
(III.20)
and hence∫ t
t0
√
Λts (x0(s))ds =
∣∣∣∣∣
∫ t0
t
1√
λmin [Cst (x0)]
∣∣∣∣∣ . (III.21)
Numerically, formula (III.21) requires the evaluation of
the integral of the square-root of the largest eigenvalue of
backward-time Cauchy–Green strain tensor Cst
(
x0(t)
)
, com-
puted over [t,s], with s decreasing from t to t0. This can
be computed by finite-differencing along backward-time tra-
jectories starting from a regular grid at time t, back to time
t0. The advantage of this approach is that the Cauchy-Green
strain tensor is always calculated for the same initial point dur-
ing integration. However, this point is the time-t position of
the idealized model trajectory. To obtain the bound as a func-
tion of the time-t0 position, one needs to map the values back
from time t to time t0 with the idealized flow-map.
With the above estimates, we can now bound the leading-
order trajectory uncertainty of the dynamical system. Most
methods currently available for calculating sensitivity mea-
sures need additional assumptions, such as the existence of an
invariant measure2, ergodicity23,24 or a specific form of the
modeling errors (to run direct simulations). While these often
give precise predictions on the value of the sensitivity, they are
not applicable to typical dynamical systems. In contrast, the
inequality (III.12) holds for all dynamical systems of the form
(II.1). In addition, we can also use it to formulate a bound on
the proper (not only leading order) uncertainty in the dynami-
cal system’s trajectories.
Theorem 1 (Universal bound on trajectory uncertainty). Con-
sider the dynamical system defined over a finite time interval
[t0, t1], and on a compact domain U ⊂ Rn, by (II.1). Denote
by x0(t) the idealized model’s solution (III.2), starting from x0
at t0. Similarly, let xε(t) be the true solution (III.3), belonging
to an arbitrary ε 6= 0, starting from the same initial condition.
Then, for any δ > 0 small enough, there exists ε0 > 0, such
that for ε < ε0 the following inequality holds for all t ∈ [t0, t1]
and x0 ∈U
|xε(t)− x0(t)| ≤
(∫ t
t0
√
Λts (x0(s))ds +δ
)
∆∞(x0, t).
(III.22)
Proof. See Appendix VIII A.
Our Theorem 1 provides a bound for small values of ε ,
that is computable numerically and holds for any time instant
in the time interval and any initial condition in the domain.
At first, the dependence on a finite δ may seem problematic.
However, we note that for small enough ε , the size-δ correc-
tion can be made arbitrarily small. Our numerical findings
indicate that (III.22) tends to be satisfied even for δ = 0.
The inequality (III.22) gives an upper bound for the maxi-
mal possible error between the idealized model solution and
the real one. Available bounds in the literature31,32 either
require knowledge of the perturbed trajectory itself or intro-
duce Gronwall-type estimates that vastly overestimate the er-
ror, due to their universality in space and time.
For example, assume that in system (II.1), f0 satisfies the
Lipschitz condition with Lipschitz constant L and the per-
turbation εg(x, t) is uniformly bounded by a constant M =
max∆∞. We then obtain |xε(t)−x0(t)| ≤ ML (eL(t−t0)−1) from
the classic Gronwall-lemma33. This is a rigorous but highly
conservative upper bound on the trajectory uncertainty, as
seen from a direct comparison with (III.22).
To illustrate the difference between the two estimates, con-
sider the classic damped-forced Duffing-oscillator
x˙ = y, (III.23)
y˙ = x− x3−δy+Acos t,
with δ = 0.15 and A = 0.3. For these parameter values,
the system has a global attractor34, contained in the region
U = [−1.5,1.5]× [−1.5,1.5]. Using this fact, we choose the
global Lipschitz-constant L = 2 over this bounded domain for
the idealized system. We consider a model error term of the
form εg(x, t) = (0,ε sin(ωpt)), representing a high-frequency
deterministic perturbation to system (III.23). For this choice
of perturbation, we can select the uniform bound M = ε for
the model error.
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FIG. 1. Comparison of uncertainty estimates, applied to system
III.23. The dashed-dotted curve shows the phase-space distance be-
tween the idealized model solution and the real one, started from the
same initial condition (0.15,0.4), with ε = 0.01 and ωp = 10. The
red curve is the bound obtained from the leading-order bound in in-
equality (III.12). The blue curve is the Gronwall-type, rigorous upper
bound, defined by ML (e
Lt −1), with M = ε and L = 2.
As seen in Fig 1, both the Gronwall-type estimate and the
leading-order bound of (III.12) substantially overestimate the
actual distance between the true and the idealized model tra-
jectories. However, while the Gronwall-estimate suggests an
overall exponential increase for all trajectories starting in U ,
our leading-order bound (IV.12) depends on the unperturbed
trajectory, providing a tighter estimate on the trajectory uncer-
tainty.
IV. STOCHASTIC MODEL SENSITIVITY
It is often reasonable to assume a stochastic model error as
one of the sources of uncertainty in the model. In that case,
trajectories obey the following stochastic differential equation
(SDE)
x˙ = f0(x, t)+ εg(x, t,ε)+ εσ(x, t)ξ (t). (IV.1)
The uncertainty comes from a white-noise process ξ and
f0,g,σ are smooth functions. Equation (IV.1) can be inter-
preted in the Itô-sense as
dxt = f0(xt , t)dt+ εg(xt , t,ε)dt+ εσ(xt,t)dWt , (IV.2)
on a probability space (Ω,F ,P), with Wt being an n-
dimensional Wiener process, f : Rn× [t0, t1]×R→ Rn is the
deterministic part of the SDE, and σ(·, ·) :Rn× [t0, t1]→Rn×n
is the covariance matrix of the noise. Both f and σ are as-
sumed to be measurable, smooth functions of their arguments.
Our goal is to characterize the leading-order deviation of
the solution process xt of (IV.2) from the solution of the ide-
alized model (ε = 0). Note that the idealized model dynamics
is given by the ODE (II.2), for all realizations ω ∈ Ω of the
noise. To achieve such a characterization, we develop an up-
per estimate similar to (III.17). We first state the necessary
and sufficient conditions for the existence of a solution pro-
cess xt , derive the SDE governing the leading-order trajectory
uncertainty (a stochastic analog to the equation of variations),
and give bounds on the expected value of the norm of its so-
lutions.
Assume that there exist constants C,D > 0, such that for all
x,y ∈ Rn, t ∈ [t0, t1] and small enough ε > 0, we have
| f0(x, t)+ εg(x, t,ε)|+ |εσ(x, t)| ≤C(1+ |x|),
| f0(x, t)+ εg(x, t,ε)− f0(y, t)− εg(y, t,ε)|
+|εσ(x, t)− εσ(y, t)| ≤ D|x− y|.
(IV.3)
Then, Equation (IV.2) along with the deterministic ini-
tial condition xt=t0 = x0 has a unique solution xt which is
adapted to the filtration generated by Ws for s ≤ t. In addi-
tion, E
(∫ t1
t0 |xt |2dt
)
< ∞ holds and the sample paths of the
solution xt(ω) are continuous35.The following theorem pro-
vides an analogue of the equation of variations (III.8) in the
stochastic setting.
Theorem 2 (Small noise expansion). Assume that the coeffi-
cients in (IV.2) have bounded and measurable partial deriva-
tives up to second order. Then, there exists ε¯ > 0, such that
for ε < ε¯ the solution xεt can be written as
xεt = x
0
t + εηt + ε
2R2(t,ε), (IV.4)
with the same notation as we had in (III.6), but now with ηt
denoting a stochastic process. The remainder term, R2(t,ε),
is bounded in the mean-squared sense, i.e., there exists K > 0,
such that
sup
t∈[t0,t1]
[
E |R2(t,ε)|2
]
≤ K. (IV.5)
The coefficients x0t and ηt satisfy the system of stochastic
differential equations
dx0t = f0
(
x0t , t
)
dt, x0t=t0 = x0, (IV.6)
dηt =∇ f0
(
x0t , t
)
ηtdt
+g
(
x0t , t;0
)
dt+σ
(
x0t , t
)
dWt ,
ηt=t0 =0. (IV.7)
Proof. This result is the application of the small-noise expan-
sion of stochastic differential equations36–38, which is anal-
ogous to the equation of variations for ordinary differential
equations. The proof is essentially the extension of the known
result for the vector-valued, autonomous case39, to also allow
for nonautonomous and parameter-dependent SDE-s. For de-
tails, see Appendix VIII B.
Remark 3. The zeroth-order SDE in ε , Eq. (IV.6), is precisely
the idealized model. Hence, the solution process x0t is deter-
ministic and could be also written as x0t ≡ x0(t).
6Theorem 3. Let φ tt0(x0) be the normalized fundamental ma-
trix solution to (III.8). Then, ηt defined as the solution to the
linear SDE (IV.7), is an Ornstein-Uhlenbeck process that can
be written as
ηt =
∫ t
t0
φ ts
(
x0s
)
g
(
x0s ,s
)
ds+
∫ t
t0
φ ts
(
x0s
)
σ
(
x0s ,s
)
dWs. (IV.8)
Proof. This result is well-known for scalar stochastic differen-
tial equations. The extension to our multi-dimensional setting
is given in Appendix VIII C.
Following this result, let N(t) = ||ηt || denote the norm of
the vector valued stochastic process ηt , which measures the
leading-order trajectory uncertainty arising from both deter-
ministic and stochastic modeling errors. The leading-order
trajectory uncertainty is then εN(t). Using formula (IV.8) for
ηt , we can define the deterministic term (Nd), the stochastic
term (Ns) and the mixed term (Nm) of this leading-order tra-
jectory uncertainty. To remain consistent with the notation of
Section III, we have the deterministic term δ (x0, t) = εNd(t).
The full expression for N2(t) is:
N(t)2 (IV.9)
=
(∫ t
t0
φ ts
(
x0s
)
g
(
x0s ,s
)
ds+
∫ t
t0
φ ts
(
x0s
)
σ
(
x0s ,s
)
dWs
)2
=
(∫ t
t0
φ ts
(
x0s
)
g
(
x0s ,s
)
ds
)2
+
(∫ t
t0
φ ts
(
x0s
)
σ
(
x0s ,s
)
dWs
)2
+2
(∫ t
t0
φ ts
(
x0s
)
σ
(
x0s ,s
)
dWs
)(∫ t
t0
φ ts
(
x0s
)
g
(
x0s ,s
)
ds
)
=Nd(t)2+Ns(t)2+2Nm(t)
Formula (IV.9) allows us to formulate a stochastic extension
of Theorem 1, which applies even in the stochastic setting.
The quantity to be estimated is now the mean-square of the
leading-order trajectory uncertainty.
Theorem 4 (Bound on the mean-squared leading-order tra-
jectory uncertainty). The leading-order trajectory uncertainty
can be bounded in the mean-square sense as
ε2E
[
N(t)2
]≤(∫ t
t0
√
Λts (x0s )ds
)2
∆2∞(x0, t) (IV.10)
+
∫ t
t0
tr
[
Cts
(
x0s
)]
ds∆σ∞(x0, t),
where we have introduced the notation ∆σ∞(x0, t) =
ε2 maxs∈[t0,t] tr
[
σ
(
x0s ,s
)T σ (x0s ,s)].
Proof. The proof consists of a computation of the expected
values of N2s and Nm, since N
2
d is purely deterministic and was
already computed before. The details of the proof are given in
Appendix VIII D.
Note that if the model has no stochastic error, i.e.,
σ(x, t) ≡ 0, Theorem 4 gives N(t) = Nd and ∆σ∞(x0, t) ≡ 0,
yielding the upper estimate εE [N(t)] = εN(t) = δ (x0, t) ≤
∫ t
t0
√
Λts (x0s )ds∆∞(x0, t). This is consistent with the upper
bound derived in Section III.
Rearranging expression (IV.10), we obtain a quantity, com-
puted in terms of the idealized model and the relative strength
of errors (deterministic or stochastic). We refer to this quan-
tity as Model Sensitivity (MS), defined as
MStt0(x0;r) :=
(∫ t
t0
√
Λts (x0s )ds
)2
+ r
∫ t
t0
tr[Cts
(
x0s
)
]ds,
(IV.11)
where r := ∆σ∞(x0, t)/∆2∞(x0, t) is the ratio characterizing the
relative importance of the stochastic modeling errors. By cal-
culating MStt0 for several initial conditions in a phase-space
region of interest, we can quickly identify locations of high
sensitivity to modeling errors. By Theorem 4, these locations
are expected to show higher uncertainty.
Moreover, by Theorem 4, the leading order trajectory un-
certainty is related to MS, in the mean-square sense, by
ε2E[N(t)2]≤MStt0(x0;r)∆2∞(x0, t). (IV.12)
In other words, MS is the coefficient relating the leading or-
der mean-squared trajectory uncertainty to the modeling un-
certainty.
As in the purely deterministic case, we obtain a theorem
that relates (MStt0) to the proper trajectory uncertainty.
Theorem 5 (Universal bound on the mean-squared trajectory
uncertainty). Consider the stochastic dynamical system de-
fined over a finite time interval [t0, t1] and on a compact do-
main U ⊂ Rn, by the SDE (IV.2). Then, for any δ > 0 there
exists an ε0 > 0, such that for ε < ε0 the following inequality
holds for all t ∈ [t0, t1] and x0 ∈U:√
E(|xεt − x0(t)|2)≤ ∆∞(x0, t)
(√
MStt0(x0,r)+δ
)
.
(IV.13)
Proof. See Appendix VIII E.
By Theorem 5, the bound on the mean-squared leading-
order trajectory uncertainty is extended to the actual mean-
squared trajectory uncertainty, for small enough ε . Then, the
MS can be used to calculate a time-dependent upper bound on
the trajectory uncertainty, which will be true for any perturba-
tion of size ∆∞, assuming a ratio of r between stochastic and
deterministic modeling errors.
We also note that in practice, the bound (IV.13) tends to be
satisfied even without including the size-δ correction (simi-
larly to Theorem 1). This means that the much simpler ex-
pression of Theorem 4 can be used to assess the mean-squared
trajectory uncertainty. In the next section, we demonstrate this
fact on a few examples.
V. COMPUTATION OF TRAJECTORY UNCERTAINTY
ESTIMATES
We start by an explicit calculation of MS for linear systems.
Within this class of systems, we can find examples proving
7the optimality of our estimates. Consider the constant co-
efficient linear stochastic differential equation, driven by an
n−dimensional Wiener-process Wt ,
dxt = Axt dt+ εbdt+ εσ dWt , x,b ∈ Rn, A,σ ∈ Rn×n.
(V.1)
Here, b is a (constant) deterministic perturbation vector, σ
is the covariance matrix of the noise and ε ≥ 0 controls the
size of the perturbation.
To calculate the MS, we use formula (IV.11), with
∆∞ = ε|b| ∆σ∞ = ε2||σ ||2F . (V.2)
The equation of variations of system (V.1) is simply φ˙ tt0 =
Aφ tt0 , which gives φ
t
t0 = e
A(t−t0) for the flow-map gradient.
Then, by formula (IV.11), MS is
MStt0 =
(∫ t
t0
√
Λ
[(
eA(t−s)
)T eA(t−s)]ds)2
+
||σ ||2F
|b|2
∫ t
t0
tr
[(
eA(t−s)
)T
eA(t−s)
]
ds. (V.3)
From this, we can obtain the bound on the leading-order
trajectory uncertainty after multiplying by ε2|b|2.
On the other hand, we can calculate the trajectory uncer-
tainty directly. The idealized system (with ε = 0) has the gen-
eral solution x0t = eAtx0, while the solution to the perturbed
problem is the stochastic process35
xt = eAtx0+ ε
∫ t
t0
eA(t−s)bds+ ε
∫ t
t0
eA(t−s)σdWs. (V.4)
The mean-square of the difference between the idealized
model solution, and the real solution is
E(|xεt −x0t |2)
= ε2
(∫ t
t0
eA(t−s)bds
)2
+ ε2E
(∫ t
t0
eA(t−s)σdWs
)2
= ε2
(∫ t
t0
eA(t−s)bds
)2
+ ε2
∫ t
t0
||eA(t−s)σ ||2F ds. (V.5)
Here, we used that the expected value of the mixed term is
zero and the expression for the second integral follows from
Itô’s isometry.
An immediate consequence of this calculation is the opti-
mality of Theorem 4. If system (V.1) is a scalar equation,
xt ∈ R,A,σ ,b ∈ R, then once we evaluate the integrals, we
obtain
E(|xεt − x0t |2) =
ε2b2
A2
(
eA(t−t0)−1
)2
+
ε2σ2
2A
(e2A(t−t0)−1)
= ε2b2MStt0 . (V.6)
This shows that Theorem 4 is optimal: the bound it provides
cannot be strengthened for general systems.
A. Numerical examples
Example 1. The Duffing oscillator
To illustrate our main results, we apply formula (IV.12) to
two models of differring complexity. First, let us consider
once again the damped-driven Duffing oscillator, defined by
(III.23). In the presence of a deterministic, time-periodic per-
turbation, the trajectory uncertainty was already shown in Fig.
1. To assess the sensitivity to general, possibly stochastic per-
turbations, we first calculate MStt0 and display it on a uniform
grid over the domain U = [−1.5,1.5]× [−1.5,1.5], for two
time intervals of interest, [0,2pi] and [0,4pi]. This calculation
only requires knowledge of the idealized system and the rela-
tive magnitude of modeling errors. For the calculation of the
Cauchy-Green strain tensor, we use finite differences, over a
secondary grid40 to increase accuracy.
MS fields are shown in Fig. 2. We now assume a spe-
cific modeling error that contains both a deterministic and a
stochastic component. The equations then are SDEs, which
read as
dxt = ydt, (V.7)
dyt = (xt − x3t −δyt +Acos t)dt+ ε sin(ωpt)dt+ εdWt .
In this case, both types of errors are assumed to be of norm ε ,
that is, ∆2∞ = ∆σ∞ = ε2, with ωp = 10.
We compare the bound (IV.12) on the leading-order tra-
jectory uncertainty, obtained from MS, with the actual ob-
served mean-squared trajectory uncertainty at select initial
conditions. We calculate the mean-squared trajectory uncer-
tainty from 2000 realizations of the stochastic process defined
by (V.7). For the solution of the SDE, an Euler-Maruyama
scheme is used. The phase-space locations of the initial con-
ditions considered are marked in Fig. 2.
The estimated upper bounds on the trajectory uncertainties
are shown in the three panels of Fig. 3. For all three ini-
tial conditions, we see that the bound on the expected mean-
squared trajectory uncertainty is confirmed. The upper bound
only has predictive power over shorter time intervals because
of the overall growth of MS. However, we also note that in
practice, this relevant time interval is still longer than what
we would consider relevant for a rigorous, Gronwall-type es-
timate. See Fig. 1 for a comparison in the purely deterministic
case (exponentially growing Gronwall-type estimates also ex-
ist for stochastic modeling errors35).
As noted earlier for the calculation of MStt0(x0,r), as well as
for the leading-order trajectory uncertainty, we did not make
any assumptions on the form of the modeling errors. For this
reason, given one specific instance of modeling errors and two
points x(1)0 and x
(2)
0 , the relation
MStt0
(
x(1)0 ,r
)
< MStt0
(
x(2)0 ,r
)
(V.8)
does not imply that the actual trajectory uncertainty will be
greater in x(2)0 than in x
(1)
0 . Instead, what we can conclude
from (V.8), is that the dynamics at x(1)0 is such, that it can
allow higher trajectory uncertainty than at x(2)0 .
8FIG. 2. Model sensitivity (MS) for the Duffing oscillator under both
deterministic and stochastic modeling errors. The value of the MS
is obtained from formula (IV.11), applied to system (III.23) with
parameters δ = 0.15, A = 0.3. Both the deterministic model error
and the noise is assumed to have amplitude ε , that is ∆∞(x, t) = ε ,
∆σ∞(x, t) = ε2, with ε = 0.01. In the upper panel, the time interval of
interest is [0,2pi], while in the lower panel, it is [0,4pi]. Light blue
dots mark the starting points of the trajectories relevant for Fig. 3.
Example 2. The Charney- DeVore model
Next, we turn to a higher-dimensional model41. It is
demonstrated in Ref. 42, that a six dimensional reduced order
model for barotropic flow over topography admits multiple
equilibria, and can even exhibit tipping transitions between
them. Therefore, the Charney-DeVore41 model is expected
to show highly unstable transient behavior43, which results in
high sensitivity with respect to perturbations. The dynamical
equations are
x˙1 = γ˜1x3−C(x1− x∗1),
x˙2 =−(α1x1−β1)x3−Cx2−δ1x4x6,
x˙3 = (α1x1−β1)x2− γ1x1−Cx3+δ1x4x5,
x˙4 = γ˜2x6−C(x4− x∗4)+λ (x2x6− x3x5),
x˙5 =−(α2x1−β2)x6−Cx5−δ2x4x3, (V.9)
x˙6 = (α2x1−β2)x5− γ2x4−Cx6+δ2x4x2.
The coefficients αm, βm, γm, δm are defined by
αm =
8
√
2
pi
m2
4m2−1
b2+m2−1
b2+m2
, βm =
βb2
b2+m2
,
δm =
64
√
2
15pi
b2−m2+1
b2+m2
, γ˜m = γ
4m
4m2−1
√
2b
pi
,
λ =
16
√
2
5pi
, γm = γ
4m3
4m2−1
√
2b
pi(b2+m2)
. (V.10)
As in Refs. 42 and 43, we set the parameters, to
correspond to the multistable regime: (x∗1,x
∗
4,C,β ,γ,b) =
(0.95,−0.76095,0.1,1.25,0.2,0.5).
The MStt0 field is shown in Fig. 4 along a few slices of phase
space. Similarly to the low-dimensional Duffing oscillator, the
phase space of the Charney-DeVore model also exhibits high
variability for MS.
Although we cannot show the complete MS field in this
high-dimensional phase space, this example demonstrates
how our method remains applicable in higher-dimensional
systems. Even in this lower-dimensional representation, we
can distinguish structures, with particularly high sensitivity to
perturbations over the chosen time scale.
Next, we fix a modeling error to the equations (V.9) in the
form
g(x, t) = b0 sin(k ·x)cos(ωpt), |b0|= 1, σ = 1√
6
I.
(V.11)
This represents a deterministic modeling error that is periodic
in both time and space. In addition, each coordinate is per-
turbed by an independent Wiener-process.
The vector b0 is of unit length and has components b0 =
(0.310,0.376,0.476,0.478,0.281,0.479). The wave vector is
k = (1.815,1.905,1.127,1.913,1.632,1.097), ωp = 10. With
this choice of the parameters, the magnitude of the pertur-
bations is once again ∆2∞(x0, t) = ε2|b0|2 = ε2 and ∆σ∞ =
ε2tr σTσ = ε2, r = 1.
A comparison of the bound on the mean-squared leading-
order trajectory uncertainty and the actual measured mean-
squared trajectory uncertainty is shown in Fig. 5. Here, one
of the initial conditions is chosen to lie on a steep ridge of MS
(left column), while the other is chosen from a region with
lower values (right column). The results show that the bound
on the mean-squared leading-order trajectory uncertainty is
respected for both initial conditions, in a wide range of ε .
While the actual mean-squared trajectory uncertainty is over-
estimated for the interval [0,15] (by a factor of around 10),
the insets of Fig. 5 show that the bound is relatively tight over
shorter time intervals.
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FIG. 3. Square of the difference between the idealized model solutions and the perturbed solutions to the Duffing-system (V.7). The grey
curves show the error along a few sample paths, the black curve is the mean-squared error computed from 2000 sample paths. The red
curve is the upper bound on the mean-squared leading-order trajectory uncertainty, defined by MStt0(x0,r)∆
2
∞(x0, t). The modeling errors
are detailed in the text, ∆2∞ = ε2 with ε = 0.01 and r = 1. The initial conditions are: left panel: x0 = (−0.8253,−0.48795), middle panel:
x0 = (−1.0904,−0.87349), right panel: x0 = (0.70482,−0.24699)
FIG. 4. Model sensitivity (MS), computed for the Charney-DeVore model (V.9). The parameter values used are given in the text, the time
interval is t0 = 0, t = 15. The ratio of the importance of stochastic and deterministic modeling errors was set to r = 1. The figures show
different two-dimensional slices of the six-dimensional phase space. Light blue dots mark the starting points of the trajectories relevant for
Fig. 5.
VI. GEOMETRIC STRUCTURE OF THE MODEL
SENSITIVITY
Geometric descriptions of uncertainty in dynamical sys-
tems involve the finite-time Lyapunov exponent. This quan-
tity describes the growth rate of infinitesimal perturbations to
initial conditions. Ridges of the FTLE field often signal re-
pelling material surfaces in the phase space28. Under further
assumptions44, one can rigorously conclude the presence of a
repelling hyperbolic LCS from an FTLE ridge.
Our results show, that the FTLE field in itself is not suffi-
cient to characterize sensitivity to modeling errors in dynam-
ical systems. By Theorem 4, one needs to integrate the time
dependent FTLE field over the time interval of interest, to ob-
tain MS. Regardless, the two fields are clearly related.
For purely deterministic perturbations, let us denote the
maximal eigenvalue of the Cauchy-Green strain tensor, com-
puted over [s, t] at the point x0 by
Λs,t(x0, t0) = Λts
(
Fst0(x0)
)
, (VI.1)
where Fst0(x0) is the flow-map of the idealized model (II.2).
Specifically, with this notation, we can write the FTLE as
FTLEtt0(x0) =
log
√
Λt0,t(x0, t0)
t− t0 . (VI.2)
We will use quantity Λs,t to connect features of the MS
field to those of the FTLE field. Such a connection is already
suggested by Fig. 6, which compares the FTLE field of the
Charney-DeVore model to the field
1
2(t− t0) logMS
t
t0(x0,r) (VI.3)
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FIG. 5. Square of the difference between the idealized and the
real solutions to the Charney-DeVore model. Grey lines show
the squared error along sample paths, the black curve is the av-
erage computed from 1000 sample paths. The red curve is the
upper bound on the mean-squared leading-order trajectory uncer-
tainty. The time interval [0,5] is magnified in the insets. The tra-
jectories start from the point x(1)0 = (0,−0.012048,0,−2.4217,0,0)
[x(2)0 = (2.1084,0,0,−1.5904,0,0)] in the left [right] column. The
magnitude of the perturbations is ε , which is indicated above the
panels. r = 1.
of the same model. That is, we display MS on a similar scale
as the FTLE for a better comparison. This scale will be justi-
fied later.
The figure shows that the main features of the FTLE field
are also found in the MS field, if they are compared over the
same time interval. Specifically, the main organizers of the
dynamics, the FTLE-ridges, tend to persist in the MS field. A
closer look reveals, however, that this is not always the case.
For example, in the region around (x1 = 2.5,x4 =−1.5), finer
ridges of the FTLE field disappear in the MS field.
To analyze this phenomenon, we adopt the following defi-
nition of a ridge from Ref. 45.
Definition 1. Let f : Rn → R be a smooth function and
M ⊂ Rn a compact, codimension-one manifold with a bound-
ary ∂M. The manifold M is a ridge of the scalar field f if both
M and ∂M are normally attracting invariant manifolds for the
gradient system
x˙ = ∇ f (x). (VI.4)
The term normally attracting invariant manifold46 refers to
an invariant manifold for which contraction along the mani-
fold is dominated by contraction normal to it. This allows the
use of results that guarantee the persistence of ridges under
small perturbations to the scalar field f .
To find a condition relating the MS- and FTLE-ridges, we
assume that the deterministic modeling error in (IV.11) is the
only contributor to MS, that is, MStt0(x0,r) with r = 0. In this
case, we can write
MStt0(x0,0) =
(∫ t
t0
√
Λs,t(x0, t0)ds
)2
= Λt0,t(x0, t0)
(∫ t
t0
√
Λs,t(x0, t0)
Λt0,t(x0, t0)
ds
)2
. (VI.5)
Taking the logarithm and using expression (III.18) for the
FTLE field, we obtain
logMStt0(x0,0)
2(t− t0) = FTLE
t
t0(x0)+
1
t− t0 log
∫ t
t0
√
Λs,t(x0, t0)
Λt0,t(x0, t0)
ds.
(VI.6)
Equation (VI.6) shows that we are able to write the appro-
priately scaled MS field as a perturbation of the FTLE field.
The difference between the MS and FTLE fields is shown in
Fig. 7, which suggests the values of the two fields differ sub-
stantially, even at the location of the persisting ridge. We con-
clude that in general, ridges of the MS field are different from
those of the FTLE field. As seen from (VI.6), the MS field
must be treated as a finite-size-perturbation to the FTLE field:
the persistence results of Ref. 45 do not apply.
The general results on persistence of normally hyperbolic
invariant manifolds45,46 state that for a ridge of a scalar field
f0(x0) to persist in the field f (x0), the appropriate gradient
vector fields in (VI.4) must be C1-θ close, for θ small enough.
In our setting, this translates into a condition on the gradient
of the difference field, defined by (VI.6). This indicates that
ridges of the FTLE field, along which
sup
x0∈V
∥∥∥∥∥∇ 1t− t0 log
∫ t
t0
√
Λs,t(x0, t0)
Λt0,t(x0, t0)
ds
∥∥∥∥∥≤ θ ,
sup
x0∈V
∥∥∥∥∥∇2 1t− t0 log
∫ t
t0
√
Λs,t(x0, t0)
Λt0,t(x0, t0)
ds
∥∥∥∥∥≤ θ , (VI.7)
holds for θ sufficiently small, are expected to be close to
ridges of the scalar field
logMStt0 (x0,0)
2(t−t0) .
VII. CONCLUSIONS
We have investigated the effect of modeling uncertainties
on trajectories of a dynamical system. Under general smooth-
ness assumptions, in a deterministic setting, we derived a
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FIG. 6. Comparison between FTLE and MS fields for the Charney-DeVore model. The scalar fields are shown for the time interval [0,15],
over the x1− x4 plane. In the left panel, the FTLE field, while in the right panel, the field 12(t−t0) logMS
t
t0(x0,0) is plotted.
FIG. 7. Difference between the MS and the FTLE fields in the
Charney-DeVore model. The quantity
logMStt0 (x0,0)
2(t−t0) −FTLE
t
t0(x0) is
shown over the x1− x4 plane, for the time interval [0,15].
bound on the leading order trajectory uncertainty which can
be computed using the idealized model dynamics and assum-
ing a bound on the magnitude of the modeling error. Our
upper bound depends on the eigenvalues of an appropriate
Cauchy-Green strain tensor of the idealized model, allowing
for a location-specific assessment of trajectory uncertainty in
the phase space.
We have also generalized our result to the case of stochas-
tic modeling errors. In that setting, we have introduced the
Model Sensitivity (MS), a coefficient relating the modeling un-
certainty to the bound of the mean-squared leading-order tra-
jectory uncertainty. This MS is computed solely in terms of
the idealized, deterministic dynamics as a general functional
of the invariants of the Cauchy-Green strain tensor. As a con-
sequence, we do not need to assume any specific form for the
modeling errors to quickly assess their effects. Contrary to
prior, statistical and data based methods, MS quantifies tra-
jectory sensitivity based on the dynamical properties of the
known model.
We have also shown that our bounds on the leading order
trajectory uncertainty are optimal. Specifically, for a class
of linear systems, we gave an example in which the mean-
squared trajectory uncertainty was exactly equal to the prod-
uct of the MS and the modeling uncertainty. Therefore, for
general systems satisfying our smoothness assumptions, our
bounds cannot be improved.
On numerical examples, we showed that the MS field can
exhibit complex structure in the phase space, which allows us
to distinguish particularly sensitive regions. We have shown
that the MS fields, in general, are similar to the FTLE fields,
which are often used to characterize instability in phase space.
This is in line with the usual reasoning, that the instabilities
within a dynamical system typically grow with the rate of the
largest Lyapunov exponent. Our results make this argument
precise, by pointing out the exact relationship between MS
and FTLE. In particular, we find that not all features of the
FTLE field persist in the MS field.
The sensitivity analysis developed here becomes more com-
putationally intensive for higher-dimensional dynamical sys-
tems. Indeed, the calculation of the Cauchy-Green strain
tensor becomes problematic for even a few hundred dimen-
sions. This could be improved by using approximate methods
such as OTD (Optimally Time Dependent) modes43 which en-
able the calculation of the dominant Cauchy-Green eigenvalue
with much less effort. This approach could give useful results
even for certain climate models, for which sensitivity analysis
is critical.
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VIII. APPENDIX
A. Proof of Theorem 1
The trajectory uncertainty, based on a power-series expan-
sion, is∣∣x0(t)− xε(t)∣∣= |εη(t, t0,x0)+O(ε2)|. (VIII.1)
This can be bounded by
|εη(t, t0,x0)+O(ε2)| ≤ ε|η(t, t0,x0)|+ |O(ε2)|, (VIII.2)
where the remainder O(ε2) term can be bounded by Mε2,
when ε ≤ ε¯ for some ε¯ > 0. This bound depends on x0, but
assuming a compact domain U within Rn, we can choose the
constants M > 0 and ε¯ such that this bound is satisfied for all
x0 ∈U .
Next, we simply substitute the bound (III.12) for the
leading-order trajectory uncertainty into Eq. (VIII.2) to ob-
tain∣∣x0(t)− xε(t)∣∣
≤
(∫ t
t0
√
Λts (x0(s))ds
)
∆∞(x0, t)+Mε2
=
(∫ t
t0
√
Λts (x0(s))ds
)
∆∞(x0, t)+∆∞(x0, t)
Mε2
∆∞(x0, t)
=
(∫ t
t0
√
Λts (x0(s))ds+
Mε2
∆∞(x0, t)
)
∆∞(x0, t) (VIII.3)
Comparing Eq. (VIII.3) to Eq. (III.22) we obtain that if
δ < min
t∈[t0,t1]
x0∈U
Mε¯2
∆∞(x0, t)
= δ¯ , (VIII.4)
then we can set
ε0 := max
t∈[t0,t1]
x0∈U
√
∆∞(x0, t)δ
M
. (VIII.5)
Otherwise, if δ ≥ δ¯ , inequality (VIII.3) is satisfied for ε0 := ε¯ .
Hence, for all δ > 0 we can choose
ε0 := min
 maxt∈[t0,t1]
x0∈U
√
∆∞(x0, t)δ
M
, ε¯
 (VIII.6)
as claimed.
B. Proof of Theorem 2
The statement follows from an asymptotic expansions for
stochastic differential equations36,37 of the form
dXεt = µ(X
ε
t )dt+Σ
ε(Xεt )dWt . (VIII.7)
Assume that the coefficient functions µ and Σε have bounded
and measurable derivatives up to order m. Then, there exists
ε¯ > 0, such that for ε < ε¯ one can recursively obtain stochastic
differential equations for the stochastic variables X (k)t . For any
k < m
Xεt = X
0
t + εX
1
t + ε
2X2t + ...+ ε
k−1Xk−1t + ε
kRk(t,ε),
(VIII.8)
with the remainder term being bounded in the mean-squared
sense. For a proof of the n dimensional case, see Ref. 39.
To generalize this result for time- and ε-dependent drift and
diffusion coefficients, we proceed by introducing an SDE on
the extended phase spaceRn× [t0, t1]× [0, ε¯] of Eq. (IV.2). Let
Xεt ∈Rn× [t0, t1]× [0, ε¯], Xεt = (xt,1,xt,2, ...,xt,n, t,ε) and
µ(Xεt ) =

f0(xt , t)1+ εg(xt , t,ε)1
f0(xt , t)2+ εg(xt , t,ε)2
...
f0(xt , t)n+ εg(xt , t,ε)n
1
0
 ,
Σε(Xεt ) =

εσ11(xt , t) · · · εσ1n(xt , t) 0 0
...
. . .
... 0 0
εσn1(xt , t) · · · εσnn(xt , t) 0 0
0 · · · 0 0 0
0 · · · 0 0 0
 . (VIII.9)
The resulting SDE has the desired form of Eq. (VIII.7) and
the coefficients retain the analytic properties of the functions
f and σ , i. e. they remain measurable and have bounded
derivatives. This means we can apply the result of Ref. 39. to
obtain the following first-order expansion
Xεt = X
0
t + εX
1
t + ε
2R2(t,ε) (VIII.10)
for the solutions. The coefficients in the expansion are gov-
erned by the following set of linear SDEs:
dX0t =µ(X
0
t )dt,
X0t=t0 =(x0, t0,0),
dX1t =∇µ(X
0
t )X
1
t dt+
∂Σε
∂ε
∣∣∣∣
X0t
dWt ,
X1t=t0 =(0, t0,0).
Setting X0t = (x
0
t , t,0), X
1
t = (ηt , t,0) and keeping only the
the first n entries of the vectors yields the following expansion
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for the nonautonomous system (IV.2):
dx0t = f0
(
x0t ,0
)
dt,
x0t=t0 =x0,
dηt =∇ f0
(
x0t , t
)
ηt dt+g
(
x0t , t;0
)
dt
+σ
(
x0t , t
)
dWt ,
ηt=t0 =0, (VIII.11)
as claimed.
C. Proof of Theorem 3
We seek a solution of the inhomogeneous, linear SDE
(IV.7) using the method of ’variation of constants’ on the so-
lution of the homogeneous equation. Let the solution of the
corresponding homogeneous equation be
xH(t,x0) = ϕ(t)x0. (VIII.12)
Here, ϕ(t) is the (linear) flow map of Eq. (III.8), map-
ping initial conditions at time t0 to their position at time t.
By the method of variation of constants, let ηt be of the form
ηt = ϕ(t)xt for some random variable xt. We now compute
the differential dηt , keeping in mind that ηt is a vector-valued
stochastic process, requiring the use of Itô’s formula. How-
ever, since ηt = η(t,x) is only linear in the x variable, we
simply have
dηt = ϕ˙(t)xtdt+ϕ(t)dxt . (VIII.13)
Substituting Eq. (IV.7) into Eq. (VIII.13) and noting that ϕ is
the fundamental matrix-solution to the equation of variations
(III.8) yields
dηt =ϕ˙(t)xt dt+ϕ(t)dxt = ∇ f0
(
x0t , t
)
xt dt+ϕ(t)dxt ,
ϕ(t)dxt =g
(
x0t , t;0
)
dt+σ
(
x0t , t
)
dWt , (VIII.14)
dxt =ϕ(t)−1
[
g
(
x0t , t;0
)
dt+σ
(
x0t , t
)
dWt
]
.
The last expression in Eq. (VIII.14) is an Itô-integral, which
can be evaluated as
xt =
∫ t
t0
ϕ(s)−1g
(
x0s ,s;0
)
ds+
∫ t
t0
ϕ(s)−1σ
(
x0s ,s
)
dWs.
(VIII.15)
Using the form of ηt and observing that φ ts
(
x0s
)
= ϕ(t)ϕ(s)−1
is the normalized fundamental matrix solution to Eq. (III.8),
we obtain
ηt =
∫ t
t0
ϕ(t)ϕ(s)−1g
(
x0s ,s;0
)
ds
+
∫ t
t0
ϕ(t)ϕ(s)−1σ
(
x0s ,s
)
dWs (VIII.16)
=
∫ t
t0
φ ts
(
x0s
)
g
(
x0s ,s;0
)
ds+
∫ t
t0
φ ts
(
x0s
)
σ
(
x0s ,s
)
dWs,
which proves the statement of Eq. (IV.8).
D. Proof of Theorem 4
First, we compute E(N2). By the properties of the Itô-
integral, the expected value of the mixed term in Eq. (IV.9)
is 0, and hence
E(N2)
=E(N2d )+E(N2s )+2E(Nm)
=N2d +E(N2s )
+2
(∫ t
t0
φ ts
(
x0s
)
g
(
x0s ,s;0
)
ds
)
E
(∫ t
t0
φ ts
(
x0s
)
σ
(
x0s s
)
dWs
)
=N2d +E(N2s ). (VIII.17)
For the stochastic part of the mean-squared leading-order
trajectory uncertainty, we utilize Itô’s isometry component-
wise to obtain
E(N2s )
= E
[(∫ t
t0
φ ts
(
x0s
)
σ
(
x0s ,s
)
dWs
)2]
= E
[(∫ t
t0
φ ts
(
x0s
)
σ
(
x0s ,s
)
dWs
)(∫ t
t0
φ ts
(
x0s
)
σ
(
x0s ,s
)
dWs
)]
= E
[
∑
i, j,k,l,m
(∫ t
t0
(φ ts)i jσ jk (dWs)k
)(∫ t
t0
(φ ts)ilσlm (dWs)m
)]
= ∑
i, j,k,l,m
E
[(∫ t
t0
(φ ts)i jσ jk(φ
t
s)ilσlm [(dWs)k,(dWs)m]
)]
(VIII.18)
The notation [(dWs)k,(dWs)m] refers to the quadratic
covariation48 of the processes (dWs)k and (dWs)m. Since
the components of the n-dimensional Wiener-process are as-
sumed to be independent, we have (by Itô’s isometry),
E
(∫ t
t0
(φ ts)i jσ jk(φ
t
s)ilσlm [(dWs)k,(dWs)m]
)
= E
(∫ t
t0
(φ ts)i jσ jk(φ
t
s)ilσlmδkm ds
)
, (VIII.19)
where δkm is the Kronecker-delta. Denoting the Frobenius-
norm by || · ||F : Rn×n → R+, we have ||A||2F = ∑i, j |Ai j|2 =
tr(AT A). Therefore,
E(N2s ) =
∫ t
t0
||φ tsσ ||2F ds
ε2E
[
Ns(t)2
]≤ ∫ t
t0
ε2||φ ts ||2F ds max
s∈[t0,t]
∥∥σ (x0s ,s)∥∥2F
=
∫ t
t0
tr
[
Cts
(
x0s
)]
ds∆σ∞(x0, t). (VIII.20)
In Section III. A, we also concluded in Eq. (III.12)
that δ (x0, t) = εNd(t)≤
∫ t
t0
√
Λts(xs)ds∆∞(x0, t). Substituting
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Eqs. (III.12) and (VIII.20) into Eq. (VIII.17) implies
ε2E
[
N(t)2
]≤(∫ t
t0
√
Λts (x0s )ds
)2
∆2∞(x0, t)
+
∫ t
t0
tr
[
Cts
(
x0s
)]
ds∆σ∞(x0, t), (VIII.21)
as claimed.
E. Proof of Theorem 5
Using the small-noise expansion (IV.4) for the mean-
squared trajectory uncertainty, for ε < ε¯ , we obtain
E
(|xεt − x0(t)|2)
= E
(|εηt + ε2R(t,ε)|2) . (VIII.22)
Using the Minkowski-inequality, we also find that√
E(|xεt − x0(t)|2)
≤
√
ε2E(|ηt |2)+
√
ε4E(|R(t,ε)|2). (VIII.23)
Since the second order remainder term in Eq. (IV.4) is
bounded in the mean-squared sense, we have, for some K0 <
∞,
sup
t∈[t0,t1]
E(|R(t,ε)|2)≤ K20 . (VIII.24)
To bound E(|ηt |2), we use Theorem 4 in the form of Eq. IV.11
to obtain
ε2E(|ηt |2)≤MStt0(x0,r)∆2∞(x0, t). (VIII.25)
Substituting bounds (VIII.24) and (VIII.25) into the origi-
nal expression (VIII.22), we have
√
E(|xεt − x0(t)|2)≤
√
MStt0(x0,r)∆
2
∞(x0, t)+
√
K20ε4
(VIII.26)
Since x0 is taken from a compact domain U ⊂ Rn, we can
choose the constant K0 to be independent of x0. After rear-
ranging the terms, we obtain√
E(|xεt − x0(t)|2)
≤
√
MStt0(x0,r)∆∞(x0, t)+∆∞(x0, t)
K0ε2
∆∞(x0, t)
=
(√
MStt0(x0,r)+
K0ε2
∆∞(x0, t)
)
∆∞(x0, t). (VIII.27)
Comparing (IV.13) to (VIII.27), we obtain the statement of
Theorem 5 after setting
ε0 := min
 maxt∈[t0,t1]
x0∈U
√
∆∞(x0, t)δ
K0
, ε¯
 . (VIII.28)
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