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a b s t r a c t
We study various optimization problems in t-subtree graphs, the intersection graphs of
t-subtrees, where a t-subtree is the union of t disjoint subtrees of some tree. This graph
class generalizes both the class of chordal graphs and the class of t-interval graphs, a
generalization of interval graphs that has recently been studied from a combinatorial
optimization point of view. We present approximation algorithms for the Maximum
Independent Set, Minimum Coloring, Minimum Vertex Cover, Minimum Dominating
Set, andMaximum Clique problems.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Geometric intersection graphs are a very popular topic in algorithmic graph theory. This is because of the many natural
applications they model, and due to the rich combinatorial structure that comes along with most of them, allowing for
numerous algorithmic techniques and frameworks. Two of the oldest and most well-studied graph classes in this area are
the class of interval graphs, intersection graphs of intervals of a line, and the class of chordal graphs, intersection graphs
of subtrees of a tree [10]. Many classical NP-complete problems become polynomial-time solvable in both these classes of
graphs (for more details see [11] and references therein).
In [3,6], various optimization problems were considered in the class of t-interval graphs, a natural generalization of
interval graphs. These are defined as intersection graphs of t-intervals, which are 1-dimensional objects formed by taking
the union of t disjoint intervals. In this paper, we study the class of t-subtree graphs, which generalizes the class of t-interval
graphs by replacing intervals with subtrees. Thus, t-subtree graphs form a hybrid between t-interval graphs and chordal
graphs, and provide a natural generalization for these two graph classes.
We consider various classical optimization problems in t-subtree graphs. Given a t-subtree graph G along with its
t-subtree representation S (a formal definition is given in Section 2), we present approximation algorithms for the following
problems:
• MinimumDominating Set: Find aminimumweight subset S′ ⊆ S such that for each t-subtree S ∈ S there is a t-subtree
S ′ ∈ S′ which intersects S.
✩ Thisworkwas done at the Caesarea EdmondBenjamin de Rothschild Foundation Institute (CRI), University of Haifa. An extended abstractwas presented
at the 7th Workshop on Approximation and Online Algorithms (WAOA), 2009.∗ Corresponding author. Fax: +972 3 6407095.
E-mail addresses: danny@cri.haifa.ac.il (D. Hermelin), rawitz@eng.tau.ac.il, rawitz@cri.haifa.ac.il (D. Rawitz).
0166-218X/$ – see front matter© 2010 Elsevier B.V. All rights reserved.
doi:10.1016/j.dam.2010.03.010
D. Hermelin, D. Rawitz / Discrete Applied Mathematics 159 (2011) 588–594 589
• Maximum Independent Set: Find a maximum weight pairwise non-intersecting subset S′ ⊆ S.
• Minimum Coloring: Partition S into the smallest number of subsets such that each subset is pairwise non-intersecting.
• Minimum Vertex Cover: Find a minimum weight subset S′ ⊆ S such that S \ S′ is pairwise non-intersecting.
• Maximum Clique: Find a maximum weight pairwise intersecting subset S′ ⊆ S.
Related work
Gavril [9] showed that the above optimization problems, with the exception ofMinimum Dominating Set, can be solved
in polynomial-time in chordal graphs. On the other hand, Minimum Dominating Set in chordal graphs was shown to
be NP-hard in [5]. Recently, Chlebík and Chlebíková showed that Minimum Dominating Set in chordal graphs cannot be
approximated to within a factor of (1− ε) ln n in polynomial time, for any constant ε > 0, unless NP ⊆ DTIME(nO(log log n)).
In t-interval graphs all problems are computationally hard. Griggs and West [12] showed that the class of graphs with
maximum degree ∆ are ⌈(∆+ 1)/2⌉-interval graphs. It follows that Minimum Dominating Set and Minimum Vertex
Cover are APX-hard, for t ≥ 2 [14], and thatMinimum Coloring is NP-hard, for t ≥ 3 [8].Maximum Clique was shown to
be NP-hard for t ≥ 3 in [6]. Bar-Yehuda et al. [3] showed that, for t ≥ 2,Maximum Independent Set in t-interval graphs is
APX-hard, and that it cannot be approximatedwithin a factor ofO(t/ log t) unless P = NP. Finally, it is NP-hard to determine
whether a given graph is t-interval for t ≥ 2 [16].
Our results
In this paper we present approximation algorithms for optimization problems in t-subtree graphs. For Maximum
Independent Set, Minimum Coloring, Minimum Vertex Cover, and Maximum Clique we obtain approximation ratios of
2t , 2t , 2 − 1/t , and (t2 − t + 1)/2, respectively, which match the approximation ratios of the corresponding algorithms
for t-interval graphs in [3,6] by extending these in a natural manner. We note that similarly to the algorithm forMinimum
Vertex Cover in t-interval graphs from [6], our algorithm for Minimum Vertex Cover works even without a t-subtree
representation of the input graph. As mentioned above, Minimum Dominating Set is different in that it is hard to
approximate even in chordal graphs (i.e. 1-subtree graphs). Therefore we consider the case where each multiple subtree
has at most ℓ leaves, and provide an ℓ2-approximation algorithm for this case. We also show that Minimum Dominating
Set in multiple subtree graphs is NP-hard to approximate within ℓ− 1− ε, for any ε > 0.
2. Preliminaries
All graphs in this paper are simple and undirected. As usual, we denote the vertex-set and edge-set of a given graph
G by V (G) and E(G), respectively. For a graph G and a subset of vertices V ⊆ V (G), we let G − V denote the graph
obtained by deleting all vertices of V from G, and by G[V ] the subgraph that consists of the vertices in V and the edges
connecting them, namely G[V ] = G − (V (G) \ V ). For a vertex v ∈ V (G), we let N(v) denote the set of neighbors of v, i.e.
N(v) = {u ∈ V : (v, u) ∈ E}, and we let N[v] = N(v) ∪ {v}.
Let T be an infinite rooted tree with vertices denoted by Greek letters. A set of vertices T ⊆ V (T ) is a subtree of T if T [T ]
is a tree. Two subtrees T and T ′ intersect, denoted T ∩ T ′, if they share a common vertex, and otherwise they are disjoint. A
set S of at most t subtrees of T is called a t-subtree over T . Two t-subtrees S and S ′ intersect, denoted S ∩ S ′, if there is a
subtree T ∈ S which intersects a subtree T ′ ∈ S ′, and they are disjoint whenever they are non-intersecting. If α ∈ T for a
subtree T in a t-subtree S, we slightly abuse notation by writing α ∈ S.
A family of t-subtrees S is a representation of some graph G if there exists a bijective correspondence v → Sv from the
vertices of G to the t-subtrees in S such that (u, v) ∈ E(G) if and only if Su ∩ Sv . In this case, G is the intersection graph of
S, and thus a t-subtree graph, and we write this as G = GS . We will be considering weighted t-subtree graphs, i.e. t-subtree
graphs Gwith weight functionsw : V (G)→ Q+.
Let Π be an optimization problem, and let A be an algorithm for Π . Denote by A(I) the value of the solution computed
by A for the instance I of Π , and let OPT(I) denote the optimal value for the instance I . The solution computed by A for an
instance I is said to be r-approximate, if A(I) ≤ OPT(I) · r , if Π is a minimization problem, and A(I) ≥ OPT(I)/r , if Π is a
maximization problem. A is an r-approximation algorithm forΠ if it computes an r-approximate solution for any instance
I of Π . In this case we say that the approximation ratio of algorithm A is r . For example, an r-approximation algorithm for
Maximum Independent Set returns a pairwise non-intersecting subset of t-subtrees which has total weight at least r times
the optimal, for any t-subtree graph.
3. Minimum dominating set
We begin with Minimum Dominating Set. We show that Minimum Dominating Set in t-subtree graphs is NP-hard to
approximate within ℓ(S) − 1 − ε, for any ε > 0, where ℓ(S) is the maximum total number of leaves in any t-subtree
belonging to S. On the positive side, we present an ℓ(S)2-approximation algorithm that extends the t2-approximation
algorithm for Minimum Dominating Set in t-interval graphs [6]. This algorithm is based on a reduction to the Minimum
Path Hitting problem, and on the approximation algorithm of Parekh and Segev [15] given for this problem.
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3.1. Approximation lower bounds
We present a reduction from the special case of Minimum Set Cover in which each element appears in at most t sets,
i.e. the t-Minimum Set Cover problem, to Minimum Dominating Set in t-subtree graphs. We note that all subtrees in the
resulting t-subtree instance are paths.
Lemma 1. For every positive integer t ∈ N, there is an approximation preserving reduction from t-Minimum Set Cover to
Minimum Dominating Set in t-subtree graphs.
Proof. Let (X,C) be a Minimum Set Cover instance, where X = {x1, . . . , xn} is a universe of n elements, and C =
{C1, . . . , Cm} is the family of m subsets of X . We assume without loss of generality that j Cj = X . We construct a tree
T and a family S of subtrees as follows. The tree T consists of a root α0 adjacent to m vertex-disjoint paths αj1, . . . , αjn,
for j ∈ {1, . . . ,m}. For each subset Cj ∈ C, we designate the subtree Tj =

α0, αj1, . . . , αjn

. We note that the node αji is
reserved for xi, but will be used by the subtree that corresponds to xi only if xi ∈ Cj. Now the set of t-subtrees S consists
of n + m t-subtrees, where Si =
{αji} : xi ∈ Cj, for i ∈ {1, . . . , n}, and Sn+j = {Tj}, for j ∈ {1, . . . ,m}. Observe that S
is a t-subtree family, and that it can be constructed in polynomial-time. We argue that a dominating set in G = GS , the
intersection graph of S, corresponds to a set cover of X of equal size, and vice-versa.
Let C ′ ⊆ C be a set cover of X . We claim that D = vn+j : Cj ∈ C ′ is a dominating set in G. First, observe that all vertices
vn+j, where 1 ≤ j ≤ m, dominate each other since each Sn+j includes the root α0. Also, if a vertex vi is not dominated by D,
then xi is not covered by any set in C ′. Conversely, let D be a dominating set in G. Without loss of generality, wemay assume
that vi ∉ D for all 1 ≤ i ≤ n, since if xi ∈ Cj then we can replace vi with vn+j in D. Thus, since all t-subtrees that correspond
to elements are dominated, the set C ′ = Cj : Sn+j ∈ D is a set cover of X . 
It is known that it is NP-hard to approximate t-Minimum Set Cover within t − 1 − ε for any ε > 0 [7]. Since ℓ(S) = t
in the above construction, we obtain the following:
Corollary 1. Minimum Dominating Set in t-subtree graphs is NP-hard to approximate within t − 1 − ε, for any ε > 0, even
in the special case where each t-subtree consists of either a single path or t vertices. Furthermore, it is NP-hard to approximate
within ℓ(S)− 1− ε, for any ε > 0.
3.2. Bounded number of leaves
We next present an ℓ(S)2-approximation algorithm forMinimum Dominating Set in multiple subtree graphs. As a first
step, we show that we can consider edge intersections in the subtrees, rather than vertex intersections.
Lemma 2. Let G be a t-subtree graph with a t-subtree representation S over a tree T . Then G has a t-subtree representation S∗
over another tree T ∗, with (u, v) ∈ E(G) if and only if the t-subtrees corresponding to u and v in S∗ share an edge. Furthermore,
S∗ can be computed in polynomial-time, and ℓ(S∗) = ℓ(S).
Proof. We construct a t-subtree representation S∗ over T ∗ as follows. First, T ∗ is obtained by splitting every vertex α of T
into two adjacent vertices:
V (T ∗) = α′ : α ∈ V (T ) ∪ α′′ : α ∈ V (T )
E(T ∗) = (α′′, β ′) : (α, β) ∈ E(T ) ∪ (α′, α′′) : α ∈ V (T ) .
Second, for every subtree T belonging to some t-subtree in S, we define the associated subtree T ∗ with V (T ∗) =
α′ : α ∈ V (T ) ∪ α′′ : α ∈ V (T ). Each t-subtree S = {T1, . . . , Tt} in S is then associated with the t-subtree S∗ =
T ∗1 , . . . , T ∗t

. It is not hard to verify that two subtrees S1 and S2 contain a node α if and only if the subtrees induced by
S∗1 and S
∗
2 contain the edge (α
′, α′′). Clearly, S∗ can be computed in polynomial-time, and in addition ℓ(S∗) = ℓ(S) by
construction. 
Next, we define a more general variant of Minimum Dominating Set in t-subtree graphs. In this variant, we are given
two (not necessarily disjoint) families of t-subtrees, a red familyR = {R1, . . . , Rn} and a blue familyB = {B1, . . . , Bm}, and
our goal is to find a minimumweight subsetR′ ⊆ R which dominatesB, i.e. every t-subtree B ∈ B is intersected by some
R ∈ R′. (We assume thatR dominatesB.) Notice that whenB = R, we return toMinimum Dominating Set in t-subtree
graphs.
The extended variant of Minimum Dominating Set in t-subtree graphs can be formulated using the following linear
integer program:
min
−
R∈R
w(R)x(R)
s.t.
−
R:B⊓R
x(R) ≥ 1 ∀B ∈ B
x(R) ∈ {0, 1} ∀R ∈ R
(DS)
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where x(R) is a variable corresponding R ∈ R and is interpreted as x(R) = 1 if and only if R is taken to the solution.
The constraint that corresponds to a blue t-subtree B guarantees that at least one red subtree that shares an edge with B is
contained in the solution.We use⊓ instead of∩ to remind the reader that we consider edge intersections, rather than vertex
intersections. The linear programming relaxation of DS is obtained by replacing the integrality constraints by: x(R) ≥ 0, for
every R ∈ R.
We will need the notion of descending paths and ℓ-paths in T . Recall that T is rooted. A descending path in T is a path
α1, α2, . . . , αp, where αi is an ancestor of αj for i < j. An ℓ-path P in T is a collection of at most ℓ descending pathswhich are
pairwise edge-disjoint. An ℓ-path representation of a t-subtree graph G, is a representation which consists only of ℓ-paths.
The next lemma can be proved by induction on the number of leaves:
Lemma 3. If G is a t-subtree graph with a t-subtree representation S, then there exists an ℓ-path representation of G with
ℓ = ℓ(S).
Proof. Let S be a t-subtree with ℓ(S) leaves. We prove that S can be represented by at most ℓ(S) descending paths using
induction on the number of leaves. In the base case, S has only one leaf, which means that S contains one descending path.
For the inductive step, pick a leaf α0 in a subtree T ∈ S. Let α0, . . . , αk be a maximum length path such that αi−1 is an only
child of αi, for every i ∈ {1, . . . , k}, and let S ′ be the t-subtree obtained by removing α0, . . . , αk from S. Since S ′ has ℓ(S)− 1
leaves, it has an (ℓ(S) − 1)-path representation by the inductive hypothesis. By adding α0, . . . , αk we obtain an ℓ(S)-path
representation of S. 
In the rest of this section we design an approximation algorithm for (DS) in graphs with ℓ-path representations (where
intersections are by edges).We first address the casewhere bothR andB contain 1-paths. In [15], Parekh and Segev devised
a 4-approximation algorithm for theMinimum PathHitting problem using a reduction to this special case of (DS). Formally,
they obtained the following result:
Lemma 4 ([15]). If R and B consist of 1-subtrees, each of which contains a single descending path, then the LP-relaxation of
(DS) has an integral optimal solution, and this solution can be computed in polynomial time.
We next show how to use this result to obtain an approximation algorithm in the case of ℓ > 1. Let R and B be two
families of ℓ-paths. We may assume without loss of generality that all ℓ-paths inR andB contain exactly ℓ paths. Now, let
x∗ denote the corresponding optimal solution of the LP-relaxation of DS.
For a descending path P in a blue ℓ-path B ∈ B, let R(P) ⊆ R denote that subset of red ℓ-paths that have
descending paths intersecting P . For each B ∈ B, we select a unique representative descending path PB ∈ B such that
PB = argmaxP∈B
∑
R∈R(P) x∗(R). In other words, the representative PB is the maximum dominated descending path of B. For
a red ℓ-path R ∈ R, we let P iR denote the ith path in R, for 1 ≤ i ≤ ℓ. We construct a new 1-path instance (R′,B ′, w′) by
taking the representatives of the blue ℓ-path to beB ′, i.e.B ′ = {PB : B ∈ B}, and definingR′ =

P iR : R ∈ R, i = 1, . . . , ℓ

withw′(P iR) = w(R)/ℓ for P iR ∈ R′. Nextwe use Lemma4 to obtain an integral optimal solution x′ of the LP-relaxation of (DS)
with respect to the new instance (R′,B ′, w′). We output the solutionD ⊆ R defined byD = R : x′(P iR) = 1 for some i.
Lemma 5. D is an ℓ2-approximate dominating set of B .
Proof. First observe thatD dominatesB, since all representatives are dominated byD . Let x be the incidence vector ofD .
Note that−
R∈R
w(R)x(R) ≤ ℓ ·
−
R′∈R′
w′(R′)x′(R′),
and that this inequality is tight in the case that no two descending paths of the same ℓ-path appear inD . To complete the
proof of the lemma, we show that−
R∈R
w(R)x(R) ≤ ℓ2 ·
−
R∈R
w(R)x∗(R).
For this, we define a fractional solution x¯ for the new instance (R′,B ′, w′) by setting x¯(P iR) = ℓ · x∗(R) for each P iR ∈ R′.
To see that x¯ is feasible consider any blue ℓ-path B ∈ B and its representative PB. By our selection of PB, we have∑
R∈R(PB) x
∗(R) ≥ 1/ℓ, since otherwise x∗ would not be feasible. It follows that∑R′∈R′,R′⊓B′ x¯(R′) ≥ 1 for each B′ ∈ B ′.
By Lemma 4, we know that the integral solution x′ is an optimal fractional solution for (R′,B ′, w′). Hence, the weight of x¯
is at least as high as the weight of x′. It follows that−
R∈R
w(R)x(R) ≤ ℓ ·
−
R′∈R′
w′(R′)x′(R′) ≤ ℓ ·
−
R′∈R′
w′(R′)x¯(R′).
Furthermore,−
R′∈R′
w′(R′)x¯(R′) =
−
R∈R
−
P∈R
w(R)
ℓ
· ℓ · x∗(R) = ℓ ·
−
R∈R
w(R) · x∗(R)
and we are done. 
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Corollary 2. Minimum Dominating Set in t-subtree graphs can be approximated within a factor of ℓ(S)2, where S is the
representation of the input graph, in polynomial-time.
We remark that our algorithmworks for the case whereR contains r-paths andB contains b-paths, and in this case the
approximation ratio is r · b. In fact, the instance that is generated by our second reduction (see Section 3.1) can be described
by r = 1 and b = t , and in this case the approximation ratio of our algorithm comes close to the ℓ(S) lower bound given in
Corollary 1.
4. Maximum independent set
We next consider Maximum Independent Set. We present a 2t-approximation algorithm for Maximum Independent
Set that is based on the fractional local-ratio 2t-approximation algorithm for t-interval graphs from [3].
Let G = (V , E) be a t-subtree graph, and let (T , S) be its t-subtree representation, with ρ the root of T . We define the
root of a subtree T of T , denoted ρ(T ), to be the node in T that is closest to ρ in T . (Note that ρ(T ) can be ρ itself.) We let
root(S) denote the set of roots of subtrees that belong to t-subtrees of S. That is, root(S) = {ρ(T ) : T ∈ S, S ∈ S}.
Lemma 6. Let S and S ′ be two intersecting t-subtrees in S. Then, there exists some vertex α ∈ root(S) such that α ∈ S and
α ∈ S ′.
Proof. If S and S ′ intersect, they have a pair of intersecting subtrees T ∈ S and T ′ ∈ S ′. For these two trees we have either
ρ(T ) ∈ T ′ or ρ(T ′) ∈ T . 
Recall that, for a vertex v of G, Sv denotes the t-subtree in S corresponding to v, and w(v) denotes the weight of v.
Lemma 6 implies that it is sufficient to look for intersections at root(S). This allows us to formulateMaximum Independent
Set in t-subtree graphs as the following integer program:
max
−
v
w(v) · x(v)
s.t.
−
v:α∈Sv
x(v) ≤ 1 ∀α ∈ root(S)
x(v) ∈ {0, 1} ∀v ∈ V (G).
(IS)
As usual, x(v) above denotes a variable corresponding to a vertex v of G which is to be interpreted as x(v) = 1 if and only
if the vertex v is chosen to the independent set. The constraints guarantee that at most one t-subtree contains α, for every
α ∈ root(S). Due to Lemma 6, it follows that at most one t-subtree is selected in any subset of intersecting t-subtrees. The
linear programming relaxation of (IS) is obtained by replacing the constraints x(v) ∈ {0, 1} with 0 ≤ x(v) ≤ 1, for every
vertex v of G. Note that the integer (and linear) programming formulation for Maximum Independent Set in t-interval
graphs given in [2] is identical to the one above when T is a path.
Given a feasible solution x to the LP-relaxation of (IS), let us call the sum
∑
u∈N[v] x(u) the fractional neighborhood of a
vertex v with respect to x (recall that N[v] denotes the set of neighbors of v in G including v itself). The fractional local-ratio
based algorithm forMaximum Independent Set in t-interval graphs given in [3] essentially works by repeatedly selecting a
vertexwith aminimal fractional neighborhood, anddecidingwhether this vertex is in the solution independent set according
to the recursive solution for G − N[v]. They proved that if, for any feasible solution x, there is always some vertex v with
fractional neighborhood atmost r , then their algorithmcomputes an r-approximate independent set. In order to extend their
algorithm to t-subtree graphs, we prove the following lemma which generalizes the corresponding lemma for t-interval
graphs from [3]:
Lemma 7. Given any feasible solution x of the LP-relaxation of (IS), there exists a vertex v of G with fractional neighborhood at
most 2t with respect to x.
Proof. In order to prove this lemma, it is enough to show that−
v
−
u∈N[v]
x(v) · x(u) =
−
v
x(v)
−
u∈N[v]
x(u) ≤ 2t ·
−
v
x(v).
If {u, v} ∈ E then u ∈ N[v] and v ∈ N[u]. Therefore, the term x(v) · x(u) is counted twice in the sum on the left hand side
for every pair of neighboring vertices v and u. Furthermore, if {u, v} ∈ E then either there exists T ∈ Sv such that ρ(T ) ∈ Su
or there exists T ∈ Su such that ρ(T ) ∈ Sv . Thus,−
v
−
u∈N[v]
x(v) · x(u) ≤ 2 ·
−
v
−
T∈Sv
−
ρ(T )∈Su
x(v) · x(u).
Since x is a feasible solution of P , for every v and T ∈ Sv , we get that−
ρ(T )∈Su
x(v) · x(u) = x(v) ·
−
ρ(T )∈Su
x(u) ≤ x(v).
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Therefore,−
v
−
u∈N[v]
x(v) · x(u) ≤ 2 ·
−
v
−
T∈Sv
x(v) = 2t ·
−
v
x(v),
and we are done. 
Corollary 3. Maximum Independent Set in t-subtree graphs can be approximated within a factor of 2t in polynomial-time.
5. Minimum coloring and vertex cover
In this section we present approximation algorithms for Minimum Coloring and Minimum Vertex Cover. The former
achieves an approximation factor of 2t , and the latter achieves a factor of 2 − 1/t . Both algorithms rely on the following
structural lemma for t-subtree graphs, which extends the corresponding lemma for t-interval graphs from [3]:
Lemma 8. Any t-subtree graph G with maximum clique size k can be colored in polynomial-time using at most 2t(k− 1) colors.
Proof. Let G be a t-subtree, and let S denote its t-subtree representation. Denote by G∗ the intersection graph of

S, the
set of subtrees that appear in S. Clearly, |V (G∗)| ≤ t · |V (G)|, since each vertex in G corresponds to at most t vertices in G,
and |E(G)| ≤ |E(G∗)|, since each edge in G corresponds to at least one edge in G∗. Notice that G∗ is chordal and hasmaximum
clique size at most k. Thus, |E(G∗)| < (k− 1)|V (G∗)|, as can be seen by counting all forwards edges in a simplicial ordering
of G. Therefore,
|E(G)| ≤ |E(G∗)| < (k− 1)|V (G∗)| ≤ t(k− 1)|V (G)|.
It follows that the average degree of G (and its degeneracy) is less than 2t(k− 1), and so the standard greedy algorithm can
be used to color Gwith at most 2t(k− 1) colors. 
Since the maximum clique size of a graph G is a lower bound on the number of colors used in any coloring of G, and in
particular in an optimal one, we obtain:
Corollary 4. Minimum Coloring in t-subtree graphs can be approximated within a factor of 2t in polynomial-time.
Let us next consider Minimum Vertex Cover. Here we propose an algorithm which consists of two stages. The first
stage involves removing triangles from our input graph G by applying a technique originally introduced in [1] in order to
remove short odd cycles. Using this technique, we obtain in polynomial-time a triangle-free subgraph G′ of G such that any
r-approximate vertex cover of G′ can be easily transformed into a max {r, 1.5}-approximate vertex cover of G. The same
triangle-cleaning phase is also performed in [6] to approximateMinimum Vertex Cover in t-interval graphs.
The second stage consists of using the algorithm of Hochbaum [13] which gives a factor of (2−2/c) forMinimumVertex
Cover in graphs that can be colored in polynomial-timewith c colors. Since G′ is triangle-free, we have that it can be colored
by 2t colors due to Lemma 8. Hence, we get an algorithm that computes in polynomial-time a (2−1/t)-approximate vertex
cover for the triangle-free subgraph G′ produced in the first stage. Asmentioned above, this vertex cover can be transformed
into a vertex cover of Gwhich is (2− 1/t)-approximate for t ≥ 2.
Corollary 5. Minimum Vertex Cover in t-subtree graphs can be approximated within a factor of (2−1/t) in polynomial-time.
6. Maximum clique
In this section we present a (t2 − t + 1)/2-approximation algorithm forMaximum Clique in t-subtree graphs.
We begin with the notion of a transversal. Let S be a family of t-subtrees. A transversal of a subset S′ ⊆ S is a set of
vertices {α1, . . . , ατ } ⊂ V (T ) such that for every S ∈ S′ there is at least one αi ∈ {α1, . . . , ατ } with αi ∈ S. Note that due
to Lemma 6, we can assume that any transversal is a subset of root(S′). The transversal number of S′ is the minimum size of
any transversal of S′.
A pairwise intersecting subset of S (i.e., a clique in the t-subtree graph) is called a τ -clique if it has transversal number
equal to τ . (Note that a τ -clique is not a clique with τ vertices.). Berger [4] proved upper bounds on the transversal number
of any pairwise intersecting family of t-subtrees.
Lemma 9 ([4]). Let S be a family of t-subtrees. Any pairwise intersecting subset S′ ⊆ S is a τ -clique for τ ≤ t2 − t + 1.
As in t-interval families, the maximum weight 2-clique in S can be computed in polynomial-time due to a couple of
simple observations.
Lemma 10. A maximum weight 2-clique in S can be computed in polynomial time.
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Proof. Consider a pair of vertices α, β ∈ root(S), and let S′ = {S ∈ S : α ∈ S or β ∈ S}. The intersection graph GS′ is the
complement of a bipartite graph, since both {S ∈ S : α ∈ S} and {S ∈ S : β ∈ S} are pairwise intersecting. SinceMaximum
Independent Set is polynomial-time solvable in bipartite graphs, we can compute the maximum weight clique in GS′ in
polynomial-time. Thus, by iterating over all O(n2) pairs of vertices in root(S), we can compute a maximumweight 2-clique
in S in polynomial time. 
Combining both lemmas above, we obtain:
Corollary 6. Maximum Clique in t-subtree graphs can be approximated in polynomial-time within a factor of (t2 − t + 1)/2.
Proof. Let C be a maximum pairwise intersecting subset. Due to Lemma 9 we know that the transversal number of C is at
most t2 − t + 1. It follows that there exist two vertices that are contained in at least 2|C|/(t2 − t + 1) subtrees from C.
Hence, a maximum weight 2-clique in S is (t2 − t + 1)/2-approximate. 
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