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1. Introduction
Wireless sensor networks (WSNs) are networks composed of small, resource-constrained and
collaborative devices. WSNs are used in a plethora of domains including environmental
and agricultural monitoring, military operations, in the health care field and in building
automation. The three main functions of wireless sensor nodes (also called motes) are to
sense the environment, perform computations, store intermediate results and communicate
with other motes in the network.
This chapter focuses on power considerations for all aspects of wireless sensor networks.
It covers software, hardware and networking aspects of the motes. The main limitation of
wireless sensor motes is that they operate on battery power. In many WSN applications,
the motes are placed in remote areas and deployed for the lifetime of the network. During
this time the only power resource the motes have access to is their battery. An example of
such a deployment is the Mount St. Helens project developed to study volcanic activities on
Mount St. Helens (were volcanic eruptions can occur at any time with very little warning).
The sensors were placed on the mountain using helicopters and work at length to continually
sense seismic activity and relay information to a data center. For such applications, the battery
lifetime is the main factor that dictates the lifetime of the network. It is therefore imperative
to develop wireless sensor mote platforms that minimize the power consumption and/or
maximize the lifetime of the network as a whole.
Several works in the literature address one or two aspects of the mote’s architecture and/or
functionality but to the authors’ knowledge, no work has combined all said aspects and
addressed them as a homogeneous unit. This chapter studies and analyzes each hardware
component of the mote’s architecture, all the main protocols used in the mote’s stack
layer, discusses the work that has been done in terms of reducing the power consumption,
increasing the battery lifetime and or increasing the lifetime of the entire network as a whole.
The chapter is organized as follows: Section 2 gives an overview of wireless sensor networks,
their applications and general architecture. Section 3 focuses on the hardware architecture
of the motes (the CPU, communication infrastructure, memory and sensors). Section 4
introduces the layered protocol stack of the sensor motes (application, transport, network,
link and physical layers). Section 5 summarizes the chapter and suggest paths forward.
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2. Preliminaries
Wireless sensor networks are composed of small, inexpensive devices that are designed to
sense some phenomena, perform light computations and communicate with one another.
These devices are usually scattered over some area. This technology has seen a wide range of
applications ranging from military use to personal security. In the following, we discuss the
history of WSNs and some of their most pertinent applications.
Wireless sensor networks evolved form the Smartdust project, which was developed and
funded by DARPA in the late 1990s. The Smartdust project was designed to show that "a
complete sensor/communication system can be integrated into a cubic millimeter package"
(Pister, 2001). The Smartdust motes were engineered to be power efficient. This and other
similar projects have led to the explosion of research in the area of wireless Ad Hoc and sensor
networks, which was and still is heavily supported by US government agencies including
the National Science Foundation. While working on the Smartdust project, the researchers
recognized the variety of applications for their work both in the military field and elsewhere.
Some of the applications for the Smartdust projects are virtual keyboard, inventory control,
product quality monitoring and smart office spaces among others (Pister, 2001). In the virtual
keyboard application, dust motes would be glued into fingernails to sense the orientation
and motion of the fingertips and communicate with a computer. This could be used in sign
language translations, piano play, etc... In the inventory and quality control applications, a
system of communication could be implemented and deployed in all aspects of the production
process in order to monitor the location of the product and control and monitor its quality
(from temperature, to humidity exposure etc...). In the smart office spaces application, the
person’s preferred temperature, humidity settings could be directly communicated to the
environment they walk into. Some of the military applications that the Smartdust project
was developed for include battlefield surveillance, transportation monitoring and missile
monitoring.
In the past few year, Wireless Sensor Networks made the transition from the Berkeley
research centers to the production arena with the creation of companies, such as Crossbow
Technologies (Crossbow Technologies, n.d.) that started manufacturing them. The appeal of
Wireless Sensor Networks stems from the fact that you can deploy them and just leave. We
discuss in the remainder of this section the main classes of applications for the general WSNs.
WSN applications can be categorized into habitat and environmental monitoring, heath
applications, commercial applications, military applications among others.
One of the most prevalent uses of WSNs is in habitat and environmental monitoring. It
has been shown that direct human contact with some plant or animal colonies can result in
disastrous consequences. For example, (Mainwaring et al., 2002) describe the use of a sensor
network to monitor Seabird colonies because of their sensitivity to human disturbance. In
fact, a 15 minute visit to the colony could result in up to 20% rate of mortality among eggs.
Not only are WSNs useful in monitoring colonies without causing any disturbances but they
also represent a more economic method of monitoring for long periods of time.
Another example of the environmental use of WSNs is in forecasting systems. WSNs are
now scattered around large areas to forecast pollution, flooding and seismic activity. The
Automated Local Evaluation in Real Time (ALERT) was developed in the 70s by the National
Weather Service. It has been used by several government and state agencies and international
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organizations to provide a real time data collection system that can forecast floods (ALERT,
n.d.).
Another use for WSNs is in intelligent building management. In fact, they have been used in
HVAC, lighting, climate control, fire protection, energy monitoring and security applications
among others. In Canada for example, the National Research Council launched a three-year
project to develop wireless sensor networks to do just that. The project started in 2008 and is
anticipated to continue through 2011.
A very important application of WSNs is in the healthcare field. WSNs can be used to provide
continuous, remote, inexpensive, instantaneous and non-invasive monitoring of a patient’s
vital signs. This technology can be used to allow the elderly to remain in their own residences
but still be able to continuously check their vitals.
All these WSN applications consist of deploying the network for an extended period of time
on a single battery charge. It is therefore imperative that the motes be power efficient and that
the lifetime of the network as a whole be as long as possible.
3. The WSN hardware architecture
The hardware of wireless sensor motes consists of sensors (analog and/or digital), a
microcontroller, also referred to as a microprocessor or Central Processing Unit(CPU),
memory, RF communication module (transceiver) and battery. The design of each component
of a WSN mote should take into consideration the power metrics (power consumption and
voltage requirements) of the component. Additionally, the integration/interface of all the
components as a whole should be studied for power consumption (having analog sensors
means that an ADC component in the CPU should be required to convert the sensor readings
to a digital format etcÉ)
To reduce power consumption, several works suggest the introduction of sleep and wake
up cycles for the motes. Other schemes suggest a better integration of the functionality of
hardware components (using cross-layer principles). Another consideration in the design of
the CPU is the clock component. Several applications of WSNs require some level of time
synchronization. Clock choices and designs affect the amount of drift that a sensor mote’s
clock can experience requiring more or less time synchronization operations when the mote is
deployed (Akyildiz et al., 2002).
3.1 Sensors
Of the five main units, the sensing unit is the most application specific. Meaning the type
of sensor used will depend on the application. For instance, wireless sensors used for
structural health monitoring may consist of materials apt for monitoring strain, acceleration
(accelerometer) and linear and angular displacement. Other application specific sensors may
measure, vehicular movement, soil consistency, blood alcohol levels, humidity, noise levels
and so on. These sensors should then report some signal indicative of their acquisition.
Temperature (thermo-coupler outputting voltage or thermistor outputting resistance), force or
pressure (piezoelectric outputting voltage, strain gauge outputting resistance), position (linear
variable differential transformers (LVDT) outputting alternating current) or light intensity
(photodiode outputting current) all need to report information regarding their surroundings
to a processing unit (Wilson, 2004).
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The development of an efficient method for acquiring and converting conventional energy
from the sensors such as solar and wind has seen an exponential growth over the last few
years. The sensing development has been referred to as energy harvesting. One factor
contributing to the enjoyment of such an increase has been the threat of rapid decreases
projected in our global and national energy reserves based on utilization rates and trends.
Such a premonition has spurred funding for research in various fields including materials or
more specifically metamaterials.
Metamaterials have been defined by most associated scientist as materials made by man
which exhibit non-natural properties and characteristics, particularly EM or electromagnetic
properties not known to exist with any other materials found in nature. Regarding
electromagnetism, metamaterials which exhibit propagating electromagnetic waves (both the
permittivity and permeability are negative as seen in Figure 1 have seen much attention in
recent years as well as when both permittivity and permeability are very close to 1.
Fig. 1. The parameter space for ǫ and µ. The two axes correspond to the real parts of
permittivity and permeability, respectively. The dashed green line represents non-magnetic
materials with µ = 1 Cai &shaleav (2010).
The reaction or response of a material (as in a sensor for WSNs) to external fields is largely
determined by only the two material parameters ǫ and µ, permittivity and permeability
respectively. As shown in Figure 2, the real part of permittivity ǫr is plotted to the horizontal
axis of the parameter space, while the vertical axis corresponds to the real part of permeability
µr. A negative value of ǫ (µ) indicates that the direction of the electric (magnetic) field
induced inside the material is in the opposite direction to the inbound incident field. Noble
metals at optical frequencies, for example, are materials with negative ǫ, and negative µ and
can be found in ferromagnetic media near a resonance. Waves can not propagate in material in
the second and fourth quadrants, where one of the two parameters is negative and the index
of refraction becomes purely imaginary. In the domain of optics, all conventional materials
are confined to an extremely narrow zone around a horizontal line at µ = 1 in the space, as
represented by the dashed line in Figure 2.
Scores of such materials are designed to manipulate EM waves, many passively, by creating
an alternate propagation path. Metamaterials have been designed to redirect, not absorb or
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Fig. 2. Examples of a 3D optical metamaterials fabricated in a layer-by-layer manner. (a) A
near-infrared NIM (Negative Index Material) with three functional layers made by EBL
(Electron Beam Lithography); (b) Four layers of SRRs (Split Ring Resonators) based on EBL
with patterning-and-flattening approach; (c) A NIM wedge exhibiting negative refraction for
visible light made by an advanced FIB technique Cai &shaleav (2010).
reflect but to divert the energy through a desired path. It is no wonder as to the attention
metamaterials have seen for energy harvesting. Research is currently being conducted to
develop sensors (both photon and electron based) that extract atmospheric energy regardless
of the incident angle such that no energy is reflected back out of the sensor rather, it’s reflected
down toward the detector. This will lead to the creation of ultra-efficient sensors for wireless
networks, see (Narimanov & Kildishev, 2009; Shalaev et al., 2005) for more information on
Metamaterials.
3.2 Microcontroller
The component responsible for doing the bulk of the switching and decision making
for the WSN at the remote site is the processor or microcontroller. When selecting the
processor for specific WSN applications, the engineer must make many considerations. These
considerations include, but are not limited to, cost, power requirements, physical size, weight
and speed, some of which are elaborated upon below.
Depending on the microcontroller, the power requirement could range from .25 mA to 2.5 mA
per MHz for either 8 or 16 bit processors. Again, the application will determine if a processor
consuming relatively high amounts of energy is acceptable or if .25 mA per MHz is needed.
A common misconception is that by putting the processor in "sleep" mode, the sensor utilizes
less power thus is more efficient. It has been shown that this is not always true as while in
"sleep mode", sensors still maintain synchronization and memory functionalities necessary to
perform expeditiously upon awakening (Hu & Cao, 2010).
In fact a more prudent approach to saving energy would include completely shutting the
processor off, entirely, and ensuring the sensor can rapidly recover from a "dead" state or at
the very least rapidly jump from "sleep" mode to "awake" mode. As the processor needs to
synchronize native clocks and stabilize, the transition time or delay can be as long as 10 ms
which is a relative eternity. Another parallel approach involves varying the speed depending
on the time allotted for a specific task.
In other words, only using the minimum power required for a task at a given time by
dynamically ramping up or down the power accordingly versus drawing full power for all
"awake" states. This approach may benefit from an algorithm in which the speed is a function
of the power. If the required task and itÕs effort expended is known before the task is given,
an absolute "finish time" can be maintained without necessarily completing the task as fast
133ower Considerati ns for Sensor Networks
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a possible rather as fast as necessary. Researchers from the University of California, Irvine
(Irani et al., 2007) developed an algorithm for optimizing power consumption by varying
speed below:
g(z, z′) =
∑j suchthat[rj, dj] ⊆ [z, z
′]Rj
l(z, z′)
(1)
where g(z,z’) defines the intensity of the interval [z,z’], l[z,z’] defines the length of the interval,
Rj is the required work needed to complete the job and dj denotes the deadline for job j. This
would allow energy and speed to be spent where it’s needed most creating a dynamic fluid
speed variance throughout the CPU for maximum overall efficiency. One might say, ’losing a
battle here and there but winning the war’.
3.3 Memory
Memory is a crucial factor in WSNs. Particularly non-volatile memory. Non- volatile
memory is defined as various forms of solid state memory which doesn’t need to be
refreshed or powered to maintain it’s information. Examples include flash, electrically
erasable programmable read-only memory (PROM) read only memory (ROM), optical discs
and magnetic disks (Postolache et al., 2010).
The memory component is the means at which the WSN stores the data it acquires. The
speed requirement of the memory unit depends of the nature of the WSN and its intended
functionality. A rather fast memory unit may be required for certain military applications
where the data acquisition speed from the memory may dictate whether or not a target is
detected in time for acquisition and lock. On the other hand, a relatively slow memory unit
may be acceptable for soil monitoring WSN utilized by farmers. In either case the security and
reliability of the memory unit is important and both require additional power demands on
the WSN. To this end, researchers have been developing ways to more efficiently processing
and storing the acquired data including virtual memory protocols. Virtual memory has been
shown to reduce compile-time optimizations regardless of the limitations in memory on site.
One approach which generates a memory layout optimizes to the memory access patterns and
attributes for a given WSN. In other words, the protocol optimizes the memory map based on
the application, effectively reducing overhead (Lachenmann et al., 2007).
3.4 Transceiver module
All WSN motes will possess a transceiver or TR modules as they allow the motes to
communicate in WSNs. They present the capability to transmit and receive data packets,
information or signals in a relatively small package. One of the main factors which allows
for such a diminutive size lies in the RF architecture. Because the TR modules transmit
and receive in the same RF component there is no need for a separate architecture for each
transmission or reception. Thus the isolation of incident energy to transmitted energy must
be great to ensure against destructive cross modulation, unwanted dispersion and various
other resultant noise, all of which would inherently degrade the efficiency of the WSN either
directly or indirectly. Signal loss is of particular concern in the input/output portion of the
TR module and precautions must be taken to ensure signal degradation is tolerable from a
minimum threshold point of view.
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Within the TR package, a typical TR module will consist of and follow this RF path
for transmission: a common attenuator for signal suppression, a common phase shifter
(depending on the application. For example, phase shifter could be used to shape the
transmission pattern or radiation pattern leaving a WSN (also known as beam-steering), a
driver and a high power amplifier (HPA) to boost the signal amplitude for propagation from
the aperture or antenna for transmission. When receiving a signal within the TR module
frequency range, which varies per application, the signal passes through a limiting filter
and low noise amplifier (LNA) before coursing through a common attenuator to suppress
the signal’s magnitude and possibly a common phase shifter (depending on the application.
For example the phase shifter can be utilized as a directional finder or filter for incident
signal in a WSN). Outbound and incident signals are typically discerned by a circulator at
the output/input of the module. The attenuator and phase shifters are termed "common"
due to the fact that these components are used for both reception and transmission. In the
following, we elaborate on a few of the key components of the TR module from Figure 3.
The attenuator is implemented to ensure the unwanted side-lobes are suppressed, sufficiently
reducing the noise in the system. It also keeps the amplifiers down stream from prematurely
reaching saturation and causing unwanted non-linearities. Typically this is done only for the
receiver as during transmissions, it is usually desirable to propagate as much energy from the
antenna as possible. Since the attenuator basically performs the exact opposite function of
the amplifier, they are typically not conjoined in series unless, in some cases, it’s needed for
filtering purposes. Note that all the components within the TR module are frequency matched
meaning they are optimized for specific frequency ranges. Due to this inherent characteristic,
attenuators can be used to suppress frequency bands without distorting the fundamental
waveform. This is important for the energy efficiency of the system as the modulator can
maintain relative simplicity without the need to effectively recreate a waveform which would
subsequently cost more power.
The phase shifter allows multiple RF signals to be controlled by way of an external stimulation
such that the output of the phase shifter is of the desired phase without effecting the frequency.
The phase shifter may or may not be present in the TR module. It depends on whether or not
the WSN calls for a beam-forming or shaping capability which can aid in power efficiency if
multiple sensors are synchronized in receive and or transmission mode for power/amplitude
coupling. The amplifiers (driver and high power amplifiers) boost the signal for transmission
from the antenna. The level of amplification needed depends on the efficiency of the system,
particularly the aperture or antenna. A poorly matched antenna or one which has a high
Voltage Standing Wave Ratio (VSWR) will demand a higher amplitude or stronger signal to
propagate to a given target.
The application and placement availability of WSN will greatly affect which antenna is more
suitable and efficient. Most WSN antennas are omni-directional fundamentally but are shaped
by various ground effects. This crucial aspect of antenna propagation has prompted many
researchers to develop accurate prediction models specifically for WSNs.
3.5 Power source
Considering that many WSNs rely on portable energy or power sources to power sensors,
the capacity and efficiency of both the power source and the WSN is crucial in the overall
effectiveness of the WSN. For most of the WSN applications, when the power source drains,
135ower Considerati ns for Sensor Networks
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Fig. 3. Transceiver
the WSN is inoperable. For many applications various protocols for maximizing the lifetime
of the WSN are adequate while many other applications require WSNs to remain in remote
areas for several months or years without opportunities for manual power replenishment.
Many research centers have developed models to efficiently harvest energy for power as
for sensing previously mentioned. A WSN which can obtain its power requirements from
its surrounding environment essentially has an infinite lifetime. Various approaches from
mechanical vibrational energy harvesting to photon collection schemes are being considered
in an effort to self-generate power needs.
Fig. 4. A low power wireless sensor node system powered from energy scavengers or
harvesters and a battery. Guilar et al. (2006).
Figure 4 is a schematic of a low power WSN system that uses energy scavengers. In Figure 4,
the energy sources are labeled Vsolar, Vvibe and Vbat for the solar, mechanical vibration and
battery, respectively. A mutiplexer switches between the unregulated energy sources. ADC
denotes the Analog to digital converter, DSP denotes the Digital signal processors and RF
denotes Radio frequency.
136 Telecommunications Networks – Current Status and Future Trends
www.intechopen.com
Power Considerations for Sensor Networks 9
4. The WSN layered protocol stack
The WSN layered protocol stack consists of the Application layer, the Transport layer, the Data
link layer and the Physical layer. This section will cover the role of each layer and study its
power consumption. The section will survey the current literature and analyze it with respect
to power consumption.
4.1 Application layer
The application layer is in charge of collecting and processing sensor readings (including the
use of data aggregation), performing time synchronization, implementing a security protocol
(as needed) etc... Each one of these tasks uses one or more hardware modules and each task
results in power being consumed.
4.1.1 Information fusion
Traditionally, sensor motes were designed to perform very little to no processing. They would
sense the environment and send the sensing data to the base station for processing. This
resulted in large amounts of packets being sent from the motes to the base station. In addition,
in several sensor network applications, the motes are exposed to conditions (such as very
high/low temperatures, pressure and noise) that might sabotage their measurements. It was
then proposed to use information fusion (also referred to as data aggregation) techniques at
the motes in order to decrease the network traffic, save energy, remove outlier data, make
predictions about future measurements and in general obtain better information quality by
combining data from multiple sources. Data aggregation requires some amount of processing
to be carried out at the motes. Data fusion can be used at different layers of the WSN protocol
stack. For example, it can be used at the application layer to process sensor readings as well
as at the network layer to consolidate routing information. In the following, we survey and
analyze the work that has been done on data aggregation and information fusion.
Information fusion can be categorized into three classes. Complementary, redundant, and
cooperative. This classification depends on the particular application and the relationship
between the motes that gather the data. In the case of complementary information, sources
gather different types of data and information fusion is applied to obtain a more complete
picture from data. In the case of redundant information, one or more sources gather the
same type of data and information fusion is used to discard the outlier measurements and
filter the data for accuracy, reliability and confidence. In cooperative information fusion, two
sources gather information that is fused to produce information that better represents the
reality. Information fusion is performed for different purposes. In the following, we present a
classification of data fusion algorithms based on the purpose of the information fusion.
Information fusion techniques could be either centralized or distributed. Centralized
techniques have a single point that controls the fusion process but are simple to implement.
However, all the sensor motes send their data to the central point, which overwhelms the
central data point and floods the network with messages. Distributed techniques on the other
hand are more complex to implement but are more energy efficient because the information
is exchanged locally, which reduces the number of messages exchanged in the network.
Several methods have been proposed for information fusion including inference, estimation,
aggregation, and compression.
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Inference methods consist of making a decision based on previous knowledge. Protocols that
have been proposed for inference include Bayesian inference algorithms (Coue et al., 2002;
Tsymbal et al., 2003), Dempster-Shafer inference algorithms (Dempster, 1968; Shafer, 1976)
and fussy logic algorithms (Gupta et al., 2005) among others.
Estimation methods use probabilistic theory to estimate a state based on a sequence of
measurements. Estimation algorithms include the maximum likelihood algorithm (Xiao et
al., 2005), least square, Kalman filter and particle filter (Kalman, 1960).
Data aggregation methods are used to overcome implosion and overlap and compression
is used to reduce the amount of data by exploiting spatial correlation among the motes.
Techniques for compression include distributed source coding (Xiong et al., 2004) and coding
by ordering (Petriovic et al., 2003).
The implementation of these algorithms comes at a cost involving hardware complexity, CPU
time and energy.
4.1.2 Time synchronization
Time synchronization consists of synchronizing the local clocks of all the members of a
distributed network. In WSNs, it consists of synchronizing the clocks of all the motes in the
network. Time synchronization is essential for all networked systems and is a requirement
in most WSN applications and protocols. Example applications include environmental
monitoring and target tracking among others. In these applications, the order of events is
usually important. For example, in target tracking, sensors need to continuously report the
location of a moving target, which could be time sensitive. Example protocols that require
time synchronization are some MAC protocols (Demirkol et al., 2006) (such as the ones based
on TDMA, where each node is assigned a time slot) in addition to several routing and security
protocols.
In this section, we review the time synchronization algorithms proposed in the literature
and analyze their power saving properties. In addition to being energy efficient, time
synchronizations schemes for WSN need to be accurate and scalable.
When a packet is sent from node A to node B, node A can append a time stamp to the packet.
Node B can then extract the time stamp from the packet, add the time it took the packet
to travel from node A to node B (transmission time) in order to estimate its local clock’s drift
from node A. The packet delay consists of send time, access time, propagation time and receive
time. Send time is the time interval between when the node issues the send command until
the node is ready to send the packet.
The medium access times is the duration from when the node is ready to send until the time
when the transmission starts. This is the step that makes time synchronization such a difficult
problem. It is not possible to accurately estimate this time. The propagation time is the time it
takes the packet to reach to the destination, and the receive time is the time it takes to receive
the frame.
The Network Time Protocol (NTP) described in (NTP, n.d.), is the protocol that synchronizes
the clocks in wired networked systems by estimating the roundtrip time of packets. It is the
standard used on the Internet. NTP maintains a universal time (UTC) across the network.
NTP is not suitable for WSNs because of its centralized nature and prohibitive cost. In fact
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in NTP, clients synchronize their clocks to the server and servers are synchronized to using
external time sources (using a GPS). NTP is not suitable for WSNs for a number of reasons.
First, NTP is centralized. 2. In WSNs, it is impossible to accurately estimate the roundtrip
time. 3. GPS is too expensive to use or is not an option for most WSN applications (for
example, indoor applications will not have access to GPS signal).
Most time synchronization protocols are sender to receiver. The sender time stamps a packet
and the receiver extract the time stamp and tries to extrapolate its clock drift compared to
the sender (Romer, 2001), (Ganeriwal et al., 2003). However, the Reference Broadcast Scheme
(RBS) (Elson et al., 2002) is different. It is a receiver-to-receiver synchronization protocol. In
RBS, a sender broadcasts a beacon without any time information. The receivers then exchange
Acknowledgement messages with the time they received the beacon. Receivers can then
extrapolate their own clock drift relative to each other. RBS works with two receivers and is
easily extended to more than two receivers. In addition, increasing the number of broadcasts
increases the accuracy of the scheme. Note that in RBS, the uncertainty of access time is
removed (since the sender is removed from the drift calculations) and since the propagation
time is assumed to be negligible in WSNs, the only uncertainty factor and potential error
margin in this protocol is the receive time.
The Timing sync Protocol for Sensor Networks (TPSN) (Romer, 2001), (Ganeriwal et al., 2003)
is a sender-receiver protocol. In TPSN, the sender sends a packet to a receiver, which uses
the TPSN equation to extract its local clock drift compared to the sender. TPSN then uses a
tree hierarchy to propagate the synchronization, it categorizes the nodes in the network into
levels during the discovery phase. During the synchronization phase, the root node (level
0) synchronizes all level 1 nodes. After this first phase of synchronization, level 1 nodes
synchronize level 2 nodes and so on, until synchronization has been propagated through the
entire network. TPSN achieves better accuracy than RBS when using MAC layer time stamps
because RBS is limited by the transmission range and would require more beacons in order to
perform synchronization.
In (Greunen & Rabaey, 2003), the authors claim that most sensor network applications
do not require very precise synchronization. In fact, they claim that most applications
only require synchronization in the order of a fraction of a second. The authors therefore
propose a different approach where the required accuracy is taken as a constraint and then a
synchronization algorithm with minimal complexity is devised so that the requested accuracy
can be achieved. In this work, the synchronization is propagated in a centralized manner
where a spanning tree is created and synchronization is conducted along the edges of the tree.
Centralized approaches to time synchronization are not energy efficient and often result
in depleting the energy reserves of the root node. The authors in (Maroti et al., 2004)
propose the Flooding Time Synchronization Protocol (FTSP). FTSP uses periodic flooding of
synchronization messages. This approach makes the algorithm de-centralized, scalable and
topology independent. In FTSP, the synchronization root is elected dynamically and re-elected
periodically. The root is responsible for keeping the global time of the network. In this
work, the nodes form a dynamic mesh like structure to propagate the time synchronization
throughout the network (unlike TPSN). This work saves on the energy required to create
an initial spanning tree (as in TPSN) and is therefore more energy efficient than TPSN. In
addition, this protocol is not topology dependent and can perform synchronization even when
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the topology of the network changes. However, the synchronization error in FTSP can grow
exponentially with the size of the network (Lenzen et al., 2009).
Similar to FTP, the Novel Algorithm for Time Synchronization (NATS) is a decentralized
time synchronization protocol. Unlike FTSP, NATS is a receiver-sender protocol because the
receiver requests synchronization from the sender. This reduces the amount of messages
exchanged for the purpose of time synchronization and therefore, reduces the amount of
energy consumed during synchronization. NATS was designed at DePauw University by
Peter Terlep 1 , Steven Klaback 2 and Khadija Stewart. NATS does not need to meet
any specific topology prerequisites, it can adjust to topology changes. It accomplishes the
following: 1) it does not need a third party device that is within radio communication range
of all motes, 2) it does not need any one mote to be within range of all motes, 3) it is scalable, 4)
it allows for deep sleep between synchronization activities, 5) it handles receiver-side medium
access control (MAC) buffer latency uncertainty, 6) it addresses the inability to acquire a
real-time sender-side MAC timestamp, 7) and it uses a distributed energy efficient algorithm
for multi-hop synchronization.
Pair-wise synchronization in NATS starts when the root node receives a sync request. The root
then sends two consecutive packets to the requesting node, each containing a timestamp at
the MAC layer. The receiving node uses these two packets along with its receive time stamp
to extrapolate the propagation and channel access times. It uses that information to estimate
its clock drift from the root node. Time synchronization is then propagated throughout the
network in a distributed manner, similar to FTSP, by having each synched node act as a
potential root node for synchronization. Experimental results show that NATS provides better
synchronization accuracy than TPSN. In fact, using the Sun Spots platform, the Mean Sync
Error for NATS was 1.74ms versus 2.63ms for TPSN.
The Gradient Time Synchronization Protocol (GTSP) is completely distributed (Sommer &
Wattenhofer, 2009), where the nodes periodically broadcast synchronization beacons to their
neighbors and agree on a common clock. It is proven that after multiple beacon exchanges, the
clock of the nodes converges to a common value. This algorithm is completely distributed and
nodes only exchange beacons locally. GTSP is proven to achieve better time synchronization
accuracy as compared to tree-based methods.
In PulseSync (Lenzen et al., 2009), the root node floods a "pulse" through the network in
a breadth-first search tree manner. The nodes receiving the pulse then compensate for the
drift relative to the root node. The authors note that the flooding of the pulse needs to be
scheduled in order to avoid collisions. This protocol is proven to be accurate when used
in sensor network applications where the topology does not change. In fact, it is proven to
outperform FTSP by a factor of 5 on mid-size networks.
The authors in (Li et al., 2011), propose a new direction in time synchronization where the
Radio Data System (RDS) of FM radios is used to synchronize the nodes’ clocks. In this work,
each node is equipped with an FM receiver and programmed to receive the same RDS signal.
The mote’s clock then uses a calibration component to calibrate itself to the RDS clock. The
drawbacks of this method stem from the fact that the FM interface is not power efficient and
1 Peter Terlep is currenty a Ph.D student at Michigan University
2 Steven Klaback is currently with Digital Knowledge
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that not all WSN applications can have access to FM signals especially for the applications
deployed in remote areas.
In summary, in order for a time synchronization protocol to be appropriate for a wide range
of WSN application, it needs to accurately compute the clock drifts, be distributed, scalable,
adapt to any topology and be able to propagate the synchronization instantaneously and
without flooding the network.
4.2 Transport layer
The transport layer is mainly used to communicate with external networks (such as the
Internet) and is therefore rarely implemented in sensor motes.
4.3 Network layer
The network layer is in charge of all routing functions. Routing is the function that is used the
most in multi-hop WSNs. It is the routing algorithm that allows nodes that are more than a
hop away to communicate with each other and form a connected network. Because routing is
used extensively in most WSN applications, it is the function that should be the most power
efficient. A variety of routing protocols have been proposed in the literature, some of which
are designed to be ’power aware’ and use the battery level or the network lifetime as a routing
constraint. This Section reviews these works and studies the effect of clustering on power
consumption.
Initially, research on routing algorithms focused on Mobile Ad hoc NETworks (MANETs).
In these networks, the nodes were designed to be highly mobile, which resulted in the
development of on-demand routing algorithms. These algorithms use flooding to compute
routes (see the Reliable Ad-Hoc On-Demand Distance Vector Routing Protocol (RAODV)
(Khurana et al., 2006), and the Ad hoc On-demand Multipath Distance Vector (Marina & Das,
2001) among others). The traditional flooding method consists of every node broadcasting
the data to all its neighbors, the neighbors broadcasting the data to their neighbors etc...
Ultimately, the sink will overhear the data. Flooding-based protocols suffer from several
inefficiencies including overwhelming the network with unnecessary transmissions, excessive
energy consumption, implosion, overlap, among others see (Heinzelman et al., 1999). Routing
in MANETs is a tedious problem because of their dynamic nature. Adding power efficiency
to the equation renders the problem even more tedious.
In (Mleki et al., 2002), the authors propose a reactive Power-aware Source Routing (PSR)
protocol for MANETs. This protocol was based on the Dynamic Source Routing protocol
(RFC4728, n.d.). PSR computes the cost of routes while taking into consideration both
transmission power and remaining battery power. In PSR, the source broadcasts a message
and intermediate nodes compute the path cost and add it to the header of the broadcast
message. The destination then adds the least cost path to the reply and sends it back to
the source. This solution fits the needs of MANETs but because of its broadcast nature, it
is not suitable for the more resource constrained sensor networks. Since most sensor network
applications require static sensors and are more resource constrained than MANETs, the
routing solutions that were developed for MANETs are not suitable for the low power sensor
networks. As a result, the Routing Over Low power and Lossy networks (ROLL) group was
created as part of IETF in 2008 (Watteyne & Richichi, 2010) to help develop a standardized
routing solution for sensor networks.
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In (Watteyne & Richichi, 2010), the authors define a set of criteria that routing protocols
must possess for routing in low-power and lossy networks. These criteria consist of
satisfactory performance in: 1. Routing state. 2. Loss response. 3. Control cost. 4.
Link cost. 5. Node cost. The authors then conclude that none of the mature IETF
protocols, that were developed for MANETs, fulfill those requirements. The protocols
examined in this work are: OSPF (RFC2328, n.d.), IS-IS (RFC1142, n.d.), OLSR (RFC3626,
n.d.), OLSRv2 (draft-ietf-manet-olsrv2-12, n.d.), TBRPF (RFC3684, n.d.), RIP (RFC2453, n.d.),
AODV (RFC3561, n.d.), DYMO (draft-ietf-manet-dymo-mib-04, n.d.), DSR (RFC4728, n.d.),
IPv6 Neighbor Discovery (RFC4861, n.d.) and MANET-NHDP (draft-ietf-manet-nhdp-15,
n.d.). In (Watteyne & Richichi, 2010), the authors suggest that a new protocol specification
document needs to be created for routing in low-power and lossy networks. The discussion
in (Watteyne & Richichi, 2010) was limited to mature and well documented IETF protocols,
in the remaining of this section, we examine "energy aware" routing protocols designed for
wireless sensor networks that have not been included in this review.
Routing algorithms with energy considerations aim to either minimize the energy
consumption of the networks as a whole or increase the lifetime of the network. Protocols
that attempt to minimize the energy consumption of the network usually compute and use
the shortest paths in the network. As a consequence, a few select motes are usually overused
and their energy reserve is depleted earlier than the rest of the motes. This could result in the
network becoming partitioned and could therefore end its useful lifetime prematurely.
Most applications of WSNs are deployed in remote areas and are scheduled to monitor the
area for long periods of time. In this case, extending the useful lifetime of the network is
of at most importance. The concept of ’lifetime of the network’ is difficult to define in WSNs
(Dietrick & Dressler, 2009). For practical purposes, we define the useful lifetime of the network
as: ’The total amount of time that the network is able to do useful work’. If for example the
purpose of the network is to record sensor readings from ten different areas for as long as
possible, the useful (operational or functional) lifetime of the network will be the total amount
of time that at least one sensor is functional in each of the ten different areas and that there
exists a path between each of those senors to the sink, i.e., those sensor motes are able to relay
their readings to the sink. The useful lifetime of the network is therefore application specific
and a uniform definition may not apply to all types of WSN applications.
The shortcomings of the broadcast-based protocols have led to the design of data-centric
routing mechanisms. One of the earliest works on this type of protocols is SPINS (Heinzelman
et al., 1999) where the data is named using high-level descriptors (meta-data). In this case,
sensors exchange meta-data. The protocol relies on three types of messages: 1. ADV message,
which is used to advertise particular meta-data, 2. REQ message used to request specific
data, and 2. DATA message used to deliver the actual data. Spins achieves significant
energy savings over traditional broadcast-based protocols (a factor of 3.5) and reduces the data
redundancy in half. However, Spins does not guarantee the delivery of data to the requesting
node, which makes this protocol unpractical for several applications of WSNs (Akkaya &
Younis, 2003).
In data-centric routing algorithms, regions of sensors are queried to send their sensed readings
to the sink. Because of the redundancy in sensors in each region, the data needs to be
aggregated before it is forwarded to the sink. Several algorithms have been proposed to
perform data aggregation to disregard the redundant information. Sensor Protocols for
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Information via Negotiation (SPIN) (Kulik, 1999) was the first work to suggest eliminating
redundant information to save energy. Later, a series of protocols that use directed diffusion
were proposed (Intanagonwiwat et al., 2000), (Braginsky & Estin, 2002), (Schurgers &
Srivastava, 2001), (Chu et al., 2002).
An important step in routing in wireless sensor networks was the creation of routing
algorithms based on directed diffusion, the first introduction is described in (Intanagonwiwat
et al., 2000). In directed diffusion, a node sends a query for some particular data (data here
is identified using an attribute-value pair). As a result, data matching the query description
is "drawn" towards the querying node. The data can be aggregated by intermediate nodes
and all the communication is only neighbor-to-neighbor. These types of algorithms achieve
significant energy savings over the traditional broadcast-based algorithms. Despite the energy
saving properties of the directed diffusion algorithms, they are not suitable for all sensor
network applications. Some sensor network applications require continuous data flow from
the sensors to the sink, as a consequence, query based algorithms will not be suitable for such
applications since the sink would need to continuously query each sensor for data (Akkaya &
Younis, 2003).
An alternate way of relaying information in WSNs, other than flooding, is gossiping
(Kyasanur et al., 2006). In gossiping, the source node selects a random neighbor and forwards
the data to them. The process continues until the destination is reached or a maximum number
of hops is achieved. Similar to flooding protocols, gossiping protocols also waste energy by
sending messages by sensors that cover overlapping areas. In addition, gossiping algorithms
can suffer from excessive delays because the next hop node is selected randomly.
An improvement to the traditional gossiping protocols is the location-based protocols. In
these protocols, location information is used to direct the routing in order to reduce the
number of transmissions and therefore save energy. One such protocol is SPEED (He et al.,
2002). This protocol uses a combination of feedback control and non-deterministic geographic
forwarding to provide real-time unicast, area-multicast and real-time area-anycast.
In (Li et al., 2001), the authors propose an energy saving routing scheme called the adaptive
max-minzPmin scheme. This routing algorithm selects a route that maximizes the minimum
residual energy as long as it consumes no more than zPmin energy (Pmin energy is he
amount of energy consumed by the minimum-energy route). This algorithm also computes
the minimum node lifetime of the network and adjusts its routing criterion accordingly. While
this method is hard to implement (keeping track of the lifetime of the nodes in a central
location), it is more practical for ad hoc networks than it is for sensor networks.
Another family of protocols is the hierarchical routing protocols. The main purpose of creating
a hierarchy within a sensor network is to achieve scalability, i.e., the network performance
should decrease slowly in response to an increase in the network size. The main form of
hierarchical routing in WSNs is clustering, which consists of organizing the nodes into clusters
where each cluster has a cluster head. The cluster head is then in charge of performing data
aggregation or forward the packets on to the next hop. This leads to a smaller amount of data
being transmitted to the sink, which intrinsically saves energy.
One of the first clustering protocols, LEACH is described in (Heinzelman et al., 2000). LEACH
randomly rotates the head cluster in order to balance the energy consumption amongst the
nodes in the cluster and uses data fusion in order to reduce the amount of data sent to the sink.
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As a result, LEACH achieves significant energy savings compared to conventional routing
protocols. Several other hierarchical protocols have been proposed in the literature who build
up on LEACH such as TL-LEACH (Loscri et al., 2005) which proposes a two-level hierarchy
to LEACH, EECS (Ye et al., 2006) where nodes compete for the position of cluster head, HEED
(Yonis & Fahmy, 2004) where cluster heads are selected based on the distance between nodes,
among others.
In (Iwanicki & Steen, 2009), the authors develop a framework to test the various hierarchical
routing protocols proposed for WSNs. The authors state that hierarchical routing is a
promising solution for the resource constrained WSNs and caution that the theoretical results
presented in most hierarchical work can be very different from the results obtained using
a more realistic framework. The proposed framework dismisses the idea of rotating the
cluster head to save energy because this change complicates route computation by changing
the routing addresses. The authors conclude that there is no one optimal hierarchical
routing protocol for all WSN applications, rather protocols are application and requirement
dependent.
In conclusion, there still exists the need to develop a low-frills, low-power, manageable
and adaptable protocol for routing in the resource constrained sensor networks. The ROLL
working group is still working on a requirement specification document. They may in fact,
not be able to propose a single protocol for all or most WSN applications and could end up
proposing or extending more than one protocol.
4.4 Medium access control layer
The main duties of sensor motes are communication, sensing and computing. Amongst
these three tasks, communication consumes the most energy. It is therefore imperative to
make sure that the communication task is as efficient as possible in order to prolong the
energy lifetime of the motes. It is the data link layer that is responsible for establishing
communication links between the motes, allowing the motes to share the wireless medium
fairly and detecting/correcting transmission errors. Power considerations at the data link
layer involve studying the hardware of the communication module (see Section 3) , the
implementation of protocols such as the power management protocol and manipulating the
power level of the transceiver.
The most energy waste occurs when a mote receives multiple frames at the same time. In this
case all the frames that collide need to be discarded which results in wasted transmissions and
receptions and increased latency. Other causes of energy waste are control packet overhead,
overhearing unnecessary traffic and the long idle time in WSNs. In fact, in WSNs, idle
listening consumes more than half the amount of energy required for reception (Ye et al.,
2004). The Medium Access Control (MAC) layer is the sublayer of the data link layer that is
responsible for handling the contention over the medium (in this case, the wireless medium).
The main media access protocols used in wireless networks are Time Division Multiple
Access (TDMA), Frequency Division Multiple Access (FDMA), Carrier Sense Multiple Access
(CSMA), Request To Send/Clear To Send (RTS/CTS) protocols, and the IEEE 802.11 protocol.
The purpose of these schemes is to avoid channel contention. In the following, we review
the most relevant MAC protocols that are proposed for use with wireless sensor networks.
The channel contention scheme in these protocols is based on the above described contention
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prevention mechanisms. In the rest of this Section, we study the main MAC layer protocols
that are proposed in the literature and analyze their power-saving properties.
In this work, we consider energy efficiency to be the most important attribute in a MAC
protocol. Other important attributes for a MAC protocol consist of providing fair and efficient
access to the medium, scalability and adaptability to change.
Most ad hoc network and WSN applications require the network to be deployed for an
extended period of time. During their deployment, the motes are programmed to sense
the environment and relay sensor readings to the sink. Several MAC protocols have been
proposed for these applications where the motes are periodically scheduled to be in a
power-saving state (a sleep state or an off state) in order to save their battery power and extend
their deployment lifetime, see (Singh & Raghavendra, 1998; Stewart & Tragoudas, 2007; Ye et
al., 2004) among others.
PAMAS (Singh & Raghavendra, 1998) is a MAC protocol based on RTS/CTS. PAMAS
schedules sleep intervals for sensor nodes to avoid overhearing and uses separate channels
for data and control frames. In PAMAS, nodes probe their neighbors for transmission time in
order to avoid collision as well. PAMAS reduces energy consumption by avoiding collision
and transmission overhearing at the expense of increased hardware complexity, which in turn
affects the power consumption.
The S-MAC (Ye et al., 2004) protocol reduces the energy consumption of the nodes by
implementing the following mechanisms. First, it reduces idle listening by scheduling sleep
intervals for nodes, in fact, S-MAC coordinates sleep intervals amongst neighboring nodes.
Second, it divides long messages into smaller packets and transmits them back to back. As
a result, nodes with longer messages occupy the wireless medium for longer periods of
time. The authors show that this seemingly "unfair" advantage results in energy savings
over traditional "fair" methods. Third, it implements a low-duty-cycle that reduces idle
listening. Finally, it uses in-channel signaling to reduce overhearing by extending the work
from PAMAS (Singh & Raghavendra, 1998).
S-MAC’s mechanisms do reduce energy consumption at the expense of increased message
latency. However, the predefined sleep intervals limit the flexibility of the protocol and the
broadcast mechanism increases the probability for collision because S-MAC does not use
RTS/CTS (Demirkol et al., 2006).
TMAC (Van & Langendoen, 2003) is similar to SMAC except that each node is equipped with
a timer. In TMAC, a node is put on the low-power/sleep state if it does not transmit or receive
for the entire duration of the timeout period. TMAC performs significantly better than S-MAC
under variable load.
In WiseMAC (El-Hoiydi & Decotignie, 2004), the authors propose a downlink (to be used
when the sink transmits packets to sensors). WiseMAC uses non-persistent CSMA (np-CSMA)
with preamble sampling in order to decrease idle listening. In this case, a preamble is used
to alert the receiving node that a data packet is on its way. The preamble precedes each data
packets. All the nodes in the medium listen to the medium for a constant time interval referred
to as the sampling period. If a node hears a transmission while it is listening to the medium,
it will continue to listen until it receives a frame or until the medium becomes idle. The sink
precedes each data frame with a preamble sequence that is equal to the sampling period. This
guarantees that the receiving node will be able to detect the transmission. On the downside,
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the long preamble sequence results in a low throughput and in increase power consumption.
In addition, all the nodes within wireless range of the receiving node are able to hear the
transmission. WiseMAC proposes an improvement to this where the sink takes advantage of
knowing the sampling schedule of the nodes. The sink therefore, sends a smaller preamble
and a frame right when the receiving node is scheduled to start sampling the medium.
WiseMAC suffers from two main drawbacks (Demirkol et al., 2006). The first drawback results
from its decentralized sleep schedule where nodes wake up from their sleep cycle at different
times. This is inefficient when broadcast communication is used because the broadcasted
frames would need to be stored at the neighbors who are awake and end up being transmitted
multiple times. The second drawback of the protocol is the fact that it is vulnerable to the
hidden terminal problem where collision can happen at a node if it receives transmissions
from two nodes that are not within transmission range of each other (Note that this is not a
problem if WiseMAC is only used as a downlink protocol)
TRAMA (Rajendran et al., 2003) is a collision-free TDMA based MAC protocol for sensor
networks. TRAMA ensures energy efficiency by avoiding collision during unicast, multicast
and broadcast transmissions. In addition, in TRAMA, nodes can switch to a low-power state
whenever they are not transmitting or receiving frames to save energy. In TRAMA, a node
is elected to transmit within a two-hop neighborhood during each time slot. This mechanism
avoids the hidden terminal problem.
TRAMA achieves significant energy savings due to: 1. the increased amount of low-power
states, 2. the decreased amount of communication since the receiving nodes are indicated
a priori, and 3. the significant decrease in collision probability. However, the latency when
using TRAMA is longer compared to CSMA as a result of the high percentage of sleep time
(Demirkol et al., 2006).
Berkeley MAC (B-MAC) (Polastre et al., 2004) is a low frills protocol based on clear channel
assessment, it uses low power listening with preamble sampling. The default mode in
B-MAC does not include a mechanism to avoid the hidden terminal problem, which could
be implemented by higher layers if needed. B-MAC achieves significant energy savings when
varying check time, by making the preamble constant and setting the sample rate. However,
since the protocol is bare-bone, additional features would have to be implemented at higher
layers when needed, which increases the complexity of the system as a whole.
Even though multiple MAC layer protocols provide adequate performance, no single protocol
has been chosen as a standard. This is due to the fact that some protocols perform better
than others for particular applications, communication pattern, network infrastructures and
or network densities. An ideal energy efficient MAC layer protocol for WSNs would use a
local schedule for motes to turn to the low-power/off state as a function of their residual
energy as well as their sensing schedule. The schedule should aim to maximize the sleep time
of the motes while preserving their sensing schedule, local connectivity and balancing their
energy levels in order to increase the lifetime of the network as a whole.
4.4.1 Physical layer
Frequency detection, generation, modulation and coupling are the responsibility of the
physical layer and are explained in detail in the hardware section. Note that when an engineer
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is charged with designing a physical layer, propagation effects due to the ambient conditions
must be considered.
5. Conclusion and future work
This chapter reviews the hardware architecture of wireless sensor motes, as well as their
protocol stack focusing on power considerations at every level. We conclude that because
of the diversity in WSN applications, it is very difficult to derive a universal power efficient
architecture both in terms of hardware and software.
As far as the hardware components in WSNs, many advances have been made over the
last few years. These improvements include more efficient apertures with better directivity
and lower VSWR. The sensor element has been made to become more resolute while power
management has improved due to the accessibility of more exotic materials for energy
storage. The future holds near perfect antenna with nearly a 1:1 VSWR ensuring most of
the energy leaving the system goes where it’s designed to propagate. Researchers at Purdue
University are working toward ensuring optical sensors are near perfectly efficient with
negative refractive metamaterials and photon collection efforts.
In terms of the WSN protocol stack, no one protocol has been adopted as a WSN standard,
rather each protocol is designed to efficiently serve one or more WSN applications. The power
efficiency of protocols has become the number one constraint in almost every layer of the
protocol stack. More work is needed to design and develop protocols that are less application
specific and still power efficient.
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