Abstract. We give a brief systematic overview of a few results concerning the Néron-Severi lattices of Fermat varieties and Delsarte surfaces.
Introduction
The goal of this survey is to give a brief systematic overview of a few results, both recent and old, concerning the generators of the Néron-Severi lattices of Fermat varieties and of closely related to them Delsarte surfaces.
Citing T. Shioda [1] , the Néron-Severi group ". . . is a rather delicate invariant of arithmetic nature. Perhaps for this reason it usually requires some nontrivial work before one can determine the Picard number of a given variety, let alone the full structure of its Néron-Severi group." The Picard ranks rk NS(X) of Fermat varieties and Delsarte surfaces were computed in [17, 16, 18] ; these results are outlined in §2.1. Comparing rk NS(X) with the rank of the subgroup S ⊂ NS(X) generated by a certain set S of "immediately seen" subvarieties of X (projective spaces or images thereof, see §2.2 and §2.3), it was observed that, under some rather general assumptions, the subvarieties constituting S generate the rational Néron-Severi group: S ⊗ Q = NS(X; Q). Naturally, the question arose whether one also has S = NS(X) over the integers; the affirmative answer to this question would give one the complete structure of the Néron-Severi lattice.
The question remained unsettled for almost 30 years, until the first numerical evidence suggesting the positive answer appeared in 2010, see [14, 15] . The original case of Fermat surfaces was finally settled (in the affirmative) in [4] . The situation with Delsarte surfaces turned out more complicated: it was shown in [3] that the answer depends on the structure of the defining equation and typically is in the negative, although the torsion of the quotient NS(X)/S is bounded; e.g., its length does not exceed 7. The techniques used in the proofs are outlined in §3.1 and §3.2, and a brief account of the results is found in §3. 3 .
The most recent achievement is an algebraic restatement (similar to that used in [4] ) of the original question for Fermat varieties of higher dimension, see [6] and §4.1: the answer is given in terms of the integral torsion of certain modules over polynomial rings. Unfortunately, we failed to prove that this torsion vanishes. So far, only some numerical evidence and a few partial vanishing results are available, see §4.2. Some of these partial results have geometric implications to a wider class of varieties; they are discussed in §4.3. In §5, I briefly state a few open problems that seem to be of general interest.
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According to [16] , one has H 
see [16, 17] . In the case of surfaces (d = 2), the set B 2 m has been studied in [17] . In particular, it has been shown that If d = 2, the above spaces are lines and, for m 3, it can easily be shown that there are no other lines in Φ 2 m (see. e.g., [2] ). In this special case, analyzing the intersection matrix (see, e.g., [14] ), one can also show that Theorem 2.7 (see [13, 16] 
Hence, a natural question, first raised in [1] , is whether, under the assumptions of Theorem 2.6 or 2.7, we have the equality S (1) each entry a ij , 0 i, j 3, is a non-negative integer; (2) each column of A has at least one zero; (3) (1, 1, 1, 1) is an eigenvector of A, i.e., 3 j=0 a ij = λ = const(i); (4) A is non-degenerate, i.e., det A = 0. Condition (2) asserts that the surface does not contain a coordinate plane, and (3) makes (2.8) homogeneous, the degree being the eigenvalue λ.
In general, this surface is singular and we silently replace Φ A with its resolution of singularities. The particular choice of the resolution is not important as we will only deal with birational invariants.
Following [18] , introduce the cofactor matrix A * := (det A)A −1 and let
Then, we have maps Φ
Both maps are ramified coverings; π A and π B • π A : (z i ) → (z m i ) are ramified over the union R := R 0 + R 1 + R 2 + R 3 ⊂ Φ of the traces of the coordinate planes,
2) project to the three lines
(Obviously, L ij = L kl whenever i, j, k, l are pairwise distinct, i.e., the L-lines are indexed by partitions J as in (2.3).) Together, R and L := L 01 + L 02 + L 03 form the so-called Ceva-7 arrangement in the projective plane Φ, see Figure 1 (where R 0 is the missing line at infinity).
Since R is a nodal curve, the fundamental group G := π 1 (Φ R) is abelian: it has four generators t i dual to [R i ], i = 0, . . . , 3, that are subject to the relation t 0 t 1 t 2 t 3 = 1. The finite ramified coverings π A as above are in a natural oneto-one correspondence with finite quotients of G, i.e., epimorphisms α : G ։ G onto a finite group G. Henceforth, we can disregard the original matrix A and speak about the Delsarte surface Φ[α], which is defined as (any) smooth analytic compactification of the covering of Φ R corresponding to α. In this notation, Φ Found in [18] is an algorithm making use of (2.2) and computing the Picard rank (or rather corank, which is a birational invariant) of Φ[α] in terms of α. On the other hand, there is an "obvious" divisor 
where ι : D ֒→ X is the inclusion. We will also consider the groups
The following statement is essentially the definition of Ext and Poincaré duality.
Theorem 3.1 (see [3, 4] ). For D ⊂ X as above, let
be the kernel of the homomorphism κ * induced by the inclusion κ : X D ֒→ X. Then there are canonical isomorphisms
Indeed, κ * is Poincaré dual to the homomorphism rel in the exact sequence
Thus, K(X, D) = Coker ι * . The abelian group H 2 (D) is free and, modulo torsion in H 2 (X), the homomorphism ι * is the adjoint of ι * in the free resolution
On the other hand, the quotient H 2 (X)/c 1 (Pic X) is known to be torsion free and we have Tors T = T D . Now, let X = Φ[α] be a Delsarte surface and D = V [α]. To avoid excessive nested parentheses, we will abbreviate
and use the shortcut Φ
•
) is finite abelian (see [4] or (3.5) below) and the homomorphism κ * in Theorem 3.1 factors through the free abelian group
Hence, Theorem 3.1 can be recast in a simpler form
Note also that, as long as the torsion is concerned,
) can be replaced with C 1 / Im ∂ 2 , where (C * , ∂) is the cellular complex (with respect to any CW-structure) computing the homology of Φ
) is a subgroup of the free abelian group C 0 .
3.2.
The Alexander module. Given a topological space X and an epimorphism α : π 1 (X) ։ G onto an abelian group G, the homology of the coveringX → X defined by α are naturally Z[G]-modules, G acting by the deck translations of the covering. The Z[G]-module H 1 (X) is called the Alexander module of X or, more precisely, of pair (X, α). The Alexander module depends only on the group π 1 (X) and epimorphism α; algebraically, it is the abelian group Ker α/[Ker α, Ker α] on which G = π 1 (X)/ Ker α acts by conjugation.
We employ the concept of Alexander module to compute
. First, let α be the identity map 0 : G ։ G/0G (awkward as it seems, this notation agrees with our convention; we also have 1 : G ։ G/G = {1}) and consider the ring Λ := Z[G]. Note that, unlike Φ[0], the unramified covering Φ
• [0] still makes sense. The group π 1 (Φ • [1] ) is computed using Zariski-van Kampen theorem [19] (this computation is essentially shown in Figure 1 , see [4] for the relations and further details), and the map π 1 (Φ
) is found by means of the Fox free calculus [8] . It is more convenient to work with the module
where (C * [0], ∂) is an appropriate cellular complex computing the homology (or even just the fundamental group) of Φ • [0]; as explained in §3.1, that would suffice for our purposes. As a Λ-module, A[0] is generated by six elements a 1 , a 2 , a 3 , c 1 , c 2 , c 3 (corresponding, in the order listed, to the six generators Figure 1 ), which are subject to the six relations
Recall that we also have t 0 t 1 t 2 t 3 = 1 in Λ. Now, given a finite quotient α : G → G, the group ring Λ Theorem 3.3 (see [3] ). For any finite quotient α : G → G one has [3, 4] ). In each of the following three cases, one has T[α] = 0:
(
is cyclic, i.e., the image G of α is a cyclic group; (3) Φ[α] is unramified at ∞, i.e., α(t 0 ) = 1.
Statement (3) in Theorem 3.4 was a toy example considered in [4] . Statement (2) is proved in [3] by comparing the dimensions dim k A[α] ⊗ k, where k is either C or a finite field
is a principal ideal domain and the dimension of a module can be computed algorithmically using elementary divisors of the matrix of relations.
Statement (1) is more involved. In [4] , it is proved by considering an appropriate rather long filtration
and estimating from above the length ℓ(A i+1 /A i ) of each quotient. (Recall that the length ℓ(A) of an abelian group A is the minimal number of generators of A, whereas its rank rk A is the maximal number of linearly independent elements. Always rk A ℓ(A), and a finitely generated abelian group A is free if and only if ℓ(A) = rk A.) Luckily, these estimates sum up to the expected rank rk A[α] given by (2.5) and Theorem 3.3; hence, each quotient A i+1 /A i is a free abelian group, and so is the original module A[α].
The same approach can be used in the general case, but the counts no longer match; hance, we only obtain an estimate on the size of T[α]. To state the next theorem, we need to introduce a few invariants measuring the non-uniformity of the homomorphism α. (Note that the group G is to be considered in its canonical generating set t 0 , t 1 , t 2 , t 3 introduced in §2.3; the only automorphisms allowed are permutations of the generators. This rigidity explains also why we are using four generators instead of three.) First, consider the following subgroups of G:
• G ij , generated by t i and t j , i, j = 0, 1, 2, 3;
• G i , generated by t i t j and t i t k , i = 1, 2, 3 and {i, j, k} = {1, 2, 3}; • G = := i G i , generated by t 1 t 2 , t 1 t 3 , and t 2 t 3 . In more symmetric terms, G i depends only on the partition {{0, i}, {j, k}} of the index set, see (2.3), and G = is generated by all products t i t j , i, j = 0, 1, 2, 3; one has [G : G = ] = 2. Now, for a finite quotient α : G ։ G, denote G * := G/α(G * ) (where the subscript * is one of the symbols ij, i, or = as above) and define δ[α] := |G = | − 1 ∈ {0, 1}. Let, further, exp G be the minimal positive integer m such that mG = 0. (This notion applies to any abelian group G; in our case, it is also the minimal positive integer m such that mG ⊂ Ker α).
In this notation, the fundamental group π 1 (Φ[α]) found in [4] is given by
the product running over all pairs 0 i < j 3. This group is trivial in any of the three special classes considered in Theorem 3.4. In general, as shown in [3] , the group π 1 (Φ[α]) is cyclic and its order |π 1 (Φ[α])| divides the height ht α := exp G/n, where n is the maximal integer such that Ker α ⊂ nG.
Theorem 3.6 (see [3] ). For any finite quotient α : G ։ G, one has
The bound on ℓ(T[α]) is sharp, whereas that on exp T[α] is probably not. Analyzing the proof, one can also establish the almost vanishing of the torsion in the case of Brieskorn surfaces (called diagonal Delsarte surfaces in [3] ), i.e., those given by an affine equation of the form
so that α is the projection G ։ G/(t .3); each element J ∈ J gives rise to m k+1 subspaces in Φ. To put the statements in a slightly more general form, we will pick a nonempty subset K ⊂ J and denote by V K ⊂ Φ the union of all subspaces L J,η , see (2.4), with J ∈ K and η running over all sequences of roots of (−1). Denoting by ι : V K ֒→ Φ the inclusion, consider the groups
Clearly, S J = S 
• is surjective; in fact, we have a short exact sequence
(Recall that we assume that K = ∅; hence, fixing J ∈ K and all but one η i in (2.4), we obtain m spaces whose classes sum up to h.)
Let Λ := Z[G m ], see (2.1). To make the notation more conventional, we rename the canonical generators (1, . . . , exp(2πi/m), . . . , 1) of G m into t 0 , . . . , t d+1 and regard Λ as the quotient of the ring Z[t ±1 0 , . . . , t For further statements, we need to prepare several polynomials. Let
and, for J ∈ J as in (2.3), denote
Also, for any quotient ring R of Λ, including Λ itself, we will denote byR its "reduced" version, viz.R := R d+1 i=0 Rϕ(t i ). The advantage of using Y instead of Φ is the fact that this space has extremely simple homology, which have been extensively studied as the vanishing cycles of a Pham-Brieskorn singularity. Fix a number ζ ∈ C such that ζ m = −1 and consider the topological simplex
Then, the so-called Pham polyhedron [6] ). For each J ∈ J , one has S ′ J = Λψ J ⊂ Λ. Hence, for a subset K ⊂ J , one has S ′ K = J Λψ J ⊂ Λ, the summation running over J ∈ K. 4.2. Partial vanishing statements. Using Theorem 4.2 and employing various dualities and torsion-free quotients, we can obtain several expressions for T K . In the statement below, for J ∈ J as in (2.3), we use the ring
. . , k + 1, and 1 J stands for the unit in Λ J orΛ J . Theorem 4.3 (see [6] ). Let K ⊂ J be a nonempty subset. Then, the torsion T K is isomorphic to the integral torsion of any of the following modules:
(1) the ring
whereas all other terms are generic, pairwise distinct, and other than u m + v m . Arguing as in §2.2, one can see that Φ 
Open problems
Apart from Conjecture 4.4, there are a few other interesting open questions that may be worth stating explicitly.
As explained in §3.3, typically, for a Delsarte surface Φ[α] one has T[α] = 0. Naturally, one may ask if there are other classes of surfaces for which one can assert that T[α] = 0 or obtain a bound on the size of this group better than that given by Theorem 3.6. In Theorem 3.4, the Delsarte surfaces are treated according to the complexity (or non-uniformity) of the finite quotient α : G ։ G. However, there are other taxonomies which, from many points of view, may seem much more natural. For example, one can classify Delsarte surfaces according to the singularities of the original (not yet resolved) projective hypersurface given by (2.8). Thus, it is known that there are ten families (one of them being Fermat) of nonsingular Delsarte surfaces, see [10] , and 83 families of those with A-D-E singularities, see [9] . The Picard ranks for these families were computed in [9, 10] . 
