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Abstract
A necessary and sufficient condition (“exponential nonresonance”) is estab-
lished for every signal obtained from a linear flow on Rd by means of a linear
observable to either vanish identically or else exhibit a strong form of Ben-
ford’s Law (logarithmic distribution of significant digits). The result extends
and unifies all previously known (sufficient) conditions. Exponential nonres-
onance is shown to be typical for linear flows, both from a topological and a
measure-theoretical point of view.
Keywords. Benford function, (continuous) uniform distribution mod 1, linear
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1 Introduction
Let φ be a flow on X = Rd endowed with the usual topology, i.e., φ : R×X → X
is continuous, and φ(0, x) = x as well as φ
(
s, φ(t, x)
)
= φ(s + t, x) for all x ∈ X
and s, t ∈ R. Denoting the homeomorphism x 7→ φ(t, x) of X simply by φt and the
space of all linear maps A : X → X by L(X), as usual, call the flow φ linear if each
φt is linear, that is, φt ∈ L(X) for every t ∈ R. Given a linear flow φ on X , fix any
linear functional H : L(X) → R and consider the function H(φ•). The main goal
of this article is to completely describe the distribution of numerical values for the
real-valued functions thus generated.
To see why this distribution may be of interest, recall that throughout science
and engineering, flows on the phase space X = Rd are often used to provide models
for real-worlds processes; e.g., see [1]. From a scientist’s or engineer’s perspective,
it may not be desirable or even possible to observe a flow φ in its entirety, especially
if d is large. Rather, what matters is the behaviour of certain functions (“signals”)
distilled from φ. Adopting terminology used similarly in e.g. quantum mechanics
and ergodic theory [9, 18], call any function h : X → R an observable (on X).
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With this, what really matters from a scientist’s or engineer’s point of view are
properties of signals h
(
φ(•, x)) for specific observables h and points x ∈ X that
are relevant to the process being modelled by φ. In the case of linear flows, a
special role is naturally played by linear observables. Note that if φ and h both are
linear then h
(
φ(t, x)
) ≡ H(φt), where H : L(X) → R is the linear functional with
H(A) = h(Ax) for all A ∈ L(X). Given any linear flow φ on X , it makes sense,
therefore, to more generally consider signals H(φ•) where H : L(X) → R is any
linear functional; by a slight abuse of terminology, such functionals will henceforth
be referred to as linear observables
(
on L(X)) as well.
What, if anything, can be said about the distribution of values for signalsH(φ•),
where φ andH are a linear flow on X and a linear observable on L(X), respectively?
As indicated below and demonstrated rigorously through the results of this article,
for the overwhelming majority of linear flows this question has a surprisingly simple,
though perhaps somewhat counter-intuitive answer: Except for the trivial case of
H(φ•) = 0, that is, H(φt) = 0 for all t ∈ R, the values of H(φ•) always exhibit
one and the same distribution, regardless of d, φ and H . As it turns out, this
distinguished distribution is nothing other than Benford’s Law (BL), the logarithmic
law for significant digits.
Within the study of (digits of) numerical data generated by dynamical processes
— a classical subject that continues to attract interest from disciplines as diverse
as ergodic and number theory [2, 10, 12, 21, 24], analysis [8, 25], and statistics
[14, 17, 26] — the astounding ubiquity of BL is a recurring, popular theme. The
most well-known special case of BL is the so-called (decimal) first-digit law which
asserts that
P(leading digit10 = ℓ) = log10
(
1 + ℓ−1
) ∀ℓ = 1, . . . , 9 , (1.1)
where leading digit10 refers to the leading (or first significant) decimal digit, and
log10 is the base-10 logarithm (see Section 2 for rigorous definitions); for example,
the leading decimal digit of e = 2.718 is 2, whereas the leading digit of−ee = −15.15
is 1. Note that (1.1) is heavily skewed towards the smaller digits: For instance,
the leading decimal digit is almost six times more likely to equal 1 (probability
log10 2 = 30.10%) than to equal 9 (probability 1 − log10 9 = 4.57%). Ever since
first recorded by Newcomb [28] in 1881 and re-discovered by Benford [3] in 1938,
examples of data and systems conforming to (1.1) in one form or another have been
discussed extensively, notably for real-life data (e.g. [15, 29]) as well as in stochastic
(e.g. [31]) and deterministic processes (e.g. the Lorenz flow [33] and certain unimodal
maps [7, 32]). As of this writing, an online database [4] devoted exclusively to BL
lists more than 800 references.
Given any (Borel) measurable function f : R+ → R, arguably the simplest and
most natural notion of f conforming to (1.1) is to require that
limT→+∞
λ({t ≤ T : leading digit10f(t) = ℓ})
T
= log10
(
1 + ℓ−1
) ∀ℓ = 1, . . . , 9 ;
(1.2)
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here and throughout, λ denotes Lebesgue measure on R+, or on parts thereof. With
this, the central question studied herein is this: Does (1.2) hold for f = H(φ•) where
φ is a linear flow on X and H is any linear observable on L(X)? Several attempts to
answer this question are recorded in the literature; e.g., see [5, 20, 27, 33]. All these
attempts, however, seem to have led only to sufficient conditions for (1.2) that are
either restrictive or complicated to state. In contrast, Theorem 3.2 below, one of
the main results of this article, provides a simple necessary and sufficient condition
for every non-trivial signal f = H(φ•) to satisfy (1.2), and in fact to conform to
BL in an even stronger sense. All results in the literature alluded to earlier are but
simple special cases of this theorem.
To see why it is plausible for signals f = H(φ•) to satisfy (1.2), pick any real
number α 6= 0 and consider as an extremely simple but also quite compelling ex-
ample the function f(t) = eαt. Obviously, x = f is a solution of x˙ = αx, and
f(t) ≡ φt ∈ L(R1) for the linear flow generated by this differential equation. A
short elementary calculation shows that, for all T > 0 and 1 ≤ ℓ ≤ 9,∣∣∣∣λ ({t ≤ T : leading digit10eαt = ℓ})T − log10 (1 + ℓ−1)
∣∣∣∣ < 1|α|T , (1.3)
and hence (1.2) holds for f(t) = eαt whenever α 6= 0. (Trivially, it does not hold if
α = 0.) However, already for the linear flow φ on R2 generated by
x˙ =
[
α −β
β α
]
x ,
with α, β ∈ R and β > 0, a brute-force calculation is of little use in deciding whether
all non-trivial signals f = H(φ•) satisfy (1.2). Theorem 3.2 shows that indeed they
do, provided that απ/(β ln 10) is irrational; see Example 3.4.
This article is organized as follows. Section 2 introduces the formal definitions
and analytic tools required for the analysis. In Section 3, the main results char-
acterizing conformance to BL for linear flows are stated and proved, based upon a
tailor-made notion of exponential nonresonance (Definition 2.9). Several examples
are presented in order to illustrate this notion as well as the main results. Section 4
establishes the fact that, as suggested by the simple examples in the preceding para-
graph, exponential nonresonance, and hence conformance to BL as well, is generic
for linear flows on Rd. Given the widespread use of linear differential equations
as models throughout the sciences, the results of this article may contribute to a
better understanding of, and deeper appreciation for, BL and its applications across
a wide range of disciplines.
2 Definitions and tools
The following, mostly standard notation and terminology is used throughout. The
symbols N, Z+, Z, Q, R+, R, and C denote the sets of, respectively, positive in-
teger, non-negative integer, integer, rational, non-negative real, real, and complex
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numbers, and ∅ is the empty set. Recall that Lebesgue measure on R+ or subsets
thereof is written simply as λ. For each integer b ≥ 2, the logarithm base b of x > 0
is denoted logb x, and lnx is the natural logarithm (base e) of x; for convenience,
let logb 0 := 0 for every b, and ln 0 := 0. Given any x ∈ R, the largest integer
not larger than x is symbolized by ⌊x⌋. The real part, imaginary part, complex
conjugate, and absolute value (modulus) of any z ∈ C is ℜz, ℑz, z, and |z|, respec-
tively. For each z ∈ C \ {0}, there exists a unique number −π < arg z ≤ π with
z = |z|eı arg z. Given any w ∈ C and Z ⊂ C, define w + Z := {w + z : z ∈ Z} and
wZ := {wz : z ∈ Z}. Thus with the unit circle S := {z ∈ C : |z| = 1}, for example,
w + S = {z ∈ C : |z − w| = 1} and wS = {z ∈ C : |z| = |w|} for each w ∈ C. The
cardinality (number of elements) of any finite set Z ⊂ C is #Z.
Recall throughout that b is an integer with b ≥ 2, informally referred to as a
base. Given a base b and any x 6= 0, there exists a unique real number Sb(x) with
1 ≤ Sb(x) < b and a unique integer k such that |x| = Sb(x)bk. The number Sb(x)
is the significand or mantissa (base b) of x; for convenience, define Sb(0) := 0 for
every base b. The integer ⌊Sb(x)⌋ is the first significant digit (base b) of x; note
that ⌊Sb(x)⌋ ∈ {1, . . . , b− 1} whenever x 6= 0.
In this article, conformance to BL for real-valued functions, specifically for sig-
nals generated by linear flows, is studied via the following definition.
Definition 2.1. Let b ∈ N \ {1}. A (Borel) measurable function f : R+ → R is a
b -Benford function, or b -Benford for short, if
limT→+∞
λ
({
t ≤ T : Sb
(
f(t)
) ≤ s})
T
= logb s ∀s ∈ [1, b) .
The function f is a Benford function, or simply Benford, if it is b -Benford for every
b ∈ N \ {1}.
Note that (1.2) holds whenever f is 10-Benford. The converse is not true in
general since, for instance, the (piecewise constant) function ⌊S10(2•)⌋ only attains
the values 1, . . . , 9 and hence clearly is not 10-Benford, yet (1.3) with α = ln 2 shows
that it does satisfy (1.2).
The subsequent analysis of the Benford property for signals generated by linear
flows is greatly facilitated by a few basic facts from the theory of uniform distribu-
tion, reviewed here for the reader’s convenience; e.g., see [16, 23] for authoritative
accounts of the subject. Throughout, the symbol d denotes a positive integer,
usually unspecified or clear from the context. The d-dimensional torus Rd/Zd is
symbolized by Td, its elements being represented as 〈x〉 = x+ Zd with x ∈ Rd; for
simplicity write T instead of T1. Endow Td with its usual (quotient) topology and
σ-algebra B(Td) of Borel sets, and let P(Td) be the set of all probability measures
on
(
Td,B(Td)). Denote the Haar (probability) measure of the compact Abelian
group Td by λTd . Call a set J ⊂ T an arc if J = 〈I〉 := {〈x〉 : x ∈ I} for some in-
terval I ⊂ R. With this, a (Borel) measurable function f : R+ → R is continuously
uniformly distributed modulo one, henceforth abbreviated c.u.d. mod 1, if
limT→+∞
λ
({
t ≤ T : 〈f(t)〉 ∈ J })
T
= λT(J ) for every arc J ⊂ T .
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Equivalently, limT→+∞
1
T
∫ T
0
F
(〈f(t)〉) dt = ∫
T
F dλT for every continuous (or just
Riemann integrable) function F : T→ C. In particular, therefore, if the function f
is c.u.d. mod 1 then limT→+∞
1
T
∫ T
0
e2πıkf(t)dt = 0 for every k ∈ Z \ {0}, and the
converse is also true (Weyl’s criterion [23, Thm.I.9.2]).
The importance of uniform distribution concepts for the present article stems
from the following fact which, though very simple, is nevertheless fundamental for
all that follows.
Proposition 2.2. [13, Thm.1] Let b ∈ N \ {1}. A measurable function f : R+ → R
is b -Benford if and only if the function logb |f | is c.u.d. mod 1.
In order to enable the effective application of Proposition 2.2, a few basic facts
from the theory of uniform distribution are re-stated here. In this context, the
following discrete-time analogue of continuous uniform distribution is also useful:
A sequence (xn) of real numbers, by definition, is uniformly distributed modulo one
(u.d. mod 1) if the (piecewise constant) function f = x1+⌊•⌋ is c.u.d. mod 1, or
equivalently, if
limN→∞
#{n ≤ N : 〈xn〉 ∈ J }
N
= λT(J ) for every arc J ⊂ T .
Lemma 2.3. For each measurable function f : R+ → R the following are equivalent:
(i) f is c.u.d. mod 1;
(ii) If g : R+ → R is measurable and limt→+∞
(
g(t) − f(t)) exists (in R) then g
is c.u.d. mod 1;
(iii) kf is c.u.d. mod 1 for every k ∈ Z \ {0};
(iv) f + α ln t is c.u.d. mod 1 for every α ∈ R.
Proof. Clearly, (ii), (iii), and (iv) each implies (i), and the converse is [23, Exc.I.9.4],
[23, Exc.I.9.6], and [5, Lem.2.8], respectively.
The next result is a slight generalization of [23, Thm.I.9.6(b)].
Lemma 2.4. Let the function f : R+ → R be measurable, and δ0 > 0. If, for some
measurable, bounded F : T→ C and z ∈ C,
limN→∞
1
N
∑N
n=1
F
(〈f(nδ)〉) = z for almost all 0 < δ < δ0 ,
then also
limT→+∞
1
T
∫ T
0
F
(〈f(t)〉) dt = z . (2.1)
In particular, if the sequence
(
f(nδ)
)
is u.d. mod 1 for almost all 0 < δ < δ0 then
f is c.u.d. mod 1.
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Proof. For each n ∈ N, let zn =
∫ δ0n
δ0(n−1)
F
(〈f(t)〉) dt. By the Dominated Conver-
gence Theorem,
limN→∞
1
δ0
∫ δ0
0
1
N
∑N
n=1
F
(〈f(nδ)〉) dδ = z .
On the other hand,
1
δ0
∫ δ0
0
1
N
∑N
n=1
F
(〈f(nδ)〉) dδ = 1
δ0N
∑N
n=1
1
n
∫ δ0n
0
F
(〈f(t)〉) dt
=
1
δ0N
∑N
n=1
1
n
∑n
ℓ=1
zℓ ,
and since the sequence (zn) is bounded, a well-known Tauberian theorem [19,
Thm.92] implies that
z = limN→∞
1
δ0N
∑N
n=1
zn = limN→∞
1
δ0N
∫ δ0N
0
F
(〈f(t)〉) dt
= limT→+∞
1
T
∫ T
0
F
(〈f(t)〉) dt .
The second assertion now follows immediately by considering specifically the func-
tions F (〈x〉) = e2πıkx for k ∈ Z, together with Weyl’s criterion.
The following result pertains to very particular functions that map Td into T;
such functions will appear naturally in the next section. Concretely, let p1, . . . , pd ∈
Z and α ∈ R \ {0}, and consider the function
Pu :
{
Td → T ,
〈x〉 7→ 〈p1x1 + . . .+ pdxd + α ln |u1 cos(2πx1) + . . .+ ud cos(2πxd)|〉 ;
here u ∈ Rd \ {0} may be thought of as a parameter. (Recall the convention that
ln 0 = 0.) Note that Pu is measurable (in fact, differentiable λTd -a.e.), and so each
µ ∈ P(Td) induces a well-defined element µ ◦ P−1u of P(T), via µ ◦ P−1u (B) :=
µ
(
P−1u (B)
)
for all B ∈ B(T). It is easy to see that µ ◦P−1u is absolutely continuous
(w.r.t. λT) whenever µ is absolutely continuous (w.r.t. λTd). For the purpose of
this work, only the case µ = λTd is of further interest. Observe that λTd ◦ P−1u is
equivalent to (i.e., has the same nullsets as) λT. Moreover, for P(T) endowed with
the topology of weak convergence, the Dominated Convergence Theorem implies
that the P(T)-valued function u 7→ λTd ◦ P−1u is continuous on Rd \ {0}, for any
fixed p1, . . . , pd ∈ Z and α ∈ R \ {0}. The arguments in [6, Sec.5] show that this
function is non-constant, as might be expected.
Proposition 2.5.[6, Thm.5.4] Given p1, . . . , pd ∈ Z, α ∈ R\{0}, and any ν ∈ P(T),
there exists u ∈ Rd \ {0} such that λTd ◦ P−1u 6= ν.
Remark 2.6. Specifically for the case ν = λT, it has been conjectured in [6] that
λTd ◦ P−1u = λT (if and) only if
∏
j:pj 6=0
uj = 0, and hence λTd ◦ P−1u 6= λT for most
u ∈ Rd \ {0}.
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The remainder of this section reviews tools and terminology concerning certain
elementary number-theoretical properties of sets Z ⊂ C. Specifically, denote by
spanQZ the smallest subspace of C (over Q) containing Z; equivalently, if Z 6= ∅
then spanQZ is the set of all finite rational linear combinations of elements of Z,
i.e.,
spanQZ =
{
ρ1z1 + . . .+ ρnzn : n ∈ N, ρ1, . . . , ρn ∈ Q, z1, . . . , zn ∈ Z
}
;
note that spanQ∅ = {0}. With this terminology, recall that z1, . . . , zL ∈ C are Q-
independent if spanQ{z1, . . . , zL} is L-dimensional, or equivalently if
∑L
ℓ=1 pℓzℓ = 0
with integers p1, . . . , pL implies p1 = . . . = pL = 0. The notion of Q-independence
is crucial for the distribution mod 1 of certain sequences and functions, and hence,
via Proposition 2.2, also for the study of BL. A simple but useful fact in this regard
is as follows.
Proposition 2.7. [6, Lem.2.6] Let ϑ0, ϑ1, . . . , ϑd ∈ R, and assume that the function
F : Td → C is continuous, and non-zero λTd-almost everywhere. If the d+2 numbers
1, ϑ0, ϑ1, . . . , ϑd are Q-independent then the sequence(
nϑ0 + α lnn+ β ln
∣∣F (〈(nϑ1, . . . , nϑd)〉) + zn∣∣)
is u.d. mod 1 for every α, β ∈ R and every sequence (zn) in C with limn→∞ zn = 0.
The following definitions of nonresonance and exponential nonresonance have
been introduced in [6] and [7], respectively. As will become clear in the next section,
they owe their specific form to Propositions 2.2, 2.5, and 2.7.
Definition 2.8. Let b ∈ N \ {1}. A non-empty set Z ⊂ C with |z| = r for some
r > 0 and all z ∈ Z, i.e. Z ⊂ rS, is b-nonresonant if the associated set
∆Z :=
{
1 +
arg z − argw
2π
: z, w ∈ Z
}
⊂ R
has the following two properties:
(i) ∆Z ∩Q = {1};
(ii) logb r 6∈ spanQ∆Z .
An arbitrary set Z ⊂ C is b-nonresonant if, for every r > 0, the set Z ∩ rS is either
b-nonresonant or empty; otherwise, Z is b-resonant.
Definition 2.9. Let b ∈ N \ {1}. A set Z ⊂ C is exponentially b-nonresonant if
the set etZ := {etz : z ∈ Z} is b-nonresonant for some t ∈ R+; otherwise, Z is
exponentially b-resonant.
Example 2.10. The empty set ∅ is b-nonresonant and exponentially b-resonant
for every b. The singleton {z} with z ∈ C is b-nonresonant if and only if either
z = 0 or logb |z| 6∈ Q, and it is exponentially b-nonresonant precisely if ℜz 6= 0.
Similarly, any set {z, z} with z ∈ C \ R is b-nonresonant if and only if 1, logb |z|
and 12π arg z are Q-independent, and it is exponentially b-nonresonant precisely if
ℜzπ/(ℑz ln b) 6∈ Q.
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Note that if Z is (exponentially) b-nonresonant then so are the sets−Z := (−1)Z
and Z := {z : z ∈ Z}, as well as every W ⊂ Z. Also, for each n ∈ N the set
Zn := {zn : z ∈ Z} is b-nonresonant whenever Z is. The converse fails since, for
instance, Z = {−e, e} is b-resonant whereas Z2 = {e2} is b-nonresonant. Similarly,
if Z is exponentially b-nonresonant then so is tZ for all t ∈ R \ {0}. On the other
hand, a set Z is certainly b-resonant if Z∩S 6= ∅, and it is exponentially b-resonant
whenever Z ∩ ıR 6= ∅.
The following simple observation establishes an alternative description of expo-
nential b-nonresonance. Recall that a set is countable if it is either finite (possibly
empty) or countably infinite.
Lemma 2.11. Let b ∈ N \ {1}. Assume that the set Z ⊂ C is countable and
symmetric w.r.t. the real axis, i.e., Z = Z. Then the following are equivalent:
(i) Z is exponentially b-nonresonant;
(ii) For every z ∈ Z,
ℜz 6∈ spanQ
{
ln b
π
ℑw : w ∈ Z,ℜw = ℜz
}
. (2.2)
Moreover, if (i) and (ii) hold then the set {t ∈ R+ : etZ is b-resonant} is countable.
Proof. To show (i)⇒(ii), suppose there exist different elements w1, . . . , wL of Z with
ℜw1 = . . . = ℜwL, as well as p1, . . . , pL ∈ Z and q ∈ N such that
ℜw1 =
∑L
ℓ=1
pℓ
q
ln b
π
ℑwℓ .
Pick any t > 0, let r := etℜw1 , and note that
logb r =
tℜw1
ln b
=
∑L
ℓ=1
pℓ
q
tℑwℓ
π
.
On the other hand, since Z is symmetric w.r.t. the real axis, and since arg etwℓ
differs from tℑwℓ by an integer multiple of 2π,
spanQ∆etZ∩rS ⊃ spanQ
(
{1} ∪
{
tℑwℓ
π
: ℓ = 1, . . . , L
})
.
Thus logb r ∈ spanQ∆etZ∩rS, showing that etZ is b-resonant for all t > 0. Since
clearly e0Z = {1} is b-resonant as well, Z is exponentially b-resonant, contradicting
(i). Hence (i)⇒(ii); note that the countability of Z has not been used here.
To establish the reverse implication (ii)⇒(i), suppose the set Z is exponentially
b-resonant. In this case, for every t > 0 there exists r = r(t) > 0 such that etZ ∩ rS
is b-resonant, and so either ∆etZ∩rS∩Q 6= {1} or logb r ∈ spanQ∆etZ∩rS, or both. In
the first case, there exist elements w1 = w1(t) and w2 = w2(t) of Z with ℜw1 = ℜw2
but w1 6= w2 such that t(ℑw1 −ℑw2) ∈ πQ \ {0}. In particular, therefore,
t ∈
⋃
z∈Z
⋃
w∈Z\{z}:ℜw=ℜz
π
ℑw −ℑzQ =: Ω1 . (2.3)
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In the second case, for some positive integer L = L(t) and some w1(t), . . . , wL(t) ∈ Z
with ℜw1 = . . . = ℜwL = t−1 ln r,
logb r =
tℜw1
ln b
∈ spanQ∆etZ∩rS ⊂ spanQ
(
{1} ∪
{
tℑwℓ
π
: ℓ = 1, . . . , L
})
.
With the appropriate p0(t), p1(t), . . . , pL(t) ∈ Z and q(t) ∈ N, therefore,
t
(
qℜw1 −
∑L
ℓ=1
pℓ
ln b
π
ℑwℓ
)
= p0 ln b . (2.4)
Since Z is countable, the set Ω1 in (2.3) is countable as well. Consequently, if Z
is exponentially b-resonant then (2.4) must hold for all but countably many t > 0.
Hence there exist t2 > t1 > 0 such that L(t2) = L(t1), wℓ(t2) = wℓ(t1) and similarly
pℓ(t2) = pℓ(t1) for all ℓ = 1, . . . , L, as well as q(t2) = q(t1). This in turn implies
ℜw1 =
∑L
ℓ=1
pℓ
q
ln b
π
ℑwℓ ,
which clearly contradicts (2.2). For countable Z, therefore, (ii) fails whenever (i)
fails, that is, (ii)⇒(i); note that the symmetry of Z has not been used here.
Finally, if (i) and (ii) hold, and if etZ is b-resonant for some t > 0 then, as seen
in the previous paragraph, either t ∈ Ω1 or else, by (2.4),
ln b
t
∈
⋃
z∈Z
spanQ
(
{ℜz} ∪
{
ln b
π
ℑw : w ∈ Z,ℜw = ℜz
})
=: Ω2 .
Since Z is countable, so are Ω1 and Ω2, and hence {t ∈ R+ : etZ is b-resonant} is
countable as well.
Remark 2.12. The symmetry and countability assumptions are essential in Lemma
2.11. If Z is not symmetric w.r.t. the real axis then the implication (i)⇒(ii) may
fail, as is seen e.g. for Z = {1+ ıπ/ ln 10} which is exponentially 10-nonresonant by
Example 2.10, yet does not satisfy (ii) for b = 10. Conversely, if Z is uncountable
then (ii)⇒(i) may fail. To see this, simply take Z = R \ {0} which satisfies (ii) for
all b, and yet etZ is b-resonant for every t ∈ R+.
Deciding whether a set Z ⊂ C is b-resonant may be difficult in practice, even
if #Z = 2. For example, it is unknown whether {z ∈ C : z2 + 2z + 3 = 0} is
10-resonant; see [7, Ex.7.27]. In many situations of practical interest, the situation
regarding exponential b-resonance is much simpler. Recall that a number z ∈ C is
algebraic (over Q) if it is the root of some non-constant polynomial with integer
coefficients.
Lemma 2.13. Let b ∈ N\ {1}. Assume every element of Z ⊂ C is algebraic. Then
Z is exponentially b-nonresonant if and only if Z ∩ ıR = ∅.
Proof. The “only if” part is obvious since, as seen earlier, Z∩ıR 6= ∅ always renders
the set Z exponentially b-resonant. To prove the “if” part, suppose that Z∩ıR = ∅
yet Z is exponentially b-resonant. Since all of its elements are algebraic, the set Z
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is countable. By Lemma 2.11 there exist z1, . . . , zL ∈ Z with ℜz1 = . . . = ℜzL, as
well as p1, . . . , pL ∈ Z and q ∈ N such that
ℜz1 =
∑L
ℓ=1
pℓ
q
ln b
π
ℑzℓ .
(Recall that the proof of the implication (ii)⇒(i) in that lemma does not require Z
to be symmetric w.r.t. the real axis.) Since ℜz1 6= 0, it follows that
π
ln b
=
∑L
ℓ=1
pℓ
q
ℑzℓ
ℜz1 ,
which in turn implies that π/ ln b is algebraic. However, by the Gel’fond–Schneider
Theorem [34, Thm.1.4], the number π/ ln b is not algebraic for any b ∈ N\{1}. This
contradiction shows that Z cannot be exponentially b-resonant if Z ∩ ıR = ∅.
3 Characterizing BL for linear flows on Rd
Let φ be a linear flow on X = Rd. Recall that there exists a unique Aφ ∈ L(X)
such that φt = e
tAφ for all t ∈ R. (The linear map Aφ is sometimes referred
to as the generator of φ.) In fact, with IX ∈ L(X) denoting the identity map,
Aφ = limt→0 t
−1(φt − IX) = ddtφt|t=0, and φ is simply the flow generated by the
(autonomous) linear differential equation x˙ = Aφx. Since conversely (t, x) 7→ etAx
defines, for each A ∈ L(X), a linear flow on X with generator A, there is a one-to-
one correspondence between the family of all linear flows on X and the space L(X).
Thus it makes sense to define the spectrum of φ as
σ(φ) := σ(Aφ) = {z ∈ C : z is an eigenvalue of Aφ} .
Note that σ(φ) ⊂ C is non-empty, countable (in fact, finite with #σ(φ) ≤ d) and
symmetric w.r.t. the real axis.
Recall that the symbol H is used throughout to denote a linear observable (i.e.,
a linear functional) on L(X). For convenience, let O(X) be the space of all such
observables, i.e., O(X) is simply the dual of L(X), endowed with the usual topology.
The following is a basic linear algebra observation.
Lemma 3.1. Let φ be a linear flow on X. Given any non-empty set Z ⊂ σ(φ) and
any vector u ∈ RZ , there exists H ∈ O(X) such that
H(φt) =
∑
z∈Z
etℜzuz cos(tℑz) ∀t ∈ R . (3.1)
Proof. For every real z ∈ Z, pick vz ∈ X \ {0} such that Aφvz = zvz and let
v˜z := vz. For every non-real z ∈ Z, pick vz , v˜z ∈ X \ {0} such that
Aφvz = vzℜz − v˜zℑz , Aφv˜z = vzℑz + v˜zℜz ;
note that vz , v˜z are linearly independent. With this, for each z ∈ Z,
φtvz = e
tℜz
(
vz cos(tℑz)− v˜z sin(tℑz)
)
∀t ∈ R . (3.2)
φtv˜z = e
tℜz
(
vz sin(tℑz) + v˜z cos(tℑz)
)
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For each z ∈ Z, pick a linear functional hz on X such that hz(vz) = hz(v˜z) = 12uz.
Using (3.2) it is easily verified that H ∈ O(X) given by
H(A) =
∑
z∈Z
(
hz(Avz) + hz(Av˜z)
) ∀A ∈ L(X) ,
does indeed satisfy (3.1).
As it turns out, the set σ(φ) controls the Benford property for all signals H(φ•).
This is the first main result of the present article.
Theorem 3.2. Let b ∈ N \ {1}. For each linear flow φ on X the following are
equivalent:
(i) The set σ(φ) is exponentially b-nonresonant;
(ii) For every H ∈ O(X) either the function H(φ•) is b-Benford, or H(φ•) = 0.
The proof of Theorem 3.2 makes use of a discrete-time analogue established in [6].
Proposition 3.3. [6, Thm.3.4] Let b ∈ N \ {1}. For each invertible A ∈ L(X) the
following are equivalent:
(i) The set σ(A) is b-nonresonant;
(ii) For every H ∈ O(X) either the sequence (logb |H(An)|) is u.d. mod 1, or
H(An) ≡ 0.
Proof of Theorem 3.2. To prove (i)⇒(ii), let σ(φ) be exponentially b-nonresonant
and fix any H ∈ O(X). Note that σ(φδ) = eδσ(φ) is b-nonresonant for all but count-
ably many δ > 0, by Lemma 2.11. Since φδ is invertible for all δ > 0, Proposition
3.3 implies that either H(φnδ ) = H(φnδ) ≡ 0, or else the sequence
(
logb |H(φnδ)|
)
is
u.d. mod 1. Let
δ0 := inf{δ > 0 : H(φnδ) ≡ 0} ≥ 0 ,
with inf ∅ := +∞. If δ0 = 0 then there exists a sequence (δn) with δn ց 0 and
H(φδn) ≡ 0. Since t 7→ H(φt) is analytic, it follows that H(φ•) = 0. If, on the
other hand, δ0 > 0 then, for almost all 0 < δ < δ0, the sequence
(
f(nδ)
)
is u.d.
mod 1, with the measurable function f = logb |H(φ•)|. Hence by Lemma 2.4, f is
c.u.d. mod 1, i.e., H(φ•) is b-Benford.
To prove (ii)⇒(i), let σ(φ) be exponentially b-resonant. By Lemma 2.11, there
exists z1 ∈ σ(φ) such that
ℜz1 ∈ spanQ
{
ln b
π
ℑw : w ∈ σ(φ),ℜw = ℜz1
}
. (3.3)
Let L be the dimension of the Q-linear space in (3.3).
If L = 0 then z1 = 0, and picking any v ∈ X \ {0} with Aφv = 0 yields φtv ≡ v.
With any linear functional h on X that satisfies h(v) = 1, and with the linear
observable H defined as H(A) = h(Av) for all A ∈ L(X), therefore, H(φt) ≡ 1 is
neither b-Benford nor zero, i.e., (ii) fails.
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For L ≥ 1, it is possible to choose z1, . . . , zL ∈ σ(φ) with ℜz1 = . . . = ℜzL and
0 ≤ ℑz1 < . . . < ℑzL such that the L numbers 1πℑz1, . . . , 1πℑzL are Q-independent.
By (3.3) there exist p1, . . . , pL ∈ Z and q ∈ N such that
ℜz1 =
∑L
ℓ=1
pℓ
2q
ln b
π
ℑzℓ .
Use Proposition 2.5, with d = L and α = q/ ln b, to chose u ∈ RL \ {0} such that
ν := λTL ◦ P−1u 6= λT, and use Lemma 3.1 to pick H ∈ O(X) with
H(φt) = e
tℜz1
∑L
ℓ=1
uℓ cos(tℑzℓ) ∀t ∈ R .
Since t 7→ H(φt) is analytic and non-constant, the set {t ∈ R+ : H(φt) = 0} is
countable. For all but countably many δ > 0, therefore, H(φnδ) 6= 0 for all n ∈ N.
Consequently, for almost all δ > 0 and all n ∈ N,〈
logb |H(φnδ)q|
〉
=
〈
nqδℜz1
ln b
+
q
ln b
ln
∣∣∣∣∑Lℓ=1 uℓ cos(nδℑzℓ)
∣∣∣∣〉
=
〈∑L
ℓ=1
pℓ
nδℑzℓ
2π
+
q
ln b
ln
∣∣∣∣∑Lℓ=1 uℓ cos
(
2π
nδℑzℓ
2π
)∣∣∣∣〉
= Pu
(〈(
nδℑz1
2π
, . . . ,
nδℑzL
2π
)〉)
.
The L+1 numbers 1, 12π δℑz1, . . . , 12π δℑzL are Q-independent for all but countably
many δ > 0, and whenever they are, the sequence
(〈(
1
2πnδℑz1, . . . , 12πnδℑzL
)〉)
is
uniformly distributed on TL; e.g., see [23, Exp.I.6.1]. Since the function e2πıkPu is
Riemann integrable for each k ∈ Z, it follows that for almost all δ > 0,
1
N
∑N
n=1
e2πık logb |H(φnδ)
q| =
1
N
∑N
n=1
e2πıkPu
(〈
(nδℑz1/(2π),...,nδℑzL/(2π))
〉)
N→∞−→
∫
TL
e2πıkPu dλTL =
∫
T
e2πıky dν(y) ∀k ∈ Z .
Recall that ν 6= λT, so
∫
T
e2πık
∗y dν(y) 6= 0 for some integer k∗ 6= 0, and Lemma 2.4
shows that
limT→+∞
1
T
∫ T
0
e2πık
∗ logb |H(φt)
q| dt =
∫
T
e2πık
∗y dν(y) 6= 0 .
Thus logb |H(φ•)q| = q logb |H(φ•)| is not c.u.d. mod 1, and neither is logb |H(φ•)|,
by Lemma 2.3. In other words, H(φ•) is not b-Benford (and clearly H(φ•) 6= 0).
Overall, (ii) fails whenever (i) fails, that is, (ii)⇒(i).
Example 3.4. By utilizing Example 2.10, the examples mentioned in the Intro-
duction are easily reviewed in the light of Theorem 3.2.
(i) For the linear flow φ on R1 generated by the scalar equation x˙ = αx, the set
σ(φ) = {α} is exponentially b-nonresonant if and only if α 6= 0.
(ii) For the linear flow φ on R2 generated by
x˙ =
[
α −β
β α
]
x ,
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with α, β ∈ R and β > 0, the set σ(φ) = {α ± ıβ} is exponentially b-nonresonant
if and only if απ/(β ln b) 6∈ Q, and whenever it is, H(φ•) is b-Benford for every
H ∈ O(R2) unless H(IR2) = H
([
0 −1
1 0
])
= 0; in the latter case, H(φ•) = 0.
Example 3.5. Let p 6= 0 be any real polynomial, and α ∈ R. The function
f(t) = p(t)eαt is b-Benford if and only if α 6= 0. To see this, simply note that f
solves a linear differential equation with constant coefficients and order equal to the
degree of p plus one. Thus, f = H(φ) for the appropriate linear observable H and
linear flow φ with σ(φ) = {α}, and the claim follows from Theorem 3.2.
Example 3.6. Theorem 3.2 remains valid if (ii) is required to hold more generally
for all observables on L(X) of the form p ◦H , where p is any real polynomial with
p(0) = 0 and H ∈ O(X). To illustrate this, consider the linear flow φ generated on
X = R3 by
x˙ =
 1 −π 0π 1 0
0 0 α
x , (3.4)
with α = ln 10 − 12 = 1.802. Clearly, σ(φ) = {1 ± ıπ, α} is exponentially b-
nonresonant for all b ∈ N \ {1}. Taking for instance p(x) = x2, the generalized
version of Theorem 3.2 just mentioned implies that [φ•]
2
j,k is Benford or trivial for
all 1 ≤ j, k ≤ 3. Note that by Lemma 2.3,
t 7→
√∑3
j,k=1
[φt]2j,k =
√
2e2t + e2αt = eαt
√
1 + 2e−2(α−1)t
is Benford as well. Though this does not follow from even the generalized theorem,
it nevertheless suggests that ‖φ•‖ may also be b-Benford for some or even all norms
‖ · ‖ on L(X). In fact, to guarantee the latter, exponential b-nonresonance of an
appropriate subset of σ(φ) suffices; see Theorem 3.15 below.
While h(φ•) thus is Benford for some non-linear observables h on L(X) also, it
should be noted that, on the other hand, h(φ•) may fail to be b-Benford even for very
simple polynomial observables h, despite σ(φ) being exponentially b-nonresonant.
Concretely, the implication (i)⇒(ii) in Theorem 3.2 fails if the linear observable H
in (ii) is replaced by h = p ◦H1+ p ◦H2 where p is a real polynomial with p(0) = 0,
and H1, H2 ∈ O(X). To see this, let φ be again the linear flow on R3 generated by
(3.4), and take p(x) = x3 as well as H1 = [ · ]1,1 − [ · ]3,3 and H2 = [ · ]3,3. Then
h(φt) = ([φt]1,1 − [φt]3,3)3 + [φt]33,3
= e(1+2α)t cos(πt)
(
3− 3e−(α−1)t cos(πt) + e−2(α−1)t cos(πt)2
)
∀t ∈ R ,
and it is straightforward to see that h(φ•) 6= 0 is not 10-Benford.
Finally, while the implication (i)⇒(ii) in Theorem 3.2 remains valid if the linear
observable H in (ii) is replaced by p ◦H for any polynomial p with p(0) = 0, this
implication may fail if, only slightly more generally, H is instead replaced by ϕ ◦H
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where ϕ : R → R is real-analytic with ϕ(0) = 0. For a simple example illustrating
this with φ as above, let ϕ(x) = x2/(1 + x2) and H = [ · ]3,3. Then
ϕ ◦H(φt) =
[φt]
2
3,3
1 + [φt]23,3
=
1
1 + e−2αt
∀t ∈ R ,
and since limt→+∞ ϕ ◦H(φt) = 1, clearly ϕ ◦H(φ•) 6= 0 is not b-Benford for any b.
By combining it with Lemma 2.13, Theorem 3.2 can be given a simpler form that
applies in many situations of practical interest. To this end, call a linear flow φ onX
algebraically generated if there exists a basis v1, . . . , vd of X such that the (uniquely
determined) numbers ajk ∈ R with Aφvj =
∑d
k=1 ajkvk for all j = 1, . . . , d are
all algebraic. In other words, all entries of the coordinate matrix of Aφ relative to
the basis v1, . . . , vd are algebraic numbers. Note that φ is algebraically generated
if and only if σ(φ) consists of algebraic numbers only. The following, then, is an
immediate consequence of Lemma 2.13 and Theorem 3.2.
Corollary 3.7. For each algebraically generated linear flow φ on X the following
are equivalent:
(i) σ(φ) ∩ ıR = ∅;
(ii) For every H ∈ O(X) either the function H(φ•) is Benford, or H(φ•) = 0.
Remark 3.8. A linear flow φ with σ(φ) ∩ ıR = ∅ is commonly referred to as
hyperbolic; e.g., see [1]. Thus, an algebraically generated linear flow exhibits the
Benford–or–trivial dichotomy of Corollary 3.7(ii) if and only if it is hyperbolic.
Example 3.9. In order to decide whether σ(φ) ∩ ıR = ∅, it is not necessary to
explicitly determine σ(φ). For instance, if φ is a linear flow on R2 then σ(φ)∩ıR = ∅
if and only if
traceAφ detAφ 6= 0 or detAφ < 0 . (3.5)
For a concrete example, let α, β ∈ R be algebraic and consider the linear second-
order equation
y¨ + αy˙ + βy = 0 . (3.6)
Since y = H(φ•) with the appropriate H ∈ O(R2) and the linear flow φ on R2
generated by
x˙ =
[
0 1
−β −α
]
x ,
Corollary 3.7, together with (3.5), shows that every solution y 6= 0 of (3.6) is Benford
if and only if αβ 6= 0 or β < 0, or equivalently, if and only if (1 + α2)|β| > β.
To motivate the second main result of this section, Theorem 3.11 below, note
that even if σ(φ) is exponentially b-resonant, the signals H(φ•) may nevertheless
be b-Benford for some or in fact for most linear observables H .
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Example 3.10. Let φ be the linear flow on X = R2 generated by x˙ = Ax with
A =
[
1 1
1 1
]
.
Since σ(φ) = {0, 2} is exponentially b-resonant for every b ∈ N \ {1}, there exists
a linear observable H for which H(φ•) 6= 0 is not b-Benford. A simple example is
H = [ · ]1,1 − [ · ]1,2 yielding H(φt) ≡ 1. However, from the explicit formula
φt =
1
2e
2tA− 12 (A− 2IR2) ∀t ∈ R ,
it is clear that H(φ•) is Benford unless H(A) = 0. For most H ∈ O(X), therefore,
H(φ•) is Benford. On the other hand, for the time-reversed flow ψ, i.e., for ψt ≡ φ−t,
a signal H(ψ•) can be b-Benford only if H(A− 2IR2) = 0. Thus H(ψ•) is, for most
H ∈ O(X), neither b-Benford nor trivial.
To formalize the observation made in Example 3.10, recall first that the space
O(X) can, upon choosing a basis, be identified with Rd2 . In particular, therefore,
the notion of a property holding for (Lebesgue) almost every H ∈ O(X) is well-
defined and independent of the choice of basis. Given any A ∈ L(X), for each
z ∈ σ(A) define kz ≥ 0 to be the maximal integer for which
rank(A− zIX)k+1 < rank(A− zIX)k if z ∈ R ,
and
rank(A2 − 2ℜzA+ |z|2IX)k+1 < rank(A2 − 2ℜzA+ |z|2IX)k if z ∈ C \ R .
Equivalently, 1 ≤ kz + 1 ≤ d is the size of the largest block associated with the
eigenvalue z in the Jordan Normal Form (over C) of A. Denote by (rA, kA) the
(unique) element of {(ℜz, kz) : z ∈ σ(A)} that is maximal in the lexicographic
order on R× Z, and define the dominant spectrum of A as
σdom(A) := {z ∈ σ(A) : ℜz = rA, kz = kA} .
Thus σdom(A) ⊂ σ(A) consists of all right-most eigenvalues of A that have a Jordan
block of maximal size associated with them. As it turns out, for every linear flow φ
on X , the set σdom(φ) := σdom(Aφ), though usually constituting but a small part
of σ(φ), governs the Benford property of H(φ•) for most linear observables H .
Theorem 3.11. Let b ∈ N \ {1}. For each linear flow φ on X the following are
equivalent:
(i) The set σdom(φ) is exponentially b-nonresonant;
(ii) For almost every H ∈ O(X) the function H(φ•) is b-Benford.
The proof of Theorem 3.11 makes use of the following two observations which
are a direct analogue of Lemma 3.1 and an immediate consequence of [6, Lem.5.3],
respectively. The routine verification of both assertions is left to the reader.
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Lemma 3.12. Let φ be a linear flow on X. Given any non-empty set Z ⊂ σdom(φ)
and any vector u ∈ RZ , there exists H ∈ O(X) such that, with r = rAφ ∈ R and
k = kAφ ∈ {0, . . . , d− 1},
H(φt) = e
rttk
∑
z∈Z
uz cos(tℑz) ∀t ∈ R .
Lemma 3.13. Let Ω ⊂ R+ be finite. For each function f : Ω → C the following
are equivalent:
(i) limt→+∞ℜ
(∑
ω∈Ω f(ω)e
ıωt
)
exists;
(ii) f(ω) = 0 for every ω ∈ Ω \ {0}.
Proof of Theorem 3.11. For convenience, define σ+dom := {z ∈ σdom(φ) : ℑz ≥ 0},
and let r = rAφ and k = kAφ ; clearly, the set σ
+
dom ⊂ r + ıR is non-empty, and is
exponentially b-nonresonant if and only if σdom(φ) is. Let L be the dimension of
spanQ
{
ln b
π ℑz : z ∈ σ+dom
}
, and observe that L = 0 if and only if σ+dom = {r}. Recall
that, as a consequence of, for instance, the Jordan Normal Form Theorem, there
exists a family Uz, Vz (z ∈ σ+dom) in L(X) such that
φt = e
rttk
(∑
z∈σ+dom
(
Uz cos(tℑz) + Vz sin(tℑz)
)
+G(t)
)
∀t > 0 , (3.7)
where G is continuous with limt→+∞G(t) = 0, and Vr = 0 in case r ∈ σ+dom.
Moreover, Uz 6= 0 or Vz 6= 0 in (3.7) for at least one z ∈ σ+dom, since otherwise
limt→+∞ e
−rtt−kH(φt) = 0 for every H ∈ O(X), whereas Lemma 3.12 guarantees,
for each z ∈ σ+dom, the existence of an H with e−rtt−kH(φt) ≡ cos(tℑz), an obvious
contradiction.
Consider first the case L = 0. Here σ+dom = {r}, and (3.7) yields
H(φt) = e
rttk
(
H(Ur) +H ◦G(t)
) ∀t > 0 ,
where Ur 6= 0. If H(Ur) 6= 0 then, for all sufficiently large t > 0,
logb |H(φt)| =
rt
ln b
+
k
ln b
ln t+
1
ln b
ln |H(Ur) +H ◦G(t)| .
Note that σdom = {r} is exponentially b-resonant if and only if r 6= 0. Lemma 2.3
shows that logb |H(φ•)| is c.u.d. mod 1 if and only if t 7→ rt/ ln b is. Lemma 2.4 and
Proposition 2.7 imply that the latter is the case if r 6= 0, while it is obviously not
the case if r = 0. Provided that H(Ur) 6= 0, therefore, H(φ•) is b-Benford precisely
if r 6= 0. Since {H : H(Ur) = 0} is a nullset (in fact, a proper subspace) in O(X),
it follows that (i)⇔(ii) whenever L = 0.
It remains to consider the case L ≥ 1. In this case, pick z1, . . . , zL ∈ σ+dom such
that ln bπ ℑz1, . . . , ln bπ ℑzL are Q-independent; for convenience, let Z := {z1, . . . , zL}.
For every z ∈ σ+dom \Z there exists an integer L-tuple p(z), i.e., p(z) ∈ ZL, such that
ℑz =
∑L
ℓ=1
p
(z)
ℓ
q
ℑzℓ = p
(z) · (ℑz1, . . . ,ℑzL)
q
, (3.8)
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with the appropriate q ∈ N independent of z; here u · v denotes the standard inner
product on RL, that is, u · v =∑Lℓ=1 uℓvℓ. In addition, for every 1 ≤ j, ℓ ≤ L let
p
(zℓ)
j :=
{
q if j = ℓ ,
0 otherwise ;
with this, (3.8) is valid for all z ∈ σ+dom. Note that the set {±p(z) : z ∈ σ+dom} ⊂ ZL
contains at least 2#σ+dom − 1 different elements, and hence z 7→ p(z) is one-to-one.
With these ingredients, given any H ∈ O(X), deduce from (3.7) that
H(φqt) = e
rqt(qt)k
(∑
z∈σ+dom
(
H(Uz) cos(qtℑz) +H(Vz) sin(qtℑz)
)
+H ◦G(qt)
)
(3.9)
= erqt(qt)k
(
FH
(〈(
tℑz1
2π
, . . . ,
tℑzL
2π
)〉)
+H ◦G(qt)
)
∀t > 0 ,
where the smooth function FH : T
L → R is given by
FH(〈x〉) = ℜ
(∑
z∈σ+
dom
(
H(Uz)− ıH(Vz)
)
e2πıp
(z)·x
)
.
Note that FH = 0 only if H(Uz) = H(Vz) = 0 for all z ∈ σ+dom, whereas otherwise
the set {〈x〉 : FH(〈x〉) = 0} is a λTL -nullset. Thus, FH(〈x〉) 6= 0 for λTL -almost all
〈x〉 ∈ TL if and only if
H(Uz) 6= 0 or H(Vz) 6= 0 for some z ∈ σ+dom . (3.10)
To establish (i)⇒(ii), assume that σdom(φ) is exponentially b-nonresonant, fix
any H ∈ O(X), and let fH := H(φ•). Deduce from (3.9) that, for all n ∈ N and
δ > 0,
fH(qnδ) = e
rqnδqknkδk
(
FH
(〈(
n
δℑz1
2π
, . . . , n
δℑzL
2π
)〉)
+H ◦G(qnδ)
)
.
Observe that the L+2 numbers 1, rqδ/ ln b, 12π δℑz1, . . . , 12π δℑzL are Q-independent
for all but countably many δ > 0, and whenever they are, fH(qnδ) 6= 0 for all
sufficiently large n. Hence by Proposition 2.7, with d = L, ϑ0 = rqδ/ ln b and
ϑℓ =
1
2π δℑzℓ for ℓ = 1, . . . , L, and with
α =
k
ln b
, β =
1
ln b
, F = qkδkFH , (zn) =
(
qkδkH ◦G(qnδ)) ,
the sequence
(
logb |fH(qnδ)|
)
is u.d. mod 1 for almost all δ > 0. Lemma 2.4 shows
that logb |fH | is c.u.d. mod 1, i.e., fH = H(φ•) is b-Benford. In summary, given
any H ∈ O(X), the signal H(φ•) is b-Benford whenever (3.10) holds. Since Uz 6= 0
or Vz 6= 0 for at least one z ∈ σ+dom, the set{
H : H(Uz) = H(Vz) = 0 ∀z ∈ σ+dom
} ⊂ O(X)
is a nullset (in fact, a proper subspace) in O(X). For (Lebesgue) almost every
H ∈ O(X), therefore, H(φ•) is b-Benford.
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To prove (ii)⇒(i), assume that σdom(φ) is exponentially b-resonant. By Lemma
2.11, there exist integers p˜1, . . . , p˜L and q˜ ∈ N such that
r =
∑L
ℓ=1
p˜ℓ
q˜
ln b
π
ℑzℓ .
Use Proposition 2.5 with d = L, pℓ = 2p˜ℓ for ℓ = 1, . . . , L, and α = q˜/ ln b to choose
u∗ ∈ RL \ {0} such that λTL ◦ P−1u∗ 6= λT, and use Lemma 3.12 to pick H∗ ∈ O(X)
with
H∗(φt) = e
rttk
∑L
ℓ=1
u∗ℓ cos(tℑzℓ) ∀t ∈ R .
It follows that
e−rqt(qt)−kH∗(φqt) =
∑L
ℓ=1
u∗ℓ cos(qtℑzℓ) = ℜ
(∑L
ℓ=1
u∗ℓe
ıqtℑzℓ
)
∀t > 0 ,
whereas (3.9) yields
e−rqt(qt)−kH∗(φqt) = ℜ
(∑
z∈σ+
dom
(
H∗(Uz)− ıH∗(Vz)
)
eıqtℑz
)
+H∗ ◦G(qt) .
Since limt→+∞H
∗ ◦G(qt) = 0 and ℑzℓ > 0 for all ℓ = 1, . . . , L, Lemma 3.13 shows
that for each z ∈ σ+dom,
H∗(Uz) =
{
u∗ℓ if z = zℓ
0 otherwise
and H∗(Vz) = 0 .
Next, pick any H ∈ O(X) that satisfies (3.10), and consider the function gH(t) :=
q˜ logb |t−kH(φt)| for t > 0. It follows from (3.9) that, for almost all δ > 0 and all
sufficiently large n ∈ N,〈
gH(qnδ)
〉
=
〈
q˜ logb |(qnδ)−kH(φqnδ)|
〉
=
〈
qnδ
q˜r
ln b
+
q˜
ln b
ln
∣∣∣∣FH (〈(nδℑz12π , . . . , nδℑzL2π
)〉)
+H ◦G(qnδ)
∣∣∣∣〉
=
〈
QH
(〈(
n
δℑz1
2π
, . . . , n
δℑzL
2π
)〉)
+ yn
〉
,
with the (measurable) function QH : T
L → T given by
QH(〈x〉) =
〈∑L
ℓ=1
2p˜ℓqxℓ +
q˜
ln b
ln |FH(〈x〉)|
〉
,
and with an appropriate sequence (yn) in R that satisfies limn→∞ yn = 0. The
L+1 numbers 1, 12π δℑz1, . . . , 12π δℑzL are Q-independent for all but countably many
δ > 0, and whenever they are,
1
N
∑N
n=1
e2πıkgH (nqδ)
N→∞−→
∫
TL
e2πıkQH dλTL ∀k ∈ Z .
By Lemma 2.4, this means that
limT→+∞
1
T
∫ T
0
e2πıkgH (t) dt =
∫
TL
e2πıkQH dλTL ∀k ∈ Z .
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Note that QH∗ = Pu∗ ◦Mq, with the map Mq : TL → TL given by Mq(〈x〉) = 〈qx〉.
Observe that λTL ◦M−1q = λTL , and recall that λTL ◦ P−1u∗ 6= λT, hence
λTL ◦Q−1H∗ = (λTL ◦M−1q ) ◦ P−1u∗ = λTL ◦ P−1u∗ 6= λT ,
and so
∫
TL
e2πık
∗QH∗ dλTL 6= 0 for some k∗ ∈ Z \ {0}. By the Dominated Con-
vergence Theorem, the P(T)-valued function H 7→ λTL ◦Q−1H is continuous on the
(non-empty open) set {H : (3.10) holds} ⊂ O(X). Since (3.10) holds in particular
with H = H∗,
limH→H∗
∫
TL
e2πık
∗QH dλTL =
∫
TL
e2πık
∗QH∗ dλTL 6= 0 ,
and consequently, for every H sufficiently close to H∗,
limT→+∞
1
T
∫ T
0
e2πık
∗gH (t) dt 6= 0 ,
which in turn shows that gH is not c.u.d. mod 1, and neither is logb |H(φ•)|, by
Lemma 2.3. In summary, H(φ•) is not b-Benford whenever H is sufficiently close
to H∗. Consequently, the set {H : H(φ•) is not b-Benford} contains a non-empty
open set, and hence is not a nullset in O(X). Thus (ii)⇒(i), and the proof is
complete.
Example 3.14. The observations made for the flows φ and ψ on R2 in Example
3.10 are fully consistent with Theorem 3.11: The set σdom(φ) = {2} is exponentially
b-nonresonant for all b, while σdom(ψ) = {0} is exponentially b-resonant. Hence
H(φ•) is Benford for almost all H ∈ O(R2) whereas H(ψ•) is not.
As indicated already in Example 3.6, the Benford property may be of interest
for some non-linear observables also. A simple natural example are norms on L(X).
Theorem 3.15. Let b ∈ N \ {1} and ‖ · ‖ any norm on L(X). If σdom(φ) is
exponentially b-nonresonant for the linear flow φ on X then ‖φ•‖ is b-Benford.
Proof. Using the same notation as in the proof of Theorem 3.11 above, let f(t) :=
logb t
−k‖φt‖ for all t > 0, and deduce from (3.7) and (3.8) that
f(qt) =
rqt
ln b
+
1
ln b
ln
∥∥∥∥E (〈( tℑz12π , . . . , tℑzL2π
)〉)
+G(qt)
∥∥∥∥ ∀t > 0 ,
where the smooth function E : TL → L(X) is given by
E(〈x〉) =
∑
z∈σ+dom
(
Uz cos(p
(z) · x) + Vz sin(p(z) · x)
)
.
Recall that Uz 6= 0 or Vz 6= 0 for at least one z ∈ σ+dom, which in turn implies
that E(〈x〉) 6= 0, and hence also ‖E(〈x〉)‖ 6= 0, for λTL -almost all 〈x〉 ∈ TL. The
argument is now analogous to the one establishing (i)⇒(ii) in Theorem 3.11: For
all but countably many δ > 0, the L + 2 numbers 1, rqδ/ ln b, 12π δℑz1, . . . , 12π δℑzL
are Q-independent, and whenever they are, the sequence
(
f(qnδ)
)
is u.d. mod 1 by
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Proposition 2.7, with d = L, ϑ0 = rqδ/ ln b and ϑℓ =
1
2π δℑzℓ for ℓ = 1, . . . , L, as
well as
α = 0 , β =
1
ln b
, F = ‖E‖ , (zn) =
(‖En +G(qnδ)‖ − ‖En‖) ,
where En = E
(〈(
1
2πnδℑz1, . . . , 12πnδℑzL
)〉)
. As before, it follows that f is c.u.d.
mod 1, and so is logb ‖φ•‖, i.e., ‖φ•‖ is b-Benford.
Unlike in Theorems 3.2 and 3.11, the converse in Theorem 3.15 is not true
in general: The signal ‖φ•‖ may be b-Benford even if σdom(φ) is exponentially b-
resonant. In fact, as the next example demonstrates, except for the trivial case of
d = 1, it is impossible to characterize the Benford property of ‖φ•‖ solely in terms
of σ(φ), let alone σdom(φ).
Example 3.16. Let b = 10 for convenience and denote by | · | the Euclidean (or
spectral) norm on L(X), induced by the standard Euclidean norm | · | on X , i.e.,
|A| = max{|Ax| : x ∈ X, |x| = 1} with |x| = √x · x. Consider the linear flow φ on
X = R2 generated by
x˙ =
[
1 −2π/ ln 10
2π/ ln 10 1
]
x .
Since σ(φ) = σdom(φ) = {1± 2ıπ/ ln 10} is exponentially 10-resonant, by Theorem
3.11 the signal H(φ•) fails to be 10-Benford for many (in fact, most) H ∈ O(R2).
To see this explicitly, note that H(φ•) = 0 if and only if
H(IR2) = 0 and H
([
0 −1
1 0
])
= 0 , (3.11)
and otherwise, with the appropriate ρ > 0 and 0 ≤ η < 1,
H(φt) = e
tρ cos
(
2π(t/ ln 10− η)) ∀t ∈ R .
For all but countably many δ > 0 and all sufficiently large n ∈ N,
〈log10 |H(φnδ)|〉 =
〈
nδ/ ln 10 + log10 ρ+ log10
∣∣ cos(2π(nδ/ ln 10− η))∣∣〉
=
〈
P (〈nδ/ ln 10− η〉) + η + log10 ρ
〉
,
with the map P : T→ T given by
P (〈x〉) = 〈x+ log10 | cos(2πx)|〉 .
Since the sequence (nδ/ ln 10− η) is u.d. mod 1 for all but countably many δ > 0,
and since, as is easily checked, λT ◦ P−1 6= λT, Lemma 2.4 shows that H(φ•) is not
Benford. Whenever (3.11) fails, therefore, H(φ•) is neither 10-Benford nor trivial.
On the other hand, |φt| ≡ et is Benford. Thus Theorem 3.15 can not in general be
reversed.
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Consider now also the linear flow ψ on X generated by
x˙ =
[
1 −4π/ ln 10
π/ ln 10 1
]
x .
Note that Aψ and Aφ are similar, so σ(ψ) = σ(φ) and also σdom(φ) = σdom(ψ). A
short calculation confirms that
|ψt| = e
t
4
√
25− 9 cos(4πt/ ln 10) + 3| sin(2πt/ ln 10)|
√
82− 18 cos(4πt/ ln 10) ,
and hence, for any δ > 0 and n ∈ N,
〈log10 |ψnδ|〉 =
〈
Q(〈nδ/ ln 10〉)− log10 4
〉
,
with the (piecewise smooth) map Q : T→ T given by
Q(〈x〉) =
〈
x+ 12 log10
(
25− 9 cos(4πx) + 3| sin(2πx)|
√
82− 18 cos(4πx))〉 .
As before, it is straightforward to see that λT ◦Q−1 6= λT, and Lemma 2.4 implies
that |ψ•| is not 10-Benford. In summary, even though the linear flows φ and ψ have
identical spectra and dominant spectra, the signal |φ•| is 10-Benford whereas the
signal |ψ•| is not.
Remark 3.17. From Examples 3.14 and 3.16, it may be conjectured that if σdom(φ)
is exponentially b-resonant then {H : H(φ•) is b-Benford} actually is a nullset in
O(X). By means of a stronger variant of Proposition 2.5 established in [6], it is not
difficult to see that this is indeed the case for 1 ≤ d ≤ 4. However, the author does
not know of a proof of, or counter-example to, this conjecture for d ≥ 5.
4 Most linear flows are Benford
As seen in the previous section, if σ(φ) is exponentially nonresonant for the linear
flow φ on X = Rd, then the Benford-or-trivial dichotomy of Theorem 3.2(ii) holds
for every signal H(φ•). In fact, H(φ•) is Benford unless
H(Ajφ) = 0 ∀j = 0, . . . , d− 1 ; (4.1)
here, as usual, A0 := IX for all A ∈ L(X). Note that the linear observables
satisfying (4.1), and hence H(φ•) = 0, constitute a proper subspace of O(X).
In fact, as seen in the proof of Theorem 3.11, even if exponential nonresonance
holds only for σdom(φ), the signal H(φ•) is still Benford, provided that H does not
belong to one distinguished proper subspace of O(X) that is independent of H .
Put differently, if σdom(φ) or even σ(φ) is exponentially nonresonant then BL is
the only relevant digit distribution that can be distilled from φ by means of linear
observables. The purpose of this short section is to demonstrate in turn that σ(φ),
and hence also σdom(φ), is exponentially b-nonresonant for all b ∈ N \ {1} and most
linear flows φ, both from a topological and a measure-theoretical point of view.
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Recall that every linear flow φ on X can be identified, via φ↔ Aφ with a unique
element of L(X). The latter space has a natural linear and topological structure
making it isomorphic and homeomorphic to Rd
2
, and hence it will be convenient
to phrase the results of this section as statements regarding L(X). Specifically, for
every b ∈ N \ {1} consider the set of linear maps
Rb :=
{
A ∈ L(X) : σ(A) is exponentially b-resonant} ;
also let R := ⋃b∈N\{1}Rb. Recall that a subset of a topological space is meagre
(or of first category) if it is the countable union of nowhere dense sets. According
to the Baire Category Theorem, in a complete metric space (such as, e.g., L(X)
endowed with any norm), meagre sets are, in a sense, topologically negligible. The
goal of this section, then, is to establish the following fact which, informally put,
shows that R is a negligible set, both topologically and measure-theoretically.
Theorem 4.1. The set R is a meagre nullset in L(X).
A crucial ingredient in the proof of Theorem 4.1 presented below is the real-
analyticity of certain functions. Recall that a function f : U → C, with U 6= ∅
denoting a connected open subset of RL for some L ∈ N, is real-analytic (on U) if it
can be, in a neighbourhood of each point of U , represented as a convergent power
series. An important property of real-analytic functions not shared by arbitrary
C-valued C∞-functions on U is the following fact regarding their zero-locus, which
apparently is part of analysis folklore; e.g., see [22, p.83].
Proposition 4.2. Let f : U → C be real-analytic, and Nf := {x ∈ U : f(x) = 0}.
Then either Nf = U , or else Nf is a (Lebesgue) nullset.
Next consider any monic polynomial pa : C→ C of degree L ≥ 2, i.e.,
pa(z) = z
L + a1z
L−1 + . . .+ aL−1z + aL ,
where a = (a1, . . . , aL) ∈ RL, and recall that pa has, for most a ∈ RL, only simple
roots. More formally, there exists a non-constant real-analytic function gL : R
L → R
with the property that if pa has a multiple root, i.e., pa(z0) = p
′
a(z0) = 0 for some
z0 ∈ C, then gL(a) = 0. In fact, the function gL can be chosen as a polynomial with
integer coefficients and degree 2L−2; e.g., see [11, Lem.3.3.4]. Whenever gL(a) 6= 0,
therefore, the equation pa(z) = 0 has exactly L different solutions which, by (the
real-analytic version of) the Implicit Function Theorem [22, Thm.2.3.5] depend
real-analytically on a. To put these facts together in a form facilitating a proof of
Theorem 4.1, for every A0 ∈ L(X) and ε > 0, denote by Bε(A0) the open ball with
radius ε centered at A0, that is, Bε(A0) = {A ∈ L(X) : ‖A−A0‖ < ε}, where ‖ · ‖
is any fixed norm on L(X).
Lemma 4.3. There exists a closed nullset N ⊂ L(X) with the following property:
For each A0 ∈ L(X) \N there exist ε > 0 and d real-analytic functions λ1, . . . , λd :
Bε(A0)→ C such that, for all A ∈ Bε(A0),
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(i) σ(A) = {λ1(A), . . . , λd(A)};
(ii) λj(A) 6= λk(A) whenever j 6= k;
(iii) λj(A) 6= λk(A) whenever j 6= k, unless λj = λk on Bε(A0).
Proof. For d = 1 simply take N = ∅ and λ1([a]) = a. For d ≥ 2, note that
pA(z) := det(zIX −A) = zd + a1(A)zd−1 + . . .+ ad−1(A)z + ad(A) ,
with real-analytic (in fact, polynomial) functions a1, . . . , ad : L(X) → R; for ex-
ample, a1(A) = −traceA and ad(A) = (−1)d detA. Thus the function g :=
gd(a1, . . . , ad) : L(X)→ R is real-analytic and non-constant, and so
N := {A ∈ L(X) : A has a multiple eigenvalue} = {A ∈ L(X) : g(A) = 0}
is a closed nullset, by Proposition 4.2. For each A0 ∈ L(X) \ N there exists ε > 0
such that Bε(A0) ∩ N = ∅, and for ε sufficiently small, by the Implicit Function
Theorem, there also exist d real-analytic functions λ1, . . . , λd : Bε(A0) → C with
σ(A) = {λ1(A), . . . , λd(A)} for all A ∈ Bε(A0). Clearly, λj(A) 6= λk(A) whenever
j 6= k, since otherwise g(A) = 0. Finally, if λj(A1) = λk(A1) for some A1 ∈ Bε(A0)
then λk(A) is, for every A sufficiently close to A1, an eigenvalue of A that, by
continuity, must coincide with λj(A). Hence λj(A) = λk(A) for all A close to A1,
and therefore, by Proposition 4.2, for all A ∈ Bε(A0) as well.
Proof of Theorem 4.1. Since for d = 1 clearly Rb = {0} for all b, the set R = {0}
is a meagre nullset in L(X) = R, and only the case d ≥ 2 has to be considered
henceforth. Fix b ∈ N \ {1}, and given any p = (p1, . . . , pd) ∈ Zd, q ∈ N, and
non-empty set J ⊂ {1, . . . , d}, define a real-analytic (in fact, polynomial) function
fp,q,J : R
2d → R as
fp,q,J (x) :=
∑
j,k∈J
(xj − xk)2 +
∑
j∈J
(
πqxj − ln b
∑
k∈J
pkxd+k
)2
.
For each A0 ∈ L(X) \N , pick ε > 0 and λ1, . . . , λd : Bε(A0)→ C as in Lemma 4.3.
Observe that if σ(A) is exponentially b-resonant for some A ∈ Bε(A0) then
Fp,q,J (A) := fp,q,J
(ℜλ1(A), . . . ,ℜλd(A),ℑλ1(A), . . . ,ℑλd(A)) = 0 (4.2)
for the appropriate p, q, and J . Clearly, every function Fp,q,J : Bε(A0)→ R is real-
analytic. Moreover, if Fp,q,J (A1) = 0 for some A1 ∈ Bε(A0) then also A1 + δIX ∈
Bε(A0) for all sufficiently small δ > 0, and Fp,q,J (A1+δIX) = π
2q2δ2#J > 0. Thus
Fp,q,J 6= 0, and hence the set
Np,q,J,A0 :=
{
A ∈ Bε(A0) : Fp,q,J (A) = 0
}
is a closed nullset, by Proposition 4.2; in particular, Np,q,J,A0 is nowhere dense, and
(4.2) implies that
Rb ∩Bε(A0) =
⋃
p,q,J
Np,q,J,A0 =: NA0 .
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Being the countable union of nowhere dense nullsets, the set NA0 is itself a meagre
nullset. Since L(X) is separable, there exists a sequence (A0,n) in L(X) \ N and a
sequence (εn) in R with εn > 0 for all n, such that
L(X) \ N =
⋃
n∈N
Bεn(A0,n) .
It follows that
Rb ⊂ N ∪
⋃
n∈N
(Rb ∩Bεn(A0,n)) = N ∪⋃
n∈N
NA0,n ,
which shows that Rb is a meagre nullset as well, and so is R =
⋃
b∈N\{1}Rb.
Remark 4.4. Despite being a meagre nullset, the setR could nevertheless be dense
in L(X). This, however, is not the case: Lemmas 2.11 and 4.3 imply that L(X) \R
contains the non-empty open set
{
A ∈ L(X) \ N : σ(A) ⊂ R \ {0}}.
Informally put, Theorems 3.2 and 4.1 together show that for a generic linear
flow φ on X = Rd, the set σ(φ) is exponentially b-nonresonant for all bases b, and
so for each linear observable H on L(X) the signal H(φ•) is Benford unless (4.1)
holds, in which case H(φ•) = 0. This may provide yet another explanation as to
why BL is so often observed for even the simplest dynamical models in science and
engineering.
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