We study the set of directions asymptotically explored by a spatially homogeneous random walk in d-dimensional Euclidean space. We survey some pertinent results of Kesten and Erickson, make some further observations, and present some examples. We also explore links to the asymptotics of one-dimensional projections, and to the growth of the convex hull of the random walk.
Introduction
In this paper we examine some aspects of the way in which a random walk in d dimensions explores space, specifically through the limit points of the trajectory projected onto the sphere, and related questions concerning the growth of the convex hull of the walk. We ask, roughly speaking, in which directions does the walk grow without bound?
Let d ∈ N := {1, 2, 3, . . .}. Let X, X 1 , X 2 , . . . be i.i.d. random variables in R d , and define the associated random walk (S n ; n ∈ Z + ) by S 0 := 0 and S n = n k=1 X k for n ≥ 1; here and subsequently 0 is the origin in R d and Z + := {0, 1, 2, . . .}. We suppose throughout that S n is genuinely d-dimensional, i.e., supp X is not contained in a (d − 1)dimensional subspace of R d .
Denote by x · y the Euclidean inner product of vectors x, y ∈ R d , and by · the Euclidean norm on R d . Set S d−1 := {x ∈ R d : x = 1}. For x ∈ R d \ {0} definê x := x/ x ; we also set0 := 0. We view vectors in R d as column vectors where necessary.
In Section 2 we look at the limit points of the sequenceŜ 0 ,Ŝ 1 , . . ., drawing on closely related work of Kesten and Erickson [9] [10] [11] 19] . In particular, an adaptation of an idea of Kesten shows that the limit set is a.s. equal to a deterministic D ⊆ S d−1 (see Theorem 2.1). In Section 3 we make more explicit the connection to the work of Kesten and Erickson [9] [10] [11] 19 ] on limit sets graded by particular speeds of growth. Section 4 considers the special case where D has a single element, in which the walk is transient with a limiting direction. In Section 5 we make some observations about the case where the walk has increments with mean zero (zero drift). Section 6 presents an argument due to Erickson which shows that an arbitrary closed D ⊆ S d−1 can be achieved as the limit set by constructing a random walk with suitable heavy-tailed increments (Theorem 6.1). In Section 7 we introduce some relevant convexity ideas. Section 8 turns to considering the asymptotics alternative proof of the fact that L is deterministic could be obtained by appealing to a general zero-one result for random closed sets such as Proposition 1.1.30 of [26] , having first established that L is closed.
Theorem 2.1. The set D is a non-empty, closed subset of S d−1 , and P(L = D) = 1.
We work towards the proof of Theorem 2.1. For u ∈ S d−1 and r > 0, define the set Proof. Note that for any u ∈ S d−1 , Ŝ n − u 2 = (Ŝ n − u) · (Ŝ n − u) = 1 + 1{S n = 0} − 2Ŝ n · u, 
Now we can complete the proof of Theorem 2.1.
Proof of Theorem 2.1. We adapt, in part, an argument from the proof of Theorem 1 of [19] . We call a ball
as follows from an argument based on stereographic projection (see e.g. [29] ). Let R denote the (countable) set of all rational balls, and set 
s. Hence we conclude that P(L ⊆ D) = 1.
To prove that D is non-empty, taking r = 2 in Lemma 2.2 shows thatŜ n has at least one accumulation point in L, since C(u; 2) = R d \ {0} and, since S n is genuinely d-dimensional, S n = 0 i.o., a.s.
Here is an alternative characterization of the set D. Proposition 2.5. We have that D = {u ∈ S d−1 : P(A(u; r)) = 1 for all r > 0}.
Proof. Let D ′ = {u ∈ S d−1 : P(A(u; r)) = 1 for all r > 0}. If u ∈ D ′ , then P(A(u; 1/m)) = 1 for all m ∈ N, and so P(∩ ∞ m=1 A(u; 1/m)) = 1. In particular, P(Ŝ n ∈ B s (u; 1/m) i.o. for all m ∈ N) = 1. In other words, a.s., lim inf n→∞ Ŝ n − u < 1/m for all m ∈ N, and hence lim inf n→∞ Ŝ n − u = 0, a.s., so u ∈ D. Thus D ′ ⊆ D.
On the other hand, suppose that u ∈ S d−1 \ D ′ . Then there exists r > 0 such that P(A(u; r)) < 1, and, by the Hewitt-Savage theorem, in fact P(A(u; r)) = 0. Lemma 2.2 shows that A(u; r) c ⊆ {L ∩ B s (u; r) = ∅} and hence P(L ∩ B s (u; r) = ∅) = 1. In particular, this means that P(u ∈ L) = 0 and so u / ∈ D. This shows that D ⊆ D ′ .
We next show that the recurrent directions are determined solely by the behaviour of the walk at increasingly large distances from the origin. Define
and
In other words, u ∈ L ∞ if and only if there exists a (random) subsequence n k of Z + such that both lim k→∞ S n k = ∞ and lim k→∞Ŝn k = u. If u ∈ L ∞ we say that u is an asymptotic direction for the random walk. Clearly an asymptotic direction is a recurrent direction, so P(L ∞ ⊆ L) = 1 and D ∞ ⊆ D.
Proof. Suppose that S n is recurrent. Since D ∞ ⊆ D and L ∞ ⊆ L, it suffices to show that D ∞ = S d−1 and P(L ∞ = S d−1 ) = 1. Proposition A.1 shows that there is some h ∈ (0, ∞) such that, a.s., for every x ∈ R d , S n ∈ B(x; h) i.o. But for every u ∈ S d−1 , every r > 0, and every R ∈ (h, ∞), C(u; r) contains some B(x; h) with x > 2R, so that, a.s., for every u ∈ S d−1 , every r > 0, and every R ∈ (h, ∞), there is a subsequence n k along which Ŝ n k − u < r and S n k > R. This shows that P(L ∞ = S d−1 ) = 1, and essentially the same argument implies that D ∞ = S d−1 .
The next result says that, a.s., the sets of recurrent and asymptotic directions coincide. Proof. The recurrent case is contained in Proposition 2.6; thus suppose that S n is transient. Then since S n → ∞ a.s., we have that P(L = L ∞ ) = 1 and D = D ∞ . Combined with Theorem 2.1, this gives the result.
Next we show how a distributional limit gives rise to recurrent directions. Here and elsewhere, ' (ii) Suppose there is a sequence a n of positive real numbers and a random vector ξ ∈ R d with P(ξ = 0) = 0 such that S n /a n d −→ ξ as n → ∞. Then suppξ ⊆ D.
Proof. For part (i), suppose thatŜ n d −→ ζ. Then, for a given u ∈ S d−1 , for all but countably many ε > 0,
which is strictly positive provided u ∈ supp ζ. It follows by the Hewitt-Savage theorem that if u ∈ supp ζ, then P( Ŝ n − u < ε i.o.) = 1 for all ε > 0, and hence u ∈ D.
For part (ii), we have that since P(ξ = 0) = 0, and the function x →x is continuous on R d \ {0}, the continuous mapping theorem implies thatŜ n d −→ξ, and then we may apply part (i).
Here is a sufficient condition for D = S d−1 ; if d = 2 the walk is recurrent and the result also follows from Proposition 2.6, while if d ≥ 3 the walk is transient.
Proof. By assumption and the central limit theorem, n −1/2 S n converges in distribution to a non-degenerate normal distribution. Proposition 2.9 then shows that S d−1 ⊆ D.
Compactification and growth rates
Let R d denote the compactification of R d obtained by adjoining the "sphere at ∞". More formally, R d is the compact metric space obtained by the completion of R d with respect to the metric
Then we can represent R d as
The metric ρ on R d is equivalent to the Euclidean metric, and extended to R d it is such that
The set of accumulation points of S 0 , S 1 , S 2 , . . ., taken in R d , thus consists of any accumulation points in R d (a.s. there are none if S n is transient) and accumulation points in R d ∞ represented by the set L ∞ of asymptotic directions, as defined at (2.5). Erickson [9] , generalizing one-dimensional work of Kesten and himself [11, 19] , considers a finer graduation of asymptotic directions. For α ∈ R + , set
Roughly speaking, the set L >α ∞ consists of those directions in which the walk grows at rate faster than n α . Also for α > 0 set
Then L α ∞ ⊆ L ∞ are those asymptotic directions in which the walk grows at rate precisely n α .
Erickson [9, 10] studies in detail A α and L >α ∞ , with particular focus on the case α = 1, which has some peculiar features. The version of Theorem 2.1 stated by Erickson [9, p. 802 ] is that P(L >α ∞ = D >α ∞ ) = 1, and D >α ∞ is a closed subset of S d−1 . For d ≥ 3, the value α = 1/2 is special, since a remarkable paper of Kesten [20] shows that n −α S n → ∞ for any α < 1/2 and any genuinely d-dimensional random walk S n in
Limiting direction
By the Hewitt-Savage theorem, P(lim n→∞Ŝn exists) ∈ {0, 1}, and if the limit exists, then it is a.s. constant. If lim n→∞ S n = ∞ a.s. and lim n→∞Ŝn = u a.s. for some u ∈ S d−1 , we say that S n is transient with limiting direction u.
The following are equivalent.
Proof. The result will follow from the sequence of implications (iii) ⇒ (ii) ⇒ (i) ⇒ (iii). That (iii) implies (ii) is trivial. If (ii) holds, then clearly u ∈ D, and for any r > 0 we haveŜ n ∈ B s (u; r) for all but finitely many n. For any v ∈ S d−1 \ {u}, we may choose r > 0 sufficiently small so that B s (u; r) and B s (v; r) are disjoint, so that P(Ŝ n ∈ B s (v; r) i.o.) = 0, and hence Proposition 2.5 shows that v / ∈ D. Thus (i) holds. Finally, suppose that (i) holds. Then Corollary 2.7 shows that S n is transient, and in particular S n = 0 only finitely often. By the Hewitt-Savage theorem, lim sup n→∞ Ŝ n −u is a.s. constant. If u is not a limiting direction for the walk, then this constant is strictly positive, so that, for some ε > 0, Ŝ n − u ≥ ε i.o., a.s. Since the set {v ∈ S d−1 : v − u ≥ ε} is compact, it follows thatŜ n has an accumulation point v = u, and hence v ∈ D, which gives a contradiction. Hence (i) implies (iii).
The following result is contained in Theorem 1.6.1(i) of [25] . Proof of Proposition 4.2. The strong law of large numbers (SLLN) shows that n −1 S n → µ, a.s., and n −1 S n → µ , a.s. If µ = 0, then S n → ∞, so S n = 0 for all but finitely many n, and then lim n→∞Ŝ n = lim n→∞ n −1 S n n −1 S n =μ, a.s.
The zero-drift case
In this section we turn to the case where the walk has zero drift. If d = 1, then zero drift implies recurrence, and hence D = {−1, +1} (see e.g. [8, Theorem 4.2.7] ). If E( X 2 ) < ∞, then Corollary 2.10 shows that D = S d−1 . Thus the most interesting cases are when d ≥ 2 and E( X 2 ) = ∞. The following result contrasts with Proposition 4.2, and improves on Theorem 1.6.1(ii) of [25] .
In the case where d = 2, we can say more. For measurable A ⊆ S d−1 we write |A| for the Haar measure of A. Write ' d =' for equality in distribution; X d = −X means that random variable X ∈ R d has a centrally symmetric distribution. For further results in the zero-drift case, see Corollary 9.4 below. In the rest of this section we prove Propositions 5.1 and 5.2.
Proof. If S n is recurrent, then the result follows from Proposition 2.6. So suppose that
Since E(X · u) = µ · u = 0, the random walk S n · u is recurrent, and lim inf n→∞ |S n · u| < ∞. Since S n is transient we have S n → ∞, so that lim inf n→∞ |Ŝ n · u| = 0. In other words, for every ε > 0 we have that for infinitely many n ∈ N,Ŝ n is in the compact set O ε (u).
This v has v · u = 0 for all u ∈ D, which contradicts Lemma 5.4. Hence D cannot be countable.
To prove Proposition 5.2, we need some additional notation. Let
Proof. Lemma 5.4 shows that for every u ∈ S 1 , there exists v ∈ S 1 such that u · v = 0 and v ∈ D. As u runs over S 1 , the set of ±v such that u · v = 0 runs over the whole of S 1 , and so in this case we conclude that for every u ∈ S d−1 , at least one of ±u is in D.
Proof of Proposition 5.2. Note that |D| = |D 1 | + |D 2 |. If Lemma 5.5 applies, then we have
An arbitrary set of recurrent directions
We know from Theorem 2.1 that the set D is closed. The aim of this section is to show that there are, in general, no other restrictions on D: it can be an arbitrary closed subset of the sphere. This result is essentially due to Erickson [10, pp. 508-510]; we reproduce the argument here. Theorem 6.1. Let A be a non-empty closed subset of S d−1 . Suppose that the increment distribution of the random walk is given by X = Qξ where Q ∈ S d−1 and ξ ∈ R + are independent, P(ξ > 0) > 0, and supp Q = A. Let ξ 1 , ξ 2 , . . . be independent copies of ξ, and suppose that
Then the recurrent directions of the random walk S n = n i=1 X i are D = A.
Remarks 6.2. (a) Pruitt, in Theorem 2 of [28] , shows that (6.1) holds if and only if
. Examples that work have very heavy tails, and include P(ξ > r) = 1/ log r for r ≥ e (see [10, pp. 509-510] ) and P(ξ > r) = exp(−(log r) β ) for r ≥ 1 with β ∈ (0, 1/2) (see [28, p. 895] ).
(b) The intuition behind Theorem 6.1 is as follows. The condition (6.1) means that the biggest jump so far is a.s. on a bigger scale than all the other jumps combined, and so the projection on the sphere is determined by the Q corresponding to the current biggest jump. As times goes on, one sees an i.i.d. subsequence of the Qs associated with the biggest jumps, and so the walk explores the sphere over the set A.
(c) Theorem 6.1 can be compared to the construction of random walks with desired limit properties of [9] [10] [11] 19] .
Proof of Theorem 6.1. Write X i = Q i ξ i where the Q i are i.i.d. copies of Q and the ξ i are i.i.d. copies of ξ. Let T n = n i=1 ξ i , M n = max 1≤i≤n ξ i , and B n = T n − M n ; then (6.1) is equivalent to B n /M n → 0, a.s. Also set k(1) := 1 and, for n ∈ N,
→ 0, a.s., by (6.1).
Since M n is a non-decreasing sequence in R + with M n → ∞ a.s. (as easily follows from (6.1) and the fact that P(ξ > 0) > 0) the sequence k(1), k(2), . . . is a non-decreasing subsequence of Z + with k(n) → ∞ a.s., and since the Q i are independent of the ξ i , the sequence k(1), k(2), . . . is independent of the sequence Q 1 , Q 2 , . . .. Let ℓ 1 = 1 and for n ∈ N define ℓ n+1 = min{n > ℓ n : k(n) > k(ℓ n )}, so that 1 = k(ℓ 1 ) < k(ℓ 2 ) < k(ℓ 3 ) < · · · . Then the sequence Q k(ℓ 1 ) , Q k(ℓ 2 ) , . . . has the same law as a sequence of i.i.d. copies of Q.
Thus u ∈ D. This shows that A ⊆ D.
On the other hand, if u / ∈ A we have that since S d−1 \ A is open in S d−1 there is some r > 0 such that P(Q ∈ B s (u; r)) = 0, and
Thus D ⊆ A and the proof is complete.
Convexity and an upper bound
We start this section with a straightforward result (Theorem 7.1) that is sometimes useful for giving an upper bound on D in terms of the support ofŜ n . We then present (in Proposition 7.2 below) a simpler description of the upper bound in terms of the distribution of X alone, rather than its convolutions. To do so, we need an appropriate notion of convexity, which will also be useful in Sections 8 and 9 below when we look at one-dimensional projections and the convex hull of the walk. Let X n = (suppŜ n ) \ {0}, and let X ⋆ = cl(∪ n≥1 X n ). Here is the upper bound.
Theorem 7.1. We have that D ⊆ X ⋆ .
Proof. Suppose that u ∈ S d−1 \ X ⋆ . Since X ⋆ is closed, there exists r > 0 such that B s (u; r) ∩ X n = ∅ for all n ∈ N, and so P(Ŝ n ∈ B s (u; r)) = 0 for all n ∈ N. Then the Borel-Cantelli lemma shows that P(A(u; r)) = P(Ŝ n ∈ B s (u; r) i.o.) = 0. Hence, by Proposition 2.5, we have u / ∈ D. Hence D ⊆ X ⋆ .
For u, v ∈ S d−1 and α ∈ [0, 1], let 
We will show (see Lemma 7.6) that s-hull A is s-convex. Let X := (suppX) \ {0}.
Proposition 7.2. We have that X ⋆ = cl s-hull X , and X ⋆ is s-convex.
We work towards a proof of Proposition 7.2. Let X ′ := {x : x ∈ supp X}.
Proof. Recall that supp X is the smallest closed A ⊆ R d such that P(X ∈ A) = 1, or, equivalently, supp X = {x ∈ R d : P(X ∈ B(x; r)) > 0 for all r > 0}. Since suppX is a closed subset of S d−1 ∪ {0}, it follows that X is a closed subset of S d−1 .
Suppose that u ∈ X ′ with u = 0. Then ur ∈ supp X for some r > 0. This means that P(X ∈ B(ur; s)) > 0 for all s ∈ (0, r/2), say; but, for any x ∈ B(ur; s),
On the other hand suppose that u ∈ X . Let r n > 0 be such that r n → 0. Then P(X ∈ C(u; r n )) = P(X ∈ B(u; r n )) > 0 for all n, which means that C(u; r n ) ∩ supp X = ∅, i.e., for every n there exists x n ∈ supp X with x n − u ≤ r n . Hencex n ∈ X ′ withx n → u, so u ∈ cl X ′ , and we get X ⊆ cl X ′ . 
Proof. The 'if' half follows immediately (take n = 2 and β 1 + β 2 = 1). Suppose that A is s-convex. We proceed by an induction on n. Then (7.1) holds for n = 2, since
Suppose that (7.1) holds for all n ∈ {1, . . . , m} with m ≥ 2, and consider u 1 , . . . , u m+1 ∈ A and β 1 , . . . , β m+1 ∈ (0, ∞) with m+1 i=1 β i u i = 0. We may also suppose that β m u m + β m+1 u m+1 = 0, or else the inductive hypothesis would apply directly. Set u ′ i = u i for 1 ≤ i ≤ m − 1 and
By inductive hypothesis, the expression in the last display is thus in A. This completes the inductive step.
The next result shows that s-hull A has a similar characterization to the usual hull A.
Proof. Let u, v ∈ s-hull A with v = −u, and α ∈ (0, 1). Then u =x and v =ŷ for some x, y ∈ hull A with x, y = 0. Choose β ∈ (0, 1) given by
verifying that s-hull A is s-convex. Next we claim that if A ⊆ S d−1 is s-convex, then s-hull A = A. Clearly A ⊆ s-hull A. So suppose that A is s-convex, and consider u ∈ s-hull A. Then u =x for some x ∈ hull A, x = 0, and thus (see e.g. Lemma 3.1 of [14, p. 42]) there exist n ∈ N, v 1 , . . . , v n ∈ A, and λ 1 , . . . , λ n ∈ [0, 1] with n i=1 λ i = 1, for which x = n i=1 λ i v i . Then Lemma 7.4 shows thatx ∈ A. In other words, s-hull A ⊆ A, as required.
Suppose B is s-convex with A ⊆ B; then the preceding paragraph shows that s-hull A ⊆ s-hull B = B, which completes the proof of the lemma. Proof. It suffices to suppose u, v ∈ cl A with u = −v. Then there exist u 1 , u 2 , . . . ∈ A and v 1 , v 2 , . . . ∈ A with u n → u and v n → v, and there exists n 0 ∈ N such that u n = −v n for all n ≥ n 0 . Since A is s-convex, I α (u n , v n ) ∈ A for all n ≥ n 0 and all α ∈ [0, 1]. By continuity of the function
Proof of Proposition 7.2. First we use induction to show that X n ⊆ cl s-hull X for all n ∈ N. Clearly this is true for n = 1. So suppose, for the inductive hypothesis, that X m ⊆ cl s-hull X for all m ∈ {1, . . . , n}. Now, provided that S n+1 = 0, we havê
In particular, since P(Ŝ n ∈ X n ∪ {0}) = 1 and P(X n+1 ∈ X ∪ {0}) = 1, we have
by the inductive hypothesis. But cl s-hull X is s-convex, by Lemmas 7.6 and 7.7, so P(Ŝ n+1 ∈ (cl s-hull X ) ∪ {0}) = 1, which means that X n+1 ⊆ cl s-hull X , completing the induction. Thus we conclude that X ⋆ ⊆ cl s-hull X . Next we show that X ⋆ is s-convex. It suffices to suppose that u, v ∈ X ⋆ with u = −v. Then there exist sequences u n k ∈ X n k and v m k ∈ X m k with u n k → u and v m k → v. Lemma 7.3 shows that, correspondingly, there exist sequences x n k,1 , x n k,2 , . . . ∈ supp S n k and y m k,1 , y m k,2 , . . . ∈ supp S m k with lim i→∞xn k,i = u n k and lim j→∞ŷm k,j = v m k , and, for all k sufficiently large and all i, j sufficiently large,x n k,i = −ŷ m k,j . Now for s, t ∈ Z + , sx n k,i + ty m k,j ∈ supp S sn k +tm k . Applying Lemma 7.3 with X = S sn k +tm k we see that w ∈ X sn k +tm k ⊆ X ⋆ , where w = sx n k,i + ty m k,j sx n k,i + ty m k,j = I α s,t,i,j (x n k,i ,ŷ m k,j ), with α s,t,i,j = s x n k,i s x n k,i + t y m k,j .
For fixed k, i, j and α ∈ [0, 1], we may choose s, t → ∞ such that α s,t,i,j → α, and since for u = −v, α → I α (u, v) is continuous over α ∈ [0, 1], and X ⋆ is closed, we get
Then by continuity of (u, v) → I α (u, v) away from u = −v we get
for all α ∈ [0, 1]. Hence X ⋆ is s-convex, and X ⊆ X ⋆ , so, by Lemma 7.6, we have s-hull X ⊆ X ⋆ , and since X ⋆ is closed, we get cl s-hull X ⊆ X ⋆ . Thus we conclude that X ⋆ = cl s-hull X , and the latter is s-convex by Lemmas 7.6 and 7.7.
Projection asymptotics
In Section 9 we study the way in which the random walk fills space via the convex hull of the trajectory. Pertinent for this is the behaviour of one-dimensional projections of the walk, so we turn to this first. For fixed u ∈ S d−1 , the projection S n · u defines a random walk on R, with increment distribution X · u, which either tends to +∞, to −∞, or oscillates (see Lemma 8.1 below). However, this, by itself, does not exclude that there might exist (random) u ∈ S d−1 for which S n · u does something out of the ordinary, such as having a finite lim sup. While not central for what follows, we show that such exceptional projections do not exist, at least for d ≤ 2.
Define the random sets It is not immediately obvious that P + , P − , P ± also partition S d−1 . We define
We call u ∈ E := E + ∪ E − an exceptional projection of the walk. Since E − = −E + , we have E = −E. Lemma 8.1 means that P(u ∈ E) = 0 for all fixed u ∈ E. Recall the definition of s-convexity from Section 7.
and both S n · u and S n · v tend to infinity, so I α (u, v) ∈ P + for all α ∈ [0, 1]. Hence P + is s-convex, and so is P − = −P + as well. The argument for D + , D − is essentially the same. Note that u ∈ P + ∪ E − if and only if lim inf n→∞ (S n · u) > −∞.
For A ⊆ S d−1 , we write ∂ s A for the boundary of A relative to S d−1 , i.e., ∂ s A = (cl A) ∩ (cl(S d−1 \ A)). (ii) Moreover,
Proof. For part (i), it suffices to prove the first statement. Suppose that P is either P + or P + ∪ E − . Since, by Lemma 8.2, P is s-convex, so is cl P, by Lemma 7.7. Thus, by Corollary 7.5, cl P = S d−1 ∩ hull cl P. Since cl P is bounded, A = hull cl P = cl hull P [14, p. 45]. The set A is convex and compact, and so it is uniquely determined by its support function h A : R d → R given by h A (x) = sup{x·y : y ∈ A}, which is continuous [14, p. 56] .
By the Hewitt-Savage theorem, each member of this countable collection of random variables is a.s. constant, so h A is a.s. constant. Thus the set A is non-random, and then P(cl P = S) = 1 for the non-random closed set S = S d−1 ∩ A. Note that
Since every u ∈ D + has P(u ∈ P) = 1, we have D + ⊆ S, and since S is closed, cl D + ⊆ S.
On the other hand, if S \ cl D + = ∅, there is some u ∈ S \ cl D + and some ε > 0 such that B s (u; ε) is contained in S and does not intersect cl D + . The set S contains a countable dense subset, Q, say, and every v ∈ Q ∩ B s (u; ε) has v / ∈ D + , so P(v ∈ P + ) = 0. Also, P(v ∈ E − ) = 0. Thus no member of Q ∩ B s (u; ε) is in P. Since P is s-convex, this implies B s (u; ε) is in S but does not intersect P. Hence u ∈ S \ cl P. But P(S \ cl P = ∅) = 1. Thus S = cl D + .
Part (ii) follows immediately from part (i). Proof. If D ± = S d−1 , then D + = D − = ∅, by Lemma 8.1, and Lemma 8.3 shows that P(cl P + ∪ cl P − ∪ cl E = ∅) = 1.
We turn briefly to the question of whether E is in fact empty. In [24] , it was shown that sufficient for P(H ∞ = R d ) = 1 is that the random walk is recurrent; this follows from Theorem 9.2 and the fact that recurrence implies that D = S d−1 . Here are some further sufficient conditions. Proof. By Theorem 9.2, it suffices to show that D ± = S d−1 . But under either hypotheses (i) or (ii), the non-degenerate one-dimensional random walk with increment distribution X · u oscillates.
Proof of Theorem 9.2. First suppose that (i) holds. If 0 ∈ int hull D then there exists m ∈ N and u 1 , . . . , u m ∈ D such that 0 is also in the interior of the convex polytope P (u 1 , . . . , u m ) := hull{u 1 , . . . , u m }. Let
which is zero unless 0 lies in the interior of P (v 1 , . . . , v m ), when it is equal to the shortest distance from 0 to the boundary of P (v 1 , . . . , v m ). In particular, note that R(u 1 , . . . , u m ) = δ 0 > 0.
For
, as a function from R md to convex, compact subsets of R d with the Hausdorff metric, is continuous. So the map from (v 1 , . . . , v m ) to R(v 1 , . . . , v m ) is also continuous. Hence for any δ ∈ (0, δ 0 ), we can find ε > 0 sufficiently small such that B(0; δ) is contained in P (v 1 , . . . , v m ) for all v i with v i − u i < ε. For such an ε > 0, let
Then for any x 1 , . . . , x m with x i ∈ C i (r, ε), we have that hull{x 1 , . . . ,x m } contains the ball B(0; δ). Thus, since x i ≥ r,
Since u i ∈ D, we have S n ∈ C i (r, ε) i.o., a.s., by Theorem 2.8. Thus B(0; rδ) ⊆ H n for all but finitely many n. That is lim inf n→∞ r n ≥ rδ, a.s. Since r > 0 was arbitrary, we get r ∞ = ∞, a.s. Thus (i) implies (ii), and (ii) is equivalent to (iii) by Lemma 9.1.
Suppose that u ∈ D + , so that P(u ∈ L + ) = 1. Then S n · u → ∞, so that inf n≥0 S n · u = c for some c > −∞. It follows that S 0 , S 1 , S 2 , . . . are contained in the half-space To show that (iv) implies (iii), we prove the contrapositive. By Lemma 9.1, it suffices to suppose that P(H ∞ = R d ) = 0. Since cl H ∞ is closed and convex, it can be written as an intersection of hyperplanes (see e.g. Corollary 4.1 of [14, p. 55] ); in particular, if cl H ∞ is not the whole of R d , it is contained in a half-space H − (u) = {x ∈ R d : x · u ≤ c} for some u ∈ S d−1 and c ∈ R. Thus sup n≥0 S n · u < ∞. In particular, P ± is not the whole of S d−1 . By Corollary 8.4, this implies that D ± = S d−1 .
Finally, we show that (iv) implies (v). Suppose that 0 / ∈ hull D. Since hull D is closed, this means that there is a hyperplane that separates 0 from hull D, so there is a u ∈ S d−1 and c < 0 such that S(u) = {x ∈ S d−1 : x · u ≥ c} contains no point of D. Since S(u) is compact, it must thus contain only finitely many ofŜ 0 ,Ŝ 1 , . . .. That is lim sup n→∞Ŝ n · u ≤ c, and hence lim sup n→∞ S n · u ≤ 0. In particular, P ± is not the whole of S d−1 , and Corollary 8.4 shows that D ± = S d−1 .
Some examples
Let e 1 , . . . , e d denote the standard orthonormal basis vectors of R d . For convenience we locate all our random walks on the integer lattice Z d , but this is not essential. We write ξ ∼ Rad to mean that P(ξ = +1) = P(ξ = −1) = 1/2 (a Rademacher distribution), and, for α > 0, write ζ ∼ S(α) to mean that ζ ∈ Z has P(ζ ≥ r) = P(ζ ≤ −r) = 1 2 r −α for r ∈ N. Our examples are constructed mostly from components that are copies of ξ ∼ Rad or ζ ∼ S(α).
If ξ 1 , ξ 2 , . . . are independent copies of ξ ∼ Rad, then we write W n = n i=1 ξ i for the associated simple symmetric random walk (SSRW) on Z. If ζ 1 , ζ 2 , . . . are independent copies of ζ ∼ S(α), then we write Y n = n i=1 ζ i . We recall some well-known facts about W n and Y n . The local limit theorem for SSRW on Z (see e.g. [8, pp. 141-143] ) says that, with φ the standard Gaussian density function,
If α ∈ (0, 1), then Y n is transient and oscillates: |Y n | → ∞ and Y n takes both signs i.o., and, moreover (see e.g. Theorem 3.5 of [13] )
if α ∈ (0, 1), then lim inf n→∞ n −1 |Y n | = ∞, a.s. (10.2) If α ∈ (0, 2), α = 1, then n −1/α Y n converges in distribution to (a constant multiple of) a symmetric α-stable random variable, since ζ is in the corresponding domain of normal attraction, with no centering (see e.g. Theorem 2.6.7 of [16] and [12, p. 580] ). If g is the density of this limiting random variable, then Gnedenko's local limit theorem (see Note that g is uniformly bounded: this follows from the inversion formula for densities and the fact that the characteristic function of a symmetric stable random variable is of the form e −c|t| α , for some c > 0 (see e.g. [12, p. 570] ). If α ∈ (0, 1), then S n ≥ |S n · e 1 | = n so the walk is again transient. Write X i = e 1 + e 2 ζ i where the ζ i are independent copies of ζ. Let Y n = n i=1 ζ i . For j = ±1,
By (10.2) we have that n/ S n ≤ n/|Y n | → 0, a.s., and so S n /|Y n | → 1, a.s., and hence First suppose that α > 2. Here E( X 2 ) < ∞ and E X = 0, so the central limit theorem applies, and Corollary 2.10 shows that D = S 1 . Alternatively, note that the walk in this case is recurrent (see e.g. [8, Theorem 4.2.8] ) and apply Proposition 2.6.
Next suppose that α ∈ (1, 2). In this case E X = 0 but E( X 2 ) = ∞. Here the walk is transient, as follows from the Borel-Cantelli lemma and the local limit theorems (10.1) and (10.3), which together show that P(S n = 0) = P(W n = 0)P(Y n = 0) = O(n −(1/2)−(1/α) ). By construction, X d = −X, so Proposition 5.2 shows that D = S 1 . Finally, suppose that α ∈ (0, 1). Since |S n · e 1 | ≤ n, a similar argument to that in 
Then we have the estimate P(S n ∈ C(u; r)) ≤ P(|S n · e d | > n (1/2)+ε ) + x∈Bn∩C(u;r) P(S n = x).
Here we have from the local limit theorems (10.1) and (10.3) that, for some C < ∞,
Standard binomial tail bounds show that for SSRW P(|W n | > n (1/2)+ε ) ≤ C exp(−cn 2ε ) for constants c > 0 and C < ∞. Thus we get P(S n ∈ C(u; r)) ≤ C exp(−cn 2ε ) + C x∈Bn∩C(u;r) n −(d−1)/α · n −1/2 .
(10.4)
Fix u / ∈ E d , and take 0 < r < |u · e d |. Then any x = (x 1 , x 2 , . . . , x d ) ∈ C(u; r) has
x . It follows that there is a constant C < ∞ such that |x i | < C|x d | for all 1 ≤ i ≤ d − 1 and all x ∈ C(u; r). Hence the number of x ∈ B n ∩ C(u; r) is at most O(n (d/2)+dε ). Thus we obtain from (10.4) that
where C < ∞ depends on u and r, but not ε. Thus for any α satisfying
we can choose ε > 0 small enough to ensure that n≥1 P(S n ∈ C(u; r)) < ∞. We can find α satisfying (10.5) provided d > 3. Thus if we have d ≥ 4 and α satisfying (10.5), the Borel-Cantelli lemma shows that u / ∈ D for any u / ∈ E d , i.e., D ⊆ E d . On the other hand, we have n −1/α S n converges in distribution to Z = (Z 1 , . . . , Z d−1 , 0), where the Z i are independent α-stable random variables with supp Z i = R. It follows that suppẐ = E d , and so, by Proposition 2.9, we conclude that D = E d . △
We write ζ ∼ S + (α) to mean that ζ ∈ Z + has P(ζ ≥ r) = r −α for r ∈ N. n ) converges in distribution to (Z 1 , . . . , Z k ), where Z 1 , . . . , Z k are independent, positive α-stable random variables supported on R + . By the continuous mapping theorem, n −1/α S n converges in distribution to k j=1 u j Z j =: V . Since V is continuous, P(V = 0) = 0, and so P(V ∈ S d−1 ) = 1. Thus suppV = C := C(u 1 , . . . , u k ) := cl Λ(z) Λ(z) : z ∈ R k , z 1 , . . . , z k > 0, Λ(z) > 0 .
Hence by Proposition 2.9(ii) we have that C ⊆ D.
To get an inclusion in the other direction, we use the notation of Section 7. We have supp X = cl{Λ(z) : z ∈ N k }, and for any x ∈ supp X, eitherx = 0 (if x = 0) or elsê x = lim n→∞xn ∈ S d−1 with x n = Λ(z n ) and z n ∈ N k . It follows that Since Q k is dense in R k , we get X = C. Moreover, C is the closure of an s-convex set, and hence itself s-convex, by Lemma 7.7, and hence cl s-hull X = s-hull X = C, by Lemma 7.6. Then Theorem 7.1 confirms that D = C. △
Concluding remarks
The Borel-Cantelli lemma shows that if for some ε > 0, ∞ n=1 P( Ŝ n − u < ε) < ∞, then P(S n ∈ C(u; ε) i.o.) = 0, and so u / ∈ D, by Proposition 2.5. This is not sharp, however, as is already shown by the case of d = 1, when, for example, +1 ∈ D if and only if ∞ n=1 n −1 P(S n > 0) = ∞ [12, p. 415].
Problem 11.1. Is there a criterion for u ∈ D in terms of P(S n ∈ · )?
We do not necessarily expect a simple answer to Problem 11.1: in d = 1, Kesten (Corollary 1 of [19, p. 1177]) gives a criterion for x ∈ A α where A α is as defined at (3.1).
Proposition 5.2 leaves the following question.
Problem 11.2. Suppose that d = 2, E X < ∞, and µ = 0. Is D always equal to S 1 ?
A The recurrent case
For most of the questions in the present paper, the main interest is the transient case, because, loosely speaking, any recurrent random walk explores all of space and hence all directions at all distances. Proposition A.1 is a precise version of this statement. Recall [8, p. 190 ] that S n is recurrent if there is a non-empty set R of points x ∈ R d (the recurrent values) such that, for any ε > 0, S n − x < ε i.o., a.s.
Proposition A.1. If S n is recurrent, then there exists h > 0 such that a.s., for any
Proof. Since S n is recurrent, the set R of recurrent values is a closed subgroup of R d and coincides with the set of possible values for the walk: see [8, p. 190 ]. Since S n is genuinely d-dimensional, it follows from e.g. Theorem 21. 
