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Abstract
In this work the TFD formalism is explored in order to study a dissipative time-dependent
thermal vacuum. This state is a consequence of a particular interaction between two theories,
which can be interpreted as two conformal theories defined at the two asymptotic boundaries of
an AdS black hole. The initial state is prepared to be the equilibrium TFD thermal vacuum. The
interaction causes dissipation from the point of view of observers who measure observables in one
of the boundaries. We show that the vacuum evolves as an entangled state at finite temperature
and the dissipative dynamics is controlled by the time-dependent entropy operator, defined in
the non-equilibrium TFD framework. We use lattice field theory techniques to calculate the non-
equilibrium thermodynamic entropy and the finite temperature entanglement entropy. We show
that both grow linearly with time.
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I. INTRODUCTION
Entanglement entropy has been playing an important role in several areas of theoretical
physics. From condensed matter where, for some spin and topological systems, entanglement
provides a useful order parameter [1, 2], up to high energy physics, where entanglement
plays an important role in the holographic principle, helping to understand how to storage
quantum data into classical spacetime [3].
An important task in many-body physics is to distinguish intrinsic quantum entanglement
from the thermal fluctuations included in the definition of the ordinary quantum entangle-
ment at finite temperatures. A method based on Thermo Field Dynamics (TFD) was devel-
oped in [4], which allows to perform this task. In the present work, we will explore a similar
method for studying entanglement entropy in dissipative systems. The core of the TFD
formalism is the doubling of the degrees of freedom, defining an auxiliary Hilbert space, and
a Bogoliubov transformation to entangle such duplicated degrees. The Bogoliubov trans-
formation defines a thermal vacuum such that the statistical average of an operator can be
written as the expectation value in this state.
An important ingredient of the TFD formalism is the construction of an operator whose
expected value in the thermal vacuum provides the thermodynamic entropy of the system:
this is called the entropy operator. Besides, it was shown that this operator can lead a system
from zero to finite temperature. Furthermore, the entropy operator plays an important role
in quantum dissipative theories: it is identified with the time evolution controller, driving it
through unitary inequivalent states [5, 6]. By construction, the entropy operator measures
the entanglement between the original system and its copy; actually, the thermal vacuum is
the state of maximum entanglement. Whilst in the TFD formalism this entanglement is just
a technical device to deal with systems at finite temperature, in black hole applications it has
important physical consequences: in this case, the auxiliary degrees of freedom have physical
meaning. In the AdS/CFT context, it helps to interpret the thermodynamic entropy of the
black hole in terms of quantum entanglement.
Recently, an interesting relationship between the TFD entropy operator, dissipation and
entanglement has been explored in the holographic context in [7], where a conformal dissi-
pative field theory in which the dissipation process is manifestly related to dynamical entan-
glement was studied. It is also important to note that a close relation between dissipation
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and entanglement was experimentally studied in [8], where it was reported an experiment
where dissipation generates a continuous entanglement between two macroscopic objects.
The starting point of Ref. [7] is to consider a particular coupling between two systems,
defined in the two AdS boundaries, that will drive dissipation in one of the boundaries.
The interaction is turned on at t = 0; before this, the vacuum is dual to two disconnected
copies of AdS. It was argued that when the interaction is turned on there is formation of
a throat that entangles the vacuum dynamically. Although it was shown that in the large
t limit it is possible to make an approximation compatible with the large N limit, and the
holographic picture can be understood in terms of Vaidya black holes, the scenario is tricky
close to t = 0. This is because a topology change is necessary in order to connect the
two separate spaces, and this mechanism is hard to understand using a classical General
Relativity solution. In the present work we are going to study a more natural and involved
initial condition: we will use the same dissipative Hamiltonian to evolve the system, but
the initial state will be prepared to be a thermal state. The vacuum evolution produces
a gaussian time-dependent thermal vacuum different from the one commonly used in the
literature (mainly in the ADS/CFT applications), for example in [9].
Many works involving applications of entanglement entropy in many-body physics focus
on entanglement between degrees of freedom associated with spatial regions. That is, the
Hilbert space is geometrically partitioned. However, the Hilbert space can be partitioned
into several forms. An important issue about momentum entanglement was developed in
[10–12] and possible holographic interpretations of more general entropies are discussed in
[13]. The entanglement entropy calculated here is also related to a non-spatial partitioned
Hilbert space.
In order to regularize the ultraviolet divergence of the entropy and to make clear the
different traces that we are going to take, it will be made use of the lattice field theory
technology, and we are going to make a numerical analysis of the time dependent entropy.
In the TFD lattice field theory that we are going to work, it is possible to define an extended
density matrix, which makes it easy to define the degrees of freedom that we are going to
trace over. We will see that the vacuum state in a finite time will be a time-dependent
entanglement state at finite temperature. This kind of time-dependent TFD state can be
understood as a perturbation of the equilibrium state at t = 0. In fact, we will show that
the entanglement entropy SA(t), calculated by the expected value of the entropy operator
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in the vacuum evolved by the dissipative Hamiltonian, is the thermodynamic entropy at
t = 0. The numerical analysis shows that SA(t) grows linearly with time. Another equi-
librium point is found for very long times, preceded by an entropy discontinuity. In the
density matrix language, the expected value of the entropy operator takes into account the
trace over the entire auxiliary degrees of freedom. When we take the trace over a part of
both the auxiliary and original systems, the t = 0 entropy becomes the finite temperature
entanglement between a subset of the degrees of freedom and its complement. This entropy
also grows linearly with time, but oscillate for large time periods, which indicates saturation.
This behavior resembles the typical conformal field entanglement behavior, when the Hilbert
space is geometrically partitioned [14].
This wok is organized as follows:
• Sec. II: here we briefly review the TFD formalism and its time-dependent formulation
using the so-called Liouville-von Neumann (LvN) approach [15–17]. This approach
is a canonical method that unifies the functional Schro¨dinger equation for the quan-
tum evolution of pure states and the LvN equation for the quantum description of
either equilibrium or non-equilibrium mixed states. The different types of entropies
calculated throughout the work are presented here.
• Sec. III: we present the dissipative conformal theory. We define the dissipative time-
dependent thermal vacuum state and compare it with the time-dependent thermo
vacuum studied, for example, in [9]. The entropy obtained by tracing over the entire
auxiliary system is calculated here.
• Sec. IV: we define a lattice dissipative conformal theory.
• Sec. V: we use the lattice technology to calculate the time-dependent finite tempera-
ture entanglement entropy.
• Sec. VI: we collect the numerical results we work out.
• Sec. VII: we present our concluding remarks.
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II. BRIEF REVIEW OF THE TFD FORMALISM
In this section, we present a revision of the TFD formalism. This short revision will be
important to make clear the differences between the time-dependent thermal state studied
in this work and the state defined in [9, 18].
In general, the statistical average 〈O〉 of an operator O is defined by the functional
ω (O) = Tr (ρO):
〈O〉 = Tr[Oe
−βH ]
ω (1)
, (1)
where ρ = e
−βH
ω(1)
and ω (1) is the partition function.
The functional ω (O) is called a state in algebraic statistical quantum field theory and the
operators form a C?-algebra [19, 20]. The functional ω resembles a vector space, so that the
algebra equipped with a particular functional admits a reducible representation on a Hilbert
space such as a Fock space. This is the formal basis of the TFD formalism, developed by
Takahashi and Umezawa [21–26]. The main idea is to describe the thermal state as a pure,
rather than a mixed state, and to interpret the statistical average as the expectation value
of O in a thermal vacuum:
ω (O)
ω (1)
= 〈0(θ) |O| 0(θ)〉 . (2)
At the equilibrium, the θ parameter is a function of the temperature. More generally, the
core of TFD is to construct a quantum field theory whose vacuum contains the information
about the environment under which the system is subjected. In order to achieve such an
endeavor, it is necessary to duplicate the degrees of freedom by constructing an auxiliary
Hilbert space, which is a copy of the original system. Once observed that temperature is
introduced as an external parameter, the thermal vacuum appears as a condensate state in
the duplicated Fock space composed by the physical space and the auxiliary Hilbert space.
The thermal vacuum is defined by a Bogoliubov transformation, which actually entangles
the system and its copy. The auxiliary Hilbert space is denoted by H˜ and the total Hilbert
space is the tensor product of the two spaces, HT = H ⊗ H˜, with elements |Φ〉 = |φ, φ˜〉.
From the usual annihilation operators, the vacuum is defined by
Ak |0〉〉 = A˜k |0〉〉 = 0 , (3)
where |0〉〉 = |0〉 ⊗ |0˜〉.
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The original and the tilde systems are related by a mapping called tilde conjugation rules,
associated with the application of the Tomita-Takesaki modular operator of the algebraic
statistical mechanics [27, 28]:
(AiAj )˜ = A˜iA˜j ,
(cAi + Aj )˜ = c
∗A˜i + A˜j ,
(A†i )˜ = (A˜i)
† ,
(A˜i)˜ = Ai ,[
A˜i, Aj
]
= 0 . (4)
The Hamiltonian of the extended system is denoted by Hˆ; it is constructed by demand-
ing that the thermal vacua be the eigenvectors of Hˆ which are invariant under the tilde
conjugation rules, and
Hˆ |0(θ)〉 = 0 . (5)
This can be obtained if we define the following Hamiltonian operator:
Hˆ = H − H˜ . (6)
Note that since the thermal vacuum is annihilated by Hˆ, then in general TFD the tilde
system is nonphysical. Indeed, adding the second Fock space corresponds to furnish new
thermal degrees of freedom, rather than dynamical degrees of freedom. This is close-banded
with the fact that the Hamiltonian Hˆ is unbounded from below; consequently, the physical
observables are defined by operators without tilde.1
Due to the sign of H˜ in the definition of Hˆ, there is an uncountable number of states
satisfying Eq. (5), classified by the continuous parameter θ. A choice of the thermal vacuum
1 However, in the dual description in terms of eternal black hole spacetimes, when the AdS black hole is
written in terms of Kruskal coordinates, the two types of fields live democratically. Outside the horizon,
there are two causally disconnected spacetime geometries (both of which are asymptotically AdS), defining
two conformal field theories (CFTs); one of them is interpreted as the degrees of freedom of the auxiliary
system. In the Kruskal plane, the solutions of the field equations are uniquely determined by their
boundary conditions at the two Minkowski boundaries, in the right (R) and, respectively, left (L) quadrants
of the Kruskal diagram, with reverse clockwise directions. Owing to reverse clockwise direction of the
L quadrant, while the A operator annihilates outgoing modes at the horizon in the R quadrant, the A˜
operator annihilates ingoing modes in the L quadrant. This is exactly what the tilde conjugation rules
make and the reverse clockwise direction is captured in the definition of Hˆ.
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is specified by a choice of the thermal Bogoliubov canonical generator G(θ) such that it
commutes with Hˆ. As G changes θ, we have G |0(θ)〉 6= 0 and G is a spontaneously broken
symmetry. The thermal vacuum is in this manner interpreted as a Goldstone boson.
The first construction of TFD consists in defining a Bogoliubov transformation, using only
one generator, that produces an unitary transformation and preserves the tilde conjugation
rules. For a set of harmonic oscillators, this generator is given by
G(θk) =
∑
k
iθk(AkA˜k − A†A˜†k) , (7)
and the thermal vacuum is
|0(θ)〉 = exp(−iG) |θ〉
=
∏
k
δkk
cosh (θk)
exp
[
tanh (θk)A
†
kB
†
k
]
|0〉 . (8)
This generator carries out an unitary and canonical transformation such that the creation
and annihilation operators transform according to Ak(θ)
A˜†k(θ)
 = e−iG
 Ak
A˜†k
 eiG = Bk
 Ak
A˜†k
 ,
(
A†k(θ) −A˜k(θ)
)
=
(
A†k −A˜k
)
B−1k , (9)
where the matrix transformation is given by
Bk =
 uk vk
v∗k u
∗
k
 , |uk|2 − |vk|2 = 1 , (10)
with elements
uk = cosh (θk) , vk = − sinh (θk) . (11)
Since the Ak(θ) annihilate the thermal vacuum, we have the so called thermal state
conditions:
(Ak − tanh(θk)A˜k) |0(θ)〉 = 0 , (12)
and the expectation value of the number operator gives the distribution:
Nk(θ) = 〈0(θ)|A†kAk |0(θ)〉 = sinh2(θk) . (13)
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At the equilibrium, the θ parameters are fixed as functions of the temperature by min-
imizing a thermodynamic potential. In order to do this, let us define a very important
operator, the entropy operator:
KA(θ) = −
∑
k
[
A†kAk ln sinh
2 (θk)− AkA†k ln cosh2 (θk)
]
, (14)
such that the thermal vacuum is written as:
|0(θ)〉 = eKA2 |I〉 , (15)
where
|I〉 = e
∑
n
A†nA˜
†
n
|0〉〉 . (16)
The result would be the same if we had used tilde fields in the definition of the entropy
operator. In a thermal equilibrium situation, its expected value provides the thermodynamic
entropy. In general, KA measures the entanglement between the original system and its copy;
so, it is a kind of von Neumann entropy operator. To make this statement clear, let us write
the vacuum as follows:
|0(θ)〉 =
∑
n
√
Wn(θn) |n, n˜〉 , (17)
where
Wn(θ) =
∏
k
(
sinh (θk)
2nk
cosh (θk)
2nk+2
)
. (18)
Now it is possible to make an important connection with the density operator. From this
point on we will use a different notation, most commonly used in the AdS/CFT scenario.
The two different sets of fields will be denoted by A and B and no longer by A and A˜.
Considering the so called extended density matrix
ρ = |0(θ)〉 〈0(θ)| , (19)
if we trace over the tilde fields (now the B fields), the reduced density operator is
ρA = TrB [|0(θ)〉 〈0(θ)|]
=
∑
n
Wn(θ) |n〉 〈n| , (20)
and the entropy is written as
SA(θ) = 〈0 (t) |KA| 0 (θ)〉 =
∑
n
Wn(θ) lnWn(θ) . (21)
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This makes clear the fact that the entropy operator is the von Neumann entropy relative to
the trace over the B degrees of freedom.
Note that, up to this point, the θ parameters are quite general and can be time dependent.
Now we are going to fix them. In TFD, the expected value of the original Hamiltonian is
interpreted as the thermal energy. The following potential is then defined:
F = 〈0 (t) |H| 0 (θ)〉 − 1
β
〈0 (t) |KA| 0 (θ)〉 . (22)
Now, for a set of oscillators with frequency ωk, by minimizing F in relation to θ, we find
sinh2 (θk) =
1
eβωk − 1 , (23)
which is the usual thermodynamic distribution for a bosonic system in equilibrium at the
temperature 1/β. Now the entropy operator provides the thermodynamic entropy and F
is the free energy. We have just shown that in general, in TFD, the same operator that
measures the entanglement between two sets of fields provides, for a given choice of the
entanglement angle, the thermodynamic entropy. Note that the trace is taken over all the
B system. However, the TFD formalism allows one to calculate, in a simple way, a more
intricate trace, as shown in [4, 29, 30]. Let us explore this fact in the next subsection.
A. The extended entropy
The Hamiltonian for a system of harmonic oscillators can be written in the number basis
as
Hˆ =
∞∑
{ni}=0
(
N∑
i=1
ωi ni + ω0
)
|n1, . . . , nN〉 〈n1, . . . , nN | , (24)
where {ni} = {ni}Ni=1 = n1, . . . , nN . In the thermal equilibrium, using (23), the extended
density matrix (19) for this system is
ρ =
1
Z
∞∑
{ni}=0
∞∑
{mi}=0
e
− 1
2
(
N∑
i=1
βωi (ni+mi)+2βω0
)
|{ni}〉 〈{mi}| |{n˜i}〉 〈{m˜i}| , (25)
where Z is the partition function:
Z =
N∏
i=1
e−β ω0
1− e−β ωi . (26)
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If we take the trace of ρ over all the B (tilde) system, we get
ρA = TrB ρ =
∞∑
{`i}=0
∞∑
{˜`i}=0
〈{`i}|〈{˜`i}|ρ |{`i}〉 |{˜`i}〉 . (27)
In this case we have
ρA = ρeq =
1
Z
∞∑
{ni}=0
e
−
N∑
i=1
βωi ni−βω0 |{ni}〉 〈{ni}| . (28)
As expected, we obtained the thermal equilibrium density matrix. If we calculate the von
Neumann entropy associated with this density matrix we obtain the thermodynamic entropy,
which is equal to the expected value of the entropy operator.
Let us now define a different trace. We are going to trace over a subset of oscillators and
its tilde correspondent. To do this, let us bipartite the system as follows:
{ni}Ni=1 = {nµ}pµ=1
⋃
{nk}Nk=p+1 , p ≤ N − 1, N ≥ 2 . (29)
The extended reduced density matrix ρAB is obtained as a trace over the parameters of
the second system, which now consists of A and B oscillators with index k. Note that we
are defining two subsets, A′ ⊂ A and B′ ⊂ B, which have the same number of degrees of
freedom. The idea is to take the trace over the complement of A and the complement of B
as follows:
ρAB =
∞∑
{`k}=0
∞∑
{˜`k}=0
〈{`k}|〈{˜`k}|ρˆ |{`k}〉 |{˜`k}〉 . (30)
The extended entropy is defined by:
SAB = TrρAB logρAB . (31)
In this manner, an easy way to calculate the finite temperature entanglement entropy is
achieved.
Establishing the TFD formalism in the thermal equilibrium, it is natural to assume that
time-dependent thermal effects can be described by a time-dependent Bogoliubov trans-
formation. In this case, the same form of the Bogoliubov transformation is used, but the
parameters are now time-dependent [31]. In general, the Bogoliubov transformed operators
are time-dependent and the thermal vacuum is time-independent. We are going to explore
the TFD time-dependent formulation using the Liouville-von Neumann (LvN) approach.
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B. Time-dependent TFD and the LvN approach
In a non-equilibrium situation, a system can interact directly with an environment to
make its coupling parameters explicitly time-dependent. In this case, for the harmonic
oscillator system, the creation and annihilation operators are now time-dependent and the
density matrix ρ(t), built with the time-dependent Hamiltonian does not satisfy the quantum
LvN equation:
i
∂ρ(t)
∂t
+ [ρ(t), H] = 0 . (32)
This makes difficult to relate 1/β to the equilibrium temperature. One way to solve this
problem is given by the LvN approach. The essential idea of the LvN method is that
the quantum LvN equation provides all the quantum and statistical information of non-
equilibrium systems. The strategy of this approach is to define time-dependent oscillators
that satisfy the LvN equation [15–17]
i
∂ak
∂t
+ [ak, H] = 0 . (33)
The linearity of the LvN equation allows one to use the operators a(t) and a†(t) to
construct operators that also satisfy Eq. (33), in particular, the number and the density
operator. By defining the number operator in the usual way,
Nˆk(t) = a
†
k(t)ak(t) , (34)
one finds the Fock space consisting of the time-dependent number states:
Nˆk(t)|nk, t〉 = nk|nk, t〉 . (35)
With these oscillators, a density matrix of the thermal type, which satisfies the LvN equation,
can be defined as:
ρT =
1
Z
∏
k
eβω0a
†
k(t)ak(t) , (36)
where β and ω0 are free parameters and Z is the partition function.
We can use the oscillators (33) in the TFD approach and construct the time dependent
thermal state:
|0(t, β)〉 = e−iG(t) |0, t〉 ,
G(t) = −iθ(β) [a(t)b(t)− a†(t)b†(t)] . (37)
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The thermal operators a(β) are given by:
a(β) = cosh(θ)a(t)− sinh(θ)b†(t) . (38)
This type of operator appears naturally in the scenario studied here, as will be shown in
the following sections. It is straightforward to define a time-dependent entropy operator in
terms of the oscillators that satisfy equation (33). Its expected value becomes
S =
∑
k
[(1 +Nk(t)) ln(1 +Nk(t))−Nk(t) lnNk(t)] , (39)
where the time-dependent distribution Nk(t) is the expected value of the number operator
defined in (34). It can be shown that the time-dependent distribution Nk(t) satisfies a
Boltzmann equation, as a consequence of a self consistency renormalization procedure [31].
This type of time-dependent operator appears naturally in the scenario studied here, as will
be shown in the following sections.
III. DISSIPATIVE CONFORMAL THEORY
A TFD-like entropy operator appears naturally in dissipative theories, as pointed out a
long time ago [6]. In this approach, in order to canonically quantize the theory, the degrees of
freedom are duplicated and the Hamiltonian is constructed in such a way that the dissipative
effects are caused by interactions with the additional (auxiliary) degrees of freedom [6, 32].
Let us start with the following dissipative field equation:
(∂2t −∇2)φ+ γ∂tφ = 0 , (40)
where γ is the damping coefficient. If we introduce a particular interaction of the field φ
with a field ψ, this equation can be derived from the following Lagrangian:
L =
∫
Ω
ddx
[
∂µφ∂
µψ +
γ
2
(φ∂tψ − ψ∂tφ)
]
. (41)
In [7], the AdS/CFT correspondence, applied to AdS black holes, was used to give a
holographic interpretation of the dissipative conformal theory defined by Eqs. (40) and (41).
In particular, the ideas developed in [33] and [34] were used to connect the two asymptotic
boundaries, such that γ describes the coupling between the two conformal theories, repre-
sented by the fields φ and ψ. In this scenario, the coupling of the two theories defines the
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dissipative behavior when we study observables defined on one side. The process can be
viewed as a teleportation protocol that sets up a quantum coupling of the form eigOAOB ,
where OA and OB represent the fields living in the two boundaries. The operator OAOB can
be some linear combination of a†−k, ak and b
†
k, b−k, respectively, where a annihilates φ modes
and b annihilates ψ modes (see [7] for details). By making the redefinitions
Φ =
φ+ ψ√
2
, Ψ =
φ− ψ√
2
, (42)
the dissipative Hamiltonian becomes:
H = HΦ −HΨ , (43)
where
HΦ =
1
2
∫
ddx
[(
ΠΦ − γ
2
Ψ
)2
+
1
2
(∂iΦ)
2
]
,
HΨ =
1
2
∫
ddx
[(
ΠΨ +
γ
2
Φ
)2
+
1
2
(∂iΨ)
2
]
, (44)
and ΠΦ, ΠΨ are the canonical momenta conjugated to Φ and Ψ, respectively. In terms of
the creation/annihilation operators, the resulting Hamiltonian is
H = H0 +Hint , (45)
with
H0 =
∑
k
(
k − γ
2
8k
)(
A†kAk −B†kBk
)
,
Hint =
∑
k
[
−iγ
2
(
A−kBk − A†−kB†k
)
+
γ2
16k
(
BkB−k +B
†
kB
†
−k − AkA−k − A†kA†−k
)]
,(46)
where Ak and Bk correspond to the annihilation operators of the fields Φ and Ψ, respectively,
and k =
√
k2. At t = 0, the vacuum is |0(t = 0)〉 = |0〉Φ ⊗ |0〉Ψ. Since [H0, Hint] = 0, the
time evolution of the vacuum state is given by:
|0(t)〉 = exp(−iHt) |0〉
= exp
[∑
k
γt
2
(
A−kBk − A†−kB†k
)]
|0〉
=
∏
k
δkk
cosh
(
γt
2
) exp [tanh(γt
2
)
A†−kB
†
k
]
|0〉Φ ⊗ |0〉ψ . (47)
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Note that the dissipative interaction between the two CFTs produces an entangled state.
In [7], the entanglement entropy was computed and a holographic interpretation in terms of
the Vaidya BTZ black hole was given. The entangled state |0(t)〉 can be generated by the
same entropy operator previously discussed, replacing θ by γt. If the coupling is switched off
(γ → 0), we recover two non-interacting (free) CFTs, whose states describe spacetimes with
two locally asymptotic AdS regions [35]. In particular, the ground state |0〉Φ⊗|0〉Ψ represents
two disconnected copies of the exact AdS spacetime [36]. Here we intend to explore a more
involved situation. Note that the limit γ = 0 is the same as the limit t = 0. Suppose we have
a thermal state in t = 0 and the vacuum is the Kruskal extension of an eternal AdS black
hole. The idea is to evolve the thermal vacuum at t = 0 with the dissipative Hamiltonian
(46).
From now on, we will use the notation |0〉Φ ⊗ |0〉Ψ = |0〉A ⊗ |0〉B, and write the vacuum
at t = 0 as
|0(t = 0)〉 = |0(β)〉 = Z−1(β)
∏
k
exp
[
e−Ekβ/2A†−kB
†
k
]
|0〉A ⊗ |0〉B . (48)
As discussed in Sec. II, this state can be generated by the Bogoliubov transformation defined
in (7). The important point is that the Bogoliubov operator commutes with the Hamiltonian;
thus, if we evolve the state |0(t = 0)〉, we obtain:
|0(t)〉 = exp(−iHt) |0(t = 0)〉
= exp
[∑
n
(
γt
2
+ θn
)(
A−nBn − A†−nB†n
)]
|0〉A ⊗ |0〉B
=
∏
n
δnn
cosh
(
γt
2
+ θn
) exp [tanh(γt
2
+ θn
)
A†−nB
†
n
]
|0〉A ⊗ |0〉B , (49)
where
θn =
1
2
ln
[
1 + e−
βn
2
1− e−βn2
]
. (50)
The expected value of the number operator is given by
Nn(t) = 〈0(t)
∣∣A†nAn∣∣ 0(t)〉 = 1eβn − 1 [cosh(γt) + eβn2 sinh(γt)]2 , (51)
which can be written in the compact form
Nn(t) = 〈0(t)
∣∣A†nAn∣∣ 0(t)〉 = sinh2(θn + γt) , (52)
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such that at the t = 0 or at the γ = 0 limit we have an equilibrium thermal distribution.
Note that, due to the hyperbolic cosine in the denominator of (49), for very long times, the
final state has a null norm. We will show in the numerical analysis that in this regime the
entropy drops abruptly to zero. Thus, the system starts in an entangled state (the thermal
state) and, for very long times, ends in a pure one (a state with null norm).
The state |0(t)〉 can also be written as
|0(t)〉 = eKA(t)2 |I〉 , (53)
where |I〉 is defined in (16) and the entropy operator KA(t) is given by:
KA(t) = −
∑
k
[
A†kAk ln sinh
2 (θk + γt)− AkA†k ln cosh2 (θk + γt)
]
. (54)
Note that the entropy operator carries all the temporal and the thermal dependence of the
state. In particular, we can verify that the time evolution of the vacuum state is generated
by the time derivative of the entropy operator, or entropy production, namely:
∂ |0(t)〉
∂t
= −1
2
∂KA
∂t
|0(t)〉 . (55)
This equation implies that the the basic notion of equilibrium,
∂ |0(t)〉
∂t
≈ 0, is equivalent to
the maximum entropy condition. As it will be shown in the numerical analysis, the entropy
grows linearly up to a critical point. After this point, the system reaches another equilibrium
state. As usual in dissipation theory, the evolution is non-unitary and the final state is not
unitarily equivalent to the initial one. The expected value of the entropy in the state (49)
is given by equation (39), with Nk(t) given by (51). For γt << 1, the distribution is:
Nk(t) ≈ sinh2(θk) + γt sinh(θk) cosh(θk) , (56)
which corresponds to a thermal distribution plus a time correction. In this limit, the entropy
is given by
S = Sthermal + γtβ
∑ neβn2
eβn − 1
= Sthermal + γpi
2t , (57)
where Sthermal is the equilibrium thermodynamic entropy and the sum was calculated at
the continuous limit. Note that the time-dependent term does not depend on the initial
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equilibrium temperature. The lattice calculations will confirm these result beyond the small
time approximation.
Let us now show that the state (49) is in fact a non-equilibrium TFD state, in the sense
of the LvN approach. The time-dependent thermal Bogoliubov transformation, based on
the state (49) and the distribution (52), generates
An(β, t) = cosh(θ +
γt
2
)An − sinh(θn + γt
2
)B†n . (58)
This transformation can be written as
An(β, t) = cosh(θn)
[
An cosh
γt
2
−B†n sinh
γt
2
]
− sinh(θn)
[
B†n cosh
γt
2
+ An sinh
γt
2
]
. (59)
Note that, comparing it with (38), we have
An(t) = cosh
(
γt
2
)
An − sinh
(
γt
2
)
B†n ,
B†n(t) = cosh
(
γt
2
)
B†n + sinh
(
γt
2
)
An . (60)
These operators satisfy Eq. (33) for the Hamiltonian that generated the time evolution of
the squeezed vacuum
(
H = − iγ
2
[
ab− a†b†]).
Let us finish this section by comparing the state (49) with the so-called time-dependent
TFD vacuum explored in the literature [9, 18], which has the form (disregarding a phase)2:
|TFD(t)〉 = |0(β)〉 = 1
Z1/2
∏
k
exp
[
e−Ekβ/2+iEktA†−kB
†
k
]
|0〉A ⊗ |0〉B . (61)
Now, following the TFD algorithm, the expected value of the number operator is given by:
〈TFD(t)|A†kAk|TFD(t)〉 =
1
eβEk − 1 , (62)
2 As previously discussed, the equilibrium TFD thermal vacuum is dual to an eternal black hole. In general,
for non-equilibrium applications, the dual geometry is given by Vaidya solutions, which is not an “empty”
gravitational solution and describes a shell of null dust falling into a black hole. However, it is possible to
construct a time dependent thermal vacuum in an empty black brane geometry [18]. In order to do this,
instead of time running forward on one side of the Penrose diagram, and backwards on the other side,
the times are chosen to evolve forward in both outer regions, so that the system is time-dependent; the
resulting dual state is called time-dependent TFD state. But note that now the Hamiltonian is HA +HB
and not HA −HB anymore. Although this state has a clear holographic interpretation, it does not have
a so clear interpretation within the context of the TFD formalism.
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which is exactly the equilibrium distribution. Thus, although this is a time-dependent state,
from the point of view of the TFD formalism, this is related to equilibrium thermodynamics.
However, we will show in Sec. V that this is a consequence of taking the trace over all the
auxiliary system. We will show that, if we take the trace over the complement of the part
of the system and its copy, the resulting density matrix becomes time-dependent. We will
compare again the state constructed in (49) with the state (61) in Sec. V.
IV. LATTICE DISSIPATIVE CONFORMAL THEORY
In this section we are going to use a lattice regularization in the dissipative theory defined
previously. The fields φ(x, t) and ψ(x, t) will be defined in a space M = R ⊗ Λ, with R
being the continuous time and Λ a spatial dimensional lattice with spacing δ = L
N
, where
x ∈ [−L/2, L/2], N is the number of sites and the field has spatial periodic conditions. The
reason for considering a lattice theory came in two folds: first, it is an easy way to regularize
the UV divergence; second, the lattice allows one to write the Hilbert space explicitly as
a direct product of the Hilbert space at each site, ⊗ΛHsite, and, therefore, the degrees
of freedom may be decomposed in such a way that we can use the concept of extended
entanglement entropy defined in (31); actually we can bipartite the Hilbert space in the
same way as defined in (29).
Using the notation of [9], we define:
Qa = δΦ(xa), QN+1 = Q1, a = 1, 2..N,
Pa = ΠΦ(xa),
Q˜a = δΨ(xa), Q˜N+1 = Q˜1,
P˜a = ΠΨ(x, a) . (63)
The Hamiltonian (44) becomes:
H =
N∑
a=0
δ
2
[(
Pa − λQa
δ
)2
+m2
Q2a
δ2
+
1
δ4
(Qa+1 −Qa)2
]
−
N∑
a=0
δ
2
(P˜a − λQ˜a
δ
)2
+m2
Q˜2a
δ2
+
1
δ4
(Q˜a+1 − Q˜a)2
 . (64)
The mass term is an IR regulator; of course, we are interested in the limit m → 0. In the
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momentum space, the Hamiltonian can be written as:
H =
N∑
k=0
δ
2
[(
Pk − λQk
δ
)(
P−k − λQ−k
δ
)
+
1
δ2
ω2kQkQ−k
]
−
N∑
k=0
δ
2
[(
P˜k − λQ˜k
δ
)(
P˜−k − λQ˜−k
δ
)
+
1
δ2
ω2kQ˜kQ˜−k
]
, (65)
where
ω2k = m
2 +
4
δ
sin2
(
pik
N
)
. (66)
The creation/annihilation operators can be defined as usual:
Ak =
µk√
2
[
Qk + i
P
µ2k
]
, A†k =
µk√
2
[
Qk − i P
µ2k
]
,
Bk =
µk√
2
[
Q˜k + i
P˜
µ2k
]
, B†k =
µk√
2
[
Q˜k − i P˜
µ2k
]
, (67)
where µk =
√
ωk/δ.
The Hamiltonian can be written in terms of the creation/annihilation operators as in
(46), replacing the frequency k by ωk, defined in (66). The distribution is now written in
terms of the frequencies ωk:
Nω(t) =
1
eβωk − 1
[
cosh(γt) + e
βωk
2 sinh(γt)
]2
, (68)
and the entropy is given by:
SA =
N∑
k=0
[(1 +Nω(t)) ln(1 +Nω(t))−Nω(t) lnNω(t)] . (69)
Numerical analysis shows that this entropy grows linearly with time.
V. THE EXTENDED ENTANGLEMENT ENTROPY FOR THE DISSIPATIVE
LATTICE THEORY
In the previous sections we calculated the entropy for the dissipative theory, which is
related to the reduced density matrix defined by a trace over all the system B. Differently
from the entropy relative to the time-dependent TFD state studied in [9], this entropy is
time-dependent. Now, let us calculate the extended entanglement entropy for this dissipative
lattice theory, where the trace is taken in the same way as in Eq. (30).
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We define the extended reduced density matrix ρdAB for the state (49) partitioning the
system as in (29). In terms of the lattice, on the oscillator number basis, we can use the
following separation:
{nk}Nk=1 = {nµ}pµ=1
⋃
{ni}Ni=p+1 , (70)
and, taking the trace over the oscillators ni, i = p+ 1, ..., N , for the systems A and B:
ρdAB =
N∏
k=p+1
1
cosh(θk + γt)
∑
{nk}
tanh2nk(θk + γt)×
×
p∏
µ=1
∑
{nµ},{mµ}
tanhmµ(θµ + γt) tanh
nµ(θµ + γt) |nµ〉〉 〈〈mµ| , (71)
where |nµ〉〉 = |nµ〉 ⊗ |n˜µ〉 and we have used the notation n˜i to represent B states. In order
to carry out the extended entanglement entropy calculation more easily, let us define the
time dependent parameter αµ by:
tanh2(θµ + γt) = e
−αµ ,
cosh2(θµ + γt) =
1
1− e−αµ . (72)
The extended entanglement entropy SdAB is then given by:
SdAB(t) = −TrρdAB ln ρdAB
=
p∏
µ=1
coth
(αµ
4
) p∑
µ=1
αµ e−αµ2(
1− e−αµ2
) − ln(1− e−αµ)
 . (73)
In terms of the original variables:
SdAB(t) = −
p∏
µ=1
[1 + tanh(θµ + γt)]
[1− tanh(θµ + γt)] ×
×
p∑
µ=1
[
ln[tanh2(θµ + γt)]
tanh(θµ + γt)
[1− tanh(θµ + γt)] + ln(1− tanh
2(θµ + γt))
]
.(74)
Numerical analysis will show that, at the limit m → 0 and for very small γ, the entropy
grows linearly. For long times, the extended entanglement entropy oscillates. This is a
typical behavior of spatial entropy of conformal theories and indicates that the entropy
must saturate for some time. At t = 0 we obtain the ordinary quantum entanglement
entropy at finite temperature.
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Let us compare again the states (49) and (61), now using the density matrix. For the
state (61), the density matrix is given by:
ρ(t) = |TFD(t)〉〈TFD(t)| . (75)
By defining
tanh2(γk) = e
−βωk+iωkt ,
tanh2(γ¯k) = e
−βωk−iωkt , (76)
we trace over the system B:
ρA(t) = TrB|TFD(t)〉〈TFD(t)|
=
N∏
k=1
1
(1− e−βωk)
∞∑
mk,nk=0
∞∑
lk=0
tanhnk(γk) tanh
m
k (γ¯k)〈lk|nk〉B 〈mk|lk〉B |nk〉〈mk|
=
N∏
k=1
1
(1− e−βωk)
∑
nk
[tanh(γ) tanh(γ¯)]nk |nk〉〈nk|
=
1
Z
∞∑
nk=1
e
∑N
k=1 e
−βωknk−ω0 |n1, ...nN〉 〈n1, ...nN | , (77)
which is the usual thermal equilibrium density matrix (confirming Eq. (62)). However, note
that the trace has been taken over the whole system B; it is due to this fact that the temporal
dependence of density matrix disappears, as we will show next.
The temporal dependence of the reduced density matrix appears when the trace is taken
over the complement of a subsystem. The same procedure used in (71) yields:
ρAB(t) =
∑
ni
∑
n˜i
〈ni|〈n˜i|ρ(t)|ni〉|n˜i〉
=
1
Z
N∏
i=p+1
∞∑
{ni}=0
[tanh(γi) tanh(γ¯i)]
ni ×
×
p∏
µ=1
∞∑
{mµ},{nµ}=0
tanhnµ(γµ) tanh
mµ(γ¯i) |nµ〉〉 〈〈mµ| . (78)
The extended entanglement entropy for this state is given by:
SAB(t)
TFD = −TrρAB(t) ln ρAB(t)
=
p∏
µ=1
(1− eβωµ)
Fµ(β, t)
×
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×
p∑
µ=1
(
e−βωµ
Fµ(β, t)
[
βωµ
(
−1 + eβωµ2 cos
(
ωµt
2
))
+ e
βωm
2 ωµt sin
(
ωµt
2
)]
− ln(1− e−βωµ)) , (79)
where
Fµ(β, t) = 1 + e
−βωµ
[
1− 2eβωµ2 cos
(
ωµt
2
)]
. (80)
The entropy is now time dependent; note that, differently from (74), it is written in terms
of periodic functions. The oscillation of this entanglement entropy suggests that it must
saturate for some time, which is confirmed by the numerical analysis. At short times, the
entropy grows linearly. Thus, it has the same behavior as the spatial entropy of this state
[9].
VI. NUMERICAL RESULTS
Our lattice consists in N = 10.000 sites, representing N oscillators, each one with mass
m→ 1/L, and β → CL, for some number C. Using Eq. (66), we obtain:
βωk =
(
β2m2 +
β2
δ2
4 sin2(
pik
N
)
)1/2
→
(
C2 + 4C2N2 sin2(
pik
N
)
)1/2
. (81)
The thermodynamic entropy SA is calculated using this redefinition and Eqs. (68) and (69).
For this purpose, we need two numerical inputs: the number of sites N (fixed) and the
temperature, represented by C−1. First we fixed the values for the input parameter C and
varied γt.
For SAB (the entanglement entropy), we have used the same numerical strategy as above
for the thermodynamic entropy, using Eqs. (50) and (74). Since the product is divergent,
we make p ranging from pmin = 0.10N to pmax = 0.75N , using it as a cutoff, to numerically
maintain SAB < 10
62. With this procedure, the sum in Eq. (74) range from pmin to pmax.
A. Numerical analysis of the thermodynamic entropy
In Fig. (1), the graph for the thermodynamic entropy, we have fixed γt = 0 and varied
C in the range [0.01, 10.0], with steps of length 0.01.
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FIG. 1: Plot of SA vs. the temperature T of the system, which is equivalent, in our numerical
analysis, to C−1.
The entropy that comes from the trace over all the system B (Fig. (2)) shows a linear
behavior, up to a critical point, where it goes through a discontinuity, which can signal a
phase transition. After this point the system reaches another point of equilibrium and the
entropy remains constant and is in fact equal to zero. As usual in dissipative theories, the
initial and the final equilibrium states are not unitarily equivalent. The system starts from a
thermal state and ends in a null norm state, which has zero entropy. In Ref. [7], the system
starts from a pure state and thermalizes for long times. The entropy behavior in the case
studied here is linear for short times, until it reaches the discontinuity. Thus, as we should
expect, the story told by this model is the temporal reversal of the history of the model
studied in [7].
FIG. 2: Linear growth of the thermodynamic entropy.
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Note that at low temperatures, Fig. (4) and Fig. (1) show that SdAB(0) varies slowly
with the temperature, compared to SA(0). However, the behavior is opposite at higher
temperatures, probably an effect that comes from the finite product in its very definition,
remarkably in the limit γt→ 0, when we obtain (1−tanh(θµ+γt))→ 0 at high temperatures
(since tanh(θµ) = e
−βωµ
2 ), which means that the quantum fluctuations are higher at high
temperatures. Fig. (3) shows the graph of S˙A =
dSA
dt
vs the temperature. The graph
confirms, from a minimum temperature, the independence of SA on the temperature, which
is obtained in the continuous limit and in the small t approximation (Eq. (57)).
FIG. 3: Plot of S˙A vs. the temperature T of the system.
B. Numerical Analysis of the Extented Entanglement Entropy
FIG. 4: The behavior of SdAB (calculated at t = 0) as a function the temperature T of the
system.
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In the graph for SdAB, we have a linear regime, showing the conformal symmetry of the
system for small values of γt, associated with m⇒ C = βL also small, as shown in Fig. (5).
Note that for short times, the behavior of the entanglement entropy SdAB of the dissipative
system is similar to the behavior of STFDAB for the state (61). The oscillatory behavior of
SdAB (Fig. (6)) is a typical sign of saturation. The same is true for S
TFD
AB , as shown in
Fig. (7). Therefore, the behavior of the extended entropy is the same as that of the spatial
entanglement entropy. Note that the growth rate of SdAB is much higher than that of S
TFD
AB .
The crucial difference is the dissipative coupling between the theories. In addition to the
quantum entanglement, the causal coupling between theories contributes to SdAB.
FIG. 5: Plot of SdAB, using N = 200 and C = 0.001, in the regime γt 1, showing a linear
behavior.
FIG. 6: Oscillatory behavior of SdAB, indicating saturation.
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FIG. 7: The behavior of S(t)TFDAB as a function of t, from Eq. (79). The other parameters
are shown in the top of the figure. Note the linear behavior up to approximately t = 0.4.
VII. CONCLUSIONS AND FUTURE DIRECTIONS
In this work the TFD formalism was explored, in order to study a time-dependent thermal
vacuum in a dissipative theory. This state is a consequence of a particular dissipative
interaction between two theories, with respective fields φ and ψ, which can be interpreted
as two conformal theories defined at the two asymptotic boundaries of an AdS black hole.
The initial state is prepared to be the TFD thermal vacuum, dual to the AdS black hole.
We show that the dissipative vacuum evolves as an entangled state at finite temperature
and the dissipative dynamics is controlled by the time-dependent entropy operator, defined
in the non-equilibrium TFD framework.
We use lattice field theory techniques to calculate two types of time-dependent entropy.
The first one is the expected value of the time-dependent entropy operator, which is also
a time evolution controller; this is related to the entanglement between all the degrees of
freedom of the two theories and it is a non-equilibrium thermodynamic entropy. Numerical
analysis shows that this entropy grows linearly with time, up to a critical point, where
the entropy undergoes a discontinuity and the system reaches a zero entropy state. It
has been shown that the final equilibrium state is not unitarily equivalent to the initial
equilibrium state. In fact, the final state is a null norm state. In this case, the dissipation
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drives continuously the initial equilibrium state to non-equilibrium states, until it reaches
the critical point, when the entropy abruptly decreases, going to zero. The discontinuity
may indicate a phase transition and needs to be further studied.
The second entropy calculated here is called (in the TFD literature) extended entangle-
ment entropy: it measures the entanglement between a part of the system and its comple-
ment at finite temperature. In the TFD framework the extended entanglement entropy is
calculated by defining two equal subsets of oscillators, each one belonging to a correspondent
conformal theory, and tracing out the complement of each subset. Numerical analysis shows
the same behavior of the spatial entanglement entropy of conformal theories. However, the
extended entropy is much easier to calculate.
With regard to the TFD formalism, this work shows a time-dependent thermal state
different from the state that is generally explored in the literature involving the AdS/CFT
scenario, studied in [18], and called time-dependent TFD state, written here in Eq. (61). The
state studied here is a dissipative thermal state and it is clearly related to non-equilibrium
thermodynamics. It evolves in time by the action of a Hamiltonian that has the form Hˆ =
Hφ−Hψ, while the state studied in [18] evolves by H = Hφ+Hψ. The time-dependent TFD
state allows one to explore various aspects involving temporal dependence of entanglement
and its application in black hole physics, for a bulk geometry that is an empty space; the
state studied here is more related to a Vaidya geometry. It is important to note that, as we
have shown in section V , the expected value of the number operator in the state defined at
[18] provides the bosonic thermodynamic equilibrium distribution, while in the state studied
here it is a time-dependent function, which is the equilibrium distribution only at t = 0.
The extended entropy of the time-dependent TFD state is also calculated and shows the
same saturation behavior of the spatial entanglement entropy of this state.
We emphasize in this paper that the algebraic structure of TFD makes this formalism
extremely suitable for applications involving the AdS/CFT scenario. As a future work it
will be also important to explore the TFD formalism to study the Eigenstate Thermalization
Hypothesis in Conformal Field Theory, discussed in [37, 38]. It will be also very interesting
to calculate the quantum computational complexity related to the state studied here and
to explore its holographic interpretation. To this end, the same covariant matrix approach
used in [9] can be used in the scenario presented here.
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