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0. INTRODUCTION 
Let a, (i j = 1 ,..., n) and V be C’ real functions defined in R” and con- 
sider the Lagrangian 
Y(425) = t i a,,(q) 5&t, - Vq), 4, i; E LQ”. (0.1) 
r,j=l 
We look for normal modes of the dynamical system associated to (0.1); i.e., 
periodic solutions q = q(t) of the following system of ordinary differential 
equations 
(0.2) 
where the overdot denotes d/dt. 
We restrict our attention to periodic solutions of a prescribed period 
T> 0. This problem has been studied (cf. [3,4, 143) under the assumption 
V(q)+ +a as Iql+ +oo. 
Moreover if a, (& j = l,..., n) and V are defined on an open subset of R”, 
the existence of T-periodic solutions for (0.2) has been studied in [2]. 
However in some classical dynamical systems it occurs that V(q) is 
bounded. In this paper we shall study the following problems related to 
system (0.2) in the case in which V is bounded: 
(a) The existence of free oscillations of prescribed minimal period T 
(Sect. 1). 
* Work supported by G.N.A.F.A. of C.N.R. and by Minister0 P.I. (40%, 60%). 
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(b) The existence of multiple free oscillations of prescribed period T 
(Sect. 2). 
(c) The existence of forced oscillations (Sect. 3), i.e., the existence of 
T-periodic solutions of 
where g: R + R” is a T-periodic “forcing” term. 
(d) The case of the double-pendulum (Sect. 4). 
We prove the following theorems: 
THEOREM 0.4. Assume that 
(A,) j~>Os.t. ~l~12~~~:j=~ai,(q)5,5j,v5,q~~“, 
(A,) V(q) is bounded and V(0) = 0 is a minimum for V, 
(A,) ai, and V are even, 
(A4) a,,(q) and V(q) are twice differentiable at the origin, 
then (0.2) possesses a periodic solution with minimal period T, ,for any 
(0.3) 
T > 271 &, A> 0, 
where v is the largest eigenvalue of {a,,(O)} and 1. is the first eigenvalue of 
the Hessian matrix V”(0) of V at 0. Moreover, tf we replace (A4) by 
assumption, 
(4) V(qYlq12+ +a a.7 Id -to, 
then ,for any T> 0 (0.2) possesses a periodic solution with minimal period T. 
THEOREM 0.5. Assume that (A,), (A2), (A3), (A4) hold and I, v are as in 
Theorem 0.4. Then for any k E N, and for any T> T(k) = 2n(2k + 1) m, 
(0.2) has at least 2kn nonconstant T-periodic solutions. 
THEOREM 0.6. Suppose that the forcing term g(t) is an integrable T- 
periodic function with zero mean value and assumption (A, ) holds. Moreover 
suppose that 
(A,) there exists z > 0 s.t. a&q) (i, j= l,..., n) and V(q) are t-periodic. 
Then (0.3) has at least two T-periodic solutions which do not differ by a mul- 
tiple of z. 
Remark 0.7. The lower bound T,= 27~ JvIE, for the periods in 
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Theorem 0.4 is “optimal”: namely the Lagrangian of a simple pendulum of 
length I and mass m is 
Y( q, cj) = +ml*cj* - mgl( 1 - cos q), 
where g denotes the gravitational acceleration. It is well known that T, = 
27r & is the minimum period. Moreover, we recall that a result similar to 
Theorem 0.4 has been proved in [ 161 for odd second order hamiltonian 
systems. 
Remark 0.8. The multiplicity result of Theorem 0.6 cannot in general 
be improved. Infact the equation 
cj + sin q = 0 
has only two 2rc-periodic solutions (q’(r) = 0, q*(t) = rc) which do not differ 
by a multiple of z = 271. 
Remark 0.9. Theorem 0.6 generalizes some results contained in [12] 
where the existence of multiple periodic solutions for the forced pendulum- 
like equations has been proved. 
1. FREE OSCILLATIONS 
If 16p<co, weset 
Lp = Lp(S’, !R’) = u: R + R” 1 u 2rc-periodic, s 2n Iu(t)(Pdt< +a2 0 
and we denote by I.lP the norm in Lp and by (.,.)z the inner product in L*. 
We denote by (. I .) the inner product in R” and by 1.1 its norm. Consider 
H’ = H’(S’, Rn) the Sobolev space obtained by closure of the C” 27r- 
periodic R” valued functions q(t) with respect o the norm 
/19/l = 1;’ w+ lq12) dr] . 
[ 
112 
Obviously H1 is an Hilbert space and its inner product will be denoted by 
(( .;)). Moreover we denote by (.; ) the duality between H’ and its dual 
He ‘. It is easy to see that the T-periodic solutions of (0.2) are the critical 
points of the C’ action functional on H’, defined by 
f(q) = + i,Z” i au(q) gig, dr - w* 6” v(q) dry qsff’, (1.1) 
i,j= I 
where o = T/2x. 
In order to find the critical points of (1.1) by using variational methods, 
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we need to verify the Palais-Smale condition. Unfortunately, since V is 
bounded, the P-S condition in general does not hold since the set of the 
critical points at a same critical level can be unbounded. This difficulty can 
be avoided by a trick used in [S, 10, 111. More precisely, we shall consider 
the functional f restricted to the closed subspace 
H;= {qdIq(t+n)= -q(t)}. 
We shall use the following shortened matrix notations: 
a(q) = {+dL i,j= 1 ,..., 4 
A(q)= {m,j(q)l4)~1 i, j= l)...) n. 
Then we can write 
i a,j(q) Lt., = (4qE IO> 
r.i= I 
,,,, cc, &%(d qkM= (A(q)< 15). 
Moreover we set 
“(q)u= { (Vuij(Cl) I u)S. 
The following lemma holds: 
LEMMA 1.2. If q E Hk is a critical point cf the,functionul f,,:, then q is a 
critical point of the functional jl 
Proqf: Observe that if q is a critical point off,,:, then 
(f’(q), 0) =o for any VE HL. (1.3) 
By (1.3) we obtain 
;2 
{J 
2n(u(q)41d)dt+~~~(u’(q)u~14)rll --CO2 2n(vv(q)llw~=o 
0 I s 0 
forany UEH:. (1.4) 
Now if we set 
k = l,..., n 
and 
(1.5) 
(1.6) 
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we have that 
[;=(a(q)Q~ir)dt+j;r(V(q)-co*VV(q)lu)dt=O forany uEH:. 
(1.7) 
Now, since qtz H’,, by (A3) we have that 
$(4Y)4)+ I’(q)--2Wq)~H,‘, 
where H; ’ denotes the dual of HL. Then (1.7) holds for any u E (Hi)’ and 
therefore for any u E H’. 1 
By Lemma 1.2 it is enough to look for the critical points of the restric- 
tion f,“;. In the sequel we shall write ,f instead of ,f,,;. 
LEMMA 1.8. The functional f verifies the P-S condition on HL, i.e., if 
{q,l} is a sequence in His.t. {f(qn)} is hounded andf’(q,)+O, then {q,,) 
possesses a strongly convergent subsequence in Hi. 
ProofI Let {q,l} be a sequence in Hi s.t. 
f(q,) is bounded, (1.9) 
.f’(qn) -+ 0 strongly in H; ‘. (1.10) 
By (1.9) and by (A,), (A2) we easily deduce that 
I 1’ l&l2 dt is bounded 
then, since (qn) c H’,, we deduce that 
ll9,,11 is bounded. 
Then we can select a subsequence, still denoted by {qn}, such that 
4,1-+ qo weakly in H’. 
By (1.10) we have that, for any qEHi, 
(f ‘(q?l), 4) = E,, /Ml> E,, + 0. 
Then 
j;” (dq,,) 4n 14) dt = co2 j;* W’(q,,) 14) dt 
(1.11) 
- fC2r(u1(q~)q~~140)dt+&e ll~ll (1.12) 0 
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Now, since H’ 4 Co, (q,,} is bounded in Co and, if we denote by 1.1 m the 
norm in Co, we have 
2n (a’(q,,)q4,I4,,) dl 6 b’(qn)lm 14x llqnll*~~2 Mm. (1.14) 
By (1.12))(1.14) we deduce that 
6clslm+~ llqll forany qEHi 
In particular for q = q,l -q. we obtain 
(dq,,) in I i,, - 4o) dr d L’ lqn - 401 cc + E,, llqn - 4011. (1.15) 
Since H’ is compactly embedded into L” we have that 
l4n - 4012 = 4 1). (1.16) 
Then from ( 1.15) and ( 1.16) we easily deduce that 
~~'(~(q,,)(~,,-9,)14~-4o)d~+j~~(~(q~)9ol4n-io)d~ 
6 E,, 11411 - 4011 + 4 1). 
Then 
jo2’ (4q,)(4,, - 40) I 4n - 40) dl6 sup b&J oL 
1. I 
jo2’ (40 I4n - 40) df 
+ 8” llqn- 4011 +41) 
and, since 4,, + go weakly in L2, we easily get that 
41, + 40 strongly in H’. 1 
Proof of Theorem 0.4. Since V(q) is bounded and u(q) verities (A, ), f is 
bounded from below. Moreover by Lemma 1.8, f satisfies P-S; then by well 
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known arguments we deduce that f has a minimum. Let us verify that this 
minimum is strictly negative. Namely by Taylor expansion 
Then for CD* > v/A it follows that 
f(q sin t) < 0 for IZ E R” with Ir]J sufficiently small. 
Therefore the minimum of f on Hi is different from zero and the 
corresponding critical point is a nontrivial 2n-periodic function q(t). 
Moreover, since 4 belongs to H\, it is not a constant function. Now we 
shall prove that 2n is the minimal period of q(t). In fact suppose that q(t) 
has minimal period 2x/n, n > 1, then, if we set q(t) = 4(2/n), (?; E Hk and we 
have that, by the change of variable z = t/n, 
n 
s 
277/n 
=2n2” 
(a(q(t)) i(7) ( $7)) dr - no2 
5 
2n’n V(~(T)) dt 
0 
1 
=2nZ 0 j2x (a(q); 14) dT - co2 jIz V(q) d7 <f(q) = “,i” f(q). * 
Then the conclusion follows. 
If we replace (A,) by (A>) we deduce as above that f has a minimum. Let 
us prove that it is strictly negative. Let E > 0. If we take q, = r] sin t, q E R”, 
q, E H!+ and, by the continuity of u(q), for (41 small enough, we get the 
result 
sup la&q,) - %j(0)12 < 5 
1-i 
(1.18) 
Moreover by (Al) for any constant M we have 
v(sl(t)) 2 fvf lq,(t)12 forany toiW (1.19) 
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for Jql small enough. Then by (1.18) and (1.19) it follows that 
.f(4 I 1 =tjfn (4rl I 277 sin t)q ( q) cos’ t dr - co2 V(q sin t) dt 0 
<q(“+,) 1’112-02Mn 1’112. 
Choosing M large enough, we can conclude that f(q,) is strictly negative. 
The conclusion follows as in the first part of the proof. 1 
2. MULTIPLE FREE OSCILLATIONS 
The functional f verifies (P-S) and is bounded from below on Hi. For 
any k E N, we denote by V, the subspace of H: spanned by the eigen- 
functions corresponding to the first k eigenvalues of the operator q -+ -q 
in HL. Then, if qE Vk, /lq/l = p, p small enough, we have 
.f(q) =; 2r(a(0)414)d+~2 j~~(V.(0)qlq)dt~+o(llql12) 
where c(k)=inf,,.,,,,,+, lu12/)(u112= 1/(2k+ 1)2. Therefore for 
w2+2k+ 1)2 
we have 
f(4)< -c,<o for any qE V, with ~~q~~ =p. 
Then by Theorem A of [7] (cf. also Theorem 2.4 of [ 11) there exist at least 
2kn =dim V, pairs of nonconstant critical points with critical values 
d -co. I 
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3. FORCED OSCILLATIONS 
In this section we consider a forced Lagrangian system, i.e., we look for 
T-periodic solutions of (0.3). The action functional is 
- co* s In(glq)dc qE H’. (3.1) 
We could repeat the arguments of the Section 1 by assuming that 
g(t + n) = -g(t). But we shall avoid this assumption on the forcing term 
g(t) by arguing in a different way. Following [ 121, we shall assume that 
a(q) and V(q) are r-periodic; in this case we are able to show thatfsatisfies 
a “suitable” (P-S) condition which permits us to prove that f has a 
minimum as in Section 1. We set 
It is known that 
VqE H’, q = q” + q, q” E R”, q&‘. (3.2) 
We shall say that a functional ZE C’( H’, IF!) satisfies the (P-S)* condition if 
“Given c E ( - co, + cc ), every sequence { uk ) for which 
Z(Uk) -+ c, II + 0 
and 
u,=u;+ii,, u: E co, zl”, VkEN, 
possesses a converging subsequence.” Let 
K, = {u~H’~Z(u)=c,Z’(u)=0} 
and 
A, = {u~H’(Z(u)dc}. 
The following lemma holds: 
LEMMA 3.3. Zf Zc C’(H’, R) satisfies the (P-S)* condition and 
Z(u + 7) = Z(u), Vu E H’, (3.4) 
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for any c E [w and for any N, &neighborhood of K,., there exists a bounded 
homeomorphism q of H’ onto H’ and constants E > E > 0 s.t. 
rl(A,.+,\NdcA,.-c, 
r(4+,)cJL, if KC=@, 
q(x) =x if x$1-l([c-E, c+E]). 
Proof: By (P-S)* condition, there exist two constants b and E > 0 s.t. 
Ilr(u)ll 2 b for any UE (A,.+,\A,._,)\N, s.t. U’E [0, 73”. (3.5) 
By (3.4) it follows that (3.5) holds for any u E (A,., ,\A, ~ ,)\N,. The proof 
follows as usual (cf., e.g., Theorem 1.3 of [ 11). 1 
LEMMA 3.6. The functional f satisfies (P-S)* condition. 
Proof The proof can be obtained by the same arguments of Lem- 
ma 1.8. 1 
Proof of Theorem 0.6. Easy calculations show that f is bounded from 
below. Then by Lemmas 3.3 and 3.6 and by standard arguments it follows 
that fl= inf,,, f is a minimum off. Therefore system (0.3) has a solution p 
which minimizes f on H’. 
In order to find a different solution, we apply the Ambrosetti- 
Rabinowitz mountain pass lemma (cf. CO]). Assume that p is a strict local 
minimum off and 
Then there exist reals R, p, with R > 0, p > fi = ,f(p) such that 
f’(4) 2 P1 VqE H’, 114 - PII = R. 
Infact, since p is a strict local minimum, there exists R > 0 such that 
f(cl)‘B> vq#P, lb-Al 6R. 
The r-periodicity off implies that R < fi 7. Let 
We shall prove that 
P B/3. (3.7) 
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We argue by contradiction and suppose p = 8. As first step, we prove tha 
there exists a sequence (qk} c H’ such that 
Ilqk-PII =R f’(q!f) + 0 and .f(cfk) -+ P. 
Assume that (3.8) does not hold: for any (qk} c H’ s.t. 
(3.8 
Ilqk-Pll =R and .f(clk) -+ B> 
we have thatf’(q,) does not converge to zero. Therefore for a suitable sub- 
sequence, which we still denote by {qk}, there exists y > 0 such that 
Ilf’(qk)ll 3 y > 0, for k large. Let NJ be a &neighborhood of Kp s.t. qk $ NJ. 
Then by Lemma 3.3, there exist e > 0 and an homeomorphism I?: 
H’ -+ H’ s.t. 
So we get a contradiction since /I is the minimum off. Then (3.7) holds. 
Moreover, if we take q, = p + z, it results 
l/q, -PII =J/T;;z>R and f(q,)=f(P)<P. 
By using the mountain pass lemma (cf. Theorem 2.1 of [0]), there exists a 
critical value b, 3 p > /I. The corresponding critical point is a solution pi of 
(0.1) which cannot differ from p by a multiple of z. 1 
Remark 3.9. A slightly different version of the mountain pass lemma 
has been used in [ 121. In this version the classical (P-S) condition is 
replaced by a weaker one, namely the (P-S),. condition (cf. [6]). 
4. THE DOUBLE PENDULUM 
Consider a system of two masses m, and m2 in a double pendulum con- 
strained to move in a plane (the “lenghtes” of the system are 1,) 12). Two 
angles 19, and 0, completely specify the position of masses m, and m2 and 
they can be considered as the “generalized coordinates.” 
The Lagrangian function of this mechanical system is (cf. [9]) 
where 
Tip(q, 5) = (a(q)5 15) - v(q), 4, 5 E R”, 
a(q)=a(O,, S,)=’ 
( 
(ml + m2) 1: 
2 m,I,l, cos(i3, - 19,) 
m21,12 ;sj4 -e,)) (4,1) 
2 2 
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and 
V(q)=V(%,,%,)=m,g[I,+l,-Z,cos%,] 
+ m, g[i, + l2 - (I, cos 8, + I, cos %,)I -ml gi2. (4.2) 
Observe that a(%,, %,) and V(%,, %,) verify the assumptions (A,), (A*), 
(A,), (A4) of Theorem 0.4. Now we shall signify the results of Theorem 0.4 
in the case in which 
m,=m,=m, I,=I,=l. 
By (4.1) and (4.2) we have that 
u(O,, 0,) =I 
( 
2m12 ml2 cos(%, - %,) 
2 ml2 cos(%, - %,) ml2 ) 
3 
V(%,,%,)=mg[21-Icos%,]+mg[21-(cos%,+cos%,)]-mgl. 
Then easy calculations show that (cf. definitions in Theorem 0.4) 
v = ((3 + J5)/2) 12m (4.3) 
and 
1. = mgl. (4.4) 
By (4.3) and (4.4) and by Theorem 0.4 it follows that the double-pendulum 
has a periodic solution of minimal period T for any T> TO with 
TO=2x&77$2-&. (4.5) 
Moreover let us finally observe that Theorems 0.5 and 0.6 can be used to 
obtain multiplicity results and respectively forced oscillations for the 
double pendulum. 
Now we want to compare the above result on the double pendulum with 
those contained in [2]. We need of the following 
DEFINITION 4.6. We say that z(t) = (p(t), q(t)) is a “generalized 
T-periodic solution” (or “revolutionary solution”) of (0.2) if there exist 
k,, k,~kJ such that 
q(t+ T)-q(c)=Wk,,k,). 
Observe that if k, = k, = 0, q is a T-periodic solution of (0.2). Benci in [2] 
has studied the existence of T-periodic solution of Lagrangian systems on 
manifolds. In particular the configuration space of the double pendulum is 
T2 = S’ x S’. Then from the results of [Z], it can be deduced that (0.2) has 
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a generalized T-periodic solution for any T> 0. Putting together the results 
of [Z] and the remarks of Section 4 we can conclude that for any T> To, 
(cf. (4.5)), the double pendulum has a T-periodic solution, with minimal 
period T, and for any T < To it has a generalized T-periodic solution. 
Obviously it is reasonable to think that the energy E corresponding to 
the T-periodic solutions with T> To, is less than max V(q). If E> 
max V(q), the double pendulum has a “generalized solution,” whose 
“period” is decreasing as E increases. 
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