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1. EINLEITUNG
1.1 Motivation
Elektronenkanone Booster
Beamline
v=c
Abb. 1.1: Schematische Darstellung der Anfangssektionen die ein Elektronenbunch
in einem Linearbeschleuniger durchla¨uft.
Teilchenbeschleuniger ﬁnden vielfach Anwendung in Naturwissenschaft und Tech-
nik. In der Teilchenphysik haben Experimente an Elektronen- und Protonenbe-
schleunigern wesentliche Beitra¨ge zum Versta¨ndnis vom Aufbau der Materie ge-
liefert. So wurde unter anderem das Tau-Neutrino erst im Jahr 2000 durch ein
Experiment am Tevatron-Beschleuniger nachgewiesen. Mithilfe der durch Teilchen-
beschleuniger erzeugten Synchrotronstrahlung, wie z.B. am HASYLAB bei DESY
Hamburg und BESSY in Berlin, werden z.B. Strukturuntersuchungen an Moleku¨len
und Oberﬂa¨chen durchgefu¨hrt.
Geplante Projekte, wie der europa¨ische Ro¨ntgenlaser XFEL (X-Ray Free-Electron
Laser)∗ bei DESY Hamburg, ermo¨glichen die Erzeugung von koha¨renten Ro¨ntgen-
strahlen mit einer Wellenla¨nge von weniger als einen Nanometer. Fu¨r das Einsetzen
der selbstversta¨rkenden spontanen Emission (SASE†-Prinzip) sind die an die Qua-
lita¨t des Teilchenstrahles gestellten Anforderungen extrem hoch. Daher ist fu¨r die
Konstruktion und den Betrieb von Beschleunigern ein theoretisches Versta¨ndnis der
Dynamik der beschleunigten Teilchen in der jeweiligen Maschine notwendig (siehe
Abb. 1.1). Diese, als Strahldynamik bezeichnete, Bewegung der Teilchen kann un-
ter Vernachla¨ssigung von Kollisionen theoretisch durch die Vlasov-Maxwell Glei-
chungen mit einer Teilchenverteilungsfunktion f beschrieben werden. Aufgrund der
∗ Der XFEL produziert Laserlicht, indem er hochenergetische Elektronen auf einem ”Slalom-
kurs“ zwingt.
† Die Versta¨rkung setzt durch im Bunch vorhandenes Schrotrauschen ein [1].
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Nichtlinearita¨t dieser Gleichungen sowie der komplizierten Randbedingungen fu¨r die
elektromagnetischen Felder ist eine geschlossene analytische Lo¨sung unmo¨glich.
Mithilfe von numerischen Verfahren kann jedoch eine approximative Lo¨sung mit
beliebiger Genauigkeit erhalten werden. Damit ist theoretisch das Problem, die
Vlasov-Maxwell Gleichungen zu lo¨sen, nach der Auswahl eines konvergenten nu-
merischen Verfahrens gelo¨st‡. Da das Verfahren konvergent ist, existiert zu jeder
vorgegebenen Fehlerschranke fu¨r die numerische Lo¨sung eine minimale Diskretisie-
rung, ab welcher das Verfahren diese unterschreitet. Fu¨r die praktische Anwendung
des numerischen Verfahrens spielen neben der Konvergenz noch weitere Aspekte eine
wichtige Rolle.
Das numerische Verfahren muss als Algorithmus in einer Programmiersprache unter
Beru¨cksichtigung der verfu¨gbaren Ressourcen wie Speicher und Anzahl der maxi-
malen Rechenoperationen pro Zeiteinheit implementiert werden. Folglich sind die
Anforderungen an einen numerischen Algorithmus neben der Konvergenz, dass die-
ser einfach genug zu implementieren ist und in einer akzeptablen Zeit auf dem vor-
handen Rechner das Problem innerhalb einer gewissen Fehlerschranke lo¨st.
Die einzige Klasse von numerischen Algorithmen, die eine hinreichend genaue nume-
rische Lo¨sung der vollsta¨ndigen, sechsdimensionalen Vlasov-Maxwell Gleichungen
mit den gegenwa¨rtig zur Verfu¨gung stehenden Computerressourcen erlaubt, sind
Particle-In-Cell (PIC)∗ Algorithmen. Die Teilchenverteilungsfunktion wird bei die-
sen Algorithmen durch sogenannte Makroteilchen dargestellt. Die Trajektorien die-
ser Teilchen liegen auf Charakteristiken der Vlasov-Gleichung und ha¨ngen vom elek-
tromagnetischem Feld ab. Die sich bewegenden Makroteilchen stellen ihrerseits ei-
nen elektrischen Strom dar und produzieren somit ein eigenes elektromagnetisches
Feld mit dem sie in Wechselwirkung treten. Ein PIC Algorithmus kann in zwei
Blo¨cke unterteilt werden: Die numerische Lo¨sung der Trajektorien der Teilchen und
die numerische Lo¨sung der Maxwellschen Gleichungen.
Fu¨r die numerische Lo¨sung der Maxwellschen Gleichungen in Teilchenbeschleunigern
im Rahmen eines PIC Algorithmus stellen sich zwei Probleme. Erstens: In moder-
nen Teilchenbeschleunigern sind die Dimensionen der Teilchenpakete sehr klein im
Vergleich zu der sie umgebenden Geometrie. Dies erfordert die feine Diskretisie-
rung eines großen Rechengebietes. Zweitens: Entlang der Strahlachse bewegen sich
die Teilchen mit ultrarelativistischer† Geschwindigkeit. Aufgrund der Lorentzkon-
traktion werden alle Wellen entlang dieser Richtung zu einer ho¨heren Frequenz hin
verschoben. Daraus resultiert, dass die zu simulierenden elektromagnetischen Fel-
der extrem anisotrop und breitbandig sind. Eine akkurate Simulation solcher Felder
‡ Fu¨r eine Diskussion der Existenz von Lo¨sungen der Vlasov-Maxwell Gleichungen und die
Konvergenz von Teilchenmethoden sei auf [2] verwiesen.
∗ Der Name Particle-In-Cell kommt daher, dass sich Teilchen frei innerhalb des aus Zellen
bestehenden Rechengitters bewegen ko¨nnen.
† Ein Teilchen ist ultrarelativistisch, falls seine Energie sehr viel gro¨ßer als seine Ruheenergie
ist.
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u¨ber große Strecken erfordert mit klassischen numerischen Methoden eine feine, viel-
fach die Rechnerressourcen u¨bersteigende, Diskretisierung. Der Grund dafu¨r liegt
in dem großen numerischen Phasenfehler, den diese Verfahren fu¨r Wellenla¨ngen die
mit wenigen Gitterpunkten aufgelo¨st werden, haben.
Im Rahmen dieser Arbeit sind Modiﬁkationen der klassischen Algorithmen zur
Lo¨sung elektromagnetischer Felder hinsichtlich ihres Einsatzes in PIC-Algorithmen
fu¨r Linearbeschleuniger untersucht worden. Aufgrund der dargelegten qualitativen
Kenntnis der elektromagnetischen Felder sind Modiﬁkationen konstruiert worden,
die keinen Phasenfehler entlang der Strahlachse haben. Diese Eigenschaft ermo¨glicht
bei gleicher Genauigkeit die Verwendung einer gro¨beren Diskretisierung als mit den
entsprechenden klassischen Algorithmen fu¨r PIC-Simulationen in Linearbeschleuni-
gern.
1.2 Inhalt der Arbeit
Das zweite Kapitel skizziert die zwei der Arbeit zu Grunde liegenden mathemati-
schen Modelle, im einzelnen die Vlasov und die Maxwellschen Gleichungen. Inhalt
des dritten Kapitels sind die Methode der Finiten Integration und Finite Volumen
Methoden zur ra¨umlichen Diskretisierung der Maxwellschen Gleichungen. Im vier-
tem Kapitel wird die Particle-In-Cell Methode zur Lo¨sung der Vlasov-Gleichung
erla¨utert. Im fu¨nften Kapitel werden die im Rahmen dieser Arbeit neu entwickelten
Zeitintegrationsverfahren vorgestellt und analysiert. Das sechste Kapitel behan-
delt konservative Strominterpolationsalgorithmen, die fu¨r die Kopplung der Vlasov-
Gleichung mit den Maxwellschen Gleichungen beno¨tigt werden. Im siebten Kapitel
wird ein ra¨umlicher Filter fu¨r den Strom und eine Methode zum zeitlichen Filtern
der Felder vorgestellt. Die entwickelten Methoden werden im achten Kapitel an-
hand eines Rechteckresonators und dem Drift eines Elektronen-Bunches validiert.
Im neunten Kapitel werden die erfolgversprechendsten Methoden zur Simulation
einer Elektronenkanone verwendet.
2. DAS MATHEMATISCHE MODELL
Um ein physikalisches Pha¨nomen zu simulieren, wird ein mathematisches Modell
der ihm zugrunde liegenden Physik beno¨tigt. Im Rahmen der Aufstellung dieses
Modells mu¨ssen z.B. Annahmen u¨ber die Gu¨ltigkeit der benutzten physikalischen
Gleichungen, der verwendeten Randbedingungen usw. gemacht werden. Im folgen-
dem werden die wesentlichen Aspekte der Modellbildung zur numerischen Lo¨sung
der Vlasov und Maxwellschen Gleichungen dargestellt.
2.1 Vlasov-Gleichung
Als Modell fu¨r die relativistische Strahldynamik in Teilchenbeschleunigern∗ wird die
Vlasov-Gleichung verwendet. Dabei wird vorausgesetzt, dass sich die betrachteten
Teilchen wie ein stoßfreies Plasma verhalten und die Na¨herung des mittleren Feldes
anwendbar ist [3]. Die Beschreibung gleichartiger Teilchen, mit Ruhemasse m0 und
Abb. 2.1: Zusammenfassung der
Teilchen zu einem Bunch der Aus-
dehnung σx, σy und σz. Aufgrund
der großen Anzahl von Teilchen in
einem Bunch ist eine statistische
Beschreibung mo¨glich.
σx
σz
σy
Teilchen Enveloppe
elementarer Ladung q0, die ein Ensemble mit der Gesamtmasse M und Gesamt-
ladung Q bilden, erfolgt, wie z.B. in [3] ausfu¨hrlicher dargestellt wird, durch die
1-Teilchen-Verteilungsfunktion f = f(	x, 	p, t):†
f : Ω⊗ Γ⊗ R+ −→ R+,∫
Ω⊗Γ
fd3xd3p = 1.
∗ Unter Vernachla¨ssigung von Intrabeamscattering.
† Eine Liste aller verwendeten Symbole beﬁndet sich im Anhang der Arbeit.
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Dabei bezeichnet 	x ∈ Ω ⊂ R3 den Ort, 	p ∈ Γ ⊂ R3 den Impuls und t ∈ R+ die Zeit.
Durch f ist die Raumladungsdichte  =  (	x, t) der Teilchenspezies deﬁniert als
 := Q
∫
Γ
fd3p, (2.1)
und u¨ber den Mittelwert der Geschwindigkeit 	v ist die Stromdichte 	J = 	J (	x, t)
deﬁniert als
	J := Q
∫
Γ
	vfd3p, 	v =
	p/m0√
1 + (p/(m0c0))
2
. (2.2)
Dabei bezeichnet c0 die Lichtgeschwindigkeit im Vakuum.
Die zeitliche Dynamik von f wird durch die Vlasov-Gleichung
∂tf + 	v∂xf + 	FL∂pf = 0 (2.3)
mit der Anfangsbedingung
f (	x, 	p, t = 0) = f0 (	x, 	p) (2.4)
und der Randbedingung
f (	x, 	p, t) = g (	x, 	p, t) , 	x ∈ ∂Ω und 	p · 	n < 0 (2.5)
beschrieben. Der Vektor 	n in (2.5) steht fu¨r die nach außen gerichtete Normale auf
dem Rand ∂Ω. Die Funktion g (	x, 	p, t) ist ein auf einer Teilmenge der Oberﬂa¨che
∂Ω konzentrierter Quellterm.
Von den auf die Teilchen einwirkenden Kra¨ften wird nur die von den elektromagne-
tischen Feldern 	E und 	B ausgehende Lorentzkraft
	FL = Q
(
	E + 	v × 	B
)
(2.6)
beru¨cksichtigt.
2.2 Maxwellsche Gleichungen
Die Dynamik der elektromagnetischen Felder in ruhenden Medien wird durch die
makroskopischen Maxwellschen Gleichungen in diﬀerentieller Form durch
div 	D = , rot 	E = −∂t 	B, (2.7)
div 	B = 0, rot 	H = ∂t 	D + 	J (2.8)
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beschrieben. Es steht 	E = 	E (	x, t) fu¨r die elektrische Feldsta¨rke, 	D = 	D (	x, t) fu¨r die
elektrische Flussdichte, 	H = 	H (	x, t) fu¨r die magnetische Feldsta¨rke und 	B = 	B (	x, t)
fu¨r die magnetische Flussdichte. Die Stromdichte und Raumladungsdichte erfu¨llen
die Kontinuita¨tsgleichung
∂t+ div 	J = 0. (2.9)
Fu¨r Raumladungsdichten und Stromdichten, die aus (2.1) und (2.2) berechnet wer-
den, ist wegen (2.3) die Kontinuita¨tsgleichung (2.9) immer erfu¨llt.
Fu¨r die spa¨ter betrachtete Anwendung in der Beschleunigerphysik ist die Annahme
von isotropen, linearen, frequenzunabha¨ngigen Materialien gerechtfertigt. Die Feld-
gro¨ßen sind dann u¨ber die Permitivita¨t ε = ε (	x), fu¨r die wir ε ≥ 0 annehmen, und
die Permeabilita¨t µ = µ (	x), fu¨r die wir µ ≥ 0 voraussetzen, durch die Beziehungen
	D = ε 	E, 	B = µ 	H (2.10)
miteinander verknu¨pft.
Fu¨r unstetige Lo¨sungen der Felder mit Spru¨ngen auf einer stationa¨ren Fla¨che mit
der Fla¨chennormalen 	n12, die von Region 2 nach der Region 1 zeigt, werden die
Sprungbedingungen
	n12 ·
(
	D1 − 	D2
)
= s, 	n12 ·
(
	B1 − 	B2
)
= ms,
(2.11)
	n12 ×
(
	E1 − 	E2
)
= − 	Jms, 	n12 ×
(
	H1 − 	H2
)
= 	Js
gefordert [4]. Dabei bezeichnen s, ms eine elektrische, bzw. magnetische Ober-
ﬂa¨chenladungsdichte und 	Js, 	Jms eine elektrische, bzw. magnetische Oberﬂa¨chen-
stromdichte.
Als Randbedingung fu¨r die elektromagnetischen Felder auf dem Rand ∂Ω mit der
nach außen gerichteten Fla¨chennormalen 	n wird im Rahmen dieser Arbeit immer
die eines perfekten elektrischen Leiters (engl. Perfect Electric Conductor, PEC)
	n× 	E (	x, t) = 0, 	x ∈ ∂Ω (2.12)
angenommen. Die Sprungbedingungen ergeben sich in diesem Fall zu
	n · 	D = s, 	n · 	B = 0
(2.13)
	n× 	E = 0, 	n× 	H = 	Js.
Neben der diﬀerentiellen Formulierung (2.7) und (2.8) gibt es die zwei a¨quivalenten
Integraldarstellungen der Maxwellschen Gleichungen:∫
∂V
	D · d 	A =
∫
V
 dV,
∫
∂V
	B · d 	A = 0, ∀V ∈ Ω
(2.14)∫
∂A
	E · d	s = − d
dt
∫
A
	B · d 	A,
∫
∂A
	H · d	s = d
dt
∫
A
	D · d 	A+
∫
A
	J · d 	A ∀A ∈ Ω
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und∫
∂V
	D · d 	A =
∫
V
 dV,
∫
∂V
	B · d 	A = 0, ∀V ∈ Ω
(2.15)∫
∂V
d 	A× 	E = − d
dt
∫
V
	B dV,
∫
∂V
d 	A× 	H = d
dt
∫
V
	D dV +
∫
V
	J dV ∀V ∈ Ω
Die Volumen V und Fla¨chen A in den Integraldarstellungen (2.14) und (2.15) sind
beliebig, aber zeitunabha¨ngig. Sie bilden die Grundlage fu¨r die spa¨ter angewandten
numerischen Methoden. Im Gegensatz zur diﬀerentiellen Form ist eine Sonderbe-
handlung von unstetigen Lo¨sungen fu¨r die integralen Formulierungen nicht no¨tig,
lediglich ihre Gu¨ltigkeit muss postuliert werden.
Zum Zweck eines Vergleichs mit den spa¨ter vorgestellten numerischen Methoden sei
das Pointingsche Theorem angegeben
d
dt
E = −
∫
V
	E · 	J dV −
∫
∂V
(
	E × 	H
)
· d 	A, (2.16)
E := 1
2
∫
V
(
	D · 	E + 	B · 	H
)
dV, (2.17)
welches die zeitliche A¨nderung der Energie E des elektromagnetischen Feldes in ei-
nem Volumen V beschreibt. Unter der Voraussetzung von PEC-Randbedingungen
und der Abwesenheit von Stro¨men folgt aus dem Pointigschen Theorem die Erhal-
tung der Feldenergie. Dies gilt, wie spa¨ter gezeigt wird, nicht notwendigerweise fu¨r
alle numerischen Verfahren zur Lo¨sung der Maxwellschen Gleichungen.
3. RA¨UMLICHE
DISKRETISIERUNGSVERFAHREN
FU¨R DIE MAXWELLSCHEN
GLEICHUNGEN
3.1 Methode der Finiten Integration
Die Beschreibung der Methode der Finiten Integration (engl.
”
Finite Integration
Theory“, FIT) beschra¨nkt sich in diesem Kapitel auf die ra¨umliche Diskretisierung
fu¨r ein kartesisches Gitter∗. Es werden kurz die fu¨r diese Arbeit wichtigsten Eigen-
schaften angegeben. Dieses sind die algebraische Beziehungen zwischen Operatoren,
die Formulierung als ein System gewo¨hnlicher Diﬀerentialgleichungen, die semidis-
kreten Erhaltungssa¨tze fu¨r Energie und Ladung, sowie die numerische Stabilita¨t.
3.1.1 Kartesisches Gitter
Um das ra¨umliche Gebiet zu diskretisieren, wird ein kartesisches Gitter [5], welches
im folgendem mit G bezeichnet wird, eingefu¨hrt. Das dreidimensionale, kartesische
Gitter G wird als ein Tensorprodukt von drei eindimensionalen Gittern entlang der
x−,y− und w-Achse mit jeweils I, J undK Gitterpunkten deﬁniert. Aufgrund dieser
Struktur ist es mo¨glich allen Punkten P , Kanten Lx, Ly, Lz, Fla¨chen Ax, Ay, Az
und Zellvolumen V durch die drei Indizes i, j, k eineindeutig zu assoziieren, siehe
Abb. 3.1. Die Absta¨nde zwischen zwei Gitterpunkten in x, y und z-Richtung werden
durch ∆xi := xi+1 − xi, ∆yj := yj+1 − yj und ∆zk := zk+1 − zk deﬁniert. Fu¨r den
Fall eines homogenen Gitters bezeichnen ∆x, ∆y und ∆z die Absta¨nde zwischen
zwei Gitterpunkten in den drei Raumrichtungen x, y und z. Falls alle Absta¨nde
zwischen den Gitterpunkten a¨quidistant sind, d.h. ∆x = ∆y = ∆z gilt, so wird der
Abstand mit ∆ bezeichnet.
∗ Eine Formulierung auf allgemeineren Gittern ist mo¨glich, siehe z.B. [6].
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Ay,ijkAx,ijk Az,ijk
Pijk
x
z
y
yJ−1
zK−1
y0
z0
xI−1x0
Vijk
Lx,ijk
Ly,ijk
Lz,ijk
x
y
z
Abb. 3.1: Ein kartesisches Gitter, seine Indizierung und die mit ihm assoziierten
Elementarﬁguren.
3.1.2 Gitter-Maxwellgleichungen
Ausganspunkt fu¨r die FIT [9, 10] ist die integrale Formulierung der Maxwellschen
Gleichungen (2.14). Diese Gleichungen werden durch die Einfu¨hrung eines karte-
sischen Gitters G und des mit ihm assoziierten dualen Gitters G˜ (siehe [9]) diskre-
tisiert. Anstatt wie im Kontinuierlichen, die Gu¨ltigkeit von (2.14) fu¨r all mo¨glichen
Volumen, Fla¨chen und Pfade zu verlangen, besteht die ra¨umliche Diskretisierung
darin, nur bestimmte, durch G und G˜ deﬁnierte Gitterprimitive zu beru¨cksichtigen.
Die dabei betrachteten diskreten Gro¨ßen in x-Richtung sind
ex,ijk :=
∫
Lx,ijk
	E · d	s, hx,ijk :=
∫
L˜x,ijk
	H · d	s,

dx,ijk :=
∫
A˜x,ijk
	D · d 	A, bx,ijk :=
∫
Ax,ijk
	B · d 	A, (3.1)

j x,ijk :=
∫
A˜x,ijk
	J · d 	A, qijk :=
∫
V˜ijk
 dV .
Analog werden die diskreten integralen Gro¨ßen in y- und z-Richtung deﬁniert. Um
eine kompakte Matrixschreibweise zu ermo¨glichen, werden die Gro¨ßen aus (3.1) in
Vektoren der Form
e :=
(
ex,ijk,
ey,ijk,
ey,ijk
)T
, . . .
3. Ra¨umliche Diskretisierungsverfahren fu¨r die Maxwellschen Gleichungen 10
organisiert. Mit den durch
[Px]ijk,rpq :=

−1 r = i, p = j, q = k
1 r = i+ 1, p = j, q = k
0 sonst
,
[Py]ijk,rpq :=

−1 r = i, p = j, q = k
1 r = i, p = j + 1, q = k
0 sonst
,
[Pz]ijk,rpq :=

−1 r = i, p = j, q = k
1 r = i, p = j, q = k + 1
0 sonst
(3.2)
deﬁnierten Vorwa¨rtsdiﬀerenzenoperatoren lassen sich die diskreten Rotationsoperatoren
C, C˜ und Divergenzoperatoren S, S˜ auf den prima¨ren, dualen Gittern G, G˜ als
S :=
(
Px,Py,Pz
)
, S˜ := − (PTx ,PTy ,PTz ) ,
(3.3)
C :=
 0 −Pz PyPz 0 −Px
−Py Px 0
 , C˜ :=
 0 PTz −PTy−PTz 0 PTx
PTy −PTx 0

schreiben. Die in (3.2) und (3.3) deﬁnierten Operatoren haben die folgenden alge-
braischen Eigenschaften
[Pα,Pβ] = 0, α, β ∈ {x, y, z} , (3.4)
CT = C˜, SC = 0, S˜C˜ = 0, (3.5)
welche in [11] bewiesen sind. Mit Hilfe dieser Operatoren kann die Dynamik der
diskreten Felder durch die sogenannten Gitter-Maxwellgleichungen (GMGl)
Ce = − d
dt

b, S˜

d = q, (3.6)
C˜

h =
d
dt

d+

j , S

b = 0 (3.7)
beschrieben werden. Die Herleitung der GMGl entha¨lt keine Na¨herungen, sie stel-
len lediglich die Anwendung der integralen Formulierung (2.14) der Maxwellschen
Gleichungen auf dem Gitter dar.
3. Ra¨umliche Diskretisierungsverfahren fu¨r die Maxwellschen Gleichungen 11
3.1.3 Materialbeziehungen
Um die GMGl lo¨sen zu ko¨nnen, muss eine Relation zwischen den auf Gitterﬂa¨chen
deﬁnierten Gro¨ßen

d,

b und den auf Gitterkanten deﬁnierten Gro¨ßen e,

h gefunden
werden. Dazu ist es no¨tig, einen Zusammenhang zwischen Linien- und Fla¨chen-
integralen unter Beru¨cksichtigung der kontinuierlichen Materialbeziehungen (2.10)
aufzustellen. Dies ist, im Gegensatz zur Aufstellung der GMGl, nur approximativ
mo¨glich. Fu¨r lineare Materialien sind die diskreten Materialbeziehungen sind u¨ber
die Materialoperatoren Mε und Mµ durch

d :=Mε
e,

b :=Mµ

h (3.8)
deﬁniert∗. Die im Rahmen dieser Arbeit betrachteten Materialoperatoren haben ei-
nen Diskretisierungsfehler von zweiter Ordnung im Raum und sind diagonale, positiv
deﬁnite Matrizen†. Fu¨r eine Diskussion der Materialoperatoren und ihre Erweite-
rung auf ho¨herer Ordnung sei der Leser auf [12] verwiesen.
3.1.4 Formulierung als System gewo¨hnlicher
Diﬀerentialgleichungen
Fu¨r die spa¨tere Lo¨sung der semidiskreten GMGl ist es von Vorteil, sie als ein System
von gewo¨hnlichen Diﬀerentialgleichungen in der kompakten Form
d
dt
y = Ay + b (3.9)
mit
y :=
(
h
e
)
, A :=
(
0 −M−1µ C
M−1ε C
T 0
)
, b :=
(
0
−M−1ε

j
)
(3.10)
zu schreiben, da diese Form die Anwendung von Standard-Methoden zur Lo¨sung
gewo¨hnlicher Diﬀerentialgleichungen ermo¨glicht.
3.1.5 Semidiskrete Erhaltungssa¨tze
Fu¨r die FIT gilt, wie z.B. in [13] gezeigt, der Erhaltungssatz
1
2
d
dt
Eh +
〈
e,

j
〉
= 0 (3.11)
∗ Allgemeine Materialbeziehungen ko¨nnen durch Hinzunahme von diskreten elektrischen Pola-
risationsﬂu¨ssen und diskreten Magnetisierungsspannungen formuliert werden.
† Die Matrizen sind streng genommen nur innerhalb des eigentlichen Rechengebietes positiv
deﬁnit.
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fu¨r die durch
Eh := 〈e,Mεe〉+
〈
h,Mµ

h
〉
(3.12)
deﬁnierte diskrete Energie Eh. Dies ist das diskrete Analogon zum Poyntingschen
Theorem fu¨r PEC-Randbedingungen.
Der andere fu¨r diese Arbeit wichtige Erhaltungssatz ist fu¨r die diskrete elektrische
Ladung q
d
dt
q+ S˜

j = 0. (3.13)
Dieser als semidiskrete Kontinuita¨tsgleichung bezeichnete Erhaltungssatz folgt un-
mittelbar aus der algebraischen Identita¨t (3.5) zwischen dem diskreten Rotations-
und Divergenzoperator auf dem dualen Gitter. Fu¨r eine weiterfu¨hrende Diskussion
der Erhaltungssa¨tze fu¨r die FIT sei der Leser auf [13, 14] verwiesen.
3.1.6 Ra¨umliche Stabilita¨t
Das semidiskrete System (3.9) ist stabil in dem Sinne, dass bei der Abwesenheit von
Leitungs- und Konvektionsstromdichten gilt
d
dt
‖y‖h ≤ 0 (3.14)
in der durch ‖y‖h := Eh deﬁnierten Norm. Diese physikalische Deﬁnition der Stabi-
lita¨t impliziert die Beschra¨nktheit von y
∃M > 0∀t > 0 gilt ‖y‖h ≤M. (3.15)
Desweiteren ist das semidiskrete System nicht dissipativ, da d
dt
‖y‖h = 0 ist. Die
beiden Aussagen folgen unmittelbar aus dem Erhalt der semidiskreten Energie (3.11)
und der Tatsache, dass sie eine Norm deﬁniert.
3.2 Finite Volumen Methoden
Die Finiten Volumen Methoden (FVM) sind eine Klasse von Diskretisierungsverfah-
ren, die urspru¨nglich fu¨r die numerische Stro¨mungsmechanik (engl.
”
Computational
Fluid Dynamics“, CFD) entwickelt wurden. Seit den Arbeiten von Shankar et al. [15]
ﬁnden FVM auch Anwendung zur numerischen Berechnung von elektromagnetischen
Feldern. Als Vorzu¨ge der FVM ist einerseits ihre geometrische Flexibilita¨t und an-
dererseits ihre Eigenschaft, Lo¨sungen mit großen Feldgradienten numerisch robust
behandeln zu ko¨nnen, aufzufu¨hren. Die zuletzt genannte Eigenschaft la¨sst sie fu¨r
die numerische Berechnung von Raumladungsfeldern in der Beschleunigerphysik als
geeignet erscheinen.
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3.2.1 Maxwellschen Gleichungen als Erhaltungssatz
Ausgangspunkt fu¨r die Diskussion der FVM ist die Interpretation der Ampereschen
und Faradayschen Gesetze als ein System von Erhaltungssa¨tzen der Form
∂tQ+ div F = S (3.16)
mit der Flusstensordichte F und einer Quelltermdichte S. Fu¨r kartesische Koordi-
naten und in drei Dimensionen ist die explizite Form von (3.16) durch
∂tQ+ ∂xFx + ∂yFy + ∂zFz = S (3.17)
gegeben. Die vektoriellen Gro¨ßen Fx, Fy und Fz werden als Flussdichten bezeichnet.
Ein Vergleich von (3.17) mit dem hyperbolischen Teil der Maxwellschen Gleichungen
ergibt
Q =
(
µ 	H
ε	E
)
,Fx =
(
eˆx × 	E
−eˆx × 	H
)
,Fy =
(
eˆy × 	E
−eˆy × 	H
)
,Fz =
(
eˆz × 	E
−eˆz × 	H
)
,S =
(
0
− 	J
)
,
(3.18)
dabei steht eˆx, eˆy und eˆz fu¨r den Einheitsvektor in x-,y- und z-Richtung. Durch
Integration von (3.17) u¨ber ein beliebiges Volumen, das o.B.d.A, die Form
Vijk :=
[
ui−1/2, ui+1/2
]× [vj−1/2, vj+1/2]× [wk−1/2, wk+1/2]
mit Inhalt Vijk habe, und der komponentenweise Anwendung des Gausschen Satzes,
kann das System von Erhaltungssa¨tzen (3.17) als
Vijk
d
dt
qijk = fx,i−1/2,jk (Q)− fx,i+1/2,jk (Q) + fy,i,j−1/2,k (Q)
− fy,i,j+1/2,k (Q) + fz,ij,k−1/2 (Q)− fz,ij,k+1/2 (Q) + Vijksijk
(3.19)
mit den Gro¨ßen
qijk :=
1
Vijk
∫
Vijk
Q dV, sijk :=
1
Vijk
∫
Vijk
S dV,
fx,i+1/2,jk (Q) :=
∫ vj+1/2
yj−1/2
∫ wk+1/2
zk−1/2
Fx
(
Q
(
ui+1/2, y, z
))
dz dy,
(3.20)
fy,ij+1/2,k (Q) :=
∫ ui+1/2
xi−1/2
∫ wk+1/2
zk−1/2
Fy
(
Q
(
x, vj+1/2, z
))
dz dx,
fz,ijk+1/2 (Q) :=
∫ ui+1/2
xi−1/2
∫ vj+1/2
yj−1/2
Fz
(
Q
(
x, y, wk+1/2
))
dy dx
geschrieben werden. Die Gro¨ßen f sind die Flu¨sse durch den Rand des Volumens Vijk.
Zusammen mit der volumengemittelten Quelltermdichte sijk bestimmen sie die zeit-
liche Entwicklung der volumengemittelten Erhaltungsgro¨ßen qijk (siehe Abb. 3.2).
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fx,i−1/2,jk
fz,ijk−1/2
fz,ijk+1/2
fy,ij+1/2,k
fx,i+1/2,jk
fy,ij−1/2,k
q˙ijk
z
x
y
Abb. 3.2: Flussbilanz fu¨r das
Volumen Vijk unter Vernachla¨ssi-
gung der volumengemittelten
Quelltermdichte sijk.
Die physikalische Interpretation von (3.19) ist die einer Bilanzgleichung fu¨r jede
Komponente von Q, in Analogie zu der Kontinuita¨tsgleichung in der Elektrodyna-
mik. Gleichung (3.19) ist a¨quivalent zu dem zeitabha¨ngigen Teil der integralen Form
der Maxwellschen Gleichungen (2.15), lediglich die Interpretation als ein System von
Erhaltungssa¨tzen ist als ein neuer mathematischer Aspekt hinzugekommen.
3.2.2 Formulierung als System gewo¨hnlicher
Diﬀerentialgleichungen
In der FVM dient die integrale Form (3.19) des Erhaltungssatzes (3.17) als Aus-
gangspunkt zur Diskretisierung der Ampereschen und Faradayschen Gesetze. Die
beliebigen Volumen in (3.19) werden auf die elementaren Volumen eines Gitters, die
sogenannten Kontrollvolumen, beschra¨nkt. Die diskreten Freiheitsgrade des Feldes
sind somit die u¨ber die Kontrollvolumen gemittelten Gro¨ßen qijk. Gema¨ß (3.17) ist
die zeitliche Ableitung von qijk durch die von der exakten Lo¨sung Qijk punktweise
abha¨ngigen Flu¨ssen f , siehe (3.20), bestimmt. Da fu¨r die numerische Berechnung
nur die volumengemittelten Gro¨ßen qijk bekannt sind, ist eine exakte Berechnung
der Flu¨sse f nicht mo¨glich. In einer FVM mu¨ssen sie daher durch sogenannte nume-
rische Flu¨sse g, die nur von qijk abha¨ngig sind, approximiert werden. Die allgemeine
Form einer semidiskreten, zellzentrierten FVM fu¨r ein kartesisches Gitter mit Kon-
trollvolumen Vijk ist somit durch
Vijk
d
dt
qijk = gx,i−1/2,jk ({qijk})− gx,i+1/2,jk ({qijk})+
gy,i,j−1/2,k ({qijk})− gy,i,j+1/2,k ({qijk})+
gz,ij,k−1/2 ({qijk})− gz,ij,k+1/2 ({qijk})+
Vijksijk .
(3.21)
gegeben und eineindeutig durch die Wahl der numerischen Flu¨sse g bestimmt.
Die Konstruktion der numerischen Flu¨sse g fu¨r die im Rahmen dieser Arbeit ver-
wendeten klassischen FVM soll im folgendem beschrieben werden. Dabei wird ange-
nommen, dass die Materialeigenschaften innerhalb eines Volumens Vijk konstant sind
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und die Werte εijk und µijk haben. Ausgehend von der Deﬁniton der exakten Flu¨sse
als Oberﬂa¨chenintegrale (3.20), wird zuerst der Integrand ( 	E, 	H), siehe (3.18), durch
die integralen Mittelwerte
q = (εijk	eijk, µijk	hijk), 	eijk :=
1
Vijk
∫
Vijk
	E dV, 	hijk :=
1
Vijk
∫
Vijk
	H dV (3.22)
approximativ rekonstruiert. Dies geschieht innerhalb einer Zelle durch den linearen
Ansatz
	Eijk (	x) = 	eijk +
(
(	x− 	xijk) · 	S
)
	eijk,
(3.23)
	Hijk (	x) = 	hijk +
(
(	x− 	xijk) · 	S
)
	hijk
fu¨r die elektromagnetischen Felder. Dabei steht, 	S, fu¨r den durch 	S := (Sx, Sy, Sz)
mit den diskreten Ableitungen
(Sxf)ijk :=
2
∆xi +∆xi−1
(Doxf)ijk, . . . (3.24)
deﬁnierten Steigungsoperator, wobei Dox der zentrale Diﬀerenzenoperator ist.
Die Integrale fu¨r den Fluss in (3.20) ko¨nnen jedoch nicht ohne weiteres ausgewertet
werden, da die durch den Ansatz (3.23) approximierten Felder an den Zellgrenzen
unstetig sind. Aufgrund dieser Unstetigkeit stehen auf jeder Integrationsﬂa¨che zwei
Werte fu¨r den Integranden zur Verfu¨gung, siehe Abb. 3.3. Die von dem Volumen
E−y (x) E
+
y (x)
E∗y
x
Ey
z
x
y
Abb. 3.3: Der Fluss durch die
Grenzﬂa¨che zwischen zwei Volu-
men, in grau dargestellt, ist nicht
eindeutig. Fu¨r die illustrierte
Berechnung von Ey im Mittel-
punkt der Fla¨che stehen auf-
grund der unstetig rekonstruier-
ten Felder ein linker, E−y , und
ein rechter, E+y , Grenzwerte zur
Verfu¨gung.
links der Fla¨che her interpolierten Werte werden mit 	E−, 	H− und die vom Volumen
rechts der Fla¨che her interpolierten Werte mit 	E+, 	H+ bezeichnet. Durch diese
Werte werden die Felder 	E∗ und 	H∗ auf der Integrationsﬂa¨che erkla¨rt. Fu¨r die
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Deﬁnition von 	E∗ und 	H∗ werden zwei klassische Wahlen getroﬀen. Entweder der
Mittelwert der Felder
	n× 	E∗ := 1
2
	n×
(
	E− + 	E+
)
, 	n× 	H∗ := 1
2
	n×
(
	H− + 	H+
)
(3.25)
oder der Upwind-Wert der Felder
	n× 	E∗ := 	n×
(
Y + 	E+ + 	n× 	H+
)
+
(
Y − 	E− − 	n× 	H−
)
Y + + Y −
,
	n× 	H∗ := 	n×
(
Z− 	H− + 	n× 	E−
)
+
(
Z+ 	H+ − 	n× 	E+
)
Z+ + Z−
, (3.26)
Z± :=
√
ε±
µ±
, Y ± := 1/Z±.
Letzteres entspricht der exakten Lo¨sung der Maxwellschen Gleichungen bei Vor-
gabe von stu¨ckweise konstanten Anfangsdaten innerhalb einer Zelle, das sogenannte
Riemann-Problem (siehe [16]), nach inﬁnitesimal kleiner Zeit. Die anschließend
durch Integration u¨ber die Fla¨chen ausgewerteten Flu¨sse werden in der Literatur
fu¨r die Wahl (3.25) als Zentrale- und fu¨r die Wahl (3.26) als Upwind-Flu¨sse bezeich-
net. Anstatt die Oberﬂa¨chenintegrale analytisch auszuwerten, werden sie fu¨r die
linearen Ansatzfunktionen durch die Mittelpunktsquadraturformel∗ exakt berech-
net. Es bezeichnen
	E+i+1/2,jk :=
	Ei+1jk
(
	xi+1/2,jk
)
, 	E−i+1/2,jk := 	Eijk
(
	xi+1/2,jk
)
,
	E+ij+1/2,k :=
	Eij+1k
(
	xij+1/2,k
)
, 	E−ij+1/2,k := 	Eijk
(
	xij+1/2,k
)
,
	E+ij,k+1/2 :=
	Eijk+1
(
	xijk+1/2
)
, 	E−ijk+1/2 := 	Eijk
(
	xijk+1/2
)
,
	H+i+1/2,jk :=
	Hi+1jk
(
	xi+1/2,jk
)
, 	H−i+1/2,jk := 	Hijk
(
	xi+1/2,jk
)
,
	H+ij+1/2,k :=
	Hij+1k
(
	xij+1/2,k
)
, 	H−ij+1/2,k := 	Hijk
(
	xij+1/2,k
)
,
	H+ij,k+1/2 :=
	Hijk+1
(
	xijk+1/2
)
, 	H−ijk+1/2 := 	Hijk
(
	xijk+1/2
)
(3.27)
die zur Quadratur beno¨tigten Funktionswerte in den Mittelpunkten der Oberﬂa¨che
und Ax,ijk, Ay,ijk, Az,ijk die Fla¨cheninhalte eines jeden Gittervoluminas. Dann lassen
sich die verwendeten semidiskreten FVM als
Vijkµijk
d
dt
	hijk = −x̂×
(
	E∗i+1/2,jk − 	E∗i−1/2,jk
)
Ax,ijk
− ŷ ×
(
	E∗ij+1/2,k − 	E∗ij−1/2,k
)
Ay,ijk
− ẑ ×
(
	E∗ijk+1/2 − 	E∗ijk−1/2
)
Az,ijk
(3.28)
∗ Allgemein fu¨r polynomiale Rekonstruktionen durch ein Gauss-Legendre Quadratur von hin-
reichend hoher Ordnung.
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Vijkεijk
d
dt
	eijk = x̂×
(
	H∗i+1/2,jk − 	H∗i−1/2,jk
)
Ax,ijk
+ ŷ ×
(
	H∗ij+1/2,k − 	H∗ij−1/2,k
)
Ay,ijk
+ ẑ ×
(
	H∗ijk+1/2 − 	H∗ijk−1/2
)
Az,ijk
− Vijk	jijk
(3.29)
schreiben.
Fu¨r die Analyse der algebraischen Eigenschaften der FVM und dem Vergleich mit
der FIT wird die folgende Notation eingefu¨hrt:
e : = (ex,ijk, ey,ijk, ez,ijk)
T ,
h : = (hx,ijk, hy,ijk, hz,ijk)
T ,
j : = (jx,ijk, jy,ijk, jz,ijk)
T
sowie Materialmatrizen
Mµ := diag (µijk, µijk, µijk) , Mε := diag (εijk, εijk, εijk) ,
MY := diag (Yijk, Yijk, Yijk) , MZ := diag (Zijk, Zijk, Zijk) ,
MY,x :=
MY
TxMY T−1x +MY
, usw. , MZ,x :=
MZ
TxMZT−1x +MZ
, usw.
und den Matrizen der inversen Kantenla¨ngen eines Volumens und das der Volumen
Lx :=
1
2
diag (∆xi−1 +∆xi) ,
Ly :=
1
2
diag (∆yj−1 +∆yj) ,
Ly :=
1
2
diag (∆yk−1 +∆yk) ,
V := diag (Vijk)
deﬁniert. Die semidiskreten FVM werden, in Analogie zur FIT, als ein System von
gewo¨hnlichen Diﬀerentialgleichungen der Form
d
dt
y = Ay + b (3.30)
mit
y :=
(
h
e
)
, b :=
(
0
−M−1ε j
)
(3.31)
geschrieben. Abha¨ngig vom gewa¨hlten Fluss, ergiben sich die im folgendem bes-
chriebenen Systemmatrizen AZ und AU. Fu¨r die FVM werden die Skalarprodukte
fu¨r skalare Funktionen
〈f, g〉V :=
∑
ijk
Vijkfijkgijk (3.32)
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und fu¨r vektorielle Funktionen
〈e,h〉V := 〈ex, hx〉V + 〈ey, hy〉V + 〈ez, hz〉V (3.33)
erkla¨rt.
Zentraler Fluss
Fu¨r den zentralen Fluss ist die Systemmatrix durch
AZ :=
(
0 −M−1µ C
M−1ε C 0
)
(3.34)
mit dem diskreten Rotationsoperator
C :=
 0 −Pz PyPz 0 −Px
−Py Px 0
 (3.35)
und den diskreten Ableitungen
Pα := L
−1
α
(
1− 1
4
D+αD
−
α
)
Doα, α ∈ {x, y, z} (3.36)
fu¨r die gilt,
[Pα,Pβ] = 0, α, β ∈ {x, y, z} ,
(3.37)
PTα = −Pα,CT = C
gegeben. Ein Beweis der Beziehungen (3.37) wird in Anhang B.1, B.2 gegeben.
Upwind-Fluss
Fu¨r den Upwind-Fluss ist die Systemmatrix
AU :=
(
M−1µ Uh −M−1µ Ce
M−1ε Ch M
−1
ε Ue
)
(3.38)
gegeben. Die Rotationsmatrizen werden durch
Ce :=
 0 −Pe,z Pe,yPe,z 0 −Pe,x
−Pe,y Pe,x 0
 , Ch :=
 0 −Ph,z Ph,yPh,z 0 −Ph,x
−Ph,y Ph,x 0
 (3.39)
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deﬁniert, die Ableitungsoperatoren haben die Form
Pe,α := L
−1
α D
−
α
(
(1−MY,α)Tα +MY,α − 1
2
((1−MY,α)Tα −MY,α)Doα
)
,
Ph,α := L
−1
α D
−
α
(
(1−MZ,α)Tα +MZ,α − 1
2
((1−MZ,α)Tα −MZ,α)Doα
)
, (3.40)
α ∈ {x, y, z} .
Fu¨r den Spezielfall eines homogenen Rechengebiets sind die Rotations-Matrizen Ce
und Ch identisch und stimmen mit den Rotationsmatrizen (3.35) fu¨r den zentralen
Fluss u¨berein.
Der dissipative Anteil des Upwind-Flusses wird durch die Matrizen
Ue :=
Ue,y +Ue,z 0 00 Ue,x +Ue,z 0
0 0 Ue,x +Ue,y
 , (3.41)
Uh :=
Uh,y +Uh,z 0 00 Uh,x +Uh,z 0
0 0 Uh,x +Uh,y
 (3.42)
beschrieben. Sie setzen sich aus den Operatoren
Ue,α := L
−1
α D
−
αM
−1
Y MY,α
(
D+α −
1
2
(Tα + 1)D
o
α
)
, (3.43)
Uh,α := L
−1
α D
−
αM
−1
Z MZ,α
(
D+α −
1
2
(Tα + 1)D
o
α
)
, α ∈ {x, y, z} (3.44)
zusammen.
3.2.3 Semidiskrete Erhaltungssa¨tze
Zentraler Fluss
Fu¨r den zentralen Fluss gilt der semidiskrete Energie-Erhaltungssatz
1
2
d
dt
Eh + 〈e, j〉V = 0 (3.45)
fu¨r die durch
Eh := 〈e,Mεe〉V + 〈h,Mµh〉V (3.46)
deﬁnierte semidiskrete Energie, ein Beweis ist im Anhang B.3 gegeben. Dies ist das
diskrete Analogon zum Poyntingschen Theorem fu¨r PEC-Randbedingungen.
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Mit der Deﬁnition
qijk :=
1
Vijk
∫
Vijk
 dV (3.47)
fu¨r die volumengemittelten elektrische Ladung und
S := (Px,Py,Pz) (3.48)
fu¨r den diskreten Divergenzoperator von zweiter Ordnung Genauigkeit in Raum wird
das diskrete Gauss-Gesetz
SMεe = q (3.49)
deﬁniert. Aufgrund der algebraischen Eigenschaft SC = 0 folgt die semidiskrete
Kontinuita¨tsgleichung
d
dt
q+ Sj = 0. (3.50)
Upwind-Fluss
Fu¨r den Upwind-Fluss ist weder eine erhaltene semidiskrete Energie noch eine se-
midiskrete Kontinuita¨tsgleichung herzuleiten, was unmittelbar aus einer Fourier-
Analyse folgt.
3.2.4 Ra¨umliche Stabilita¨t
Zentraler Fluss
Mittels der erhaltenen semidiskreten Energie (3.45) wird die erhaltene Norm ‖y‖h := Eh
deﬁniert. Das semidiskrete System ist dann stabil und nicht dissipativ in dem Sinne,
dass bei der Abwesenheit von Leitungs- und Konvektionsstromdichten gilt
d
dt
‖y‖h = 0. (3.51)
Upwind-Fluss
Fu¨r den Upwind-Fluss wird die gleiche Norm wie fu¨r den zentralen Fluss gewa¨hlt
‖y‖h := Eh = 〈e,Mεe〉V + 〈h,Mµh〉V . (3.52)
Das semidiskrete System ist stabil in dem Sinne, dass bei der Abwesenheit von
Leitungs- und Konvektionsstromdichten gilt
d
dt
‖y‖h ≤ 0. (3.53)
Ein Beweis wird in Anhang B.3 gegeben.
4. DIE PARTICLE-IN-CELL-METHODE
Die PIC-Methode ist eine Klasse von numerischen Verfahren zur Lo¨sung der Vlasov-
Maxwell Gleichungen. Sie zeichnet sich dadurch aus, dass in ihr zur Lo¨sung der
Maxwellschen Gleichungen ein gitterbasiertes und zur Lo¨sung der Vlasov-Gleichung
ein teilchenbasiertes numerisches Verfahren verwendet wird [17, 18]. Die Verfahrens-
klasse wird schematisch in Abb. 4.1 durch ein Flussdiagramm fu¨r einen Zeitschritt
der Gro¨ße ∆t dargestellt. Im folgendem wird, bis auf die Berechnung der Stro¨me,
Interpolation der Felder
fu¨r die Vlasov-Gleichung
Interpolation der Stro¨me
auf das Gitter
Lo¨sung der Maxwellschen Gleichungen
Lo¨sung der Vlasov-Gleichung
Initialisierung der Teilchenverteilung
∆t
Abb. 4.1: Flussdiagramm einer PIC-Methode.
kurz auf die einzelnen Schritte des Flussdiagramms 4.1 eingegangen. Die Inter-
polation der Stro¨me auf das Gitter wird erst in Kapitel 6 nach Einfu¨hrung von
volldiskreten Verfahren fu¨r die Maxwellschen Gleichungen behandelt.
4.1 Numerische Lo¨sung der Vlasov-Gleichung
Teilchenmethoden zur Lo¨sung der Vlasov-Gleichung basieren darauf, dass ein soge-
nannter Teilchenansatz der Form
fN (	x, 	u, t) :=
N∑
p=1
wp δ(	x− 	xp (t)) δ(	u− 	up (t)) (4.1)
fu¨r einen Bunch mit Ladung Q und Masse M eine Lo¨sung der Gleichung (2.3) ist,
falls die Orte 	xp und dimensionslosen Impulse 	up die charakteristischen Gleichungen
d
dt
	xp = 	vp , c0
d
dt
	up = η
(
	Ep + 	vp × 	Bp
)
(4.2)
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mit
η :=
q0
m0
, 	Ep := 	E (	xp, t) , 	Bp := 	B (	xp, t) (4.3)
erfu¨llen. Die Gleichungen (4.2) stimmen mit den Newton-Lorentz-Gleichungen fu¨r
relativistische Teilchen u¨berein. Dies erlaubt die physikalische Interpretation des Tri-
pels (wp, 	xp, 	up) als Makroteilchen mit der Massemp := wpM und Ladung qp := wpQ.
Da die Gleichungen (4.2) nicht analytisch gelo¨st werden ko¨nnen, mu¨ssen sie u¨ber
einen Simulationszeitschritt ∆t numerisch integriert werden. Dies geschieht in dieser
Arbeit durch den in [19] angegebenen Leap-Frog-Algorithmus von zweiter Ordnung
Genauigkeit in der Zeit.
4.2 Initialisierung der Teilchenverteilung
Die Anfangsbedingung f0 (	x, 	p) fu¨r die Vlasov-Gleichung (2.3) wird gema¨ß (4.1)
durch Makroteilchen approximiert. Um einen guten Satz von Makroteilchen zum
Zeitpunkt t = 0 zu ﬁnden, ist ein Kriterium fu¨r die Wahl der Makroteilchen aufzu-
stellen. Da es sich bei f um eine Verteilungsfunktion handelt, haben ihre Momente
eine physikalische Bedeutung. Fu¨r die Berechnung von RMS-Emittanzen∗ werden
die ersten und zweiten Momente der Verteilungsfunktion beno¨tigt. Diese U¨berlegung
motiviert die Forderung,
N∑
p=1
wpΨk (	xp, 	up) =
∫
Γ
∫
Ω
Ψk (	x, 	u) f0 (	x, 	u) d
3xd3u (4.4)
fu¨r einen Satz von Testfunktionen Ψk (	x, 	u) zu stellen [20]. Die Forderung (4.4)
besagt, fu¨r die spezielle Wahl {Ψk} = {xx′, x2, x′2}, dass die RMS-Emittanz zum
Zeitpunkt t = 0 des Teilchen-Ansatz mit der RMS-Emittanz der exakten Vertei-
lungsfunktion f0 u¨bereinstimmt.
Die Randbedingungen fu¨r die Vlassov Gleichung (2.5) werden, in Analogie zu der
Anfangsbedingung, durch Makroteilchen, die der Forderung
M∑
p=N+1
wpΦk (	xp, 	up, tp) =
∞∫
0
∫
∂Ω
∫
Γ,n·u<0
Φk (	x, 	u, t) g (	x, 	u, t) d
3ud3x dt (4.5)
genu¨gen, diskretisiert.
∗ Die RMS-Emittanz fu¨r die x-Koordinate wird durch εx =
√
x2 · x′2 − (xx′)2 mit x′ = ux/uz
deﬁniert [21].
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4.3 Regularisierung der Teilchenverteilung
Physikalisch gesehen stellt ein Makroteilchen in dem Ansatz (4.1) sehr viele reale
Teilchen dar, die sich nicht alle im gleichen Punkt beﬁnden, sondern um ihn herum
verteilt sind. Eine direkte Berechnung von physikalischen Gro¨ßen aus dem Makro-
teilchenansatz wu¨rde daher die statistischen Fluktuationen stark u¨bertreiben, da
die Anzahl der Makroteilchen um viele Gro¨ßenordnungen kleiner als die der realen
Teilchen ist. Um dieses zu vermeiden, ko¨nnen im Teilchenansatz fN die ra¨umli-
chen Dirac-Distributionen durch im Raum lokal begrenzte, kontinuierliche Funktion
ersetzt werden:
fS (	x, 	u, t) :=
N∑
p=1
wp S(	x− 	xp (t)) δ(	u− 	up (t)) (4.6)
Fu¨r die Berechnung der Stromdichte gema¨ß (2.2) fu¨hrt dies unter anderem zu einem
glatteren Verlauf. Die Funktion S(	x) in (4.6) wird als Formfunktion des Makroteil-
chens bezeichnet.
Eine Verteilungsfunktion f0 und die sie approximierenden Teilchen, sowie ihre Form-
funktionen Sp := S(	x− 	xp (t)) sind in Abb. 4.2(a) dargestellt. Der mit jedem Teil-
chen assozierte Pfeil entspricht seinem Entwicklungskoeﬃzienten wp. In Abb. 4.2(b)
ist die durch Superposition der Beitra¨ge der jeweiligen Formfunktion eines Makro-
teilchens erhaltene glatte Approximation der Verteilungsfunktion f0 dargestellt.
f
x
wp
Sp
f0
(a) Verteilungsfunktion f0, Makroteilchen und
Formfunktionen Sp.
f
x
fS
f0
(b) Verteilungsfunktion f0 und ihre Teilchenap-
proximation fS.
Die ha¨uﬁgste Wahl fu¨r die Formfunktionen ist ein Tensorprodukt von skalierten
uniformen B-Splines vom Grad k:
S(x, y, z) :=
1
ε3
Bk
(x
ε
)
Bk
(y
ε
)
Bk
(z
ε
)
(4.7)
Der Parameter ε in (4.7) beschreibt die Ausdehnung eines Makroteilchens und wird
typischerweise gleich der Gitterschrittweite des numerischen Verfahrens zur Lo¨sung
der Maxwellschen Gleichungen gewa¨hlt. Der Leser sei fu¨r eine Deﬁnition und die
graphische Darstellung einiger uniformer B-Splines auf Anhang D verwiesen.
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4.4 Interpolation der Felder
Durch die numerische Integration der Maxwellschen Gleichungen mit der FIT oder
FVM stehen die Felder nur als integrale Mittelwerte zur Verfu¨gung. Fu¨r die FIT
sind dies die u¨ber die Kanten gemittelten elektrischen Feldsta¨rken und die u¨ber die
Fla¨chen gemittelten magnetischen Flu¨sse und fu¨r die FVM, die u¨ber die Gittervo-
lumen gemittelten elektrischen und magnetischen Felder. Zur Lo¨sung der Lorentz-
Newton Gleichungen der Makroteilchen wird das elektromagnetische Feld jedoch am
Ort des Makroteilchens und als Punktgro¨ße beno¨tigt, folglich ist die Rekonstruktion
des elektromagnetischen Feldes im Raum durch die volumengemittelten Feldwerte
no¨tig. In dieser Arbeit geschieht die Rekonstruktion fu¨r die FIT durch Kanten-
Elemente fu¨r das elektrische Feld und Fla¨chen-Elemente fu¨r das magnetische Feld
innerhalb einer Zelle (siehe [22]) und fu¨r die FVM mit der in Gleichung (3.22) an-
gebenen Rekonstruktion.
5. ZEITINTEGRATION DER
SEMIDISKRETEN GLEICHUNGEN
Die in der Beschleunigerphysik auftretenden Raumladungsfelder von ultrarelativis-
tischen Teilchenpaketen sind ra¨umlich extrem anisotrop. Der Grund fu¨r die An-
isotropie ist die starke Lorentz-Kontraktion der elektromagnetischen Felder. Daher
kann fu¨r die ra¨umliche Variation dieser Felder ganz allgemein gesagt werden, dass
sie in Bewegungsrichtung sehr viel sta¨rker als in der dazu transversalen Richtun-
gen ist. Durch die in diesem Kapitel vorgestellten Modiﬁkationen von traditionellen
Verfahren zur Zeitintegration wird erreicht, dass entlang der Bewegungsrichtung
des Teilchenpaketes kein numerischer Dispersionsfehler in der Propagationsrichtung
eines Teilchenstrahls gemacht wird.
Die im Kapitel 3 aus den Verfahren zur ra¨umlichen Diskretisierung abgeleiteten se-
midiskreten Gleichungen stellen ein System von linearen, gewo¨hnlichen Diﬀerential-
gleichungen dar. Um sie zu lo¨sen, gibt es zwei von der Interpretation der Gleichungen
abstammend verschiedene Zuga¨nge. Der erste Zugang besteht darin, die semidis-
kreten Gleichungen als ein abstraktes, also von ihrem Ursprung als Diskretisierung
einer PDE unabha¨ngiges, System von gewo¨hnlichen Diﬀerentialgleichungen zu be-
trachten und mit einer Standardmethode, wie z.B. einem Runge-Kutta-Verfahren,
zu lo¨sen [23]. Als zweite Mo¨glichkeit kann die Zeit, in Analogie zu den ra¨umlichen
Variablen, diskretisiert werden und dabei explizit die spezielle Form der zugrunde
liegenden PDE genutzt werden. Dies fu¨hrt zu fu¨r die jeweilige PDE angepasste
Methoden [24], wie z.B. das Lax-Wendroﬀ-Verfahren und Split-Operator-Verfahren.
Ein wichtiger Aspekt bei der Wahl der Methoden zur Zeitintegration ist, dass eine
partielle oder sogar vollsta¨ndige Kompensation des zeitlichen mit dem ra¨umlichen
Diskretisierungsfehler mo¨glich ist. Deshalb ist es no¨tig, den Diskretisierungsfehler
der in Raum und Zeit diskreten Gleichungen zu untersuchen. Dies geschieht fu¨r
alle Verfahren durch eine Fourieranalyse. Um die Konvergenz der in Raum und
Zeit diskreten Gleichungen zu untersuchen, wird eine Stabilita¨tsanalyse vorgenom-
men. Im Anschluss daran wird untersucht, inwiefern die fu¨r die semidiskreten Glei-
chungen geltenden Erhaltungssa¨tze auch fu¨r die in Raum und Zeit diskretisierten
Gleichungen gelten oder in einer modiﬁzierten Form weiter gu¨ltig sind. Alle in Kapi-
tel 3 hergeleiteten semidiskreten Gleichungen lassen sich als ein System von linearen,
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gewo¨hnlichen Diﬀerentialgleichungen der Form
d
dt
y = Ay + b (5.1)
mit der zeitunabha¨ngigen Systemmatrix A und einer zeitabha¨ngigen Anregung b
schreiben. Die formale Lo¨sung des Systems (5.1) kann mittels der Methode der
Variation der Konstanten [25] als
y (t1) = exp (A (t1 − t0))y (t0) +
t1∫
t0
exp (A (t− t′))b (t′) dt′ (5.2)
mit dem Matrixexponential
exp (At) :=
∞∑
k=0
1
k!
Aktk (5.3)
geschrieben werden. Fu¨r praktische Fa¨lle ist es weder mo¨glich noch zweckma¨ßig, die
Gleichung (5.2) auszuwerten. Jedoch spielt die analytische Lo¨sung (5.2) und das in
ihr vorkommende Matrixexponential (5.3) eine wichtige theoretische Rolle fu¨r die
spa¨ter vorgestellten Split-Operator-Verfahren und die approximative Beru¨cksichti-
gung der Anregung.
Fu¨r die numerische Behandlung des Systems (5.1) wird zuna¨chst von der Anregung
b abgesehen, sie wird durch die in Abschnitt 5.6 beschriebene Methode beru¨cksich-
tigt. Zur numerischen Lo¨sung des Systems (5.1) wird die Zeitachse in Intervalle der
Gro¨ße ∆t aufgeteilt und die diskreten Zeitpunkte t(n) := ∆t n deﬁniert. Die Lo¨sungs-
vektoren zu den Zeitpunkten t(n) werden mit y(n) := y
(
t(n)
)
bezeichnet. Um das
Verha¨ltnis zwischen ra¨umlicher und zeitlicher Diskretisierung zu beschreiben, wird
der dimensionslose Courantparameter
σ := c0∆t/∆ (5.4)
eingefu¨hrt. Fu¨r die numerische Lo¨sung des Systems (5.1) werden nur Einschrittver-
fahren, d.h. Verfahren von der Form
y(n+1) = G (∆t)y(n) (5.5)
betrachtet. Ein Einschrittverfahren wird gema¨ß (5.5) eineindeutig durch seine Pro-
pagationsmatrix G gekennzeichnet. Fu¨r die Stabilita¨t der volldiskreten Gleichung
(5.5) in der Norm ‖·‖ht im Sinne von Lax-Richtmeyer [26] ist es no¨tig, dass fu¨r ei-
nen beliebig aber festgehaltenen Zeitpunkt T es eine von ∆t und ∆ unabha¨ngige
Konstante K gibt, so dass gilt:∥∥y(n)∥∥
ht
≤ K ∥∥y(0)∥∥
ht
∀n mit 0 ≤ n∆t ≤ T. (5.6)
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Die Stabilita¨tsdeﬁnition (5.6) wird als Lax-Richtmeyer-Stabilita¨t bezeichnet. Sie
sichert die Konvergenz des Verfahrens, jedoch erlaubt die Stabilita¨tsdeﬁnition nach
Lax-Richtmeyer ein unphysikalisches Ansteigen der Lo¨sung mit der Zeit fu¨r end-
liche Gitterschrittweiten ∆. Diese Problematik wird z.B. in [27, 28] diskutiert. Da
dieses Verhalten fu¨r die numerische Lo¨sung der Maxwellschen Gleichungen u¨ber
große Zeitintervalle unakzeptabel ist, wird im folgenden die strengere als strikte
Stabilita¨t bezeichnete Bedingung betrachtet [29]∥∥y(n+1)∥∥
ht
≤ ∥∥y(n)∥∥
ht
∀n ≥ 0. (5.7)
Strikte Stabilita¨t fu¨r die Maxwellschen Gleichungen ist a¨quivalent zu der Eigenschaft
‖G‖ht ≤ 1 (5.8)
der Propagationsmatrix des Einschrittverfahrens. Da alle vorgestellten semidiskre-
ten Verfahren eine ra¨umliche Stabila¨tsbedingung im Sinne von
d
dt
‖y‖h ≤ 0 (5.9)
erfu¨llen, ha¨ngt die strikte Stabilita¨t der volldiskreten Gleichungen ausschließlich vom
gewa¨hlten Einschrittverfahren zur Zeitintegration ab.
5.1 Konstruktion mittels Taylorreihen
Formal kann die Lo¨sung zum Zeitpunkt t(n+1) durch die Lo¨sung zum Zeitpunkt t(n)
und ihre zeitlichen Ableitungen mittels der Taylorreihentwicklung
y(n+1) =
M∑
k=0
1
k!
(
∆t
d
dt
)k
y(n) +O (∆tM+1) (5.10)
dargestellt werden. Um ein Einschrittverfahren zu erhalten, werden gema¨ß der
dem Problem zugrunde liegenden PDE, die zeitlichen Ableitungen durch diskre-
tisierte ra¨umliche Ableitungen ersetzt. Dieses Vorgehen wird in der Literatur als
Lax-Wendroﬀ- oder Cauchy-Kowalewski-Technik bezeichnet [16]. Fu¨r den Fall, dass
die semidiskrete Gleichung (5.1) fu¨r die Substitution der zeitlichen Ableitung be-
nutzt wird, ergibt sich
y(n+1) =
M∑
k=0
1
k!
(∆tA)k y(n) +O (∆tM+1) , (5.11)
was der abgebrochenen Entwicklung des Matrixexponentials (5.3) entspricht. Un-
ter der Voraussetzung, dass der Courantparameter σ festgehalten wird, kann der
Diskretisierungsfehler des Verfahrens ga¨nzlich in ∆t oder, durch die Beziehung
5. Zeitintegration der semidiskreten Gleichungen 28
c0∆t = σ∆, in ∆ ausgedru¨ckt werden. Dies ermo¨glicht die Ordnung der ra¨umli-
chen Operatoren fu¨r jede Potenz von ∆t in der Taylorreihe (5.11) sukzessive zu
verringern, ohne die Ordnung des Verfahrens zu reduzieren.
Falls die semidiskreten Gleichungen die Form
d
dt

h = A1
e,
d
dt
e = A2

h
(5.12)
haben, ko¨nnen die um die Zeitpunkt t(n) bzw. t(n+1/2) symmetrischen Taylorreihe-
nentwicklungen

h
(n+1/2) − h(n−1/2) = A1
M∑
k=0
∆t2k+1
(2k+1)!22k
(A2A1)
k e(n) +O (∆t2M+1) ,
e(n+1) − e(n) = A2
M∑
k=0
∆t2k+1
(2k+1)!22k
(A1A2)
k h
(n+1/2)
+O (∆t2M+1) (5.13)
benutzt werden, um Leap-Frog-Verfahren ho¨herer Ordnung zu konstruieren [12].
5.1.1 Methode der Finiten Integration
Stabilisiertes Leap-Frog-Verfahren
Ausgangspunkt fu¨r die Entwicklung einer stabilisierten Leap-Frog-Methode (S-LF-
Methode) ist das in [12] untersuchte (2,4)-LF-Verfahren. Der Stabilita¨tsbereich des
(2,4)-LF-Verfahrens fu¨r FIT ist gro¨ßer als der des LF-Verfahrens, jedoch erlaubt das
(2,4)-LF-Verfahren keine Kompensation des ra¨umlichen mit dem zeitlichen Fehler.
Um ein Verfahren herzuleiten, welches entlang der z-Richtung eine Kompensation
der Fehler erlaubt, wird das Verfahren

h
(n+1/2)
=

h
(n−1/2) −∆tM−1µ C′e(n),
e(n+1) = e(n) +∆tM−1ε C
′Th
(n+1/2) (5.14)
mit dem modiﬁzierten Rotationsoperator
C′ := C− τ
24
∆t2CM−1ε C
T
t M
−1
µ C (5.15)
eingefu¨hrt. Im Gegensatz zu dem (2,4)-LF-Verfahren entha¨lt der Korrekturterm
zum LF-Verfahren auch den, durch
Ct :=
 0 0 Py0 0 −Px
−Py Px 0
 (5.16)
deﬁnierten transversalen Anteil des Rotationsoperator C und ist mit einem freien
Parameter τ versehen. Da der transversale Rotationsoperator Ct angewandt auf ein
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nur in longitudinale Richtung varierendes Feld verschwindet, ist die Dispersionsbe-
ziehung fu¨r longitudinal propagierende Wellen identisch mit der des LF-Verfahrens.
Ein weiterer Unterschied im Vergleich zum (2,4)-Verfahrens besteht darin, dass die
Konsistenz-Ordnung des ra¨umlichen Operators des Korrekturterms O (1) ist und
somit ist die Ordnung des Verfahrens fu¨r alle Werte von τ auf zwei beschra¨nkt.
Eine Verallgemeinerung der Methode durch die entsprechende Modiﬁkation von LF-
Verfahren ho¨herer Ordnung ist mo¨glich, jedoch wird sie im Rahmen dieser Arbeit
nicht weiter verfolgt.
Durch eine geeignete Wahl des Parameters τ kann, wie in dem Abschnitt 5.5 gezeigt
wird, die Stabilita¨t der Methode fu¨r einen Courantparameter von σ = 1 erzwungen
werden.
5.1.2 Finite Volumen Methoden
Das Lax-Wendroﬀ-Verfahren
Die Lax-Wendroﬀ-FVM (LW-FVM) ist eine klassisches Verfahren (siehe [24]) und
wird zur Integration der Subsysteme der gesplitteten FVM mit dem Upwind-Fluss
beno¨tigt. Seine Propagations-Matrix ist durch die abgebrochene und modiﬁzierte
Taylorreihenentwicklung von zweiter Ordnung Genauigkeit in der Zeit
GLW (∆t) := 1+∆tAU
(
1+
∆t
2
A′U
)
(5.17)
gegeben. Die Systemmatrix A′U wird aus der Systemmatrix AU erhalten, indem die
Steigungen der rekonstruierten Funktion zu Null gesetzt werden. Dies a¨ndert nicht
die formale Ordnung des Verfahrens fu¨r einen ﬁxierten Courantparameter. Fu¨r den
Fall, dass ein Subsystem mit der LW-FVM integriert wird, wird die Propagations-
matrix G mit einem Index versehen. Falls z.B. der Algorithmus mit einer als AU,x
bezeichneten System-Matrix ausgefu¨hrt wird, ist die Notation fu¨r die Propagations-
matrix GLWx (∆t).
5.2 Konstruktion durch
Split-Operator-Verfahren
Der Grundgedanke von auf Split-Operator-Verfahren basierenden Methoden zur nu-
merischen Integration der semidiskreten Gleichungen ist es, die zeitliche Entwick-
lung des Systems von (5.1) durch die zeitliche Entwicklung von einfacher zu lo¨senden
Systemen zu ersetzen. Dies wird am einfachsten veranschaulicht durch die Approxi-
mation der Lo¨sung von (5.1) durch die zwei Teilsysteme
d
dt
y1 = A1y1 (5.18)
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und
d
dt
y2 = A2y2. (5.19)
Dabei ist die einzige Einschra¨nkung an die Teilsysteme, dass
A = A1 +A2 (5.20)
ist. Der kompliziertere Fall der Zerlegung in n-Teilsysteme kann durch die rekursive
Anwendung der Zerlegung in zwei Teilsysteme behandelt werden. Es stellt sich somit
die Frage, wie anhand von Lo¨sungen der Teilsysteme eine approximative Lo¨sung des
Systems (5.1) erhalten werden kann. Zwei einfache Mo¨glichkeiten zur Konstruktion
von Verfahren mit zweiter Ordnung Genauigkeit in der Zeit, bilden die von Strang
in [30] eingefu¨hrten Split-Operator-Methoden:
exp (A∆t) = exp (A1∆t/2) exp (A2∆t) exp (A1∆t) +O
(
∆t3
)
,
(5.21)
exp (A∆t) =
1
2
(exp (A1∆t) exp (A2∆t) + exp (A2∆t) exp (A1∆t)) +O
(
∆t3
)
(5.22)
Gleichung (5.21) wird im folgenden als Strang-1 Split-Operator-Methode und Glei-
chung (5.21) als Strang-2 Split-Operator-Methode bezeichnet. Abschließend wird
noch eine alternative Formulierung fu¨r das Strang-1 Split-Operator-Verfahren beno¨tigt,
exp (A2∆t) = exp (A1∆t) exp (A2∆t) exp (A2∆t) exp (A1∆t) +O
(
∆t3
)
. (5.23)
Bei der Verwendung der exakten Matrixexponentiale fu¨r die Lo¨sung der Subsysteme
ist sie mathematisch a¨quivalent zu (5.21), sobald die Matrixexponentiale jedoch
durch eine Integrationsmethode ersetzt werden ist dies nicht mehr der Fall.
Die in (5.21) , (5.22) und (5.23) im Vergleich zur exakten Zeitentwicklung gemachten
Fehler werden als Split-Fehler bezeichnet. Die Split-Fehler sind unabha¨ngig von der
gewa¨hlten Lo¨sungsmethode fu¨r die Subsysteme (siehe [31]). Sie verschwinden nur,
falls die Systemmatrizen der beiden Subsysteme kommutieren
[A1,A2] := A1A2 −A2A1 = 0. (5.24)
5.2.1 Methode der Finiten Integration
Das Verlet-Leap-Frog-Verfahren
Das Verlet-Leap-Frog-Verfahren (VLF Verfahren) dient als Grundlage fu¨r die neu
entwickelten Split-Operator-Verfahren und wird darum zuerst diskutiert. Fu¨r die
FIT ist das VLF Verfahren gema¨ß (C.2) durch die Wahl
K1 = −M−1µ C, K2 =M−1ε CT (5.25)
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fu¨r die Systemmatrix gegeben. Die explizite Form des Algorithmus ist

h
(∗)
=

h
(n) − ∆t
2
M−1µ C
e(n), (5.26)
e(n+1) = e(n) +∆tM−1ε C˜

h
(∗)
, (5.27)

h
(n+1)
=

h
(∗) − ∆t
2
M−1µ C
e(n+1). (5.28)
Dies entspricht der Propagationsmatrix
GVLF (∆t) :=
(
1− ∆t2
2
M−1µ CM
−1
ε C˜ −∆tM−1µ C+ ∆t
3
4
M−1µ CM
−1
ε C˜M
−1
µ C
∆tM−1ε C˜ 1− ∆t
2
2
M−1ε C˜M
−1
µ C
)
.
(5.29)
Fu¨r den Fall, dass spezielle Rotationsmatrizen verwendet werden, wird die Propa-
gationsmatrix mit einem Index versehen. Falls z.B. der Algorithmus mit einer als
Cx bezeichneten Rotationsmatrix ausgefu¨hrt wird, ist die Notation fu¨r die Propa-
gationsmatrix GVLFx (∆t).
Split-Operator-Verfahren in drei Raumrichtungen
Das naheliegenste Split-Operator-Verfahren fu¨r die Maxwellschen Gleichungen ist
eine Aufspaltung der Rotationsmatrizen bezu¨glich der ra¨umlichen Richtung der in
ihnen vorkommenden P-Matrizen in die Anteile
Cx :=
0 0 00 0 −Px
0 Px 0
 , Cy :=
 0 0 Py0 0 0
−Py 0 0
 , Cz :=
 0 −Pz 0Pz 0 0
0 0 0
 .
(5.30)
Aus ihnen werden die Systemmatrizen
Ax :=
(
0 −M−1µ Cx
M−1ε Cx 0
)
, Ay :=
(
0 −M−1µ Cy
M−1ε Cy 0
)
(5.31)
und
Az :=
(
0 −M−1µ Cz
M−1ε Cz 0
)
(5.32)
fu¨r die Teilsysteme konstruiert. Jedes Teilsystem zerfa¨llt fu¨r sich in zwei unabha¨ngige,
eindimensionale Gleichungen. Jede der eindimensionalen Gleichungen wird durch
ein VLF Verfahren gelo¨st. Die approximative Lo¨sung fu¨r das gesamte System wird
durch die Strang-1 Split-Operator-Methode (5.23) auf die Lo¨sung der Teilsysteme
zuru¨ckgefu¨hrt. Die Propagationsmatrix des Verfahrens ergibt sich zu
G (2∆t) = GVLFx (∆t)G
VLF
y (∆t)G
VLF
z (∆t)G
VLF
z (∆t)G
VLF
y (∆t)G
VLF
x (∆t) .
(5.33)
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Split-Operator-Verfahren in longitudinal und transversale
Raumrichtung
Ein weiteres ra¨umliches Split-Operator-Verfahren erha¨lt man, falls die Rotationsma-
trix nur in einen Anteil mit P-Matrizen in die z-Richtung, Cz aus Gleichung (5.30),
und die zu ihr transversalen Richtungen aus Gleichung (5.16) aufgespalten wird.
Aus ihnen werden die zwei Teilsysteme Az, siehe (5.32), und
At :=
(
0 −M−1µ Ct
M−1ε Ct 0
)
(5.34)
geformt. Die approximative Lo¨sung fu¨r das gesamte System wird durch die Strang-1
Split-Operator-Methode (5.21) und unter Verwendung des VLF Verfahrens zur Lo¨sung
der Teilsysteme gewonnen. Die Propagationsmatrix fu¨r das System lautet dann
G (∆t) = GVLFt (∆t/2)G
VLF
z (∆t)G
VLF
t (∆t/2) . (5.35)
Algebraisches Split-Operator-Verfahren
Eine formal von den Koordinaten unabha¨ngige Aufteilung der Rotationsmatrix ist in
[32] dargestellt, dort dient sie zur Herleitung von einem absolut stabilen Algorithmus
fu¨r die Maxwellschen Gleichungen. Der Rotationsoperator wird in die Anteile
C+ :=
 0 0 PyPz 0 0
0 Px 0
 (5.36)
und
C− :=
 0 −Pz 00 0 −Px
−Py 0 0
 (5.37)
zerlegt. Aus ihnen werden die zwei Teilsysteme
A− :=
(
0 −M−1µ C−
M−1ε C− 0
)
(5.38)
und
A+ :=
(
0 −M−1µ C+
M−1ε C+ 0
)
(5.39)
geformt. Das semidiskrete Teilsystem fu¨r A− zerfa¨llt in die drei unabha¨ngigen Glei-
chungen
d
dt
(
hx
ez
)
=
(
0 −M−1µ Py
M−1ε P
T
y 0
)(
hx
ez
)
, (5.40)
d
dt
(
hz
ey
)
=
(
0 −M−1µ Px
M−1ε P
T
x 0
)(
hz
ey
)
, (5.41)
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d
dt
(
hy
ex
)
=
(
0 −M−1µ Pz
M−1ε P
T
z 0
)(
hy
ex
)
. (5.42)
Auch das semidiskrete System fu¨r A+ zerfa¨llt in die drei linear unabha¨ngige Glei-
chungen
d
dt
(
hz
ex
)
=
(
0 M−1µ Py
−M−1ε PTy 0
)(
hz
ex
)
, (5.43)
d
dt
(
hy
ez
)
=
(
0 −M−1µ Px
M−1ε P
T
x 0
)(
hy
ez
)
, (5.44)
d
dt
(
hx
ey
)
=
(
0 −M−1µ Pz
M−1ε P
T
z 0
)(
hx
ey
)
. (5.45)
Die Lo¨sung des Systems A wird durch die Strang-2 Split-Operator-Methode (5.22)
auf die Lo¨sung der Teilsysteme zuru¨ckgefu¨hrt. Die Teilsysteme (5.38) und (5.39)
zerfallen wiederum in unabha¨ngige eindimensionale Gleichungen, von denen jede
mit einer VLF-Methode integriert wird. Die Propagationsmatrix dieser Methode,
die als Plus-Minus-Verlet-Leap-Frog-Methode (PM-VLF-Methode) bezeichnet wird,
ist
G+− (∆t) =
1
2
(
GVLF+ (∆t)G
VLF
− (∆t) +G
VLF
− (∆t)G
VLF
+ (∆t)
)
. (5.46)
5.2.2 Finite Volumen Methoden
Split-Operator-Verfahren in drei Raumrichtungen fu¨r die
Finite-Volumen-Methode mit Upwind-Fluss
Um die durch die Systemmatrix (3.38) deﬁnierte semidiskrete Gleichung zu lo¨sen,
wird die Systemmatrix in die drei, den jeweiligen Koordinaten-Richtungen entspre-
chenden, Systemmatrizen
AU,α :=
(
M−1µ Uh,α −M−1µ Ce,α
M−1ε Ch,α M
−1
ε Ue,α
)
, α ∈ [x, y, z] (5.47)
aufgeteilt. Die Teilmatrizen in (5.47) fu¨r den Fall α = x lauten
Ce,x :=
0 0 00 0 −Pe,x
0 Pe,x 0
 , Ch,x :=
0 0 00 0 −Ph,x
0 Ph,x 0

sowie
Ue,x :=
0 0 00 Ue,x 0
0 0 Ue,x
 , Uh,x :=
0 0 00 Uh,x 0
0 0 Uh,x
 ,
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mit analogen Ausdru¨cken fu¨r die Fa¨lle α = y und α = z. Die approximative
Lo¨sung fu¨r das System wird durch die Strang-1 Split-Operator-Methode (5.23) auf
die Lo¨sung der Teilsysteme zuru¨ckgefu¨hrt. Die Propagationsmatrix des Verfahrens
ergibt sich zu
G (2∆t) = GLWU,x (∆t)G
LW
U,y (∆t)G
LW
U,z (∆t)G
LW
U,z (∆t)G
LW
U,y (∆t)G
LW
U,x (∆t) . (5.48)
Das Verlet-Leap-Frog-Verfahren fu¨r die Finite-Volumen-Methode mit
zentralem-Fluss
Das VLF Verfahren dient hier zur dissipationsfreien Integration der durch das semi-
diskrete System (3.34) beschriebenen FVMmit zentralem Fluss. Das VLF Verfahren
ist gema¨ß (C.2) und (3.34) durch die Wahl
K1 = −M−1µ C, K2 =M−1ε C (5.49)
fu¨r die Systemmatrix gegeben. Die explizite Form des Algorithmus ist
h(∗) = h(n) − ∆t
2
M−1µ Ce
(n), (5.50)
e(n+1) = e(n) +∆tM−1ε Ch
(∗), (5.51)
h(n+1) = h(∗) − ∆t
2
M−1µ Ce
(n+1). (5.52)
Dies entspricht der Propagationsmatrix
GVLFZ (∆t) :=
(
1− ∆t2
2
M−1µ CM
−1
ε C −∆tM−1µ C+ ∆t
3
4
M−1µ CM
−1
ε CM
−1
µ C
∆tM−1ε C 1− ∆t
2
2
M−1ε CM
−1
µ C
)
.
(5.53)
5.3 Volldiskrete Erhaltungssa¨tze
5.3.1 Methode der Finiten Integration
Leap-Frog-Verfahren
Die erhaltene Energie fu¨r das LF-Schema ist durch
Eh = 1
2
(〈

h
(n−1/2)
,Mµ

h
(n−1/2)〉
+
〈
e(n),Mε
e(n)
〉−∆t〈h(n−1/2),Cen〉) (5.54)
gegeben [13]. Der volldiskrete Divergenzoperator S˜ fu¨r die elektrische Flussdichte ist
identisch mit dem der semidiskreten Gleichungen (3.3). Somit lautet die volldiskrete
Kontinuita¨tsgleichung
q(n+1) − q(n)
∆t
+ S˜

j
(n+1/2)
= 0. (5.55)
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Stabilisiertes Leap-Frog-Verfahren
Die erhaltene Energie fu¨r das S-LF-Schema ist durch
Eh = 1
2
(〈

h
(n−1/2)
,Mµ

h
(n−1/2)〉
+
〈
e(n),Mε
e(n)
〉−∆t〈h(n−1/2),C′en〉) (5.56)
gegeben. Der volldiskrete Divergenzoperator S˜ fu¨r die elektrische Flussdichte ist
identisch mit dem der semidiskreten Gleichungen (3.3). Somit ist die volldiskrete
Kontinuita¨tsgleichung ebenfalls durch (5.55) gegeben.
Verlet-Leap-Frog-Verfahren
Um die diskrete Energie zu erhalten, wird die A¨hnlichkeitstransformation
B1 =M
1/2
µ , B2 =M
1/2
ε (5.57)
benutzt. Gema¨ß (C.8) ist die erhaltene, diskrete Energie
Eh =
〈

h
(n)
,Mµ

h
(n)
〉
+
〈
e(n),Mε
e(n)
〉− ∆t2
4
〈
e(n),M−1ε C
TM−1µ C
e(n)
〉
. (5.58)
Der volldiskrete Divergenzoperator S˜ fu¨r die elektrische Flussdichte ist identisch mit
dem der semidiskreten Gleichungen (3.3). Die mit seiner Hilfe hergeleitete volldis-
krete Kontinuita¨tsgleichung ergibt sich zu (5.55).
Split-Operator-Verfahren in drei Raumrichtungen
Ein geschlossener Ausdruck fu¨r die erhaltene diskrete Energie ist im Rahmen die-
ser Arbeit nicht berechnet worden, ihre Existenz ist jedoch gesichert, da die Split-
Operator-Methode symplektisch ist. Der, mit der in Anhang C.3 beschriebenen Me-
thode berechnete, volldiskrete Divergenzoperator S˜xyz fu¨r die elektrische Flussdichte
ist unterschiedlich von S˜ dem Divergenzoperator der semidiskreten Gleichungen (3.3)
und lautet
S˜xyz := S˜− σ
2
8
(
PTx
(
PTyPy +P
T
zPz
)
,PTyP
T
zPz, 0
)
(5.59)
+
σ4
64
(
PTxP
T
yPyP
T
zPz, 0, 0
)
.
Der Operator S˜xyz ist von zweiter Ordnung Genauigkeit in Raum, er ha¨ngt vom
gewa¨hlten Zeitschritt ab und konvergiert mit zweiter Ordnung in der Zeit gegen den
semidiskreten Divergenzoperator S˜. Mit ihm kann die volldiskrete Kontinuita¨tsglei-
chung
q(n+1) − q(n)
∆t
+ S˜xyz

j
n+1/2
= 0 (5.60)
hergeleitet werden.
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Split-Operator-Verfahren in longitudinaler und transversaler
Raumrichtung
Auch in diesem Fall ist ein geschlossener Ausdruck fu¨r die erhaltene diskrete Energie
nicht berechnet worden, ihre Existenz ist jedoch gesichert da die Split-Operator-Methode
ein Produkt von symplektischen Abbildungen ist.
Der mit der in Anhang C.3 beschriebenen Methode berechnete, volldiskrete Divergenz-
operator S˜LT fu¨r die elektrische Flussdichte ist unterschiedlich von dem der semi-
diskreten Gleichungen (3.3), S˜, und lautet
S˜LT := S˜− σ
2
4
(
PTx ,P
T
y , 0
)
PTzPz. (5.61)
Der Operator S˜LT ist von zweiter Ordnung Genauigkeit in Raum, er ha¨ngt vom
gewa¨hlten Zeitschritt ab und konvergiert mit zweiter Ordnung in der Zeit gegen den
semidiskreten Divergenzoperator S˜. Mit ihm kann die volldiskrete Kontinuita¨tsglei-
chung
q(n+1) − q(n)
∆t
+ S˜LT

j
n+1/2
= 0 (5.62)
hergeleitet werden.
Algebraisches Split-Operator-Verfahren
Fu¨r das PM-VLF-Schema ist keine Energie erhalten, da die in Sektion 5.4 durch-
gefu¨hrte Fourieranalyse des Verfahrens zeigt, dass innerhalb des Stabilita¨tsbereiches
des Verfahrens es Richtungen gibt, fu¨r die Wellen geda¨mpft werden. Mit Hilfe des
in Anhang C.3 beschriebenen systematischen Verfahrens kann gezeigt werden, dass
kein volldiskreter Divergenzoperator fu¨r das PM-VLF-Schema existiert.
5.3.2 Finite Volumen Methoden
Split-Operator-Verfahren in drei Raumrichtungen fu¨r den Upwind-Fluss
Die in Sektion 5.4 durchgefu¨hrte Fourieranalyse des XYZ-LW Schemas ergibt, dass
das Schema innerhalb seines Stabilita¨tsbereiches dissipativ ist und somit keine Ener-
gie erha¨lt. Die Nichtexistenz eines volldiskreten Divergenzoperators fu¨r das XYZ-
LW-Schema kann mit dem im Anhang C.3 beschriebenen systematischen Verfahrens
gezeigt werden.
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Verlet-Leap-Frog-Verfahren fu¨r den zentralen Fluss
Um die erhaltene diskrete Energie zu berechnen, wird die A¨hnlichkeitstransforma-
tion
B1 =M
1/2
µ , B2 =M
1/2
ε (5.63)
benutzt. Gema¨ß (C.8) ist die erhaltene, diskrete Energie durch
Eh =
〈

h
(n)
,Mµ

h
(n)
〉
+
〈
e(n),Mε
e(n)
〉− ∆t2
4
〈
e(n),M−1ε C
TM−1µ C
e(n)
〉
(5.64)
gegeben. Der volldiskrete Divergenzoperator S fu¨r die elektrische Flussdichte ist
identisch mit dem der semidiskreten Gleichungen (3.48). Somit lautet die volldis-
krete Kontinuita¨tsgleichung
q(n+1) − q(n)
∆t
+ S

j
(n+1/2)
= 0. (5.65)
5.4 Fourieranalyse der Verfahren
Unter den Voraussetzungen, dass ein homogenes Gitter mit Schrittweite ∆, perio-
dische Randbedingungen und ein homogenes Material vorliegen, o.B.d.A. sei Va-
kuum angenommen∗, ko¨nnen die vorgestellten Verfahren durch eine Fourieranalyse
mit den Basisfunktionen
y(n) = y(0) exp
(
i
(
	k · 	x− ω˜∆tn
))
(5.66)
analysiert werden [7]. Die Gro¨ße ω˜ steht fu¨r die numerische Kreisfrequenz und 	k fu¨r
den diskreten Wellenvektor. Sie sind beide durch eine Dispersionsbeziehung mitein-
ander verknu¨pft, die im folgenden als numerische Dispersionsbeziehung bezeichnet
wird, um sie von der physikalischen Dispersionsbeziehung zu unterscheiden.
5.4.1 Methode der Finiten Integration
Leap-Frog- und Verlet-Leap-Frog-Verfahren
Die numerische Dispersionsbeziehung des LF und VLF Verfahrens sind identisch
und durch
sin2
(
ω˜∆t
2
)
= σ2KLF3 (5.67)
mit
KLF3 := sin
2
(
kx∆
2
)
+ sin2
(
ky∆
2
)
+ sin2
(
kz∆
2
)
(5.68)
∗ Fu¨r andere Medien ist lediglich die Lichtgeschwindigkeit anzupassen.
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gegeben [8]. Fu¨r Wellen, die entlang der z-Richtung propagieren, reduziert sich die
Dispersionsbeziehung auf
sin
(
ω˜∆t
2
)
= σ2 sin2
(
kz∆
2
)
. (5.69)
Fu¨r σ = 1 ermo¨glicht dies die dispersionsfreie Propagation dieser Wellen. Jedoch ist
das Verfahren fu¨r diesen Courantparameter nicht stabil.
Stabilisiertes Leap-Frog-Verfahren
Die numerische Dispersionsbeziehung fu¨r das S-LF Verfahren ergibt sich zu
sin2
(
ω˜∆t
2
)
= σ2KLF3
(
1− τ
6
σ2
(
sin2
(
kx∆
2
)
+ sin2
(
ky∆
2
)))2
. (5.70)
Der Parameter τ soll so bestimmt werden, dass fu¨r σ = 1 die numerische Kreisfre-
quenz ω˜ rein reell ist. Die in Abschnitt 5.5 angegebene Stabilita¨tsanalyse ergibt
die Bedingung τ ∈ [3, 3 +√3]. Aus der Minimierung des im Anhang gegebenen
Fehlerfunktionals fu¨r die numerische Dispersionsbeziehung folgt, dass der optimale
Wert τ = 3 ist. Fu¨r in z-Richtung propagierende Wellen reduziert sich die Disper-
sionsbeziehung auf (5.69).
Split-Operator-Verfahren in drei Raumrichtungen
Die numerische Dispersionsbeziehung des XYZ-VLF Verfahrens ergibt sich zu
sin2 (ω˜∆t) = σ′2KLF3 − σ
′4
4
K4 +
σ′6
4
K6 − σ
′8
16
K8 +
σ′10
16
K10 − σ
′12
64
K12 (5.71)
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mit den Abku¨rzungen
σ′ := σ
2
K4 := sin
4
(
kx∆
2
)
+ sin4
(
ky∆
2
)
+ sin4
(
kz∆
2
)
+
4 sin2
(
kx∆
2
)
sin2
(
ky∆
2
)
+ 4 sin2
(
kx∆
2
)
sin2
(
kz∆
2
)
+ 4 sin2
(
ky∆
2
)
sin2
(
kz∆
2
)
,
K6 := sin
4
(
kx∆
2
)
sin2
(
ky∆
2
)
+ sin2
(
kx∆
2
)
sin4
(
ky∆
2
)
+ sin4
(
kx∆
2
)
sin2
(
kz∆
2
)
+
sin4
(
ky∆
2
)
sin2
(
kz∆
2
)
+ sin2
(
kx∆
2
)
sin2
(
kz∆
2
)
+ sin2
(
ky∆
2
)
sin4
(
kz∆
2
)
+
4 sin2
(
kx∆
2
)
sin2
(
ky∆
2
)
sin2
(
kz∆
2
)
,
K8 := sin
4
(
kx∆
2
)
sin4
(
ky∆
2
)
+ sin4
(
kx∆
2
)
sin4
(
kz∆
2
)
+ sin4
(
ky∆
2
)
sin4
(
kz∆
2
)
+
4 sin4
(
kx∆
2
)
sin2
(
ky∆
2
)
sin2
(
kz∆
2
)
+ 4 sin2
(
kx∆
2
)
sin4
(
ky∆
2
)
sin2
(
kz∆
2
)
+
4 sin2
(
kx∆
2
)
sin2
(
ky∆
2
)
sin4
(
kz∆
2
)
,
K10 := sin
4
(
kx∆
2
)
sin4
(
ky∆
2
)
sin2
(
kz∆
2
)
+ sin4
(
kx∆
2
)
sin2
(
ky∆
2
)
sin4
(
kz∆
2
)
+
sin2
(
kx∆
2
)
sin4
(
ky∆
2
)
sin4
(
kz∆
2
)
,
K12 := sin
4
(
kx∆
2
)
sin4
(
ky∆
2
)
sin4
(
kz∆
2
)
.
Fu¨r in z-Richtung propagierende Wellen reduziert sich die Dispersionsbeziehung
auf (5.69). Analoges gilt fu¨r die anderen Koordinatenrichtungen.
Split-Operator-Verfahren fu¨r die longitudinale und transversale
Raumrichtung
Die numerische Dispersionsbeziehung ergibt sich zu
sin2
(
ω˜∆t
2
)
= σ2KVLF3 − σ
4
4
KLF2
(
4KVLF1 +KVLF2
(
1− σ2KVLF1
))
(5.72)
mit den Abku¨rzungen
KLF1 := sin
2
(
kz∆
2
)
,
KLF2 := sin
2
(
kx∆
2
)
+ sin2
(
ky∆
2
) (5.73)
und fu¨r in z-Richtung propagierende Wellen reduziert sich die Dispersionsbeziehung
auf (5.69).
Algebraisches Split-Operator-Verfahren
Das algebraische Split-Operator-Verfahren erlaubt zwar eine geschlossene Darstel-
lung der Nullstellen seines charakteristischen Polynoms durch die Nullstellen eines
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Polynoms dritten Gerades, jedoch sind die mit Hilfe des Computer-Algebra-Systems
Mathematica [33] erhaltenen Ausdru¨cke zu komplex, um ihre Eigenschaften analy-
sieren zu ko¨nnen. Darum wird auf eine konkrete Angabe verzichtet und lediglich die
numerisch berechnete Dispersionsbeziehung mit den der anderen Methoden vergli-
chen. Fu¨r in z-Richtung propagierende Wellen reduziert sich die Dispersionsbezie-
hung auf (5.69), dies gilt ebenso fu¨r in x- und y-Richtung propagierenden Wellen.
5.4.2 Finite Volumen Methoden
Split Operator Verfahren in drei Raumrichtungen fu¨r den Upwind-Fluss
Die Dispersionsbeziehung des Verfahrens kann fu¨r den allgemeinen Fall nur nume-
risch berechnet werden.
Verlet-Leap-Frog-Verfahren fu¨r den zentralen Fluss
Die numerische Dispersionsbeziehung des VLF-ZFV-Verfahrens ist durch
sin2
(
ω˜∆t
2
)
=
3
4
σ2
((
sin (βx)− 1
6
sin (2βx)
)2
+
(
sin (βy)− 1
6
sin (2βy)
)2
+
(
sin (βz)− 1
6
sin (2βz)
)2) (5.74)
gegeben.
5.4.3 Graphische Gegenu¨berstellung der
Dispersionseigenschaften
Um den numerischen Fehler der Schemen zu beurteilen, wird die auf Eins normierte
physikalische Phasengeschwindigkeit (NPPG) mit der durch ν := ω˜/(ck) deﬁnier-
ten numerischen Phasengeschwindigkeit (NNPG) verglichen. Um das Wachstum
oder die Da¨mpfung eines Modes beurteilen zu ko¨nnen, wird der Ampliﬁzierungsfak-
tor (AF) ζ := exp ( ω˜∆t) eingefu¨hrt. Fu¨r stabile Schemen gilt ζ ≤ 1, falls ζ = 1
ist, so wird das Schema als neutral stabil, ansonsten als dissipativ bezeichnet. Da
die NNPG und den AF nur von dem Verha¨ltnis von Wellenla¨nge zu Gitterschritt-
weite und der Propagationsrichtung abha¨ngen, wird der dimensionslose Wellenvek-
tor 	β := ∆	k eingefu¨hrt. Fu¨r die graphische Darstellung wird er in Kugelkoordinaten
mit der Parametrisierung
βx = β sin (ϑ) cos (ϕ) , βy = β sin (ϑ) sin (ϕ) und βz = β cos (ϑ)
beschrieben.
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(c) LT-VLF Verfahren
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(d) PM-VLF Verfahren
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(e) S-LF Verfahren
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(f) XYZ-VLF Verfahren
Abb. 5.1: Die normierte Phasengeschwindigkeit als Funktion von ϑ fu¨r den konstant
gehaltenen Wert ϕ = 0◦. Dies entspricht der Propagation in der XZ-Ebene.
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(a) LT-VLF Verfahren
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(b) PM-VLF Verfahren
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(c) S-LF Verfahren
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(d) XYZ-VLF Verfahren
Abb. 5.2: Die normierte Phasengeschwindigkeit als Funktion von ϕ fu¨r den konstant
gehaltenen Wert ϑ = 90◦. Dies entspricht der Propagation in der XY-Ebene.
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(a) LT-VLF Verfahren
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(b) PM-VLF Verfahren
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(c) S-LF Verfahren
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(d) XYZ-VLF Verfahren
Abb. 5.3: Die normierte Phasengeschwindigkeit als Funktion von ϕ fu¨r den konstant
gehaltenen Wert ϑ = 45◦.
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(a) ϑ = 0 . . . 360◦ , ϕ = 0◦.
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(b) ϕ = 0 . . . 360◦ , ϑ = 0◦.
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(c) ϕ = 0 . . . 360◦ , ϑ = 45◦.
Abb. 5.4: Ampliﬁzierungsfaktor des PM-LF Verfahrens fu¨r verschiedene Propaga-
tionsrichtungen und verschiedene Gitterpunkte pro Wellenla¨nge.
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(a) XYZ-LW-UFV Verfahren
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(b) VLF-ZFV
Abb. 5.5: Die normierte Phasengeschwindigkeit als Funktion von ϑ fu¨r den konstant
gehaltenen Wert ϕ = 0◦. Dies entspricht der Propagation in der XZ-Ebene.
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(a) XYZ-LW-UFV
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(b) VLF-ZFV
Abb. 5.6: Die normierte Phasengeschwindigkeit als Funktion von ϕ fu¨r den konstant
gehaltenen Wert ϑ = 45◦.
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Es werden fu¨r drei repra¨sentativ gewa¨hlte Fa¨lle die NNPG und, fu¨r das PM-VLF
Verfahren, der AF aufgetragen. Die Courantparameter σ fu¨r die Verfahren ist so
gewa¨hlt, dass sie an ihrer jeweiligen Stabilita¨tsgrenze arbeiten. Dies impliziert die
Wahl des Courantparameters σ = 1 fu¨r das LT-VLF, PM-VLF und S-LF Verfahren.
Fu¨r das XYZ-VLF Verfahren ist der Courantparameter zu σ = 2 gewa¨hlt. Bis
auf das XYZ-VLF Verfahren wird fu¨r jedes Verfahren β = 2π/3, 2π/5 und 2π/10
gewa¨hlt. Mit der Bezeichnung r fu¨r die Anzahl von Gitterpunkten pro Wellenla¨nge
entspricht dies r = 3, 5 und 10. Da bei einem Courantparameter von σ = 2 die
Frequenzen der Wellenvektoren mit einer Auﬂo¨sung von drei Gitterpunkten pro
Wellenla¨nge, d.h. r = 3, oberhalb der vom Abtasttheorem gegebenen Grenze liegt,
wird auf ihre Darstellung fu¨r das XYZ-VLF Verfahren verzichtet.
Abbildung 5.1 zeigt die NNPG der Verfahren in der XZ-Ebene. Das in Abb. 5.1(d)
gezeigte PM-VLF Verfahren hat die besten Dispersionseigenschaften, gefolgt von
dem in Abb. 5.1(f) dargestellten XYZ-VLF Verfahren. Beiden Verfahren ist gemein,
dass ihre NNPG entlang der x- und z-Richtung mit der NPPG u¨bereinstimmt. Dies
ist nicht der Fall fu¨r das in Abb. 5.1(c) dargestellte LT-VLF Verfahren. Gleiches gilt
fu¨r das in Abb. 5.1(c) dargestellte S-LF Verfahren. Die NNPG der beiden Verfahren
stimmt lediglich entlang der z-Richtung mit der NPPG u¨berein. Das LT-VLF Ver-
fahren erlaubt fu¨r identische Gitterschrittweiten in x-,y- und z-Richtung lediglich
eine exakte NNPG entlang der z-Richtung, da das in ihm verwendete zweidimensio-
nale VLF Verfahren unterhalb seiner Stabilita¨tsgrenze verwendet wird. Das S-LF
Verfahren zeigt fu¨r kurze Wellenla¨ngen eine sehr große Abweichung der NNPG von
der NPPG.
Die Abbildung 5.2 zeigt die NNPG der Verfahren in der XY-Ebene. Die NNPG
des PM-VLF Verfahrens, siehe Abb. 5.2(b), und die des XYZ-VLF Verfahren, siehe
Abb. 5.2(d), sind aus Symmetriegru¨nden identisch mit der NNPG aus der XZ-Ebene.
Auch in dieser Ebene hat das PM-VLF Verfahren gefolgt von dem XYZ-VLF Ver-
fahren die beste NNPG. Das LT-VLF Verfahren, dargestellt in Abb. 5.2(a), hat in
dieser Ebene keine Richtung, in der seine NNPG mit der NPPG u¨bereinstimmt. Der
maximale Fehler in der NNPG ist vergleichbar mit dem des PM-VLF und XYZ-VLF
Verfahrens. Das S-LF Verfahren in Abb. 5.2(c) hat fu¨r alle dargestellten Auﬂo¨sun-
gen und Richtungen den gro¨ßten Fehler in der NNPG. Fu¨r den Fall r = 3 liegt die
Abweichung in der NNPG zwischen dem S-LF und allen anderen Verfahren bei ca.
40%, was signiﬁkant schlechter ist.
Abbildung 5.3 zeigt die NNPG der Verfahren auf einer Kegelﬂa¨che mit O¨ﬀnungs-
winkel ϑ = 45◦ bezu¨glich der z-Achse. Fu¨r die Wahl dieser Fla¨che hat keines der
dargestellten Verfahren eine Richtung in der seine NNPG mit NPPG u¨bereinstimmt.
Das in Abb. 5.3(a) dargestellte LT-VLF Verfahren hat von allen Verfahren die beste
NNPG. Ihm folgt das in Abb. 5.3(b) dargestellte PM-VLF Verfahren.
Das in Abb. 5.3(c) dargestellte S-LF Verfahren und das in Abb. 5.3(d) dargestellte
XYZ-VLF Verfahren haben ungefa¨hr die gleiche NNPG. Beide Verfahren sind ein-
deutig schlechter als das PM-VLF Verfahren.
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Abbildung 5.4(a) stellt den AF des PM-VLF Verfahrens dar. Aus Symmetriegru¨nden
hat das Verfahren fu¨r die XZ-Ebene in Abb. 5.4(a) und fu¨r die XY-Ebene in Abb. 5.4(a)
den gleichen AF. Fu¨r beide Ebenen hat der AF ein Minimum fu¨r ϕ = 45◦,135◦,225◦
und 315◦. Entlang der Koordinatenachsen tritt keine Da¨mpfung auf. Der maximale
Fehler im AF ist gro¨ßer als der in der NNPG. Abbildung 5.4(a) zeigt den AF auf der
Kegelﬂa¨che. Fu¨r Wellen die nur mit r = 3 Gitterpunkten pro Wellenla¨nge aufgelo¨st
werden, tritt eine starke Da¨mpfung auf.
Die Abb. 5.5 zeigt die NNPG der FVM in der XY-Ebene. Die NNPG der XYZ-LW-
UFVM, siehe Abb. 5.5(a) ist praktisch identisch mit der der XYZ-VLF Methode und
stimmt entlang der Koordinatenachsen mit der NPPG u¨berein. Die in Abb. 5.5(b)
dargestellte NNPG der ungesplitteten VLF-ZVFM ist immer gro¨ßer als die NPPG
in dieser Ebene und stimmt in keiner Richtung mit der NPPG u¨berein. Die NNPG
der FVM in der XZ-Ebene ist identisch mit der in der XY-Ebene und auf ihre
Darstellung wird daher verzichtet.
Abbildung 5.6 zeigt die NNPG der FVM auf einer Kegelﬂa¨che mit O¨ﬀnungswinkel
ϑ = 45◦ bezu¨glich der z-Achse. Fu¨r die Wahl dieser Fla¨che hat keines der darge-
stellten Verfahren eine Richtung in der seine NNPG mit NPPG u¨bereinstimmt. Das
in Abb. 5.6(b) dargestellte VLF-ZFVM Verfahren hat eine bessere NNPG als das in
Abb. 5.6(a) dargestellte XYZ-VLF-FVM Verfahren.
Zusammenfassend la¨sst sich sagen, dass von den untersuchten Split-Operator Ver-
fahren, die eine dispersionsfreie Integration entlang der z-Richtung zulassen, das
LT-VLF Verfahren die besten Dispersionseigenschaften hat.
5.5 Stabilita¨t
5.5.1 Methode der Finiten Integration
Leap-Frog-Verfahren
Die Stabilita¨tsanalyse der LF-Methode wird mittels der diskreten Energie (5.54)
vorgenommen. Als Stabilita¨tsbedingung ergibt sich(
Mµ 0
0 Mε
)
>
∆t
2
(
0 C
CT 0
)
. (5.75)
Die Bedingung kann, wie in [34], umgeschrieben werden als
1− ∆t
2
4
M−1µ CM
−1
ε C
T > 0. (5.76)
Ein hinreichendes Kriterium [35] fu¨r die Stabilita¨t der LF-Methode ist
∆t < min
m
1
cm
(
1
∆x2m
+
1
∆y2m
+
1
∆z2m
)−1/2
. (5.77)
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Stabilisiertes Leap-Frog-Verfahren
Die Stabilita¨tsanalyse der S-LF-Methode wird mittels der diskreten Energie (5.56)
vorgenommen. Als Stabilita¨tsbedingung ergibt sich(
Mµ 0
0 Mε
)
>
∆t
2
(
0 C′
C′T 0
)
. (5.78)
Die Bedingung wird, wie in [34], umgeschrieben als
1− ∆t
2
4
M−1µ C
′M−1ε C
′T > 0. (5.79)
Um die Stabilita¨t des Verfahrens in Abha¨ngigkeit vom Parameter τ weiter zu ana-
lysieren, wird die Bedingung (5.79) durch eine Fourieranalyse untersucht.
Die Stabilita¨tsbedingung (5.79) ergibt sich zu
0 > σ2 (u+ v)
(−6 + τσ2u)2 − 36 (5.80)
mit
u := sin2
(
kx∆
2
)
+ sin2
(
ky∆
2
)
, u ∈ [0, 2]
v := sin2
(
kz∆
2
)
, v ∈ [0, 1] .
(5.81)
Die Stabilita¨tsbedingung (5.80) wird durch die strenge Abscha¨tzung
(u+ 1) ≥ (u+ v) (5.82)
zu
0 > σ2 (u+ 1)
(−6 + τσ2u)2 − 36 (5.83)
vereinfacht. Da der Parameter τ so bestimmt werden soll, dass das Verfahren fu¨r
σ = 1 stabil ist, wird im na¨chsten Schritt σ = 1 gesetzt und die Ungleichung als
0 > H (u, τ) (5.84)
mit der Funktion
H (u, τ) := (u+ 1)(−6 + τu)2 − 36 (5.85)
geschrieben. Da H ein Polynom dritten Gerades in x, mit einer Nullstelle fu¨r u = 0
und dem asymptotischen Verhalten H (−∞) = −∞ sowie H (∞) =∞ ist, ist die
Ungleichung (5.84) nur dann erfu¨llt, wenn keine der beiden anderen Nullstellen
u± (τ) =
12− τ ±√τ (24 + τ)
2τ
(5.86)
im Intervall u ∈ (0, 2) liegt. Da gilt u− (τ) < u+ (τ), reicht es aus, die Gleichungen
w− (τ0) = 0 zu lo¨sen und die Bedingung w+ (τ0) > 2 zu kontrollieren, um die un-
tere Grenze τ0 = 3 zu erhalten. Die Berechnung der oberen Grenze geschieht durch
Lo¨sen der Gleichungen w+ (τ1) = 2 und Kontrolle der Bedingung w− (τ1) < 0 und
ergibt τ1 = 3 +
√
3, womit die Stabilita¨tsbedingung τ ∈ [3, 3 +√3] bei einem Cou-
rantparameter von σ = 1 bewiesen ist.
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Verlet-Leap-Frog-Verfahren
Die Stabilita¨tsanalyse der VLF-Methode kann mittels der diskreten Energie (5.58)
vorgenommen werden. Als Stabilita¨tsbedingung ergibt sich zu
1− ∆t
2
4
M−1ε C
TM−1µ C > 0 (5.87)
und ist damit identisch zu der des LF-Verfahrens.
Split-Operator-Verfahren in drei Raumrichtungen
Fu¨r das XYZ-VLF Verfahren kann kein Beweis fu¨r die Stabilita¨t erbracht werden.
Der Courantparameter σ = 1 ist aber sicherlich die oberste Grenze, da ansonsten
die VLF-Methoden fu¨r die Subsysteme instabil werden.
Split-Operator-Verfahren in longitudinal und transversaler
Raumrichtung
Der Stabilita¨tsbeweis fu¨r σ ≤ 1 wird durch eine Fourieranalyse gegeben. Aus der
Dispersionsbeziehung (5.72) folgt, dass das Verfahren einen Ampliﬁzierungsfaktor
von Eins hat, solange gilt
K (u, v, σ) := σ2 (u+ v)− σ
4
4
u
(
4v + u
(
1− σ2v)) ∈ [0, 1] (5.88)
mit den Abku¨rzungen
u := sin2
(
kx∆
2
)
+ sin2
(
ky∆
2
)
∈ [0, 2] ,
v := sin2
(
kz∆
2
) ∈ [0, 1] . (5.89)
Um die Bedingung (5.88) unter der Voraussetzung σ ∈ [0, 1] zu veriﬁzieren, wird
zuerst die Ungleichung
K (u, v, σ) ≥ 0 fu¨r σ ∈ [0, 1] (5.90)
bewiesen.
σ−2K (u, v, σ) =
(
1− σ
2
4
(
4v + u
(
1− σ2v)))u+ v
≥
(
1− σ
2
4
(
4v + u
(
1− σ2v)))u
≥
(
1− σ
2
4
(
4v + 2
(
1− σ2v)))u
=
(
1− σ
2
4
(
2 + 4
(
1− σ
2
2
)
v
))
u
≥
(
1− σ
2
4
(
2 + 4
(
1− σ
2
2
)))
u
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Aus der letzten Ungleichung folgt, dass eine hinreichende Bedingung fu¨rK (u, v, σ) ≥ 0
die Bedingung
1 ≥ σ
2
4
(
2 + 4
(
1− σ
2
2
))
(5.91)
ist. Da die rechte Seite der Ungleichung (5.91) fu¨r σ = 0 Null ist, fu¨r σ2 ≤ 3/2
monoton steigend und fu¨r σ = 1 exakt gleich Eins ist, ist die Bedingung (5.91) fu¨r
σ ∈ [0, 1] immer erfu¨llt. Damit ist die Aussage (5.90) bewiesen.
Als letztes bleibt noch die Ungleichung
K (u, v, σ) ≤ 1 fu¨r σ ∈ [0, 1] (5.92)
zu beweisen. Fu¨r σ = 0 ist die Ungleichung (5.92) sicherlich erfu¨llt. Um zu sehen,
ab welchem Wert von σ
K (u, v, σ) = 1 (5.93)
exakt gilt, wird (5.93) nach σ als Funktion von x und y aufgelo¨st,
σ21 (u) =
2
u
, σ22 (v) =
1
v
. (5.94)
Aus (5.94) und (5.89) folgt sofort die Bedingung σ ≥ 1, womit (5.92) bewiesen ist.
Algebraisches Split-Operator-Verfahren
Fu¨r das PM-VLF Verfahren kann kein Beweis fu¨r die Stabilita¨t gegeben werden.
Eine notwendige Bedingung ist sicherlich σ ≤ 1, da ansonsten die VLF-Methoden
fu¨r die Subsysteme instabil werden.
5.5.2 Finite Volumen Methoden
Split-Operator-Verfahren in drei Raumrichtungen fu¨r den Upwind-Fluss
Fu¨r das Verfahren kann kein Beweis fu¨r die Stabilita¨t gegeben werden. Eine not-
wendige Bedingung ist sicherlich σ ≤ 1, da ansonsten die LW-Methoden fu¨r die
Subsysteme instabil werden.
Verlet-Leap-Frog-Verfahren fu¨r den zentralen Fluss
Die Stabilita¨tsanalyse der VLF-Methode kann mittels der diskreten Energie (5.64)
vorgenommen werden. Als Stabilita¨tsbedingung ergibt sich zu
1− ∆t
2
4
M−1ε CM
−1
µ C > 0. (5.95)
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5.6 Beru¨cksichtigung der Anregung
Um die Anregung zu beru¨cksichtigen, wird die Lo¨sung u¨ber ein Zeitintervall ∆t
gema¨ß (5.2) in eine homogene Lo¨sung und eine inhomogene Lo¨sung aufgeteilt. Der
inhomogene Anteil wird durch
t1∫
t0
exp (A (t− t′))b (t′) dt′ = 1
2
(1 + exp (A∆t))
t1∫
t0
b (t′) dt′ +O (∆t3) (5.96)
gena¨hert. Mit der Bezeichnung
b
(n)
:=
1
∆t
tn+1∫
tn
b (t′) dt′ (5.97)
fu¨r die zeitgemittelte Anregung, kann ein Algorithmus von zweiter Ordnung Ge-
nauigkeit in der Zeit, der die Anregung beru¨cksichtigt als
y(∗) = y(n) + ∆t
2
b
(n)
,
y(∗∗) = G (∆t)y(∗),
y(n+1) = y(∗∗) + ∆t
2
b
(n)
(5.98)
geschrieben werden. Als Propagationsmatrix G (∆t) kann ein beliebiger Algorith-
mus zur Lo¨sung der homogenen Gleichung von zweiter Ordnung Genauigkeit in der
Zeit benutzt werden, in denen die Unbekannten zu gleichen Zeitpunkten allokiert
sind.
Die Aussage zur zeitlichen Ordnung gilt nur fu¨r zweimal stetig diﬀerenzierbare An-
regungen. Dies ist fu¨r die mit einem PIC-Algorithmus berechneten Stro¨me nicht
immer der Fall. Klassen von Algorithmen zur Stromberechnung, die diese Bedin-
gungen erfu¨llen, werden im folgendem dargestellt.
6. STROMINTERPOLATIONSALGORITHMEN
FU¨R DIE DISKRETEN
KONTINUITA¨TSGLEICHUNGEN
Fu¨r die numerische Lo¨sung der Maxwellschen Gleichung wird nur der zeitabha¨ngige,
hyperbolische Anteil verwendet. Somit wird das von einem Teilchenpaket erzeugte
Feld nur durch seinen elektrischen Strom und nicht durch seine elektrische Ladungs-
dichte bestimmt. Im analytischen ist dieses Vorgehen gerechtfertigt, da die aus
der Vlasov-Gleichung berechneten Ladungs- und Stromdichten die Kontinuita¨tsglei-
chung erfu¨llen. Fu¨r das elektrische Feld bedeutet dies, dass das Gauss-Gesetz immer
erfu¨llt ist.
Im diskreten muss dies jedoch nicht der Fall sein und der Fehler im diskretem Gauss-
Gesetz kann, solange ein elektrischer Strom ﬂießt, mit der Zeit ungebunden anstei-
gen∗. Dabei lassen sich zwei Ursachen fu¨r den Anstieg unterscheiden. Erstens: Es
existiert keine diskrete Kontinuita¨tsgleichung fu¨r die numerische Methode. Zwei-
tens: Eine diskrete Kontinuita¨tsgleichung existiert, jedoch erfu¨llen die verwendeten
Strom- und Ladungsinterpolationen sie nicht.
Die Problematik soll kurz anhand eines Beispiels erla¨utert werden. Dafu¨r wird fu¨r
eine numerische Simulation einmal die Ladungsdichte q aus dem diskretem Gauss-
Gesetz (3.6) berechnet und andererseits direkt aus der Position der Makroteilchen
qp, letztere entspricht der physikalisch exakten Ladungsdichte. Im kontinuierlichen
Fall, d.h. fu¨r die exakte Lo¨sung der Maxwellschen Gleichungen und die Anwendung
des analytischen Divergenzoperators, sind die beiden gewonnenen Ladungsdichten
identisch. Im diskreten ist, wie bereits bemerkt, dies i.a. nicht der Fall. Ab-
bildung 6.1 zeigt die relative Diﬀerenz der Ladungsdichten δq := qp − q fu¨r das
LT-VLF Verfahren mit einer fu¨r das VLF Verfahren konservativen Strominterpo-
lation. Der Fehler steigt oﬀenbar mit der Zeit an und kann unter Umsta¨nden den
Gesamtfehler der Rechnung dominieren.
Dies motiviert die Untersuchung, wie die Ladungs- und Strominterpolation zu wa¨hlen
sind, falls eine diskrete Kontinuita¨tsgleichung existiert.
Abschließend sei darauf hingewiesen, dass eine approximative Beru¨cksichtigung des
∗ Falls kein Strom ﬂießt, ist aufgrund der strikten Stabilita¨t des Verfahrens ein Anstieg des
Fehlers im Gauss-Gesetz mit der Zeit ausgeschlossen.
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Abb. 6.1: Zeitlicher Anstieg des
Fehlers im semidiskreten FIT-
Gauss-Gesetz fu¨r die LT-VLF
Methode fu¨r eine nicht konserva-
tive Strominterpolation.
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Gauss-Gesetzes anhand von δq durch die Berechnung eines Korrekturpotential mit
den in [36, 37, 38, 39] beschriebenen Methoden immer mo¨glich ist. Der Speicherauf-
wand dieser Verfahren ist jedoch immer ho¨her als der fu¨r Methoden, die auf einer
konservativen Strom- und Ladungsinterpolation basieren.
6.1 Methode der Finiten Integration
6.1.1 Lo¨sung der volldiskreten Kontinuita¨tsgleichung des
Leap-Frog-Verfahrens
Den LF, S-LF und VLF Verfahren ist gemein, dass sie die diskrete Kontinuita¨tsglei-
chung
q(n+1) − q(n)
∆t
+ S˜

j
n+1/2
= 0. (6.1)
haben. Um eine Lo¨sung von (6.1) zu ﬁnden, wird die Gleichung als
t(n+1)∫
t(n)
∫
V˜m
(
∂t+ div 	J
)
dV dt = 0 (6.2)
mit
q(n) :=
∫
V˜m

(
	x, t(n)
)
dV,
(6.3)

j
n+1/2
α,m :=
1
∆t
t(n+1)∫
t(n)
∫
A˜α,m
	J (	x, t) · d 	Adt, α ∈ [u, v, w]
fu¨r eine duale Gitterzelle mit Index m geschrieben. Folglich kann wegen (6.2) mit
Hilfe der Projektion (6.3) jeder Lo¨sung der kontinuierlichen Kontinuita¨tsgleichung
eine Lo¨sung der diskreten Kontinuita¨tsgleichung (6.1) zugewiesen werden.
Fu¨r ein Teilchen mit Ladung qp und der Formfunktion S (	x) ist die Ladungsdichte
 durch
 (	x, t) := qpS (	x− 	xp (t)) (6.4)
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und die mit ihr assozierte Stromdichte durch
	J (	x, t) := 	˙xp (t)  (	x, t) (6.5)
gegeben, sie erfu¨llt die kontinuierliche Kontinuita¨tsgleichung. Durch die Projek-
tion (6.3) erha¨lt man somit
q(n) := qp
∫
V˜m
S (	x− 	xp (t)) dV (6.6)
und

j
(n+1/2)
α,m :=
1
∆t
t(n+1)∫
t(n)
∫
A˜α,m
	˙xp (	x, t) · d 	Adt, α ∈ [u, v, w] (6.7)
als Lo¨sung der diskreten Kontinuita¨tsgleichung (6.1).
Fu¨r beliebige Teilchentrajektorien und Formfunktionen ist eine geschlossene Aus-
wertung der Integrale (6.6), (6.7) nicht mo¨glich. Falls jedoch die Trajektorien un-
ter Beibehaltung des Anfangs- und Endpunktes, und die Formfunktionen geeignet
gewa¨hlt werden, ist eine exakte Berechnung der Integrale mit dem im folgendem
vorgestellten Methoden mo¨glich.
Zerlegung der Trajektorie in achsenparallele Segmente
In diesem Abschnitt wird als Na¨herung angenommen, dass sich die Trajektorie
des Teilchens aus drei Segmenten entlang der Koordinatenachsen zusammensetzt.
Anstatt das Integral (6.7) fu¨r den Strom direkt auszuwerten, ist es einfacher, bei
z
x
y
x
(n)
p x
(n+1/3)
p
x
(n+2/3)
p
x
(n+1)
p
Abb. 6.2: Die exakte Teilchentrajektorie und die
durch drei koordinatenparallelen Segmente ap-
proximierte Trajektorie. Wa¨rend die exakte Tra-
jektorie stetig diﬀerenzierbar ist, ist dies fu¨r die
Approximierte Trajektorie nicht der Fall.
einer gegebenen Gitterladung q fu¨r jedes der drei achsenparallelen Segmente des
Pfades (siehe Abb. 6.2) den Strom durch die aus (6.1) gewonnenen Rekursionsbe-
ziehungen

j x,ijk =

j x,i−1jk − δQx,ijk,

j y,ijk =

j y,ij−1k − δQy,ijk,

j z,ijk =

j z,ijk−1 − δQz,ijk
(6.8)
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mit
δQx,ijk := q
(n+1/3)
ijk − q(n)ijk ,
δQy,ijk := q
(n+2/3)
ijk − q(n+1/3)ijk ,
δQz,ijk := q
(n+1)
ijk − q(n+2/3)ijk
(6.9)
zu berechnen. Da außerhalb der Tra¨ger von δQx, δQy, δQz der Strom gleich Null
ist, ko¨nnen die Rekursionsbeziehungen auf einer entsprechenden x-, y- oder z-Fla¨che
unmittelbar außerhalb des jeweiligen Tra¨gers mit diesem Wert initialisiert werden.
Der Vorteil dieses Verfahrens ist, dass es einfach und somit o¨konomisch zu implemen-
tieren ist. Als Nachteil dieses Verfahrens ist zum einem, die relativ grobe, nicht ste-
tig diﬀerenzierbare Approximation des eigentlichen Pfades des Teilchens aufzufu¨hren
und zum anderem die systematische Bevorzugung der Raumrichtungen.
Eine Erweiterung der Methode, die diese Nachteile, bis auf die nicht stetige Diﬀeren-
zierbarkeit behebt, ist mo¨glich, jedoch erho¨ht sich dann deutlich der Rechenaufwand.
Durch eine Erho¨hung der Anzahl der koordinatenparallelen Segmente und der Kollo-
kation mit weiteren Punkten, zusa¨tzlich zu den Anfangs- und Endpunkten, der exak-
ten Trajektorie ist eine beliebig genaue Approximation der Trajektorie mo¨glich. Die
Bevorzugung von Koordinatenrichtungen kann durch eine Mittelung u¨ber alle Per-
mutationen der Pfade im Raum eliminiert oder durch eine Permutation der Koordi-
natenrichtungen fu¨r die Segmente des Pfades in jedem Zeitschritt verringert werden.
Fu¨r eine weiterfu¨hrende Diskussion dieser Art von Methoden sei auf [40] verwiesen.
Eine auf B-Splines basierende Methode
Um ein auf einer stetig diﬀerenzierbaren Trajektorie basierendes Verfahren zu erhal-
ten, wird eine unter die Kategorie der in [41] eingefu¨hrten Virtual-Particle-Methode
fallendes Verfahren hergeleitet. Dabei wird im folgenden nur der Fall eines homo-
genen Gitters behandelt, der inhomogene Fall kann durch eine Koordinatentrans-
formation auf den homogenen Fall zuru¨ckgefu¨hrt werden. Fu¨r die Formfunktionen
der Teilchen wird angenommen, dass sie als Tensorprodukt von uniformen B-Splines
vom Grad k durch
S (	x) := Bk
( x
∆
)
Bk
( y
∆
)
Bk
( z
∆
)
(6.10)
gegeben sind. Eine Deﬁnition der uniformen B-Splines wird im Anhang D gegeben.
Aufgrund der Deﬁnition der B-Splines ist eine einfache Auswertung der ra¨umlichen
Integration mo¨glich. Die Integrale (6.6) und (6.7) vereinfachen sich zu
qijk (t) = qpBk+1
(
xi − xp (t)
∆
)
Bk+1
(
yj − yp (t)
∆
)
Bk+1
(
zk − zp (t)
∆
)
(6.11)
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und

j
(n+1/2)
x,ijk =
qp
∆t
t(n+1)∫
t(n)
x˙p (t) Bk
(
x˜i−xp(t)
∆
)
Bk+1
(
yj−yp(t)
∆
)
Bk+1
(
zk−zp(t)
∆
)
dt,

j
(n+1/2)
y,ijk =
qp
∆t
t(n+1)∫
t(n)
x˙p (t) Bk+1
(
xi−xp(t)
∆
)
Bk
(
y˜j−yp(t)
∆
)
Bk+1
(
zk−zp(t)
∆
)
dt,

j
(n+1/2)
z,ijk =
qp
∆t
t(n+1)∫
t(n)
x˙p (t) Bk+1
(
xi−xp(t)
∆
)
Bk+1
(
yj−yp(t)
∆
)
Bk
(
z˜k−zp(t)
∆
)
dt.
(6.12)
Mithin verbleibt nur noch die Aufgabe, die Integrale (6.12) auszuwerten. Fu¨r
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x
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Abb. 6.3: Trajektorie eines
Teilchens und die drei von ihm
wa¨hrend eines Zeitschrittes pas-
sierten polynomialen Bereiche
eines B-Splines vom Grad zwei.
Die Deﬁnitionsbereiche, auf
denen der B-Spline polynomial
ist, sind als graue und schwarze
Segmente des Splines gezeichnet.
eine lineare Trajektorie sind die Integranden ein Produkt von B-Spline Funktionen
und somit stu¨ckweise polynomial (siehe Abb. 6.3). Dies ermo¨glicht eine exakte
Auswertung der Integrale (6.12).
In einem ersten Schritt sind die Volumen zu bestimmen, in denen die B-Splines
polynomial sind. Mit Hilfe der Deﬁnition der B-Splines kann dabei die folgende
Aussage gemacht werden: ist die Formfunktion ein Tensorprodukt vom B-Splines
des Grades k, so sind die Integranden (6.12) polynomial auf dem prima¨ren Gitter,
falls k gerade ist und polynomial auf dem dualem Gitter, falls k ungerade ist. Die li-
neare Teilchentrajektorie wird dann in Segmente aufgeteilt, die vollsta¨ndig in einem
prima¨ren(dualen) Gittervolumen verlaufen. Das Auﬃnden der Segmente kann auf
das Problem des Schnittes zwischen der linearen Trajektorie und Ebenen reduziert
werden, siehe z.B. [42] fu¨r einen entsprechenden Algorithmus. Da innerhalb eines
jeden Segmentes die Integranden polynomial sind, kann man die Integrale entweder
analytisch berechnen oder aber durch eine Gauss-Legendre Quadraturformel [43] der
Ordnung n = 3(r + 1)/2 ebenfalls exakt berechnen. Die Gauss-Legendre Qua-
dratur hat den Vorteil einer einfacheren und ﬂexibleren Implementierung als eine
explizite Berechnung der Stammfunktionen der Integranden. Als einziger Nachteil
dieser Verfahrensklasse ist ihr hoher numerischer Aufwand anzufu¨hren. Im Fall von
B-Splines vom Grad 0 ist eine Implementierung in [44] und eine o¨konomisierte, kon-
servative Approximation in [45] zu ﬁnden.
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6.1.2 Lo¨sung der volldiskreten Kontinuita¨tsgleichung des
Split-Operator-Verfahrens in longitudinaler und
transversaler Raumrichtung
Um eine die diskreten Kontinuita¨tsgleichung (5.62) des LT-VLF Verfahrens erfu¨llende
Ladungs- und Strominterpolation herzuleiten, wird (5.62) als
q
(n+1)
LT − q(n)LT
∆t
+ S˜xΛ

j
(n+1/2)
x,LT + S˜yΛ

j
(n+1/2)
y,LT + S˜z

j
(n+1/2)
z,LT = 0 (6.13)
mit dem linearen Operator
Λ := 1− σ
2
4
PzP
T
z (6.14)
geschrieben. Die Indizierung mit LT dient im folgendem dazu, die speziell fu¨r
das LT-VLF Verfahren deﬁnierte Ladungs- und Strominterpolation zu kennzeich-
nen. Um die Gleichung (6.13) zu lo¨sen, wird zuna¨chst die diskrete Kontinuita¨tsglei-
chung (6.1)
q
(n+1)
LF − q(n)LF
∆t
+ S˜x

j
(n+1/2)
x,LF + S˜y

j
(n+1/2)
y,LF + S˜z

j
(n+1/2)
z,LF = 0 (6.15)
mit einer sie lo¨senden Ladungsinterpolation qLF und Strominterpolation

jLF be-
trachtet. Die Anwendung des Operators Λ auf (6.15) und das Ausnutzen der Iden-
tita¨ten
[
S˜x,Λ
]
= 0 und
[
S˜y,Λ
]
= 0 ergibt:
Λq
(n+1)
LF −Λq(n)LF
∆t
+ S˜xΛ

j
(n+1/2)
x,LF + S˜yΛ

j
(n+1/2)
y,LF + S˜zΛ

j
(n+1/2)
z,LF = 0 (6.16)
Ein Koeﬃzientenvergleich von (6.13) mit (6.16) liefert die Beziehung
q
(n)
LT = Λq
(n)
LF ,

j
(n+1/2)
x,LT =

j
(n+1/2)
x,LF ,

j
(n+1/2)
y,LT =

j
(n+1/2)
y,LF ,

j
(n+1/2)
z,LT = Λ

j
(n+1/2)
z,LF
(6.17)
zwischen den Lo¨sungen der diskreten Kontinuita¨tsgleichungen (6.15) und (6.13).
Dies bedeutet, dass fu¨r jede konservative Strominterpolation mit einem der in Ab-
schnitt 6.1.1 vorgestellten Verfahren mit Hilfe des Operators Λ eine konservative
Strominterpolation fu¨r das LT-VLF Verfahren gewonnen werden kann. Der Ope-
rator Λ hat dabei die folgenden, innerhalb des Stabilita¨tsbereiches des LT-VLF
Verfahrens gu¨ltigen, Eigenschaften:
1. Sto¨rung des Einheitsoperators von zweiter Ordnung im Raum:
‖1−Λ‖h = O (∆2)
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2. Erhaltung des Vorzeichens:
Positive/negative Gitterfunktionen werden auf positive/negative Gitterfunk-
tionen abgebildet.
3. Erhaltung der Ladung:
Die summierten Gitterladungen von q und Λq sind identisch.
4. Ra¨umlicher Tiefpassﬁlter fu¨r

j
(n+1/2)
z,LF und q
(n)
LF in z-Richtung:
Seine U¨bertragungsfunktion∗ ist G (βz) = 1− σ2 sin2 (βz/2).
Aufgrund dieser Eigenschaften ist gewa¨hrleistet, dass die mittels des OperatorsΛ ge-
wonnenen Ladungen und Stro¨me physikalisch sinnvoll sind und als durch einen Tief-
pass geﬁlterten Gro¨ßen interpretiert werden ko¨nnen. An der Stabilita¨tsgrenze des
LT-VLF Verfahrens, d.h. fu¨r σ = 1 werden insbesondere die Grenzmoden βz = ±π
aus der Anregung eliminiert.
6.1.3 Lo¨sung der volldiskreten Kontinuita¨tsgleichung des
Split-Operator-Verfahrens in drei Raumrichtungen
Um eine die diskreten Kontinuita¨tsgleichung (5.60) des XYZ-VLF Verfahrens erfu¨llende
Ladungs- und Strominterpolation herzuleiten, wird (5.60) als
q
(n+1)
XYZ − q(n)XYZ
∆t
+ S˜yΛyΛz

j
(n+1/2)
x,XYZ + S˜yΛz

j
(n+1/2)
y,XYZ + S˜z

j
(n+1/2)
z,XYZ = 0 (6.18)
mit dem linearen Operatoren
Λy := 1− σ
2
8
PyP
T
y (6.19)
und
Λz := 1− σ
2
8
PzP
T
z (6.20)
geschrieben. In Analogie zum Vorgehen fu¨r die LT-VLF Methode kann aus der
Lo¨sung der diskreten Kontinuita¨tsgleichung (6.13) durch Anwendung des Operators
ΛyΛz auf (6.13) und einem Koeﬃzientenvergleich mit (6.18) die folgende Beziehung
zwischen den Lo¨sungen gefunden werden
q
(n)
XYZ = ΛyΛzq
(n)
LF ,

j
(n+1/2)
x,XYZ =

j
(n+1/2)
x,LF ,

j
(n+1/2)
y,XYZ = Λy

j
(n+1/2)
y,LF ,

j
(n+1/2)
z,XYZ = ΛyΛz

j
(n+1/2)
z,LF .
(6.21)
Innerhalb des Stabilita¨tsbereiches des Verfahrens gelten fu¨r den Operator ΛyΛz die
folgenden Aussagen:
∗ Fu¨r die Notation sei auf Kapitel 5.4 verwiesen.
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1. Sto¨rung des Einheitsoperators von zweiter Ordnung im Raum:
‖1−ΛzΛy‖h = O (∆2)
2. Erhaltung des Vorzeichens:
Positive/negative Gitterfunktionen werden auf positive/negative Gitterfunk-
tionen abgebildet.
3. Erhaltung der Ladung:
Die summierten Gitterladungen von q und ΛzΛyq sind identisch.
Aufgrund dieser Eigenschaften ist gewa¨hrleistet, dass die mittels des Operators
ΛzΛy gewonnenen Ladungen und Stro¨me physikalisch sinnvoll sind. Der Opera-
tor ΛzΛy kann an der Stabilita¨tsgrenze des XYZ-VLF Verfahrens σ = 2 nicht als
Tiefpassﬁlter interpretiert werden.
6.2 Finite Volumen Methoden
Der Strom fu¨r die FVM wird durch die approximative Berechnung des Integrals
j(n+1/2)m ≈
1
∆tVm
t(n+1)∫
t(n)
∫
ym
	vp (	x− 	xp) dV dt (6.22)
gewonnen. Dies geschieht fu¨r die vorliegenden Verfahren durch eine Quadraturformel
von zweiter Ordnung Genauigkeit in der Zeit und im Raum
j(n+1/2)m,α := v
(n+1/2)
p,α 
(
	xm − 	x(n+1/2)p
)
, α ∈ [x, y, z] . (6.23)
Der so berechnete Strom erfu¨llt nicht die volldiskrete Kontinuita¨tsgleichung der
VLF-ZFV Methode.
7. FILTERN DER STRO¨ME UND DER
FELDER
Fu¨r die Einfu¨hrung von Tiefpassﬁltern zur Unterdru¨ckung von kurzen Wellenla¨ngen
im Raum und hohen Frequenzen in der Zeit fu¨r die elektromagnetische Feldlo¨sung
gibt es fu¨r PIC Simulationen zwei Gru¨nde. Erstens, der das Raumladungsfeld er-
zeugende Strom wird durch eine, im Vergleich zum kontinuierlichem Problem, kleine
Anzahl von Makroteilchen berechnet. Dies fu¨hrt zu einer starken U¨berho¨hung der
Teilchenﬂuktuationen und somit zu einer, im Vergleich zur kontinuierlichen Lo¨sung,
stark u¨berho¨hten Amplituden fu¨r kurze Wellenla¨ngen und hohen Frequenzen. Zwei-
tens, fu¨r viele zur numerischen Lo¨sung der Maxwellschen Gleichungen verwendeten
Verfahren weicht fu¨r kurze Wellenla¨ngen die NNPG stark von der NPPG ab. Dies
hat zur Folge, dass die Moden mit einer kleinen Wellenla¨nge nach relativ kurzer
Zeit mit einer vollkommen falschen Phase in die numerische Lo¨sung eingehen und
dadurch starke Oszillationen in ihr erzeugen.
Zuerst wird das Filtern des Stromes betrachtet, also nur das der Anregung. Der
gleiche Eﬀekt kann zwar auch durch den Einsatz von Formfunktionen ho¨herer Ord-
nung fu¨r die Teilchen erreicht werden, jedoch nur mit signiﬁkant ho¨herem Rech-
enaufwand. Beide Methoden haben fu¨r nicht dissipative Verfahren den Nachteil,
dass sie einen Anstieg der Amplitude fu¨r kurze Wellenla¨ngen mit der Zeit nur redu-
zieren, jedoch nicht verhindern ko¨nnen. Anschließend wird, um letzteres zu errei-
chen, auch fu¨r nicht dissipative Verfahren zur Lo¨sung der Maxwellschen Gleichungen
ein Dissipationsmechanismus fu¨r die kurzen Wellenla¨ngen nachtra¨glich eingefu¨hrt.
Dabei gibt es zuna¨chst die zwei Mo¨glichkeiten, ra¨umliche oder zeitliche Filter zu
verwenden. Eine strikte Trennung ist jedoch weder mo¨glich noch zweckma¨ßig, da
mit Hilfe der Lax-Wendroﬀ-Technik [16] zeitliche Ableitungen aufgrund der dem
Problem zugrunde liegenden partiellen Diﬀerentialgleichung durch ra¨umliche Ablei-
tungen ersetzt werden ko¨nnen. Die Umwandlung in ra¨umliche Ableitungen macht
die Interpretation eines Filters als einen da¨mpfenden physikalischen Prozess mo¨glich
und erlaubt eine speichereﬃzientere Implementierung als ein rein zeitlicher Filter.
Ein weiterer Vorteil von ra¨umlichen Filtern ist die Mo¨glichkeit, ra¨umlich anisotrop
zu ﬁltern, was angesichts der speziellen Dispersionseigenschaften der entwickelten
Verfahren sinnvoll ist.
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7.1 Ra¨umliches Filtern des Stroms
Da fu¨r die spa¨tere Anwendung in Linearbeschleunigern die dominante Bewegungs-
richtung o.B.d.A die z-Richtung sei, wird ein nur in dieser Richtung wirkender ra¨um-
licher Filter betrachtet. Der in [46] vorgeschlagene Filteroperator ist durch
F : f → f̂ ,
αf̂k+1 + f̂k + αf̂k−1 = 12
2∑
l=0
al (fk+l + fk−l)
(7.1)
mit den Koeﬃzienten
a2 = −1
8
+
α
4
, a1 =
1
8
+ α, a0 =
1
8
+ α− a2 (7.2)
deﬁniert. Der Filter hat die folgende U¨bertragungsfunktion
G (βz) =
2∑
l=0
al cos (lβz)
1 + 2α cos (βz)
(7.3)
mit den Eigenschaften:
1. Eliminierung der ho¨chsten Moden, G (±π) = 0.
2. Keine Phasenverschiebung, da F symmetrisch ist.
3. Von vierter Ordnung Genauigkeit im Raum fu¨r homogene Gitter.
4. Regulierung der Da¨mpfung durch den Parameter α.
Die maximale Da¨mpfung wird fu¨r den Parameter α = −1/2 erzielt, fu¨r α = 0 ist
der Filter explizit und fu¨r α = 1/2 ist er ein Allpassﬁlter. Fu¨r eine ausfu¨hrliche
Diskussion und eine Erweiterung zu ho¨herer Ordnung sei auf [46] verwiesen. Der
Filter ist formal implizit, jedoch skaliert der Aufwand zur Lo¨sung des tridiagonalen
Gleichungssystems nur linear mit der Zahl der Unbekannten, falls eine verku¨rzte
Gaußelimination [47] verwendet wird. Die fu¨r eine der diskreten Kontinuita¨tsglei-
chungen hergeleiteten Lo¨sungen fu¨r die Ladungen und Stro¨me sind auch nach dem
Filtern wieder Lo¨sungen der jeweiligen diskreten Kontinuita¨tsgleichung. Dies folgt
unmittelbar aus der Eigenschaft
[
F, S˜∗
]
= 0 und Anwendung des Filters F auf die
Kontinuita¨tsgleichung
Fq(n+1) − Fq(n)
∆t
+ S˜∗F

j
(n+1/2)
= 0, (7.4)
wobei S˜∗ fu¨r einen der diskreten Divergenzoperatoren S˜, S˜XY Z , S˜LT steht.
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Abb. 7.1: Die U¨bertragungsfunk-
tion G des Filters F in Abha¨ngig-
keit vom Parameter α. Fu¨r
α = −0.5 ist die Da¨mpfung am
sta¨rksten und fu¨r α = 0.5 ist der
Filter ein Allpass.
7.2 Filtern des Verlet-Leap-Frog-Verfahrens
Um eine kontrollierbare Dissipation in die VLF-Methode einzufu¨gen, wird analog
zu dem in [41] TCA-Algorithmus, fu¨r die Berechnung des elektrischen Feldes ein
zeitlich gemitteltes magnetisches Feld verwendet. Der resultierende Algorithmus
wird im folgenden als TCA-VLF Methode bezeichnet und lautet

h
(n+1/2)
=

h
(n) − ∆t
2
M−1µ C
e(n),
e(n+1) = e(n) +∆tM−1ε C˜
(

h
(n+1/2)
+ 2α
(

h
(n+1/2) − h(n)
))
,

h
(n+1)
=

h
(n+1/2) − ∆t
2
M−1µ C
e(n+1).
(7.5)
Der Parameter α in (7.5) kontrolliert die Dissipation des Verfahrens. Fu¨r α = 0
stimmt die TCA-VLF Methode mit der VLF Methode u¨berein. Eine a¨quivalente,
rein ra¨umliche Formulierung der zeitlichen Mittelung in (7.5) ist durch ein Sub-
stitution der diskreten zeitlichen Ableitung mittels der ersten Gleichung aus (7.5)
mo¨glich und ergibt

h
(n+1/2)
=

h
(n) − ∆t
2
M−1µ C
e(n),
e(n+1) = e(n) +∆tM−1ε C˜
(

h
(n+1/2) − α∆tM−1ε Ce(n)
)
,

h
(n+1)
=

h
(n+1/2) − ∆t
2
M−1µ C
e(n+1).
(7.6)
Beide Formulierungen sind nu¨tzlich, die Formulierung (7.5) hat zwar einen ho¨heren
Speicheraufwand, aber dafu¨r weniger arithmetische Operationen als die Formulie-
rung (7.6). Durch eine Fourieranalyse kann das Folgende bewiesen werden: Das
TCA-VLF Verfahren ist stabil, falls die Parameter σ und α zu
σ ≤ 1√
3
, 0 ≤ α ≤ 1
6σ2
− 1
2
(7.7)
gewa¨hlt werden. Fu¨r propagierende Moden entspricht dies der Bedingung
KLF3 (1 + α)
2 σ2 ≤ 4
und es ergibt sich der Ampliﬁzierungsfaktor ζ zu
ζ = 1− 4ασ2KLF3. (7.8)
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Fu¨r die Dispersionsbeziehung erha¨lt man
tan(ω∆t)2 = 4
KLF3
(
1−KLF3 (α+ 1)2 σ2
)
(1− 2KLF3 (α+ 1)σ2)2
σ2. (7.9)
Im Vergleich zur VLF Methode hat die TCA-VLF Methode zu einem gegebenen
Courantparameter ein besseres Dispersionsverhalten. Dies wird in Abb. 7.2(a) fu¨r
einen Wellenvektor in z-Richtung illustriert. Die Da¨mpfung der Moden wird in
Abb. 7.2(b) gezeigt und ist, wie gewu¨nscht, fu¨r kurze Wellenla¨ngen am sta¨rksten.
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Abb. 7.2: Frequenz und Da¨mpfung fu¨r 	β = (0, 0, βz) fu¨r verschiedene Werte des
Da¨mpfungsparameters α und einem Courantparameter von σ = 0.8/
√
3. Fu¨r α = 0
tritt keine Da¨mpfung auf, da das Verfahren mit dem VLF Verfahren u¨bereinstimmt.
8. VALIDIERUNG UND VERGLEICH
DER METHODEN
Um eine korrekte Implementierung der numerischen Algorithmen zu gewa¨hrleisten
und einen Vergleich der Algorithmen untereinander zu haben, werden diese soweit
wie mo¨glich anhand von analytischen Lo¨sungen validiert. Fu¨r die numerische Lo¨sung
der Maxwellschen Gleichungen geschieht dies fu¨r verschiedene homogene Gitter, um
die theoretische Konvergenzordnung der numerischen Verfahren praktisch zu veriﬁ-
zieren. Im Gegensatz dazu, steht ein analytische Lo¨sung der vollsta¨ndigen Vlasov-
Maxwell Gleichungen ohne vereinfachende Annahmen nicht zur Verfu¨gung, deshalb
wird eine numerische Lo¨sung als Referenzlo¨sung verwendet.
8.1 Eigenmoden eines Rechteckresonators
Die Geometrie besteht aus einem rechteckigem Resonator der Kantenla¨nge L, dessen
Wa¨nde als perfekt elektrisch leitend angenommen sind. Sie wird mit einem homoge-
nen Gitter der Schrittweite ∆ diskretisiert und fu¨r jedes numerische Verfahren wird
jeweils sein maximal stabiler Zeitschritt benutzt. Als analytische Referenzlo¨sung
werden die Eigenmoden der Geometrie vom Typ TMmnp verwendet, siehe Abb. 8.1.
Als Anfangswert fu¨r die numerischen Verfahren werden die auf die jeweiligen Git-
terra¨ume projezierten TMmnp-Eigenmoden genommen. Der Fehler wird wie folgt
Abb. 8.1: Recheckresonator und
elektrisches Feld fu¨r einen TM115
Mode.
berechnet: Zuerst wird die analytische Lo¨sung fu¨r alle auf der FIT beruhenden Ver-
fahren durch Mittelung u¨ber die jeweiligen Kanten (siehe Gl. (3.1)) und fu¨r alle
auf der FVM basierenden Verfahren durch Mittelung u¨ber die jeweiligen Volumen
(siehe Gl. (3.22)) auf den entsprechenden Gitterraum projeziert. Anschließend wird
die L2-Norm der Diﬀerenz zwischen der projezierten analytischen und der numerisch
erhaltenen Lo¨sung fu¨r jeden Zeitschritt berechnet. Die innerhalb von fu¨nf Perioden
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auftretende maximale L2-Norm der Diﬀerenz wird dann als Fehler genommen. Die
Ergebnisse fu¨r alle vorgestellten Verfahren fu¨r den TM115-Mode sind in Tab. 8.1
dargestellt. Da der TM115-Mode die sta¨rkste ra¨umliche Variation in z-Richtung
hat, haben die Split-Operator-Verfahren einen deutlich niedrigeren Fehler als die
ungesplitteten Verfahren. Abbildung 8.2 zeigt die Fehler der Verfahren in doppelt
logarithmischer Darstellung. Aus ihnen ist ersichtlich, dass jedes der Verfahren mit
zweiter Ordnung Genauigkeit konvergiert.
N VLF TCA-VLF S-LF XYZ-VLF LT-VLF PM-VLF XYZ-LW-UVF VLF-ZVLF
103 3.30 3.88 5.44 4.62 0.99 1.49 2.23 6.20
203 0.86 0.94 1.37 1.10 0.27 0.47 0.48 3.09
303 0.38 0.32 0.63 0.51 0.12 0.21 0.23 1.49
403 0.21 0.24 0.35 0.29 0.07 0.12 0.14 0.87
503 0.13 0.15 0.22 0.18 0.04 0.07 0.08 0.59
Tab. 8.1: Fehler der Verfahren fu¨r den TM115 Mode.
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Abb. 8.2: Graphische Darstellung des relativen Fehlers Erel aufgetragen gegen die
Anzahl von Gitterpunkten n pro Raumrichtung. Die Steigung fu¨r Verfahren von
zweiter Ordnung Genauigkeit ist grau eingezeichnet.
8.2 Drift eines Bunches von Elektronen
Zur Validierung des vollsta¨ndigen PIC-Algorithmus wird der Drift eines Bunches
von Elektronen in einer zylindrischen Kavita¨t berechnet. Die Kavita¨t hat einen Ra-
dius von 0.4cm, eine La¨nge von 30cm und ihre Wa¨nde sind als perfekt elektrisch
leitend angenommenen. Durch den Mittelpunkt der linken Stirnﬂa¨che der Kavita¨t
wird ein rotationssymmetrischer Bunch injiziert. Der Radius des Bunches betra¨gt
4mm und die Ladung ist homogen in radialer Richtung verteilt. Das zeitliche Proﬁl
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entspricht einer Flat-Top-Verteilung, siehe Abb. 8.3(a), mit einer Anstiegszeit von
2ps und FWHM Zeit von 20ps, bei einer Gesamtladung von 5nC des Bunches. Alle
Teilchen des Bunches ﬂiegen mit der gleichen Geschwindigkeit von β = 0.95 pa-
rallel zur z-Achse. Die beschriebene Problemkonﬁguration ist rotationsymmetrisch,
dies erlaubt die Berechnung einer Referenzlo¨sung mit Hilfe des von dem Programm-
paketes MAFIA [48] zur Verfu¨gung gestellten, zweidimensionalen PIC-Algorithmus
TS2.
I
t/ps
2ps 2ps
20ps
(a) Flat-Top-Proﬁl des Stromes. (b) Geometrie und Bunch.
Abb. 8.3: Links das zeitliche Flat-Top-Proﬁl des Stromes. Rechts die zylindrische
Kavita¨t, der mit dem Pfeil gekennzeichnete Ort der Injektion und der Bunch.
Verglichen mit der Referenzlo¨sung werden zum einen die radiale Komponente der
berechneten elektrischen Felder in einem Abstand von r = 2mm entlang der z-Achse
sowie die normierte Emittanz εx und der RMS-Radius Rrms des Bunches. Dies ge-
schieht einerseits bei ﬁxiertem Gitter fu¨r verschiedene Courantparameter, um die
mo¨glichen Vorteile der Split-Operator-Methoden zu untersuchen und andererseits
bei festgehaltenem Courantparameter fu¨r verschiedene Gitter, um die Konvergenz
der Verfahren zu analysieren. Eine Studie der Konvergenz von teilchenbasierten
Verfahren ist schwierig, da die aus den Simulationen gewonnenen Phasenra¨ume mit-
einander verglichen werden mu¨ssen. Dies kann z.B. durch einen Vergleich einer
gewissen Anzahl von Momenten der Phasenraumverteilung geschehen. Anstatt eine
große Anzahl von Momenten zu vergleichen, wird in dieser Arbeit lediglich die Kon-
vergenz der aus den numerischen Lo¨sungen berechneten Emittanz bezu¨glich der aus
der Referenzlo¨sung bestimmten Emittanz untersucht.
Die Berechnung der Emittanz, Radien und elektrischen Felder erfolgt auf einem
homogenen Gitter mit Kantenla¨nge ∆ = 1mm. Fu¨r jedes Verfahren werden auf
diesem Gitter mit den Zeitschritten, in Einheiten des Courantparameters, σ = 0.25,
0.5 und – falls innerhalb des Stabilita¨tsbereiches der Methode – σ = 1.0 berechnet.
Der fu¨r die Berechnung der Teilchentrajektorien verwendete Zeitschritt ist dabei
konstant gehalten worden, so dass innerhalb eines Zeitschrittes fu¨r die Berechnung
der Felder mehrere kleine Zeitschritte fu¨r die Berechnung der Teilchentrajektorie und
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Abb. 8.4: Transversale Emittanz εx als Funktion der z-Komponente zav des Bunch-
schwerpunktes fu¨r verschiedene Zeitschritte, angegeben in Einheiten des Courant-
parameters.
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Abb. 8.5: RMS-Radius Rrms als Funktion der z-Komponente zav des Bunchschwer-
punktes fu¨r verschiedene Zeitschritte, angegeben in Einheiten des Courantparame-
ters.
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Abb. 8.6: Fehler der radialen Komponente des elektrischen Feldes Er im Abstand
von R = 2mm entnlang der z-Achse zum Zeitpunkt t = 83ns. Zum Vergleich ist die
Referenzlo¨sung angegeben.
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Abb. 8.7: Relativer Fehler in der
transversalen Emittanz aufgetra-
gen gegen die Gitterschrittweite
∆. Der Courantparameter und
die Anzahl von Makroteilchen pro
Gitterzelle sind konstant gehal-
ten.
Stro¨me gemacht werden. Somit ha¨ngt die Lo¨sung in erster Na¨herung nur von den
verwendeten Verfahren zur numerischen Integration der Maxwellschen Gleichungen
und der Ankopplung des durch die Teilchen eingepra¨gten Stromes ab.
Fu¨r jedes Verfahren wird in Abbildung 8.4 die transversale Emittanz εx und in Ab-
bildung 8.5 der RMS Radius des Bunches gezeigt. Fu¨r den Zeitschritt σ = 0.25
zeigen alle Verfahren eine deutliche Diskrepanz zur den jeweiligen Referenzlo¨sun-
gen. Die Abweichungen fu¨r das XYZ-LF und S-LF Verfahren sind am gro¨ßten.
Fu¨r σ = 0.5 wird der Fehler fu¨r das XYZ-LF und S-LF Verfahren gro¨ßer und fu¨r
alle anderen Verfahren kleiner. Als letztes wird der Zeitschritt σ = 1.0 betrach-
tet. Fu¨r diesen Zeitschritt sind das VLF und TCA-VLF Verfahren instabil, die
Split-Operatormethoden jedoch nicht. Wa¨hrend fu¨r das XYZ-LF und S-LF Verfah-
ren der Fehler weiter ansteigt, konvergieren das PM-VLF und LT-VLF Verfahren
weiter gegen die Referenzlo¨sung, wobei die Diskrepanz des LT-VLF Verfahren zur
Referenzlo¨sung am geringsten ist.
Die Abbildung 8.6 zeigt das radiale elektrische Feld im Abstand von R = 2mm
von der Strahlachse zum Zeitpunkt t = 83ns. Fu¨r die Split-Operatormethoden ist
dabei der maximal stabile Zeitschritt entsprechend σ = 1 und fu¨r das VLF und
TCA-VLF Verfahren ein Zeitschritt entsprechend σ = 0.5 gewa¨hlt worden. Allen
Split-Operatormethoden ist gemein, das sie im Vergleich zu dem VLF und TCA-
VLF Verfahren deutlich weniger durch numerische Dispersionseﬀekte verursachtes
Rauschen zeigen. Die glatteste Lo¨sung wird von dem dissipativen PM-VLF Verfah-
ren geliefert, jedoch unterschreitet sie deutlich den Feldwert am Ende des Bunches.
Das dissipative TCA-VLF Verfahren ist zwar in der Lage das Rauschen leicht zu
da¨mpfen, jedoch ist, im Gegensatz zur VLF Methode, ein deutlche Diskrepanz in der
Position der Maxima zu erkennen. Im Gegensatz zu diesen beiden Verfahren geben,
wie zu erwarten, die nicht dissipativen Verfahren wesentlich besser die Amplitude
der Maxima wieder. Von den Split-Operator Methoden gibt die LT-VLF Methode
das am na¨chsten an der Referenzlo¨sung liegende elektrische Feld.
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Die Konvergenz der berechneten Emittanz fu¨r den Courantparameter σ = 0.1 und
konstant gehaltener Anzahl von Makroteilchen pro Gitterzelle ist exemplarisch fu¨r
das VLF-Verfahren in Abb. 8.7 gezeigt. Die Konvergenzordnung entspricht dem
theoretisch erwarteten Wert von zwei.
9. ANWENDUNG
Als Anwendungsbeispiel dient die in der Photoinjektor-Testanlage am DESY Zeu-
then (PITZ) installierte Elekronenkanone (PITZ-Kanone). In modernen Linear-
beschleunigern und fu¨r Freie Elektronenlasern wird eine hohe Anforderung an die
Strahlqualita¨t gestellt. Diese ha¨ngt maßgeblich von der Quelle, in diesem Fall der
Elektronenkanone, ab. Ein Ziel von PITZ ist es somit, die Strahlqualita¨t und die Be-
triebsparameter der Kanone fu¨r den spa¨teren Einsatz in Linearbeschleunigern und
freien Elektronenlasersern zu optimieren. Dazu sind neben den Messungen auch
Simulationen der Strahlparameter no¨tig.
Solenoid
HF-Zuleitung
Pra¨parationskammer
Abb. 9.1: Photographie der
PITZ-Kanone in DESY Zeuthen.
Rechts oben im Bild ist die HF-
Zuleitung zu sehen. Die zwei
Solenoiden zur Fokusierung des
Bunches sind in der Mitte der Ab-
bildung zu erkennen. Der Zylin-
der rechts der Mitte im Bild ist
die Pra¨parationskammer fu¨r die
Photokathoden.
Bei der PITZ-Kanone handelt es sich um eine Hochfrequenzelektronenkanone, in
der die Elektronen durch Photoemission erzeugt werden. Mit einem UV-Laser wer-
den Elektronen aus einer Photokathode herausgelo¨st. Die Photokathode beﬁndet
sich im Inneren eines Hohlraumresonators, dessen Phase so gewa¨hlt wird, dass die
herausgelo¨sten Elektronen ein beschleunigendes elektrisches Feld sehen. Aufgrund
ihrer eigenen Raumladung erfahren die Elektronen eine sie auseinandertreibende
Kraft. Um dies teilweise zu kompensieren, wird mit Hilfe der zwei Solenoiden ein
fokusierendes Magnetfeld erzeugt.
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Laser Bunch
fokusierender Solenoid
kompensierender Solenoid
Photokathode
Kavita¨t
Strahlrohr
Abb. 9.2: Schematische Darstel-
lung der PITZ-Kanone. Mit ei-
nem Laserstrahl werden Elektro-
nen auf einer Photokathode er-
zeugt. Das elektrische Feld in der
Kavita¨t beschleunigt die Elektro-
nen. Aufgrund seiner Raumla-
dungskra¨fte bla¨ht der Bunch sich
auf. Mit Hilfe des durch die
beiden Solenoiden erzeugten Ma-
gnetfeldes wird der Bunch foku-
siert.
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Abb. 9.3: Die linke Abbildung zeigt die z-Komponente des elektrischen Feldes des
beschleunigenden Eigenmode der Kavita¨t auf der Strahlachse. Die rechte Abbildung
zeigt die z-Komponente des durch die beiden Solenoiden erzeugten magnetischen
Feldes auf der Strahlachse.
Der in Abbildung 9.3(a) dargestellte Eigenmode der Kavita¨t ist mit dem Programm
CST Microwave Studio r© [49] und das in Abbildung 9.3(b) dargestellte statische
Magnetfeld der Solenoiden mit dem Programm CST EM StudioTM [50] berechnet
worden. Die ra¨umliche Diskretisierung fu¨r die Raumladungsberechnung ist homogen
in longitudinaler Richtung und betra¨gt ∆ = 0.5mm, in transversaler Richtung ist sie
homogen mit ∆ = 0.5mm in einem rechteckigem Gebiet von 10mm Kantenla¨nge um
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die Strahlachse und steigt dann transversal auf ∆ = 5mm an. Als Courantparame-
ter, bezogen auf das homogene longitudinale Gitter, wurde σ = 1 fu¨r das LT-VLF
und σ = 0.5 fu¨r das VLF Verfahren gewa¨hlt.
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Abb. 9.4: Radiale Komponente
des elektrischen Feldes Er im
Abstand von R = 2mm entlang
der z-Achse am Ende der Elek-
tronenkanone. Die LT-VLF-
Methode und PM-VLF-Methode
zeigen signiﬁkant weniger nume-
rische Dispersioneﬀekte als das
traditionelle VLF-Verfahren.
Der Bunch hat eine Gesamtladung von 1nC und radial ein gaussfo¨rmiges Proﬁl
mit einer Standardabweichung von σrms = 1.5mm und der Strom entspricht einer
Flat-Top-Verteilung mit einer Anstiegszeit von 2ps und einer FWHM-Zeit von 20ps,
was identisch mit dem Flat-Top-Proﬁle des Validierungsbeispiels (siehe Abb. 8.3(a))
ist. Die Phase des Eigenmodes, bezogen auf den Schwerpukt des Bunches, ist zu
ϕ = 38◦ und sein maximales elektrische Feld auf der Achse zu 42MV/m gewa¨hlt.
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Abb. 9.5: Die linke Graﬁk zeigt die transversale Emittanz εx, berechnet mit dem tra-
ditionellen VLF-Verfahren und dem neu entwickelten LT-VLF-Verfahren und PM-
VLF-Verfahren. Zum Vergleich ist die mit dem ASTRA-Code berechnete Emittanz
angegeben. Die linke Graﬁk zeigt die berechneten RMS-Radien. Fu¨r die VLF- und
LT-VLF-Methode sind die RMS-Radien praktisch identisch. Der mit dem PM-VLF
Verfahren berechnete RMS-Radius ist immer kleiner als der durch die LT-VLF- und
VLF-Verfahren berechnete RMS-Radius. Alle verwendeten Verfahren ergeben einen
kleineren RMS-Radius als der ASTRA-Code.
Die maximale magnetische Flussdichte des Solenoiden betra¨gt Bz = 0.17T in einem
Abstand von z = 0.27m bezu¨glich der Kathode.
Nach dem der Schwerpunkt des Bunches 250mm zuru¨ckgelegt hat, was dem Aus-
gang der Kanone entspricht, werden die radiale Komponente des elektrischen Feldes
und die RMS-Radien sowie die transversalen Emittanzen des Bunches fu¨r das LT-
VLF-Verfahren und das VLF-Verahren miteinander und dem ASTRA-Code [51]
verglichen. Das mit den Split-Operator-Verfahren berechnete radiale elektrische
Feld (siehe Abb. 9.4) zeigt signiﬁkant weniger numerische Dispersionseﬀekte als das
VLF-Verfahren. Insbesondere das PM-VLF-Verfahren produziert im Vergleich zum
LT-VLF-Verfahren weniger Rauschen, die Ursache dafu¨r liegt in der dem Verfah-
ren innewohnenden Dissipation fu¨r Wellen, die nicht entlang einer der Koordina-
tenachsen propagieren. Die durch die Verfahren berechneten Emittanzen (siehe
Abb. 9.5(a)) und RMS-Radien (siehe Abb. 9.5(b)) sind im wesentlichen identisch,
allem Anschein nach macht sich fu¨r die berechnete Distanz die ho¨here Genauigkeit
der Split-Operator-Methoden nicht bemerkbar.
10. ZUSAMMENFASSUNG UND
AUSBLICK
10.1 Zusammenfassung
Im Rahmen der Arbeit wurden Split-Operator-Methoden fu¨r die FIT, sowie FVM
hinsichtlich ihrer Anwendung in der Beschleuingerphysik untersucht. Motiviert
durch die starke Lorentzkontraktion der elektromagnetischen Felder in der Bewe-
gungsrichtungen der Teilchen wurden Split-Operator-Methoden konstruiert, die kei-
nen diskreten Dispersionsfehler entlang dieser Richtung haben. Die konstruierten
Verfahren wurden theoretisch untersucht und ihre Dispersionsbeziehungen fu¨r ei-
nige ausgewa¨hlte Richtungen verglichen. Anhand der Eigenmoden eines Rechteck-
resonators wurden die Verfahren anschließend validiert. Der vollsta¨ndigen PIC-
Algorithmus, in dem die Verfahren eingesetzt wurden, ist fu¨r die auf der FIT basie-
renden Algorithmen numerisch validiert worden. Dazu ist der Drift eines Elektronen-
bunches berechnet und es sind die Ergebnisse mit dem Programpaket MAFIA ver-
glichen worden. Die zwei zur Zeit erfolgversprechendsten Split-Operator-Verfahren
wurden anschließend angewandt, um die PITZ-Elektronenkanone zu simulieren, und
die Ergebnisse dem traditionellen Leap-Frog Verfahren gegenu¨bergestellt. Der neu
entwickelte LT-VLF Algorithmus hat sich dabei hinsichtlich der Unterdru¨ckung von
unphysikalischen Dispersionseﬀekten als signiﬁkant besser als das traditionelle Leap-
Frog-Verfahren erwiesen.
10.2 Ausblick
Zum einem ist die Einbindung der FVM in dem vorliegendem PIC-Algorithmus
zu vervollsta¨ndigen. Fu¨r die Berechnung von Strahlparameter ist dabei insbeson-
dere eine geeignete Wahl von Strominterpolationsschemen, Feldinterpolationssche-
men und der Anbindung des Quellterms zu ﬁnden. Ein andere Aspekt ist die Wei-
terentwicklung der Split-Operator-Algorithmen. Die untersuchten Verfahren haben
lediglich fu¨r einen Courantparameter σ = 1 und ein entlang der Strahlachse ho-
mogenes Gittern keine numerische Dispersion. In der Praxis ist ein homogenes
Gitter jedoch nicht immer wu¨nschenswert, da z.B. ein geometrisches Detail oder
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der Bunch genauer aufgelo¨st werden soll. Insofern ist es attraktiv, Untergitter und
lokale Zeitschritte einzufu¨hren. Dies macht insbesondere die FVM attraktiv, da bei
ihnen die Zellen nur u¨ber lokale numerische Flu¨sse gekoppelt sind. Ein Nachteil
der vorgestellten Verfahren ist, dass sie fu¨r Wellen, die entlang der Gitterdiagonalen
propagieren, deutlich schlechter als die traditionellen Verfahren sowie nur von zwei-
ter Ordnung Genauigkeit in Zeit und Raum sind. Folglich erscheint die Entwicklung
von Verfahren ho¨herer Ordnung, die entlang der Strahlachse keine Dispersion haben,
eine logische Weiterentwicklung.
ANHANG
A. MATHEMATIKA NOTEBOOK
Definition der Matrizen
MOne = DiagonalMatrix[{1, 1, 1}];MatrixForm[MOne];
MZero = DiagonalMatrix[{0, 0, 0}];MatrixForm[MZero];
CL = {{0,−Pz, 0}, {Pz, 0, 0}, {0, 0, 0}};MatrixForm[CL];
CLT = {{0,PTz, 0}, {−PTz, 0, 0}, {0, 0, 0}};MatrixForm[CLT];
AL0 = BlockMatrix[{{MOne,− 12σCL}, {MZero,MOne}}];MatrixForm[AL0];
AL1 = BlockMatrix[{{MOne,MZero}, {σCLT,MOne}}];MatrixForm[AL1];
AL = AL0. AL1.AL0;MatrixForm[AL];
CT = {{0, 0,Py}, {0, 0,−Px}, {−Py,Px, 0}};MatrixForm[CT];
CTT = {{0, 0,−PTy}, {0, 0,PTx}, {PTy,−PTx, 0}};MatrixForm[CTT];
AT0 = BlockMatrix[{{MOne,− 14σCT}, {MZero,MOne}}];MatrixForm[AT0];
AT1 = BlockMatrix[{{MOne,MZero}, {12σCTT,MOne}}];MatrixForm[AT1];
AT = AT0. AT1.AT0;MatrixForm[AT];
A = AT.AL.AT;MatrixForm[A];
Berechnung des Charakteristischen Polynoms
res1 = CharakteristicPolynomial[A, λ]; res2 = Simplify[res1];
Das Charakteristische Polynom hat die Nullstellen λ1=1, λ2=1, die die statischen Moden darstel-
len, sowie die doppelten Nullstellen des durch den Ausdrucks res3 gegebenen Polynoms, die die
propagierende Moden darstellen.
res3 = (λσ4P2xPT
2
x(−4+σ2PzPTz)−16λσ2PyPTy(−4+σ2PzPTz)+λσ4P2yPT2y(−4+σ2PzPTz)+
2λσ2PxPTx(−8 + σ2PyPTy)(−4 + σ2PzPTz) + 64((−1 + λ)2 + λσ2PzPTz));
Dispersionsbeziehung - Vereinfachung der zeitlichen Abha¨ngigkeiten
res4 = Collect[res3, λ]/.{(64σ2PzPTz+σ4P2xPT2x(−4+σ2PzPTz)−16σ2PyPTy(−4+σ2PzPTz)+
σ4P2yPT
2
y(−4 + σ2PzPTz) + 2σ2PxPTx(−8 + σ2PyPTy)(−4 + σ2PzPTz)) → a}
res5 = ComplexExpand[Expand[(res4/.{λ→ exp[Iω]}) exp[−Iω]]];
res6 = Expand[res5/. cos[ω] → (1− 2 sin[ω2 ]2)]; 64 + (−128 + a)λ+ 64λ2
Dispersionsbeziehung - Vereinfachung der ra¨umlichen Abha¨ngigkeiten
Abku¨rzungen : s2x:= sin[βx2 ], s2y:= sin[
βy
2 ], s2z:= sin[
βz
2 ]
nr1 = (64σ2PzPTz + σ4P2xPT
2
x(−4 + σ2PzPTz)− 16σ2PyPTy(−4 + σ2PzPTz) + σ4P2yPT2y(−4 +
σ2PzPTz) + 2σ2PxPTx(−8 + σ2PyPTy)(−4 + σ2PzPTz))/.
{Px → (exp[Iβx]− 1),Py → (exp[Iβy]− 1),Pz → (exp[Iβz]− 1),PTx → (exp[−Iβx]− 1),PTy →
(exp[−Iβy]− 1),PTz → (exp[−Iβz]− 1)};
nr2 = Simplify[ComplexExpand[nr1]];
nr3 = Simplify[nr2/.{sin[βx] → 2s2xSqrt[1− s2x2], sin[βx] → (1− 2s2x2), sin[βy] → 2s2ySqrt[1−
s2y2], cos[βy] → (1− 2s2y2), sin[βz] → 2s2zSqrt[1− s2z2],
cos[βz] → (1−2s2z2)}]; nr4 = 256σ2(s2x2+s2y2+s2z2)+Simplify[nr3−256σ2(s2x2+s2y2+s2z2)]
256(s2x2 + s2y2 + s2z2)σ2 + 64(s2x2 + s2y2)σ4(−4s2z2 + s2x2(−1 + s2z2σ2) + s2y2(−1 + s2z2σ2))
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Dispersionsbeziehung - einsetzten der ra¨umlichen in die zeitliche Abha¨ngigkeit
res6/.{a→ nr4}==0
256(s2x2 +s2y2 +s2z2)σ2 +64(s2x2 +s2y2)σ4(−4s2z2 +s2x2(−1+ s2z2σ2)+ s2y2(−1+ s2z2σ2))−
256Sin[ω2 ]
2==0
Definition der transponierten Matrizen
AL0T = Reﬁne[BlockMatrix[{{MOne,MZero}, {− 12σCLT,MOne}}], σ ∈ Reals];MatrixForm[AL0T];
AL1T = Reﬁne[BlockMatrix[{{MOne, σCL}, {MZero,MOne}}], σ ∈ Reals];MatrixForm[AL1T];
ALT = AL0T. AL1T.AL0T;MatrixForm[ALT];
AT0T = Reﬁne[BlockMatrix[{{MOne,MZero}, {− 14σCTT,MOne}}], σ ∈ Reals];MatrixForm[AT0T];
AT1T = Reﬁne[BlockMatrix[{{MOne, 12σCT}, {MZero,MOne}}], σ ∈ Reals];MatrixForm[AT1T];
ATT = AT0T. AT1T.AT0T;MatrixForm[ATT];
AT = ATT.ALT.ATT;MatrixForm[AT];
M6One = DiagonalMatrix[{1, 1, 1, 1, 1, 1}];MatrixForm[M6One];
Konstruktion der Divergenzoperatoren
div1 = NullSpace[AT−M6One];
div2 = Simplify[div1];
{Se, Sh} = div2;
Divergenzoperator fu¨r das elektrische Feld
Simplify[PzSe]
{0, 0, 0,− 14Px(−4 + σ2PzPTz),− 14Py(−4 + σ2PzPTz),Pz}
Divergenzoperator fu¨r das magnetische Feld
Simplify[PTzSh]
{− 116PTx(−16 + σ2PxPTx + σ2PyPTy),− 116PTy(−16 + σ2PxPTx + σ2PyPTy),PTz, 0, 0, 0}
B. FINITE VOLUMEN METHODEN
B.1 Kommutatorbeziehungen
Fu¨r α = β folgt die Kommutatorbeziehung [Pα,Pβ] = 0 unmittelbar, da per Deﬁ-
nition gilt
[Pα,Pβ] =
[
L−1α
(
1− 1
4
D+αD
−
α
)
Doα, L
−1
β
(
1− 1
4
D+βD
−
β
)
Doβ
]
= 0,
da ein Produkt von kommutierenden Operatoren ebenfalls kommutiert. Dass die
Diﬀerenzenoperatoren D−α , D
o
β und D
+
γ miteinander kommutieren, ist trivial. Somit
bleibt zu zeigen, dass[
Lα, D
−
β
]
=
[
Lα, D
o
β
]
=
[
Lα, D
+
β
]
= 0, α = β
gilt. Dies folgt sofort aus der Tatsache, dass die La¨nge der jeweiligen x-,y- und
z-Kanten in einem kartesischen Gitter sich nur in der x-,y- und z-Richtung a¨ndern.
B.2 Antisymmetrie der Pα-Operatoren
Der Beweis, dass die Pα bezu¨glich des Skalarproduktes 〈·, ·〉V antisymmetrisch, d.h.
PTα = −Pα sind, erfolgt wie u¨blich durch die Deﬁnition des transponierten Operators〈
PTx f, g
〉
u
= 〈f,Pxg〉u =
〈
f,
(
1− 1
4
D+xD
−
x
)
Doxg
〉
=
〈
DoTx
(
1− 1
4
D+xD
−
x
)T
f, g
〉
= −
〈
Dox
(
1− 1
4
D+xD
−
x
)
f, g
〉
= −
〈(
1− 1
4
D+xD
−
x
)
Doxf, g
〉
= 〈−Pxf, g〉u .
B.3 Diskrete Energie
Es wird die zeitliche Ableitung der diskreten Energie fu¨r den Upwind-Fluss mit
homogenen Materialien betrachtet, die Abscha¨tzung fu¨r den zentralen Fluss kann
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durch die Substitution U← 0 gewonnen werden.
d
dt
Eh =
〈
h,Mµ
d
dt
h
〉
u
+
〈
e,Mε
d
dt
e
〉
u
= 〈h,Uh〉u − 〈h,Ce〉u + 〈e,Ch〉u + 〈e,Uh〉u
= 〈h,Uh〉u + 〈e,Uh〉u
= 〈hx, (Uy +Uz)hx〉u + 〈hy, (Ux +Uz)hy〉u + 〈hz, (Ux +Uy)hz〉u
+ 〈ex, (Uy +Uz)ex〉u + 〈ey, (Ux +Uz)ey〉u + 〈ez, (Ux +Uy)ez〉u
≤ 0
Die letzte Zeile der Abscha¨tzung folgt daraus, dass die vollsta¨ndige Auswertung
des Skalarproduktes zwo¨lf quadratischen Formen ergibt, von denen jede einzelne
negativ-semideﬁnit ist. Fu¨r Ux soll dies exemplarisch gezeigt werden.
2 〈hy,Uxhy〉u =
〈
hy,
(
D−xD
+
x −DoxDox
)
hy
〉
= − 〈D+x hy, D+x hy〉+ 14 〈(1+ Tx)D+x hy, (1+ Tx)D+x hy〉
≤ 0.
C. ERGA¨NZUNGEN ZUR
ZEITINTEGRATION
C.1 Stabilita¨tskriterien
Der Beweis fu¨r die Stabilita¨t eines Verfahrens ha¨ngt von dem Auﬃnden einer geei-
gneten Norm ‖·‖h fu¨r das Einschrittverfahren ab. Ausgangspunkt einer systemati-
schen Methode zur Konstruktion einer entsprechenden Norm fu¨r ein Einschrittver-
fahren ist die Normalform fu¨r 2-Schicht-Verfahren [47]
D
y(n+1) − y(n)
∆t
+ Fy(n) = 0. (C.1)
Es ist anzumerken, dass die Darstellung der Normalform fu¨r 2-Schicht-Verfahren
nicht eindeutig ist.
Fu¨r eine systematische Untersuchung der Stabilita¨t von energieerhaltenden semidis-
kreten Verfahren erweist sich das in [34] bewiesene Theorem als nu¨tzlich:
Theorem C.1.1: Falls ein 2-Schicht-Verfahren eine Darstellung in der Normal-
form mit den Eigenschaften
Q = QT ,
Q > 0,
F = −FT
mit
Q := D− ∆t
2
F
hat, so gilt in der durch
‖u‖q :=
√
〈u,Qu〉
definierten Norm ∥∥y(n+1)∥∥
q
=
∥∥y(n)∥∥
q
und das Verfahren ist somit bezu¨glich der Norm ‖·‖q stabil.
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C.2 Zum Verlet-Leap-Frog-Verfahren
Im Gegensatz zum LF-Verfahren erlaubt es das VLF-Verfahren, dass elektromagne-
tische Feld mit zweiter Ordnung Genauigkeit in der Zeit zu gleichen Zeitpunkten zu
berechnen. Im folgendem wird angenommen, dass sich die Systemmatrix als
A =
(
0 K1
K2 0
)
(C.2)
schreiben la¨sst und a¨hnlich zu einer antisymmetrischen Matrix mit einer positiv
deﬁniten, symmetrischen Transformationsmatrix
B =
(
B1 0
0 B2
)
(C.3)
ist. Das System (C.2) erha¨lt dann die diskrete Energie Eh := 〈y,By〉.
Deﬁniert man die beiden Teilsysteme
A1 =
(
0 K1
0 0
)
und A2 =
(
0 0
K2 0
)
, (C.4)
so la¨sst sich mittels (5.21) die zeitliche Evolution des Systems fu¨r einen Zeitschritt
∆t als
exp (A∆t) = (1 +A1∆t/2) (1 +A2∆t) (1 +A1∆t/2) +O
(
∆t3
)
(C.5)
schreiben. Dabei wurde ausgenutzt, dass die Systemmatrizen der Teilsysteme der
algebraischen Identita¨t
A21 = A
2
2 = 0 (C.6)
genu¨gen. Gleichung (C.5) wird als Verlet-Leap-Frog-Methode bezeichnet und hat
die Propagationsmatrix
G = (1 +A1∆t/2) (1 +A2∆t) (1 +A1∆t/2) . (C.7)
Die Stabilita¨t der Methode kann mittels Theorem C.1.1 durch die Einfu¨hrung der
durch die Matrix
Q =
(
B21 0
0 B22
(
1 + ∆t
2
4
K2K1
))
(C.8)
deﬁnierten Energie-Norm
Eht :=
√
〈y,Qy〉 (C.9)
unter der Bedingung
1 +
∆t2
4
K2K1 > 0 (C.10)
gezeigt werden.
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C.3 Zur Existenz und Konstruktion von
erhaltenen Divergenzoperatoren
Es sei das volldiskrete System (5.5) gegeben. Gesucht wird ein diskreter Divergenz-
operator S˜e fu¨r die diskrete elektrische Flussdichte

d, der den zwei Bedingungen
LG = L, L =
(
0, S˜eMε
)
, (C.11)∥∥∥S˜eMεe − q∥∥∥
h
= O (∆2) (C.12)
genu¨gt.
Die Bedingung (C.11) dru¨ckt den Sachverhalt aus, dass der Operator S˜eMε von
der Propagationsmatrix G erhalten wird. Mathematisch bedeutet dies, dass alle
Zeilenvektoren von L linke Eigenvektoren von G zum Eigenwert Eins sein mu¨ssen.
Die Bedingung (C.12) stellt sicher, das der Operator S˜eMε innerhalb der Verfah-
rensordnung konsistent mit dem analytischen Divergenzoperator ist.
Um die Bedingung (C.11) kontrollieren zu ko¨nnen, wird die Annahme eines homo-
genen Gitters, periodischer Materialien und homogener Randbedingungen gemacht.
Fu¨r die FIT garantieren dies die Eigenschaften
[Mµ,r,Ps] = 0, r, s ∈ {x, y, z} , (C.13)
[Mε,r,Ps] = 0, r, s ∈ {x, y, z} , (C.14)
welche wiederum die Existenz eines gemeinsammen Eigensystems zusichern und es
ermo¨glichen die Operatoren wie Zahlen zu behandeln. Dies ist a¨quivalent mit einer
Fourieranalyse und reduziert die Matrix G auf eine 6× 6 Matrix, die im folgendem
ebenfalls mitG bezeichnet wird. Im Unterschied zur Fourieranalyse werden die Ope-
ratoren als Symbole beibehalten. Der Untervektorraum der Lo¨sungen von (C.11)
kann direkt berechnet werden und hat die Dimension Eins oder Null. Falls er die
Dimension Null hat, existiert kein erhaltener diskreter Divergenzoperator. Fu¨r den
Fall, das er die Dimension Eins hat, ist der diskrete Divergenzoperator bis auf eine
operatorwertige Konstante bestimmt. Sie kann durch Einsetzen des Vektors in die
Bedingung (C.12) bis auf Terme O (∆2) bestimmt werden.
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C.4 Die Bestimmung des optimalen
Stabilisierungsparameters fu¨r das
stabilisierte Leap-Frog-Verfahren
Um ein Kriterium fu¨r die Wahl des Stabilisierungsparameters τ des S-LF Verfahrens
zu haben, wird eine Fehlerfunktion der Form
Θ (τ) :=
√∫ 2π
0
∫ π
0
∫ 2π
0
(
sin2
(
σβ
2
)
−K
)2
dϕdϑdβ (C.15)
mit
K := σ2KLF3
(
−1 + τ
6
σ2
(
sin2
(
kx∆
2
)
+ sin2
(
ky∆
2
)))2
(C.16)
deﬁniert. Sie stellt ein Maß fu¨r den mittleren Phasenfehler nach einem Zeitschritt
dar. Der sie innerhalb des Stabilita¨tsbereiches minimierende Parameter τ wird an-
hand von Abb. C.1 graphisch bestimmt und ergibt sich zu τ = 3. Dieser Wert von
τ entspricht also dem minimalen zur Stabilisierung des Verfahrens no¨tigen Wert.
Abb. C.1: Das Fehlerfunktional
Θ als Funktion von τ ; innerhalb
des Stabilita¨tsbereiches steigt der
Fehler streng monoton an.
Θ (τ)
2
2.5
3.0
3 3.5 4.0 4.5
D. UNIFORME B-SPLINES
Die uniformen B-Splines vom Grad k sind durch die Rekursion
B0 :=
{
0 fu¨r |x| > 1/2
1 sonst
, (D.1)
Bk+1 (x) :=
∞∫
−∞
B0 (x− x′) Bk (x′) dx′ (D.2)
deﬁniert [52]. Fu¨r eine explizite Rekursionsformel und fu¨r weiter Identita¨ten wird
der Leser auf [53] verwiesen. Die B-Splines vom Grad 0 bis 2 sind in Abb. D.1
dargestellt. Mit wachsendem Grad des Splines wa¨chst sowohl sein Tra¨ger als auch
seine Glattheit.
B0
x
−3/2 −1/2 1/2 3/2
(a) B0-Spline
B1
x
−3/2 −1/2 1/2 3/2
(b) B1-Spline
B2
x
−3/2 −1/2 1/2 3/2
(c) B2-Spline
Abb. D.1: Uniforme B-Splines vom Grad 0, 1 und 2.
E. FOURIER-ANALYSE DER
TCA-VLF METHODE
Durch eine Fourieranalyse der TCA-VLF Methode erha¨lt man fu¨r die Eigenwerte λ
der fouriertransformierten Propagationsmatrix G das folgende Polynom
(1− λ)2p2 (λ) = 0, mit p (λ) = a0λ2 + a1λ1 + a2 (E.1)
mit den Koeﬃzienten
a0 = 1, a1 = −(2 +KLF3(1 + α)σ2), a2 = 1−KLF3ασ2. (E.2)
Das Verfahren ist stabil, solange fu¨r alle Eigenwerte λ gilt |λ| ≤ 1. Folglich reicht es
aus zu zeigen, dass die Nullstellen des Polynoms p (λ) die Bedingung |λ| ≤ 1 erfu¨llen.
Mit Hilfe des Cohenschen Kriteriums [54] folgt die notwendige und hinreichende
Bedingung
|a0| ≥ |a2| , |a0 + a2| ≥ |a1| . (E.3)
Ein Einsetzen der Ausdru¨cke liefert die Bedingungen
α ≥ 0, α ≤ 2
KLF3σ2
− 1
2
. (E.4)
Da gilt 0 ≤ KLF3 ≤ 12, folgt
α ≥ 0, α ≤ 1
6σ2
− 1
2
(E.5)
als notwendige und hinreichende Bedingung. Der gro¨ßtmo¨gliche Wert fu¨r σ folgt aus
der Feststellung, dass der gro¨ßtmo¨gliche Wert fu¨r α aufgrund der Ungleichung (E.5)
streng monoton mit steigendem σ fa¨llt. Aus der Bedingung
α = 0 =
2
6σ2
− 1
2
(E.6)
ergibt sich folglich der gro¨ßtmo¨gliche Wert von σ zu σ = 1/
√
3.
Der Ampliﬁzierungsfaktor ζ = |λ| fu¨r propagierende Moden, d.h. soche fu¨r die λ ei-
nen Imagina¨rteil ungleich Null hat, berechnet sich aus den Nullstellen des Polynoms
p (λ). Da seine Koeﬃzienten reell sind, sind seine zwei Nullstellen λ1, λ2 entweder
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reell oder komplex konjugiert zueinander und folglich gilt |λ| = √λ1λ2 fu¨r propagie-
rende Moden. Die Nullstellen ko¨nnen durch die Standardmethode berechnet werden.
Die Einschra¨nkung fu¨r die Form des Ampliﬁzierungsfaktors ergibt sich aus der For-
derung, dass die Nullstellen einen Imagina¨rteil ungleich Null haben mu¨ssen, damit
|λ| = √λ1λ2 gilt.
Fu¨r den Fall, dass λ1, λ2 reell sind, gibt es zwei verschiedene Ampliﬁzierungsfaktoren
ζ1 = λ1 und ζ2 = λ2.
F. ABKU¨RZUNGEN UND SYMBOLE
Abku¨rzungsverzeichnis
AF Ampliﬁzierungsfaktor
FIT Methode der Finiten Integration
FVM Finite-Volumen-Methode
FWHM Halbwertsbreite
LF Leap-Frog-Zeitintegration
LT-VLF Split-Operatormethode in longitudinal und transversaler
Richtung mit VLF-Zeitintegration fu¨r die FIT
LW Lax-Wendroﬀ-Methode zur Zeitintegration
LW-FVM LW-Zeitintegration fu¨r die Finite-Volumen-Methode
NNPG Normierte numerische Phasengeschwindigkeit
NPPG Normierte physikalische Phasengeschwindigkeit
PEC Perfekter elektrischer Leiter
PIC Particle-In-Cell
PITZ Photoinjektor-Testanlage am DESY Zeuthen
PITZ-Kanone Elektronenkanone
PM-VLF Split-Operatormethode in Plus und Minus Anteil
mit VLF-Zeitintegration fu¨r die FIT
RMS Quadratischer Mittelwerte
S-LF Stabilisiertes Leap-Frog-Schema fu¨r die FIT
TCA-VLF Transversal Current Adjustment mit VLF-Zeitintegration fu¨r die FIT
VLF Verlet-Leap-Frog-Methode zur Zeitintegration
VLF-ZFV VLF-Zeitintegration fu¨r die FVM mit zentralem Fluss
XYZ-VLF Split-Operatormethode in drei Raumrichtungen mit
VLF-Zeitintegration fu¨r die FIT
XYZ-LW-UFV Split-Operatormethode in drei Raumrichtungen mit
LW-Zeitintegration fu¨r die FVM mit Upwind-Fluss
GMGl Gitter-Maxwellgleichungen der FIT
CFD Computational Fluid Dynamics
PDE Partielle Diﬀerentialgleichung
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Symbolverzeichnis
N Natu¨rliche Zahlen
R Reelle Zahlen
R+ Reelle Zahlen ≥ 0
Ω Gebiet
∂Ω Rand des Gebietes Ω
Γ Gebiet
∂Γ Rand des GebietesΓ
O, o Landau Symbole
	n Normalenvektor einer Oberﬂa¨che
t Zeitvariable
	x Ortsvariable
	p Impulsvariable
	u Dimensionslose Impulsvariable
γ Lorentzfaktor
β Dimensionslose Geschwindigkeit
f 1-Teilchen-Verteilungsfunktion
q Elektrische Ladung
e Elektrische Elementarladung
ω Kreisfrequenz
	E Elektrische Feldsta¨rke
	H Magnetische Feldsta¨rke
	D Elektrische Flussdichte
	B Magnetische Flussdiche
	j Elektrische Stromdichte
	jF Elektrische Oberﬂa¨chenstromdichte
 Elektrische Ladungsdichte
F Elektrische Oberﬂa¨chenladungsdichte
c0 Vakuum-Lichtgeschwindigkeit
µ Skalare Permeabilita¨t
ε Skalare Permitivita¨t
∆t Zeitschritt
e Vektor der diskreten elektrischen Spannungen

h Vektor der diskreten magnetischen Spannungen

d Vektor der diskreten elektrischen Flu¨sse

b Vektor der diskreten magnetischen Flu¨sse

j Vektor der diskreten elektrischen Stro¨me
q Vektor der diskreten elektrischen Ladung
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e Vektor der zellgemittelten elektrischen Feldsta¨rke
h Vektor der zellgemittelten magnetischen Feldsta¨rke
q Vektor der zellgemittelten elektrischen Ladung
j Vektor der zellgemittelten elektrischen Stromdichte
Px,Py,Pz Diﬀerenzenoperator in x-,y- und z-Richtung
C, C˜ Prima¨re / Duale Umlaufmatrix
S, S˜ Prima¨re / Duale Quellmatrix
Mε Diskrete Permitivita¨tsmatrix
Mµ Diskrete Permeabilita¨tsmatrix
Ux,Uy,Uz Upwinding Matrizen in x-,y- und z-Richtung
	S Steigungsoperator
‖·‖h Vom ra¨umlichen Gitter abha¨ngige Norm
‖·‖ht Vom ra¨umlichen und zeitlichem Gitter abha¨ngige Norm
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