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Abstract
Assuming that the claim sizes of an insurance company have a common distribution with gamma-like
tail, we study the asymptotic tail behaviour of the reinsured amounts under ECOMOR and LCR reinsurance
treaties, respectively. Our novel results include a precise asymptotic expansion for the tail probability of
the reinsured amounts under the ECOMOR treaty, and tight asymptotic bounds for the LCR case. As a
by-product we derive a precise asymptotic expansion for the tail of the product of regularly varying random
variables.
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1 Introduction
In our framework the claim sizes of an insurance portfolio, Xk, k = 1, 2, . . ., form a sequence of positive
independent and identically distributed (iid) random variables, and arrive according to a counting process
{N(t); t ≥ 0}. We assume hereafter that {Xk; k = 1, 2, . . .} and {N(t); t ≥ 0} are mutually independent.
Denote by X1,N(t) ≥ · · · ≥ XN(t),N(t) the order statistics of the claims occurring up to time t. Then the total
loss amounts covered by LCR (largest claims reinsurance) and ECOMOR (exce´dent du couˆt moyen relatif)
reinsurance treaties up to time t > 0 are, respectively,
Ll(t) =
l∑
i=1
Xi,N(t)1{N(t)≥l}, l ≥ 1, (1.1)
and
El(t) =
l−1∑
i=1
(
Xi,N(t) −Xl,N(t)
)
1{N(t)≥l}, l ≥ 2, (1.2)
where 1{·} is the indicator function. In both treaties the first l largest claims are important; for LCR the
reinsurer pays the sum of the first l largest claims reported until time t, and for ECOMOR the reinsurer covers
the first l − 1 largest claims in excess of the lth largest one.
The ECOMOR treaty was considered in theoretical actuarial models first by The´paut (1950), whereas Ammeter
(1964) pioneered discussions on LCR. In reinsurance practice, both treaties have a limited use and popularity,
however for actuarial theory and applied probability, these two models are interesting and challenging. Asymp-
totic properties of these treaties have been studied by several authors, see e.g., Ladoucette and Teugels (2006)
and Hashorva (2007) where the case that N(t)→∞ as t→∞ was analysed using extreme value theory. Asimit
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and Jones (2008) proposed to fix time t and investigate the tail asymptotics of these treaties. Precise results
in this direction are derived by Jiang and Tang (2008) for exponential claims and claims with a convolution-
equivalent tail, i.e., claims in the class S(γ). The latter paper motivates this contribution, which is concerned
with the asymptotic analysis of both treaties with gamma-like claims (see the definition below).
A nice property of iid gamma distributed random variables is that their sum is again gamma distributed.
Lemma 7.1 in Rootze´n (1986) (see also Rootze´n (1987)) showed that if instead independent random variables
have distribution functions tail-equivalent to a gamma distribution, then the distribution of their sum is also
tail-equivalent to a gamma distribution. A crucial novel result of this contribution (see Lemma 2.1 below) is the
extension of Rootze´n’s result to the larger class of random variables with gamma-like tails. Utilizing the derived
closure property under addition for gamma-like random variables, we obtain the precise asymptotic behaviour
of the ECOMOR treaty with gamma-like claims. For the LCR treaty which is more complicated to deal with,
a precise asymptotic formula is derived when l = 2 and some tight asymptotic bounds are given when l ≥ 3.
Moreover, we obtain for the LCR treaty a precise asymptotic formula with closed-form coefficients when the
claims follow the gamma distribution with shape parameter greater than 1.
The rest of this paper is organized as follows. After presenting some preliminary results in Section 2, we display
our principal findings in Section 3. Section 4 discusses our results and provides some extensions for the weighted
ECOMOR treaty. Two auxiliary lemmas and all the proofs are displayed in Section 5.
2 Preliminaries
In this paper, all limit relations hold as x tends to ∞ unless otherwise specified. For two positive functions a(·)
and b(·), we write a(x) . b(x) or b(x) & a(x) if lim supx→∞ a(x)/b(x) ≤ 1, and write a(x) ∼ b(x) if a(x) . b(x)
and a(x) & b(x) hold simultaneously.
A distribution F on (0,∞) is said to have a gamma-like tail with shape parameter α > 0 and rate parameter
γ > 0 if there exists a slowly varying function `(·) : (0,∞) 7→ (0,∞) such that
F (x) = 1− F (x) ∼ `(x)xα−1e−γx. (2.1)
By the definition, `(λx) ∼ `(x) for all λ > 0; see Bingham et al. (1987) or Embrechts et al. (1997) for the main
properties of slowly varying functions.
Remark 2.1. Clearly, (2.1) can be rewritten in a compact way as F (x) ∼ h(x)e−γx, where h(x) = `(x)xα−1
is a regularly varying function with index α − 1, i.e., h ∈ Rα−1. This alternative expression of F will be used
in some proofs below to simplify the presentation. However, we do not plug it into our results because it will
conceal the gamma-like properties of F with respect to (w.r.t.) shape parameter α.
A canonical example of the gamma-like distribution with parameters α, γ > 0 is the gamma distribution with
the corresponding parameters, i.e.,
F (x) =
γα
Γ(α)
∫ ∞
x
yα−1e−γydy, x > 0, (2.2)
where Γ(·) is the Euler Gamma function. In this case we have
F (x) ∼ γ
α−1
Γ(α)
xα−1e−γx. (2.3)
Note in passing that if α = 1, then the gamma distribution coincides with the exponential distribution, for
which relation (2.3) holds exactly, i.e.,
F (x) = e−γx, ∀x > 0. (2.4)
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A key interesting finding of this paper is the following result, which will be used in the proofs of several main
theorems below. Its proof is postponed to Section 5.
Lemma 2.1. Let X1,. . . ,Xl (l ≥ 2) be l independent positive random variables with gamma-like tails Fi(x) ∼
`i(x)x
αi−1e−γx for some positive constants γ, αi and some slowly varying functions `i(x), i = 1, . . . , l. Then
we have
P
(
l∑
i=1
Xi > x
)
∼ γ
l−1∏l
i=1 Γ(αi)
Γ
(∑l
i=1 αi
) ( l∏
i=1
`i(x)
)
x
∑l
i=1 αi−1e−γx. (2.5)
Lemma 2.1 establishes for gamma-like random variables not only the closure property under addition, but also
a gamma-like property w.r.t. shape parameters αi’s. A special case of gamma-like distributions are those
satisfying (2.1) with some constant `(x) ≡ c > 0. For such distributions, the claim of Lemma 2.1 reduces to the
crucial result of Lemma 7.1 (iii) in Rootze´n (1986).
It turns out that Lemma 2.1 is of particular interest also for the tail asymptotics of the product of independent
regularly varying random variables, which is recently studied in Hashorva et al. (2010) and Hashorva (2012).
Indeed, as a by-product of the aforementioned lemma we immediately obtain the following result:
Corollary 2.1. Let Y1, . . . , Yl be positive independent random variables. If P(Yi > x) ∼ `i(lnx)(lnx)αi−1x−γ
∈ R−γ with αi, `i(·), i ≤ l, and γ as in Lemma 2.1, then we have
P
(
l∏
i=1
Yi > x
)
∼ γ
l−1∏l
i=1 Γ(αi)
Γ
(∑l
i=1 αi
) ( l∏
i=1
`i(lnx)
)
(lnx)
∑l
i=1 αi−1x−γ . (2.6)
We remark that if `i(x) ≡ cγ and αi = 1 for all i ≤ l, then (2.6) reduces to
P
(
l∏
i=1
Yi > x
)
∼ γ
l−1clγ
(l − 1)! (lnx)
l−1x−γ ,
which is the result of Lemma 4.1(4) in Jessen and Mikosch (2006).
3 Main Results
Denote by Qt(z) = E
{
zN(t)
}
the probability generating function of N(t). Hereafter t will be fixed and has no
particular role. If Qt is analytic at z > 0, then
Q
(r)
t (z) =
∞∑
n=r
P(N(t) = n)
n!
(n− r)!z
n−r, r = 1, 2, . . . .
As in Jiang and Tang (2008) we shall use the notation Q
(r)
t (1) to denote the series at z = 1, and do not require
that Q
(r)
t (z) is analytic at z = 1. We assume in the following that l ≥ 2 since in view of Lemma 1 of Ladoucette
and Teugels (2006) the tail behaviour of L1(t) has been studied for all claim distributions with infinite right
tails.
Theorem 3.1. Consider the ECOMOR treaty defined in (1.2) with l ≥ 2 and t > 0 fixed. Assume that the
claims X1, X2,. . . are iid with the common continuous distribution F on (0,∞) such that F (x) ∼ `(x)xα−1e−γx
for some γ, α > 0 and some slowly varying function `(·). If E{(N(t))l−1} <∞, then
P (El(t) > x) ∼ γ
l−2 (Γ(α))l−1
(l − 1)!Γ((l − 1)α)
∫ ∞
0
e−(l−1)γyQ(l−1)t (F (dy)) · (`(x))l−1 x(l−1)α−1e−γx. (3.1)
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Clearly, if the claim sizes have the exponential distribution given as (2.4), then (3.1) can be written as
P (El(t) > x) ∼ γ
l−2
(l − 2)!P (N(t) ≥ l) · x
l−2e−γx, (3.2)
which coincides with Theorem 2.2(i) of Jiang and Tang (2008). As we mention in Section 4, the asymptotic
relation (3.2) can also be obtained by a well-known property of order statistics; see (4.3) below.
Theorem 3.2. Consider the LCR treaty defined in (1.1). In addition to the other conditions of Theorem 3.1,
if E
{
(N(t))l
}
, then
k(l, γ, α)Q
(l)
t (1) · (`(x))l xlα−1e−γx . P (Ll(t) > x) . K(l, γ, α)Q(l)t (1) · (`(x))l xlα−1e−γx,
where
k(l, γ, α) = γl−1
(
l∏
i=2
∫ 1/i
0
(1− z)α−1z(i−1)α−1dz
)
, K(l, γ, α) =
γl−1 (Γ(α))l
(l − 1)!Γ(lα) .
If l = 2, then
P (L2(t) > x) ∼ γ (Γ(α))
2
2Γ(2α)
Q
(2)
t (1) · (`(x))2 x2α−1e−γx. (3.3)
Intuitively, Ll(t) should have also a gamma-like tail when l ≥ 3, i.e., P (Ll(t) > x) ∼ C (`(x))l xlα−1e−γx,
however the constant C seems to be technically too involved, and hence its determination is out of the scope
of this contribution. Indeed, as shown below for a gamma claims with shape parameter greater than 1 the
constant C is even in that special case very involved.
Theorem 3.3. Consider the LCR treaty defined in (1.1) with l ≥ 2 and t ≥ 0 fixed. Assume that the claims X1,
X2,. . . are iid with the common gamma distribution specified in (2.2) for γ > 0 and α > 1. If E
{
(N(t))l
}
<∞,
then
P (Ll(t) > x) ∼ Q
(l)
t (1)γ
lα−1
(l − 1)!
l−1∑
k=0
(
l − 1
k
)
Jl,α,k
(Γ(α))
k+1
(Γ (α− 1))l−k−1
· xlα−1e−γx, (3.4)
where
Jl,α,k =

∫ 1/(l−k−1)
0
z(α−1)(k+1)
(1 + (k + 1)z)
lα
∫
· · ·
∫
s1+···+sl−k−1≤1
s1,...,sl−k−1>z
(
1−
l−k−1∑
i=1
si
)l−2 l−k−1∏
i=1
sα−2i
l−k−1∏
i=1
dsidz,
k = 0, . . . , l − 2;
Γ(l − 1)Γ(l(α− 1) + 1)
Γ(lα)ll(α−1)+1
, k = l − 1.
When l = 2, it follows that (3.4) is a special form of (3.3) with `(x) ≡ γα−1/Γ(α). Theorems 3.1–3.3 together
with Lemma 2.1 reveal that, for the gamma-like claims and any fixed l and t, the tails of El(t) and Ll(t) (the
sums concerning order statistics) have the same decay rate as (are proportionally or weakly equivalent to) the
tails of the sums of corresponding iid claims.
4 Discussions and Extensions
A general class of claim size distributions can be defined asymptotically by
F (x) ∼ `(x)xα−1e−γxp (4.1)
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for some slowly varying function `(·) and constants α ∈ R, γ ≥ 0, p > 0. Thus, the case of gamma-like claims
dealt with in this paper corresponds to the special choice of parameters α, γ ∈ (0,∞) and p = 1.
In view of Lemma 2.3 of Pakes (2004), if p = 1, `(·) is a normalized slowly varying function; see formula (1.3.4)
of Bingham et al. (1987), and either α < 0 or α = 0 with
∫∞
1
`(x)/x dx < ∞, then F ∈ S(γ). Clearly, the
“normalization” assumption is redundant, since every slowly varying function has a normalized version tail-
equivalent to it and the closure property of the class S(γ) under tail equivalence. As mentioned before, for the
claims belonging to S(γ), the results for LCR and ECOMOR treaties have been established by Jiang and Tang
(2008).
It is well-known that (see e.g., Foss et al. (2011)) if (4.1) holds for p ∈ (0, 1), then F ∈ S(0) with S(0) the
class of subexponential distributions. The aggregation of subexponential risks is a well-studied topic; see the
aforementioned reference. Recently, some remarkable second order asymptotic expansions for the tail of the
sum of subexponential risks are derived in Kortschak (2011).
When (4.1) holds with p > 1, then F has super-exponential tails; see Lemma 7.1 in Rootze´n (1986) for results
covering this general case with F being absolutely continuous. Particularly, if p = 2 then F is referred to
as a Gaussian-like distribution. A similar result to Lemma 2.1 for Gaussian-like risks is shown in Farkas and
Hashorva (2012), see also Lemma 8.6 in Piterbarg (1996).
Under the case p = 1 currently considered, F has an exponential behaviour, and in particular F belongs to
the class L(γ), which means simply that F is in the Gumbel max-domain of attraction with a constant scaling
function equal to γ. By definition (see e.g., Resnick (1987)) F is in the Gumbel max-domain of attraction with
positive scaling function σ(·) if, for every s ≥ 0,
F (x+ s/σ(x)) ∼ F (x)e−s. (4.2)
Both our results and those of Jiang and Tang (2008) for F ∈ S(γ) show that both Ll(t) and El(t) with fixed
l and t have distribution functions in the Gumbel max-domain of attraction with constant scaling function
σ(·) ≡ γ. The recent contribution Asimit et al. (2012) derived the tail asymptotics of weighted sum of order
statistics of dependent risks, where in particular the risks have distribution functions in the Gumbel max-domain
of attractions. The results of the aforementioned paper are however not applicable in our setup since the scaling
function σ(·) therein tends to infinity as x → ∞, while in the case of gamma-like distributions the scaling
function is constant.
The exponential distribution is of particular interest since relation (4.2) holds exactly for any positive x and s
with σ(·) ≡ γ. Therefore, in the rest of this section we analyse in details the exponential claims. Suppose that
the claims Xk, k = 1, 2, . . ., are iid with the common exponential distribution given by (2.4) for some γ > 0.
For every n ≥ l, the first l largest order statistics X1,n ≥ · · · ≥ Xl,n selected from n iid exponential random
variables have the following useful probabilistic representation (see Example 4.1.10 of Embrechts et al. (1997))
(Xi,n)i=1,...,l
d
=
 n∑
j=i
1
j
Xj

i=1,...,l
, (4.3)
where
d
= means equality of the distribution functions.
The merit of relation (4.3) lies in that it transforms the order statistics of an exponential sample to linear
combinations of iid exponential copies and hence makes the problems under consideration much more tractable.
It is clear that using (4.3) the kernels of the LCR and ECOMOR treaties,
∑l
i=1Xi,n and
∑l−1
i=1 (Xi,n −Xl,n),
can be written as the weighted sum of iid exponential random variables with certain non-negative weights
u1, . . . , un:
Sn =
n∑
i=1
uiXi. (4.4)
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Relation (4.4) can also be regarded as the sum of independent exponential random variables with different
parameters γ/ui, i = 1, . . . , n.
Assuming that there are m (1 ≤ m ≤ n) positive and distinct ui’s denoted by v1 > · · · > vm > 0, and each
vk, k = 1, . . . ,m, corresponds to nk ui’s with n1 + · · · + nm = n, Amari and Misra (1997) gave the following
closed-form expression
P(Sn > x) =
(
m∏
i=1
(
γ
vi
)ni) m∑
k=1
nk∑
j=1
Ψkj (−γ/vk)
(nk − j)! (j − 1)!x
nk−je−γx/vk , ∀x > 0, (4.5)
where
Ψkj (z) = − ∂
j−1
∂yj−1
 m∏
j=0,j 6=k
(
γ
vj
+ y
)−nj∣∣∣∣∣∣
y=z
with n0 = 1,
γ
v0
, 0.
It is clear that from the asymptotic point of view we only need to take care of the terms in (4.5) with
xn1−1e−γx/v1 . Hence, after rearrangement formula (4.5) implies
P(Sn > x) ∼ (γ/v1)
n1−1
(n1 − 1)!
m∏
j=2
(
v1
v1 − vj
)nj
· xn1−1e−γx/v1 . (4.6)
Next, we re-consider the LCR treaty in terms of the above analysis. By representation (4.3), it holds for every
n ≥ l that
l∑
i=1
Xi,n
d
=
l∑
i=1
n∑
j=i
1
j
Xj =
l∑
i=1
Xi +
n∑
i=l+1
l
i
Xi.
Corresponding to the previous notation, we have in this case m = n − l + 1, v1 = 1, vj = l/(l + j − 1) for
j = 2, . . . ,m, n1 = l, and n2 = · · · = nm = 1. Plugging all of these into (4.6) leads to
P
(
l∑
i=1
Xi,n > x
)
∼ n!
(n− l)!
γl−1
l!(l − 1)! · x
l−1e−γx. (4.7)
For every n ≥ l, it is well-known that the l largest order statistics selected from n iid random variables with
common continuous distribution function F have the following joint probability density function (pdf):
P
(
l⋂
i=1
(Xi,n ∈ dxi)
)
=
n!
(n− l)!F
n−l(xl)
l∏
i=1
F (dxi), x1 > · · · > xl. (4.8)
Consequently, for any x > 0,
P (Ll(t) > x) =
∞∑
n=l
P(N(t) = n)
n!
(n− l)!
∫
· · ·
∫
x1+···+xl>x
x1>···>xl
Fn−l(xl)
l∏
i=1
F (dxi). (4.9)
It follows from (4.9) that there exists some constant C1 such that, for all large x,
P (Ll(t) > x)
xl−1e−γx
≤
∞∑
n=l
P(N(t) = n)
n!
(n− l)!
P
(∑l
i=1Xi > x
)
xl−1e−γx
≤ C1
∞∑
n=l
P(N(t) = n)nl.
Hence, when E
{
(N(t))l
}
<∞, the dominated convergence theorem and (4.7) imply
P (Ll(t) > x) =
∞∑
n=l
P(N(t) = n)P
(
l∑
i=1
Xi,n > x
)
∼ γ
l−1Q(l)t (1)
l!(l − 1)! · x
l−1e−γx,
which coincides with Theorem 2.1(i) of Jiang and Tang (2008).
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Finally, we discuss briefly the weighted ECOMOR treaty with positive constant weights w1, . . . , wl−1 defined
as
Ewl (t) =
l−1∑
i=1
wi
(
Xi,N(t) −Xl,N(t)
)
1{N(t)≥l}, l ≥ 2. (4.10)
By (4.3), it holds for every n ≥ l that
l−1∑
i=1
wi (Xi,n −Xl,n) d=
l−1∑
i=1
wi
l−1∑
j=i
1
j
Xj =
l−1∑
i=1
∑i
j=1 wj
i
Xi. (4.11)
Recalling (4.4), the right-hand side of the above relation is Sl−1 with ui =
∑i
j=1 wj/i, i = 1, . . . , l− 1. Then it
follows from (4.5) that, for every n ≥ l
P
(
l−1∑
i=1
wi (Xi,n −Xl,n) > x
)
=
(
m∏
i=1
(
γ
vi
)ni) m∑
k=1
nk∑
j=1
Ψkj (−γ/vk)
(nk − j)! (j − 1)!x
nk−je−γx/vk ,
where m,n1, . . . , nm ≤ l − 1. Hence, there exists some constant C2 not related to n such that
P
(
l−1∑
i=1
wi (Xi,n −Xl,n) > x
)
≤ C2xn1−1e−γx/v1
is valid for all large x. Consequently, applying the dominated convergence theorem and (4.6) to
P (Ewl (t) > x) =
∞∑
n=l
P(N(t) = n)P
(
l−1∑
i=1
wi (Xi,n −Xl,n) > x
)
we arrive at the following theorem:
Theorem 4.1. Consider the weighted ECOMOR treaty defined in (4.10) with w1, . . . , wl−1 > 0, l ≥ 2, and
t ≥ 0 fixed. Assume that the claims X1, X2,. . . are iid with the common exponential distribution given by
(2.4) for some γ > 0. Denote by ui =
∑i
j=1 wj/i for i = 1, . . . , l − 1. If there are m distinct ui’s denoted by
v1 > · · · > vm, and each vk, k = 1, . . . ,m, corresponds to nk ui’s with n1 + · · ·+ nm = l − 1, then
P (Ewl (t) > x) ∼
(γ/v1)
n1−1
(n1 − 1)!
m∏
j=2
(
v1
v1 − vj
)nj
P (N(t) ≥ l) · xn1−1e−γx/v1 . (4.12)
Remark 4.1. In the non-weighted case i.e., w1 = · · · = wl−1 = 1, one can obtain by (4.11) that, for every
n ≥ l,
l−1∑
i=1
(Xi,n −Xl,n) d=
l−1∑
i=1
Xi.
Then relation (3.2) holds since
∑l−1
i=1Xi follows the gamma (Erlang) distribution with shape parameter l − 1.
Ignoring the probabilistic insight, one can also directly obtain (3.2) by (4.12) with m = v1 = 1 and n1 = l − 1.
We note that (4.12) was derived without imposing any moment conditions on the counting process {N(t); t ≥ 0},
while in Jiang and Tang (2008) E
{
(N(t))l−1
}
<∞ is required.
5 Further Results and Proofs
We present next Lemma 5.1 which is crucial to prove both Lemma 2.1 stated in Section 2 and Lemma 5.2 below.
We proceed then with the proofs of our theorems stated in Section 3.
We mention first the following crucial result in the theory of regularly varying function, namely if h ∈ Rρ for
some real ρ, then for every A > 1 and δ > 0 there exists some x0 such that, whenever x, y ≥ x0,
1
A
min
((y
x
)ρ+δ
,
(y
x
)ρ−δ)
≤ h(y)
h(x)
≤ Amax
((y
x
)ρ+δ
,
(y
x
)ρ−δ)
, (5.1)
which are Potter’s bounds for h(·); see Theorem 1.5.6(iii) of Bingham et al. (1987).
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Lemma 5.1. Let F 1 and F 2 be two distribution functions with gamma-like tails Fi(x) ∼ `i(x)xαi−1e−γx for
some positive constants γ, αi and some slowly varying functions `i(·), i = 1, 2. For any two non-negative
functions a(·) and b(·) such that limx→∞ a(x)/x = a and limx→∞ b(x)/x = b for some 0 ≤ a ≤ b < 1 we have
lim
x→∞
∫ b(x)
a(x)
F 1(x− y)dF2(y)
`1(x)`2(x)xα1+α2−1e−γx
= γ
∫ b
a
(1− z)α1−1zα2−1dz. (5.2)
Proof. We only need to prove the assertion for a = 0. Then the case of a > 0 follows from decomposing the
integral on the left-hand side of (5.2) as
∫ b(x)
a(x)
=
∫ b(x)
0
− ∫ a(x)
0
. Noting that 0 ≤ b < 1, we choose ε small enough
such that 0 < ε < min
{
b1{b>0}/2 + 1{b=0}, 1− b
}
. By the assumptions on both a(·) and b(·), for this choice of
ε and large x, it holds that
1{b>0} ·
∫ (b−ε)x
εx
F 1(x− y)dF2(y) ≤
∫ b(x)
a(x)
F 1(x− y)dF2(y) ≤
∫ (b+ε)x
0
F 1(x− y)dF2(y) , V (x). (5.3)
As mentioned in Remark 2.1, we write hi(x) = `i(x)x
αi−1 ∈ Rαi−1 for i = 1, 2. Using F1(x) ∼ h1(x)e−γx leads
to
V (x) ∼ e−γx
∫ (b+ε)x
0
h1(x− y)eγydF2(y) = h1(x)e−γx
∫ (b+ε)x
0
h1(x− y)
h1(x)
eγydF2(y).
By (5.1), it holds for large x that
V (x) . (1 + ε)h1(x)e−γx
∫ (b+ε)x
0
(
1− y
x
)α1−1−ε
eγydF2(y).
Next, partial integration implies
V (x) . (1 + ε)h1(x)e−γx
(
−
(
1− y
x
)α1−1−ε
eγyF2(y)
∣∣∣∣(b+ε)x
0
+ γ
∫ (b+ε)x
0
(
1− y
x
)α1−1−ε
eγyF2(y)dy−
(α1 − 1− ε)
∫ (b+ε)x
0
1
x− y
(
1− y
x
)α1−1−ε
eγyF2(y)dy
)
, (1 + ε)h1(x)e−γx
(
−V1(x) + γV2(x)− (α1 − 1− ε)V3(x)
)
. (5.4)
Since F2(x) ∼ h2(x)e−γx, we have
V1(x) = o(1)h2(x)x. (5.5)
Using F2(x) ∼ h2(x)e−γx and (5.1) again, for every δ > 0 there exists some y0 > 0 such that, for y ≥ y0,
(1− δ)h2(y)e−γy ≤ F2(y) ≤ (1 + δ)h2(y)e−γy, (5.6)
and, for y′ ≥ y′′ ≥ y0
h2(y
′′)
h2(y′)
≤ 2
(
y′′
y′
)α2/2−1
. (5.7)
By such y0, we further split V2(x) into two parts as
V2(x) =
(∫ y0
0
+
∫ (b+ε)x
y0
)(
1− y
x
)α1−1−ε
eγyF2(y)dy , V21(x) + V22(x). (5.8)
It is obvious that
V21(x) = o(1)h2(x)x. (5.9)
Applying (5.6) to V22(x) and then using the variable substitution z = y/x leads to the following inequalities
(1− δ)h2(x)xJ(x) ≤ V22(x) ≤ (1 + δ)h2(x)xJ(x), (5.10)
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where
J(x) =
∫ b+ε
0
(1− z)α1−1−εh2(xz)
h2(x)
1{z>y0/x}dz.
By (5.7), for large x, the integrand of J(x) is bounded by 2 (1− z)α1−1−ε zα2/2−1, which is integrable. Hence,
by the dominated convergence theorem, we have
lim
x→∞ J(x) =
∫ b+ε
0
(1− z)α1−1−ε zα2−1dz.
Combining this result with (5.10) and noting the arbitrariness of δ, we obtain
V22(x) ∼ h2(x)x
∫ b+ε
0
(1− z)α1−1−ε zα2−1dz. (5.11)
Consequently,
V2(x) ∼ h2(x)x
∫ b+ε
0
(1− z)α1−1−ε zα2−1dz. (5.12)
In addition, it is clear that
V3(x) ≤ V2(x)
(1− b− ε)x = o(1)h2(x)x. (5.13)
Plugging (5.5), (5.12), and (5.13) into (5.4) and then combining the obtained result with (5.3), we have
lim sup
x→∞
∫ b(x)
a(x)
F 1(x− y)dF2(y)
h1(x)h2(x)xe−γx
≤ (1 + ε)γ
∫ b+ε
0
(1− z)α1−1−ε zα2−1dz.
Similarly, we can derive that
lim inf
x→∞
∫ b(x)
a(x)
F 1(x− y)dF2(y)
h1(x)h2(x)xe−γx
≥ 1{b>0} · (1− ε)γ
∫ b−ε
ε
(1− z)α1−1+ε zα2−1dz.
Noting the arbitrariness of ε, we obtain relation (5.2) for a = 0 and hence complete the proof. 2
Proof of Lemma 2.1. We only need to prove relation (2.5) for l = 2, and then the assertion holds by
mathematical induction. For l = 2 and x > 0 we have
P (X1 +X2 > x) = P
(
X1 >
x
2
, X2 >
x
2
)
+ P
(
X1 +X2 > x,X2 ≤ x
2
)
+ P
(
X1 +X2 > x,X1 ≤ x
2
)
, I1(x) + I2(x) + I3(x).
It is clear that
I1(x) = F1
(x
2
)
F2
(x
2
)
= o(1)`1(x)`2(x)x
α1+α2−1e−γx.
Applying Lemma 5.1 to I2(x) and I3(x) leads to
I2(x) =
∫ x/2
0
F1 (x− y) dF2(y) ∼ γ
∫ 1/2
0
(1− z)α1−1 zα2−1dz · `1(x)`2(x)xα1+α2−1e−γx,
and
I3(x) =
∫ x/2
0
F2 (x− y) dF1(y) ∼ γ
∫ 1/2
0
zα1−1 (1− z)α2−1 dz · `1(x)`2(x)xα1+α2−1e−γx.
Consequently,
P (X1 +X2 > x) = I1(x) + I2(x) + I3(x) ∼ γΓ(α1)Γ(α2)
Γ(α1 + α2)
`1(x)`2(x)x
α1+α2−1e−γx,
which proves relation (2.5) for l = 2. 2
The next lemma is crucial for the proof of Theorem 3.2.
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Lemma 5.2. Under the assumptions of Lemma 2.1, for every non-negative function b(·) satisfying limx→∞ b(x) =
b, we write
ql(x, b(x)) = P
(
l∑
i=1
Xi > x+ lb(x), Xl > · · · > X1 > b(x)
)
.
Then it holds that
ql(x, b(x)) & γl−1e−lγb
(
l∏
i=2
∫ 1/i
0
(1− z)αi−1z
∑i−1
j=1 αj−1dz
)(
l∏
i=1
`i(x)
)
x
∑l
i=1 αi−1e−γx. (5.14)
Particularly, when l = 2 the two sides of relation (5.14) are asymptotically equivalent, i.e.,
q2(x, b(x)) ∼ γe−2γb
∫ 1/2
0
(1− z)α2−1zα1−1dz · `1(x)`2(x)xα1+α2−1e−γx. (5.15)
Proof. As above we define hi(x) = `i(x)x
αi−1 for i = 1, . . . , l. By the uniform convergence theorem for regularly
varying functions (see Theorem 1.2.1 of Bingham et al. (1987)), for every i ≤ l, hi(x+y) ∼ hi(x) holds uniformly
on each compact y-set in R. Consequently, for every real λ and i ≤ l
Fi(x+ λb(x)) ∼ hi(x+ λb(x))e−γ(x+λb(x)) ∼ e−γλbhi(x)e−γx ∼ e−γλbFi(x). (5.16)
We first prove relation (5.15), i.e., the case l = 2, and then proceed by mathematical induction. According to
whether X1 > x/2 + b(x) or not, we split q2(x) into two parts as q2(x) = J1(x) + J2(x). It follows from (5.16)
that
J1(x) ≤ P
(
X1 >
x
2
+ b(x)
)
P
(
X2 >
x
2
+ b(x)
)
= o(1)h1(x)h2(x)xe
−γx.
Applying (5.16) and Lemma 5.1, in turn, to J2(x) gives
J2(x) =
∫ x/2+b(x)
b(x)
F2(x+ 2b(x)− y)dF1(y)
∼ e−2γb
∫ x/2+b(x)
b(x)
F2(x− y)dF1(y)
∼ γe−2γb
∫ 1/2
0
(1− z)α2−1zα1−1dz · h1(x)h2(x)xe−γx.
Hence the claim in (5.15) follows.
Next we assume that relation (5.14) holds for l − 1. For every ε > 0, since limx→∞ b(x) = b, it holds for large
x that
b(x) ≤ b+ ε , bε.
Hence, we have for large x that
ql(x, b(x)) ≥ ql(x, bε)
≥ P
(
l∑
i=1
Xi > x+ lbε, Xl > · · · > X1 > bε, Xl > (l − 1)x
l
+ (l − 1)bε,
l−1∑
i=1
Xi ≤ x
l
+ bε
)
= P
(
l∑
i=1
Xi > x+ lbε, Xl−1 > · · · > X1 > bε,
l−1∑
i=1
Xi ≤ x
l
+ bε
)
. (5.17)
Define a random variable Z as
Z =
(
l−1∑
i=1
(Xi − bε)
)
1{Xl−1>···>X1>bε}.
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Then (5.17) can be further written as
ql(x, b(x)) ≥ P
(
Xl + Z > x+ bε, 0 < Z ≤ x
l
− (l − 2)bε
)
=
∫ x/l−(l−2)bε
0
Fl(x+ bε − y)P (Z ∈ dy)
∼ e−γbεe−γx
∫ x/l−(l−2)bε
0
hl(x− y)eγyP (Z ∈ dy) ,
where in the last step we used Fl(x) ∼ hl(x)e−γx and the regular variation of hl(x). By (5.1), it holds for large
x that
ql(x, b(x)) & (1− ε)e−γbεhl(x)e−γx
∫ x/l−(l−2)bε
0
(
1− y
x
)αl−1+ε
eγyP (Z ∈ dy) .
Using partial integration and noting that P (Z > y) = ql−1(y, bε) gives
ql(x, b(x))
& (1− ε)e−γbεhl(x)e−γx
(
−
(
1− y
x
)αl−1+ε
eγyql−1(y, bε)|x/l−(l−2)bε0 +
γ
∫ x/l−(l−2)bε
0
(
1− y
x
)αl−1+ε
eγyql−1(y, bε)dy−(αl − 1 + ε)
∫ x/l−(l−2)bε
0
1
x− y
(
1− y
x
)αl−1+ε
eγyql−1(y, bε)dy
)
, (1− ε)e−γbεhl(x)e−γx
(
−K1(x) + γK2(x)− (αl − 1 + ε)K3(x)
)
. (5.18)
It follows from Lemma 2.1 that
K1(x) ≤ 1 +
(
l − 1
l
+
(l − 2)bε
x
)αl−1+ε
eγx/lP
(
l−1∑
i=1
Xi >
x
l
− (l − 2)bε
)
= o(1)
(
l−1∏
i=1
hi(x)
)
xl−1.
By the induction assumption on ql−1(x, bε) and the similar procedures as in dealing with V2(x) in the proof of
Lemma 5.1 before (see (5.8)–(5.12)), we obtain
K2(x) & γl−2e−(l−1)γbε
(
l−1∏
i=2
∫ 1/i
0
(1− z)αi−1z
∑i−1
j=1 αj−1dz
)∫ 1/l
0
(1− z)αl−1+εz
∑l−1
j=1 αj−1dz ·
(
l−1∏
i=1
hi(x)
)
xl−1.
(5.19)
Finally, it holds for large x that
K3(x) ≤ |αl − 1|+ 1
x/l
∫ x/l−(l−2)bε
0
(
1− y
x
)αl−1+ε
eγyP
(
l−1∑
i=1
Xi > y
)
dy,
which can be proved to be o(1)
(∏l−1
i=1 hi(x)
)
xl−1 by Lemma 2.1 and the similar procedures as in dealing with
V2(x) in the proof of Lemma 5.1. Plugging (5.19) and K1(x) +K3(x) = o(1)
(∏l−1
i=1 hi(x)
)
xl−1 into (5.18) and
noting the arbitrariness of ε, we complete the proof of Lemma 5.2. 2
Remark 5.1. Before proceeding with the proofs of our theorems, we mention that in the above lemmas we do
not require that Fi’s are continuous distribution functions, which is imposed in the statements of our theorems.
Proof of Theorem 3.1. In view of (4.8), we can derive that
P (El(t) > x) =
∞∑
n=l
P(N(t) = n)
n!
(n− l + 1)!PE(x, n) (5.20)
with
PE(x, n) = P
(
l−1∑
i=1
(Xi − Y ) > x,X1 > · · · > Xl−1 > Y
)
, (5.21)
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where Y is a positive random variable independent of {Xk; k = 1, 2, . . .} and {N(t); t ≥ 0} with distribution
function Fn−l+1. For any x, y positive we have
P
(
l−1∑
i=1
Xi > x+ (l − 1)y,
l−1⋂
i=1
(Xi > y)
)
= P
(
l−1∑
i=1
Xi > x+ (l − 1)y
)
−
l−2∑
k=1
(
l − 1
k
)
P
 l−1∑
i=1
Xi > x+ (l − 1)y,
k⋂
i=1
(Xi ≤ y) ,
l−1⋂
j=k+1
(Xi > y)

, I(x, y)−
l−2∑
k=1
(
l − 1
k
)
Jk(x, y).
Consequently, by conditioning on Y , we obtain
PE(x, n) =
∫ ∞
0
P
(
l−1∑
i=1
Xi > x+ (l − 1)y,X1 > · · · > Xl−1 > y
)
dFn−l+1(y)
=
1
(l − 1)!
∫ ∞
0
P
(
l−1∑
i=1
Xi > x+ (l − 1)y,
l−1⋂
i=1
(Xi > y)
)
dFn−l+1(y)
=
1
(l − 1)!
∫ ∞
0
(
I(x, y)−
l−2∑
k=1
(
l − 1
k
)
Jk(x, y)
)
dFn−l+1(y). (5.22)
Then Lemma 2.1 implies∫ ∞
0
I(x, y)dFn−l+1(y) ∼ γ
l−2 (Γ(α))l−1
Γ((l − 1)α) (`(x))
l−1
x(l−1)α−1e−γxI˜(x),
where
I˜(x) =
∫ ∞
0
(
` (x+ (l − 1)y)
`(x)
)l−1(
1 +
(l − 1)y
x
)(l−1)α−1
e−(l−1)γydFn−l+1(y).
By (5.1), for large x, the integrand of I˜(x) is bounded by 2 (1 + (l − 1)y)(l−1)(α+1)−1 e−(l−1)γy, which is inte-
grable. Hence, using the dominated convergence theorem gives
lim
x→∞ I˜(x) =
∫ ∞
0
e−(l−1)γydFn−l+1(y).
Consequently,∫ ∞
0
I(x, y)dFn−l+1(y) ∼ γ
l−2 (Γ(α))l−1
Γ((l − 1)α)
∫ ∞
0
e−(l−1)γydFn−l+1(y) · (`(x))l−1 x(l−1)α−1e−γx. (5.23)
With similar arguments as above, for all k = 1, . . . , l − 2, we obtain∫ ∞
0
Jk(x, y)dF
n−l+1(y) ≤
∫ ∞
0
P
(
l−1∑
i=k+1
Xi > x+ (l − k − 1)y
)
dFn−l+1(y) = o(1) (`(x))l−1 x(l−1)α−1e−γx.
(5.24)
Substituting (5.23) and (5.24) into (5.22) yields
PE(x, n) ∼ γ
l−2 (Γ(α))l−1
(l − 1)!Γ((l − 1)α)
∫ ∞
0
e−(l−1)γydFn−l+1(y) · (`(x))l−1 x(l−1)α−1e−γx. (5.25)
It follows from (5.21) and Lemma 2.1 that, for large x, there exists some constant C3 not related to n such that
n!
(n− l + 1)!
PE(x, n)
(`(x))
l−1
x(l−1)α−1e−γx
≤ n!
(n− l + 1)!
P
(∑l−1
i=1Xi > x
)
(`(x))
l−1
x(l−1)α−1e−γx
≤ C3nl−1.
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Recalling E
{
(N(t))l−1
}
< ∞, the proof is completed by applying the dominated convergence theorem and
(5.25) to (5.20). 2
Proof of Theorem 3.2. Recalling (4.9),
P (Ll(t) > x) =
∞∑
n=l
P(N(t) = n)
n!
(n− l + 1)!PL(x, n) (5.26)
holds with
PL(x, n) = P
(
l−1∑
i=1
Xi + Y > x,X1 > · · · > Xl−1 > Y
)
, (5.27)
where Y is the random variable specified in the proof of Theorem 3.1. Next, by the definition of the random
variable Y , we have
P (Y > x) = 1− Fn−l+1(x) ∼ (n− l + 1)F (x).
Consequently, (5.27) and Lemma 2.1 imply
PL(x, n) =
1
(l − 1)!P
(
l−1∑
i=1
Xi + Y > x,
l⋂
i=1
(Xi > Y )
)
≤ 1
(l − 1)!P
(
l−1∑
i=1
Xi + Y > x
)
∼ (n− l + 1) γ
l−1 (Γ(α))l
(l − 1)!Γ(lα) · (`(x))
l
xlα−1e−γx. (5.28)
We can also obtain by (5.27) and Lemma 2.1 that, for large x, there exists some constant C4 not related to n
such that
n!
(n− l + 1)!
PL(x, n)
(`(x))
l
xlα−1e−γx
≤ n!
(n− l + 1)!
P
(∑l−1
i=1Xi + Y > x
)
(`(x))
l
xlα−1e−γx
≤ C4nl. (5.29)
Recalling E
{
(N(t))l
}
<∞, the asymptotic upper bound for P (Ll(t) > x) can be obtained by applying Fatou’s
lemma and (5.28) to (5.26).
On the other hand, applying Lemma 5.2 with b(x) = 0 to relation (5.27) leads to
PL(x, n) & (n− l + 1) k(l, γ, α) · (`(x))l xlα−1e−γx,
where asymptotic equivalence holds when l = 2. Then the asymptotic lower bound for P (Ll(t) > x) and relation
(3.3) are consequences of Fatou’s lemma and the dominated convergence theorem applied to (5.26), respectively.
This completes the proof of Theorem 3.2. 2
In what follows, given the rate parameter γ > 0 fixed, we denote by Gα the gamma distribution function with
the shape parameter α > 0 and rate parameter γ.
Proof of Theorem 3.3. Recalling (5.27) with Y distributed by Gn−l+1α , we split it into two parts according
to whether or not Y > x/l and rewrite it as PL(x, n) = I1(x, n) + I2(x, n). It follows from (2.3) that
I1(x, n) ≤ P
(
X1, . . . , Xl−1, Y >
x
l
)
= o(1)xlα−1e−γx. (5.30)
For every i = 1, . . . , l − 1, we have Xi d= Ei + Yi, where Ei and Yi are independent and respectively follow G1
and Gα−1. Since we can take the random pairs (Ei, Yi), i = 1, . . . , l − 1 to be mutually independent, I2(x, n)
can be rewritten as
I2(x, n) =
1
(l − 1)!
∫ x/l
0
P
(
l−1∑
i=1
(Ei + Yi) > x− y,
l−1⋂
i=1
(Ei + Yi > y)
)
dGn−l+1α (y)
, 1
(l − 1)!
∫ x/l
0
p(x, y)dGn−l+1α (y). (5.31)
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For the conciseness on writing in the subsequence, we set some notational conventions as follows:
∣∣∣jiy∣∣∣ , j∑
k=i
yk, for any reals yi, . . . , yj ,
df(jiy) ,
j∏
k=i
df(yk), for any differentiable f ,∫
j
iy∈A
,
∫
· · ·
∫
yi,...,yj∈A
, if i ≤ j;
∫
j
iy∈A
,
∫
∅
, if i > j, for any Borel set A,
and we agree to the following convention that whenever
∫
∅ occurs it is regarded as 1, i.e., the notation
∫
∅ will
automatically disappear from formulas. In addition, we admit the traditional conventions that
∑
i∈∅ yi = 0,∏
i∈∅ yi = 1, and
⋂
i∈∅Ai = Ω. Hence, combining with the previous conventions, it holds in our setup that if
i > j then
∣∣∣jiy∣∣∣ = 0 and dF (jiy) = 1.
According to the exact number of Yi’s which belongs to (0, y], we further write p(x, y) in (5.31) as
p(x, y) =
l−1∑
k=0
(
l − 1
k
)∫
k
1y≤y
∫
l−1
k+1y>y
P
 k∑
i=1
(Ei− (y − yi))+
l−1∑
j=k+1
Ej > x− (k + 1)y −
∣∣l−1
k+1y
∣∣ ,
k⋂
i=1
(Ei > y − yi)
)
dGα−1(l−11y).
By the memoryless property of E1, . . . , Ek, it holds that
p(x, y)=
l−1∑
k=0
(
l − 1
k
)∫
k
1y≤y
∫
l−1
k+1y>y
P
(
l−1∑
i=1
Ei>x−(k + 1)y−
∣∣l−1
k+1y
∣∣) k∏
i=1
G1 (y − yi) dGα−1(l−11y). (5.32)
Observing that the inner integral w.r.t. yk+1, . . . , yl−1 and the outer one w.r.t. y1, . . . , yk are separable now,
we have
p(x, y) =
l−1∑
k=0
(
l − 1
k
)(
Gα(y)−Gα−1(y)
)k

∫
|l−1k+1y|>x−(k+1)y
l−1
k+1y>y
1{k 6=l−1}+
∫
|l−1k+1y|≤x−(k+1)y
l−1
k+1y>y
Gl−1(x−(k + 1)y−
∣∣l−1
k+1y
∣∣)

dGα−1(l−1k+1y). (5.33)
The last summand of k = l − 1 in (5.32) is(
Gα(y)−Gα−1(y)
)l−1
Gl−1(x−ly).
Hence we equipped the indicator 1{k 6=l−1} in (5.33) to make it accurate under our conventions.
Unfolding the brace of (5.33) and plugging the two items obtained into (5.31), and then replacing dGn−l+1α (y)
by (n− l+1)Gn−lα (y)gα(y)dy, where gα is the pdf of Gα, we can rewrite I2(x, n) as the sum of the corresponding
items:
I2(x, n) ,
(n− l + 1)
(l − 1)!
l−1∑
k=0
(
l − 1
k
)
(I21(x, n, k) + I22(x, n, k)) . (5.34)
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It is clear that I21(x, n, l − 1) = 0, and for k = 0, . . . , l − 2,
I21(x, n, k) ≤
∫ x/l
0
(
Gα(y)
)k
G(l−k−1)(α−1)
(
x−(k + 1)y
)
gα(y)dy
∼ const · e−γx
∫ x/l
0
(∫ ∞
0
(u+ y)
α−1
e−γudu
)k(
x−(k + 1)y
)(l−k−1)(α−1)−1
yα−1dy.
Using the variable substitution z = y/x and the dominated convergence theorem, we obtain
I21(x, n, k) . const · xlα−le−γx
∫ 1/l
0
(∫ ∞
0
(u
x
+ z
)α−1
e−γudu
)k
× (1−(k + 1)z)(l−k−1)(α−1)−1 zα−1dz
= o(1)xlα−1e−γx. (5.35)
For I22(x, n, k), we have
I22(x, n, k) =
∫ x/l
0
(
Gα(y)
)k(
1− Gα−1(y)
Gα(y)
)k ∫
|l−1k+1y|≤x−(k+1)y
l−1
k+1y>y
Gl−1(x−(k + 1)y−
∣∣l−1
k+1y
∣∣)dGα−1(l−1k+1y)
×Gn−1α (y)gα(y)dy
, γ
lα+k
(Γ(α))
k+1
(Γ (α− 1))l−k−1
e−γxI˜22(x, n, k), (5.36)
where
I˜22(x, n, k) =
∫ x/l
0
(∫ ∞
0
(u+ y)
α−1
e−γudu
)k(
1− Gα−1(y)
Gα(y)
)k
×
∫
|l−1k+1y|≤x−(k+1)y
l−1
k+1y>y
(∫ ∞
0
(
v + x−(k + 1)y−∣∣l−1k+1y∣∣)l−2 e−γvdv) l−1∏
i=k+1
yα−2i d(
l−1
k+1y)G
n−1
α (y)y
α−1dy.
(5.37)
For k = 0, . . . , l − 2, we apply the variable substitutions w = y/x, si = yi/(x−(k + 1)y), i = k + 1, . . . , l − 1,
with the Jacobian determinant xl−k(1−(k + 1)w)l−k−1. Plugging the substitutions into (5.37), we obtain after
rearrangement that, for k = 0, . . . , l − 2
I˜22(x, n, k)
= xlα−1
∫ 1/l
0
(∫ ∞
0
(u
x
+ w
)α−1
e−γudu
)k(
1− Gα−1(xw)
Gα(xw)
)k
(1−(k + 1)w)(l−k−1)α+k−1
×
∫
|l−1k+1s|≤1
l−1
k+1s>w/(1−(k+1)w)
(∫ ∞
0
(
v
x(1−(k + 1)w) + 1−
∣∣l−1
k+1s
∣∣)l−2e−γvdv) l−1∏
i=k+1
sα−2i d(
l−1
k+1s)G
n−1
α (xw)w
α−1dw.
Since Gα−1(x) = o(1)Gα(x) it follows from the dominated convergence theorem that
I˜22(x, n, k) ∼ γ−k−1xlα−1
∫ 1/l
0
(1−(k + 1)w)(l−k−1)α+k−1w(α−1)(k+1)
×
∫
|l−k−11s|≤1
l−k−1
1s>w/(1−(k+1)w)
(
1−∣∣l−k−11 s∣∣)l−2l−k−1∏
i=1
sα−2i d(
l−k−1
1 s)dw
= γ−k−1Jl,α,k · xlα−1, (5.38)
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where in the last step we used the variable substitution z = w/(1−(k + 1)w) to the integral. When k = l − 1,
I˜22(x, n, l − 1) has the following simple expression
I˜22(x, n, l − 1) =
∫ x/l
0
(∫ ∞
0
(u+ y)
α−1
e−γudu
)l−1(
1− Gα−1(y)
Gα(y)
)l−1
×
(∫ ∞
0
(v + x− ly)l−2 e−γvdv
)
Gn−1α (y)y
α−1dy.
Similarly, using the variable substitution z = y/x and applying the dominated convergence theorem, we obtain
I˜22(x, n, l − 1) ∼ γ−lxlα−1
∫ 1/l
0
(1− lz)l−2zl(α−1)dz = γ−lJl,α,l−1 · xlα−1. (5.39)
Plugging (5.38) and (5.39) into (5.36), we have
I22(x, n, k) ∼ γ
lα−1Jl,α,k
(Γ(α))
k+1
(Γ (α− 1))l−k−1
xlα−1e−γx. (5.40)
Substituting (5.40) and (5.35) into (5.34) and then combining the obtained relation with (5.30) leads to
PL(x, n) ∼ (n− l + 1)γ
lα−1
(l − 1)!
l−1∑
k=0
(
l − 1
k
)
Jl,α,k
(Γ(α))
k+1
(Γ (α− 1))l−k−1
· xlα−1e−γx. (5.41)
Recalling relation (5.29) and applying the dominated convergence theorem to (5.26) with relation (5.41), we
obtain relation (3.4). This completes the proof of Theorem 3.3. 2
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