A major concern with some contagious diseases has recently led to an enormous effort to monitor population health status by several different means.
Introduction
A sudden outbreak of some contagious diseases as influenza or SARS (severe acute respiratory syndrome), for example, can be very society disturbing, being essencial its timely and effective detection in order to contain it. The awareness of this has led to an huge public and private investment on the monitoring of population health state, frequently based on symptoms rather than on confirmed diagnosis -syndromic surveillance. These systems are set to sound an alarm, that must be further investigated, but they have already proven to be successful in spotting clusters of cases of disease [1] .
Some examples of well established syndromic surveillance systems are BioSTORM [2] , Biological Spatio-Temporal Outbreak Reasoning Module, AEGIS [3] , Automated Epidemiological Geotemporal Integrated Surveillance, ESSENCE II [4] , Electronic Surveillance System for the Early Notification of Community-Based Epidemics, HealthMap [5] , Rede médicos sentinela do Instituto Dr. Ricardo Jorge, Gripenet [6] .
Several of the implemented monitoring schemes have often to trade off between true and false positives [7] and may suffer from imperfect knowledge data with many causes. One aspect that we are concerned with has to do with those schemes that are only able to follow a non-random sample of the individuals from the population, as a consequence of relying on volunteer participation. This is the case of GRIPNET for monitoring symptoms of influenza like illness (ILI) in Portugal.
Gripenet is a syndromic surveillance scheme set up in Portugal in 2005 for detection of ILI diseases. Participation is volunteer and internet based and people joint to answer weekly questionnaires about symptoms related to ILI diseases, such as presence/absence of sudden fever, nasal congestion, etc.. For someone to represent an ILI case (ILI case definition) he/she should satisfy all of: at least one respiratory symptom (running nose or coughing or sore throat or chest pain), muscle pain or severe headache, temperature greater than 38 o Celsius and sudden rise of the fever.
For addressing the problem of the poor and non-random data characteristic associated to some of the surveillances going on we present an idea that allows the use of these data for estimating the true population disease status, based on a state space approach borrowed from wild animal population dynamics modeling [8, 9, 10] . Monitoring data constitutes an observational process that runs in parallel with the non-observable states of the diseased and non-diseased population, allowing their estimation and, consequently, the estimation of the unknown disease incidence. Estimation is then carried out by resampling importance sampling, in a Bayesian setting.
Section 2 describes the approach just mentioned and gives details on the estimation, Section 3 describes the results obtained by applying this methodology to Gripenet 2006 data and finally Section 4 concludes.
A state space models approach

State-space models
A state space model can be used when the development over time of a system is determined by an unobserved time series, the state process, with which a parallel time-series of observations is associated, the observation process, being the relation between the two specified by the state space model itself [11] .
Let n t , t = 0, 1, . . . , T denote the state process and y t , t = 1, . . . , T the observation process, completely observable and a function of the state process, either observed with or without error. The population dynamics is described by the development in time of n t , that is usually modeled to accommodate random variation and that can consist of several subprocesses.
Represent g(·) and f (·) the probability density (or mass) functions (pdf) of the state and the observation process, respectively. The state space model is then described by the initial state, the state process (for which we assume first order Markovian property) and the observation process pdfs:
where θ is a vector of parameters and where we assume that y t given n t is independent of all other states and observations. It is possible and frequently desirable to modularize the state process pdf into separate but linked sub-processes pdfs, that succeed and describe the state evolution in time in a way that the input to one pdf is the output of the previous one. Although we gain flexibility like this, the price to pay is an increase in the complexity of the state pdf (that have to be integrated over the sub-processes appropriately) and in the likelihood.
A state space model for Gripenet
Gripenet was set up in Portugal for doing surveillance on ILI diseases, relying on volunteer participation of persons through internet weekly questionnaires about their symptoms on these -typically about 2000-3000 persons join per year. Naturally that the sample we get is not random and, in order to be able to use of the information it holds and based on it, we propose a state space model for modeling the true Portuguese ILI incidence. The data we use 
denoting, for week t, n i,t (GN ) and n ni,t (GN ) the ILI symptomatic and the ILI non-symptomatic population, respectively, under Gripenet surveillance and n i,t (GN ) and n ni,t (GN ) the same for those that were not surveilled by Gripenet. Note that this might further be divided according to other demographic characteristics such as gender, age, place of residence, known for all Gripenet respondents.
Population state process
Following an approach for modeling wild animal population dynamics [8, 9, 10] , we choose the population state process to be a stochastic one, based on the following deterministic general process, n t = P n t−1 , where P is a development projection matrix ( [12] , p.33), as we can consider the population to be divided into two stages: displaying ILI symptoms or not.
We assume that the births and deaths are negligible during that period, so that the size of the population remains constant equal to N = n i,t (GN ) + n i,t (GN ) + n ni,t (GN ) + n ni,t (GN ).
The complexity of the population dynamics can be better captured and modeled by further sub-dividing the population state process into subprocesses that consecutively succeed in time, each of which only depend on the subprocess immediately before. Each subprocess corresponds to a matrix so that the general projection matrix is given by the product of these matrices, with obvious advantages.
Here we assume that the sub-processes happen during consecutive time periods in the same order each week, corresponding to matrix C of population class transition due to become ILI symptomatic or by recovering from an ILI setting, and to matrix GN of being or not under Gripenet surveillance scheme, so that P = GN C.
The corresponding stochastic formulation is done in terms of conditional expected values of the state process that we assume to be a first order Markov process:
describing P the average effect of a set of stochastic processes, such that:
Note that, the second subprocess, from now on denominated just Gripenet, only divides the population into those that are followed by Gripenet scheme and those who are not.
The Markov hypothesis assures that the process is completely defined if we know the state process distribution in a certain time t conditionally on the process in the previous time point, n t ∼ H t [n t−1 ], which can be further decomposed according to the sub-processes as:
where, for each time t, u C t represents a realization of the state vector after the subprocess of class transition and u GN t represents the state vector after the subprocess Gripenet.
For the subprocess of class transition, let C i denotes the probability of a healthy person become ILI symptomatic (equal to everybody), with binomial distribution for the number of persons that become symptomatic,
where those who became ILI are
and u C i,t represents the total new number of ILI symptomatic persons in the population at time t (what is important for incidence); u C ni,t represents the non symptomatics and the non-new syntomatics at time t being given by the total population (constant) minus the new ILI symptomatic persons at time t. The probability of a healthy person become ILI symptomatic in each week could perhaps be better modeled if it was considered linearly proportional to the number of ILI persons in that week.
The second subprocess divides the population into those followed by Gripenet and those who are not, allowing different participation probabilities for symptomatic and for the asymptomatic. Being p i and p ni the probabilities of the ILI and non-ILI population, respectively, entering Gripenet at time t,
where the number of ILI persons and the number of non-ILI persons in Gripenet at time t are given respectively by:
Addressing the problem of lack of representativeness ...
To summarize, the state process pdfs are then given by:
with parameters (C i , p i , p ni ).
Observational process
The observational data on the population can be a deterministic or a stochastic function of the unknown states and a complete realization of this process is here denoted by {y t , t = 0, 1, . . . , T }.
In Gripenet the observations are the ILI and non-ILI persons being followed there at week t, y t = (y i,t , y ni,t ), which we assume to constitute an independent measure with errors of the population states n i,t (GN ) and n ni,t (GN ), respectively. As such we have the following error model defining the observation process pdf, f t (y t |n t ; θ), assuming a constant coefficient of variation:
with parameters (ψ 1 , ψ 2 ).
Estimation
The natural inference setting here is the Bayesian one. Within that we have further to specify a prior distribution on θ = (
Thus, a complete specification of the probability distribution for states, observations and parameter vector, including the intermediate states is (with y T = (y 1 , . . . , y T ) ):
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All the inferences we might be interested in, not only about the parameters given the data but also about the population states in each time point t given all the observations until the previous time point (one-step ahead prediction, [13] ) and also including that time point (filtering [13] ) as well as the expectation of the states given all the observations and parameters (smoothing) result from integrations over these joint distributions, which are often not trivial. Consequently, Monte Carlo simulation based approaches are an unavoidable alternative, such as sequential importance sampling methods (that we have chosen) or Markov Chain Monte Carlo Methods, which yields estimates of the likelihood and simulates from the posterior distributions.
Importance sampling is a technique that is used when direct sampling from a target pdf p(x) is not feasible, but we can generate samples from an alternative and easier trial pdf q(x), and then weight them properly to use them as samples from the target distribution. When importance sampling is done using q(x), the resulting sample can be resampled according to conveniently chosen weights to become a sample from p(x), and this is sequential importance sampling, SIS. Sequential importance sampling with resampling, SISR, is a technique where, for space state models, the generation of the unknown states is carried out combining the two approaches above:
• q(n t ) = g t (n t |n t−1 );
• The weights for the SISR are proportional to the observation pdf, f (y t |n t , θ). Resampling results in selecting the states that are the "better" choices according to observations. For more details see for example [14] .
To do estimation we have used the Sequential Importance Sampling with Resampling algorithm proposed by Liu and West in 2001 [15] , described next:
1. Simulate a initial parameter and state vectors from prior: particles n
2. Project each particle forward to the first time period using the state process distribution:
3. Estimate g(n 1 |y 1 ) (filtered state distribution), by using the observation process distribution to calculate a likelihood weight:
, j = 1, . . . , J, and then take a weighted resample from the particles.
The process is then repeated for subsequent time periods:
(a) Using the state process distribution to project forward to the next time period;
(b) Correcting the resulting predicted state distribution using the weighted resample, with weights calculated according to the observation process:
, j = 1, . . . , J.
This algorithm yields estimates of n t |y t , (y t = (y 1 , . . . , y t )) and parameter densities at each time point t. At the last time point T we get an estimate of the posterior density of θ.
To overcome a problem of "particle deplection" (particles with relative large sizes tend to be chosen many times and dominate) we have implemented Kernel smoothing of parameter vectors at each time step, adding a small perturbation to parameter values, increasing the diversity of parameters values in vicinity of parameter space and auxiliary particle filter, an initial "auxiliary" resample is taken from the population at time t, with weights calculated according to the expected likelihood of the states at time t + 1, given the data as time t + 1. This resampled set of particles is then projected forward from time t to time t + 1, and "corrected" using likelihood weights just as with filter, except that the likelihood weights must take account of the auxiliary resampling stage.
Details for Gripenet model
For the Gripenet model we are not only interested in estimating the number of new ILI cases each week on the population (incidence), from the population state space, given the observations, but we are also interested in estimating the model parameters given the data, specially the probabilities associated with being followed by Gripenet and becoming ILI.
The prior parameters we have considered here are detailed in Table 1 . We have based their choice on prior knowledge about the quantities they refer to, namely two reports produced by the Instituto Nacional de Saúde Dr. Ricardo Jorge [16] and [17] , and some available data about Gripenet participation numbers [18]. 
The states were initialized like (being N i (respectively, N ni ) the initial number of ILI (respectively, non-ILI) persons in the population):
Force n i,0 (GN ) + n ni,0 (GN ) + n i,0 (GN ) + n ni,0 (GN ) ≈ 10, 000, 000.
We have considered an initial number of iterations of J = 500000. Figure 1 depicts the estimated population states and also the observations. From the panels related to the states in Gripenet, we can see that the estimates are quite nicely mimicking the observation patterns, with some exceptions, more towards the end of the estimating period. As such, and taking this as an indicator of a nice states estimates, we are able, by adding the estimates related to ILI diseased persons, to get an estimate of the ILI incidence curve. The not so good estimation we got at the end of the time period considered is probably related to the particle deplection problem mention before, that might have not be completely solved here. 
Results on Gripenet
Discussion
In this paper we have proposed a method to overcome the lack of representativeness of data that so often appears in syndromic surveillance schemes. These data, although it can not be analyzed with the usual statistical techniques to infer for the rest of the population, is valuable and our proposal allows the desirable extrapolation. For the particular case of ILI diseases and Gripenet example, the estimated number of persons in each population class enables us to estimate ILI incidence curve and further to compare it to other curves obtained from different surveillance schemes as, for example in this case, with the sentinel doctors network.
Of course that this methodology has its weaknesses, namely the computer intensive effort that is associated with its estimation, the necessity of being able to get informative priors to improve estimation, the fact that the estimation method used here starts failing if the total times points T begins to be too large [10] . Further more, there are some assumptions that we have to make to simplify the modeling procedures, namely related to the time points of class transitions, ordering of the sub-processes, time of occurrence of the observations in relation to the state space flow.
Nonetheless we believe on its value as it overcomes in an elegant way the problem of how to analyze this data, how can this data be used in an useful way, as it holds a great potencial for the description of the ILI disease panorama.
On going work related to this application comprehends the inclusion of demographic characteristics in the population states definition -Gripenet respondents fill in a previous questionnaire for these, namely age and gender, which complicates greatly the estimation problem, proportional to the parameter space and the state space grow in complexity.
