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An [n,k,d]q code is called w-weight (mod q) if there are w in-
tegers i1, i2, . . . , iw ∈ {0,1,2, . . . ,q − 1} such that any weight i of
the codewords satisﬁes i ≡ i j (mod q) for some j. We consider
3-weight (mod q) [n,k,d]q codes with d ≡ −1 (mod q) whose
weights are congruent to 0 or ±1 (mod q). We show that such
codes are extendable when q is even and that there are some types
of such codes which are always extendable when q is odd. The lat-
ter is a generalization of the result on the extendability of ternary
linear codes [T. Maruta, Extendability of ternary linear codes, Des.
Codes Cryptogr. 35 (2005) 175–190] to q-ary linear codes with
q odd.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Let Fnq denote the vector space of n-tuples over Fq , the ﬁeld of q elements. A k-dimensional sub-
space of Fnq is called a linear code over Fq of length n with dimension k, or an [n,k]q code. An [n,k,d]q
code is an [n,k]q code with minimum Hamming distance d. The weight distribution of C is the list
of numbers Ai which is the number of codewords of C with weight i. The weight distribution with
(A0, Ad, . . .) = (1,α, . . .) is also expressed as 01dα · · · . We only consider non-degenerate codes hav-
ing no coordinate which is identically zero. A linear code C over Fq is w-weight (mod q) if there
exists a w-set W = {i1, . . . , iw} ⊂ Zq = {0,1, . . . ,q − 1} such that Ai > 0 implies i ≡ i j (mod q) for
some i j ∈ W . The code obtained by deleting the same coordinate from each codeword of an [n,k,d]q
code C is called a punctured code of C . If there exists an [n + 1,k,d + 1]q code C′ which gives C as a
punctured code, C is called extendable and C′ is an extension of C .
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Hill and Lizak [4] generalized this fact to 2-weight (mod q) linear codes over Fq by showing that
every [n,k,d]q code with gcd(d,q) = 1 whose weights (i’s such that Ai > 0) are congruent to 0 or
d (mod q) is extendable, see also [3]. An extension theorem on 3-weight (mod q) linear codes over Fq
by Maruta [12] states that every [n,k,d]q code with odd q  5, d ≡ −2 (mod q) whose weights are
congruent to 0, −1 or −2 (mod q) is extendable. See [7,8,11,18] for other results on the extendability
of linear codes over Fq .
In this paper, we consider the extendability of 3-weight (mod q) [n,k,d]q codes with d ≡
−1 (mod q) whose weights are congruent to 0 or ±1 (mod q).
Theorem 1.1. Let C be an [n,k,d]q code with q even, d ≡ −1 (mod q), whose weights are congruent to 0 or
±1 (mod q), k 3. Then C is extendable.
This new extension theorem can be applied to prove the non-existence of codes with certain
parameters. For example, we demonstrate the non-existence of [245,5,183]4 codes (meeting the
Griesmer bound). For a putative [245,5,183]4 code C0, considering the residual codes (see [6, Theo-
rem 2.7.1]) yields that Ai = 0 for all i /∈ {183,184,196,228,244,245}. By Theorem 1.1, C0 is extend-
able, which contradicts the fact that a [246,5,184]4 code does not exist by Theorem 5.5 in [1]. See
also [9,17] for the extendability of linear codes over F4.
Next, we consider the case when q is odd. For example, let C1 be the [619,5,494]5 code with
weight distribution 014943964952100496500499100500246194, found in [16]. The weights of C1 are
congruent to 0 or ±1 (mod 5). Can we deduce whether C1 is extendable or not from the weight dis-
tribution? The next theorem will answer this question. We deﬁne the diversity of C from the weight
distribution as the pair (Φ0,Φ1) with
Φ0 = 1
q − 1
∑
q|i, i>0
Ai, Φ1 = 1
q − 1
∑
i≡1 (mod q)
Ai .
Theorem1.2. Let C be an [n,k,d]q code with diversity (Φ0,Φ1), k 3, d ≡ −1 (mod q), q odd, whose weights
are congruent to 0 or ±1 (mod q). Then C is extendable if one of the following conditions holds:
(1) Φ0 = θk−3 ,
(2) Φ1 = 0,
(3) Φ0 + Φ1  θk−2 + αqk−2 ,
(4) αΦ0 + Φ1  αθk−2 ,
where θ j = (q j+1 − 1)/(q − 1), α = θ1/2.
This result was previously known only for q = 3 [10]. See also [14,15] for the extendability of
ternary linear codes whose diversities satisfy none of the conditions in Theorem 1.2. As for the pre-
vious example C1, we have Φ0 = 531 = θ4 − 2 · 53, Φ1 = 125 = 53, whence C1 is extendable by (3)
of our theorem. Actually, C1 is a punctured code obtained from a cyclic [620,5,495]5 code with the
check polynomial x5 − 3x4 − x2 − 1 whose weight distribution is 0149549649625005001246204. Note
that these codes are optimal for the length, because a [618,5,494]5 code does not exist [13]. Thus
the extension theorems are often used to ﬁnd new linear codes. As for a non-extendability result, we
prove the following:
Theorem 1.3. Let C be an [n,k,d]q code with diversity (Φ0,Φ1), k  3, d ≡ −1 (mod q), q odd, whose
weights are congruent to 0 or ±1 (mod q). Then C is not extendable if (Φ0,Φ1) satisﬁes none of the criteria
of Theorem 1.2 and if
∑
d<i≡d (mod q)
Ai <
(q − 1)2qk−3
2
. (1.1)
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which is MDS (see [2,6]) and has the unique weight distribution
01(q − 1)(q+1)q(q−1)/2qq2−1(q + 1)q(q−1)2/2.
So, the weights of C2 are congruent to 0 or ±1 (mod q) and its diversity (θ1,q(q−1)/2) satisﬁes none
of the conditions of Theorem 1.2. When q is odd, C2 is not extendable by Theorem 1.3 since the left-
hand side of (1.1) is 0. This fact is known from the completeness of (q+ 1)-arcs in PG(2,q) for q odd;
see [5, Theorem 8.5]. On the other hand, C2 is extendable when q is even (also by [5, Theorem 8.5]),
as guaranteed by Theorem 1.1. The inequality (1.1) could be slightly improved according to diversities
just as for the case when q = 3 [10,15].
We prove Theorem 1.1 in Section 3 and Theorems 1.2 and 1.3 in Section 4. Geometric preliminaries
for the proofs are given in Section 2.
A part of this work was presented at the 8th International Conference on Finite Fields and Appli-
cations held in Melbourne, Australia, in 2007.
2. Geometric preliminaries
We denote by PG(r,q) the projective geometry of dimension r over GF(q). A j-ﬂat is a projec-
tive subspace of dimension j in PG(r,q). 0-ﬂats, 1-ﬂats, 2-ﬂats, 3-ﬂats and (r − 1)-ﬂats are called
points, lines, planes, solids and hyperplanes, respectively, as usual. We denote by F j the set of j-ﬂats
of PG(r,q). The number of points in a j-ﬂat is |PG( j,q)| = θ j = (q j+1 − 1)/(q − 1), where |T | denotes
the number of elements in the set T .
For an [n,k,d]q code C with a generator matrix G , the columns of G display homogeneous coor-
dinates for points of a multiset G¯ of size n in Σ = PG(k − 1,q). An i-point is a point of Σ which is
represented exactly i times by a column of G . Let Σi be the set of i-points in Σ . For any subset S
of Σ we deﬁne the multiplicity of S with respect to C as
mC(S) =
γ0∑
i=1
i·|S ∩ Σi |,
where γ0 = max{i | an i-point exists}. Then we obtain the partition Σ = Σ0 ∪ Σ1 ∪ · · · ∪ Σγ0 , and
n =mC(Σ),
n − d = max{mC(π) ∣∣ π ∈ Fk−2}.
Conversely such a partition of Σ as above gives an [n,k,d]q code in the natural manner. Since an
extension of C also satisﬁes (length) − (minimum distance) = n − d, we get the following.
Lemma 2.1. C is extendable if and only if there exists a point P ∈ Σ such that mC(π) < n − d for all hyper-
planes π through P .
Let Σ∗ be the dual space of Σ (considering Fk−2 as the set of points of Σ∗) and let F∗j be the
set of j-ﬂats of Σ∗ , i.e., F∗j = Fk−2− j , 0 j  k − 2. Then Lemma 2.1 is equivalent to the following:
Lemma 2.2. C is extendable if and only if there exists a hyperplane Π of Σ∗ such that
Π ⊂ {π ∈ F∗0 ∣∣mC(π) < n − d}.
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are congruent to 0 or ±1 (mod q), k 3. We deﬁne F0, F1, Fd , Fe and F as follows:
F0 =
{
π ∈ F∗0
∣∣mC(π) ≡ n (mod q)},
F1 =
{
π ∈ F∗0
∣∣mC(π) ≡ n − 1 (mod q)},
Fd =
{
π ∈ F∗0
∣∣mC(π) = n − d},
Fe =
{
π ∈ F∗0
∣∣mC(π) ≡ n + 1 (mod q)} \ Fd,
F = F0 ∪ F1.
Then we have Φ0 = |F0|, Φ1 = |F1|, since |{π ∈ Fk−2 |mC(π) = i}| = An−i/(q− 1). Lemma 2.2 implies
the following:
Lemma 2.3. C is extendable if and only if F ∪ Fe contains a hyperplane of Σ∗ .
We consider the extendability of C from this geometrical point of view. A t-ﬂat Π of Σ∗ with
|Π ∩ F0| = i, |Π ∩ F1| = j is called an (i, j)t ﬂat. A (1,0)0 ﬂat is just a point of F0. An (i, j)1 ﬂat,
an (i, j)2 ﬂat and an (i, j)3 ﬂat are called an (i, j)-line, an (i, j)-plane and an (i, j)-solid, respectively.
Lemma 2.4. Let l be an (i, j)-line of Σ∗ . Then (i, j) = (1,0), (1,q) or (θ1 − 2h,h) for some integer h with
0 h 	(q + 1)/2
.
Proof. Let l = {π1, . . . ,πθ1 } be an (i, j)-line of Σ∗ . Since
∑θ1
u=1(mC(πu) −mC(l)) +mC(l) = n, we get
ni + (n− 1) j + (n+ 1)(θ1 − i − j) ≡ n (mod q), so i + 2 j ≡ 1 (mod q). Hence our assertion follows. 
Assume 2  t  k − 1 and let Πt ∈ F∗t . Denote by c(t)i, j the number of (i, j)t−1 ﬂats in Πt and let
ϕs
(t) = |Πt ∩ Fs|, s = 0,1. (ϕ0(t), ϕ1(t)) is called the diversity of Πt and the list of c(t)i, j ’s is called its
spectrum. An easy counting argument yields the following:
∑
(i, j)∈Λt−1
c(t)i, j = θt ,
∑
(i, j)∈Λt−1
ic(t)i, j = θt−1ϕ0(t),
∑
(i, j)∈Λt−1
jc(t)i, j = θt−1ϕ1(t),
∑
(i, j)∈Λt−1
(
i
2
)
c(t)i, j = θt−2
(
ϕ0
(t)
2
)
,
∑
(i, j)∈Λt−1
(
j
2
)
c(t)i, j = θt−2
(
ϕ1
(t)
2
)
,
∑
(i, j)∈Λt−1
(
i + j
2
)
c(t)i, j = θt−2
(
ϕ0
(t) + ϕ1(t)
2
)
,
where Λt−1 is the set of all possibilities for (ϕ0(t−1), ϕ1(t−1)). We refer to the system of the above six
simultaneous equations as (∗). Note that the last equation of (∗) can be replaced by
∑
(i, j)∈Λt−1
i jc(t)i, j = θt−2ϕ0(t)ϕ1(t),
since
(i+ j
2
)= ( i2)+ ( j2)+ i j.
Lemma 2.5. ϕ0(t) = θt−1 or ϕ0(t) + 2ϕ1(t) = θt for t  1.
138 T. Maruta, K. Okamoto / Finite Fields and Their Applications 15 (2009) 134–149Proof. We proceed by induction on t . For t = 1, the result follows from Lemma 2.4. Assume this for
t − 1, t  2. Then, by the induction hypothesis and from (∗), we get
0 =
∑
(i, j)∈Λt−1
(i − θt−2)(i + 2 j − θt−1)c(t)i, j
= 2
∑
(i, j)∈Λt−1
(
i
2
)
c(t)i, j + 2
∑
(i, j)∈Λt−1
i jc(t)i, j − (θt−1 + θt−2 − 1)
∑
(i, j)∈Λt−1
ic(t)i, j
− 2θt−2
∑
(i, j)∈Λt−1
jc(t)i, j + θt−1θt−2
∑
(i, j)∈Λt−1
c(t)i, j
= θt−2
{
ϕ
(t)
0
(
ϕ
(t)
0 − 1
)+ 2ϕ(t)0 ϕ(t)1 − (q + 1)θt−1ϕ(t)0 − 2θt−1ϕ(t)1 + θt−1θt}
= θt−2
(
ϕ
(t)
0 − θt−1
)(
ϕ
(t)
0 + 2ϕ(t)1 − θt
)
,
where the equation qθt−1 = θt − 1 is needed only for the factoring in the last step. 
3. Proof of Theorem 1.1
We assume that q is even throughout this section.
Lemma 3.1. ϕ0(t)  θt−1 for t  1.
Proof. Lemma 2.4 implies this for t = 1, since i must be odd when q is even. Assume our assertion
for t − 1, t  2. Then, by the induction hypothesis and from (∗), we get
0
∑
(i, j)∈Λt−1
(i − θt−2)c(t)i, j =
∑
(i, j)∈Λt−1
ic(t)i, j − θt−2
∑
(i, j)∈Λt−1
c(t)i, j = θt−1ϕ(t)0 − θt−2θt ,
which yields
ϕ0
(t)  θtθt−2/θt−1 = (qθt−1 + 1)θt−2/θt−1 = θt−1 − 1+ θt−2/θt−1 > θt−1 − 1,
so that ϕ0(t)  θt−1. 
Recall from [1] that an f -set F in PG(r,q) satisfying
m = min{|F ∩π | ∣∣ π ∈ Fr−1}
is called an { f ,m; r,q}-minihyper.
Lemma 3.2. (See [1, Theorem 3.1].) Let F be a {θs, θs−1; r,q}-minihyper, 1 s < r. Then F is an s-ﬂat.
When ϕ0(t) = θt−1, it follows from Lemma 3.1 and [1, Theorem 2.2] that Πt ∩ F0 forms a
{θt−1, θt−2; t,q}-minihyper. Hence we get the following by Lemma 3.2.
Lemma 3.3. Πt ∩ F0 forms a hyperplane of Πt if ϕ0(t) = θt−1 .
We have Φ0 = θk−2 or Φ0 +2Φ1 = θk−1 by Lemma 2.5 with t = k−1. Hence C is extendable when
Φ0 = θk−2 by Lemmas 2.3, 3.3.
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(2)
θ1−2h,h) = (θ2 −
2qh,qh;h,h, θ1 − 2h,q2) with 1 h q/2.
Proof. From (∗), the system of equations in Section 2, we get
q
(
c(2)1,q − c(2)1,0
)= ∑
(i, j)∈Λ1
(i + 2 j − θ1)c(2)i, j = θ1
(
ϕ
(2)
0 + 2ϕ(2)1 − θ2
)= 0.
Hence c(2)1,0 = c(2)1,q . Put c(2)1,0 = c(2)1,q = h. Similarly, we get
q2c(2)1,q =
∑
(i, j)∈Λ1
j(i + 2 j − θ1)c(2)i, j
=
∑
(i, j)∈Λ1
i jc(2)i, j + 2
∑
(i, j)∈Λ1
j( j − 1)c(2)i, j − (θ1 − 2)
∑
(i, j)∈Λ1
jc(2)i, j
= ϕ(2)0 ϕ(2)1 + 2ϕ(2)1
(
ϕ
(2)
1 − 1
)− (θ1 − 2)θ1ϕ(2)1
= qϕ(2)1 ,
so ϕ(2)1 = qh, ϕ(2)0 = θ2 − 2qh with h > 0 since ϕ1(2) > 0. A (1,0)-line and a (1,q)-line can meet only
at a point of F0. Therefore, there is a point P ∈ F0 lying on all (1,0)-lines and all (1,q)-lines. All
remaining points are in F0, so the rest of the lines through P are (θ1,0)-lines. Any further line must
then be a (θ1 − 2h,h)-line. 
Lemma 3.5. Assume ϕ0(t) + 2ϕ1(t) = θt , ϕ0(t) = θt−1 , ϕ1(t) > 0, t  2.
If c(t)
θt−2,b > 0, then b = 0 or qt−1 .
Proof. See Lemma 3.4 for t = 2. Assume the assertion for t − 1, t  3. Let H be a (θt−2,b)t−1 ﬂat
in Πt . Then H ∩ F0 forms a (t − 2)-ﬂat by Lemma 3.3. Let Δ be a (θt−3,b′)t−2 ﬂat in H . Then there
is an ( f0, f1)t−1 ﬂat through Δ with f0 + 2 f1 = θt−1. Otherwise, every (t − 1)-ﬂat through Δ has
exactly θt−2 points of F0, so ϕ0(t) = (q + 1)(θt−2 − θt−3) + θt−3 = θt−1, a contradiction. Hence, by the
induction hypothesis, we have b′ = 0 or qt−2. Now, let y be the number of (θt−3,qt−2)t−2 ﬂats in H .
Usual counting arguments yield
qt−2 y = θt−2b,
(
qt−2
2
)
y = θt−3
(
b
2
)
.
Solving these equations, we get b = qt−1 if b > 0. 
Lemma 3.6. If there exists no (θ1 − 2h,h)-line in Πt for all h with 1 h q/2− 1, then ϕ0(t) = θt−1 or θt .
Proof. Assume that there is no (θ1 − 2h,h)-line in Πt for all 1 h  q/2 − 1. Then every line in Πt
meets F0 in one or θ1 points by Lemma 2.4. Since every line of Πt containing two points of F0 must
be a (θ1,0)-line, F0 ∩ Πt forms a ﬂat. Hence, by Lemma 3.1, our assertion follows. 
An s-ﬂat S is called an axis of Πt of type (a,b) if every hyperplane of Πt not containing S has
diversity (a,b) and if there is no hyperplane of Πt through S whose diversity is (a,b). Then the
spectrum of Πt has c
(t)
a,b = θt − θt−1−s and the axis is unique if it exists. The axis helps characterize
the geometrical structure of Πt , see [14]. When ϕ0(2) + 2ϕ1(2) = θ2 and ϕ1(2) > 0, the point P in the
proof of Lemma 3.4 is the axis of Π2 of type (θ1 − 2h,h), where h = ϕ1(2)/q.
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(
c(t)θt−2,0, c
(t)
θt−2,qt−1
, c(t)θt−1,0, c
(t)
θt−1−2qt−2h,qt−2h
)= (h,h, θ1 − 2h, θt − θ1)
for some h with 1  h  q/2 − 1, and there is a (t − 2)-ﬂat L which is the axis of Πt of type (θt−1 −
2qt−2h,qt−2h).
Proof. Since ϕ0(t) = θt−1, θt , we have ϕ0(t) + 2ϕ1(t) = θt and ϕ1(t) > 0 by Lemma 2.5. See Lemma 3.4
for t = 2. By Lemma 3.6 we can take a (θ1 − 2h,h)-line l in Πt for some h with 1  h  q/2 − 1. It
follows from Lemmas 3.3 and 3.4 that every plane through l in Πt is a (θ2 − 2qh,qh)-plane. Hence
ϕ0
(t) = (θ2 − 2qh − (θ1 − 2h))θt−2 + θ1 − 2h = θt − 2qt−1h,
ϕ1
(t) = (θt − ϕ0(t))/2 = qt−1h,
and every hyperplane of Πt containing l is a (θt−1 − 2qt−2h,qt−2h)t−1 ﬂat. If an (a,b)-hyperplane
contains no line like l, then a = θt−2 or θt−1. Hence, by Lemma 3.5, c(t)a,b > 0 implies
(a,b) ∈ {(θt−2,0), (θt−2,qt−1), (θt−1,0), (θt−1 − 2qt−2h,qt−2h)}.
By Lemma 3.3, it can be shown that there exists a (θt−2,0)t−2 ﬂat L such that there are h (θt−2,0)t−1
ﬂats, h (θt−2,qt−1)t−1 ﬂats and θ1 − 2h (θt−1,0)t−1 ﬂats through L. Hence L forms the axis of Πt of
type (θt−1 − 2qt−2h,qt−2h), and we get the desired spectrum. 
Lemma 3.7 implies that c(t)θt−1,0 > 0 holds when ϕ0
(t) + 2ϕ1(t) = θt (trivially so if ϕ1(t) = 0 also).
Hence Theorem 1.1 follows for the case when Φ0 + 2Φ1 = θk−1 by Lemma 2.3. This completes the
proof of Theorem 1.1.
4. Proof of Theorems 1.2 and 1.3
We continue the argument of Section 2 here under the condition that q is odd. Put α = θ1/2.
Lemma 4.1.
(1) ϕ0(2) is odd or ϕ0(2) = θ1 .
(2) If ϕ0(2) = 1, then ϕ1(2) = αq with (c(2)1,0, c(2)1,q, c(2)0,α) = (α,α,q2), and the point Π2 ∩ F0 is the axis of Π2 .
Proof. (1) Lemma 2.5 implies that ϕ0(2) is odd if ϕ0(2) = θ1.
(2) When ϕ(2)0 = 1, we have ϕ(2)1 = αq by Lemma 2.5 and
c(2)i, j = 0 for all (i, j) ∈ Λ1 \
{
(1,0), (1,q), (0,α)
}
by Lemma 2.4. Solving (∗), we get the spectrum as desired. Since a (1,0)-line and a (1,q)-line meet
only at a point of F0, the point of F0 in Π2 is the axis of type (0,α). 
Lemma 4.2.When ϕ0(t) = θt−1 , it holds that Πt ∩ F0 ∈ F∗t−1 if and only if ϕ1(t) = 0 or qt .
Proof. We put L = Πt ∩ F0. Assume L ∈ F∗t−1 and ϕ1(t) > 0. For a point Q ∈ Πt ∩ F1, every line
through Q and a point of L is a (1,q)-line by Lemma 2.4, so ϕ(t)1 = qt .
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of Πt by Lemma 6 in [8] since L is a blocking set with respect to lines.
Next, assume ϕ(t)1 = qt . Then we get (c(t)θt−1,0, c
(t)
θt−2,qt−1
) = (1, θt − 1) since c(t)i, j > 0 with i + j = θt−1
implies that (i, j) = (θt−1,0) or (θt−2,qt−1) by Lemma 2.5. Hence L ∈ F∗t−1 by Lemma 3.2. 
Lemma 4.3. For t  2,
(1) ϕ0(t)  θt−2;
(2) If ϕ0(t) = θt−2 , then ϕ1(t) = αqt−1 with
(
c(t)θt−2,0, c
(t)
θt−2,qt−1
, c(t)
θt−3,αqt−2
)= (α,α, θt − θ1)
and there exists a (θt−2,0)t−2 ﬂat which is the axis of Πt of type (θt−3,αqt−2). Namely, Πt ∩ F0 is a
(t − 2)-ﬂat.
Proof. (1) can be proved similarly to Lemma 3.1 since ϕ(2)0  1 by Lemma 4.1.
(2) See Lemma 4.1(2) for t = 2. By Lemma 2.5, ϕ1(t) = αqt−1. Assume t  3. Since L = Πt ∩ F0
forms a {θt−2, θt−3; t,q}-minihyper by (1) and [1, Theorem 3.2], L forms a (t − 2)-ﬂat by Lemma 3.2.
Let H be a (θt−2,b)-hyperplane in Πt through L. Then we have b = 0 or qt−1 by Lemma 4.2. Hence,
there are exactly α (θt−2,0)-hyperplanes and α (θt−2,qt−1)-hyperplanes through L, and L forms the
axis of Πt of type (θt−3,αqt−2). 
The following lemma can be proved similarly to Lemma 3.4.
Lemma 4.4. If ϕ0(2) + 2ϕ1(2) = θ2 , then (ϕ0(2), ϕ1(2); c(2)θ1,0) = (θ2,0; θ2) or (ϕ0(2), ϕ1(2); c
(2)
1,0, c
(2)
1,q, c
(2)
θ1,0
,
c(2)
θ1−2h,h) = (θ2 − 2qh,qh;h,h, θ1 − 2h,q2) with 1 h α.
As in Lemma 3.4, planes of the second type in Lemma 4.4 have a point of F0 which is the axis of
type (θ1 − 2h,h).
An n-arc in PG(2,q) is an n-set of PG(2,q) no three points of which are collinear. It is well known
that the maximum size n for which an n-arc exists is θ1 when q is odd and is θ1 + 1 when q is even;
again, see [5, Theorem 8.5].
Lemma 4.5. Assume c(2)1,q = 0 and ϕ1(2) > 0. Then
(
ϕ0
(2), ϕ1
(2); c(2)1,0, c(2)0,α, c(2)2,α−1
)=
(
θ1,
(
q
2
)
; θ1,
(
q
2
)
,
(
θ1
2
))
and Π2 ∩ F0 forms a θ1-arc.
Proof. It follows from Lemma 2.4, Eqs. (∗), and our assumption c(2)1,q = 0 that
0 =
∑
(i, j)∈Λ1
j(i + 2 j − θ1)c(2)i, j = ϕ1(2)
(
ϕ0
(2) + 2ϕ1(2) − θ2 + q
)
,
whence ϕ0(2) + 2ϕ1(2) = θ2 − q since ϕ1(2) > 0. By Lemma 2.5 we have ϕ0(2) = θ1, ϕ1(2) = (q2 − q)/2.
We also get by (∗) that
q
(
c(2)1,q − c(2)1,0
)= ∑
(i, j)∈Λ
(i + 2 j − θ1)c(2)i, j = θ1
(
ϕ
(2)
0 + 2ϕ(2)1 − θ2
)
, (4.1)1
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Types of planes for odd q, 1 h α − 2.
Type ϕ0(2) ϕ1(2) c
(2)
1,0 c
(2)
0,α c
(2)
θ1−2h,h c
(2)
2,α−1 c
(2)
1,q c
(2)
θ1,0
(a-1) θ1 0 θ2 − 1 0 0 0 0 1
(a-2) θ1
(q
2
)
θ1
(q
2
)
0
(
θ1
2
)
0 0
(a-3) θ1 αq 0
(q
2
)
0
(
θ1
2
)
θ1 0
(a-4) 1 αq α q2 0 0 α 0
(a-5) θ1 + q q(α − 1) α − 1 0 0 q2 α − 1 2
(a-6) θ2 − 2qh qh h 0 q2 0 h θ1 − 2h
(a-7) θ1 q2 0 0 0 0 θ2 − 1 1
(a-8) θ2 0 0 0 0 0 0 θ2
so c(2)1,0 = θ1. These θ1 lines must be the tangents to Π2 ∩ F0, since Lemma 2.4 implies that any other
line meets Π2 ∩ F0 in an even number of points. It follows easily that Π2 ∩ F0 forms a θ1-arc with
the spectrum claimed. 
Lemma 4.6. Assume ϕ0(2) = θ1 , c(2)1,0 = 0 and ϕ1(2) = 0,q2 . Then
(
ϕ1
(2); c(2)0,α, c(2)2,α−1, c(2)1,q
)=
(
αq;
(
q
2
)
,
(
θ1
2
)
, θ1
)
and Π2 ∩ F0 forms a θ1-arc.
Proof. It follows from (∗) and our assumption c(2)1,0 = 0 that
0 =
∑
(i, j)∈Λ1
(i + 2 j − θ1)( j − q)c(2)i, j
= ϕ0(2)ϕ1(2) − qθ1ϕ0(2) + 2
(
ϕ1
(2))2 − (3q + 1)θ1ϕ1(2) + qθ1θ2
= (ϕ1(2) − q2)(2ϕ1(2) − qθ1),
whence ϕ1(2) = qθ1/2 = αq since ϕ1(2) = q2. It follows from (4.1) that c(2)1,q = θ1. As before (the (1,0)-
lines in the proof of Lemma 4.5), these θ1 (1,q)-lines are the tangents to Π2 ∩ F0, and Π2 ∩ F0 forms
a θ1-arc with the spectrum stated. 
Lemma 4.7. ϕ1(2) ∈ {0,q2,
(q
2
)
,αq} when ϕ0(2) = θ1 .
Proof. Assume that ϕ0(2) = θ1 and ϕ1(2) = 0,q2. Suppose c(2)1,0 > 0 and c(2)1,q > 0. Then (1,0)-lines and
(1,q)-lines in Π2 pass through a ﬁxed point of F0, since a (1,0)-line and a (1,q)-line meet only at
a point of F0. Hence 0 < c
(2)
1,0, c
(2)
1,q < q. On the other hand, (4.1) implies that θ1 divides c
(2)
1,0 − c(2)1,q ,
a contradiction. Hence c(2)1,0 = 0 or c(2)1,q = 0, so ϕ1(2) = αq or
(q
2
)
by Lemmas 4.5 and 4.6. 
All of the diversities in Λ2 and the corresponding spectra are listed in Table 1. Note that types
(a-4) and (a-5) are from Lemma 4.4 with h = α,α − 1, respectively, which are distinguished from
type (a-6) to let c(2)
θ1−2h,h = c
(2)
0,α, c
(2)
2,α−1 in the table. Note that c
(2)
1,q + c(2)θ1,0 = 0 holds only for type (a-2).
Here, we give a proof of Theorem 1.2 for k = 3. Setting t = k − 1, the diversity of C must be one
of the types in Table 1. Note that (a-7) and (a-8) cannot happen, since Fd = ∅. The condition (1) of
Theorem 1.2 implies (a-4); (2) implies (a-1); (3) implies (a-3), (a-5) or (a-6); (4) implies (a-1) or (a-4).
So, c(2)1,q + c(2)θ ,0 > 0 holds. This means that there exists a line contained in F . Hence, C is extendable1
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θt−2,qt−1
+ c(t)θt−1,0 > 0 for t  3 if one
of the conditions (1)–(4) in Theorem 1.2 holds.
For t  3, let Λ+t be the set of all possible diversities (ϕ
(t)
0 ,ϕ
(t)
1 ) ∈ Λt of t-ﬂats Πt containing
(θ1,
(q
2
)
)-planes; similarly, let Λ−t be the set of diversities of t-ﬂats Πt containing no (θ1,
(q
2
)
)-plane.
As we shall see in Lemma 4.15, these two sets are disjoint. We begin by determining Λ−t , beginning
with t = 3 and proceeding by induction. From here through Lemma 4.11, we assume that the ﬂats
being considered contain no (θ1,
(q
2
)
)-plane.
We denote by 〈χ1,χ2, · · ·〉 the smallest ﬂat in Σ∗ containing the subsets χ1,χ2, · · · of Σ∗ .
Lemma 4.8. Let Π3 be a (ϕ
(3)
0 ,ϕ
(3)
1 )-solid with spectrum c
(3)
i, j , (ϕ
(3)
0 ,ϕ
(3)
1 ) ∈ Λ−3 .
(1) If c(3)θ1,αq > 0, then (ϕ
(3)
0 ,ϕ
(3)
1 ) = (θ2,αq2) with
(
c(3)1,αq, c
(3)
θ1+q,q(α−1), c
(3)
θ1,q2
, c(3)θ1,αq
)=
((
q
2
)
,
(
θ1
2
)
, θ1,q
3
)
and there exists a point of F0 which is the axis of Π3 of type (θ1,αq).
(2) If c(3)θ1,αq = 0 and if c
(3)
θ2−2qh,qh > 0 for some h with 1 h α, then (ϕ
(3)
0 ,ϕ
(3)
1 ) = (θ3 − 2q2h,q2h) with
(
c(3)θ1,0, c
(3)
θ1,q2
, c(3)θ2,0, c
(3)
θ2−2qh,qh
)= (h,h, θ1 − 2h, θ3 − θ1)
and there exists a (θ1,0)-line L which is the axis ofΠ3 of type (θ2−2qh,qh). Namely, there exist h (θ1,0)-
planes, h (θ1,q2)-planes and θ1 − 2h (θ2,0)-planes through L.
(3) If c(3)θ1,αq = c
(3)
θ2−2qh,qh = 0 for all 1 h α, then one of the following holds:
(
ϕ
(3)
0 ,ϕ
(3)
1 ; c(3)θ1,0, c
(3)
θ2,0
)= (θ2,0; θ3 − 1,1) with F0 ∩ Π3 ∈ F∗2 ,(
ϕ
(3)
0 ,ϕ
(3)
1 ; c(3)θ1,q2 , c
(3)
θ2,0
)= (θ2,q3; θ3 − 1,1) with F0 ∩ Π3 ∈ F∗2 ,
(
ϕ
(3)
0 ,ϕ
(3)
1 ; c(3)θ2,0
)= (θ3,0; θ3) with Π3 ⊂ F0.
Proof. (1) Let δ be a (θ1,αq)-plane. Since c
(3)
θ1,(
q
2)
= 0, there are x (θ1,αq)-planes and (θ1 − x) (1,αq)-
planes through a ﬁxed (0,α)-line in δ and there are y (θ1,αq)-planes and (θ1 − y) (θ1 +q,q(α − 1))-
planes through a ﬁxed (2,α − 1)-line in δ, for some integers x, y. So,
ϕ0
(3) = θ1x+ (θ1 − x) = (θ1 − 2)y + (2q − 1)(θ1 − y) + 2,
ϕ1
(3) = (αq − α)θ1 + α = (αq − α + 1)y + (q − 1)(α − 1)(θ1 − y) + α − 1,
whence x = y = q, i.e., (ϕ(3)0 ,ϕ(3)1 ) = (θ2,αq2). We can determine the spectrum of Π3 by the intersec-
tions of its planes with δ. We have c(3)θ2,0 = c
(3)
θ1,0
= 0 since the spectrum of δ satisﬁes c(2)1,0 = c(2)θ1,0 = 0.
As θ1 − x = 1, let δ′ be the (1,αq)-plane through a ﬁxed (0,α)-line in δ, with δ′ ∩ F0 = {P }. From the
spectrum of δ′ in Table 1, a line of δ′ not containing P is a (0,α)-line. By the preceding analysis, all
the planes on such a line, other than δ′ , are (θ1,αq)-planes. Thus every plane in Π3 not containing P
is a (θ1,αq)-plane.
Now let l be a (1,q)-line in δ. Since the planes through l not containing P are (θ1,αq)-planes,
〈P , l〉 contains ϕ(3)1 − q(αq − q) = q2 points of F1. So, 〈P , l〉 is a (θ1,q2)-plane from Table 1. Hence we
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lQ 〈Q , L〉
(1,0)-line (θ1,0)-plane
(1,q)-line (θ1,q2)-plane
(θ1,0)-line (θ2,0)-plane
obtain
c(3)1,αq = c(2)0,α, c(3)θ1+q,q(α−1) = c
(2)
2,α−1, c
(3)
θ1,q2
= c(2)1,q, c(3)θ1,αq = θ3 − θ2,
where c(2)i, j ’s are the spectrum of δ, and P is the axis of Π3 of type (θ1,αq).
(2) Let δ0 be a (θ2−2qh,qh)-plane in Π3. Since c(3)θ1,(q2) = c
(3)
θ1,αq
= 0, all of the planes through a ﬁxed
(θ1 − 2h,h)-line l in δ0 are (θ2 − 2qh,qh)-planes. Hence we get (ϕ(3)0 ,ϕ(3)1 ) = (θ3 − 2q2h,q2h). Take
another (θ2 −2qh,qh)-plane δ1 through l and let Ps be the axis of δs for s = 0,1. Put L = 〈P0, P1〉. For
a point Q on l, every plane ( = 〈Q , L〉) through the line lQ = 〈Q , P0〉 meets δ1 in a (θ1−2h,h)-line, so
is a (θ2 − 2qh,qh)-plane. It follows from counting points of F0 and F1 that 〈Q , P0, P1〉 is determined
as Table 2 according to lQ .
Hence we get
c(3)θ1,0 = c
(2)
1,0, c
(3)
θ1,q2
= c(2)1,q, c(3)θ2,0 = c
(2)
θ1,0
, c(3)
θ2−2qh,qh = θ3 − θ1,
where c(2)i, j ’s are the spectrum of δ0, and the line L is the axis of Π3 of type (θ2 − 2qh,qh).
(3) From the assumption, we have (i, j) ∈ {(θ2,0), (θ1,0), (θ1,q2)} for c(3)i, j > 0. Hence δ ∩ F0 forms
a line for an (i, j)-plane δ in Π3 if i = θ1 by Lemma 4.2. If c(3)θ1,q2 = 0, then (ϕ
(3)
0 ,ϕ
(3)
1 ) = (θ2,0) or
(θ3,0) by Lemma 2.5. Otherwise, we have (ϕ
(3)
0 ,ϕ
(3)
1 ) = (θ2,q3) since all of the planes through a
ﬁxed (1,q)-line are (θ1,q2)-planes. We get the corresponding spectra from the geometric structure
of Π3 ∩ F0. 
As a consequence of Lemma 4.8 we have determined Λ−3 and the corresponding spectra. We have
c(3)
θ1,q2
+ c(3)θ2,0 > 0 for the spectrum of any (ϕ
(3)
0 ,ϕ
(3)
1 )-solid with (ϕ
(3)
0 ,ϕ
(3)
1 ) ∈ Λ−3 by Lemma 4.8.
Corollary 4.9.
(1) Λ−3 = {(θ3 − 2q2h,q2h) | 0 h α} ∪ {(θ2,0), (θ2,q3), (θ2,q2α)}.
(2) c(3)
θ1,q2
+ c(3)θ2,0 > 0 for all (ϕ
(3)
0 ,ϕ
(3)
1 ) ∈ Λ−3 .
Now, we prove the following two lemmas by induction on t .
Lemma 4.10. Let Πt be a (ϕ
(t)
0 ,ϕ
(t)
1 )t ﬂat with spectrum c
(t)
i, j , (ϕ
(t)
0 ,ϕ
(t)
1 ) ∈ Λ−t , t  3.
(1) If c(t)
θt−2,αqt−2
> 0, then (ϕ(t)0 ,ϕ
(t)
1 ) = (θt−1,αqt−1) with
(
c(t)
θt−3,αqt−2
, c(t)
θt−2+qt−2,(α−1)qt−2 , c
(t)
θt−2,qt−1
, c(t)
θt−2,αqt−2
)=
((
q
2
)
,
(
θ1
2
)
, θ1, θt − θ2
)
and there exists a (θt−3,0)t−3 ﬂat which is the axis of Πt of type (θt−2,αqt−2).
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θt−2,αqt−2
= 0 and if c(t)
θt−1−2qt−2h,qt−2h > 0 for some 1 h α, then (ϕ
(t)
0 ,ϕ
(t)
1 ) = (θt −2qt−1h,qt−1h)
with
(
c(t)θt−2,0, c
(t)
θt−2,qt−1
, c(t)θt−1,0, c
(t)
θt−1−2qt−2h,qt−2h
)= (h,h, θ1 − 2h, θt − θ1)
and there exists a (θt−2,0)t−2 ﬂat L which is the axis of Πt of type (θt−1 − 2qt−2h,qt−2h). Namely, there
are h (θt−2,0)t−1 ﬂats, h (θt−2,qt−1)t−1 ﬂats and θ1 − 2h (θt−1,0)t−1 ﬂats through L.
(3) If c(t)
θt−2,αqt−2
= c(t)
θt−1−2qt−2h,qt−2h = 0 for all 1 h α, then one of the following holds:
(
ϕ
(t)
0 ,ϕ
(t)
1 ; c(t)θt−2,0, c
(t)
θt−1,0
)= (θt−1,0; θt − 1,1) with F0 ∩ Πt ∈ F∗t−1,(
ϕ
(t)
0 ,ϕ
(t)
1 ; c(t)θt−2,qt−1 , c
(t)
θt−1,0
)= (θt−1,qt; θt − 1,1) with F0 ∩ Πt ∈ F∗t−1,
(
ϕ
(t)
0 ,ϕ
(t)
1 ; c(t)θt−1,0
)= (θt ,0; θt) with Πt ⊂ F0.
Lemma 4.11. For t  3,
(1) Λ−t = {(θt − 2qt−1h,qt−1h) | 0 h α} ∪ {(θt−1,0), (θt−1,qt), (θt−1,αqt−1)};
(2) c(t)
θt−2,qt−1
+ c(t)θt−1,0 > 0 for all (ϕ
(t)
0 ,ϕ
(t)
1 ) ∈ Λ−t .
Proof of Lemmas 4.10 and 4.11. We prove these two lemmas simultaneously by induction on t . See
Lemma 4.8 and Corollary 4.9 for t = 3. Assume t  4. By the induction hypothesis, we have
Λ−t−1 =
{(
θt−1 − 2qt−2h,qt−2h
) ∣∣ 0 h α}∪ {(θt−2,0), (θt−2,qt−1), (θt−2,αqt−2)}. (4.2)
We prove (1)–(4) in Lemma 4.10.
(1) Let π be a (θt−2,αqt−2)t−1 ﬂat. Then, by the induction hypothesis, π has spectrum
(
c(t−1)
θt−4,αqt−3
, c(t−1)
θt−3+qt−3,(α−1)qt−3 , c
(t−1)
θt−3,qt−2
, c(t−1)
θt−3,αqt−3
)=
((
q
2
)
,
(
θ1
2
)
, θ1, θt−1 − θ2
)
.
From (4.2) and the corresponding spectra determined by the induction hypothesis, there are
x (θt−2,αqt−2)t−1 ﬂats and (θ1 − x) (θt−3,αqt−2)t−1 ﬂats through a ﬁxed (θt−4,αqt−3)t−2 ﬂat in
π and there are y (θt−2,αqt−2)t−1 ﬂats and (θ1 − y) (θt−2 + qt−2, (α − 1)qt−2)t−1 ﬂats through a
ﬁxed (θt−3 + qt−3, (α − 1)qt−3)t−2 ﬂat in π , for some integers x, y. So,
ϕ0
(t) = (θt−2 − θt−4)x+ (θt−3 − θt−4)(θ1 − x) + θt−4
= (θt−2 − θt−3 − qt−3)y + (θt−2 − θt−3 + qt−2 − qt−3)(θ1 − y) + θt−3 + qt−3,
ϕ1
(t) = (αqt−2 − αqt−3)θ1 + αqt−3 = αqt−1
= (αqt−2 − αqt−3 + qt−3)y + (α − 1)(qt−2 − qt−3)(θ1 − y) + (α − 1)qt−3,
whence x = y = q, i.e., (ϕ(t)0 ,ϕ(t)1 ) = (θt−1,αqt−1). We can determine the spectrum of Πt by the in-
tersections of its hyperplanes with π . We have c(t)θt−2,0 = c
(t)
θt−1,0 = 0 since the spectrum of π satisﬁes
c(t−1)θt−3,0 = c
(t−1)
θt−2,0 = 0. As θ1 − x = 1, let π ′ be the (θt−3,αqt−2)t−1 ﬂat through a ﬁxed (θt−4,αqt−3)t−2
ﬂat in π , with π ′ ∩ F0 = L. By Lemma 4.3(2), L is a (θt−3,0)t−3 ﬂat which is the axis of π ′ of type
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δL0 〈δL0 , L1〉
(θt−3,0)t−2 (θt−2,0)t−1
(θt−3,qt−2)t−2 (θt−2,qt−1)t−1
(θt−2,0)t−2 (θt−1,0)t−1
(θt−4,αqt−3). Hence, every (t −2)-ﬂat in π ′ not containing L is a (θt−4,αqt−3)t−2 ﬂat. By the preced-
ing analysis, all the (t − 1)-ﬂats through such a (t − 2)-ﬂat, other than π ′ , are (θt−2,αqt−2)t−1 ﬂats.
Thus every (t − 1)-ﬂat in Πt not containing L is a (θt−2,αqt−2)t−1 ﬂat.
Now let δ be a (θt−3,qt−2)t−2 ﬂat in π . By Lemma 4.2, δ ∩ F0 is a (t − 3)-ﬂat meeting π ∩ π ′ in
a (t − 4)-ﬂat. This (t − 4)-ﬂat is contained in L. Then 〈L, δ〉 is a (θt−2,qt−1)t−1 ﬂat since the other
(t − 1)-ﬂats through δ are (θt−2,αqt−2)t−1 ﬂats. Hence we obtain
c(t)
θt−3,αqt−2
= c(t−1)
θt−4,αqt−3
, c(t)
θt−2+qt−2,(α−1)qt−2 = c
(t−1)
θt−3+qt−3,(α−1)qt−3 ,
c(t)
θt−2,qt−1
= c(t−1)
θt−3,qt−2
, c(t)
θt−2,αqt−2
= θt − θ2,
where c(t−1)i, j ’s are the spectrum of π , and L is the axis of Πt of type (θt−2,αq
t−2).
(2) Let π0 be a (θt−1 − 2qt−2h,qt−2h)t−1 ﬂat in Πt . Then, by the induction hypothesis, π0 has
spectrum
(
c(t−1)θt−3,0, c
(t−1)
θt−3,qt−2
, c(t−1)θt−2,0, c
(t−1)
θt−2−2qt−3h,qt−3h
)= (h,h, θ1 − 2h, θt−1 − θ1)
and there exists a (θt−3,0)t−3 ﬂat L0 which is the axis of π0 of type (θt−2 − 2qt−3h,qt−3h). So,
there are h (θt−3,0)t−2 ﬂats, h (θt−3,qt−2)t−2 ﬂats and θ1 − 2h (θt−2,0)t−2 ﬂats through L0 in π0.
Since c(t)
θt−2,αqt−2
= 0, it follows from the corresponding spectra of (4.2) that all of the (t − 1)-ﬂats
through a ﬁxed (θt−2−2qt−3h,qt−3h)t−2 ﬂat δ of π0 are (θt−1−2qt−2h,qt−2h)t−1 ﬂats. Hence we have
(ϕ
(t)
0 ,ϕ
(t)
1 ) = (θt − 2qt−1h,qt−1h). Take another (θt−1 − 2qt−2h,qt−2h)t−1 ﬂat π1 through δ and let L1
be the axis of π1. Then, it follows from the geometric conﬁguration of a (θt−1 − 2qt−2h,qt−2h)t−1 ﬂat
that Ls∩δ is a (θt−4,0)t−4 ﬂat which is the axis of δ of type (θt−3−2qt−4h,qt−4h) for s = 0,1, whence
L0 ∩δ = L1 ∩δ. For a (t−2)-ﬂat δL0 in π0 through L0, every (t−1)-ﬂat ( = 〈δL0 , L1〉) through δL0 meets
π1 in a (θt−2 − 2qt−3h,qt−3h)t−2 ﬂat, so is a (θt−1 − 2qt−2h,qt−2h)t−1 ﬂat. Counting points of F0 and
F1, 〈δL0 , L1〉 is determined as Table 3 according to δL0 .
Hence we get
c(t)θt−2,0 = c
(t−1)
t−3,0, c
(t)
θt−2,qt−1
= c(t−1)
θt−3,qt−2
, c(t)θt−1,0 = c
(t−1)
t−2,0, c
(t)
θt−1−2qt−2h,qt−2h = θt − θ1,
where c(t−1)i, j ’s are the spectrum of π0.
(3) From the assumption and (4.2), we have (i, j) ∈ {(θt−1,0), (θt−2,0), (θt−2,qt−1)} for c(t)i, j > 0.
Hence H ∩ F0 forms a (θt−2,0)t−2 ﬂat for an (i, j)-hyperplane H of Πt if i = θt−2 by Lemma 4.2. If
c(t)
θt−2,qt−1
= 0, then (ϕ(t)0 ,ϕ(t)1 ) = (θt ,0) or (θt−1,0) by Lemma 2.5. Otherwise, we have (ϕ(t)0 ,ϕ(t)1 ) =
(θt−1,qt) since all of the hyperplanes through a ﬁxed (θt−3,qt−2)t−2 ﬂat are (θt−2,qt−1)t−1 ﬂats.
Hence, we get the corresponding spectra from the geometric structure of Πt ∩ F0.
From (1)–(3), Λ−t has been determined as stated in Lemma 4.11(1), and Lemma 4.11(2) follows
from the spectra. 
Lemma 4.12. (θt − 2qt−1h,qt−1h) /∈ Λ+t for 1 h α − 2, t  3.
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(q
2
)
)-plane,
say δ. Let l be a (0,α)-line in δ. It follows from Table 1 that every plane through l meets F0 in at
most θ1 points. Counting the points of F0 on the planes through l, we have ϕ
(t)
0  θ1θt−2 < θt −2qt−1h,
a contradiction. 
Lemma 4.13. Let Πt be a (ϕ
(t)
0 ,ϕ
(t)
1 )t ﬂat with (ϕ
(t)
0 ,ϕ
(t)
1 ) ∈ Λ+t , t  3. Then c(t)θt−1−2qt−2h,qt−2h = 0 for 1 
h α − 2.
Proof. Let H be a putative (θt−1 − 2qt−2h,qt−2h)-hyperplane of Πt with 1 h α − 2. Since H con-
tains no (θ1,
(q
2
)
)-plane by Lemma 4.12, H contains a (θ1 − 2h,h)-line, say l0, by induction from
Lemma 4.10(2). It follows from Table 1 that all of the planes through l0 in Πt are (θ2 − 2qh,qh)-
planes. Counting the points of F0 and F1 on the planes through l0, we get
ϕ
(t)
0 = (θ2 − 2qh − θ1 + 2h)θt−2 + θ1 − 2h = θt − 2qt−1h,
ϕ
(t)
1 = (qh − h)θt−2 + h = qt−1h,
respectively. This diversity contradicts Lemma 4.12. 
Lemma 4.14. If (ϕ(t)0 ,ϕ
(t)
1 ) ∈ Λ+t , t  3, then
(1) c(t)
θt−2,qt−1
= c(t)θt−1,0 = 0;
(2) ϕ(t)0 + ϕ(t)1 < θt−1 + αqt−1 .
Proof. Let Πt be a (ϕ
(t)
0 ,ϕ
(t)
1 )t ﬂat with (ϕ
(t)
0 ,ϕ
(t)
1 ) ∈ Λ+t , t  3.
(1) Let δ be a (θ1,
(q
2
)
)-plane in Πt . If there exists a (θt−2,qt−1)t−1 ﬂat H in Πt , then by Lemma 4.2,
H ∩ F0 is a (t −2)-ﬂat and all points of H \ F0 are in F1. Therefore δ ⊂ H and δ∩ H must be a (θ1,0)-
line or a (1,q)-line, a contradiction. If H is a (θt−1,0)t−1 ﬂat, then δ ⊂ H and δ ∩ H can only be a
(θ1,0)-line, again a contradiction.
(2) We proceed by induction on t . We ﬁrst give a proof for t = 3. From (1) and Lemma 4.13, we
have c(3)
θ1,q2
= c(3)θ2,0 = 0 and c
(3)
θ2−2qh,qh = 0 for 1  h  α − 2. Hence, from Table 1, we have i + j 
θ1 + αq for all (i, j) ∈ Λ2 with c(3)i, j > 0. Using (∗), we get
0
∑
(i, j)∈Λ2
(θ1 + αq − i − j)c(3)i, j = (θ1 + αq)θ3 − θ2
(
ϕ0
(3) + ϕ1(3)
)
,
whence ϕ(3)0 +ϕ(3)1  (θ1 +αq)θ3/θ2 = (θ1 +αq)(q+ θ−12 ). Since θ1 +αq < θ2, we obtain ϕ(3)0 +ϕ(3)1 
(θ1 + αq)q = θ2 − 1+ αq2.
Next, we assume that i + j < θt−2 + αqt−2 for all (i, j) ∈ Λ+t−1, t  4, by the induction hypothesis.
From (1) and Lemma 4.13, we have c(t)
θt−2,qt−1
= c(t)θt−1,0 = 0 and c
(t)
θt−1−2qt−2h,qt−2h = 0 for 1 h  α − 2.
Hence, by Lemma 4.11(1), we have i + j  θt−2 + αqt−2 for all (i, j) ∈ Λt−1 with c(t)i, j > 0. Then, us-
ing (∗), we get
0
∑
(i, j)∈Λt−1
(
θt−2 + αqt−2 − i − j
)
c(t)i, j =
(
θt−2 + αqt−2
)
θt − θt−1
(
ϕ0
(t) + ϕ1(t)
)
,
so, ϕ(t)0 + ϕ(t)1  (θt−2 + αqt−2)θt/θt−1 = (θt−2 + αqt−2)(q + θ−1t−1). Since θt−2 + αqt−2 < θt−1, we have
ϕ
(t)
0 + ϕ(t)1  (θt−2 + αqt−2)q = θt−1 − 1+ αqt−1, as desired. 
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Proof. We show that (ϕ(t)0 ,ϕ
(t)
1 ) ∈ Λ−t implies (ϕ(t)0 ,ϕ(t)1 ) /∈ Λ+t . We work through the possibil-
ities listed in Lemma 4.11(1). First, (θt ,0) /∈ Λ+t is obvious. It follows from Lemma 4.2 that a
(θt−1,qt)t ﬂat contains a (θt−2,qt−1)t−1 ﬂat and that a (θt−1,0)t ﬂat contains a (θt−1,0)t−1 ﬂat. Hence
(θt−1,qt), (θt−1,0) /∈ Λ+t by Lemma 4.14(1). We have (θt−1,αqt−1) /∈ Λ+t by Lemma 4.14(2). We also
have (θt − 2qt−1h,qt−1h) /∈ Λ+t for 1 h α − 2 by Lemma 4.12, for h = α − 1 by Lemma 4.14(2). For
h = α, we use Lemma 4.3(2) and induction. 
Lemma 4.16. For (ϕ(t)0 ,ϕ
(t)
1 ) ∈ Λt , t  3, it holds that (ϕ(t)0 ,ϕ(t)1 ) ∈ Λ+t if and only if αϕ(t)0 + ϕ(t)1 > αθt−1
and ϕ(t)0 + ϕ(t)1 < θt−1 + αqt−1 .
Proof. We have αϕ(t)0 + ϕ(t)1  αθt−1 or ϕ(t)0 + ϕ(t)1  θt−1 + αqt−1 for (ϕ(t)0 ,ϕ(t)1 ) ∈ Λ−t by Lem-
ma 4.11(1). Now, let (ϕ(t)0 ,ϕ
(t)
1 ) ∈ Λ+t . Suppose that αϕ(t)0 + ϕ(t)1  αθt−1. If ϕ(t)0 = θt−1, then ϕ(t)1 = 0,
which contradicts the existence of a (θ1,
(q
2
)
)-plane. Hence ϕ(t)0 + 2ϕ(t)1 = θt by Lemma 2.5. Since
2(αϕ(t)0 +ϕ(t)1 )− (ϕ(t)0 +2ϕ(t)1 ) 2αθt−1 − θt , we get qϕ(t)0  θt−1 −1, so ϕ(t)0  θt−2. Hence ϕ(t)0 = θt−2
by Lemma 4.3(1), which yields that (ϕ(t)0 ,ϕ
(t)
1 ) ∈ Λ−t , a contradiction. Thus αϕ(t)0 + ϕ(t)1 > αθt−1. The
other assertion follows from Lemma 4.14(2). 
Note that we have Φ0 +Φ1 < θk−1 since Fd = ∅. Setting t = k− 1 for k 4, we get Theorem 1.2 as
follows:
(1) Assume Φ0 = θk−3. Then Σ = PG(t,q) is a (θt−2,αqt−1)t ﬂat with c(t)θt−2,qt−1 > 0 by Lemma 4.3.
Hence C is extendable by Lemma 2.3.
(2) Assume Φ1 = 0. Then Σ is a (θt−1,0)t ﬂat, by Lemma 2.5. Since Σ contains a (θt−1,0)t−1 ﬂat
by Lemma 4.2, C is extendable by Lemma 2.3.
(3), (4) Assume Φ0 + Φ1  θk−2 + αqk−2 or αΦ0 + Φ1  αθk−2 holds. Then Σ is a (Φ0,Φ1)t ﬂat
with (Φ0,Φ1) ∈ Λ−t by Lemma 4.16. Hence, by Lemmas 4.11(2) and 2.3, C is extendable.
Finally, we give a proof of Theorem 1.3. When (Φ0,Φ1) = (θ1,
(q
2
)
) for k = 3 or when (Φ0,Φ1) ∈
Λ+k−1 for k  4, setting t = k − 1, we have i + j  θt−2 + αqt−2 for all (i, j) ∈ Λt−1 with c(t)i, j > 0 as
shown in the proof of Lemma 4.14(2). Hence, if |Fe| < θt−1 − (θt−2 + αqt−2), every hyperplane of Σ
contains a point of Fd , and C is not extendable by Lemma 2.3. This yields Theorem 1.3, for it holds
that
∑
d<i≡d (mod q) Ai = (q − 1)|Fe|.
Acknowledgments
The authors thank the anonymous referees for their careful reading and valuable suggestions,
which led to a considerable improvement of the original text.
References
[1] N. Hamada, A characterization of some [n,k,d;q]-codes meeting the Griesmer bound using a minihyper in a ﬁnite projec-
tive geometry, Discrete Math. 116 (1993) 229–268.
[2] R. Hill, A First Course in Coding Theory, Clarendon Press, Oxford, 1986.
[3] R. Hill, An extension theorem for linear codes, Des. Codes Cryptogr. 17 (1999) 151–157.
[4] R. Hill, P. Lizak, Extensions of linear codes, in: Proc. IEEE Int. Symposium on Inform. Theory, Whistler, Canada, 1995, 345 pp.
[5] J.W.P. Hirschfeld, Projective Geometries over Finite Fields, second ed., Clarendon Press, Oxford, 1998.
[6] W.C. Huffman, V. Pless, Fundamentals of Error-Correcting Codes, Cambridge Univ. Press, 2003.
[7] I. Landjev, A. Rousseva, An extension theorem for arcs and linear codes, Probl. Inf. Transm. 42 (2006) 319–329.
[8] T. Maruta, On the extendability of linear codes, Finite Fields Appl. 7 (2001) 350–354.
[9] T. Maruta, Extendability of quaternary linear codes, Discrete Math. 293 (1–3) (2005) 195–203.
[10] T. Maruta, Extendability of ternary linear codes, Des. Codes Cryptogr. 35 (2005) 175–190.
[11] T. Maruta, Extendability of linear codes over GF(q) with minimum distance d, gcd(d,q) = 1, Discrete Math. 266 (2003)
377–385.
T. Maruta, K. Okamoto / Finite Fields and Their Applications 15 (2009) 134–149 149[12] T. Maruta, A new extension theorem for linear codes, Finite Fields Appl. 10 (2004) 674–685.
[13] T. Maruta, I.N. Landjev, A. Rousseva, On the minimum size of some minihypers and related linear codes, Des. Codes Cryp-
togr. 34 (2005) 5–15.
[14] T. Maruta, K. Okamoto, Geometric conditions for the extendability of ternary linear codes, in: Ø. Ytrehus (Ed.), Coding and
Cryptography, in: Lecture Notes in Comput. Sci., vol. 3969, Springer-Verlag, 2006, pp. 85–99.
[15] T. Maruta, K. Okamoto, Some improvements to the extendability of ternary linear codes, Finite Fields Appl. 13 (2007)
259–280.
[16] T. Maruta, M. Shinohara, A. Kikui, On optimal linear codes over F5, Discrete Math., in press.
[17] T. Maruta, M. Takeda, K. Kawakami, New suﬃcient conditions for the extendability of quaternary linear codes, Finite Fields
Appl. 14 (2008) 615–634.
[18] J. Simonis, Adding a parity check bit, IEEE Trans. Inform. Theory 46 (2000) 1544–1545.
