Abstract-In this paper, we investigated the use of seasonal autoregressive integrated moving average (SARIMA) time series models for fault detection in semiconductor etch equipment data. The derivative dynamic time warping algorithm was employed for the synchronization of data. The models were generated using a set of data from healthy runs, and the established models were compared with the experimental runs to find the faulty runs. It has been shown that the SARIMA modeling for this data can detect faults in the etch tool data from the semiconductor industry with an accuracy of 80% and 90% using the parameter-wise error computation and the step-wise error computation, respectively. We found that SARIMA is useful to detect incipient faults in semiconductor fabrication.
INTRODUCTION
Over the past decade of continuous improvements being made to semiconductor technologies, the device feature size has been scaled down tremendously. As a result, the processes have become more and more complex, and this calls for a much tighter process control than before. The faults in the manufacturing processes must be detected with precision to reduce the loss in manufacturing. Semiconductor equipment data has been shown to be helpful for the detection of any abnormal variation in the process. This is because any fault occurring during the process appears as some variation in the equipment tool data collected for that process.
There has been active research conducted in the fault detection area by applying different statistical techniques to the tool data. Neural networks have been one of the most researched techniques for the purpose [1] [2] [3] . Principal component analysis (PCA) and its variants have been widely employed as well [4, 5] . Control charts have also been used for simultaneous fault detection and classification [6] . The use of autoregressive moving average based time series modeling techniques have also been shown to be quite useful in this regard [7, 8] . These works have shown that the analysis of tool data gives greater insight into the process variations and can be used to detect abnormalities in the process.
In this research, the seasonal autoregressive integrated moving average (SARIMA) time series models are investigated for the detection of faults in etch tool data. The derivative dynamic time warping (DDTW) algorithm was employed to synchronize the data before the modeling step. The rest of the paper has been divided into three sections. Section 2 gives details about data collection, preprocessing, and synchronization. Section 3 provides a theoretical overview of SARIMA models. Section 4 explains the implementation of the technique and the results are discussed in Section 5.
SEMICONDUCTOR EQUIPMENT DATA

Data Preprocessing
Two sets of experimental data from an etch process were collected. The first set consisted of data from 10 acceptable runs of the etch process, while the second set consisted of 10 experimental runs. The experimental runs were composed of three acceptable runs and seven faulty runs. The faults were induced in the process for these seven runs. A total of eleven steps constituted a process run. All of the experiments were performed on an Applied Materials' DPS-II Centura dielectric etcher. The acquired data consisted of 55 parameters, where each parameter corresponded to the measurement of a specific attribute of equipment. Table 1 provides the description of the experimental set and the type of faults induced. Our goal was to successfully distinguish these faulty runs from the acceptable runs of the experimental set. However, not all of these parameters carry useful information. Therefore, the 15 most important parameters were selected by incorporating PCA. The first principal component was observed and the parameters that correspond to the largest coefficients in the first component were selected. The selected parameters are listed in Table 2 . Each parameter in the data had a separate range of values because of the difference in measurement units. As a necessary step before proceeding with modeling, the data normalization was performed using the min-max normalization technique. 
Derivative Dynamic Time Warping
Once the data was normalized, it was then synchronized. The need for data synchronization arose because the total no of observations collected from each run were unequal. Although all process runs followed the same steps, this mismatch appeared due to the fact that each run did not take exactly the same time to complete. Moreover, sometimes the delays in the data acquisition system also added to this misalignment of data.
In order to synchronize the data, we incorporated the DDTW [9, 10] algorithm. DDTW is a variation of the DTW algorithm, which has been widely used in different fields for pattern recognition [11] . DDTW follows the DTW algorithm except that the inputs are differentiated in it before further processing, which enhances the performance of synchronization. The algorithm compares two independent time sequences, X=( This matrix generates an alignment cost map of the two sequences. To find the right alignment, a path consisting of a set of coordinates across the map is computed, which is called the warping path W. Fig. 1 shows a DTW warping path as an example for two sample time sequences of X and Y.
The warping path defines a mapping between X and Y,
The warping path must satisfy the following conditions: There could be numerous paths that satisfy the above conditions, but there is a cost associated with each path and we are interested in the path with the lowest cost, which is called the optimal warping path.
i.e.,
This can be found by using the dynamic programming based algorithm, which involves constructing the global cost matrix D, defined as [10] :
After calculating the global cost matrix, the optimal warping path can be computed by tracking the path starting from D N,M and by following the elements corresponding to the lowest cost at each step and then ending at D 1,1 . This path defines the alignment between the two sequences and can be used to create synchronized time sequences.
There are many modifications that have been made to DTW algorithm since its development, but all of them can be divided into two categories: symmetric and asymmetric [12] . Symmetric DTW algorithms give equal importance to both the input time sequence in such a way that the optimal path goes through all the points of both and hence results in two equal, synchronized time sequences. However, the total data samples of each of the synchronized sequences are greater than those before synchronization.
On the contrary, asymmetric DTW algorithms prefer one of the two input in such a way that the optimal path goes through all the points of the preferred sequence. However, it may skip some of the points in the other input sequence. However, this results in synchronized sequences whose total data samples are equal to those of the preferred input sequence. Kassidas et al. [12] demonstrated the use of DTW for the synchronization of batch trajectories by combining both symmetric and asymmetric DTW algorithms. A variation of this methodology was used in this research. A run was fixed as the reference, and observations of all other runs from both data sets were synchronized with those of that run. In this way the number of observations for each of the runs was made equivalent to the number of observations of a reference run (2,411 observations).
TIME SERIES MODELING
ARIMA Models
ARIMA models combine the autoregressive (AR) and moving-average (MA) models to form a time series model. The general equation for an AR model is:
where x t is the value of a time series at time t, ф 1 , ф 2 ,…, ф p are the autoregressive coefficients, and e t is the white noise error term at time t [13] . As evident from Eq. (1), the AR model expresses the current value of the time series in terms of p regressed past values of the series, where p is called the order of the AR model. Similarly a MA model has the general equation of:
where x t is the value of a time series at time t, θ 1 , θ 2 ,…, θ q are the moving average coefficients, and e t is the white noise error term at time t [13] . Unlike AR models, MA models express the current value of time series in terms of q regressed past innovations of the series, where q is called the order of the MA model. The AR and MA models are both combined to form the ARMA model [13] , which has the equation:
ARMA models are used for stationary time series. However, real life time series are usually non-stationary and hence, prior to applying the autoregressive moving average model on such data, this non-stationary must be removed by differencing the series d times. For example, differencing a time series d=1 can be defined as x t d=1 = x t -x t-1 . An ARMA model with this differencing step added to it is termed as the ARIMA model. It is denoted by ARIMA(p,d,q), which summarizes the number of each of the three parameters, p, d, and q, that are necessary to define it. The general equation for ARIMA model can be written as: 
An alternate and more flexible general notation for the ARIMA model using the backshift notation B is:
where
Seasonal ARIMA Models
A time series that contains repeated patterns in its data after specific period S, is said to have a seasonal behavior. A non-seasonal ARIMA model as presented in the last section, cannot model this kind of series. Therefore, an extension of ARIMA models, which are called SARIMA models, are used. In addition to the three parameters for defining an ARIMA model, the SARIMA model incorporates four more parameters in order to cope with the seasonal components of the series. These parameters are defined in the notation, SARIMA(p,d,q)(P,D,Q) s , where p is the non-seasonal AR order, d is the non-seasonal differencing, q is the non-seasonal MA order, P is the seasonal AR order, D is the seasonal differencing, Q is the seasonal MA order, and S is the repeating seasonal pattern period [14, 15] . The general equation for SARIMA model is:
where SARIMA models are widely used for the modeling and forecasting of seasonal data. In order to apply and use them, the following general steps are involved
Step 1. Identification: In this step the values of the parameters p, d, q, P, D, Q, and S are identified using the autocorrelation and partial-autocorrelation of the time series. The process can be summarized as shown in Table 3 [13]. Step 2. Estimation: All the coefficients of the model specified in the first step are then estimated in this step. If the model performance is not adequate, the process is restarted from Step 1.
Step 3. Forecasting: The model is used to generate future forecasts.
IMPLEMENTATION
In order to apply the SARIMA model, the three-step methodology previously explained was followed. The healthy data set was used for developing the model. As for each parameter of the data being a separate time series, a separate model was developed, making the total number of models equal to fifteen. For each parameter, a sequence of time series of that parameter from each run was compiled together. So, as the pattern would repeat after every 2411 observations for each run, we found the seasonality parameter for the SARIMA model to be S=2411. Fig. 2 shows the compiled series for parameter no. 8, which contains the data from all ten runs of the healthy data set.
The first step is the identification of model parameters for defining the SARIMA model. This involves the use of the autocorrelation and partial-autocorrelation plots of the given series. The high value of initial lags in an autocorrelation plots suggests the need for differencing. The autocorrelation plot for the parameter no. 8 is given in Fig. 3 , before and after the differencing of d=1. The rest of the parameters are identified using the autocorrelation and partialautocorrelation plots of the differenced time series using the criteria mentioned in Table 3 . For example, for the case of parameter no. 8, the plots are given in Fig. 4 . The plots suggest a SARIMA (0,1,1,0,1,1) 2411 model for this particular parameter. For checking the performance of the model, the model was estimated (i.e., all of the coefficients of the model were estimated). The values of the estimated coefficients, standard error, and t-statistic were then observed. For a good model, the value of the coefficients should be statistically significant. Also, a low value of standard errors and the resulting high value of tstatistic indicate that the model is adequate for the modeled time series. If that turns out to not be the case, the model is reselected. SARIMA=seasonal autoregressive integrated moving average.
This procedure was followed for all parameters of the data and the selected models are summarized in Table 4 . The established model gave us the fully specified model, which was ready for forecasting. In this step, the model is then used to forecast the next run using its mathematical equation, which uses the data from the healthy runs for the past values of the series. 
Normalized unit
Forecasted series Original series
For each run in the experimental data set, the original series of all of the parameters were compared with the forecasted series for the corresponding parameters. Fig. 5 shows the comparison for parameter no. 8 in Run no. 10 of the experimental data set. The comparison yielded the root mean squared error (RMSE) for each parameter of each run. These results are summarized in Table 5 . This table shows how much a parameter in each run varies from the model we developed for that parameter. In order to visualize the amount of errors in each run, the combined RMSE of each run was calculated as represented in Fig. 6 . This can be used to quantify the amount of errors parameterwise. However, in order to compare the runs from the perspective of errors in each of the eleven steps of the process, the step-wise RMSE was also presented in Table 6 . This was done by comparing the forecasted series for each step of a parameter with the actual step in the original series of that parameter. This gives us insight into fault detection from another important perspective. The summary of the results for each run using this technique, which was done by calculating the combined stepwise RMSE for each run, is given in Fig. 7 . Fig. 7 . The combined step-wise root mean squared error (RMSE) for each run.
RESULTS AND DISCUSSION
Observing the results summarized in chart in Fig. 6 , except for Runs no. 5 and 7, all others came up with the expected results. Runs no. 1 and 9 were not induced with any fault, so they resulted in with very small errors. Similarly Runs no. 2-4, 6, 8, and 10 were the perturbed runs and clearly, they have been distinguished from the acceptable runs by resulting in a comparably higher error value. The exceptions were Runs no. 5 and 7, which returned with opposite results. Run no. 5 should have been detected with a large amount of error, while Run no. 7 should have had a small amount of error, but the results show otherwise. Since this technique resulted in eight successful detections, one missed detection and one false alarm; we can say that it can distinguish the faulty runs from the healthy runs with an accuracy of 80% by using the following equation for classification accuracy.
The second technique in which we calculated the step-wise error, as shown in Fig. 7 , performed slightly better than the first one. Just like before, the acceptable Runs no. 1 and 9 showed the least amount of error. The fault-induced Runs no. 2-4, 6, 8, and 10 resulted in relatively higher error values. Similar to the first technique, Run no. 7 again came up with results that were contrary to expectations. Hence, we could argue that although there were no faults intentionally induced in Run no. 7, a fault might have occurred during the process of this run, which resulted in a high amount of error. However, unlike in the previous technique, the amount of error in Run no. 5 in these results was greater than the error in acceptable Runs no. 1 and 9. Considering this to be a near successful detection, we could use Eq. (9) to find the accuracy for this technique, which equaled 90%. A possible explanation for these slightly improved results might be that the faults induced in the process have an active effect on the data only for specific steps. Analyzing the error parameter-wise by combining the errors for the whole series of steps ended up in effectively blurring the error variance between individual steps.
It can be noticed in both charts for the combined parameter-wise and step-wise errors in the runs that the difference between the error values between the runs is very small. This is because the faults that were induced in the faulty experimental runs consisted of very little variation for evaluating the performance of the fault detection technique in detecting even the slightest of faults. Therefore, this small variation resulted in a very small difference existing between the faulty and acceptable runs.
It can be concluded that using SARIMA models can be useful for the detection of faults in semiconductor equipment data. By an improved selection of models, the presented technique could give even better results.
