The r-expansion G + of a graph G is the r-uniform hypergraph obtained from G by enlarging each edge of G with a vertex subset of size r − 2 disjoint from V (G) such that distinct edges are enlarged by disjoint subsets. Let ex r (n, F ) denote the maximum number of edges in an r-uniform hypergraph with n vertices not containing any copy of the r-uniform hypergraph F . Many problems in extremal set theory ask for the determination of ex r (n, G + ) for various graphs G. We survey these Turán-type problems, focusing on recent developments.
Introduction
An r-uniform hypergraph F , or simply r-graph, is a family of r-element subsets of a finite set. We associate an r-graph F with its edge set and call its vertex set V (F ). Given an r-graph F , let ex r (n, F ) denote the maximum number of edges in an r-graph on n vertices that does not contain a copy of F (if the uniformity is obvious from context, we may omit the subscript r). The expansion of a graph G is the r-graph G + with edge set {e ∪ S e : e ∈ G} where |S e | = r − 2, S e ∩ V (G) = ∅ for all e ∈ G, and S e ∩ S e ′ = ∅ for e = e ′ . By definition, the expansion of G has exactly |G| edges and |V (G)| + (r − 2)|G| vertices.
Expansions include many important hypergraphs who extremal functions have been investigated, for instance the celebrated Erdős-Ko-Rado Theorem [24] is the case of expansions of a matching of size two. In this article we survey these results focusing on recent developments and proof techniques.
A crucial parameter that determines the growth rate of ex r (n, G + ) is the chromatic number of G. Indeed, an old result of Erdős [18] implies that for fixed r ≥ 2, the function ex r (n, G + ) has order of magnitude n r if and only if χ(G) > r. As we will see in the next section, the asymptotics in this case have been determined and we say that these problems fall under the nondegenerate case.
The majority of open problems in the area arise when χ(G) ≤ r and we will refer to this as the degenerate case.
Along with obtaining exact extremal results, one can ask about the structure of nearly extremal structures. The seminal result in this direction is the stability theorem for graphs, proved independently by Erdős and Simonovits (see [75] ). Similar theorems for hypergraphs have been proven more recently. For example, papers [46, 48, 49, 53, 56, 57] each prove stability theorems for hypergraphs, [49, 56] for the Fano plane, [48] for {123, 124, 125, 345}, [57, 46] for certain types of hypergraph triangles, [53] for cancellative triple systems, and also for {123, 124, 345}. By now there are many other stability results and the list above is far from exhaustive. Stability theorems have also proved useful to obtain exact results. This approach, first used by Simonovits [75] to determine the exact Turán number of color critical graphs, was developed and applied to hypergraph problems in the above results. The method proceeds by first proving an approximate result, then a stability statement, and finally uses the stability result to guarantee an exact extremal result. All of these results applied to the nondegenerate case, i.e. when the order of magnitude of ex r (n, F ) is n r .
It was shown in [66] that this method can be used in the degenerate case as well by solving a generalization of an old question of Katona. Since then, this approach has been used many times, for example, to solve the extremal problem for k-regular subsystems [73, 58] , k-uniform clusters and simplices [10, 52, 54, 67, 68] and for expansions of acyclic graphs and cycles [59, 60] .
This survey is organized as follows. In Section 2 we state results for the nondegenerate case, and in Section 3 we survey the results in the degenerate case. Section 4 describes the important proof techniques, focusing on the classical Delta-system method and a new approach that uses shadows, random sampling, and canonical Ramsey theory. In Section 5 we will use these techniques to give short proofs of a variety of recent results in the degenerate case. Specifically, we will give proofs of the asymptotic results for ex 3 (n, K + s,t ) when t > (s − 1)!, for ex r (n, G + ) when r ≥ 4 and G is a forest, and for ex 3 (n, C + 4 ). Our hope is that these will illustrate many of the important proof ideas used in this area. Section 6 lists some open problems.
Notation and Terminology
For a set V , let 2 V be the set of subsets V , and let V r be the set of r-element subsets of V . For a positive integer n, we write [n] = {1, 2, . . . , n}. A hypergraph with vertex set V is a family of sets H ⊂ 2 V . If H ⊂ V r then H is an r-graph. If r = 2, H is a graph and if r = 3, H is a triple system. If S ⊂ V , then the subhypergraph of H induced by S is H[S] = {e ∈ H : e ⊂ S}. The degree of S in H is d H (S) = |{e ∈ H : S ⊂ e}|, and we write d H (v) if S = {v}. The neighborhood of S is N H (S) = {e\S : S ⊂ e ∈ H}, and we write N H (v) if S = {v}. The subscript H is suppressed when H is clear from context. For s ∈ N, define the shadow s-graph
We write ∂H instead of ∂ 2 H. For a set S ⊂ V , the trace of H on S is H| S = {e ∩ S : e ∈ H}.
For a positive integer n, the Turán Number of an r-graph F is ex r (n, F ) = max |H| :
If F ⊂ H we say that H is F -free. An n-vertex F -free r-graph H is extremal for F if |H| = ex r (n, F ).
The non-degenerate case
We begin by observing that when l ≥ r = 2 and G = K l+1
Turán's Theorem [78] states that ex(n, K l+1 ) is uniquely achieved (for all n > l) by the Turán graph, which is the complete l-partite graph on n vertices with part sizes that differ by at most one. More generally, for any graph G with χ(G) = l + 1 > 2, the Erdős-Stone-Simonovits Theorem [29, 26] determines the asymptotics of ex 2 (n, G + ) = ex 2 (n, G). In general exact results are known for very few cases; one such case is when G is color critical [75] .
In order to state the results for r ≥ 3, we must generalize the definition of the Turán graph to hypergraphs. An r-graph is l-partite if its vertex set can be partitioned into l classes, such that every edge has at most one vertex from each class. Thus in particular, there are no edges if l < r.
A complete l-partite r-graph is one where all of the allowable edges (given a vertex l-partition) are present. For n, l, r ≥ 1, let T r (n, l) be the complete l-partite r-graph on n vertices with no two part sizes differing by more than one. Thus the part sizes are
. Among all l-partite r-graphs on n vertices, T r (n, l) has the most edges. The number of edges in T r (n, l) is
The first author [65] proved that if l ≥ r is fixed, then ex r (n, K + l+1 ) < t r (n, l) + o(n r ) and conjectured that this could be further improved to an exact result for n sufficiently large. This was subsequently proved by Pikhurko [74] . Theorem 2.1. ( [65, 74] ) Fix l ≥ r ≥ 2 and let n be sufficiently large. Then
Moreover equality is achieved only by the Turán r-graph T r (n, l).
It was observed by Alon and Pikhurko [3] that the approach applied to prove Theorem 2.1 can be extended to any color critical graph G with χ(G) > r. More generally, a result of Erdős [18] , the supersaturation technique (see Erdős-Simonovits [27] ), and the asymptotic result of the first author [65] give the following. Theorem 2.2. Fix integers l ≥ r ≥ 2 and a graph G with χ(G) = l + 1. Then
Theorem 2.2 determines the asymptotics of ex r (n, G + ) for all G with χ(G) > r.
The Erdős-Simonovits stability theorem [75] states that if an n-vertex K l+1 -free graph (n large) has almost as many edges as T 2 (n, l), then its structure is very similar to that of T 2 (n, l). The analogous result for the r-expansion of K l+1 was proved in [65] .
Theorem 2.3. ( [65] ) Fix l ≥ r ≥ 2, and δ > 0. Then there exists an ǫ > 0 and an n 0 such that the following holds for all n > n 0 : If G is an n-vertex K + l+1 -free r-graph with at least t r (n, l) − ǫn r edges, then G can be transformed to T r (n, l) by adding and deleting at most δn r edges.
The degenerate case
As mentioned earlier, most of the activity around ex r (n, G + ) has focused on the degenerate case, i.e., when χ(G) ≤ r. In fact, many famous open problems in extremal set theory deal with very simple graphs G. In this section we survey these results. Section 3.1 deals with matchings, section 3.2 with stars, section 3.3 with paths and cycles, section 3.4 with trees, and sections 3.5-3.7 with a variety of graphs containing cycles.
Matchings
Let us assume that G = M t = tK 2 is a matching with t edges. The simplest case is t = 2, where G + comprises two disjoint edges. Here the Erdős-Ko-Rado theorem determines ex r (n, M + 2 ) for all r, n. Say that a hypergraph H is a star if there is a vertex of H that lies in all edges of H.
For n > 2r, equality holds above only for a star.
The general case is an old conjecture of Erdős. [19] ) Let r, t ≥ 1 and n ≥ r(t + 1) − 1. Then
Conjecture 3.2. (Matching Conjecture, Erdős
For r = 1, the conjecture holds trivially and for r = 2 it was proved by Erdős and Gallai [23] . For n > n 0 (r, t) it was proved by Erdős [19] . Bollobás, Daykin and Erdős [6] lowered the value of n 0 (r, t) to 2tr 3 . More recently, Huang, Loh, and Sudakov [51] lowered it further to 3tr 2 , which was further improved slightly in [37] (see also [63] ). Frankl and Füredi (unpublished) gave an improvement for large r by showing that n 0 (r, t) < crt 2 for some positive c. Finally, Frankl [35] gave the following improvement that contains all of the previous results on this problem. Let
Equality holds only for families isomorphic to A(n, r, t).
Stars
For t ≥ 2, let S t = K 1,t be the star with t edges. The problem of determining ex r (n, S + t ) was first considered in 1976 by Erdős and Sós [77] . They determined ex 3 (n, S 
The extremal families above are basically the disjoint unions of triple systems consisting of all 3-subsets of a 4-subset (in the last case there are some more possibilities, namely to take some 3-sets containing two fixed points). The case r ≥ 4 is more complicated. Erdős and Sós conjectured that
and this was proved soon after by Frankl [31] (the lower bound is trivial for all n ≥ r ≥ 4). Determining the correct value of n 0 (r) above seems very difficult. The following bound proved by Keevash-Mubayi-Wilson [55] is slightly sub-optimal, but holds for all n ≥ r ≥ 4:
For fixed r, t ≥ 2, Duke and Erdős [16] showed that ex r (n, S + t ) = Θ(n r−2 ) and conjectured that ex 3 (n, S + 3 ) = 6(n−3)+2 (presumably for n ≥ 7 though this is not explicitly mentioned). Frankl [32] proved that ex 3 (n, S + 3 ) = 6(n − 3) + 2 for n ≥ 54 and ex 3 (n, S + t ) < (5/3)t(t−1)n. Chung [11] substantially improved these bounds and finally, Frankl and Chung [12] improved them further as follows. if n > t(t − 1)(5t + 2)/2 and t ≥ 3 is odd
if n ≥ 2t 3 − 9t + 7 and t ≥ 4 is even.
Frankl and Chung characterized the extremal example as well. The only other case where exact results are known for all n is r = 4 and t = 2. Before stating this result we should recall that full version of the Erdős-Ko-Rado [24] theorem. Say that an r-graph H is t-intersecting if for every e, f ∈ H we have |e ∩ f | ≥ t. They showed that, if H is a t-intersecting r-graph on [n] with n sufficiently large, then |H| ≤ n−t r−t . (The case t = 2 is pertinent to our current discussion.) Confirming a conjecture of Erdős, Wilson [79] showed that this bound in fact holds for n ≥ (t + 1)(r − t + 1) (which is the best possible strengthening), and furthermore that the unique maximum system consists of all r-sets containing some fixed t-set. To describe the complete solution for all n we need to define the t-intersecting systems
The complete intersection theorem, conjectured by Frankl, and proved by Ahlswede and Khachatrian [1] , is that a maximum size t-intersecting r-graph on [n] is isomorphic to F(n, r, t, i) for some i which can easily be computed given n. Note that F(n, r, t, 0) is isomorphic to the r-graph of all r-sets containing some fixed t-set. 
Furthermore, the only cases of equality are
for n = 4, 5, F(n, 4, 2, 2) =
for n = 6, 7, F(8, 4, 2, 1) for n = 8 and F(n, 4, 2, 0) for n ≥ 9.
The following stability version of the above result was also shown in [55] Theorem 3.7. For any ǫ > 0 there is δ > 0 such that if H is an r-graph on [n] with no singleton intersection and |H| ≥ (1 − δ) n−2 r−2 , then there are two points x, y so that all but at most ǫn r−2 sets of H contain both x and y.
Paths and Cycles
In this section we consider the case when G = P t or G = C t , where P t (C t ) is the path (cycle) with t edges. Erdős and Gallai [23] proved that ex 2 (n, P t ) ≤ t−1 2 n and this is tight whenever t|n. Since P 2 = S 2 , we have already seen in (1) that Frankl [31] determined ex r (n, P + 2 ) for large n. Füredi, Jiang and Seiver [45] determined ex r (n, P + t ) precisely for all r ≥ 4, t ≥ 3 and n large while also characterizing the extremal examples. This improved results of the authors [71] and also settled a conjecture from [71] . They conjectured a similar result for r = 3.
The case G = K 3 = C 3 is also well-researched [13, 36, 72] , indeed, when r = 2 this is precisely Mantel's theorem from 1907. Frankl and Füredi [36] showed that the unique extremal r-graph on [n] not containing C + 3 is a star, for large enough n. For r = 3, Csákány and Kahn [13] proved the same result for all n ≥ 6. More recently, Füredi and Jiang [43] determined the extremal function for C + t for all t ≥ 3, r ≥ 5 and large n; their results substantially extend earlier results of Erdős and settled a conjecture of the current authors [71] for r ≥ 5. Recently, Kostochka and the current authors [59] further extended the results in [43] to the case of r = 3, 4. To state the result for all r, t, we need some notation.
Theorem 3.8. ( [45, 43] , [59] ) Let r ≥ 3, t ≥ 4, and ℓ = ⌊ t−1 2 ⌋. For sufficiently large n,
if t is even with equality only for S r L (n) if t is odd and S r L (n) ∪ F where F is extremal for {P
The same result holds for C + t except the case (t, r) = (4, 3), in which case
with equality only for triple systems of the form S 3 L (n) ∪ F where F is extremal for P + 2 on n − 1 vertices.
It was recently shown by Bushaw and Kettle [9] that the Turán problem for disjoint t-paths can be easily solved once we know the extremal function for a single t-path. As Theorem 3.8 solves the t-paths problem for all r ≥ 3, the corresponding extremal questions for disjoint t-paths are also completely solved (for large n). A similar situation likely holds for disjoint t-cycles, as recently observed by Gu, Li and Shi [50] .
Finally, we remark that the results of [45, 43, 59 ] also give stability versions of Theorem 3.8. Here is a sample result. 
Trees
In this section we consider the case when G is acyclic. What makes this problem more complicated than the previous ones where G is a star or path, is that we can produce constructions that exploit the structure of G. Let us make this precise. A set of vertices in a hypergraph F containing exactly one vertex from every edge of F is called a crosscut, following Frankl and Füredi [36] . Let σ(F ) be the minimum size of a crosscut of F if it exists, i.e.,
if such an X exists.
Since the r-graph on n vertices consisting of all edges containing exactly one vertex from a fixed subset of size σ(F ) − 1 does not contain F , we have
An intriguing open question is when asymptotic equality holds above and this is one of the main open problems in this area. Indeed, it appears that the parameter σ(F ) often plays a crucial role in determining the extremal function for F . Füredi [41] determined the asymptotics of ex r (n, G + ) when G is a forest and r ≥ 4 and conjectured a similar result for r = 3. This conjecture was recently proved by Kostochka and the current authors [61] . 
Stability and exact results for Theorem 3.10 do not follow using current proof methods. It would be interesting to obtain such results.
Graphs with crosscuts of size two
If σ(G + ) = 1, then clearly G = S t and this case has already been discussed. Here we focus on the next case, σ(G + ) = 2. It is straightforward to see that any graph G with σ(G + ) = 2 is contained in a star with an edge added, or a complete bipartite graph with one part of size two. The following result of Kostochka and the current authors [60] gives an asymptotically exact result in these cases:
In particular, for any graph G, ex 3 (n,
The last statement in Theorem 3.11 follows easily from the first, since if σ( (1))n 2 . Theorem 3.11 determines the asymptotic behavior of ex 3 (n, G + ) when σ(G + ) = 2; the next case σ(G + ) = 3 is an avenue of further research. It does appear, however, that determining the order of magnitude of ex 3 (n, G + ) is more difficult when σ(G + ) = 3; it is shown in [61] that if
Complete bipartite graphs
The general problem of determining ex 3 (n, G + ) when G is bipartite was studied in [61] . In this case, the problem is related to maximizing the number of triangles in a G-free graph: if one takes as the hypergraph the triangles in the graph, then one obtains a triple system not containing G + . This framework was studied by Alon and Shikhelman [5] in the context of K s,t -free graphs who considered the following question: what is the maximum number of triangles in a K s,t -free graph on n vertices? Kostochka and the current authors [61] give a short proof of one of their results, and in particular, prove the following more general theorem.
We give the proof of this theorem in Section 5.1. Theorem 3.12 does not extend to the case s = 2, and in that case ex 3 (n, K + 2,t ) ∼ n 2 as shown by Theorem 3.11. For a general bipartite graph G, the following is proved in [61] . Theorem 3.13. Let G be a bipartite graph such that ex(n, G) = O(n 1+α ) and ex(n,
Let Q denote the 3-dimensional cube graph. Erdős and Simonovits [28] showed ex(n, Q) = O(n 8/5 ) and ex(n, Q − {v}) = O(n 3/2 ) for all v ∈ Q. Applying Theorem 3.13, we find ex 3 (n, Q + ) = O(n 1.9 ) + O(n 2 ) = O(n 2 ) and therefore ex 3 (n, Q + ) = Θ(n 2 ). In fact for any bipartite graph G (except a star) such that ex(n, G) = O(n 1+α ) where 1 + α is less than the golden ratio (1 + √ 5)/2, one has ex 3 (n, G + ) = Θ(n 2 ). This includes the family of all bipartite graph in which the vertices in one part have degree two, since for any such graph G, ex 2 (n, G) = O(n 3/2 ) using the method of dependent random choice [30] : Corollary 3.14. Let G be a bipartite graph such that all the vertices in one part have degree at most two. Then ex 2 (n, G + ) = O(n 2 ).
General expansions
If G is a 3-colorable graph, then χ(G + ) ≤ 3 and therefore ex 3 (n, G + ) = o(n 3 ). In the last section, we saw examples of bipartite graphs for which the order of magnitude of ex 3 (n, G + ) can be determined. One may ask for which 3-colorable graphs G one has ex 3 (n, G + ) = O(n 2 ). Theorem 3.8 shows that for any odd cycle C, ex 3 
The following result gives a superquadratic lower bound in many cases.
Theorem 3.15. ( [61] ) Let G be a graph such that in every proper coloring of G, every pair of color classes induces a graph containing a cycle. Then for some c > 2, ex 3 (n, G + ) = Ω(n c ).
A construction proving Theorem 3.15 is simple. Suppose |V (G)| = k. Consider the 3-partite triple system H with parts U, V and W where |U | ≤ |V | ≤ |W | ≤ |U | + 1, and let J be an extremal bipartite graph containing no cycle of length less than k+1 and with parts U and V . Then the edges of H consist of all triples {u, v, w} such that {u, v} ∈ J and w ∈ W . The number of edges in H is |J||W |. It is well-known that an extremal bipartite graph with n vertices and no cycles of length up to k has Ω(n c k ) edges, for some c k > 1, so if H has n vertices, then |H| = |J||W | = Ω(n · n c k ). This establishes Theorem 3.15 with c = 1 + c k .
A second construction using random graphs works when G is a graph with many edges. Specifically, let G be a graph containing a cycle and let m(G) = max{
It is known that there exists δ > 0 such that with positive probability, the random graph G n,p has a Gfree subgraph with at least δp 3 n 3 triangles when p = δn −1/m . If H is the triple system comprising the triangles in the subgraph of G n,p , then H does not contain G + . This gives the following theorem:
In particular, for any graph G with more than 3|V (G)| − 5 edges, there exists c > 2 such that
An acyclic coloring of a graph is a proper vertex-coloring of the graph such that the union of any two color classes induces a forest. If G is a graph with an acyclic 3-coloring, then |G| ≤ 2|V (G)| − 3 and Theorems 3.16 and 3.15 do not apply. It seems natural therefore to ask whether ex 3 (n, G + ) = O(n 2 ) when G has an acyclic 3-coloring.
Proof Methods
In this section, we describe some of the important techniques that have been successful in proving results about extremal numbers of expansions.
Full subgraphs
It is a well-known fact that any graph G has a subgraph of minimum degree at least d + 1 with at least |G| − d|V (G)| edges. In this section, we state the simple extension of this fact to hypergraphs. Although Lemma 4.2 and its proof is simple, it is a very important tool and is used frequently in the proofs of the theorems in this survey.
Kövari-Sós-Turán Theorem
The problem of determining the order of magnitude of ex 2 (n, G) is generally notoriously difficult when G is a bipartite graph. Even for such small graphs as G = C 8 , G = Q 3 and G = K 4,4 , this order of magnitude is not known. Zarankiewicz [80] conjectured that ex 2 (n, K s,t ) = Θ(n 2−1/s ) whenever t ≥ s ≥ 2, and this conjecture remains open in general. Kövari, Sós and Turán [62] gave the following general upper bound for ex 2 (n, K s,t ).
When t > (s−1)! ≥ 1, the norm graph constructions of Alon, Rónyai and Szabó [4] show that Theorem 3.12 is tight up to constants, and so this verifies the Zarankiewicz [80] conjecture in those cases. In addition, Füredi [40] determined the asymptotic behavior of ex 2 (n, K 2,t ) and also ex 2 (n, K 3,3 ) -a construction of Brown [7] gives the tightness of Füredi's upper bound for ex 2 (n, K 3,3 ).
The short proof of Theorem 3.12 exclusively uses Theorem 4.3 in combination with Lemma 4.2, and we will present this proof in Section 5.1.
Delta-systems
In this section we describe the Delta-system method initiated by Deza, Erdős and Frankl [15] . The proof of Theorem 3.10 for r ≥ 4 due to Füredi [41] uses this approach. That proof does not extend to r = 3, and different techniques are needed for this case (these will be discussed in detail in sections 4.4 and 4.5). We begin with the basic definitions.
A Delta-system is a hypergraph △ such that for any distinct edges e, f ∈ △, we have e∩f = g∈△ g. We denote by △ r,s the r-uniform Delta-system with s edges and the core of a Delta-system △ is core(△) = g∈△ g. If H is any r-graph and f ⊂ V (H), then the core degree of f is
The following basic lemma is observed in [45] :
Lemma 4.4. Let r ≥ 3, H be an r-graph and G be a graph with
Proof. Let F = {e 1 , e 2 , . . . , e k } ⊂
with F ∼ = G and F i = {e 1 , . .
Intersection semilattice lemma
A basic result about finite sets is the Erdős-Rado Sunflower Lemma [25] : The driving force behind the Delta-system method is the intersection semilattice lemma of Füredi [42] , which is a far reaching generalization of the the Erdős-Rado sunflower lemma. If H is a hypergraph and e ⊆ V (H), define H| e = {e ∩ f : f ∈ H, e = f }.
If H is an r-graph with r-partition (X 1 , X 2 , . . . , X r ), define the projection of e to be proj(e) = {i : e ∩ X i = ∅}. Then the intersection pattern of e is the hypergraph
Lemma 4.6. (The intersection semilattice lemma) For any positive integers r, s there exists a positive real c := c(r, s) such that if H is an r-graph, then there is an r-partite r-graph H * ⊂ H with parts (X 1 , X 2 , . . . , X r ) and |H * | > c|H| and a hypergraph J ⊂ 2 [r] such that
(2) For all e ∈ H * , I H * (e) = J.
(3) For all e ∈ H * and g ∈ H * | e , d * H * (g) ≥ s.
An r-partite r-graph H * satisfying (1) - (3) is referred to as (s, J)-homogeneous. An r-partite r-graph is J-homogeneous if it is (s, J)-homogeneous for some positive integer s. For example, the complete r-partite r-graph with parts of size t ≥ 2 is (t, J)-homogeneous with J = 2 [r] .
Homogeneous hypergraphs and rank
The goal of this section is to prove Lemma 4.11 below which produces a partition of an r-graph which does not contain the expansion of a forest into two parts. The first part has few edges, while the second part has a rich structure. The machinery used to prove this decomposition lemma heavily employs Lemma 4.6 and the entire approach constitutes the Delta-system method.
The rank of a hypergraph J ⊂ 2 [r] is ρ(J) = min{|e| : e ⊂ V (J), d J (e) = 0}.
For n-vertex J-homogeneous r-graphs H * with |H * | > n k in Lemma 4.6, we see that ρ(J) > k.
Lemma 4.7. Let r be a positive integer and H * an n-vertex J-homogeneous r-graph, such that
Proof. Since ρ(J) = k, every edge e ∈ H * contains a k-set S e such that for every f ∈ H * \{e}, S e ⊂ f ∩ e. Then the map φ :
k defined by φ(e) = S e is injective, so |H * | ≤ n k .
Let us now prove a very simple consequence of the semilattice lemma.
Corollary 4.8. Let r > s, q ≥ 1, let G be a q-edge forest, and let H * be a non-empty (rq, J)-homogeneous r-graph such that ρ(J) = r. Then G + ⊂ H * .
Proof. Since ρ(J) = r, every edge e ∈ H * has the property that whenever x ∈ e, d * H * (e\{x}) ≥ rq. Since J is intersection-closed, d * H * (f ) ≥ rq for every non-empty g ⊂ V (J) with |g| ≤ r − 1 and ∅ = f ⊂ i∈g X i . Therefore every edge f of ∂H * has d * H * (f ) ≥ rq, and ∂H * is a graph of minimum degree at least rq. In particular, G ⊂ ∂H * . Applying Lemma 4.4 completes the proof.
The heart of the matter for embedding expansions in hypergraphs with roughly n r−1 edges is therefore the case ρ(J) = r − 1 in the semilattice lemma. If ρ(J) = r − 1 in the semilattice lemma, then every (r − 2)-set in V (J) is contained in some edge of J (but is not necessarily an edge of J). The following lemma shows why r ≥ 4 is needed to apply the Delta-system method to the current problem. A hypergraph J ⊂ 2 Proof. Let e i = [r]\{i}. If e i ∈ J for 1 ≤ i ≤ r, then since J is intersection closed, every element of [r] is a singleton edge in J. Suppose e 1 , e 2 , . . . , e t ∈ J and e t+1 , e t+2 , . . . , e r ∈ J. Since J is not central, t ≥ 2. Since ρ(J) = r − 1 and |e i ∩ e j | = r − 2, e i ∩ e j ∈ J for 1 ≤ i < j ≤ t. Since J is intersection-closed, e i ∩ e j ∈ J for t < i < j ≤ r. Since J is intersection-closed, {i} ∈ J for each i ∈ [t] if t ≥ 3, and {i} ∈ J for 3 ≤ i ≤ r if t = 2. Since r ≥ 4, these are the required singletons.
The purpose of the next lemma is to show that if H * is an r-graph that is (s, J)-homogeneous and J is not central, then we can expand any forest in H * unless |H * | = o(n r−1 ). Lemma 4.10. Let q ≥ 1, r ≥ 4. Let G be a q-edge tree and H * an (rq, J)-homogeneous r-graph with ρ(J) ≥ r − 1 and J not central. Then G + ⊂ H * .
Proof. If ρ(J) = r, then apply Corollary 4.8. For ρ(J) = r − 1, the proof is a standard greedy embedding algorithm, and we proceed by induction on q, the case q = 1 being trivial. By Lemma 4.9 and (2) and (3) in Lemma 4.6, for each e ∈ H * there exist vertices u e , v e ∈ e such that d * H * (u e ) ≥ rq and d * H * (v e ) ≥ rq. Let C = {u e , v e : e ∈ H * }. The key observation is that in order to do the induction step, we will map V (G) to C. For q ≥ 2, let v be a leaf of G, u is its unique neighbor in G and G 1 = G − {v}. By induction, there exists a graph isomorphism φ :
there is a Delta-system △ = △ r,rq ⊂ H * with core(△) = {φ(u)}. Therefore there is an edge f ∈ △ such that f \ {φ(u)} is disjoint from V (L). Moreover, by Lemma 4.9 we can find another vertex w ∈ f with d * H * (w) ≥ rq. Extending φ by defining φ(v) = w, we have an isomorphism φ : G → L ∪ {v, w} such that L ⊂ ∂H * and L + ∪ {f } is an embedding of G + in H * .
The intersection semilattice lemma was tailored to the problem of embedding expansions of forests in r-graphs for r ≥ 4 by Füredi [41, 45] . The following lemma is the main consequence of the Delta-system method that is used to embed expansions of forests in r-graphs. We will use it in Section 5.2 to give a proof of Theorem 3.10 for r ≥ 4. 
Ramsey theory, shadows and random sampling
In this section we introduce another method for proving results on expansions. This approach is more recent, and was developed by Kostochka and the current authors in [59, 60, 61 ] to prove Theorems 3.8, 3.10 and 3.11. The method applies to r graphs for r ≥ 3, but here we restrict attention to the case of triple systems.
Bipartite canonical Ramsey theorem
One of the main new ideas is to use the canonical Ramsey theorem of Erdős and Rado [25] . We need a bipartite version of this classical result, for which the following definitions are used. If χ is an edge-coloring of a graph F and G ⊂ F , then χ| G denotes the edge-coloring of G obtained by restricting χ to the edge-set of G. The following bipartite version of the canonical Ramsey theorem was proved in [60] .
Theorem 4.13. For each s > 0 there exists t > 0 such that for any edge-coloring χ of G = K t,t , there exists K s,s ⊂ G such that χ| Ks,s is monochromatic or rainbow or canonical.
Proof. Let X and Y be the parts of G and let S = {y 1 , y 2 , . . . , y 2s 2 } ⊂ Y . Let W be the set of vertices x ∈ X contained in at least s edges of the same color connecting x with S. If |W | > m := s 2 2s 2 s , then there is a set Y ′ ⊂ S of size s and a set X ′ ⊂ W of size s 2 such that for every x ∈ X ′ , the edges xy with y ∈ Y ′ all have the same color. In this case we recover either a monochromatic K s,s or an X ′ -canonical K s,s . Now suppose |W | ≤ m. For x ∈ X 0 := X\W , let C(x) be a set of 2s distinct colors on edges between x and S. By Lemma 4.5, if |X 0 | > (2s)!(s!m) 2s , then there exists X 1 ⊂ X 0 such that {C(x) : x ∈ X 1 } is a Delta-system △ of size s!m. Let C = core(△). First suppose |C| ≥ s. Then we have a set X 2 of at least |X 1 |/ 2s 2 s ≥ s!m 2s 2 s > s · s! vertices in X 1 which each send s edges with colors from C into a fixed subset Y 3 of S of size s. Since there are s! orderings of the s edges with colors from C on each x ∈ X 2 , this implies that for some set X 3 ⊂ X 2 of size s, the K s,s between X 3 and Y 3 is Y 3 -canonical. Finally, suppose |C| < s. Pick
s , we find a set Y * ⊂ S of s vertices as well as a set X * ⊂ X of s vertices x ∈ X 0 such that the edges between x and Y * have colors from C ′ (x). Since the sets C ′ (x) are disjoint, this is a rainbow copy of K s,s .
List colorings in shadows
In this section, we relate Theorem 4.13 to hypergraphs via the following definition. Recall that if H is a 3-graph and e ∈ ∂H, then the neighborhood N H (e) is the set of v ∈ V (H) \ e such that e ∪ {v} ∈ H. Definition 4.14. Let H be a 3-graph. For G ⊂ ∂H and e ∈ G, let
The set L G (e) is called the list of e and the elements of L G (e) are called colors.
Let L G = e∈G L G (e) -this is the set of colors in the lists of edges of G.
If χ is an injection -the coloring is rainbow -then clearly G + ⊂ H. We require one more definition. Definition 4.16. Let H be a 3-graph and m ∈ N. An m-multicoloring of G ⊂ ∂H is a family of list-edge-colorings χ 1 , χ 2 , . . . , χ m : G → L G such that χ i (e) = χ j (e) for every e ∈ G and i = j.
A necessary and sufficient condition for the existence of an m-multicoloring of G is that all edges of G have codegree at least m in H. We stress here that the definitions are all with respect to the fixed host 3-graph H. The following result will be key to the proofs of Theorem 3.8 and Theorem 3.10.
Theorem 4.17. Let m, s ∈ N, let H be a 3-graph, and let G = K t,t ⊂ ∂H. Suppose G has an m-multicoloring. If t is large enough, then there exists F = K s,s ⊂ G such that F has either a rainbow list-edge-coloring or an m-multicoloring such that the colorings are pairwise disjoint, and each coloring is monochromatic or canonical.
Proof. Set s = t m /m 2 and t m < t m−1 < · · · < t 1 < t 0 = t where Theorem 4.13 with input t i has output t i−1 . Pick a color c 1 (e) on each edge e ∈ G and apply Theorem 4.13 to G. We obtain a rainbow, monochromatic or canonical subgraph G 1 of G where G 1 = K t 1 ,t 1 . If it is rainbow, then we are done, so assume it is monochromatic or canonical. For every e ∈ G 1 , remove c 1 (e) from its list. Now pick another color on each edge of G 1 and repeat. We obtain subgraphs
In particular, each coloring of the m-multicoloring of G restricted to G m is monochromatic or canonical.
Let us assume that we have a monochromatic colorings, b X m -canonical colorings, and c Y mcanonical colorings of G m where a + b + c = m. It suffices to ensure that these colorings are pairwise disjoint. A color χ(xy) in an X i -canonical coloring of G i cannot appear in a Y i ′ -canonical coloring of G i ′ for i ′ > i as χ(xy) was deleted from all edges incident to x when forming G i+1 . A similar statement holds with X and Y interchanged, so every X m -canonical coloring of G m is disjoint from every Y m -canonical coloring of G m . The same argument shows that no color in a monochromatic coloring appears in a canonical coloring. It suffices to show that colors on different X m -canonical colorings are disjoint (and the same for Y m -canonical).
Let the b X m -canonical colorings be χ 1 , ..., χ b . Construct an auxiliary graph K with V (K) = X m where xx ′ ∈ K if there exist i = i ′ and a color α that is canonical for x in χ i and canonical for x ′ in χ i ′ . Then the maximum degree of K is at most b(b − 1), so K has an independent set of size s = t m /m 2 ≥ |X m |/b 2 . Let us restrict X m to this independent set. We repeat this procedure for Y m and finally obtain a subgraph F = K s,s with an m-multicoloring that satisfies the requirement of the theorem.
Random sampling
Let H be a triple system and K ⊂ ∂H. We say that K has out-codegree at least d if for every edge e ∈ K, there exist vertices
Lemma 4.18. Let m, t ∈ N, δ ∈ R + and H be an n-vertex triple system. Suppose that F ⊂ ∂H and each f ∈ F has d H (f ) ≥ m. If |F | ≥ δn 2 and n is large enough, then there is a complete bipartite graph K t,t ⊂ F with out-codegree at least m.
Proof. Let T be a random subset of V (H) obtained by picking each vertex independently with probability p = 1/2. Let G be the graph of all edges f ∈ F with f ⊂ T such that there exist
So there is a T ⊂ V (H) with |G| at least this large. If n is large enough, then Theorem 4.3 implies that there exists a complete bipartite graph K ⊂ G ⊂ F with parts of size t. Due to the definition of G, the subgraph K satisfies the requirements of the lemma.
By Lemma 4.18, for a bipartite graph G, the problem of embedding G + in a triple system H whose shadow is dense and d-full is reduced to the problem of embedding G + in a subgraph of H consisting of a K t,t ⊂ ∂H with out-codegree at least m.
Corollary 4.19. Let m ≥ 2 and δ > 0, and let H be an m-full triple system with n vertices such that |∂H| ≥ δn 2 . If n is large enough, then G + ⊂ H for any bipartite graph G with |G| ≤ m.
Proof. Suppose |V (G)| = t. By Lemma 4.18, there exists a complete bipartite graph K = K t,t ⊂ ∂H such that K has out-codegree at least m. Since G ⊂ K and |G| ≤ m, we may greedily embed the m vertices of
The corollary handles the case m ≥ |G|, however, we will be applying the lemma with m ≪ |G|, and in particular with m = σ(G + ) in Theorems 3.8 and 3.10 for r = 3, and for this we require Theorem 4.17.
Proof of Theorems
In the next sections, we will show how to apply all the tools we have developed in section 4 to extremal problems for expansions.
Proof of Theorem 3.12
In this section we discuss how to apply Theorem 4.3 and Lemma 4.2 to obtain a short proof of Theorem 3.12. Since the proof of Theorem 3.13 is very similar, we omit that proof.
Proof of Theorem 3.12. The lower bound in Theorem 3.12 comes from a calculating the number of triangles in the norm graph constructions in [4] . In particular, a K s,t -free graph G is constructed in [4] which has Θ(n 3−3/s ) triangles. Taking H to be the hypergraph whose vertex set is V (G) and whose edge set is the set of triangles in G, we obtain a K + s,t -free triple system with Θ(n 3−3/s ) edges. Precise details are presented in [61] or [5] .
Next we show ex 3 (n, K + s,t ) = O(n 3−3/s ) for t ≥ s ≥ 3. For convenience, set f (n) = ex 2 (n, K s,t ) and g(n) = ex 2 (n, K s−1,t ). Theorem 4.3 gives bounds on these quantities. By Lemma 4.2, if H is a triple system with no K + s,t , H has an (s + 1)(t + 1)-full subgraph H ′ where
If |∂H ′ | > f (n), then we find a K s,t ⊂ ∂H ′ , which can be greedily expanded to a K
is the neighborhood of v in ∂H ′′ , then N (v) induces a subgraph of ∂H ′′ with at most g(m) edges, otherwise we find a K s−1,t in N (v), and adding v we get a K s,t ⊂ ∂H ′′ ⊂ ∂H ′ , a contradiction. However, H ′′ is d-full, so N (v) induces a subgraph of H ′′ of minimum degree at least d. This shows
This completes the proof of Theorem 3.12.
Proof of Theorem 3.10 for r ≥ 4
In this section we show how to use Lemmas 4.4 and 4.11 to prove Theorem 3.10 when r ≥ 4. Let us assume that r ≥ 4, G is a forest with v vertices, σ = σ(G), and
r . We are to prove an upper bound for |H|. Put s = rv and let
). Let L := {x 1 , . . . , x p } be the p vertices of highest degree in K, where p = n ǫ for some small positive ǫ depending only on G and r. Using |K| ≤ (v − 2)n and an averaging argument yields
Consider the partition H = H 1 ∪ H 2 in Lemma 4.11 and write H 2 = H 3 ∪ H 4 ∪ H 5 ∪ H 6 where:
• H 3 is the set of edges in H 2 with center outside L • H 4 ⊂ H is the set of edges meeting L in at least two vertices • H 5 ⊂ H 2 \ H 3 is the set of edges f with |f ∩ L| = 1 and
We now show that |H 3 |, |H 4 |, |H 6 | are each O(n r−1−δ ) for some δ > 0 while |H 5 | ≤ (σ − 1)
Counting edges of H 3 from their centers, an easy averaging argument, Lemma 4.11 and (3) give
Counting the edges of H 5 from their portion outside L immediately gives
For A ∈ L σ let B A := {B : {a} ∪ B ∈ H for all a ∈ A} and
Each edge f ∈ H 6 can be written in the form f = {a} ∪ B where a ∈ L, B ∩ L = ∅, such that there are at least σ edges in H \ H 3 containing B. Moreover, because none of these σ edges are in
Given a copy of G + , let Y be a set of σ vertices of this copy that intersect each edge of G + in exactly one vertex (here is where we use the definition of σ). Let C be the (r − 1)-graph obtained from G + by removing the set Y . In other words, every edge of G + gets shrunk by removing the unique vertex of Y from it. Since G + ⊂ H, we conclude that C ⊂ B A for each A. Consequently, |B A | ≤ ex r−1 (n, C) = O(n r−2 ) where the bound holds from an easy application of Lemma 4.2. Therefore
5.3 Proof of Theorems 3.8, 3.10 and 3.11 for r = 3
The proofs of Theorems 3.8, 3.10 and 3.11 for r = 3 all use the same template, which we describe as follows. Let G be a tree or a cycle or a graph with σ(G + ) = 2. Let H be an n-vertex triple system with at least (σ(G + ) − 1 + ε) n 2 edges, where ε > 0. If we can show G + ⊂ H when n is large enough, then we have ex 3 
By Lemma 4.2, H has a σ-full subgraph H ′ with at least ε
, then by Lemma 4.2, H ′ contains a 2k-full subgraph H ′′ . In particular, ∂H ′′ has minimum degree at least k, and therefore contains G. Now every edge of this copy of G has degree at least 2k in H ′′ , and therefore we may greedily expand G to G + in H ′ , as required. Next we consider the case |∂H ′ | ≥ ε 2k n 2 .
By Lemma 4.18, for any t there exists n 0 such that n > n 0 , then there exists a K = K t,t ⊂ ∂H ′ each edge of which has out-codegree at least σ. So if e ∈ K, there exist vertices v 1 (e), v 2 (e), . . . , v σ (e) ∈ V (H ′ )\V (K) such that e ∪ {v i (e)} ∈ H ′ for 1 ≤ i ≤ σ. In the language of list colorings, we have σ list colorings χ 1 , χ 2 , . . . , χ σ of K, defined by χ i (e) = v i (e) for e ∈ K. By Theorem 4.17, for any s there exists n 1 such that if n > n 1 , there exists a complete bipartite graph J ⊂ ∂H ′ with parts X and Y of size s such that the restriction of χ i to J is canonical, monochromatic or rainbow, for 1 ≤ i ≤ σ.
The remainder of the proof consists in showing that we can embed G + in H ′ using the colorings of J. The proof of the embedding is generally technical for Theorem 3.10 and Theorem 3.11, so we focus on the special case of embedding an expansion of a quadrilateral i.e. Theorem 3.8 for k = 4. In this case σ = 2, and we let s = 4, and we consider the cases one by one:
• Some χ i is rainbow. Then C
• χ 1 and χ 2 are monochromatic. Suppose χ 1 (e) = v 1 for e ∈ J and χ 2 (e) = v 2 for e ∈ J. Let e 1 , e 2 and e 3 , e 4 form vertex-disjoint paths of length two in J. 
The cases of embedding G + when G is a cycle or a tree follow the same template, except that the cases are substantially more complicated, and for trees the embedding depends on the structure of the tree relative to crosscuts.
Open problems
When G is a forest or a cycle, or σ(G + ) = 2, the main theorems in the survey show ex r (n,
r . It is an interesting general question to determine for which r-graphs F one has ex r (n, F ) ∼ (σ(F ) − 1) n−1 r , and furthermore, for which F the extremal constructions all have a small transversal, or can be transformed by deleting few edges to an r-graph with a small transversal. A general problem is to determine those graphs G with ex r (n,
In the case r = 3, the proof template described in Section 5.3 breaks the argument into two broad cases depending on the size of the shadow. If the shadow is very small, then the greedy procedure allows us to embed a rather large class of expansions, including those with treewidth at most two. It is convenient to use the following characterization of graphs with treewidth at most two to see this: start with an edge, and given any edge xy in the current graph, add a new vertex z and the two edges xz and yz. This leads us to pose the following problem:
Problem A. If G has treewidth two, determine whether ex 3 (n, G + ) ∼ (σ(G) − 1) The results of [61] show ex 3 (n, K + 3,t )/n 2 → ∞ as t → ∞, so ex 3 (n, G + ) probably depends substantially on the structure of G. However, one may ask if ex 3 (n, G + ) = O(n 2 ) when σ(G + ) = 3.
A general problem is to determine for which r-graphs F one has ex r (n, F ) = O(n r−1 ). Theorem 3.13 shows that if F = G + and G is a bipartite graph with ex 2 (n, G) = O(n ϕ ) where ϕ = 1 2 ( √ 5−1), then ex 3 (n, G + ) = O(n 2 ), and this gives ex 3 (n, Q + 3 ) = O(n 2 ) and also ex 3 (n, G + ) = O(n 2 ) when G is a bipartite graph such that every vertex in some part of G has degree at most two. On the other hand, we saw that ex 3 (n, G + ) is not quadratic in n if in every 3-coloring of G, every pair of color classes induces a cycle, or if |G| ≥ 3|V (G)| − 5. We pose the following problem. An acyclic coloring of a graph G is a proper vertex-coloring of G such that any pair of color classes induce a forest.
Problem C. Determine whether ex 3 (n, G + ) = O(n 2 ) for every graph G with an acyclic 3-coloring.
In particular, every wheel graph W k with k + 1 vertices, with k even, has an acyclic 3-coloring, and the above problem is open even for W 4 . We may phrase the above problem in the language of graphs: if an n-vertex graph has a superquadratic number of triangles, does it contain every graph with a bounded number of vertices and an acyclic 3-coloring, and in particular, every wheel graph W k with k even?
Recall that a graph is 2-degenerate if each of its subgraphs has minimum degree at most two. Every graph with treewidth two is 2-degenerate, but not vice versa, for example the graph obtained from K 4 by subdividing an edge is 2-degenerate but has treewidth three. Burr and Erdős [8] conjectured that for every 2-degenerate bipartite graph G, ex 2 (n, G) = O(n 3/2 ). Using Theorem 3.13, this would show ex 3 (n, G + ) = O(n 2 ) for every 2-degenerate bipartite graph G. It is therefore perhaps reasonable to expect that every 2-degenerate graph G has ex 3 (n, G + ) = O(n 2 ) -note that these graphs all have an acyclic 3-coloring.
Problem D. If G is a 2-degenerate graph, is ex 3 (n, G + ) = O(n 2 )?
If G is a bipartite graph such that all the vertices in one part have degree at most two, then it is known that ex(n, G) = O(n 3/2 ) by the method of Dependent Random Choice [30] , and therefore in this case ex 3 (n, G + ) = O(n 2 ).
Finally, we mention that one can also consider expansions of hypergraphs: if G is an s-graph then the r-uniform expansion G + of G is obtained by adding a set of r − s vertices to each edge of G, with disjoint sets for distinct edges. Recently, Füredi and Jiang [44] extended Theorem 3.10 to a large class of r-uniform expansions of s-graphs forests. Also, the first author and Stading [70] determined the asymptotics for ex r (n, P t (s) + ) for r ≥ 2s, where P t (s) is the 2s-graph consisting of t edges e 1 , . . . , e t where consecutive edges intersect in s points and nonconsecutive edges are pairwise disjoint.
In general, determining ex r (n, G + ) for an s-graph G is a wide open problem with almost no general results known. An interesting case is when G is a tight tree. A tight tree is a hypergraph with edge set {e 1 , e 2 , . . . , e k } such that for every i ≥ 2, there exists j < i such that e i ∩ i−1 h=1 e h ⊂ e j . In particular, if all the e i have size two, then we have the usual definition of a graph tree. An important conjecture of Kalai [36] , extending the well-known Erdős-Sós conjecture for trees in graphs [17] , states that if T is an r-uniform tight tree with k vertices, then ex r (n, T ) ≤ when T is the shadow of an r-uniform tight tree. Problem A asks whether the limit is σ(T + ) − 1 in the case r = 3, since the shadow of a 3-uniform tight tree is a graph of treewidth two.
