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SUMMARY
A large number of small sensing devices connected together with low-power wireless
transceivers can be used to effectively monitor various environments. However, these de-
vices can have only limited energy reserves. Therefore, the network needs to be designed
for energy-efficient gathering of the sensed signals and their integration. Clustering of
nodes into groups can significantly save energy by aggregating local information to reduce
the total communication cost. Further, multiple levels of clustering offers the scalability
that is essential to large-scale ad hoc and sensor networks. The optimality of a multi-level
network largely depends on two design variables: 1) The number of levels, and 2) The
number of nodes operating at each level. We characterize these variables within a multi-
hop, multi-level hierarchical network of variable size that gathers and aggregates data at
each level. Our network communication cost model (EEHC-VA) is parameterized by the
size of the data forwarded at each level. We minimize the communication cost to obtain
the optimal probabilities of distributed and independent selection of level-(n+1) nodes from
level-n nodes. Interestingly, we have identified intervals—based on the number of nodes
and aggregated data sizes—within which single- or two-level hierarchies are optimal. The
results have been numerically verified for a wide range of parameters and validated with
network simulations. Finally, the impact of these results on the network architectures is
discussed for selected applications and aggregation schemes.
When wireless networks are hierarchically clustered for energy-efficiency, the subse-
quent long-range communications from the central clusterheads cause large-scale interfer-
ence and energy-hole problems around them. It is thus better to have packets forwarded via
short-range multi-hop routes between the clusterheads at different levels of the hierarchy.
In order to discover the most optimal routes that serve the purpose, we have analyzed the
paths that minimize the inter-cluster routing delay within latticed clusters. Consequently, a
low-delay, energy-balancing distributed algorithm for routing across clusters and between
xvii
levels is developed, which outperforms shortest path routing in high throughput networks.
Further, a parametric study comprising large-scale network evaluations is performed by
developing an NS-3 based simulator for clustered wireless networks.
Also, as a step towards achieving a large-scale deployable testbed, we discuss the de-
sign, development, and deployment of an inexpensive, power-efficient, clustered, and scal-
able wireless sensor network (WSN). The testbed operates in a harsh environment in which
neither GPS nor internet connectivity are available. We use this testbed to collect real-time
data during football games and other major events at Bobby Dodd stadium at Georgia Tech.
The sensing devices in the testbed are synchronized without GPS or beacons, yet achieve
sufficient accuracy to support modal analysis and detect if the stands are experiencing tor-
sion. We have also developed a cognitive radio backhaul link to establish communication
between the WSN in the stadium and a server in our lab. We present in detail the archi-
tecture, hardware components, and embedded software of the structural health monitoring
platform. We also provide data collected during recent football games to verify the accu-
racy of the new synchronization algorithm and demonstrate that crowd behavior, such as




Sensor and ad hoc networks have been of interest to researchers for over three decades.
What originated in defense—as surveillance systems with a few devices—quickly gained
importance when a wide range of unique applications were identified [1]. These wire-
less network applications span many fields, including automation, environment monitoring,
event detection, signal estimation, localization, object tracking and classification [2]. Sub-
sequent advances in micro-electro-mechanical systems (MEMS) technology have allowed
for the realization of some of the aforementioned applications. Specifically, deployed and
tested systems of O100) nodes include PinPtr, macroscope of redwood, MAX, CentWits,
Cyclops, ZebraNet and VigilNet, as outlined in the review literature [3]. Following the
evolution of projects like SmartDust [4], PicoRadio [5] and WINS [6] that attempted to
build low-cost and reduced-size nodes, the latest efforts towards large-scale deployments
include GreenOrb [7], Trio [8], WISEBED [9], SensLAB [10], and ExScal [11]. Notably,
ExScal deployed nearly 1000 nodes performing intruder detection. See Reference [12] and
the references therein for further details on recent developments. Indeed—with the concep-
tualization of the Internet of Things (IoT)—it is presently desirable to have dense networks
with more than 10,000 nodes. Nevertheless, reliability, scalability and energy-efficiency of
ad hoc and sensor networks continue to remain ongoing concerns. Novel and collaborative
analytical, computational and experimental tools have to be developed to further the study
and design of large scale sensor networks.
Extensive research efforts over the last several years have been directed towards build-
ing power-aware wireless sensor and ad hoc networks. These include finding low-power
sensing technology, developing novel distributed signal processing schemes, and designing
new protocols for channel access control, routing, security, and synchronization [13, 14,
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15]. Clustering of nodes is of particular interest since it offers many advantages such as
keeping communication local when appropriate and providing energy efficient strategies
for collecting/distributing data from/to a large numbers of nodes [16]. Clusters provide
the infrastructure necessary to employ novel schemes for distributed signal processing and
aggregation [17].
The combination of clustering and the hierarchical routing it implies, offers scalability
that is essential for the realization of large-scale networks. For the same reason, nearly
all the aforementioned large-scale deployments are hierarchical in nature. With the ever
growing size of microsensor networks, multi-level clusters will play a key role in solving
issues related to both scalability and energy-efficiency [18, 19]. Further, when all the nodes
including clusterheads are homogeneous and have the same range of communication, de-
ployment is easier, interference problems are eased and the network can be truly scalable
and reconfigurable. In this case, multiple levels coupled with well designed hop-by-hop
routing schemes can also achieve more uniform energy expenditure, thereby circumvent-
ing the “energy hole” problem around the clusterheads [20] and improving the network
lifetime.
1.1 Evolution of clustering algorithms
To date, several clustering algorithms have been designed for wireless sensor/ad-hoc net-
works, each incorporating new ideas that make a network more efficient, scalable and real-
izable. We refer the reader to the review articles [21, 18, 17, 16, 22, 19] for specific details.
The earlier class of algorithms including the Linked Cluster Algorithm (LCA) [23], the
Weighted Clustering Algorithm (WCA) [24], and the Distributed Clustering Algorithm
(DCA) [25] were heuristic in nature, electing clusterheads based on node characteristics,
node-id, number of neighbors, residual energy, transmission power etc. These algorithms
had O(n) complexity, where n is the number of nodes. They were followed by cluster
optimization schemes, such as the Max-Min d-cluster algorithm [26] which minimizes the
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total number of clusters in the network. These earlier schemes adopted the graph-theoretic
approach in their network model.
Since the evolution of wireless sensor networks is restricted by limited energy reserves,
the focus of the optimization schemes shifted towards minimizing the energy consumption
and maximizing network lifetime. Such distributed clustering schemes of reduced com-
plexity designed for data gathering networks include LEACH [27, 28], PEGASIS [29],
ANDA [30] and HEED [31]. However, these models make significant assumptions about
communication power-control capabilities and/or topology awareness. Furthermore, they
generate one-hop clusters, which are not practical in large-scale microsensor networks on
uneven terrain. For this reason, multi-hop clustering schemes like DWEHC [32] and M-
LEACH [33] were developed. DWEHC assigns weights to nodes based on their energy
reserve and proximity to their neighbors. The clusterheads are then elected based on these
weights while assuming location awareness. M-LEACH minimizes the cost incurred by the
electronics, amplifier and channel for transmitting and receiving data. Although multi-hop,
both schemes consider only a single level of hierarchy. On the flip side, EEMC [34] con-
siders multiple levels of hierarchy but single-hop clusters. EEMC also assumes location
awareness at the nodes, power control capabilities, and equal data sizes at all the levels.
These latter models use classical communication theory to model the energy cost being
minimized.
The Energy Efficient Hierarchical Clustering (EEHC) [35] algorithm minimizes the
communication cost within a multi-hop multi-level network without making assumptions
on power control or location awareness (Table 1.1). EEHC offers a base model derived
from stochastic geometry, an analytical approach recently applied to the study of wireless
networks [36]. Unlike other approaches, stochastic geometry and random geometric graphs
can account for the high level of uncertainty of node location, channel quality, etc. present
in large wireless networks when compared to point-to-point systems.
Other recently evolving alternative approaches towards energy-efficient clustering—
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single-hop direct yes no full
M-LEACH single-
level
multi-hop direct yes no full
EEMC multi-
level
single-hop direct yes yes full
EEHC multi-
level
multi-hop multi-hop no no full
EEHC-VAa multi-
level
multi-hop multi-hop no no variable
aproposed model
although not directly related to this work—include unequal clustering [37, 38], particle
swarm/colony based optimization [39, 40], genetic algorithms [41], fuzzy logic approaches
[42], and multi-metric optimization [43].
In this thesis, we study the optimal design of multi-hop multi-level hierarchical clus-
ters alongside developing new analytical, computational and experimental frameworks for
large-scale networks:
1.2 Optimal multi-level clustering
Sensor networks are limited by their battery reserves. Hence, an energy-efficient design is
critical to improving network lifetime. The system architecture has to be tailored to min-
imize the communication cost, which constitutes a predominant factor in the total energy
requirement. Often, a fixed number of levels is assumed and the number of nodes operating
at each level is optimized. However, there is no prescriptive guide for the optimal number
of levels to be implemented. Further, existing cluster optimization models consider “full
aggregation, where a unit of data gathered from all the nodes within a cluster is aggre-
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gated at the clusterhead, resulting in a single unit only. This assumption limits the class of
applications the cost model can represent.
In Chapter 2, we optimize both variables: 1) The number of levels, and 2) The number
of nodes operating at each level within a multi-hop, multi-level hierarchical network of
variable size that gathers and aggregates data at each level. We have introduced the EEHC-
VA stochastic model which unifies the study of the different classes of applications. By
considering variable aggregation at the clusterhead, the aggregated data size can be any
number of units that independently vary at each level.
1.3 Optimal inter-level routing
In a majority of clustering schemes the clusterhead communicates directly with the base
station and/or other clusterheads. This requires careful assembly of nonhomogeneous de-
vices and risks network connectivity in uneven terrains. Moreover, the long-haul commu-
nications create an energy hole and a large interference footprint around the clusterhead.
The above drawbacks can be overcome by adopting multi-hop routes for the inter-cluster
communications. Multi-hop route design for inter-cluster communication is an uncharted
territory in homogeneous sensor networks. A low-delay and energy-balancing inter-level
routing scheme needs to be designed for achieving reliable and long-lasting service.
In Chapter 3, we present an analytical framework for visualizing large-scale networks
as surfaces as opposed to graphs in optimizing routing paths. The inter-level routes are
optimized to reduce the mean end-to-end total time rather than the conventional number of
hops, by accounting for the time wasted in unsuccessful attempts for channel access. The
systems view of the network results in an AODV-like distributed algorithm that is easy to
implement.
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1.4 Environment monitoring testbed
A real system is necessary to conduct experiments and validate the assumptions. A deploy-
able testbed for long-term synchronized data collection is yet to be achieved. Existing wire-
less structural health monitoring platforms lack accurate synchronization of measurements.
They have a comparatively reduced lifetime due to higher standby power consumption and
do not support operation of the network from a remote server.
In Chapter 4, as a step towards achieving a large-scale testbed, we discuss the the de-
sign, development, and deployment of an inexpensive, power-efficient, clustered, and scal-
able wireless sensor network. The structural health monitoring cluster is test deployed at
the Bobby Dodd stadium to collect vibration data remotely during the games. The signals
from multiple locations are synchronized with a GPS- and beacon-free algorithm.




APPLICATION-BASED OPTIMIZATION OF MULTI-LEVEL CLUSTERING
2.1 Introduction
Existing cluster optimization studies such as EEHC [35] and LEACH [27] consider “full
aggregation”, where a unit of data gathered from all the nodes within a cluster is aggre-
gated at the clusterhead, resulting in a single unit only. The resulting unit is forwarded to
the next higher level clusterhead or the processing center. This assumption limits the class
of applications the cost model can represent. For instance, in an event detection applica-
tion, forwarding a single decision bit along the levels of the hierarchy could be sufficient.
However, typically, multiple bits are necessary in order to include performance statistics
or location information [44]. In applications monitoring spatial-temporal variation of state
variables in a multi-sensor environment, the data may accumulate along the hierarchy, the
size of which is determined by the signal processing schemes and sensing systems in place
[45]. On the other hand, in data mining applications, the forwarded data size reduces at
each level of the hierarchy [46, 47]. Therefore, all of these classes of applications need
to be unified by incorporating parametric data sizes into the network model. We can then
consider “variable aggregation” at the clusterhead, where the aggregated data size can be
any number of units that independently vary at each level. This would expand the horizon
of applications that energy-efficient clustering algorithms encompass. Furthermore, it is
important to understand the impact of forwarded data sizes—in addition to the network
size—on the optimality of the multi-level cluster design. However, this has not been pre-
viously considered in literature. Motivated by this, we study two multi-level cluster design
questions that are critical to achieving energy-efficient algorithms:
1. What probability for choosing clusterheads is optimal at each level in order to mini-
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mize the total communication cost?
2. What is the optimal number of levels in the hierarchy for a given size of and other
characteristics of the network?
The first question: What is the ideal number of clusters, i.e., the number of clusterheads,
at each level? This has been studied, for example, in LEACH [27, 28] where a closed form
solution is provided for a single level of hierarchy, albeit in a significantly different network
model with fixed data sizes for all transmissions. A comparison of the proposed EEHC-VA
model with other energy models serving distributed cluster optimization is shown in Table
1.1. Multi-level network design necessitates further tailoring of the architecture based on
the application and aggregation scheme in place. Therefore in this work, we study the for-
mulated communication cost for multiple hierarchies and variable data sizes. Specifically,
we show that a unique minimum exists for the cost functional in single- and two-level hi-
erarchies as solutions of polynomial equations that allows for the easy computation of the
optimal solution of an otherwise complex minimization problem.
The second question: How many levels are necessary/sufficient? Although a number of
multi-level protocols have been proposed for sensor and adhoc networks [48, 34, 49, 50, 51,
52], only a few analytical studies have been persued. Certain protocols are indeed designed
to dynamically adjust the number of levels. For example, in the hierarchical protocol for
mobile wireless networks [53], the clusters split and merge to minimize the number of lev-
els while simultaneously bounding the cluster size. In scalable ad-hoc routing [50], depth
of the hierarchy is dynamically adjusted in response to the changing network topology. An
analysis for computing the optimum number of levels in computer networks was pioneered
by Kleinrock et. al. [54, 55]. The results show that the optimal solution minimizing the size
of the routing database varies as the logarithm of the number of nodes. Another study to
this end—pertaining to multi-level wireless sensor networks—is provided with the EEMC
algorithm [34]. The authors have shown that the approximated optimal number of levels
is O(log log n) given n nodes. In this work, we have derived very distinct intervals on the
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number of nodes within which only a single level or only two-levels of clustering are suf-
ficient. In contrast to other studies, these intervals are governed by the application and its
implementation, which together specify the size of forwarded data at each level. With an
intent to provide a reference guide for design engineers, we provide a decision tree guiding
the choice amongst single level, two levels and three levels of hierarchy.
Tailoring the system architecture to minimize the communication cost, which consti-
tutes a predominant factor in the total energy requirement, is of our primary interest. Work
presented in this chapter builds on the framework of Energy-Efficient Hierarchical Cluster-
ing (EEHC) algorithm designed by Bandyopadhyay and Coyle [56, 35]. The communica-
tion cost model in EEHC is a fitting choice for the subject matter of this chapter, since it
is—unlike other clustered network models—scalable and analytically tractable for multiple
levels of hierarchy. The primary contributions of this chapter include:
• Extension of the EEHC data gathering communication model to include independent
data sizes up through the levels of hierarchy along with the generalizations of the
shape of the deployment area and the location of the processing center.
• Analytical results on the optimal clusterhead election probabilities for multi-level
networks. These parameters are critical to distributed clustering algorithms and the
results provide a fast and robust alternative to the computationally very expensive
numerical optimization methods that are often sensitive to the initial guess.
• Derivation of thresholds on the number of nodes that determine the optimal number
of levels in multi-level hierarchical clusters.
• The above results on optimal probabilities for clusterhead selection and the number
of levels are parameterized by both the aggregated data sizes that are forwarded and
the number of nodes in the network.
• Design considerations for selected classes of data gathering applications.
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The importance of such generalizations and analysis within the EEHC framework has been
recognized but not performed since it has been considered relatively complex [34]. The
focus of this chapter is to establish a new framework for the analysis of multi-hop, multi-
level hierarchical clusters with possibly different degrees of data aggregation at each level, a
scenario not priorly considered (Table 1.1)1. The results in this chapter can be used directly
within the EEHC distributed clustering algorithm.
The rest of the chapter is organized as follows: Section 2.2 starts with the definitions and
assumptions pertaining to our model and the formulation of the cost objective incorporating
parameterized data-sizes. In Section 2.3, we derive the conditions for the existence of
optimal probabilities of clusterhead selection and their solutions in single- and two-level
hierarchies. In Section 2.4, we analyze the desirable number of levels, given the number of
nodes and the aggregated data sizes. We corroborate our results using numerical validation
and simulation results presented in Section 2.5. Finally, we discuss inferences related to
selected application cases in Section 2.6.
2.2 Communication cost in multi-hop multi-level clusters
The architecture of the hierarchically clustered network considered in this chapter is shown
in Figure 2.1. It is a multi-hop, multi-level, data gathering network. The illustration shows
two levels of clustering before data is sent to the processing/fusion center. Notably, it is a
homogeneous ad hoc network where all the nodes, including clusterheads (CHs), have the
same fixed range of communication. Consequently, the routes between CHs on consecutive
levels is multi-hop via the end (level-0) nodes. Further, the amount of data routed at any
level is variable and independent of other levels. To model the total communication cost,
we make the following assumptions:
1. The nodes are distributed according to a homogeneous spatial Poisson process with
1Table 1.1 shows representative algorithms that optimize different classes of networks. Although compar-
ison of the EEHC-VA model to other algorithms would be desirable, it would be very difficult because of the
substantial differences between them.
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intensity λ in a 2D space of area A = ca2.
2. The communication cost increases linearly with the data size.
The architecture we have considered has hop-by-hop routes, both within a cluster and
between the CHs of any two levels, as demonstrated in Figure 2.1. In this case: (i) The
range of communication r is a fixed constant. (ii) The energy required to transmit (εT X ) and
receive (εRX ) a unit of data over one hop—although determined by the the electronics—
are also fixed constants. (iii) The true length of the multi-hop shortest route (Lr) can be
approximated to the scaled Euclidean distance between the source and destination (Le). In
fact, the scaling factor between their means has been shown to be 4/π [57]. Approximating
the hop length to the range of communication r , the total cost of communicating a unit
of data over a route of length Lr is (# hops)*(Energy per hop) =
4
π Le
r (εT X + εRX ). By
eliminating the scaling factors, minimization of the total communication cost reduces to
the minimization of the sum of the Euclidean distances.
When the level-i CHs are chosen independently from level-(i-1) CHs with probability
pi (the ”clusterheads” on ”level 0” are indeed all the nodes in the network), their locations
are governed by the thinned homogeneous spatial Poisson process PP1i of intensity λ1i =
λ
∏i
j=1 p j . The non-CHs of level-i are also governed by a thinned Poisson process PP0i of
intensity λ0i = λ1(i−1) − λ1i. Suppose Li is the total length of all the segments connecting












Since the expected total number of level-i CHs E[TCHi] = λ1i A, the expected communi-





















































































































Figure 2.1: Architecture of a multi-hop, two-level data gathering clustered network. The
clusterheads (CHs) at level-1 are chosen independently from the end nodes. Similarly, the
CHs at level-2 are chosen independently from the level-1 CHs. A level-1 cluster consists
of end nodes and their associated level-1 CH. A level-n cluster consists of the level-(n − 1)
CHs and their associated level-n CH ∀n > 1. Association of the respective nodes to their
nearest CH results in the Voronoi tessellations shown in both levels. The amount of data
generated by the nodes at any level are independent of that at the other levels; i.e., each
end-node sends d0 units to its respective level-1 CH, each level-1 CH sends d1 units to its
respective level-2 CH, which, in turn, sends d2 units to the processing center.
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Table 2.1: Scaling factor ρ for a specified location of the processing center




Square 2a × 2a Center 0.765 0.765
Square 2a × 2a Corner 1.530 1.530
Rectangle 2a × 4a Center 1.186 0.838
Rectangle a × 2a Corner 1.186 1.677
Circle radius a Center 0.666 0.751
in a network with h levels of hierarchy is given by [35]:















The above approximation due to the bounded area over which the nodes are distributed is
better as the number of nodes increases. The network simulations provided in Section V.B
verify that it accurately models the cost when E[TCHi] ≥ 1.
The expected distance between a node in a region of area A = ca2 and the processing







u2 + v2 du dv = ρ′a (2.3)
where ρ′ for various reference cases are computed in Table 2.1. Therefore, the additional
cost of communicating a unit of data from the CHs at level h to the processing center is








For an absolute aggregation at the CHs, the number of data units transmitted at any
level-i, di, is same as the number of data units generated by the end nodes, d0. But, for
any partial aggregation scheme, di > d0 ∀ i = 1,2, ...h. The aggregated data size is
pre-determined and independent of cluster size within a broad class of data fusion algo-
rithms. Assuming a linear scaling of the communication cost with the data size, E[Ci] is
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Table 2.2: Notations and definitions
Notation Definition
n Number of nodes
A = ca2 Area of deployment
λ Density of nodes
h Number of levels of hierarchy
ρ′a Expected distance from a node to the processing center
C Total communication cost for gathering data
f Cost objective function parameterized by n
p̂i ith coordinate of the critical point of f
p?i i
th coordinate of the unconstrained minimum of f
pmini i
th coordinate of the constrained minimum of f in (0,1)
d0 Number of data units generated by the end node




Data ratio variable at level-i
α, β,γ Deterministic values taken by the data ratios αis
pre-multiplied by di. Therefore, the total communication cost of collecting data from all
the nodes and forwarding the aggregated data to the processing center follows from Eqn.























The symbols used in the rest of the chapter and their definitions are summarized in
Table 2.2. The optimal number of levels and the optimal probabilities of choosing the CHs
that minimize E[C] are studied in relation to the number of nodes n and the data ratios
αi = di/d0 within the hierarchy. Note that we are minimizing only the communication cost
for successful transmissions in the network. In addition to E[C], idle energy at the nodes
and data retransmissions constitute the total communication cost. However, both of these
factors largely depend on the protocols in place for medium access control and hop-by-hop
routing. For instance, a synchronized spatially sampled data gathering scheme [59] can
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effectively minimize this overhead. However, a system-level reduction in the number of
transmissions favorably reduces interference, idle energy and retransmissions as well.
2.3 Optimal probabilitites of electing clusterheads
The goal is to choose the probabilities pi of electing clusterheads (CHs) at levels i =










E[C] s.t. 0 ≤ p1,p2, ...,ph ≤ 1 (2.6)
For a given number of nodes n, we have λ = nA =
n
ca2 . In this new perspective, the





f (p1,p2, ...,ph) (2.7)
where the cost objective f parameterized by n is given by


















(Table 2.1) and the ”data ratio” αi = di/d0 is the ratio of the number of data
units forwarded by each CH on level i to the number of data units generated at each end
node (α0 = 1). Suppose that each end node sends 1 unit of data to its level-1 CH. Then,
each level-1 CH sends α1 units of data to its level-2 CH, and each level-2 CH sends α2
units of data to its level-3 CH, and so on. The level-h CHs at the top all send αh units of
data to the processing center. It is assumed that αi ≥ 1; i.e., the size of the aggregated data
at the CH at any level di is at least the size of data d0 generated by an end node. However,




























Figure 2.2: An example of the variation of the data ratio with the statistical processing
schemes: Consider a unit of data gathered from air-quality monitoring CO2 sensors in a
cluster. The aggregated data can be either the mean/median/mode, first- and second-order
geometric moments, the ten highest values, or a histogram with 40 bins. Even supplemen-
tary temporal data sensed between successive rounds can be appended at the clusterhead.
Further, the data size at the next level clusterhead could be smaller, equal, or larger depend-
ing on whether there is a decision, a pooled estimate or enhancement, respectively.
αis vary with the application requirements.
In this section, we perform an unconstrained optimization of E[C] for h = 1 and h = 2
and derive the conditions on αi for which the critical solution satisfying the derivative
test is unique and is a minimum within constraints. Note that in the rest of the chapter
pmini denotes the value of the constrained minimum, whereas p
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E[C] = arg min
p1,p2,...,ph
f (2.9)
2.3.1 Optimal probability of electing clusterheads in a single-level cluster
In single-level clustering, i.e. h = 1, the data collected by the CH from the end nodes

























p?1 = arg min
p1
E[C] (2.12)
Theorem 1. In a single level hierarchical cluster, there exists a unique p?1 that minimizes
E[C]. Further, 0 < p?1 < 1 when ρα1
√
n > 1.
Proof. Defining d = ρ
√













Let p̂1 be the critical solution satisfying the first order criterion. This results in the cubic
equation:
f ′(p̂1) = 0 =⇒ 2α1dx3 − x2 − 1 = 0 (2.15)
where x =
√
p̂1. The polynomial 2α1dx3− x2−1 has a single real-valued root and the root
lies in (0,1) when α1d > 1 (Appendix A.1). Therefore, p̂1 ∈ (0,1) for α1d > 1. Further,
p̂1 satisfies the second order criterion, showing that it is indeed a minimum.
f ′′(p̂1) = (3 + p̂1)/(4p̂21
√
p̂1) > 0 ∀p̂1 ∈ (0,1)
=⇒ p̂1 is a minimum
Hence, p?1 = p̂1 and p
?
1 ∈ (0,1) when ρα1
√
n > 1. 
Corollary 1. When ρα1
√
n > 1, the optimal probability of clusterhead election in a single
level cluster is given by the square of the real-valued solution of 2α1dx3− x2−1 = 0 where
17
p1

























Figure 2.3: Variation of energy objective with the probability of CH election. There are
n = 50 nodes and ρ = 0.765 (processing center located at the center of a square). Note the




























Note that the above solution is consistent with Eqn. 11 in [35] when α1 = 1, ρ = 0.765
and n = 4a2λ. 
The variation of the objective function f with p1 (Eqn. 2.13) for different values of α1
is shown in Figure 2.3. The results indicate that as the aggregated data size decreases, the
optimal number of CHs in a network will increase. The reason is that the energy savings
from each aggregation is larger. Also, the smaller α1 is, the less sensitive the energy usage
in the network is to variations in the probability of choosing a CH. In other words, because
18
Number of nodes n




















Figure 2.4: The optimal probability of CH election across the different size-scales of a
single-level network. Here ρ = 0.765 (processing center located at the center of a square).
the minimum is more acute for larger aggregated data sizes, the probability needs to be
more accurately implemented within the clustering algorithm. The variation in the cost is
more rapid with a variation in the aggregated data size compared to variations due to the
number of nodes. Overall, as α1
√
n increases, the minimum communication cost E[C] in-
creases, the optimal probability of choosing a CH decreases (Figure 2.4), and the network’s
sensitivity to error in the probability of clusterhead selection increases. Therefore, the re-
duction in energy with a reduction in the aggregated data size is more pronounced when
the size of the network is relatively large.
2.3.2 Optimal probabilities of electing clusterheads in a two-level hierarchical cluster
In two-level clustering, i.e. h = 2, the data collected by the level-1 CHs from the end nodes
within their clusters is aggregated and forwarded to the level-2 CHs. The level-2 CHs may

















Following Eqn. 2.7, for a given number of nodes n,















2 ) = arg minp1,p2 E[C] (2.19)
Theorem 2. In a two-level hierarchical cluster, when ρ2α22n > α
2
1(2α1 − 1), there exist
unique p?1 ,p
?
2 ∈ (0,1) that minimize the communication cost E[C].
Proof. Defining d = ρ
√










A surface plot of f is shown in Figure 2.5. Taking partial derivatives w.r.t. p1 and p2, we
have


















Let (p̂1, p̂2) be the critical solution satisfying the first order criteria fp1 (p̂1, p̂2) = 0 and










2 + α21x − 2α
3
1 = 0 (2.22)
where y =
√
p̂1 and x =
√
p̂2. The above polynomial equation (Eqn. 2.22) has a unique
real-valued root in (0,1) for α22d
2 > α21(2α1 − 1) (Proof in Appendix A.2). Combined with
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Figure 2.5: The contour and surface plots of a sample objective function f (p1,p2) with
d = ρ
√
n = 100 and data ratios α1 = α2 = 1. Note that it is a non-convex surface. The
minimum is more acute and gets closer to the origin for higher values of d. Here, the




Eqn. 2.21, we have 0 < p̂1, p̂2 < 1 (Appendix A.3). We further show that the critical
solution satisfies the second order criteria for minimality: D = fp1p1 fp2p2 − f
2
p1p2 > 0 and






3α1x(3 + x2) +
α31(1 + x




Since α1,α2,d, x > 0, in order to show D(p̂1, p̂2) > 0, it is enough to show that the








2 + 3α21x − 4α
3
1
Since g(x) = g(x) − (3x2 + 9)p(x),
g(x) = α21(−2x
7 + 6α1x6 − 10x5 + 26α1x4 − 14x3 + 34α1x2 − 6x + 14α)
Since x ∈ (0,1), xn+1 < xn ∀n ∈ N. Therefore, g(x) > 0 ∀α1 ≥ 1 i.e.,D(p̂1, p̂2) >































Since α1,α2,d, x > 0, in order to show fp1p1 (p̂1, p̂2) > 0, it is enough to show that the











Since h(x) = h(x) − 3p(x),
h(x) = α21(α1x
6 − 2x5 + 7α1x4 − 4x3 + 11α1x2 − 2x + 5α1)
Since x ∈ (0,1), xn+1 < xn ∀n ∈ N. Therefore, h(x) > 0 ∀α1 ≥ 1 i.e., fp1p1 (p̂1, p̂2) >
0 ∀α1 ≥ 1.
Thus, (p̂1, p̂2) satisfies the second order conditions for minimality, showing that it in
fact minimizes E[C]. Therefore, (p?1 ,p
?




2 ∈ (0,1) when ρ
2α22n >
α21(2α1 − 1). 
Corollary 2. When ρ2α22n > α
2
1(2α1 − 1) in a two-level hierarchical cluster, the optimal








1 = 0 and the optimal probability





The behavior of the optimal probabilities (pmin1 ,p
min
2 ) w.r.t n, α1 and α2 is presented
in Figure 2.6 and Figure 2.7. At level-1, the optimal number of CHs increases as the data
size at either level decreases. However at level-2, the optimal number of CHs increases as
the data size at level-1 increases or the data size at level-2 decreases. This shows that it is
beneficial to have more first-level CHs in order to exploit the energy savings from reduced-
size aggregations not only at that level, but also at higher levels. Likewise, it is beneficial to
have more second-level CHs not only when they produce smaller data sizes but also when
the size of the data coming from the CHs at the lower level is large.
2.3.3 Optimal probability of electing clusterheads in a h-level hierarchical cluster
In a general h-level hierarchical network, the optimal probabilities of CH election at each
level is obtained by minimizing the communication cost E[C] in Eqn. 2.5. Specifically,
for a given number of nodes n, we need to minimize the cost objective f in Eqn. 2.8.

































































Figure 2.6: Variation of the optimal probabilities pmin1 and p
min
2 with the number of nodes
n, within the region of interest ρ2α22n > α
2
1(2α1 − 1). The plots (a) and (b) depict the
variation of optimal probabilities with the data ratio at level-2 α2 = d2/d0 for a constant
data ratio at level-1 α1 = d1/d0.ρ = 0.765, corresponding to the processing center located

































































Figure 2.7: Variation of the optimal probabilities pmin1 and p
min
2 with the number of nodes n,
within the region of interest ρ2α22n > α
2
1(2α1−1). The plots (a) and (b) depict the variation
of the optimal probabilities with the data ratio at level-1 α1 = d1/d0 for a constant data ratio
at level-2 α2 = d2/d0. ρ = 0.765, corresponding to the processing center located at the
center of a square.
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where α0 = 1, p0 = 1 and xi =
√
pi ∀i = 1,2, ...,h. The solution (p1 = p?1 ,p2 =
p?2 , ...,ph = p
?
h ) satisfying Eqns. 2.23 provides the unconstrained minimum. It warrants a
case-by-case analysis to determine the conditions that bound p?i to (0,1).
When the above system of equations for hierarchy h is expressed in the matrix form
X (h)1 = Y (h), where 1 is vector of all ones and X (h) is a h × h upper-triangular matrix,














where C is a (h × h) diagonal matrix and D is a (h + 1 × h + 1) diagonal matrix. C(i, i) =
1 ∀i = 1,2, ...,h−1 and C(h,h) = αh+1αh x
2






j=0 x j ∀i = 1,2, ...,h






j ; yh+1 = αh
∏h
j=0 x j (1 + x
2
h+1). Thus,
interestingly, the system of equations for any hierarchy can be inductively obtained starting
with X (1) = 2ρ
√
nα1x31 and Y (1) = 1 + x
2
1.
2.4 Optimum number of levels in the hierarchy
2.4.1 Decision threshold between single-level and two-level hierarchies
It follows from Theorem 2 that in a two-level hierarchy with a data ratio 1 : α : β, the
optimal probabilities p?1 and p
?
2 minimizing the communication cost E[C] specified in Eqn.
2.17 are within the bounds (0,1) when ρ2 β2n > α2(2α − 1). Further for ρ2 β2n < α2(2α −
1), we numerically validate the existence of a unique real-valued root for the polynomial
p(x) in Eqn. 2.22 using Sturm’s theorem in Lemma 3 over a wide range of n,α and β.
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Accordingly, E[C] has a single minimum even in this case, although p?2 is greater than 1
and therefore outside the bounds [0,1] as shown along the dotted lines of Figure 2.8. Due
to the fact that E[C] has a single unconstrained minimum, the constrained minimum lies on
the boundary of the respective constraint. Hence pmin2 = 1 when ρ
2 β2n < α2(2α − 1).
When pmin2 = 1, every level-1 CH is elected to be a level-2 CH. In practice, this means
that a network with two levels of clusters is reduced to one with a single level of clustering.
A two-level cluster sending d1 units of data at level-1 and d2 units of data at level-2 reduces
to a single-level cluster sending d2 units of data from its CHs. This is made clear by
substituting p2 = 1 in Eqn. 2.17 for a data ratio 1 : α : β, whereby it reduces to Eqn. 2.10
with a data ratio 1 : β. Thus, pmin1 for h = 2 is equivalently obtained by the minimization of
the communication cost E[C] with h = 1. Therefore, there exists a threshold on the number






The threshold effect is illustrated in Figure 2.8. When n < th12, pmin2 = 1 and p
min
1 for
the two-level hierarchical cluster (with α1 = α and α2 = β) coincides with the pmin1 for the
single-level cluster (with α1 = β).
Since th12 is a function of the data ratios α and β, the number of levels required within
a hierarchy depends on the network application; in particular, on the aggregated data size
at each level. Note that the threshold increases as the cube of α, whereas it decreases as the
square of β. Figure 2.9 provides a quick guide to check if one level of clustering is sufficient
or if an additional level can be more efficient in terms of energy usage. For a particular α
and β specified by the application, it is beneficial to employ more than one level when the
number of nodes is greater than the threshold indexed on the contour. In other words, for a
given number of nodes indexed on the contour, and the data ratio of a single-level cluster
being β, the data ratio at an additional lower level needs to be smaller than the respective




h = 1 : α1 = β
h = 2 : α1 = α,α2 = β
th12
n < th12 n > th12
pmin1 (h = 1)
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Figure 2.8: An illustration of the threshold effect on the number of nodes below which a
single-level of clustering is sufficient. When n < th12, an optimal two-level cluster with a
data ratio of 1 : α : β reduces to an optimal single-level cluster with a data ratio of 1 : β.
The dotted lines in the region below the threshold represent the unconstrained minimum of
the formulated communication cost E[C] when h = 2.
2.4.2 Decision threshold between two-level and three-level hierarchies
In order to find the thresholds on the number of nodes demarcating two and three levels
of hierarchy, we continue with the assumption of a single minimum/critical point for E[C]
when h = 3 and numerically verify the ensuing results. Along the lines of the argument
presented in the previous section, we are interested in finding the thresholds at which pmin2
























































Figure 2.9: A contour plot of the scaled threshold ρ2th12 as a function of the data ratios
α and β. A two-level cluster forwarding data at each level in a ratio of 1 : α : β is more
energy efficient than a single-level cluster with a data ratio 1 : β under optimal conditions
iff the number of nodes times ρ2 is more than the threshold value on the contour. Also, for
a given number of nodes n, processing center location (ρ), and data size at the highest level
β, adding a lower level can be beneficial only if the aggregated data ratio at the new level






3 ) = arg minp1,p2,p3 E[C]. We have, minp1,p2,p3 E[C] = minp1,p2,p3 f (p1,p2,p3)




















3 ) results in the system
of equations below, where z =
√
p?1 , y =
√






























Consider a three-level hierarchical cluster with data ratios α1 = α, α2 = β and α3 = γ.
The threshold of saturation for the constrained optimal probability pmin3 is found by setting
x = 1 i.e., y =
√
α
2β−α (Eqn. 2.27) and solving for the corresponding n in Eqn. 2.29.
th23{p3} =









Similarly, the threshold of saturation for pmin2 is found by setting y = 1 in Eqn. 2.29
30
and solving for the corresponding n.
th23{p2} =






Note that the 3-level hierarchy reduces to a 2-level hierarchy when
n < max {th23{p2}, th23{p3}}.
The threshold on the number of nodes below which only two-levels are sufficient for opti-
mality is therefore given by
th23 = max {th23{p2}, th23{p3}} (2.32)
However the data ratios of the reduced network differs between the two cases depending on
which threshold is indeed the higher one. It can shown that (Lemma 6 in Appendix A.3),
α < β =⇒ th23{p2} < th23{p3}
α > β =⇒ th23{p2} > th23{p3}
Hence, th23 = th23{p3} when α < β and th23 = th23{p2} otherwise, as illustrated in
Figure 2.10.
When α < β and n < th23{p3} in a three-level network with data ratio 1 : α : β : γ,




2 coincide with that of a two-level cluster with a data ratio
of 1 : α : γ. In practice, this means, every level-2 CH is elected as a level-3 CH and a
network forwarding d1 units of data at level-1, d2 units of data at level-2 and d3 units of
data at level-3 reduces to two levels forwarding d1 units of data at the fist level and d3 units
of data at the second level. This is also evident on substituting p3 = 1 in Eqn. 2.5 for the
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pmin2 (h = 2)
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(b)
Figure 2.10: (a) An illustration of the threshold effect on the number of nodes below which
two-levels of clustering is sufficient when α < β. When n < th23{p3}, an optimal three-
level cluster with a data ratio of 1 : α : β : γ reduces to an optimal two-level cluster with
a data ratio of 1 : α : γ. (b) An illustration of the threshold effect on the number of nodes
below which two-levels of clustering is sufficient when α > β. When n < th23{p2}, an
optimal three-level cluster with a data ratio of 1 : α : β : γ reduces to an optimal two-level
cluster with a data ratio of 1 : β : γ.
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Analogously, when α > β and n < th23{p2} in a three-level network with data ratio








2 ) of a
two-level cluster with a data ratio of 1 : β : γ. In practice, this means, every level-1 CH is
elected as a level-2 CH and a network forwarding d1 units of data at level-1, d2 units of data
at level-2 and d3 units of data at level-3 reduces to two levels forwarding d2 units of data
at the fist level and d3 units of data at the second level. This is also evident on substituting
p2 = 1 in Eqn. 2.5 for the communication cost E[C] with h = 3.
It is noteworthy that below the threshold th23, there is a natural selection of the inter-
mediate layer with a lower data ratio; i.e., when n < th23, a 1 : α : β : γ cluster reduces
to a 1 : min(α, β) : γ cluster when optimum. Note that the threshold increases as the cube
of max(α, β), whereas it decreases as the square of γ. Based on the data ratios defined by
the application, Figure 2.11 provides a quick guide to check if two levels are sufficient or a
third level is necessary.
2.4.3 Choosing the optimal number of levels in a hierarchical cluster
In the previous section we derived the thresholds on the number of nodes below which
single-level and/or two-level clusterings are sufficient and an additional level becomes re-
dundant in conserving the communication cost. Within the intervals above the thresh-
olds, higher the number of levels more energy efficient is the network as illustrated in
Figure 2.12. Although, the gain is marginal for hierarchies beyond three. It can be verified
along the lines of Lemma 6 that th12(min(α, β), γ) < th23(α, β,γ) ∀α , β.
In view of this, we propose the decision tree presented in Figure 2.13 for choosing the
number of levels of clustering. We start with a three-level cluster and application specific
data ratios (α, β, γ) as our candidate. Based on the aggregation schemes that can be
employed, α, β and γ are the feasible ratios at any level. The actual number of nodes in the
network n is compared with the thresholds th12 and th23 to determine the number of levels.

















































3− level 1 : 10 : β : 10 optimal
net is more efficient than
2− level 1 : 10 : 10 optimal net
if β ∈ (10, 21.8)
Example 1 n=1000 nodes
α










3− level 1 : α : 10 : 10 optimal
net is more efficient than
2− level 1 : 10 : 10 optimal net








Example 2 n=1000 nodes
α








Figure 2.11: A contour plot of the scaled threshold ρ2γ2th23 as a function of the data ratios
α and β. A three-level cluster forwarding data at each level in a ratio of 1 : α : β : γ is more
energy efficient than a two-level cluster with a data ratio 1 : min{α, β} : γ under optimal
conditions iff the number of nodes is larger than the threshold value along the contour
scaled down by ρ2γ2. To check if adding a level above the first level of a two level cluster
with n nodes and data ratio 1 : α : γ makes it more efficient, read the intersect β′ > α
corresponding to α on the contour indexed by ρ2γ2n. Adding this level is beneficial if the
aggregated data ratio at the new level β ∈ (α, β′) (Example 1). Similarly, the network
can be more efficient on adding another level below the first level of a cluster with ratio
1 : β : γ when the aggregated data ratio at the new level α ∈ (β,α′) where α′ > β is read
from the intersect of β on the corresponding contour (Example 2). When the data ratio at











































Figure 2.12: An illustration showing the variation of the cost functional across the level
thresholds under optimal conditions. On retaining appropriate data ratios, the communica-
tion cost within a clustered network lower-bounds that with fewer levels of clustering.
into the reduced network.
2.5 Verification and Validation
We have used large-scale parallel computing to verify the results using numerical optimiza-
tion as well as to validate the approximations in our analysis using network simulations.
Note that the numerical search for the minimum is computationally very expensive in ad-
dition to being sensitive to the initial guess. Simulation of large-scale networks with a
routing framework is even more expensive, making parametric studies infeasible within a
reasonable amount of time. This highlights the importance of the theoretical analysis in
this chapter.
2.5.1 Numerical Verification
We have numerically validated all our analytical results using a bounded nonlinear opti-
mization program fminsearchbnd [60]. The algorithm applies transformation methods to
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Candidate ← (1 : α : β : γ) (h=3)
if α < β then
if n < th12(α, γ) then
Candidate ← (1 : γ) (h=1)
else if n < th23{p3} then
Candidate ← (1 : α : γ) (h=2)
end
else
if n < th12(β, γ) then
Candidate ← (1 : γ) (h=1)
else if n < th23{p2} then
Candidate ← (1 : β : γ) (h=2)
end
end
Figure 2.13: Algorithm to chose the number of levels and data ratios at each level starting
with a potential three-level hierarchy.
convert the constrained problem into an unconstrained one and then uses the simplex search
algorithm of Lagarias et.al. [61] to find the minimum. We have validated the results for a
wide range of parameters with high resolution and the combinations thereof. In this sec-
tion, without loss of generality, we have assumed ρ = 0.765, corresponding to the location
of the processing center at the center of a square region. The tolerance for convergence is
1.e-4 and hence the results are validated up to three decimal places.
Single level hierarchy (h = 1)
The theoretical calculation of pmin1 (Corollary 1) is consistent with the numerical results on
the minimization problem stated in in Eqn. 2.6 for h = 1. We have verified the results
for α1 ranging 1-100 in steps of size 0.5 and n ranging 2-10000 in steps of size 1 for each
choice of α1.
Two level hierarchy (h = 2)
We have numerically validated the following results for the two-level clustering with α
and β ranging 1-100 in steps of size 0.5 and n ranging 2-10000 in steps of size 1 and the
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combinations thereof:
1. There exists exactly one real-valued root in (0,∞) for the polynomial in Eqn. 2.22
∀ α1 = α, α2 = β in compliance with the Sturm’s theorem (quoted in Lemma 3).
Hence there exists a unique global minimum for E[C].
2. For n < th12(α, β) (Eqn. 2.24), pmin2 = 1.
3. For n > th12(α, β),
(a) pmin1 and p
min
2 computed from Corollary 2 are consistent with the numerical
results on the minimization problem stated in Eqn. 2.6. Here, h = 2, α1 = α
and α2 = β.
(b) f (pmin1 ,p
min
2 | h = 2,α1 = α,α2 = β) < f (p
min
1 ) |(h = 1,α1 = β). Hence the
communication cost E[C] of an optimal 1 : α : β two level cluster is less than
that of an optimal 1 : β single level cluster.
Three level hierarchy (h = 3)
We have numerically validated the following results for the three-level clustering with α,
β and γ ranging 1-100 in steps of size 1 and n ranging 2-10000 in steps of size 10 and the
combinations thereof:
1. For α < β,
(a) For n < th23{p3}(α, β,γ) (Eqn. 2.30), pmin3 = 1.









2 | h = 2,α1 =
α,α2 = γ). Hence the communication cost E[C] of an optimal 1 : α : β : γ
three level cluster is lesser than that of an optimal 1 : α : γ two level cluster.
2. For α > β,
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(a) For n < th23{p2}(α, β,γ) (Eqn. 2.31), pmin2 = 1.









2 | h = 2,α1 =
β,α2 = γ). Hence the communication cost E[C] of an optimal 1 : α : β : γ
three level cluster is less than that of an optimal 1 : β : γ two level cluster.
In summary, we have corroborated the formulations of optimal probabilities and hierar-
chy thresholds, and the assertions on relative energy efficiencies between different levels,
using numerical optimization.
2.5.2 Simulation Studies
We have used the tools within MATLAB to simulate networks of one, two and three levels
with varying number of nodes, clusterhead election probabilities, and data-size ratios. The
purpose of these simulations is to validate the following approximations in the analytical
model: 1) Hop-length is approximated by the range of communication. 2) Route-length is
approximated by the scaled Euclidean distance 3) Distances in unbounded Voronoi tessel-
lations are used to approximate equivalent distances in bounded clustered networks, such
as the sum of distances from Poisson points in a Voronoi cell to its center (Eqn. 2.1).
Representative results are shown in Figure 2.14, Figure 2.15 and Figure 2.16. Here,
1000 nodes are uniformly distributed in a square region, the area of which is chosen to en-
sure network connectivity w.h.p. [62]. The election of clusterheads and cluster formations
are as demonstrated in Figure 2.1. A unit of data from all the end nodes is gathered at the
processing center located at the center of the square area. At each level, the data is routed
via the shortest path in a greedy fashion. While the size of the data at level-i is specified
by αi, we have counted one unit of energy every hop for each unit of data. For a first-order
radio model in [28], a unit of energy is equivalent to 0.35 µJ/bit when the range is 50 m.
In the event that no CHs are elected at level-i, the αi units are directly forwarded to the
processing center. We have simulated 1000 instances of clusters for each of the probability
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Emin(h = 2), 1 : α : 10
Figure 2.14: Simulation results for a network of 1000 nodes with specified data ratios.
Single-level clustered networks with data ratio α1. The energy is computed for different
clusterhead election probabilities p1. Note that the optimal values pmin1 are in accordance
with Eqn. 2.16 (Figure 2.3, Figure 2.4). Further, a comparison of the minimum energies
Emin in the 1 : 10 network and the 1 : α : 10 two-level networks with different values of
α shows that the additional level is effective in reducing the cost only when α < 30, as
predicted by Eqn. 2.24 (Figure 2.9).
values and used the average energy consumption to plot the graphs.
We observe that the results on Voronoi tessellation [58] are applicable to bounded
area/finite networks having at least one CH at each level. Accordingly, within our region
of interest E[TCHh] = n
∏h
i=1 pi ≥ 1, we have validated that the results from simulations
are in very good agreement with the theoretical predictions. Further, the results are found
to be applicable even when the nodes are placed on a regular grid.
2.6 Application cases
In the network model presented, the data ratios αi determine the optimal number of levels
and the number of clusters at each level in a hierarchical network. Figure 2.2 demonstrates
an example of how α1 varies with the application requirements. Below, we further consider
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pmin1 = 0.025, p
min
2 = 0.335



















Figure 2.15: Simulation results for a network of 1000 nodes with specified data ratios.
Two-level clustered networks with data ratios α1 = 10 and α2 = 10. The contour plot is
generated by computing the energy for different clusterhead election probabilities p1 and
p2. Note that the optimal probabilities pmin1 and p
min
2 are in accordance with Corollary 2
(Figure 2.6, Figure 2.7). The minimum energy is computed to be 2035, which sets a lower
limit on the achievable minimum in certain three-level networks considered in Figure 2.16.
α or β



















h=3, 1 : 10 : β : 10
h=3, 1 : α : 10 : 10
h=2, 1 : 10 : 10
Figure 2.16: Simulation results for a network of 1000 nodes with specified data ratios.
Three-level clustered networks considered in the Examples of Figure 2.11. The computed
minimum energy saturates close to 2035 when β > 20 (Example 1) and when α > 15
(Example 2). These results are in very good agreement with the theoretical predictions
given by Eqn. 2.30 and Eqn. 2.31, respectively. Indeed, it can be generalized that these
three-level networks are more efficient iff β < 20 or α < 15.
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different application cases categorized by the interrelation of αis. It is evident that the
optimality of an ad-hoc wireless network largely depends on the underlying application
and the data processing schemes in place.
When α1 = α2 = ... = αh = 1, the number of data units forwarded at each level is
same as the number of data units generated by the end node. Consider an event detection
application, wherein each end node sends a decision bit to its clusterhead (CH). Depending
on the reliability test adopted, the CH forwards a decision bit further. Any logical operation
performed at the CH retains the size of the data unit, qualifying as an example. In this case,
th12 = th23 = 1/ρ2. The thresholds have a very small magnitude and hence, for any
network of substantial size, it is desirable to have three levels of hierarchy.
When α1 = α2 = ... = αh = k, the number of data units forwarded at each level is
k times the number of data units generated by the end node. For example, in the event
detection application stated in the previous case the CH could forward the local detection
error probability along with the decision bit. Likewise, a CH could compute and append
such statistics as the mean, variance, maximum etc. of the data generated by the end nodes.
In this scenario, th12 = th23 = (2k − 1)/ρ2. Hence, the threshold is proportional to the
data size k. When k is significantly large, a single or three level hierarchy is employed
depending on the number of nodes.
When α1 < α2 < ... < αh, the number of data units forwarded increases up the hier-
archy. This occurs in environment monitoring applications using multiple sensors, which
includes the study of spatio-temporal variation of state variables such as temperature, pres-
sure, sound, vibrations, video etc. Low cost variables can be locally monitored within a
cluster and only the statistics/decision computed at the CH may be forwarded. More com-
plex sensing can be performed at the higher levels to cover larger areas with lower spatial
intensity. When the data ratios increase rapidly up through the hierarchy, threshold th12 is
then small, and an optimal network will require at least two-levels. Three levels are favored
when the number of nodes is greater than th23{p3}. In contrast, when the increments in αis
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are small—depending on their magnitude—a single level might be sufficient for a small
network.
When α1 > α2 > ... > αh, the number of data units forwarded decreases up the
hierarchy. This can be expected in data mining applications in an ad-hoc network. Param-
eter/density estimation in a three tier network is an example where the data generated by
the end nodes undergo temporal/spatial sampling at the level-1 CH and the estimation is
performed at level-2 using the aggregated samples. When the decrease in data ratio up the
hierarchy is of a high degree, threshold th12 is fairly high, and a single level would be suffi-
cient. However, when the decrements in αis are small, their magnitude mainly determines
the optimum number of levels. Three levels are favorable when the number of nodes is
greater than th23{p2}.
Overall, for large values of data ratios αis, the thresholds are less sensitive to variations
in their magnitudes, whereas for small values, they are highly sensitive.
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CHAPTER 3
DELAY-EFFICIENT ROUTING ACROSS HIGH-THROUGHPUT CLUSTERS
3.1 Introduction
Large-scale wireless networks are intrinsic to the concept of the Internet of Things (IoT).
Recent advances in processing and communication technologies have resulted in small bat-
tery powered sensing devices with wireless modules embedded in them. This has further
enabled the deployment of thousands of nodes without prior knowledge of the network
configuration. Performance of the adhoc network that would emerge depends on certain
distinctive aspects like management of the available energy, scalability of the installed al-
gorithms, and reliability of the communication environment [7].
Routing algorithms designed for wireless sensor networks are primarily classified into
two groups, i.e., planar and hierarchical [18]. Hierarchical clusters are scalable and energy-
efficient, befitting large-scale network operation [16]. However, in a majority of cluster-
ing schemes, such as LEACH, PEGASIS, TEEN, HEED, EEMC and their variations, the
clusterhead communicates directly with the base station and/or other clusterheads. This
requires careful assembly of nonhomogeneous devices and risks network connectivity in
uneven terrains. Moreover, the long-haul communications create an energy hole and a large
interference footprint around the clusterhead [20]. The above drawbacks can be overcome
by adopting multi-hop routes [63, 64] for the inter-cluster communications. This motivates
the question: What is the best inter-cluster multi-hop route?
Characteristics that must be considered in the design of an inter-cluster routing scheme
are: Firstly, the energy-usage distribution in a clustered network is uneven. In order to
achieve a global energy balance and improve the network lifetime, the nodes subject to
less traffic need to be utilized. Secondly, packets sent by the clusterheads often hold time-
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sensitive information for detection, synchronization and streaming applications. In these
cases, delivery of the aggregated data to the sink requires a QoS protocol with guaranteed
end-to-end latency [65]. Thirdly, in contrast to the sensed data that hold local and limited
information with redundancies, the aggregated data at the clusterheads hold essential high-
cost information pertaining to larger spatial areas. Therefore, a reliable service that keeps
packet loss in check becomes critical. Indeed, all the above characteristics are closely
associated with each other in high-throughput clusters.
Motivated by these considerations, we study the properties of route delays in navigating
a packet across a data gathering cluster. The primary contributions include:
• Introduction of a new analytical framework for visualizing large-scale networks as
surfaces as opposed to graphs when optimizing routing paths.
• Computation of the spatial per-hop delay cost function and the associated end-to-end
delay minimizing paths.
• An energy-aware, low-delay, distributed algorithm devoid of location information
that can be readily integrated into existing clustering schemes with minimal over-
head.
• An ns-3 based clustered wireless network simulator that enables a parametric study
of the routes in a large-scale latticed network.
Multi-hop route design for inter-cluster communication is an uncharted territory in ho-
mogeneous sensor networks. The conventional distributed algorithms for adhoc networks
include proactive routing, reactive routing and geographic routing. In proactive routing
protocols like OLSR [66], the link states are exchanged to create the network topology at
every node and the shortest route is computed. In reactive routing protocols like AODV
[67], the routes are created on demand by flooding the network with a request and thereby
building a backtracking tree. In local geographic routing [68], the location information
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of the next-hop neighbors is used to greedily select the relay node. The above protocols
essentially try to achieve the shortest path.
A more recent approach called opportunistic routing [69] selects relays dynamically at
each hop depending on the MAC layer properties. The idea is to reduce the mean end-to-
end total time rather than the number of hops, by further accounting for the time wasted
in unsuccessful attempts for channel access. We use the same underlying principles in our
approach; however, a systems view of the network is developed, resulting in an AODV-like
algorithm which overcomes the technical difficulties in the implementation of opportunistic
routing [70].
Starting with the problem formulation, its analysis for a model functional is presented
in Section 3.2. The spatial delay distribution in a CSMA cluster is modeled for computing
the delay minimizing paths in Section 3.3. A distributed algorithm for inter-cluster edge
routing is proposed in Section 3.4, followed by its simulation results in Section 3.5. Ap-
plication of edge routing for inter-level routing in optimally clustered Voronoi tessellated
network is discussed in Section 3.6, followed by characterization of its length distribution
in Section 3.7.
3.2 Motivation: Model Problem
Consider all continuously differentiable curves y = y(x) ≥ 0 ∀x which pass through two
given points (x1, y1) and (x2, y2). The length along one particular curve between the given
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Let the spatial distribution of the per-hop delay in a multi-hop clustered network be
defined by F. Now, the end-to-end delay incurred by a test packet routed along the chosen
path y = y(x) is given by I. Optimal inter-cluster route design involves finding the path y
that minimizes the total delay I.
Since the hop-delay increases/decreases as the channel load increases/decreases, F ra-
dially decreases from the center in a data gathering cluster. Therefore, to gain an analytical
insight to path design, let us first consider a model problem where F is a general two-













with the height parameter b and the width parameter c, and study the
two extreme cases of interest: (I) Routing along the shortest path via a straight line. (II)
Routing around the edges of the cluster via a circular path.
3.2.1 Euclidean route vs. circular route: diametric end points
Consider routing a test packet from a starting point (x1, y1) = (−a,0) to an end point
(x2, y2) = (a,0) across a single cluster centered at the origin. In case I, y(x) = 0. From





















2c2 adθ = πabe−
a2
2c2 (3.4)
Figure 3.1 shows the variation of I1 and I2 with respect to a. We can see that the total
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Figure 3.1: Variation of the Euclidean and circular cost integrals I1 and I2 respectively w.r.t
the distance of the end points −x1 = x2 = a. The plot illustrates a Gaussian function F
with the height parameter b = 1 and the width parameter c = 2. It further shows I1 and I2
as limiting functions of the elliptical path integrals Ie(u). Note that Ie is lower bounded by
min(I1, I2).
route delay for the euclidean path is an increasing function that saturates to a maximum
value as the distance between the end points increases. However, the total route delay for
the circular path reaches a maximum when the distance between the end points 2a equals
the width parameter 2c, and decreases thereafter. The point of intersection between the















results in q = 1.1405. Hence, in terms of end-to-end delay of a packet to be navigated
across a cluster, although routing through the cluster via the shortest path is more optimal
when the distance between the end points is less than 1.1405c, routing around the edges of
the cluster is more optimal otherwise. This demonstrates that the shortest path routing is
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not always optimal for inter-cluster routing and alternative paths need to be explored .
To generalize the above statement, let us consider routing between (−a,0) and (a,0)








a2 − x2 for u ∈ (0,a). The













a4 + (u2 − a2)x2
a2 − x2
dx (3.6)
Figure 3.1 further shows the plots for the cost integral Ie parameterized by the elliptical
height u. Notably, the set of functions Ie w.r.t a are lower bounded by min(I1, I2), where
I1 and I2 are the limiting cases with u = 0 and u = a respectively. Therefore, among all
possible elliptical paths, there are only two minima: the euclidean path for a < 1.1405c,
and the circular path for a > 1.1405c.
3.2.2 Euclidean route vs. circular route: chordal end points
Consider routing a test packet from any starting point (−a < x1 < a, y1 =
√
a2 − x21) to
an end point (x2, y2) = (a,0) partly crossing a single cluster centered at the origin. Let
θmax ∈ (0, π) be the central angle subtended by the chord connecting these end points as
illustrated in Figure 3.2. Note that Section 3.2.1 addressed the special case where θmax = π.





(a − x). From Eqn. 3.1, the












































Figure 3.2: The inset geometric illustration shows the chordal endpoints w.r.t cluster layout
as considered in Section 3.2.2. The graph depicts the ratio of the radial distance a to the
delay function width parameter c at the point of intersection of the curves I1 and I2 as a
function of the central angle θmax subtended by the corresponding chord.






































































I1 and I2 still have trends similar to those illustrated in Figure 3.1, but with different
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Figure 3.2 shows the behavior of the solution q of the above equation w.r.t the central angle
θmax . It is evident that q increases with θmax and reaches the maximum value q = 1.1405
when θmax = π. This is very important to route design.
Consider routing a packet between any two points in a network of clusters, each of
radius a. The euclidean path between these two end points intersects the encountered
intermediate clusters. The intersecting segment within each cluster is analogous to a chord
in a circle. When the size of these clusters relative to the width1 of the delay distribution
function is large enough (a > 1.1405c), it is indeed more optimal to route the packet around
the edges of all the clusters than to route via the shortest path.
3.3 Minimum delay inter-cluster route
In the previous section we formulated the optimal paths using the analytically feasible
Gaussian function for the delay distribution in a multi-hop cluster. In this section, we study
the spatial delay distribution within a CSMA wireless cluster, and numerically solve for the
resulting minimum delay path.
3.3.1 Spatial distribution of the hop delay in a multi-hop cluster
A sensor node with communication range R is physically i hops away from the center of
a multi-hop cluster if the Euclidean distance between the node and the clusterhead is in
[(i − 1)R, iR]. The cluster can thus be divided into concentric rings, each of depth R. In
a data-collecting cluster with K rings, the sensed data from individual nodes in ring K are
1Here, width refers to the value of the independent variable r at which the dependent variable F is equal
to e−
1
2 of its maximum value.
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forwarded to the nodes in ring (K − 1). The nodes in ring (K − 1) further forward the data
to the nodes in ring (K − 2), along with the data they generate. Sensor data from all the
nodes in the cluster are finally gathered at the clusterhead.
In such a cluster with K rings, the mean number of nodes will be πK2R2λ, where λ is
the spatial node density. Suppose the packet length is 1λp and the channel throughput at the
clusterhead where channel load is maximum is η, the packet generation rate at each node





Contribution to the total channel load by a node in ring i, including both the generated and
the forwarded data, will be on an average
gi =
K2 − (i − 1)2
i2 − (i − 1)2
g (3.12)
Consider a node at a radial distance r from the clusterhead. The corresponding ring
number is i = dr/Re. The rate at which new packets arrive to the channel as seen by this
node in its communication range is G = [Ai−1gi−1 + Aigi + Ai+1gi+1]λ, where Ai is the area
of intersection of ring i with the disc of radius R centered at r . For appropriate boundary
conditions, gK+1 = gK and A0 = 0.
Now, we need to find the hop-delay associated with the packet arrival rate G in the car-
rier sense multiple access (CSMA) wireless protocol. To this end, previous works [71][72]
present a continuous time Markov chain (CTMC) model that characterizes these networks
by a matrix whose dimensions are independent of the number of users and provides a closed
form expression for the expected delay. For simplicity, let us consider the infinite popu-
lation case with a constant load retransmission policy. Operating the channel within the
stable region, the retransmission rate is chosen to be γ = Lmax −G, where Lmax is the total
channel load at highest maximum throughput, as shown in Figure 3.3. It can be observed







































Figure 3.3: A plot of the maximum throughput vs channel load curve following [71, Eqn.
65] for the CSMA protocol showing the operating point. Here, the conflict truncation time
is equal to packet length (λc = λp = 2) emulating collision avoidance and the transmission




and thereby, the hop-delay increases.
The expected hop-delay can be calculated using Little’s result, which requires comput-
ing the stationary probabilities of the CTMC. Further details on the resulting matrix equa-
tions is provided in Appendix B. Accordingly, we can calculate the hop-delay encountered
by a test packet in different rings of the clustered network. Figure 3.4 shows the variation
of the resulting expected hop-delay in a cluster in terms of packet length and fits a Gaus-
sian model of the form {be−
a2
2c2 + d} for different throughput cases. The additive constant
is close to the asymptotic value; i.e., d ≈ 1. Consider η = 0.5 for example, the parametric
values of the corresponding fit are b = 3.421, c = 1.052 and d = 1.165. Note that Eqn. 3.5
can be updated accordingly to obtain a more accurate demarcation. Furthermore, we pro-
ceed to find the optimal path that minimizes the end-to-end delay by employing the derived
Gaussian fit as the spatial hop-delay distribution function.
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Figure 3.4: Plot of the expected hop-delay within the different rings of a 3-hop cluster
fitted with the (constant+Gaussian) function. Delay for the given load G is computed using
a CTMC model of the CSMA channel. The plots are indexed by the channel throughput η
of the innermost ring.
3.3.2 Minimization of the end-to-end delay functional
In order to find the optimal path between two points (−a,0) and (a,0), we must minimize
the functional I of Eqn. 3.1 subject to boundary conditions y(−a) = 0 and y(a) = 0. Using
the principles of variational calculus [73], we find the gradient of the functional defined




I (y + ε z)
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= 0, (3.13)
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Figure 3.5: Contour map of the hop-delay F in a hexagonal lattice of 3-hop clusters where
η = 0.5. The curves, being solutions of Eqn. 3.14 to within 1e-6 accuracy of convergence,
represent the minimum delay routes between their end points.
Applying the method of integration by parts to the first term and reducing the boundary



























From the fundamental lemma of the calculus of variations, the term within square brackets

















Solving the above equation numerically using second order accurate central finite dif-
ferences, we obtain the minimum delay routing paths shown in Figure 3.5. Here, F is
composed of the mean delay spatial function recurrent within a hexagonal lattice, repre-
senting the clustered network. Suppose m,n ∈ N,












The figure demonstrates how an optimal inter-cluster route would navigate a packet so that
it avoids the inner rings of clusters.
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3.4 Distributed algorithm for Edge Routing
From the above analysis, we have gained an insight into the delay minimizing paths in a
clustered network. Accordingly, it could be more optimal to route the inter-cluster packets
via the nodes located on the periphery of the clusters—we call this ’edge routing’—rather
than routing them via the shortest path. Presented in this section is a distributed algorithm
that can achieve edge routing. One of the main aspects of the proposed algorithm is that
it does not require any location information to identify the nodes that belong to the outer-
most rings in the cluster. Classification of such edge nodes is instead integrated into the
clustering algorithm.
3.4.1 Clusters
Consider a distributed multi-hop clustering algorithm along the lines of [35]. The clus-
terhead broadcasts a Route-REQuest (RREQ) packet to initiate the clustering process. On
receiving a RREQ packet, the node associates with the corresponding clusterhead. The
RREQ is then forwarded if the hop count is within the specified upper bound. Since it is
desirable to cluster the nodes with the nearest clusterhead, a node here is re-assigned when-
ever it receives a RREQ with hop count fewer than its preceding assignment. A pseudo-
code to setup the intra-cluster routes and to identify the edge nodes within this framework
is presented in Section 3.4.4.
3.4.2 Intra-cluster routes
Routes for communicating to and from the clusterhead are established in close association
with the clusterhead assignment. During each assignment of a node, the routing table en-
try for the clusterhead which originated the RREQ is updated. These backward routes to
the clusterhead have the immediate RREQ source node as the next hop. Likewise, for-
ward routes to the nodes from the clusterhead are established with a Route-REPly (RREP)
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packet. The nodes unicast the RREP to their clusterhead after waiting an initial time pe-
riod for the reassignments to complete. In order to achieve a more uniform cluster size
and routing tree structure, we can re-assign the nodes and/or update the routes with a cer-
tain probability whenever a RREQ with hop count equal to the preceding assignment is
received.
3.4.3 Inter-cluster routes
Classification of the edge nodes is based on the hop count information in the RREQ packet.
The edge nodes consist of: 1) The nodes which are equal number of hops away from their
two nearest (in terms of hop count) clusterheads. 2) The nodes with hop counts from
their two nearest clusterheads differing by one. 3) The nodes that remain unassigned to a
clusterhead, if any. The nodes so identified can be used for inter-cluster routing between
any two designated edge nodes. The route request is initiated by the origin and the rest of
the protocol is similar to AODV [67]. However, the broadcast and forwarding of the RREQ
packet is restricted to only the edge nodes here. Like before, the routing table entries for
the origin are recorded and updated to establish the backward route with fewest hops via
the edge network. Further, the destination node replies with a RREP packet to establish the
forward route.
3.4.4 Psedo-code: Distributed Clustering, Classification and Routing
The ClusterHead (CH) component
ch assigned = TRUE; my class = CH; my chId = my id; ch hops = 0;
Broadcast < RREQ, my chId, my id, hop = 1 >
if < RREP, origin, dest == my id, src > message received then
Add Route < Dest: origin, Next hop: src >
The End-Device (ED) component
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K = maximum number of hops
Twait = Reply wait time
T = Cluster setup time
Tlag = Random lag time windiw for stability
. Initialization
ch assigned = FALSE; my class = ED; my chId = inf; ch hops = inf;
while clock < current time + T do
Listen for messages
if < RREQ, chId, srcId, hop > message received then
EDtoEG now = FALSE;
if | ch hops − hop |≤ 1 and chId! = my chId then
.Edge-node classification
my class = EG; EDtoEG now = TRUE;
if ch assigned , TRUE or hop < ch hops then
ch assigned = TRUE; my chId = chId; ch hops = hop;
if EDtoEG now = FALSE then
.Re-classification of re-assigned nodes
my class = ED;
.Forward Route to CH
Add Route < Dest: my chId, Next hop: srcId >
if reply scheduled = F ALSE then
Start timer TB = Twait + Uniform(0,Tlag)
reply scheduled = TRUE;
if hop < K then
hop = hop + 1;
Broadcast < RREQ, my chId, my id, hop >
if < RREP, origin, dest, src > message received then
.Backward routes to connected nodes
Add Route < Dest: origin, Next hop: src >
Unicast < RREP, origin, dest, my id >
if ch assigned , TRUE then
. Forced edge-node
my class = EG;
Reply-Timer TB expire event ()
origin id = my id; dest id = my chId; reply scheduled = FALSE;
Unicast < RREP, origin id, dest id, my id >
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3.5 Simulation studies: AODV vs. Edge routing
In this section, we perform simulations with common networking protocols in place to
study the characteristics of the edge route and the shortest path route across a single clus-
ter. To this end, we have implemented the described distributed clustering and routing
algorithm within the framework of the ns-3 simulator [74][75]. We have used large-scale
parallel computing to perform the following expensive simulations, comprising large-scale
networks of more than a thousand nodes.
3.5.1 NS-3 simulation: Network setup
The nodes are uniformly randomly distributed with a spatial density λ in a square region.
A network of n nodes has a high probability of connectedness, if each node is connected to
more than 1.5 loge n neighbors [76]. We approximate λ using the above guideline. Further,
we consider a hexagonal lattice of clusters by appropriately specifying the locations of
the clusterheads. Thereby, communications in the cluster of interest are also subject to
interference from communications in the clusters that surround it. The algorithm described
in the previous section is implemented to: set-up the clusters, classify edge nodes and
establish the intra- and inter-cluster routes, as shown in Figure 3.6. The resulting edge route
is compared with the AODV route, on further selecting the one with the fewest number of
hops. The routes of interest are compared with the following protocol stack in place.
Application: The nodes generate ECHO packets with a payload of 64 bytes bound to
their clusterhead at a specified rate. Each packet is sent at a time instant uniformly randomly
chosen within the corresponding data interval ranging between 50 ms and 1 s. On receiving
an ECHO packet from a node, the clusterhead responds with an ECHO REPLY . The
test packets between inter-cluster source and destination are however generated at a lower
rate, i.e., within time intervals of 1 s. MAC and Physical: 802.11a 6 Mbps OFDM with





Figure 3.6: A visualized instance of the clusters, and the intra- and the inter-cluster routes
generated by the proposed distributed algorithm. As seen, the classified edge-nodes high-
lighted in green lie along the edges of the tessellation created by the clusterheads (CH).
The test packets are routed between the origin (src) and the destination (dest) located on
either side of a 3-hop cluster via the routes shown for edge-routing and AODV shortest
path routing.
’YansWifiPhy’. Channel errors are discounted to make the simulations more robust, while
maintaining focus on the routing schemes.
3.5.2 Results
Simulation results for a 3-hop network, where adjacent clusters share the outermost rings
are presented in Figure 3.7 and Figure 3.8. Each data point is computed by taking the mean
over 2500 network simulations. This includes 50 instances of clusters corresponding to
different seeds of the random number generator, followed by 50 test packet simulations for
each instance. While the delay performances are comparable in a lightly loaded network,
shortest path routing has a significantly higher delay in high throughput clusters. Lower
backoff delays coupled with smaller queue sizes along an edge route renders it immune
to the fluctuations in cluster throughput. Further, packets on an edge route do not suffer
loss, even when the clustered network is critically congested, thereby achieving a robust
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Figure 3.7: Simulation of the shortest AODV and the edge routing protocols at different
data generation rates within clusters of radial size 2.5 hops. In this case, the expected
number of hops in the AODV and edge routes are 5.37 and 8.26 respectively. The x-
axis represents the interval/time-window within which a data packet is uniformly randomly
generated by a node. The y-axes represent the expected end-to-end Round Trip Time (RTT)
of the inter-cluster test packets, and the expected sum total time between channel access
request and successful transmission of the test packet at the route nodes. While the plots
show the behavior of a congested network, the insets are zoomed to show the behavior for
different degrees of throughput in the data gathering cluster.
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Figure 3.8: Simulation of the shortest AODV and the edge routing protocols at different
data generation rates within clusters of radial size 2.5 hops. In this case, the expected
number of hops in the AODV and edge routes are 5.37 and 8.26 respectively. The x-
axis represents the interval/time-window within which a data packet is uniformly randomly
generated by a node. The y-axes represent the expected sum total queue size encountered
by the test packet at the intermediate nodes, and the expected number of packets lost of
the 50 test packets launched. While the plots show the behavior of a congested network,
the insets are zoomed to show the behavior for different degrees of throughput in the data
gathering cluster.
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and reliable service. Note that the performance of edge route can be significantly higher if
an optimally designed channel access protocol is used [70].
Figure 3.9 presents the route characteristics as a function of the size of the traversed
cluster. It shows that even though edge routes take many more hops than AODV shortest
routes, their mean round trip time is smaller by an order of magnitude under maximum
throughput cluster conditions. Furthermore, the variance of the end-to-end round trip time
in AODV shortest route is approximately 105 (ms)2, whereas that of the edge route is
only 1 (ms)2, offering a tightly bound delay guarantee. The difference in performances is
utmost in 2-3 hop clusters, which constitute a majority of the energy-efficient clusters in
large-scale adhoc networks [64].
3.5.3 Remark
Comparing the two routes with plots analogous to Figure 3.1 upon using the established
(constant+Gaussian) fit for the distribution function shows that the circular route outper-
forms euclidean route when η > 0.4 for a = K = 2.5. Substituting the parameters:
R = 160, λ = 0.00018, and λp = 2500/2 in Eqn. 3.11, we have g = 5.5 pkts/s. Equiv-
alently, the data interval is 182 ms, lower-bounding the crossing point from simulations
shown in Figure 3.7. Taking queue delay into account, η would be lower resulting in a
more accurate match.
3.6 Application case: Inter-level routing in a Voronoi Tessellated network
In this section, we discuss the application of the edge routes for communicating between
the different levels of an optimally clustered multi-level hierarchical network. The required
modifications for routing along the edges of a Voronoi tessellated network are discussed,
followed by the characterization of the inter-level routes that emerge.
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Figure 3.9: Simulation of the shortest AODV and the Edge routing protocols for different
sized clusters. The x-axis represents the radial size in terms of hops. The y-axes repre-
sent the end-to-end Round Trip Time (RTT) of the inter-cluster test packets at maximum
throughput conditions of the data gathering cluster, the number of hops in the route, and
the expected sum total of children nodes to the route nodes, within the cluster.
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(b) Merging of the CHs within a hop of each other
Figure 3.10: Effect of CH merging on the identification of edge nodes in a Poisson Voronoi
tessellated network.
3.6.1 Regularizing the clusters
The edge node identification scheme is critical in determining the performance of the edge
routing protocol as well as the connectivity of the network. In Figure 3.10a, the nodes equal
number of hops away from at-least two nearest clusterheads are visualized. We see that the
nodes identified as edges are not always restricted along the tessellation. One main reason
is that, when two CHs are within a hop of each other, most of the nodes in proximity are at
equal number of hops from both of them and are hence classified as edge-nodes. A solution
to this would be to randomly elect only one CH of the pair and reset the other as a common
node. It is apparent in Figure 3.10b that such a merging of close-by CHs also improves the
regularity of the tessellation to a great extent.
In the implementation of the clustering algorithm, the clusterheads broadcast the route
request RREQ message at an instant uniformly randomly chosen within a time window
TREQ. Any CH receiving RREQ from another CH within its range R is reset as a common
node. When the CH location is originally described by the process Poisson(λ1), this sort
of dependent thinning of the Poisson process maintaining a minimum distance between the
points results in what is known as a hard core process. The thinned CH intensity λth can
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Figure 3.11: Inter-cluster edge routing in a multi-level hierarchically clustered network.








as λ1 → ∞
The original optimal probability of clusterhead election popt [56][64] can thereby be ad-






1 − e−popt λπR2
(3.16)
Further, consider two uniform random variables X,Y ∼ U (0,T ). The probability distri-
bution of their absolute difference can be computed as




2In Matern’s model II, a point is retained in the secondary process if there is no other point within a radius
R in the primary process that has a lower mark. Whereas, in our case, a point is retained if there is no other
point of the secondary process with a smaller mark (broadcast time). This is in fact the third model suggested
by Matern, that hasn’t been studied so far.
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We need |X − Y | greater than the propagation delay Tp to merge the CHs.
P(|X − Y | > Tp) =
(T − Tp)2
T2






Therefore, in order to achieve CH merging with probability greater than τ, the time-window







Consider a two level hierarchical network. Level-1 clusterheads are independently elected
from the end-devices and level-2 clusterheads are independently elected from level-1 clus-
terheads with probabilities that achieve energy-efficiency [56][64]. Upon merging cluster-
heads located within a hop of each other, the level-1 clusters and intra-cluster routes are
setup as described earlier in Section 3.4. For routing between the clusterheads at differ-
ent levels, the packets are relayed via the ‘edge-CH’, the edge-node that is closest to the
clusterhead as demonstrated in Figure 3.11. The level-2 edge-CHs broadcast the L2RREQ
packet to initiate setup of the edge network. On receiving the L2RREQ, an edge node asso-
ciates with the corresponding edge-CH and updates the routing table for backward routes.
A node is reassigned whenever it receives a request with fewer hop counts. After waiting
for the reassignmnets to complete, an L2RREP packet is sent to its level-2 edge-CH for
establishing the forward routes. A pseudo-code for the distributed clustering, classifica-
tion and routing algorithms along with the structure of the control packets is provided in
Appendix C.
3.7 Further discussion: Characterization of the inter-level routes
For a node intensity λ, the level-1 CH intensity is λ1 = p1λ, level-2 CH intensity is λ2 =
p1p2λ and the PVT intensity is γ = 2
√
λ1 [79]. The route between a level-1 CH and a
level-2 CH consists of three components: (1) R1: The first segment to exit a cluster, i.e., the
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route between the CH and the nearest edge-node (level-1 edge-CH) (2) C∗: The shortest
edge-path along the tessellation (3) R2: The last segment to enter the level-2 cluster, i.e.,
the route between the level-2 CH and it’s nearest edge-node (level-2 edge-CH). R1 and R2





Spatial stochastic model for network components and underlying infrastructure in a
telecommunication network with two hierarchy levels considered in [80] provides a frame-
work for the analysis of edge routes. Analogously, level-1 edge-CHs serve as the Low
Level Components (LLC) and level-2 edge-CHs serve as High Level Components (HLC).
The underlying infrastructure modeled as a random geometric graph is the Poisson Voronoi
tessellation created by the level-1 CHs. The components of the stochastic model can be de-
fined as follows: (1) Tγ : Poisson Voronoi Tessellation with intensity γ, induced by level-1
CHs . (2) T (1)γ : Edge set of Tγ. (3) XL : Cox process describing locations of level-1
edge-CHs with linear intensity λl1 and spatial intensity λ1 = λ
l
1γ. (4) XH : Cox pro-
cess describing locations of level-2 edge-CHs with linear intensity λl2 and spatial intensity
λ2 = λ
l
2γ. (5) (XL,n,Cn) : Marked point process of each point XL,n of XL marked with the
shortest path along the edges of Tγ to the nearest point of XH . (6) C∗ : Typical shortest path
along edge route from level-1 edge-CH to level-2 edge-CH.
The distribution of C∗ is the Palm mark distribution P0XL,C . The main properties of the
length of shortest route between the exit and entry points of the clusters are [80]:
• C∗ is fully specified by T , γ, λl1 and λl2 but does not depend on λl1. If the quotient
κ = γ/λl2 is constant, then the underlying structure is fixed.
• For κ → 0 with λl2 fixed, i.e, an unboundedly sparse edge set T
(1)
γ , C∗ converges
weakly to an exponential distribution Z ∼ Exp(2λl2) (Figure 3.12a).
• For κ → ∞ with γλl2 fixed, i.e, an unboundedly dense edge set T
(1)
γ , C∗ converges
weakly to a Weibull distribution 1.145 Z where Z ∼ Wei(λ2π,2) (Figure 3.12b).
As the network gets larger, the optimal probabilities of CH election decrease. There-
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(b) γ → ∞, λl2 → 0, C
∗(γ, λl2)
D
−→ Wei( λ2π1.1452 ,2)
Figure 3.12: Scaling limits for the length of shortest path as κ → 0 and κ → ∞.
fore, the distribution of C∗ gets closer to the Weibull, larger the scale of the network. The
distribution of route length can be obtained by fitting a parametric family which contains the
exponential and Weibull as the limiting cases, further satisfying the condition fC∗ (0) = 2λl2
[81]. A suitable candidate is the truncated Weibull distribution with density [81]




























. The above distributions are useful for studying
the route delay and the network connectivity.
For comparison of the mean lengths, The expected Euclidean distance between level-1








































as κ → ∞ (3.23)
Numerical evaluations indicate that the euclidean distance is scaled by a factor of 1.19 in
moderately sized clusters.
3Wei(α, β) has the pdf fX (α, β) = αβxβ−1e−αx
β
1[0,∞) (x), the cdf FX (α, β) = 1 − e−αx
β






. Rayleigh(σ) has the pdf fX (σ) = cσ2 e
− x
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IN PRACTICE: A SYNCHRONIZED TESTBED FOR MONITORING THE
STRUCTURAL HEALTH
4.1 Introduction
We have developed a WSN testbed as part of the eStadium project of the Vertically Inte-
grated Projects (VIP) Program [82] at Georgia Tech. The goals of the project include: en-
hancing the game-day experience and safety of football fans. This is accomplished by serv-
ing innovative infotainment and venue-related information to their mobile devices. Driven
by these goals, we have developed a low-power WSN and deployed it in Bobby Dodd
stadium. It facilitates unique applications that support crowd-tailored in-stadium content,
interaction among fans, crowd safety and security, etc. Potential applications include mea-
suring the popularity of a play by the level of cheering and booing that follows it, estimating
waiting times for concessions and detecting bio-chemical hazards. In particular, we have
developed a vibration sensing application for the Structural Health Monitoring (SHM) of
the stands.
SHM systems have been widely explored for measuring the response of large-scale civil
Figure 4.1: North stands of Bobby Dodd Stadium at Georgia Tech. Location of the sensor
network currently deployed is marked in red on top-right.
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structures. Various types of sensors, such as accelerometers, strain gauges, displacement
and velocity transducers can be used for monitoring structural behavior. In order to over-
come the high costs associated with cable installation, wireless monitoring systems have
been developed. To date, a number of prototypes have been proposed and tested in the field.
For example, Lynch et al. validated the performance of a prototype wireless sensor on the
Alamosa Canyon Bridge in southern New Mexico [83]. The wireless SHM platform de-
signed by Wang [84] has been validated on a number of bridge structures. In general, these
efforts cannot detect twisting in a structure because of the lack of accurate synchroniza-
tion of measurements. They have a comparatively reduced lifetime due to higher standby
power consumption. Also, they do not support operation of the network from a remote
server. Some recent work has also been carried out to determine the structural response
of stadiums to crowd behavior [85] [86]. These latter efforts are typically based on mea-
surements from one position in the stands or unsynchronized measurements at different
positions in the stands over a short period of time. The primary purposes of such endeavors
is to determine if the dynamic behavior of the stands exceeds thresholds at which people
become uncomfortable or to determine the spectral content of the vibrations at individual
positions in the stands.
In this work, we are interested in studying the structural behavior of the North stands
of Bobby Dodd Stadium at Georgia Tech. The stands are cantilevered over a plaza, as
seen in Figure 4.1. The physical response of the stands is particularly interesting when
fans jump to their feet during an exciting play, bounce with music during cheers, and when
they all start moving at half-time. The stands’ physical responses of interest is therefore
correlated with major events in the game. These events may excite resonant modes of the
stands in the .5 to 5 Hz range that result in twisting of the concrete deck. Detection of these
potentially damaging modes requires highly synchronized measurements of acceleration at
many points in the stands. These measurements are collected at a 100 Hz sampling rate
over a wireless network and forwarded to our server for analysis. The vibration sensing
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SHM application discussed here demonstrates the design and functionality of the WSN
tesbed. The pure embedded systems approach devoid of abstraction layers in our design
allows for a better definition of the applications compared to the existing embedded OS
platforms [87] [88] [89].
Our main results: (1) A WSN designed to operate over a long period of time; i.e, for
one or two football seasons. It is well-suited for rare, high user-density events since the
network can be remotely operated. (2) A reliable GPS- and beacon-free synchronization
algorithm that yields synchronization to within 300 µsec. (3) Wireless backhaul of the data
from the stadium via a TV whitespace link. (4) Deployment of the first cluster of the testbed
in the stadium. These results are achieved while maintaining the underlying simplicity of
the low-cost infrastructure.
The remaining part of this chapter is organized as follows. In Section 4.2, we describe
the overall network architecture and detail the hardware and software components of the
sensor network testbed. In Section 4.3, we summarize our deployment efforts at Bobby
Dodd Stadium. In Section 4.4, we explain the synchronization mechanism developed and
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Figure 4.2: The WSN architecture. Note the communication path from the sensors of a
single-hop cluster to the server.
4.2 Architecture
End Device (ED) Sensor network node consisting of a sensor, processing unit and
transceiver. Alternatively called a sensor node or sensor mote.
Coordinator Mote
(CM)
Master node governing a cluster and responsible for collecting
data from the nodes in its cluster.
Cluster-Head (CH) Computational unit to aggregate and process the information
gathered by the coordinator.
Access Point (AP) CM and CH coupled as one unit.
Backhaul Communication link between the access point and the remote
server.
The WSN is designed to have a clustered, hierarchical architecture. The general layout
of the single-hop two-level WSN that we have developed and deployed is shown in Fig-
ure 4.2. This can be easily extended to include additional clusters and levels, thus making
it scalable. Each cluster of the WSN consists of eight to ten battery-powered end devices
that are wirelessly connected to one access point. The access points are connected via the
wireless backhaul to the remote server that acts as the sink.
The sensor nodes gather data from local digital and analog sensors for various applica-
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tions. The sensed data is packetized and sent wirelessly to the coordinator using the Sim-
pliciTI [90] protocol. The coordinator node then appends a custom header to the packets
and forwards them over Universal Asynchronous Receiver/Transmitter (UART) and USB
to the cluster-head (CH). The CH aggregates data within the cluster when applicable and
generates appropriate queries to the sink. The CH also controls the behavior of the clus-
ter by issuing command packets downstream. Command packets transmitted by the CH
are either initiated by the CH or forwarded on behalf of the eStadium SensorNets server.
Example scenarios where command packets are applicable include triggering data collec-
tion, setting sensor reporting time, and specifying sleep duration. The coordinator and
cluster-head together form the access point, which is the gateway to the backhaul network.
The CH communicates with the remote server through a TCP/IP connection. A cognitive-
radio-enabled TV whitespace bi-directional link is used wherever a wired connection is not
available. All of the data collected by the sensor network is stored in a MYSQL database
on the server for analysis and for end-user applications. The server also acts as the level-2
cluster-head, thus issuing commands to control functionality of the level-1 cluster-heads.
The hardware and software components used to build this network are listed in Table 4.1.
4.2.1 Clustered sensor network
End device
Each sensor mote is a power-efficient system consisting of the MSP-EXP430F5438 micro-
controller and a CC2520 (IEEE 802.15.4) radio from Texas Instruments (TI). In addition
to several onboard sensors, it has I/O port extensions that allow for interfacing with exter-
nal sensors. In order to achieve high-resolution acceleration measurement in the vibration
sensing project, a low-cost integrated accelerometer package has been developed [91]. The
package consists of a MEMS accelerometer (LIS344ALH by STMicroelectronics) and a
signal conditioner capable of providing triaxial measurements.The range of the accelerom-




Table 4.1: Network Components


























USRP B100 with an Intel NUC
PC
GNURadio and gr-mac
Backhaul link 500 MHz Yagi Antennas -
eStadium SensorNets
Server
Dell 2950, 2 Xeon quad core
processors
RHEL 6.6 OS with
MYSQL Database
along the x and y axes, and 50 µg/
√
Hz along the z axis. The cut-off frequency and gain
can be programmed on the fly through an I2C interface. The power consumption of the
integrated accelerometer board is about 12 mA under working conditions and 1 µA while
asleep.
Vibration data is acquired during games, concerts, and major weather events for struc-
tural health monitoring. For such applications, time-domain vibration data is important.
Therefore, sensed vibration data is sent as raw data to the CH and then to the server. The
vibration signals of interest have frequencies between 0 and 25 Hz. Hence, a sampling rate
of 100 Hz is adequate. Since the vibration measurements of structures as large as a stadium
stands are usually in the order of mm/sec2, small fluctuations in amplitude are of signifi-
cance to the measurements. To capture such small variations during sampling, a precision
of 12 bits/sample is used. The interaction between different modules for an automated pro-
cessing of the data on the ED is shown in Figure 4.3. The processed data is packetized and
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Figure 4.3: Automated vibration sampling and parallel data processing on an ED. The ADC
operates in repeat-sequence-of-channels mode, DMA channels 0 and 1 in single transfer
mode, and channel 2 in block transfer mode. The sampling is controlled by a pulse-width
modulated signal generated by the timer. Once a new sample is ready in the internal mem-
ory register, the ADC triggers the Direct Memory Access (DMA) module. The CPU is
notified by the DMA module only after the data set for one packet is ready in the data
buffer. Multiple data buffers are managed in a round-robin fashion for uninterrupted pro-
cessing.
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mode sleep state and links to the CM at set intervals. The CM controls the sleep cycle of
each ED depending on the game time known at the server. The current consumption by the
ED is 37 mA in the active state and 20 µA in the sleep state. Hence, the total estimated
energy used to collect data during games of one football season is approximately 2 Ahr.
Communication protocol
Each sensor node has a radio module that consists of a CC2520EM daughter board and an
antenna. The radio module is interfaced with the MSP430 micro-controller using a Serial
Peripheral Interface (SPI) for bi-directional communication of data and radio commands.
The CC2520 is a 2.4 GHz transceiver that is compliant with IEEE 802.15.4, which is the
standard protocol intended for low-power, low-rate Personal Area Networks (PAN). The
IEEE 802.15.4 protocol supports only single-hop networks and comprises only two layers:
a physical and a Medium Access Control (MAC) layer. Most IEEE 802.15.4 PANs are
configured in a star topology where the central node acts as a coordinator for the rest nodes
(i.e., similar to configuration of the network in Figure 4.2). SimpliciTI [90] builds on the
IEEE 802.15.4/Zigbee protocol and defines two more layers, the network and application
layers. This allows for more advanced features to be implemented in the network, such
as multi-hop communication and advanced network management. SimplicTI code runs on
the main microcontroller while IEEE 802.15.4 lower layers are implemented in the radio
module. The SimpliciTI stack includes an intermediate sub-layer called the Minimal Radio
Frequency Interface that conceals the hardware differences.
The vibration data is inserted into the application payload of SimpliciTI packets and
sent to the CM at 250 kbps on channel 26 of 802.15.4. The wireless channel uses the
CSMA/CA random access with a uniform random backoff scheme. Packing the redundant
zero bits in the data results in a further 25% reduction of the wireless traffic and the asso-
ciated power. The ED also appends a header with both an ID to identify the application
and timestamps required for synchronization. On reception of the packet from the ED, the
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application on the CM extracts the required information from the headers of lower layers.
This is appended as the CM header to the payload and passed to the CH over the serial
connection at a baud rate of 230400. The structure of the packet delivered to the CH is
shown in Figure 4.4.
Access point
The coordinator mote has the same hardware configuration as that of the sensor mote. It
is also an MSP-EXP430F5438 experimenter board equipped with a CC2520 radio module.
The coordinator constantly monitors the SimpliciTI channels for packets and passes them
to the attached CH in application specific formats.
The Clusterhead (CH) is comprised of an Advantech PCM-6363D 3.5” single board
computer (SBC) equipped with an Intel Atom D2525 Dual Core 1.8 GHz processor, Gigabit
ethernet, and up to 4 GB of RAM. The role of the CH is to gather the sensor information
from the Coordinator over USB, parse it, and update the appropriate MYSQL database via
the backhaul network. It is designed to be lightweight, reliable, and efficient. Therefore,
a custom minimal but highly efficient Linux distribution, ch-embedded, is developed for
the CH. The entire distribution is 30 MB. It consists of the Linux kernel and few selected
programs required for operation, as shown in Table 4.2. The kernel was extracted from
Ubuntu 11.04. There is no persistent file system, only an initial ramdisk (initrd) image
is used. The disadvantage of this read-only system is the lack of local writable storage.
However, boot time is reduced and the system is more robust against sudden power cycles.
The software architecture of the multi-threaded user-space program that reads data sent
over the USB/Serial connection and performs action based on the application type is shown
in Figure 4.5. Frame synchronization is performed on the serial data stream in the main
thread by using invariant header bits. Once this is achieved, the payload is extracted and
the application id field is read. Each id is mapped to a thread via a configuration file.



































































































































































Table 4.2: Clusterhead Software Components
Software Version Purpose
Linux Kernel 2.6.38 Operating System
Busybox 1.21.9 (Stable) Basic Linux Utilities
Dropbear 2013.59 SSH Server
ntp 4.2.6p5 Timing Synchronization













Figure 4.5: Serial Monitor Platform to hand the applications off to right threads.
the processing thread, which performs application-specific processing. For example, the
audio and vibration data is uploaded to a MYSQL server. Such an architecture provides
abstraction, extensibility, and robustness against failures.
4.2.2 Cognitive radio backhaul
Whitespace software-defined radio
If a wired network is unavailable, a software-defined radio (SDR) can bridge the CHs
deployed in the football stadium and the main server infrastructure. Each node consists of
an Intel Next Unit of Computing (NUC) Ivy Bridge general purpose computer and an Ettus
Research B100 USRP RF digitizer with WBX RF Daughterboard. These SDRs operate in
the TV whitespace spectrum (470-690 MHz). The particular operating channel is dictated
by the FCC allocation database.
Each NUC uses Ubuntu 14.04 as an operating system and GNURadio [92] for the soft-
ware radio processing platform. John Malsbury’s gr-mac [93] module for GNURadio is
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Table 4.3: Data rate and Network capacity
Network Source Data Rate (kbps) Capacity (kbps)
SimpliciTI channel ED 4.34 × p 250
Whitespace backhaul CH 4.58 × m × p 250
used for the PHY/MAC layer implementation but with a modification to use the tap/tun
interface. With this change, the bridge between networks is transparent and can be used by
multiple clients on each side without any issue. The default modulation scheme in the gr-
mac module is Gaussian Minimum Shift Key (GMSK) with a sample rate of 1 Megasample
per second and four samples per symbol. The normalized filter bandwidth, BT = 0.35 is
set as the default.
4.2.3 Network load vs capacity
The bit rates of data generated from the EDs and CHs on the sensor network with m clusters
and p nodes per cluster are given in Table 4.3. This includes the sensor generated data and
the overhead due to the SimpliciTI, ED, CM and CH headers. For the target deployment
of 50 nodes (m = 5,p = 10), the load on the SimpliciTI channel is 44 kbps in a cluster and
the load on the backhaul network is 229 kbps. Raw data delivered to the server database in
a four hour game is 64.4 Mb per node, for a total of 48.3 MB per node in a 6-home-game
season.
4.3 Deployment and game data
A sample of the data we have collected is shown in Figure 4.6. It is evident from the plot
that crowd behavior and other major events have an influence on the structural excitation.
A crowd stomping in unison could excite a resonance in 0.5 - 5 Hz range. The vibration
measurements at the intersections of the supporting beams are collected on game days to
study the dynamics of the loaded stands. A modal analysis of the structure would reveal the
occurrence of harmful modes of resonance and further aid in timely maintenance. Detecting
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Figure 4.6: Structural vibrations indicating events during a football game.
Figure 4.7: Infrastructure of the sensor network deployed at Bobby Dodd Stadium. (A) Pic-
ture of section 119, north stands showing the locations and orientation of sensor nodes. (B)
An enclosed node and sensor harnessed on the girder. (C) A node consisting of MSP430,
CC2520, and battery packs. (D) Access point consisting of MSP430, CC2520, and cluster-
head PCM-9363. (E) Software defined radio showing NUC and USRP.
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torsional modes is important as they can result in spalling. Our objective is thus to deploy
40-50 nodes and 5-10 CHs to cover the North stands of Bobby Dodd Stadium. Currently,
the first cluster is test deployed as pictured in Figure 4.7. The motes secured to the girders
are housed in weather-proof enclosures and sensors are mounted on the junctions with
magnets. The synchronized data collected from ED2 and ED3 are uploaded to the eStadium
Sensornets website [94] and can be made available on request.
4.4 Synchronization
Along with the frequency of resonance, we require the phase difference of the resonant
frequencies between different locations in the stands to determine the modes of vibration.
Only the phase lag between the signals at different sample points in a 2D plane can dis-
tinguish between in-phase tandem motions and out-of-phase twisting motions. Therefore,
in order to differentiate the modes of resonance, we require the end-devices at different
locations to be synchronized. We have developed a light-weight, simple time-stamping
mechanism to synchronize the devices in a cluster within the desired accuracy.
Due to energy constraints and the lack of good GPS signals in the stands’ confined envi-
ronment, we are using a GPS-free and beacon-free scheme that achieves a synchronization
accuracy of 200 to 300 µs with 95% confidence. The simplicity and robustness of this
scheme achieves synchronization in disadvantaged networks having minimal processing
capabilities. Since wireless sensor networks are characterized by their inexpensive low-
power devices, their clocks are subject to drift and skew. The message construction delay
at the transmitter, random access backoff delays in accessing the channel, the propagation
delay and the message process delay at the receiver introduce additional randomness into
the timestamps. These factors pose a challenge in predicting the true-time from the ob-
served local clock timestamps. The commonly used 802.11 protocol is not suitable for
high drift rates and results in increased packet loss due to intermittent reverse broadcasts
in an otherwise unidirectional network. It will be evident from the section below that our
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algorithm, called Untethered Time Transmission Mapping (UTTM), is simple yet robust
and not susceptible to the factors above.
According to the survey and classification scheme for synchronization protocols for
ad-hoc networks in [95], our UTTM algorithm has the following features: master-slave,
untethered clocks, probabilistic, and sender-to-receiver synchronization. It is unique in ap-
plying the traditional Time Transmission Protocol (TTP) to wireless sensor networks. The
overhead of synchronization messages in TTP is overcome by piggybacking the timestamps
into the data packets, which isn’t usual for sent timestamps. This works well in continuous
environment monitoring such as our vibration sensing application.
A local timestamp on the ED is taken after a packet is successfully sent and later in-
serted into the subsequent packet. This eliminates both the message processing and the
random access delay from the time-critical path. With a fast enough serial out-link on the
CM, we eliminate the packet queue in the receiver and thus the associated data processing
delay when recording the received timestamp. Hence, the only randomness involved in
estimating the ED clocks relative to the CM clock is reduced to the propagation delay. The
interpolation technique used here accounts for all offsets, clock drift and constant delays
through the communication stack as opposed to continuous offset estimation and correction
in TTP. The ED and CM clocks run untethered; i.e, we build a table relating the ED clocks
to the CM clock without clock correction, thereby maintaining an uniform accuracy.
4.4.1 Time-stamping mechanism
Synchronization of vibration samples involves the following three TimeStamps (TS) of the
Real Time Clock (RTC) as shown in Figure 4.8.
1) Sample TS: When the Analog to Digital Converter (ADC) produces the first sample of
every packet, accurate timestamp from the RTC is recorded on buffer. DMA is used to
automate the immediate recording of the clock on ADC interrupt (Figure 4.3). The TS is























Figure 4.8: Overview of timestamping mechanism.
2) Sent TS: Once a packet is successfully sent, the RTC is recorded by the CPU on the ED.
The TS is sent to the CM as part of the application header of the next packet.
3) Received TS: Once a packet is received, the RTC is recorded by the CPU on the CM.
This is forwarded to the CH as a header along with the rest of the packet.
In summary, for each packet on the CH we have the ED clock when the first sample was
taken, ED clock when the previous packet was sent, and the CM clock when the current
packet was received.
4.4.2 Synchronization of vibration samples
The sent and received TSs are used to construct an estimator for the ED clock in terms of the
CM clock. Further, the sample TSs from all the EDs in a cluster are mapped to a common
CM clock, thus synchronizing the vibration samples. The data point pairs mapping the CM
received TS and ED sent TS of each packet are populated on the CH. This is followed by a
two-step process:
1) Eliminate packet-loss introduced error: Since the sent TS is received along with the next
packet, any packet loss results in erroneous TS pairs. The packet loss is detected from the
sequence number and source ID of the packet and these invalid pairs are exempted from
further analysis.
2) Map sample TS to common clock: Between every two sent TSs there is the sample TS.
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Figure 4.9: Synchronized signals from two EDs hosted on parallel girders.
Hence a cubic interpolation provides a very good map of the sample TS to the CM clock.
This requires populating only a few points at any time. Since each packet has a fixed
number of samples in it, we can further interpolate at evenly spaced intervals to obtain the
CM clock for every sample.
4.4.3 Performance evaluation
Although the observed phenomenon has a low frequency of 0-20 Hz, the achieved accu-
racy of synchronization is well within a millisecond, surpassing the requirements of modal
analysis. The performance mainly depends on the accuracy of the timestamps on the ED
and CM. Significant improvements in the performance are possible using a higher clock
frequency and time-stamping at the physical layer on Start of Frame Delimiter Tx/Rx, if
feasible. This requires cross-layer information exchange at the receiving end to distinguish
data packets from handshake packets.
The current implementation uses a 16-bit RTC running at a low frequency of 32kHz.
Each packet has 16 samples along the two axes of measurement. Hence each timestamp is
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Table 4.4: Statistics and confidence intervals of error residuals
Sync Mean(s) Variance(s2) τ(µs)95C τ(µs)99C
ED1-CM -3.1911e-7 5.4545e-8 212 310
ED2-CM 1.2200e-6 1.5928e-7 255 390
ED1-ED2 8.0280e-7 2.2164e-7 386 660
recorded approximately every 160ms. The data collected from two end-devices hosted on
parallel girders after synchronization is shown in Figure 4.9. The peak, when zoomed-in
shows an overall correlation between the signals on the two devices. However, the sample
correlation coefficient between the two signals after synchronization, computed over an
interval around the peak shown in the window, is 0.2356.
The performance of the algorithm is evaluated using a running window linear least mean
square estimator. Let N be the total number of packets after loss correction and (2n + 1)
be the window size. We use a window of size 16s with n = 50 over which the clock is
modeled to be linear. Given a packet seq number i ranging between 1 + n and N − n, CM
received TS Xi and ED sent TS Yi, the estimated true ED clock Ŷi = α + βXi where
α = Ȳ − β X̄ , β =
∑i+n
j=i−n(Xi − X̄ )(Yi − Ȳ )∑i+n













The mean and variance of the error residual ε i = Yi − Ŷi are the performance metrics of
synchronization between the ED and CM. The error statistics computed on sample data









1 if x ∈ A
0 if x < A
i.e, 95% of | ε | for ED1 is within 212µs. 100% of | ε | on both the EDs is within 8 ms.
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‘SL’ 
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Figure 4.10: Control packet from the CM to an ED.
the synchronization between the two end devices, the residual samples closer together are
added and the statistics are recomputed.
4.5 Sleep cycle and energy usage
A mechanism to determine when a network should be active or when it should go to sleep
and save energy is a primary requirement for any sensor network. It could be either a
distributed control, where the decision is made on the sensing device or a centralized one,
where the cluster-head specifies how the network has to behave. The former is preferable
in detection problems and the latter in environment monitoring applications. We explain
below a centralized approach to control the sleep cycle within a cluster. The CM controls
the state of each linked ED individually. The ED has the flexibility to override the command
in detection applications, in which case the data will still be collected at the cluster-head.
The sleep cycle can also be synchronized when required since the CH is aware of each
ED’s clock relative to its own.
In our example, the game-time known at the server determines when to start collecting
data. By default, the ED is in low-power (LPM3) sleep mode with all the peripheral mod-
ules and radio turned off and it links to the CM once every hour. When the ED links to the
CM, the CM replies with a control packet shown in Figure 4.10. This determines whether
the ED starts sampling (SS) or goes to sleep (SL). It also specifies the time duration for
which these states are to be maintained. The CM can also ask the ED to stop sampling and
go to sleep with the stop (ST) command. The flow chart for the sleep-cycle mechanism on
the ED is shown in Figure 4.11. The timer is configured in calendar mode to support any
sleep duration. The cycle is iterated using system reset; hence, the time duration from the
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T = 1min 
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 Go to Sleep 
Figure 4.11: Sleep cycle control on an ED.
control packet is maintained in flash memory.
The measured current consumption by the ED is 37 mA in the active state and 20 µA
in the sleep state. Hence, the total estimated energy used to collect data during games of
one football season is approximately 2 Ahr, which is easily within the capability of 2 AA
Lithium batteries. 12-bit ADC samples are stored as a word resulting in 4 redundant zero
bits for every sample. Packing the data by removing these redundant bits before sending




In this thesis we have addressed three aspects important to the design of wireless sensor
and adhoc networks.
In Chapter 2, we have used a stochastic geometry based ad hoc network communication
model to study the optimality conditions within a data gathering hierarchical network. The
study shows how the application and aggregation dependent data sizes across the levels
of hierarchy influence the optimal number of levels and the optimal number of clusters at
each level. We have formulated cut-offs on the number of nodes for which single and two
levels of hierarchy are sufficient. These results are useful for application-specific tailoring
of both the architecture as well as the clustering algorithms in the design of sensor and ad
hoc networks of varied sizes.
The problem studied is an example of the bounded minimization of a multi-dimensional
objective function typically requiring the solution of a system of non-linear (polynomial)
equations. The techniques used here to derive analytical insight from the high-degree poly-
nomial equations could be applied to other bounded optimization problems. Extending
the cost model to study the optimality of networks where the data size forwarded by the
clusterhead depends on the size of its cluster is a worthwhile topic for future research.
In Chapter 3, we have presented a novel analytical/computational framework for finding
the cost minimizing routing paths in a network. Considering a clustered wireless network,
we have demonstrated that its well-defined spatial structure can be exploited to optimize
the overlying routes. The results show that the shortest path is not always delay-efficient
for inter-cluster routing. Instead, a path that traverses along the edges of the clusters has
lower delay, especially under high throughput conditions, besides being more robust and
reliable. The proposed edge routing is further useful for creating an energy balance, when
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applied for routing between levels of optimally clustered large-scale hierarchical adhoc and
sensor networks.
The framework for optimizing routes can be applied for any cost function. Spatial
properties of the optimal route can be found using tools from calculus to analyze the for-
mulated differential equation. As part of future research, we can characterize the network
connectivity and the global energy balance.
In Chapter 4, we have designed and deployed a scalable wireless sensor network tesbed
for long-term data collection. We have demonstrated a vibration-sensing structural health
monitoring application to collect real-time game data over an entire football season. It has
a simple and practical hierarchical architecture with a cognitive radio backhaul. All the
network components are custom designed. Further, the network is both synchronized and
supports sleep cycles, the two major requirements in a wireless sensor network.
Solar powered nodes with over-the-air programming facility will yield a self-sustainable
sensor network. In the big picture, vibration sensing network interfaced with audio and
spectrum sensing networks, and web applications developed by the Vertically Integrated
Projects Stadium-IoPT team would be the realization of an ‘Internet of People and Things’
testbed within the high user density, and rich signal space environment of a football game.
Overall, the major outcomes from this thesis include: (1) A scalable, synchronized and
deployable sensor network. (2) An NS3-based large-scale sensor network simulator with
novel clustering and routing algorithms. (3) Innovative stochastic models for the analysis
of clustered wireless networks. We believe that this thesis is a significant step towards the






A.1 Proof of the existence of a unique real-valued root of p(x) = 2cx3 − x2 − 1 with
range (0,1) when c > 1
The discriminant of the cubic polynomial p(x) = 2cx3 − x2 − 1 is less than zero. Hence,
p(x) = 0 has one real and two complex conjugate solutions. From Rouche’s bound on the
real-valued root, | x |≤ max{1, 1c }, i.e., | x |≤ 1 ∀c ≥ 1. Further, x ≤ 0 =⇒ p(x) <
0 ∀c ≥ 0. Also, x = 1 =⇒ c = 1 when p(x) = 0. Therefore, p(x) has a single
real-valued root that lies in (0,1) when c > 1.






2 + α21x − 2α
3
1 with range (0,1) when α
2
2d
2 > α21(2α1 − 1)
Under the assumptions of α1,α2 > 1, d > 0 and α22d
2 > α21(2α1 − 1), in the following
Lemmas 1-2 we show that p(x) has a real-valued root in (0,1). In Lemmas 3-4 we show
that this root is distinct and unrepeated, thus proving the claim.
Lemma 1. p(x) has at-least one real-valued root in (0,1) when α22d
2 > α21(2α1 − 1).
Proof. Since p(x) is a polynomial, it is continuous and differentiable everywhere.
p(0) = −2α31 < 0 ∀α1 > 0 and p(1) = 4α
2
2d
2 + 4α21 − 8α
3
1 > 0 for α
2
2d
2 > α21(2α1 − 1).
By the intermediate value theorem, ∃ c ∈ (0,1) s.t. p(c) = 0. 
Lemma 2. All the real-valued roots of p(x) lie in (0,1) when α22d
2 > α21(2α1 − 1).
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Proof. Consider the three intervals for x ∈ R:
x ≤ 0 =⇒ p(x) < 0 ∀α1,α2,d > 0
x ≥ 1 =⇒ xn ≥ xm ∀n,m ∈ N, n > m
=⇒ x5 + 2x3 + x ≥ x4 + 2x2 + 1, 4x7 ≥ x4 + 2x2 + 1
=⇒ p(x) ≥ (x4 + 2x2 + 1)(α22d




=⇒ p(x) > 0 ∀α22d
2 > α21(2α1 − 1)
Hence, all the real-valued roots of p(x) ∈ (0,1). 
Lemma 3. p(x) has exactly one distinct real-valued root in [0,1] when α22d
2 > α21(2α1−1).








denote the number of sign changes in the sequence p(ξ), p1(ξ), p2(ξ), ... ,pm(ξ) as σ(ξ).
Then, for a < b, both real numbers such that p(a),p(b) , 0, the number of distinct real-
valued roots in [a,b] is given by σ(a) − σ(b).
For α22d
2 > α21(2α1 − 1), the sign sequence of p(x) at x = 0 is - + + - + + + -
=⇒ σ(0) = 4. For α22d
2 > α21(2α1 − 1), the sign sequence of p(x) at x = 1 is + + + - +
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+ + - =⇒ σ(1) = 3. Hence, There is only one distinct real-valued root in [0,1]. We can
further show that this is a non-repeating root. 
Lemma 4. p(x) is square free in R i.e., there are no real-valued repeated roots.
Proof. Let r be a root of p(x) i.e, p(r) = 0. Then, ∃ a sixth order polynomial q(x) such
that,
p(x) = (x − r)q(x)
p′(x) = q(x) + (x − r)q′(x)
p′(r) = q(r)





2 − 8α31r + α
2
1
rp′(r) = rp′(r) − 7p(r)
= α21(−2r
5 + 6α1r4 − 8r3 + 20α1r2 − 6r + 14α1)
Since r ∈ (0,1) (Lemmas 1-2), rn+1 < rn ∀n ∈ N. Therefore,
0 < r < 1 =⇒ 6r4 > 2r5, 20r2 > 8r3, 14 > 6r
=⇒ rp′(r) > 0 ∀α1 ≥ 1
Hence, p′(r) , 0 ∀r ∈ (0,1) i.e, p(x) does not have a real-valued repeated root. 
A.3 Proof of the boundedness of p?1





2 + α21x − 2α
3
1
and s = α
2(r2+1)
2βdr3 , then s ∈ (0,1) given α1 > 1.
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Proof. From Lemmas 1-4, p(x) = 0 has a unique real-valued solution r such that 0 <
r < 1. Therefore, rn+1 < rn ∀n ∈ N. Hence, 2r5 + 4r3 + 2r < 2r4 + 4r2 + 2 i.e.,
α21(2r
5+4r3+2r) < α31(2r




2 + 1)2 < 4α22d




α1,α2,d > 0 =⇒ s > 0. 
A.4 Proof of threshold inequality
Lemma 6. th23{p2} < th23{p3} when α < β. Here α, β > 1.
Proof. th23{p3} and th23{p2} are given by Eqn. 2.30 and Eqn. 2.31. We need to show,
α2
[









α + α − 2β
]
ρ2γ2α







+ α − 2β

⇐= 2α8 + 4α6 β2 + 2α4 β4 + 8α2 β6 + 8β7 < 16αβ7 + 4αβ6 + α7 + 2α5 β2 + α3 β4
⇐= (2α − 1)(4αβ6 + α3 β4 + 2α5 β2 + α7) < 8β7(2α − 1)
⇐= (4αβ6 + α3 β4 + 2α5 β2 + α7) < 8β7 ∀α > 1
The last statement is true since 4αβ6 < 4β7, α3 β4 < β7, 2α5 β2 < 2β7 and α7 < β7
∀α < β. 
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APPENDIX B
HOP-DELAY D GIVEN THE PACKET ARRIVAL RATE G
Evaluation of the hop-delay D given the packet arrival rate G for a CSMA/CD channel
is presented in closed form in [71]. To gain clarity, we walk-through the procedure and
present the equations associated with the infinite population case.




where B is the average number of active users, 1λp is the mean packet length and G is the
packet arrival rate. B =
∑∞
n=1 nP(n)e = P(1)e + P(2)(2I − R)(I − R)
−2e [71, Eqn. 63]
where P(n) is the vector of limiting probabilities for n users and e = [11 . . . 1]T . Matrix R
is given by R = −A0[A1 + Ge1(0)]−1, where
A0 =

0 0 0 G 0
0 G 0 0 0
0 0 0 G 0
0 0 0 G 0




−(G + γ + λp + λc) λd λp γ 0
0 −(G + λp) 0 0 0
0 0 −(G + γ + λd) γ 0
0 0 0 −(G + λc) λc









is the mean conflict truncation time and 1λd is the mean transmission detection time. The





−G B0 0 1
B B1 B3 e




0 0 0 1
]
where the component block matrices are
B =
[








−(G + λp + λc) λd λp 0
0 −(G + λp) 0 0
0 0 −(G + λd) 0
γ 0 0 −(G + γ)






C.1 Structure of the routing packets.
Bytes 1 4 4 4 1 2











RREQ CHId (Broadcast) myId (CH) hopcount
RREP DeviceId CHId myId ED/EG hopcount
CMD (1) L2CHId L2mEGId (myId) (CH) (hopcount)
L2RREQ L2mEGId (Broadcast) myId (EG) hopcount
L2RREP DeviceId L2mEGId myId (EG) (hopcount)
Optional fields are enclosed in parentheses.
C.2 Distributed clustering, classification and routing : Level-1
Request-Timer TA expire event()
if ch hops , 1 then
. Merge CHs within one hop
ch assigned = TRUE; my class = CH; my chId = my id; ch hops = 0;
Broadcast < RREQ, my chId, my id, hop = 1 >
Reply-Timer TB expire event()
origin id = my id;
dest id = my chId;
reply scheduled = FALSE;
Unicast < RREP, origin id, dest id, my id, my class, ch hops >
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Inputs: p1, k1, Tk1 , TREQ, TREP and Twait
. Default End Device
ch assigned = FALSE; my class = ED; my chId = inf; ch hops = inf;
min hop = inf; rand = Uniform(0,1);
if rand < p1 then
. Volunteered CH
Start timer TA = Uniform(0,TREQ)
while clock < current time + 2 × Tk1 + TREQ + TREP do
Listen for messages
if a message < RREQ, chId, srcId, hop > is received then
EDtoEG now = FALSE;
if | ch hops − hop |≤ 1 and chId < my chId and ch hops , 0 then
.Edge-Node
my class = EG; EDtoEG now = TRUE;
if ch assigned , TRUE or hop < ch hops then
ch assigned = TRUE; my chId = chId; ch hops = hop;
if EDtoEG now = FALSE then
.Re-classification of Re-assigned nodes
my class = ED;
.Forward Route to CH
Add Route < Dest: my chId, Next hop: srcId >
if reply scheduled = F ALSE then
Start timer TB = Twait + Uniform(0,TREP);
reply scheduled = TRUE;
if hop < k1 then
hop = hop + 1;
Broadcast < RREQ, my chId, my id, hop >;
if a message < RREP, origin, dest, src, class, hop > is received then
.Backward Routes to Connected Nodes
Add Route < Dest: origin, Next hop: src >
if dest = my id then
if class = EG and hop < min hop then
.Edge-Node with minimum hops from CH
mEG id = origin; min hop = hop;
else
Unicast < RREP, origin, dest, my id, class, hop >
if ch assigned , TRUE then
. Forced Edge-Node
my class = EG;
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C.3 Distributed clustering and routing : Level-2
Inputs: p2, k2, Tk2 , and TREP
L2ch assigned = FALSE; my L2chId = inf;
L2ch hops = inf; rand = Uniform(0,1)
if my class = CH and rand < p2 then
. Volunteered Level-2 CH
origin id = my id; dest id = mEG id;
Unicast < CMD=1, origin id, dest id >
while clock < current time + 2 × Tk2 + TREP do
. Representative Edge-CH
Listen for messages
if a message < CMD = 1, origin, dest > is received then
if dest = my id then
L2ch assigned = TRUE; my L2chId = my id;
L2ch hops = ch hops; origin id = my id;
Broadcast < L2RREQ, my L2chId, my id, L2ch hops + 1 >
else
Unicast < CMD=1, origin, dest >
if a message < L2RREQ, L2chId, srcId, hop > is received then
if my class = EG and (L2ch assigned , TRUE or hop < L2ch hops)
then
L2ch assigned = TRUE; my L2chId = L2chId;
L2ch hops = hop;
.Forward Route to Level-2 Edge-CH
Add Route < Dest: my L2chId, Next hop: srcId >
Start timer TC = Uniform(0,TREP)
if hop < k2 then
hop = hop + 1;
Broadcast < L2RREQ, my L2chId, my id, hop >
if a message < L2RREP, origin, dest, src > is received then
.Backward Routes to Connected Level-2 Edge-Nodes
Add Route < Dest: origin, Next hop: src >
if dest , my id then
Unicast < L2RREP, origin, dest, my id >
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Reply-Timer TC expire event()
origin id = my id;
dest id = my L2chId;
Unicast < L2RREP, origin id, dest id, my id >
Output Data path: ED → CH → mEG → L2mEG → L2CH
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