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The Reliability Function of Variable-Length Lossy
Joint Source-Channel Coding with Feedback
Lan V. Truong, Member, IEEE Vincent Y. F. Tan, Senior Member, IEEE
Abstract—We consider transmission of discrete memoryless
sources (DMSes) across discrete memoryless channels (DMCs)
using variable-length lossy source-channel codes with feedback.
The reliability function (optimum error exponent) is shown to
be equal to max{0, B(1 − R(D)/C)}, where R(D) is the rate-
distortion function of the source, B is the maximum relative
entropy between output distributions of the DMC, and C is the
Shannon capacity of the channel. We show that in this asymptotic
regime, separate source-channel coding is, in fact, optimal.
Index Terms—Variable-length codes, Joint source-channel cod-
ing, Feedback, Reliability function.
I. INTRODUCTION
The communication model for discrete memoryless channel
(DMCs) with feedback in which the blocklength τ ∈ N is a
random variable whose expectation is over bounded by some
positive real numberN ∈ R+ was first proposed by Burnashev
in a seminal work [1]. He demonstrated that the reliability
function or optimal error exponent for DMCs with feedback
improves dramatically over the no feedback case and the case
where the blocklength is deterministic. This class of codes is
known as variable-length codes with feedback. The reliability
function of a DMC with variable-length feedback admits a
particularly simple expressionEBurn(R) = B(1−R/C) for all
rates 0 ≤ R ≤ C, where C is the capacity of the DMC and B
(usually written as C1 in the literature) is the relative entropy
between conditional output distributions of the two most “most
distinguishable” channel input symbols [1]. In this paper, we
consider variable-length transmission of a discrete memoryless
source (DMS) over a DMC with feedback under an excess-
distortion constraint. Different from the recent elegant work
of Kostina, Polyanskiy, and Verdu´ [2] which considers the
minimum expected delay (length) of such variable-length joint
source-channel codes with feedback under a non-vanishing
excess-distortion probability, we are interested in finding the
optimal excess-distortion exponent (reliability function) of
such codes.
A. Related Works
Source-channel codes with deterministic (non-random)
source and channel block lengths were first introduced by
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Shannon [3] in 1959. By Shannon’s fundamental source and
channel coding theorems, transmission with vanishing proba-
bility of error (or probability of excess distortion) is possible
whenever the source entropy (or rate-distortion function in
the lossy case) is less than the channel capacity. Gallager [4]
and Jelinek [5] indicated that joint (i.e., not separate) source-
channel coding can lead to a larger error exponent, which
means that the separation rule for joint source-channel coding
does not hold from the error exponent perspective. For R ≥
Rcr (where Rcr is the critical rate of the DMC), Csisza´r [6]
later proved that the optimal error exponent for lossless
joint source-channel coding is equal to minR{e(R)+E(R)},
where e(R) and E(R) are reliability functions of the DMS
and DMC, respectively. The achievable joint source-channel
coding scheme which was proposed in [6] is a universal code,
i.e., the coding scheme does not depend on knowledge of the
DMS or the DMC.
Wang, Ingber, and Kochman [7] recently proved that the no-
excess-distortion probability has an exponential behavior for
any lossy joint source-channel codes with fixed-length joint
source-channel coding under the condition that R(D) > C
(assuming that the source and channel blocklengths are the
same). Furthermore, they showed that the best exponential
behavior (or strong converse exponent) is attainable by a
separation-based scheme. The fact that separation is optimal
for the the non-excess-distortion exponent can be explained
by observing the fact that the probability of non-excess-
distortion can be approximated by product of the probability
of non-excess-distortion in source coding and the probability
of correct decoding in the channel coding phase under the
condition that R(D) > C. Their achievable separation-based
joint source-channel code is a universal joint source-channel
code which is based on [8].
By assuming side information available at decoder, the cele-
brated results of Shannon [9] and Slepian and Wolf [10] imply
that almost lossless communication is possible using separate
source and channel codes if H(U |V ) < C for a source U
with side information V and a channel with capacity C. On
the other hand, Shamai and Verdu´ [11] proved that codes
with H(U |V ) > C cannot exist even if joint source-channel
coding is employed. Hence, for the problem of transmitting a
DMS over a DMC with side information available at decoder,
separate source and channel coding is asymptotically optimal
when a vanishingly small probability of error is allowed.
Using properties of the Lova´sz theta function, Nayak, Tuncel,
and Rose [12] later showed that separate source and channel
coding is asymptotically suboptimal in general for the problem
of designing codes for zero-error transmission of a source
2through a channel when the receiver has side information
about the source. They also derived conditions on sources and
channels for the optimality of separate source-channel coding.
Recently, Kostina, Polyanskiy, and Verdu´ [2] quantified
the minimal average delay (code length) attainable by lossy
source-channel codes with feedback and concluded that such
codes lead to a significant improvement in the fundamental
delay-distortion tradeoff. They showed that separate source-
channel coding fails to achieve these minimal average delays if
a non-vanishing distortion probability is allowed. In addition,
the authors also investigated the minimum energy required to
reproduce N source samples with a given fidelity after it is
transmitted over a memoryless Gaussian channel, and they
showed that the required minimum energy is reduced with
feedback and an average power constraint.
B. Main Contributions
We show that for variable-length joint source-channel codes
with feedback, the optimal excess-distortion probability is (to
first-order in the exponent) equal to exp(−B(1−R(D)/C)N),
where N is the expectation of the blocklength, R(D) is the
rate-distortion function of the DMS, C is the capacity of the
DMC, and B (usually written as C1 in the literature) is the
relative entropy between conditional output distributions of the
two most “most distinguishable” channel input symbols [1].
Our technical contributions are twofold.
1) Our first contribution, the direct part, is to judiciously
modify Yamamoto-Itoh’s coding scheme [13] by combin-
ing it with known error exponent results in lossy source
coding [14] so that it becomes amenable to joint source-
channel coding for the DMC with feedback. We ensure
that the so constructed code achieves the excess-distortion
exponent B(1−R(D)/C).
2) Our second and main contribution, the converse part,
consists in providing several new and novel analytical argu-
ments (e.g., Lemma 7) to upper bound the excess-distortion
error exponents of variable-length source-channel codes
with feedback. Our proof techniques are based partly on
Berlin et al.’s [15] simplified converse proof of Burnashev’s
exponent [1]. The most interesting contribution for this part
is the introduction and analysis of a new (and optimal)
decoding rule that is amenable to lossy joint source-
channel coding problems. This rule is called the distortion-
MAP rule. The well-known MAP decoding rule can be
considered as a special case of the the distortion-MAP rule
when the permitted distortion is equal to zero.
C. Organization of the Paper
The rest of this paper is structured as follows. In Section II,
we provide a precise problem statement for variable-length
source-channel coding with feedback. We state the main
result in Section III. The achievability proof is provided in
Section IV, and the converse proof is provided in Section V.
Technical derivations are relegated to the appendices.
D. Notational Conventions
We use lnx to denote the natural logarithm so information
units throughout are in nats. The binary entropy function is
defined as h(x) := −x lnx− (1− x) ln(1− x) for x ∈ [0, 1].
The minimum of two numbers a and b is denoted interchange-
ably as min{a, b} and a∧b. As is usual in information theory,
Zji denotes the vector (Zi, Zi+1, . . . , Zj). In this paper, we
also define α/0 =∞ for all α ≥ 0 and 0×∞ = 0.
II. PROBLEM SETTING
A. Basic Definitions
Throughout, we let {Vn}∞n=1 be DMS with distribution PV
and taking values in a finite set V .
Definition 1. A (|V|N , N)-variable-length joint source-
channel code with feedback for a DMC PY |X (see Fig. 1),
where N is a positive integer, is defined by
• A sequence of encoders fn : VN × Yn−1 → X , n ≥ 1,
defining channel inputs
Xn = fn(V
N , Y n−1); (1)
• A sequence of decoders gn : Yn → VN , n ≥ 1, each
providing an estimate Vˆ N(n) := gn(Y
n) ∈ VN at time
n;
• An integer-valued random variable τN which is a stopping
time of the filtration {σ(Y n)}∞n=0.
The final decision at the decoder is computed at the stopping
time τN as follows:
Vˆ N (τN ) := gτN (Y
τN ). (2)
The excess-distortion probability of the coding scheme speci-
fied above is defined as
Pd(N,D) := P(d(Vˆ
N (τN ), V
N ) > D), (3)
for some distortion measure d : VN × VN → [0,+∞)
satisfying the following properties:
d(vN , vˆN ) =
1
N
N∑
i=1
d(vi, vˆi), (4)
dmax = max
(v,vˆ)∈V×V
d(v, vˆ) <∞, (5)
for any pair of sequences vN ∈ VN and vˆN ∈ VN .
Definition 2. E ∈ R+ is an achievable excess-distortion
exponent at distortion level D if there exists a sequence
of (|V|N , N)-variable-length joint source-channel codes with
feedback indexed by N ∈ N satisfying
lim sup
N→∞
E(τN )
N
≤ 1, (6)
lim inf
N→∞
− lnPd(N,D)
N
≥ E. (7)
The excess-distortion reliability function using variable-length
joint source-channel codes with feedback is
E∗(D) := sup{E : is an achievable excess-distortion
exponent at distortion level D}. (8)
3✲ ✲ ✲ ✲{Vn}
∞
n=1
fn
Y n−1
{Xn}∞n=1
PY |X
{Yn}∞n=1
gn
Vˆ N (τN )
✛Delay
❄
Fig. 1. Joint source-channel coding using variable-length codes with feedback. The stopping time is τN .
Definition 3. Given a DMC PY |X , define the channel param-
eters
B := max
x,x′∈X
D(PY |X(·|x)‖PY |X(·|x′)) (9)
λ := min
(x,y)∈X×Y
PY |X(y|x) (10)
C := max
PX
I(X ;Y ), (11)
Note that if B <∞, then λ ∈ (0, 1/2] [15, Prop. 2].
In addition, define the d-distortion ball and the rate-
distortion function respectively as
SD(vN ) := {wN ∈ VN : d(wN , vN ) ≤ D}, (12)
R(Q,D) := min
P
Vˆ |V :EQ×PVˆ |V
[d(V,Vˆ )]≤D
I(V ; Vˆ ). (13)
If Q = PV , we write R(PV , D) = R(D) for brevity.
III. MAIN RESULT
Theorem 1. Assuming B <∞, the following holds:
E∗(D) = max
{
0, B
(
1− R(D)
C
)}
. (14)
Proof: The proof is a combination of Propositions 3 and 9
in Sections IV and V, respectively.
Some remarks in order.
1) If D = 0, the problem reduces to (almost) lossless source
coding and R(D)|D=0 = H(PV ). If the source PV is
uniformly distributed over V and with R := log |V|,
then (14) reduces to Burnashev’s exponent EBurn(R) =
max{0, B(1−R/C)} [1], where R represents the rate of
the channel code.
2) Since the encoder can use the same algorithm as the
decoder to detect erroneous source sequences (which are
sequences in the message mode that have distance from the
transmitted sequence greater than D) by using feedback
link, it can let the decoder know whether there is an error
(by sending an ACK or NACK symbol). In addition, by
using the same decoding strategy, the encoder can also
learn the decoded message at the decoder. Therefore, the
design of the variable-length joint source-channel code
with feedback is equivalent to the problem of designing
and subsequently concatenating an error exponent-optimal
channel code and an excess-distortion exponent-optimal
lossy source code to minimize the retransmission proba-
bility. This intuitively means that the separation rule may
be optimal for variable-length source-channel coding with
feedback in the error exponents regime. Indeed, from the
proof of Theorem 1, we prove that the separation is optimal
for R(D) < C in the asymptotic regime of interest. In
contrast, Kostina, Polyanskiy, and Verdu´ [2] considered the
non-vanishing error formalism for the same problem and
concluded that separation is not optimal. Without feedback,
separation is also not optimal in the non-vanishing error
regime [16].
3) For fixed-length source-channel coding without feedback,
Gallager [4] and Jelinek [5] indicated that joint source-
channel coding leads to a larger error exponent than
the separation scheme. More specifically, for R ≥ Rcr,
Csisza´r [6] proved that the optimal error exponent for loss-
less joint source-channel coding is equal to minR{e(R) +
E(R)}, where e(R) and E(R) are source and channel
reliability functions (of the DMS and DMC) respectively.
This fact can be explained as follows. In Csisza´r’s setup,
the problem consists in designing a joint source-channel
code which has as large an error exponent as possible.
The end-to-end error probability can be expressed as Pe =
Pe,src+Pe,ch−Pe,src×Pe,ch; this indicates that a separate
scheme is likely to be suboptimal as the smallest exponent
of the probabilities in this expression dominates. Indeed,
for channels without feedback, there is no mechanism to
detect errors.
4) In contrast, in the strong converse exponent regime (still
without feedback), Wang, Ingber, and Kochman [7] showed
that separation is optimal. This is because the end-to-end
correct decoding probability is Pc = Pc,src × Pc,ch, so
the resultant exponent is the sum of the exponents of
each probability. This hints at the fact that the source
and channel coding can be designed independently and
the overall system still performs optimally. In our variable-
length feedback setting, however, there is no strong con-
verse [17]. Hence, separation trivially holds. These dis-
cussions concerning optimality of separation in various
settings are summarized in Table I.
IV. ACHIEVABILITY PROOF
Definition 4. [18, Chapter 2] Given a DMS which produces
an i.i.d. sequence V1, V2, · · · , VN ∼ PV , a (|V|N , N)-block
code (f˜N , g˜N) for a source consists of
• An encoding function f˜N : VN → R(f˜N ), where R(f˜N ),
the range of the encoding function f˜N , is some finite set;
• A decoding function g˜N : R(f˜N )→ VN .
4No Feedback Variable-Length Feedback
Error Exponent ✗ [4]–[6] ✓ Present work
Strong Converse Exponent ✓ [7] ✓ Implied by [17]
Fixed Error (Second-order) ✗ [16] ✗ [2]
TABLE I
TABLE OF WHETHER SEPARATION IS OPTIMAL FOR SOURCE-CHANNEL TRANSMISSION IN THE ERROR (AND STRONG CONVERSE) EXPONENTS REGIME
UNDER VARIOUS SETTINGS
✲✛ ✲✛
Length-γN msg mode Length-(1− γ)N control mode
One msg in M
transmitted
Control signals c and e
transmitted
❄ ❄
Feedback Feedback
Fig. 2. A single length-N block in the Yamamoto-Itoh coding scheme which
is repeated multiple times as described in Step 3 of the proof of Proposition 3.
Define Marton’s exponent [14]
F (PV , R,D) := inf
Q:R(Q,D)>R
D(Q ‖PV ), (15)
where R(Q,D) is defined in (13). We now state Marton’s error
exponent result for lossy source coding [14] [18, Chapter 9].
Lemma 2. For any ε > 0 and D ≥ 0, there exists a
sequence of (|V|N , N)-block codes {(f˜N , g˜N )}N≥1 for the
source V N ∼ PNV such that
|R(f˜N )| ≤ exp (N(R(D) + 2ε)) (16)
holds where R(D) = R(PV , D) and the probability of excess-
distortion satisfies
P(V N ∈ LN ) ≤ exp
(
− N
2
F (PV , R(D) + ε,D)
)
(17)
for N sufficiently large, where
LN :=
{
vN ∈ VN : d(vN , g˜N(f˜N (vN ))) > D
}
. (18)
Proposition 3 (Achievability). The following inequality holds:
E∗(D) ≥ max
{
0, B
(
1− R(D)
C
)}
. (19)
We now provide an overview of the proof strategy of
the achievability part. In this part, we show that (19)
can be achieved by modifying the Yamamoto-Itoh coding
scheme [13]. The Yamamoto-Itoh coding scheme is a sequence
of Yamamoto-Itoh coding blocks (YICBs) of length N . Each
YICB has two phases: a message phase and a control phase
(see Fig. 2). In the message phase, the encoder encodes
the transmitted message by using a random codebook. It
then sends one of |M| ∈ N messages to the decoder via
the forward link of the channel. The decoder decodes the
transmitted message by using a maximum likelihood decoder.
The decoder then sends the received signal Y n through the
noiseless feedback link of the channel. The encoder emulates
the decoder to retrieve the decoded message at the decoder.
In the control phase, the encoder sends the control signal c
(ACK) if the decoder is correct at the message phase or the
control signal e (NACK) otherwise. The codewords for c and
e form a repetition codebook. The decoder decodes the control
signal by using the decoder for the control phase of the YICB
as in [13]. If the decoded result at the control phase is c, the
decoder declares the decoded message at the message phase to
be correct and signals to the encoder to stop transmission via
the feedback link of the channel. If the output of the decoder
is e, the decoder discards the decoded message in the message
phase. When the encoder knows that e is decoded at the end
of a YICB, it resends the same message in the message phase
of the next coding block.1 This process continues until the
encoder knows that c is decoded in the control phase of a
particular YICB by its emulation of the decoder to decode
the control message. More precisely, our modification of the
standard Yamamoto-Itoh coding scheme to become a variable-
length joint source-channel code with feedback is detailed in
Step 1 and analyzed in Steps 2 to 5 below.
Proof of Proposition 3:
We use a random coding argument [9] to demonstrate
the existence of a code satisfying (19). Let γ ∈ (0, 1) be
chosen later (cf. (57)). First, the encoder creates a random
codebook which consists of exp(N(R(D) + 2ε)) codewords,
each of infinite length but partitioned into blocks of length
γN as shown in Fig. 3. Each block2 ϕ
(µ)
N (i) ∼ (P ∗X)γN
for each (i, µ) ∈ {1, 2, · · · , exp(N(R(D) + 2ε))} × N and
P ∗X ∈ argmaxPX I(X ;Y ) is a capacity-achieving input
distribution (CAID).3 The codebook is revealed to the decoder.
Given a source sequence vN ∈ VN and the random codebook,
the random codewords sent in the message phases of YICBs
of length γN (i.e. using the functions {ϕ(µ)N }µ∈N) [21] are
independent from YICB to YICB.
Choose a pair of input symbols (x0, x
′
0) ∈ X 2 such that
(x0, x
′
0) = argmax
(x,x′)∈X 2
D(PY |X(·|x) ‖PY |X(·|x′)) (20)
and assign the two (repetition) codewords
xc = (x0, x0, · · · , x0) and xe = (x′0, x′0, · · · , x′0) (21)
each of length (1−γ)N to control signals c and e, respectively.
Step 1: Encoding and Decoding Strategies
We only analyze the case R(D) < C since (19) trivially
holds for R(D) ≥ C. Take a sufficiently small ε > 0 such that
1Thanks to this retransmission mechanism, Nakibog˘lu and Gallager also
showed that errors occur independently after each repetition of the length-
N YICB as [19, Sec. II.B] given a fixed transmitted message. Thus, the
error probability is easy to bound by invoking properties of the geometric
distribution.
2We assume that γN is an integer; otherwise we regard it as ⌊γN⌋.
3The idea of using infinite-length codewords for VLF-codes has been used
for example in [20, Eq. (31)].
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❅
❅❅
µ
i
. . . . . . . . . . . .
. . . . . . . . . . . .
. . . . . . . . . . . .
1
2
eNR
. . . . . . . . . . . .
✲✛ ✲✛ ✲✛γN γN γN
ϕ
(1)
N (f˜N (v
N )=2)
ϕ
(1)
N (f˜N (v
N )=eNR)
ϕ
(2)
N (f˜N (v
N)=2)
ϕ
(2)
N (f˜N (v
N)=eNR)
ϕ
(µ)
N (f˜N (v
N )=2)
ϕ
(µ)
N (f˜N (v
N )=eNR)
ϕ
(1)
N (f˜N (v
N )=1) ϕ
(2)
N (f˜N (v
N)=1) ϕ
(µ)
N (f˜N (v
N )=1). . . . . . . . . . . .
Fig. 3. Illustration of the random codebook where R = R(D) + 2ε and µ ∈ N indexes the different MYICBs. Each row is an infinite-length codeword
(cf. [20, Eq. (31)]), partitioned into blocks of length γN each. Each entry of this matrix which is of size exp(nR) by ∞ is sampled i.i.d. from a CAID P ∗X .
Note that if V N ∈ LN , then f˜N (V
N ) = 1 so we use the first row of this codebook (shaded). Otherwise if V N /∈ LN , then we use the Marton encoder
f˜N (given in Lemma 2) to map V
N to one of eNR rows in the matrix above.
R(D) + 3ε < C. Recall the (|V|N , N)-(Marton) block code
(f˜N , g˜N) in Lemma 2. Let c, e be the two control messages
in the Yamamoto-Itoh coding scheme. We modify a block of
length N of the Yamamoto-Itoh coding scheme [13], which
consists of two phases (see Fig. 2) each of length γN (message
phase) and (1 − γ)N (control phase) as follows (see Figs. 4
and 5):
• For any vN ∈ LN , the encoder maps vN to f˜N (vN ) = 1.
If vN /∈ LN , the encoder maps vN to f˜N (vN ) ∈ M :=
{1, 2, . . . , exp(N(R(D)+2ε))}. See Fig. 3 and its caption.
• Then, the encoder sends M = f˜N (v
N ) ∈ M over the
forward link of the DMC, and uses the same two-phase
coding block as in a YICB of length N . A modified
YICB or MYICB is characterized by the tuple of func-
tions ((ϕN , φN ), (ϕ˜N , φ˜N )), where (ϕN , φN ) is the channel
encoder-decoder pair for the message phase and (ϕ˜N , φ˜N ) is
the channel encoder-decoder pair in the control phase [13];
see Figs. 4 and 5. Here, ϕN ∈ {ϕ(µ)N : M → X γN}µ∈N
is the random encoding function as described in Fig. 3.
The other functions φN , ϕ˜N , φ˜N are deterministic [13].
At the end of the message phase, the decoder maps the
decoded message Mˆ = hN(v
N ) := φN (Y
γN ) ∈ M to
g˜N(hN (v
N )) = g˜N (Mˆ) ∈ VN . Here, Y γN ∈ YγN is
distributed according to P γNY |X( · | ϕN (f˜N (vN ))). Thanks to
the noiseless feedback, the encoder can emulate the decoder
to estimate g˜N(hN (v
N )) = g˜N (Mˆ) ∈ VN at the end
of the message phase. If it is ascertained by the encoder
that d(vN , g˜N (hN (v
N ))) > D, the encoder sends e in the
control phase; otherwise it sends c in the control phase. The
codewords corresponding to control messages c and e form
a repetition codebook; cf. (21).
• If the encoder knows that the decoder decodes message c in
the control phase, it resends a new source sequence in the
message phase of the next MYICB. Otherwise, the encoder
sends the same source sequence as the previous MYICB.
To form a variable-length code from the MYICB, we repeat
the transmission of independent MYICBs of lengths N
and also define a stopping time and a final decision. The
desired code is created by repeating MYICBs at times
n = µN + 1, µ ∈ N if the received control signal at time µN
is e. The block diagrams for the coding schemes during the
message and control phases at each repeated MYICB indexed
by µ ∈ N are shown in Figs. 4 and 5 respectively.
Step 2: Upper Bound on Excess-Distortion and Retransmission
Probabilities
Define
P1e(v
N ) := P
(
hN (V
N ) 6= f˜N(V N )
∣∣V N = vN), (22)
P1Te := P
(
hN (V
N ) 6= f˜N(V N )
)
=
∑
vN∈VN
P1e(v
N )PV N (v
N ), (23)
FN := {d(V N , g˜N(hN (V N))) ≤ D}, (24)
GN := {φ˜N (Y NγN+1) = c}, (25)
EN := {d(V N , Vˆ N (N)) > D}, (26)
P2ce := P (GcN |FN ) , (27)
P2ec := P (GN |FcN ) , (28)
PE := P(EN ), (29)
PRT := P(GcN ). (30)
Here, P1e(v
N ) and P1Te are respectively the conditional error
probability when sending vN ∈ VN and the average error
probability over all source sequences vN ∈ VN of the message
phase (phase 1) of the MYICB. In addition, P2ec and P2ce are
respectively the probabilities for the transitions e → c and
c → e in the control phase (phase 2) of the MYICB. Next,
PE is the average excess-distortion probability over all v
N ∈
VN of the MYICB. Finally, PRT is the average retransmission
probability over all vN ∈ VN of the MYICB.
Now, if vN /∈ LN and hN (vN ) = f˜N (vN ) we have that
d(vN , g˜N(hN (v
N ))) = d(vN , g˜N(f˜N (v
N ))) ≤ D by the
definition of LN in (18). Hence, on the event {V N /∈ LN} we
have FN ⊇ {hN(V N ) = f˜N (V N )} and by complementation,
it follows from the definition of P1e(v
N ) in (22) that
P1e(v
N ) ≥ P(FcN |V N = vN ) ∀ vN /∈ LN , (31)
6✛ ✛ ✛
✲ ✲
❄
V N ∈ VN M ∈ M
XγN ∈ X γN
Y γN ∈ YγN
Mˆ ∈ MVˆ N ∈ VN
f˜N ϕ
(µ)
N
P γNY |X
φNg˜N
Fig. 4. Block diagram for the coding scheme during the message phase at each repeated MYICB indexed by µ ∈ N. Note that Mˆ = hN (v
N ) = φN (Y
γN ).
The source code (f˜N , g˜N ) is given in Lemma 6. The channel encoder ϕ
(µ)
N is described in Fig. 3 and channel decoder φN is the maximum likelihood
decoder [21] (leading to (52)).
✲ ✲ ✲ ✲c or e ϕ˜N
xc or xe
P
(1−γ)N
Y |X
Y NγN+1
φ˜N
c or e
Fig. 5. Block diagram for the coding scheme during the control phase. The codewords xe ∈ X (1−γ)N and xc ∈ X (1−γ)N are defined in (20) and (21).
Hence, we have
P(FcN) =
∑
vN /∈LN
PV N (v
N )P(FcN |V N = vN )
+
∑
vN∈LN
PV N (v
N )P(FcN |V N = vN ) (32)
≤
∑
vN /∈LN
PV N (v
N )P1e(v
N )+
∑
vN∈LN
PV N (v
N ) (33)
≤
∑
vN∈Vn
PV N (v
N )P1e(v
N )+
∑
vN∈LN
PV N (v
N ) (34)
≤ P1Te + P(V N ∈ LN ), (35)
where (33) follows from (31) and (35) follows from (23).
Now our purpose is to bound the excess-distortion proba-
bility PE defined in (29). On the event FN , the encoder sends
c in the control phase. If the decoder receives e in the control
phase, the decoder discards the decoding result g˜N(hN (V
N ))
in the message phase of this MYICB. In other words, for each
MYICB, on the event FN ∩ GcN , the decoder does not regard
g˜N (hN (V
N )) as the final decision, so an excess-distortion
event does not occur. This means that EN ∩ (FN ∩ GcN ) = ∅,
so EN ⊂ (FN ∩ GcN )c. It follows that
P
(EN |FN ∩ GcN) = 0. (36)
In addition, if the decoder receives c in the control phase (i.e.,
GN is true), the decoder adopts the estimate in the message
phase (i.e., Vˆ N (N) = g˜N (hN (V
N ))) as the final decision.
This means that EN ∩ (FN ∩ GN ) = FcN ∩ (FN ∩ GN ). It
follows that
P
(EN |FN ∩ GN) = 0. (37)
From (36) and (37) and the law of total probability,
P(EN |FN ) = P
(EN |FN ∩ GcN)P(GcN |FN )
+ P
(EN |FN ∩ GN)P(GN |FN) = 0. (38)
Similarly, on the event FcN , the encoder sends e in the control
phase. If the decoder receives e in the control phase, the
decoder discards the decoding result g˜N(hN (V
N )) in the
message phase of this MYICB. In other words, for each
MYICB, on the event FcN ∩ GcN , the decoder does not regard
g˜N(hN (V
N )) as the final decision, so an excess-distortion
event does not occur. This means that EN ∩ (FcN ∩ GcN ) = ∅.
Similarly to (36), it follows that
P
(EN |FcN ∩ GcN) = 0. (39)
In addition, if the decoder receives c in the control phase (i.e.,
GN is true), the decoder adopts the estimate in the message
phase (i.e., Vˆ N (N) = g˜N (hN (V
N ))) as the final decision.
This means that EN ∩ (FcN ∩ GN ) = FcN ∩ (FcN ∩ GN ) =
FcN ∩ GN . Similarly to (37), follows that
P
(EN |FcN ∩ GN) = 1. (40)
From (39) and (40) and the law of total probability,
P
(EN |FcN) = P(EN |FcN ∩ GcN )P(GcN |FcN )
+ P
(EN |FcN ∩ GN)P(GN |FcN ) (41)
= P
(GN |FcN). (42)
Observe that
PE = P(EN |FcN )P(FcN ) + P(EN |FN)P(FN ) (43)
= P(EN |FcN )P(FcN ) (44)
= P(GN |FcN )P(FcN ) (45)
= P2ecP(FcN ) (46)
≤ P2ec, (47)
where (44) follows from (38), (45) follows from (42), and (46)
follows from the definition of P2ec in (28).
7On the other hand, for the MYICB (as described in Step 1
above), PRT, defined in (30), can bounded as follows
PRT = P(FcN )P (GcN |FcN ) + P(FN)P (GcN |FN ) (48)
= P(FcN )(1− P2ec) + P(FN)P2ce (49)
≤ [P1Te + P(V N ∈ LN)](1− P2ec) + P2ce, (50)
where (48) follows from (30) and total law of probabil-
ity, and (49) follows from (27) and (28), and (50) follows
from (35).
Now since |R(f˜N )| = |M| = exp(N(R(D)+2ε)), by Gal-
lager’s [21] error exponent analysis for maximum likelihood
decoding4 we know that if
R(D) + 2ε
γ
< C, (51)
then5
P1Te
.≤ exp (− γNF˜ (R(D), ε, γ)), (52)
where F˜ (R(D), ε, γ) > 0 is the random coding error expo-
nent [21]. Note that ϕ
(µ)
N ∼ (P ∗X)γN for all µ ∈ Z+.
Besides, analyzing the same decoding strategy for the
control mode similarly to that in [13], we have
P2ce
.≤ exp (−Nβ) , (53)
for some β > 0.
In addition, by Chernoff-Stein’s lemma [22, Chapter 11] and
the choice of (x0, x
′
0) in (20), we also have
lim
N→∞
− lnP2ec
(1− γ)N = B. (54)
It follows from (47) that
lim inf
N→∞
− lnPE
N
≥ (1− γ) lim inf
N→∞
− lnP2ec
(1 − γ)N (55)
= (1− γ)B. (56)
By choosing
γ =
R(D) + 3ε
C
∈ (0, 1), (57)
to satisfy (51), we have from (56) that
lim inf
N→∞
− lnPE
N
≥ B
(
1− R(D) + 3ε
C
)
. (58)
Note that with this choice of γ, from (50), (17), (52), and (53),
we have
PRT ≤ P1Te + P
(
V N ∈ LN
)
+ P2ce (59)
.≤ exp(−αN), (60)
where α := min{β, γF˜ (R(D), ε, γ), F (PV , R(D) +
ε,D)/2} > 0.
Step 3: Repetition of Independent MYICBs to Form a
Variable-Length Code
4The random coding bound holds for any distribution of messages as it
holds under the maximum probability of error formalism.
5We use the notation an
.
≤ bn to mean lim supn→∞
1
n
log an
bn
≤ 0.
Note that {Y (t−1)N+N(t−1)N+γN+1 : t ∈ N} are random vectors
which are mutually independent of each other by the genera-
tion of the random codebook in Fig. 3 (each element is i.i.d.
generated according to P ∗X ).
The stopping time τN can be defined as follows:
1) If n = µN, µ ∈ N \ {1}, we define
1{τN = n} =
µ−1∏
t=1
1
{
φ˜N
(
Y
(t−1)N+N
(t−1)N+γN+1
)
= e
}
× 1
{
φ˜N
(
Y n(µ−1)N+γN+1
)
= c
}
, (61)
where φ˜N is the decoder of MYICB for the control mode
defined in Step 1 above.
2) If n = N , we define
1{τN = n} = 1
{
φ˜N
(
Y NγN+1
)
= c
}
; (62)
3) Otherwise,
1{τN = n} = 1{∅}. (63)
In addition, the estimated sequence of the transmitted se-
quence at the stopping time τN is
Vˆ N (τN ) := g˜N
(
φN
(
Y
τN−(1−γ)N
τN−N
))
. (64)
Note that φN
(
Y
τN−(1−γ)N
τN−N
)
is the estimated message
corresponding to f˜N at the stopping time τN .
Step 4: Bounding the Expectation of the Stopping Time
By the definition of τN in Step 3, we have {τN = n} ∈
σ(Y n) for all n ∈ N. Furthermore, by the proposed transmis-
sion scheme, we deduce that {Y (t−1)N+N(t−1)N+1 : t ∈ N} are i.i.d.
random vectors (from the construction of the variable-length
code in Step 3 above) since we use the random function ϕN
(which generates independent coding blocks) for the source
sequence V N at each repeated MYICB at times n = µN + 1
for µ ∈ N (cf. Fig. 3). Therefore, we have that
P
(
φ˜N
(
Y
(t−1)N+N
(t−1)N+γN+1
)
= e
)
= P
(
φ˜N
(
Y NγN+1
)
= e
)
= PRT ∀ t ∈ N, (65)
where the last equality follows from the definition of PRT in
(30). It follows from (61) and our retransmission scheme that
P(τN = n) =
{(
PRT
) n
N
−1(
1− PRT
)
, if N | n
0, otherwise
. (66)
Observe that
∞∑
n=0
P(τN = n) =
∞∑
µ=1
(
PRT
)µ−1(
1− PRT
)
= 1, (67)
where (67) follows from (66). Thus, from (61) and (67), we
deduce that τN is indeed a stopping time with respect to the
filtration {σ(Y n)}∞n=0.
8Moreover, we also have
E(τN ) =
∞∑
n=0
nP(τN = n) (68)
=
∞∑
µ=1
µN
(
PRT
)µ−1(
1− PRT
)
(69)
=
N
1− PRT (70)
≤ N + o(1), (71)
where (69) follows from (66), and (71) follows from (60).
Step 5: Bounding the Excess-Distortion Probability
Note that
P
(
{d(Vˆ N (τN ), V N ) > D} ∩ {τN = µN}
)
= P
( µ−1⋂
t=1
{φ˜N
(
Y
(t−1)N+N
(t−1)N+γN+1
)
= e}
∩ {φ˜N
(
Y
(µ−1)N+N
(µ−1)N+γN+1
)
= c}
∩ {d(Vˆ N (µN), V N ) > D}
)
(72)
≤ P
( µ−1⋂
t=1
{φ˜N
(
Y
(t−1)N+N
(t−1)N+γN+1
)
= e}
∩ {d(Vˆ N (µN), V N ) > D}
)
(73)
≤
µ−1∏
t=1
P
(
φ˜N
(
Y
(t−1)N+N
(t−1)N+γN+1
)
= e
)
× P(d(Vˆ N (µN), V N ) > D) (74)
= (PRT)
µ−1
PE, (75)
where (74) follows from the fact that since V N is independent
of Y
(µ−1)N
1 (because a fresh or independent source sequence
is transmitted in each MYICB), both V N and Vˆ N (µN) are in-
dependent of Y
(µ−1)N
1 (but Vˆ
N (µN) depends on Y µN(µ−1)N+1),
and (75) follows from the definitions of PE in (29) and
P
(
φ˜N
(
Y
(t−1)N+N
(t−1)N+γN+1
)
= e
)
in (65). Using the above
calculation, now observe that
P
(
d(Vˆ N (τN ), V
N ) > D
)
=
∞∑
n=0
P
({d(Vˆ N (τN ), V N ) > D} ∩ {τN = n}) (76)
=
∞∑
µ=1
P
({d(Vˆ N (τN ), V N ) > D} ∩ {τN = µN}) (77)
≤
∞∑
µ=1
(PRT)
µ−1
PE (78)
=
PE
1− PRT , (79)
where (77) follows from (66) and (78) follows from (75).
Therefore, the resultant excess-distortion exponent is
lim inf
N→∞
− lnPd(N,D)
N
≥ lim inf
N→∞
{
− lnPE
N
+
ln(1− PRT)
N
}
(80)
≥ B
(
1− R(D) + 3ε
C
)
+ lim
N→∞
ln(1− exp(−αN))
N
(81)
= B
(
1− R(D) + 3ε
C
)
, (82)
where (80) follows from (3) and (79), and (81) follows from
(58) and (60). Since ε > 0 can be made arbitrarily small, this
concludes the proof of Proposition 3.
V. CONVERSE PROOF
The converse proof techniques are partly based on [15].
There are some changes in proof techniques in various lem-
mata to account for the fact that we are dealing with lossy
joint-source channel coding (instead of the much simpler
channel coding). Two main novel techniques are developed
in this paper. They include (i) a distortion-MAP decoding
rule which replaces for the MAP decoding rule in the proof
of [15, Lemma 1] and (ii) developing somewhat non-standard
data processing inequalities of divergences, replacing the use
of Fano’s inequality also in the proof of [15, Lemma 1].
The converse proof is in parallel to the two-phase modified
Yamamoto-Itoh coding scheme developed in our achievability
proof in Section IV.
Fix a (|V|N , N)-variable-length joint source-channel code
with feedback in as Definition 1. This specifies the excess-
distortion probability Pd(N,D). Define the posterior distribu-
tion PV N |Y n(v
N |yn) as
PV N |Y n(v
N |yn)
:=
∏n
k=1 PY |X(yk|fk(vN , yk−1))
∏N
j=1 PV (vj)∑
vN
∏n
k=1 PY |X(yk|fk(vN , yk−1))
∏N
j=1 PV (vj)
.
(83)
Define the random stopping times
τ∗N := inf
{
n : min
vN∈V N
∑
wN∈VN\SD(vN )
PV N |Y n(w
N |Y n)
≤ δN
}
, (84)
τ ′N := inf
{
n : min
vN∈V N
∑
wN∈VN\SD(vN )
PV N |Y n(w
N |Y n)
≤ Pd(N,D)
}
, (85)
for some sequence δN ≥ Pd(N,D) to be determined later.
The stopping times τ∗N and τ
′
N emulate the stopping times of
two phases in the proof of the direct part, i.e., the message
and the control phases in the modified YICB (presented in
Section IV).
Next, we state and prove a key lemma concerning the MAP
decoding rule. This rule is inspired by [15]. In [15], it was the
crux to ensure that the converse proof provided of Burnashev’s
9exponent can be simplified compared to the original converse
proof in [1] involving martingales.
Lemma 4. For any fixed sequence of encoders {fn}∞n=1 of
a (|V|N , N)-variable-length joint source-channel code with
feedback (Definition 1), given any fixed blocklength τN =
n ∈ N and the channel output Y n, define the distortion-MAP
decoding rule as follows
Vˆ N (n) := argmax
vN∈VN
∑
wN∈SD(vN )
PV n|Y n(w
n|Y n). (86)
Then, the distortion-MAP decoding rule achieves the lowest
excess-distortion probability (highest excess-distortion expo-
nent) among all decoding rules. In addition, the following
holds:
P(d(Vˆ N (n), V N ) > D|Y n)
= min
vN∈VN
∑
wN∈VN\SD(vN )
PV N |Y n(w
N |Y n) a.s. (87)
Proof: Observe that for each n ∈ N, we have
P(d(Vˆ N (n), V N ) ≤ D)
=
∑
yn∈Yn
PY n(y
n)
∑
wN∈SD(gn(yn))
PV N |Y n(w
N |yn) (88)
≤
∑
yn∈Yn
PY n(y
n) max
vN∈VN
∑
wN∈SD(vN )
PV N |Y n(w
N |yn).
(89)
Here, (89) follows from the fact that gn(y
n) ∈ VN . One
important note is that the inequality (89) becomes an equality
if we choose the decoding function gn(y
n) = vN0 , where v
N
0
is in the set{
vN0 ∈ VN :
∑
wN∈SD(vN0 )
PV N |Y n(w
n|Y n)
= max
vN∈V N
∑
wN∈SD(vN )
PV N |Y n(w
n|Y n)
}
. (90)
Using the distortion-MAP decoding rule, it is easy to see
from (89) that
P(d(Vˆ N (n), V N ) > D|Y n)
= 1− max
vN∈V N
∑
wN∈SD(vN )
PV N |Y n(w
n|Y n) (91)
= min
vN∈V N
∑
wN∈VN\SD(vN )
PV N |Y n(w
n|Y n). (92)
This means that joint source-channel codes employing the
distortion-MAP decoding rule have the smallest excess-
distortion probability if we use the same sequence of encoders
{fn}∞n=1 and the same stopping time rule τN . This concludes
the proof of Lemma 4.
From Lemma 4, for the purpose of finding upper bound on
the distortion reliability function of (|V|N , N)-variable-length
joint source-channel codes with feedback, it is sufficient to
consider codes that use the distortion-MAP decoding rule, and
hence (87) can be assumed.
Lemma 5. For all (|V|N , N)-variable-length joint source-
channel codes with feedback, the following statements hold:
P(d(Vˆ N (τ∗N ), V
N ) > D|Y τ∗N ) ≤ δN , a.s. (93)
P(d(Vˆ N (τ∗N ), V
N) > D) ≤ δN , (94)
P(d(Vˆ N (τ ′N ), V
N) > D) ≤ Pd(N,D), (95)
E(τ∗N ) ≤ E(τ ′N ) ≤ E(τN ). (96)
Proof: We know from (84) and (87) that for all k ≤
τ∗N − 1,
P(d(Vˆ N (k), V N ) > D)
= E
[
P
(
d(Vˆ N (k), V N ) > D
∣∣Y k)] (97)
= E
[
min
vN∈VN
∑
wN∈VN\SD(vN )
PV N |Y k(w
N |Y k)
]
(98)
> δN . (99)
Moreover, from (84) and (87) we also know that
P
(
d(Vˆ N (τ∗N ), V
N ) > D
∣∣Y τ∗N )
= min
vN∈VN
∑
wN∈VN\SD(vN )
P
V N |Y τ
∗
N
(wN |Y τ∗N ) (100)
≤ δN , a.s., (101)
so (93) follows from (101). The bound in (94) follows by
taking expectations on both sides of (93).
Similarly, from the definition of τ ′N , we also have (95).
Furthermore, for all k ≤ τ ′N − 1
P(d(Vˆ N (k), V N ) > D) > Pd(N,D). (102)
Since P(d(Vˆ N (τN ), V
N ) > D) ≤ Pd(N,D), from (102) we
have τN ≥ τ ′N . In addition, from (84) and (85) we obtain
τ ′N ≥ τ∗N since δN ≥ Pd(N,D). Hence, we obtain (96). This
concludes the proof of Lemma 5.
Lemma 6. We have that for N →∞,
E[τ∗N ]C ≥ (1− δN )NR(D) +O(
√
N). (103)
This lemma provides a lower bound on the expectation
of the length of the message phase in the direct part of
Burnashev’s coding scheme [1].
Proof: Let Q−1(·) be the inverse of the complementary
cumulative distribution function of a standard Gaussian. Since
τ∗N is a stopping time of the joint source-channel coding
scheme, from (94) and [2, Theorem 5] we have
E[τ∗N ]C
≥ (1− P(d(Vˆ N (τ∗N ), V N ) > D))NR(D)
−
√
Nν(D)
2pi
exp
(
−
[
Q−1(P
(
d(Vˆ N (τ∗N ), V
N )>D)
)]2
2
)
+O(lnN) (104)
≥ (1− δN )NR(D) +O(
√
N). (105)
Note that ν(D), which is immaterial for the discussions to
follows, is defined in [2, Eq. (60)]. The bound in (105) holds
because the exponential term in (104) is upper bounded by 1,
ν(D) is finite, and that (94) holds.
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Lemma 7. For any (|V|N , N) variable-length joint source-
channel code with feedback, for N sufficiently large and if
λδN ≥ Pd(N,D), the following holds
E[τ ′N − τ∗N ] ≥ −
lnPd(N,D)
B
+
ln [min {λδN , 1− δN}]− 2
B
.
(106)
This lemma provides a lower bound for the expectation of
the length of the control phase in the direct part. However,
note that this control phase does not coincide with the control
phase of the MYICB (as discussed in Section IV). It in
fact emulates the variable-length control phase in Burnashev’s
coding scheme [1]. The expected length of this phase is that
of the sequential binary hypothesis test between H0 : V
N ∈
SD(Vˆ N (τ∗N )) and H1 : V N /∈ SD(Vˆ N (τ∗N )).
Proof: Preliminaries for the proof are provided in Ap-
pendix A. The main body of the proof is in Appendix B.
Some remarks and novelties contained in our proof tech-
nique are discussed below.
• The proof technique in Berlin et al. [15, Lemma 1] is based
on Fano’s technique just as in Burnashev [1]. However,
for lossy joint-source channel coding, a naı¨ve application
of Fano’s inequality does not work. To ameliorate the
stumbling blocks, we modify several inequalities in [15]
to ensure that the proof idea in [15, Lemma 1] works
for joint source-channel coding. For example, we replace
the inequalities [15, Eq. (12)] and [15, Eq. (13)] by (134)
in Lemma 11. To do so necessitates the use some data-
processing inequalities in non-standard ways. For example,
the log-sum inequality is used twice to bound a certain
term (namely L
(1)
n,m ln(L
(1)
n,m/L
(2)
n,m)+L
(1)
n,m ln(L
(1)
n,m/L
(2)
n,m)
where the constituent terms are defined in (127)–(130)).
Specifically, we show that this term is effectively a nested
sum and apply the log-sum inequality to both inner and
outer sums in (142) and (144) to obtain (150) and (151).
Furthermore, for the lossy source-channel coding problem
at hand, we need work with an abstract distortion measure
d : V × V → [0,+∞) rather than directly compare the
transmitted and decoded messages as in the standard channel
coding problem studied by Burnashev [1]. In particular, we
perform a detailed analysis of the distortion-MAP decoding
rule in Appendix B.
• In addition, we also note that the proof technique in [15,
Lemma 1] is based on a probabilistic model on a certain
observation tree, hence one must assume that the depth of
the observation tree is finite, i.e. T is finite in [15, Eq. (14)].
This assumption is essentially correct since P(T <∞) = 1
but in general there is a difference between P(T <∞) = 1
and T is (almost surely) bounded in stopping time theory.
To streamline our proofs, we use a slightly different way
of defining stopping times compared to [15, Eq. (14)].
Specifically, our stopping times are defined in (84) and (85).
Furthermore, some new proof techniques to analyze two
stopping times that are not almost surely bounded but only
having finite expectations are also given in the proof of
Lemma 7 contained in Appendices A and B.
Lemma 8. [15, Proposition 2] If B <∞, then for all vN ∈
VN and yn ∈ Yn,
PV N |Y n(v
N |yn) ≥ λPV N |Y n−1(vN |yn−1), (107)
for some 0 < λ := min(x,y)∈X×Y PY |X(y|x) ≤ 12 .
Proposition 9 (Converse). The following inequality holds
E∗(D) ≤ max
{
0, B
(
1− R(D)
C
)}
. (108)
Proof of Proposition 9: Define
β := lim inf
N→∞
− lnPd(N,D)
N
. (109)
We will consider two cases β > 0 and β = 0. For the case
β = 0, we immediately have that E(D) = 0. Therefore, we
only need to consider the case β > 0. Define
ξ := lim sup
N→∞
− lnPd(N,D)
N
≥ β > 0. (110)
Observe that from (109) and (110) we also have that for N
sufficiently large,
e−2Nξ < Pd(N,D) < e
−βN/2. (111)
Now, by choosing λδN := 1/(− lnPd(N,D)) ≥ Pd(N,D),
from the upper bound in (111), we have that
lim
N→∞
δN = 0. (112)
On the other hand, observe that
0 ≥ lim sup
N→∞
ln (λδN )
N
≥ lim inf
N→∞
ln (λδN )
N
(113)
= lim inf
N→∞
− ln(− lnPd(N,D))
N
(114)
≥ lim inf
N→∞
− ln(2ξN)
N
(115)
= 0, (116)
where (115) follows from the lower bound in (111) and (116)
follows from the assumption that ξ > 0 [cf. (110)]. Therefore,
lim
N→∞
ln (λδN )
N
= 0. (117)
It follows from Lemmas 5, 6, and 7 that for any (|V|N , N)-
variable-length joint source-channel code,
E(τN ) ≥ E[τ ′N ] = E[τ∗N ] + E[τ ′N − τ∗N ] (118)
≥ (1− δN )NR(D) +O(
√
N)
C
− lnPd(N,D)
B
+
ln (λδN )− 2
B
(119)
Hence, we obtain
lim inf
N→∞
− lnPd(N,D)
N
≤ B
(
1− R(D)
C
)
(120)
where (120) follows from (6), (112), (117), and (119). This
implies that E∗(D) is upper bounded by the right-hand-side
of (120). This concludes the proof of Proposition 9.
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VI. CONCLUSION
The reliability function (optimum error exponent) for the
transmission of DMSes across DMCs using variable-length
lossy source-channel codes with feedback is proved to be
max{0, B(1− R(D)/C)}. In this setting and in this asymp-
totic regime, separate source-channel coding is surprisingly
optimal. For future work, we note that Draper and Sahai [23]
demonstrated that as the desired rate of communication ap-
proaches the capacity of the forward channel, Burnashev’s re-
liability function [1] is achievable given any positive-capacity
noisy feedback channel. An interesting future work is to find
an achievablity coding scheme which achieves our optimal
distortion exponent under the same condition as in Draper and
Sahai’s work [23].
APPENDIX A
PRELIMINARIES FOR THE PROOF OF LEMMA 7
In all proofs of this section, we use the following notations
for simplicity of presentation:
SD(Vˆ N (m)) := VN \ SD(Vˆ N (m)), (121)
Km := SD(Vˆ N (m))× SD(Vˆ N (m)), (122)
and for each given Y m = ym, define
Qn(Vˆ N (m), ym) := {ynm+1∈Ynm+1 :gn(yn)∈SD(Vˆ N (m))},
(123)
Qn(Vˆ N (m), ym) := Yn−m \ Qn(Vˆ N (m), ym). (124)
Note that Qn(Vˆ N (m), ym) and Q¯n(Vˆ N(m), ym) are deter-
ministic subsets of Yn−m for each given ym ∈ Ym. Similarly,
for a fixed ym, SD(Vˆ N (m)) ⊂ VN and Km ⊂ VN ×VN are
also deterministic subsets. Now define the probabilities
Tn,m(v
N ) := P
(
Y nm+1 ∈ Qn(Vˆ N (m), ym)
∣∣∣
V N = vN , Y m = ym
)
, (125)
Tn,m(v
N ) := 1− Tn,m(vN ), (126)
L(1)n,m := P
(
Y nm+1 ∈ Qn(Vˆ N (m), ym)
∣∣∣
V N ∈ SD(Vˆ N (m)), Y m = ym
)
, (127)
L(2)n,m := P
(
Y nm+1 ∈ Qn(Vˆ N (m), ym)
∣∣∣
V N /∈ SD(Vˆ N (m)), Y m = ym
)
, (128)
L
(1)
n,m := 1− L(1)n,m, (129)
L
(2)
n,m := 1− L(2)n,m. (130)
Lemma 10. Fix m,n ∈ N and n ≥ m. For the code fixed in
Lemma 7, the following holds for each ym ∈ Ym:
P
(
d(V N , Vˆ N (n)) > D
∣∣∣Y m = ym)
≥
(
max
{
L
(1)
n,m, L
(2)
n,m
})
×
(
min
{
PV N |Ym(SD(Vˆ N (m))|ym),
PV N |Ym(SD(Vˆ N (m))|ym)
})
. (131)
Proof: Fix m ≤ n. For each realization Y m = ym, we
have
P
(
d(V N , Vˆ N (n)) > D
∣∣∣Y m = ym)
= L
(1)
n,mPV N |Ym(SD(Vˆ N (m))|ym)
+ L(2)n,mPV N |Ym(SD(Vˆ N (m))|ym) (132)
≥ min{PV N |Ym(SD(Vˆ N (m))|ym),
PV N |Ym(SD(Vˆ N (m))|ym)
}
× (L(1)n,m + L(2)n,m), (133)
where (132) is obtained by writing the excess-distortion
probability given {Y m = ym} in terms of marginal prob-
abilities.6 By lower bounding L
(1)
n,m + L
(2)
n,m in (133) by
max
{
L
(1)
n,m, L
(2)
n,m
}
, we obtain (131) and this completes the
proof of Lemma 10.
Lemma 11. Fix m,n ∈ N and n ≥ m. For the code fixed in
Lemma 7, (134) on the next page holds almost surely:
Proof: For each fixed Y m = ym, SD(Vˆ N (m)) ⊂ VN is
a deterministic set since Vˆ N (m) = gm(y
m). Similarly, Km ⊂
VN × VN is also a deterministic set for a fixed Y m = ym.
It follows that (135)–(137) hold, where (137) follows from
Bayes rule and the definition of Tn,m(·). Similarly, we also
have
L(2)n,m =
∑
vN2 ∈V
N\SD(Vˆ N (m))
Tn,m(v
N
2 )PV N |Ym(v
N
2 |ym)∑
vN2 ∈V
N\SD(Vˆ N (m))
PV N |Ym(v
N
2 |ym)
.
(138)
It follows from (137) and (138) that
L
(1)
n,m
L
(2)
n,m
=
∑
(vN1 ,v
N
2 )∈Km
Tn,m(v
N
1 )PV N |Ym(v
N
1 |ym)PV N |Ym(vN2 |ym)∑
(vN1 ,v
N
2 )∈Km
Tn,m(vN2 )PV N |Ym(v
N
1 |ym)PV N |Ym(vN2 |ym)
.
(139)
Now, from (137), we have (140)–(142), where (141) uses
the definition Km in (122) and (142) follows the log-sum
inequality and (139).
Similarly, we also have (143). Now, observe that for every
(vN1 , v
N
2 ) ∈ Km,
Tn,m(v
N
1 ) ln
Tn,m(v
N
1 )
Tn,m(vN2 )
+ Tn,m(v
N
1 ) ln
Tn,m(v
N
1 )
Tn,m(vN2 )
≤
∑
yn
m+1∈Y
n−m
P
(
Y nm+1 = y
n
m+1
∣∣V N = vN1 , Y m = ym)
× ln P
(
Y nm+1 = y
n
m+1
∣∣V N = vN1 , Y m = ym)
P
(
Y nm+1 = y
n
m+1
∣∣V N = vN2 , Y m = ym) (144)
6Note that (132) essentially follows from the same arguments to ob-
tain [15, Unnumbered eq. after Eq. (11)] by setting (pN , pA) in [15] to be
(PVN |Ym(SD(Vˆ
N (m))|ym), PVN |Ym(SD(Vˆ
N (m))|ym)), S in [15] to
be Qn(Vˆ N (m), ym) ⊂ Yn−m, and (QN (S),QA(S)) in [15] to be
(L
(2)
n,m, L
(1)
n,m).
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(n−m)B ≥ −P(d(Vˆ N (n), V N ) ≤ D|Y m) ln
[
P(d(Vˆ N (n), V N ) > D|Y m)
min
{
P(d(Vˆ N (m), V N ) > D|Y m),P(d(Vˆ N (m), V N ) ≤ D|Y m)}
]
− 1.
(134)
L(1)n,m =
P
({Y nm+1 ∈ Qn(Vˆ N (m), ym)} ∩ {V N ∈ SD(Vˆ N (m))}∣∣Y m = ym)
PV N |Ym
(SD(Vˆ N (m))∣∣ym) (135)
=
∑
vN1 ∈SD(Vˆ
N (m)) P
({Y nm+1 ∈ Qn(Vˆ N (m), ym)} ∩ {V N = vN1 }∣∣Y m = ym)∑
vN1 ∈SD(Vˆ
N (m)) PV N |Ym(v
N
1 |ym)
(136)
=
∑
vN1 ∈SD(Vˆ
N (m)) Tn,m(v
N
1 )PV N |Ym(v
N
1 |ym)∑
vN1 ∈SD(Vˆ
N (m)) PV N |Ym(v
N
1 |ym)
, (137)
L(1)n,m ln
L
(1)
n,m
L
(2)
n,m
=
[∑
vN1 ∈SD(Vˆ
N (m)) Tn,m(v
N
1 )PV N |Ym(v
N
1 |ym)
PV N |Ym(SD(Vˆ N (m))|ym)
][∑
vN2 ∈V
N\SD(Vˆ N (m))
PV N |Ym(v
N
2 |ym)
PV N |Ym(SD(Vˆ N (m))|ym)
]
ln
L
(1)
n,m
L
(2)
n,m
(140)
=
∑
(vN1 ,v
N
2 )∈Km
PV N |Ym(v
N
1 |ym)PV N |Ym(vN2 |ym)Tn,m(vN1 ) ln L
(1)
n,m
L
(2)
n,m
PV N |Ym(SD(Vˆ N (m))|ym)PV N |Ym(SD(Vˆ N (m))|ym)
(141)
≤
∑
(vN1 ,v
N
2 )∈Km
PV N |Ym(v
N
1 |ym)PV N |Ym(vN2 |ym)Tn,m(vN1 ) ln Tn,m(v
N
1 )
Tn,m(vN2 )
PV N |Ym(SD(Vˆ N (m))|ym)PV N |Ym(SD(Vˆ N (m))|ym)
, (142)
L
(1)
n,m ln
L
(1)
n,m
L
(2)
n,m
≤
∑
(vN1 ,v
N
2 )∈Km
PV N |Ym(v
N
1 |ym)PV N |Ym(vN2 |ym)T n,m(vN1 ) ln Tn,m(v
N
1 )
Tn,m(vN2 )
PV N |Ym(SD(Vˆ N (m))|ym)PV N |Ym(SD(Vˆ N (m))|ym)
. (143)
=
∑
yn
m+1∈Y
n−m
P
(
Y nm+1 = y
n
m+1
∣∣V N = vN1 , Y m = ym)
×
n∑
k=m+1
ln
P
(
Yk = yk
∣∣V N = vN1 , Y k−1 = yk−1)
P
(
Yk = yk
∣∣V N = vN2 , Y k−1 = yk−1)
(145)
=
n∑
k=m+1
∑
yn
m+1∈Y
n−m
P
(
Y nm+1=y
n
m+1
∣∣V N =vN1 , Y m=ym)
× ln P
(
Yk = yk
∣∣V N = vN1 , Y k−1 = yk−1)
P
(
Yk = yk
∣∣V N = vN2 , Y k−1 = yk−1) (146)
=
n∑
k=m+1
∑
yk∈Y
P
(
Yk = yk
∣∣V N = vN1 , Y k−1 = yk−1)
× ln P
(
Yk = yk
∣∣V N = vN1 , Y k−1 = yk−1)
P
(
Yk = yk
∣∣V N = vN2 , Y k−1 = yk−1) (147)
=
n∑
k=m+1
∑
yk∈Y
PY |X
(
yk|fk(vN1 , yk−1)
)
× ln PY |X
(
yk|fk(vN1 , yk−1)
)
PY |X
(
yk|fk(vN2 , yk−1)
) (148)
≤ (n−m)B. (149)
Here, (144) follows from the log-sum inequality, (145) follows
from the memoryless property of the DMC, (148) follows from
Xk = fk(V
N , Y k−1) [cf. (1)], and (149) follows from the
definition of B in (9).
Combining (142), (143), and (149), we obtain
L(1)n,m ln
L
(1)
n,m
L
(2)
n,m
+ L
(1)
n,m ln
L
(1)
n,m
L
(2)
n,m
≤ (n−m)B. (150)
Similarly, we also have
L(2)n,m ln
L
(2)
n,m
L
(1)
n,m
+ L
(2)
n,m ln
L
(2)
n,m
L
(1)
n,m
≤ (n−m)B. (151)
Observe that
P(d(Vˆ N (n), V N ) ≤ D|Y m = ym)
= L(1)n,mPV N |Ym
(SD(Vˆ N (m))∣∣Y m = ym)
+ L
(2)
n,mPV N |Ym
(SD(Vˆ N (m))∣∣Y m = ym), (152)
where (152) follows from (132).
It follows from (150) that
(n−m)B ≥ −L(1)n,m lnL(2)n,m − h
(
L(1)n,m
)
(153)
≥ −L(1)n,m ln(max{L
(1)
n,m, L
(2)
n,m})− 1. (154)
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In addition, it follows from (151) that
(n−m)B ≥ −L(2)n,m lnL
(1)
n,m − h
(
L(2)n,m
)
(155)
≥ −L(2)n,m ln(max{L
(1)
n,m, L
(2)
n,m})− 1. (156)
From (154) and (156) we obtain (157)–(159) where (158)
follows from (152), and (159) follows from Lemma 10. This
concludes the proof of Lemma 11.
APPENDIX B
PROOF OF LEMMA 7
Proof: The proof is partly based on the proof of [15,
Lemma 1]. For brevity, for l,m ∈ N ∪ {0}, define
Gl,m := P(d(Vˆ
N (l), V N ) > D|Y m) (160)
Gl,m := P(d(Vˆ
N (l), V N ) ≤ D|Y m) = 1−Gl,m (161)
Λm := − ln
[
min
{
Gm,m, Gm,m
}]
. (162)
Note that if m = 0 in (160) or (161), we drop the conditioning
on Y m in the probabilities and thus Gl,0 and Gl,0 are deter-
ministic. From the definitions of τ ′N and τ
∗
N in (85) and (84)
respectively, we have τ ′N ≥ τ∗N . Hence from Lemma 11 (with
n replaced by τ ′N ∧ n and m replaced by τ∗N ∧ n), we have
for all n ∈ N,
(τ ′N ∧ n− τ∗N ∧ n)B
≥ −Gτ ′
N
∧n,τ∗
N
∧n ln
[
Gτ ′
N
∧n,τ∗
N
∧n
min{GτN∗∧n,τ∗N∧n, GτN∗∧n,τ∗N∧n}
]
− 1, a.s. (163)
On the other hand, from (96) we have
P(τ∗N <∞) = P(τ ′N <∞) = 1, (164)
hence, by the definitions of τ∗N in (84), τ
′
N in (85), and the
fact in (164), the following inequalities hold almost surely:
min
vN∈VN
∑
wN∈VN\SD(vN )
P
V N |Y τ
∗
N
(wN |Y τ∗N ) ≤ δN , (165)
min
vN∈VN
∑
wN∈VN\SD(vN )
P
V N |Y τ
∗
N
−1(wN |Y τ∗N−1) > δN . (166)
It follows from (166) and Lemma 8 that
min
vN∈VN
∑
wN∈VN\SD(vN )
P
V N |Y τ
∗
N
(wN |Y τ∗N )>λδN , a.s. (167)
Since we use the distortion-MAP decoding at time τ∗N ,
by (87), (165), and (167),
δN ≥ Gτ∗
N
,τ∗
N
> λδN , a.s. (168)
Hence, we have
min
{
Gτ∗
N
,τ∗
N
, Gτ∗
N
,τ∗
N
} ≥ min{λδN , 1− δN}, a.s. (169)
Now, observe that
lim
n→∞
Gτ∗
N
∧n,τ∗
N
∧n
= lim
n→∞
min
vN∈VN
∑
wN∈VN\SD(vN )
P
V N |Y τ
∗
N
∧n(wN |Y τ∗N∧n)
(170)
= min
vN∈VN
lim
n→∞
∑
wN∈VN\SD(vN )
P
V N |Y τ
∗
N
∧n(wN |Y τ∗N∧n)
(171)
= min
vN∈VN
∑
wN∈VN\SD(vN )
lim
n→∞
P
V N |Y τ
∗
N
∧n(wN |Y τ∗N∧n)
(172)
= min
vN∈VN
∑
wN∈VN\SD(vN )
P
V N |Y τ
∗
N
(wN |Y τ∗N ), (173)
= Gτ∗
N
,τ∗
N
. (174)
Here, (171) follows from limn→∞min{Xn, Yn} =
min{X,Y } a.s. if limn→∞Xn = X a.s. and limn→∞ Yn = Y
a.s., (173) follows from Le´vy’s zero-one law [24] since
{σ(Y τ∗N∧n)}∞n=1 is a filtration and σ(Y τ
∗
N ) is the maximal σ-
algebra generated by {σ(Y τ∗N∧n)}∞n=1. It follows from (161)
and (174) that
lim
n→∞
Gτ∗
N
∧n,τ∗
N
∧n = Gτ∗
N
,τ∗
N
. (175)
Hence by taking n to infinity in (163) and applying (174)
and (175), we have
ΓN := lim inf
n→∞
[
Gτ ′
N
∧n,τ∗
N
∧nΛτ∗N∧n
+ (τ ′N ∧ n− τ∗N ∧ n)B + 1
+Gτ ′
N
∧n,τ∗
N
∧n lnGτ∗N∧n,τ∗N∧n
]
(176)
≤ lim sup
n→∞
[
Gτ ′
N
∧n,τ∗
N
∧nΛτ∗N∧n
]
+ lim inf
n→∞
[
(τ ′N ∧ n− τ∗N ∧ n)B + 1
+Gτ ′
N
∧n,τ∗
N
∧n lnGτ ′
N
∧n,τ∗
N
∧n
]
(177)
≤ − ln [min{λδN , 1− δN}]
+ lim inf
n→∞
[
(τ ′N ∧ n− τ∗N ∧ n)B + 1
+Gτ ′
N
∧n,τ∗
N
∧n lnGτ ′
N
∧n,τ∗
N
∧n
]
, (178)
where for (178), we note that the first term in (177)
can be upper bounded by − ln [min{λδN , 1− δN}] because
Gτ ′
N
∧n,τ∗
N
∧n ≤ 1 and Λτ∗N∧n ≥ 0 as well as (174), (175),
and (169).
Now we record a simple fact that follows from the bounded
convergence theorem. We have
lim
n→∞
Gτ ′
N
∧n,0
= lim
n→∞
P(d(Vˆ N (τ ′N ∧ n), V N ) > D) (179)
= lim
n→∞
E
[
1{d(Vˆ N (τ ′N ∧ n), V N ) > D}
]
(180)
= E
[
lim
n→∞
1{d(Vˆ N (τ ′N ∧ n), V N ) > D}
]
(181)
= E
[
1{d(Vˆ N (τ ′N ), V N ) > D)}
]
(182)
= P(d(Vˆ N (τ ′N ), V
N ) > D) = Gτ ′
N
,0. (183)
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(n−m)B ≥ −[L(1)n,mPV N |Ym(SD(Vˆ N (m))|ym) + L(2)n,mPV N |Ym(SD(Vˆ N (m))|ym)] ln(max{L(1)n,m, L(2)n,m})− 1 (157)
= −P(d(Vˆ N (n), Vˆ N ) ≤ D|Y m = ym) ln(max{L(1)n,m, L
(2)
n,m})− 1 (158)
≥ −P(d(Vˆ N (n), Vˆ N ) ≤ D|Y m = ym)
× ln
[
P(d(Vˆ N (n), Vˆ N ) > D|Y m = ym)
min{P(d(Vˆ N (m), V N ) > D|Y m = ym),P(d(Vˆ N (m), V N ) ≤ D|Y m = ym)}
]
− 1, (159)
It follows by taking expectations on both sides of (178) that
E[ΓN ]
≤ − ln [min{λδN , 1− δN}]
+ E
[
lim inf
n→∞
[
(τ ′N ∧ n− τ∗N ∧ n)B + 1
+Gτ ′
N
∧n,τ∗
N
∧n lnGτ ′
N
∧n,τ∗
N
∧n
]]
(184)
= − ln [min{λδN , 1− δN}]
+ E
[
lim
n→∞
[
(τ ′N ∧ n− τ∗N ∧ n)B
]]
+ E
[
lim inf
n→∞
[
1 +Gτ ′
N
∧n,τ∗
N
∧n lnGτ ′
N
∧n,τ∗
N
∧n
]]
(185)
≤ − ln [min{λδN , 1− δN}]
+ E
[
lim
n→∞
[
(τ ′N ∧ n− τ∗N ∧ n)B
]]
+ lim inf
n→∞
E
[
1 +Gτ ′
N
∧n,τ∗
N
∧n ln
(
1−Gτ ′
N
∧n,τ∗
N
∧n
)]
(186)
≤ − ln [min{λδN , 1− δN}] + E[τ ′N − τ∗N ]B
+ lim inf
n→∞
[
1 +Gτ ′
N
∧n,0 ln
(
1−Gτ ′
N
∧n,0
)]
(187)
= − ln [min{λδN , 1− δN}] + E[τ ′N − τ∗N ]B + 1
+Gτ ′
N
,0 ln
(
1−Gτ ′
N
,0
)
(188)
= − ln [min{λδN , 1− δN}] + E[τ ′N − τ∗N ]B + 1
+ (1−Gτ ′
N
,0) ln
(
Gτ ′
N
,0
)
(189)
≤ − ln [min{λδN , 1− δN}] + E[τ ′N − τ∗N ]B + 1
+ (1− Pd(N,D)) lnPd(N,D). (190)
Here, (186) follows from Fatou’s lemma, (187) follows from
the fact that x ∈ (0, 1) 7→ x ln(1− x) is concave and the law
of iterated expectations so E[Gτ ′
N
∧n,τ∗
N
∧n] = Gτ ′
N
∧n,0 and
E[Gτ ′
N
∧n,τ∗
N
∧n] = Gτ ′
N
∧n,0, (188) follows from (183), and
finally (190) follows from (95) of Lemma 5 and the increasing
nature of the function (1− x) ln x in 0 < x < 1.
Hence, by the definition of ΓN in (176), the fact that ΓN ≥
0 a.s. in (163), and the bound in (190), we have that
0 ≤ E[ΓN ] ≤ E[τ ′N − τ∗N ]B − ln [min{λδN , 1− δN}]
+ 1 + (1 − Pd(N,D)) lnPd(N,D). (191)
Because −Pd(N,D) lnPd(N,D) ≤ 1, it follows that
E[τ ′N − τ∗N ]B + lnPd(N,D) + 2 ≥ ln [min {λδN , 1− δN}] ,
(192)
or equivalently, (106). This concludes the proof of Lemma 7.
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