Abstract-This paper investigates the error probability of a stochastic decision and the way in which it differs from the error probability of an optimal decision, i.e., the maximum a posteriori decision. This paper calls attention to the fact that the error probability of a stochastic decision with the a posteriori distribution is at most twice the error probability of the maximum a posteriori decision. It is shown that, by generating an independent identically distributed random sequence subject to the a posteriori distribution and making a decision that maximizes the a posteriori probability over the sequence, the error probability approaches exponentially the error probability of the maximum a posteriori decision as the sequence length increases. Using these ideas as a basis, we can construct stochastic decoders for source/channel codes.
I. INTRODUCTION
This paper considers a decision problem that involves gussing an invisible state X after observing Y , which is correlated with X. In decision theory [1, Section 1.5.2], an optimal decision rule, which minimizes the decision error probability, is called the Bayes decision rule.
Let X and Y be random variables that take values in sets X and Y, respectively, where we call X a state of nature or a parameter and Y an observation. Let p XY be the joint distribution of (X, Y ). Let p X and p Y be the marginal distributions of X and Y , respectively. Let p X|Y be the conditional distribution of X for a given Y . It is well known that an optimal strategy for guessing the state X consists of findingx, which maximizes the conditional probability p X|Y (x|y) depending on a given observation y. Formally, by taking anx that maximizes p X|Y (x|y) for each y ∈ Y, we can define the function f MAP : Y → X as
which is a Bayes decision rule. It should be noted that the discussion throughout this paper does not depend on choosing states with the same maximum probability. When the cardinality |X | of X is small, operation (1) is tractable by using a brute force search. However, with coding problems, these operations appears to be intractable because |X | grows exponentially as the dimension of X grows. In this paper, we assume a situation where operation (1) is intractable.
In this paper, we consider a stochastic decision, where the decision is made randomly subject to a probability distribution. We investigate the relationship between the error probabilities of the stochastic and maximum a posteriori decisions.
Then, we introduce the construction of stochastic decoders for source/channel codes.
II. STOCHASTIC DECISION, DETERMINISTIC DECISION,
AND DECISION ERROR PROBABILITY For a stochastic decision, we use a random number generator to obtainX ∈ X after observing Y and letX be a decision (guess) about the state X. Formally, we generateX subject to the conditional distribution qX |Y (·|Y ) on X depending on an observation Y and let an output be a decision of X, where X andX are conditionally independent for a given Y . The joint distribution p XYX of (X, Y,X) is given as
Let us call qX |Y a stochastic decision rule. As a special case, when qX |Y is given by using a function f : Y → X and is defined as
we call qX |Y or f a deterministic decision rule. It should be noted that the maximum a posteriori decision rule is deterministic. Throughout this paper, we assume that X and Y are countable sets, where the right hand side of (1) always exists for every y ∈ Y and the results do not change when Y is uncountable. Let χ be a support function defined as
Then the error probability Error(qX |Y ) of a (stochastic) decision rule qX |Y is given as
When qX |Y is defined by using f : Y → X and (2), the decision error probability Error(f ) of a deterministic decision rule f is given as 
It should be noted that the right hand side of the first equality can be derived directly from (3) . That is, we have Error(f ) = Error(qX |Y ) when f and qX |Y satisfy (2). We introduce the following two lemmas (see the extended version [9, Lemmas 8 and 11]).
Lemma 1: Let (X, Y ) be a pair consisting of a state X and an observation Y and p XY be the joint distribution of (X, Y ). When we make a stochastic decision with a distribution qX |Y , an optimal decision rule minimizing the decision error probability satisfies qX |Y (x|y) = 0 for all (x, y) such that p Y (y) > 0 and p X|Y (x|y) < maxx p X|Y (x|y). In particular, the maximum a posteriori decision rule f MAP defined by (1) minimizes the decision error probability, where qX |Y is defined by (2) with f ≡ f MAP .
Lemma 2: Let (X, Y ) be a pair consisting of a state X and an observation Y and p XY be the joint distribution of (X, Y ). When we make decisions with two stochastic decision rules q(·|y) and q (·|y) for each y ∈ Y, we have
, and d(q, q ) is the variational distance of two probability distributions q and q on the same set as
III. ERROR PROBABILITY OF STOCHASTIC DECISION
WITH A POSTERIORI DISTRIBUTION In this section, we consider the case where qX |Y (x|y) = p X|Y (x|y) for all (x, y), that is, we make a stochastic decision with the conditional distribution p X|Y of a state X for a given observation Y . It should be noted thatX is independent of X for a given Y , where the joint distribution p XYX of (X, Y,X) is given as
In the following, we call this type of decision a stochastic decision with the a posteriori distribution. It should be noted that it may be unnecessary to know (or compute) the distribution p X|Y to make this type of decision. To make this type of decision, it is sufficient that we have a random number generator subject to the distribution p X|Y (·|y) with arbitrary input y ∈ Y, where the generated random number is independent of X for a given y.
We introduce the following lemma. In Section V, we apply this lemma to an analysis of stochastic decoders of coding problems.
Lemma 3: Let (X, Y ) be a pair consisting of a state X and an observation Y and p XY be the joint distribution of (X, Y ). When we make a stochastic decision with p X|Y , the decision error probability of this rule is at most twice the decision error probability of the maximum a posteriori decision rule f MAP . That is, we have Error(p X|Y ) ≤ 2Error(f MAP ).
Proof: After the submission of this paper, we have noticed that this lemma can be shown immediately from [2,
. We show this lemma directly as
where the last equality comes from (4). Here, we introduce the following inequalities, which come from Lemmas 1 and 3. In these inequalities, if either Error(f MAP ) or Error(p X|Y ) vanishes as the dimension (block length) of X goes to infinity, then the other one also vanishes.
Corollary 1:
Here, we introduce another lemma that comes from Lemmas 1 and 3. (see the extended version [9, Remark 3] for the interpretation of this corollary).
Corollary 2: Let (X, Y ) be a pair consisting of a state X and an observation Y and p XY be the joint distribution of (X, Y ). When we make a stochastic decision with p X|Y , the decision error probability of this rule is at most twice the decision error probability of any decision rule qX |Y . That is, we have Error(p X|Y ) ≤ 2Error(qX |Y ) for any qX |Y .
Remark 1: Inequality Error(p X|Y ) ≤ 2Error(qX |Y ) is tight in the sense that there is a pair consisting of p X|Y and qX |Y such that the inequality is satisfied with equality (see the extended version [9, Remark 4]).
IV. STOCHASTIC DECISION WITH RANDOM SEQUENCE
In this section, we assume that a conditional probability p X|Y is computable. We make a stochastic decision F (y) from a random sequenceX
A typical example of a random sequenceX t is that generated by a Markov Chain Monte Carlo method.
Here, we assume that X andX t are conditionally independent for a given Y , that is, the joint distribution p XYX t of (X, Y,X t ) is given as
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where qX t |Y (·|y) is a joint probability distribution ofX t for a given y ∈ Y. Then, we have a decision error probability Error(F ) as follows;
We have the following theorem.
Theorem 3: Let (X, Y ) be a pair consisting of a state X and an observation Y and p XY be the joint distribution of (X, Y ). When we make a stochastic decision F with a random sequenceX t defined by (6) and (7), the decision error probability Error(F ) defined by (8) satisfies
where qX t |Y is a conditional marginal distribution given as
Proof: From (8), we have as t → ∞ then the upper bound of error probability Error(F ) is close to at most twice the error probability Error(f MAP ) of the maximum a posteriori decision.
Theorem 4: Let (X, Y ) be a pair consisting of a state X and an observation Y and p XY be the joint distribution of (X, Y ). When we make a stochastic decision F with a random sequence (X 1 , . . . ,X t ) defined by (6) and (7), the decision error probability is bounded as
In the following, we assume that a random sequenceX t is independent and identically distributed (i.i.d.) with a distribution qX |Y for a given Y , that is, the conditional probability distribution qX t |Y is given as
Then we have the following theorem. From this theorem with a trivial inequality Error(f MAP ) ≤ Error(F ), we have the fact that Error(F ) tends towards the error probability Error(f MAP ) of the maximum a posteriori decision, where the difference Error(F ) − Error(f MAP ) is exponentially small as the length t of a sequence increases. Theorem 5: Let (X, Y ) be a pair consisting of a state X and an observation Y and p XY be the joint distribution of (X, Y ). When we make a stochastic decision F with an i.i.d. random sequenceX t defined by (6), (7), and (11), the decision error probability Error(F ) defined by (8) satisfies
where f MAP is given by (1). In particlular, when qX |Y = p X|Y , we have
Proof: For a given y ∈ Y, letX t (y) ⊂ X t be defined aŝ Remark 2: It should be noted that we have Lemma 3 from the above theorem and (4) by letting t = 1 in (13).
V. CONSTRUCTION OF STOCHASTIC DECODERS
This section introduces applications of the stochastic decision with the a posteriori distribution to some coding problems.
For simplicity, we assume that we can obtain an ideal random number subject to a given distribution. For a given function A on X n , let ImA ≡ {Ax : x ∈ X n }.
A. Fixed-length Lossless Compression
This section introduces a stochastic decoder for a fixedlength lossless compression with an arbitrary small decoding error probability.
Let μ X be the probability distribution of X n and A : X n → ImA be an encoding map, where c ≡ Ax is the codeword of 
x ∈ X n . Then the joint distribution p XC of a source X ∈ X n and a codeword C ∈ ImA are given as
The decoder receives a codeword c. By using a stochastic decoder with the distribution
we obtain the bound of error probability from Lemma 3. This implies that, when we use the encoding map A such that the decoding error probability by using the maximum a posteriori decoder vanishes as n → ∞, the decoding error probability by using the stochastic decoder with p X|C also vanishes as n → ∞. In addition, for a special case of source coding with no side information at the decoder [8] , the fundamental limit H(X) is achievable with this code, where H(X) is the spectrum supentropy rate of X (see [5] ). It should be noted that the right hand side of (16) is the output distribution of the constrainedrandom-number generator introduced in [6] . For a given linear code for an additive noise channel, we can use the constrained-random-number generator as the stochastic decoder by letting X be a channel noise, A be a parity check matrix, and C be the syndrome of X. A channel encoder encodes a message to a channel input z ∈ {z : Az = 0}. A channel decoder receives a channel output y, reproduces a channel noise x = y − z from the syndrome c ≡ Ay = A[x + z] = Ax by using the above scheme, and reproduces a message corresponding to z = y − x, where the decoding is successful when x = y − z is reproduced correctly from c = Ax. From the above discussion, the decoding error probability is at most twice the decoding error probability of the maximal a posteriori decoder.
B. Fixed-length Lossless Compression with Side Information at Decoder
This section introduces a stochastic decoder for the fixedlength lossless compression of a source X with an arbitrary small decoding error probability, where the decoder has access to the side information Y correlated with X.
Let μ XY be the joint distribution of (X, Y ) and A : X n → ImA be an encoding map, where c ≡ Ax is the codeword of x ∈ X n . Then the joint distribution p XY C of a source X ∈ X n , side information source Y ∈ Y n , and codeword C ∈ M n is given as
The decoder receives a codeword c and side information y. By using a stochastic decoder with the distribution
we obtain the bound of error probability from Lemma 3. This implies that, when we use the encoding map A such that the error probability of the maximum a posteriori decoder vanishes as n → ∞, the error probability of the stochastic decoder with p X|Y C also vanishes as n → ∞. In addition, the fundamental limit H(X|Y ) is achievable with this code [8] , where H(X|Y ) is the spectrum sup-entropy rate of X (see [10, Theorems 4 and 5] ). It should be noted that the right hand side of (18) is the output distribution of the constrained-randomnumber generator introduced in [6] .
C. Channel Coding
This section introduces a stochastic decoder for the channel code introduced in [8] .
Let X ∈ X n and Y ∈ Y n be random variables corresponding to a channel input and a channel output, respectively. Let μ Y |X be the conditional probability of the channel and μ X be the distribution of the channel input. We consider correlated sources (X, Y ) with the joint distribution μ Y |X × μ X . Let A : X n → ImA be the source code with the decoder side information introduced in the previous section. Let p XY C be the joint distribution defined by (17). The decoder of this source code obtains the reproduction by using the stochastic decoding with the distribution defined by (18). Let Error(A) be the error probability of this source code. We can assume that for all r > H(X|Y ), δ > 0 and all sufficiently large n there is a function A such that Error(A) ≤ δ, where a maximum a posteriori decoder is not assumed for this code. When constructing a channel code, we prepare a map B : X n → M n and a vector c ∈ ImA. We use the stochastic encoder with the distribution
if Ax = c and Bx = m 'encoding error' otherwise (
for a message m ∈ M n generated subject to the uniform distribution on M n . It should be noted that the right hand side of the above equality is the output distribution of the constrained-random-number generator introduced in [6] . The decoder reproduces x ∈ X n satisfying Ax = c by using the stochastic decoder with the distribution given by (18) and reproduces a message Bx by operating B on x.
In the above channel coding, let us assume that r + R < H(X), r = 
D. Comments on Stochastic Decoding with Random Sequence
Here, we comment on the decoding with a random sequence introduced in Section IV. For decoding, we can use random sequences generated by Markov chains (random walks) that converge to the respective stationary distributions (16) and (18). In this case, we can apply Theorem 4 to guarantee that the decoding error probability is bounded by almost twice the error probability of the maximum a posteriori decoding as the sequence becomes longer. We can also use random sequences by repeating stochastic decisions independently with the respective distributions (16) and (18), where we can use independent Markov chainis to generate an i.i.d. random sequence. In this case, we can use Theorem 5 to guarantee that the decoding error probability tends to the error probability of the maximum a posteriori decoding as the sequence becomes longer. When implementing (6) for (16) and (18), it is sufficient to calculate the value of the numerator on the right hand side of these qualities because the denominator does not depend on x. The numerator value is easy to calculate when the base probability distribution is memoryless.
VI. CONCLUDING REMARKS This paper investigated stochastic decision and stochastic decoding problems. This paper calls attention to the fact that the error probability of a stochastic decision with the a posteriori distribution is at most twice the error probability of a maximum a posteriori decision. A stochastic decision with the a posteriori distribution may be sub-optimal but acceptable when the error probability of another decision rule (e.g. the maximum a posteriori decision rule) is small.
It is shown that, by generating an i.i.d. random sequence subject to the a posteriori distribution and making a decision that maximizes the a posteriori probability over the sequence, the error probability approaches exponentially the error probability of the maximum a posteriori decision as the sequence becomes longer.
When it is difficult to make the maximum a posteriori decision but the error probability of the decision is small, we may use the stochastic decision rule with the a posteriori distribution as an alternative. In particular, when the error probability of the maximum a posteriori decoding of source/channel coding tends towards zero as the block length goes to infinity, the error probability of the stochastic decoding with the a posteriori distribution also tends towards zero. The stochastic decoder with the a posteriori distribution can be considered to be the constrained-random-number generator [6] , [7] , which is implemented by using the Sum-Product algorithm or the Markov Chain Monte Carlo method (see the extended version [9, Appendix] ). However, the trade-off between the computational complexity and the precision of these algorithms is unclear. It remains a challenge for the future.
