In Chui and Wang 3 , support properties are derived for a scaling function generating a function space V 0 L 2 IR. Motivated by this work, we consider support properties for scaling vectors. In 9 , Goodman and Lee derive necessary and su cient conditions for the scaling vector f 1 ; : : : ; r g, r 1, to form a Riesz basis for V 0 and develop a general theory for spline wavelets of multiplicity r 1. We consider conditions under which linear combinations of scaling functions generate V 0 . These conditions also characterize all other scaling vectors that generate the same V 0 . In addition we describe the scaling vectors of minimal support for V 0 . Next, we give su cient conditions on the two-scale symbol for scaling vectors under which a given matrix re nement equation can be solved. A spline-wavelet example illustrates these results. For the single scaling function , the support of is characterized by the degree of the two-scale symbol. The situation is more complicated in the scaling vector case. We prove a result that gives the support of the scaling vector under certain conditions on the coe cient matrices. This result is illustrated by an example of fractal wavelets derived in Geronimo, Hardin, and Massopust 8 .
Introduction
In wavelet theory, a scaling function is a function that along with its integer translates f , kg k2Z Z forms a Riesz basis for V 0 L for V 0 is one of ve requirements that must be satis ed in order for the ladder of closed subspaces V 1 V 0 V ,1 to form a multiresolution analysis see Daubechies 6 . If such a m ultiresolution analysis exists then Daubechies 6 proved the existence of a wavelet that along with its translates and dilates form an orthonormal basis for L 2 
IR.
Wavelets can be constructed to possess many desirable properties for applications. Perhaps the three most important properties are orthogonality, regularity, and compact support. Chui 2 and Chui and Wang 3 investigated support and regularity properties by associating with a scaling function its two-scale symbol P ! and then imposing certain admissibility conditions onto P !. In a certain sense they have shown that the symbol P ! carries all information necessary to characterize its scaling function . It is our intent in this paper to investigate the properties given above for a scaling vector. Scaling vectors were rst studied in 8 where the authors assumed that the integer translates The set B = f j , l : j = 1 ; : : : r ; l2 Z Zg is a Riesz basis for V 0 .
In 11 , the authors proved that the separation and the density properties hold if the re nable functions j , j = 1 ; : : : ; rare in L 2 IR. Necessary and su cient conditions for B to form a Riesz basis can be found in 8, 9, 14 . In 9 the authors placed special emphasis on the case where each i belongs to a certain spline space.
We recall that Theorem 3. We will make use of the following N-scale symbol in the sequel.
where z = e ,i!=N and the r r matrices C k satisfy the matrix re nement equation:
The Fourier transform formulation of 2 corresponds to the equation:
As evidenced by the work in 8, 9, 14 and possibly elsewhere, scaling vectors allow for more exibility when attempting to construct functions that are orthogonal, compactly supported and of some desired regularity. Another advantage of scaling vectors is that they allow for a broader choice of V 0 . For example, using two scaling functions, Goodman and Lee 9 have constructed wavelets whose multiresolution analysis is built from spaces of C 1 cubic splines. These spaces are quite popular in many applications. One disadvantage of the scaling vector approach is the larger number of computations that will be performed in applications. Perhaps the greatest di culty i n w orking with scaling vectors is the fact that the well known re nement equation obeyed by a single scaling function becomes a matrix re nement equation in the scaling vector setting. Note that the coe cients in 2 are matrices so commutativity in general is not guaranteed. The analysis in the vector case is harder since one deals with in nite products of matrices rather than scalars.
We will show that it is the action of this matrix symbol P ! on an eigenvector associated with the eigenvalue 1 of P 0 that determines compactness and length of support properties for . We will also give a theorem that shows the existence of a solution to the matrix re nement equation and by means of an example show that these results hold even if the in nite matrix product Q k P ! 2 k does not converge. After completion of this paper, the authors learned of work by Heil and Colella 5 dealing with the existence and uniqueness of distributional solutions to matrix re nement equations. However their approach is di erent and their results are distinct.
The notion of analyzing the e ect of applying P ! to an eigenvector u is a natural one and we see from the following proposition how it relates to the single scaling function case.
Convention. Throughout the sequel we assume that B L Proof. Observe from 3 that P0 has eigenvalue 1. Thus the spectral radius P 0 1. Let y be a left eigenvector of P0 corresponding to an eigenvalue such that j j = P 0 .
As a trivial corollary of 8 Theorem 3.3a, we h a ve
P2j+ !E 2j+ !=NP 2j+ ! Since each term must be nonnegative and E is nonsingular, it must be that u P2j = 0 . 2
We note that 4 is analogous to the scalar case see for example 2, 6 . 1
Furthermore, when N = 2, 5 is analogous to the scalar condition see 2, 6
Other similarities exist between the single scaling function and the scaling vector. In the single scaling function case it is known that if 1 and 2 are scaling functions for V 0 and 1 is minimally supported then 2 is a nite linear combination of 1 and its integer translates. We will give an analogous result for scaling vectors. In addition we obtain a result related to the minimality of the support of a scaling vector.
In the scalar case, the number of nonzero terms in the two-scale symbol P ! gives the length of the support of the associated scaling function . A similar result holds for a scaling vector, provided that the rst and last matrices in the corresponding symbol are not nilpotent. Examples will illustrate this theorem. One of the examples involves the class of scaling vectors constructed in 8 , i.e., scaling vectors whose components are piecewise fractal interpolation functions. The remainder of this paper is organized as follows. In Section 2 we state and prove a result that relates P ! to the existence of a scaling vector for V 0 . An example showing that Q k P ! 2 k need not converge is also included. We conclude the next section with a result that shows how to iteratively construct . In Section 3 we c haracterize scaling vectors for V 0 . W e also report results that relate to the minimality and length of the support of scaling vectors. Examples are included to illustrate our results. Remark 2. Throughout the sequel, we will drop the parentheses on the product in 9. It will be understood that we will rst compute the n-fold product, next multiply by the vector u, and nally take the limit as n ! 1 . Note that we are not requiring the in nite product of the P k matrices to converge. An example will be provided after the proof of Theorem 2.1 to illustrate that convergence of the in nite product of matrices is not needed.
Proof. We begin with the following identity that can be established by induction.
We adopt the convention that
Since the spectral radius of P0 is 1 and since P k is pointwise convergent t o P0, we can nd for each ! a 2 and a su ciently large L so that jjP k jj L 2 2 for all k L. W e then use 8 and 11 to obtain jju , Note that this corollary is a generalization of the single scaling function case see 2 where minimally supported scaling functions are unique up to a normalization factor. We conclude this section with an example that illustrates the necessity of the equal support condition iii in Theorem 3.1. It is known that in the single scaling function setting, the number of nonzero coe cients in the re nement equation is related to the support length of the scaling functions 2, 7 . This relationship is more complex in the multiple scaling function case, due to the existence of nonzero nilpotent elements of IR rr for r 1. The second row of 24 consequently yields The scaling functions generated when r = M = 2 are displayed in Figure 3 .4 below. Daubechies, and G. Plonka Regularity of Re nable Function Vectors" that overlaps with some of the material in Section 2.
