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Single and multi-band (Burt-Foreman) k ·p Hamiltonians for GaAs crystal phase quantum dots
are developed and used to assess ongoing experimental activity on the role of such factors as quan-
tum confinement, spontaneous polarization, valence band mixing and exciton Coulomb interaction.
Spontaneous polarization is found to be a dominating term. Together with the control of dot thick-
ness [Vainorious et al. Nano Lett. 15, 2652 (2015)] it enables wide exciton wavelength and lifetime
tunability. Several new phenomena are predicted for small diameter dots [Loitsch et al. Adv. Mater.
27, 2195 (2015)], including non-heavy hole ground state, strong hole spin admixture and a type-II
to type-I exciton transition, which can be used to improve the absorption strength and reduce the
radiative lifetime of GaAs polytypes.
PACS numbers: 73.21.La,78.67.Hc,78.20.Bh,77.22.Ej
I. INTRODUCTION
Semiconductor quantum dots (QDs) have been widely
studied since the 1990s because of their appealing elec-
tronic and photonic properties. However, standard fab-
rication methods involve a degree of dispersity which
limits exact reproducibility within an ensemble of dots,
from run-to-run and from lab-to-lab.1–3 For example,
in Stranski-Krastanov growth of InAs/GaAs QDs, the
most widely employed technique to produce optically ac-
tive III-V QDs, random diffusion of substrate material
(GaAs) into the deposited material (InAs) leads to an en-
semble of QDs with inhomogeneous composition, strain
fields and shapes.3 This translates into an inhomogeneous
distribution of energy levels, which poses a challenge for
the scalability of many technological applications demon-
strated at a single-dot level.4,5
Crystal phase (polytype) QDs6 are likely to miti-
gate this problem. These structures exploit recent syn-
thetic advances enabling control on the polytypical crys-
tal structure of III-V nanowires, whereby one can grow
alternating segments of wurtzite (WZ) grown along the
[0001] direction and zinc-blende (ZB) grown along [111].7
Because WZ and ZB phases have slightly different energy
gaps at the Γ point, band offsets are formed and carriers
confined in one of the phases.8 One can then form QDs
embedded in the wire, which turn out to have defect-free
crystal structure, sharp interfaces, negligible strain and
tapering, well defined shape and homogeneous composi-
tion. Prospects have become especially promising with
two studies published in the last months for GaAs poly-
type QDs. On the one hand, Vainorious et al. have re-
ported exact control on the QD thickness, from bilayers
to tens of nm.9 On the other hand, Loitsch et al. have
reported control of the wire diameter from typical values
(∼100 nm) down to 7 nm.10 Together, these studies pave
the way towards full control of the QD confinement and,
consequently, of the energy structure.
Progress in the synthesis of GaAs polytype QDs,
however, has not been paralleled by theoretical under-
standing of the ensuing electronic and optoelectronic
properties. As a result, several open questions remain
which need to be clarified in order to eventually attain
predictive design. To name a few: (i) the role of
spontaneous polarization in WZ GaAs is not clear. The
majority of experimental works simply neglect it8–11,
but recent theoretical12 and experimental13 studies
point to a value of Psp = 0.0023 C/m
2, which Jahn et al.
deemed influential at a single-particle level.14 One then
wonders if it is really important for Coulomb-bound
excitons. (ii) the role of valence band coupling is also
poorly understood. It is generally assumed that the
hole ground state is a heavy hole (HH).9–11 This is
consistent with polarization measurements of large
diameter nanowires.15 However, radial confinement
enhances valence band mixing.16 Therefore, the validity
should be tested at least in the small diameter regime
enabled by the work of Loitsch et al.10 (iii) the influ-
ence of electron-hole Coulomb interaction needs better
assessment. Because WZ and ZB interfaces form a
type-II band-alignment in GaAs8, previous simulations
of optical transition energies in GaAs polytypes either
tend to neglect it9,14 or take it as a constant.10 However,
the band offsets are so small that both electron and
hole wave functions are expected to penetrate into each
other’s phase, leading to non-vanishing electron-hole
overlap.11 What is more, strong Coulomb interactions
could eventually overcome the band offsets and change
the excitons from type-II to type-I. This is a possibility
worth exploring.
In this work, we develop a k ·p model to study carri-
ers confined in polytype QDs, which takes into account
all the factors described above: spontaneous polarization,
electron-hole Coulomb interaction, and valence band cou-
pling of holes. The latter is included by building a 6-band
Burt-Foreman Hamiltonian for ZB/WZ polytypes. No-
tice that the use of position dependent effective masses
is convenient for GaAs due to the small band offsets. We
then study polytype QDs within the confinement ranges
made possible by the works of Vainorius9 and Loitsch10,
and evaluate the influence of the abovementioned factors
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2on the energy structure of electrons, holes and excitons.
The results are discussed in view of the existing experi-
ments.
II. k ·p HAMILTONIANS FOR WZ/ZB QDS
In order to model polytypes we need to obtain k ·p
Hamiltonians, spanned on the same Bloch functions,
which are formally identical in both crystal structures,
the differences showing up in the parameters only. In
this section we derive such Hamiltonians for conduction
band (CB) electrons, valence band (VB) holes and exci-
tons.
A. Electrons
Low-energy electrons in ZB GaAs belong to the Γ6c
band, which is well separated from the valence band and
the rest of CBs. This justifies the widely spread use
of single-band models in the literature. In WZ GaAs,
however, Γ8c and Γ7c bands are close to each other and
some band mixing can be expected.17,18 Lacking effective
mass parameters describing such a coupling, we model
WZ electrons with a single-band Hamiltonian of hybrid
character: Γ8c masses but optically bright, like the Γ7c
band. This picture is consistent with the observations
of different recent experiments11,19,20 and suffices to as-
sess the role of the physical factors we investigate. The
polytype Hamiltonian then reads:
He = −~
2
2
∑
i=x,y,z
ki
1
m∗i
ki + V
cb
c + qVsp. (1)
Here m∗i is the effective mass along the i direction, which
depends on the crystal phase, ki = −∇i, V cbc is the 3D
confinement potential arising from the conduction band-
offset potential between ZB and WZ phases, q is the elec-
tron charge and Vsp is the electrostatic potential due to
the spontaneous polarization Psp.
The calculation of strain in polytype QDs deserves a
short discussion. The initial strain in a heterostructure is
given by the lattice mismatch. For a QD of a given ma-
terial buried in a matrix of a different material with the
same crystalline structure, it is zero in the matrix and
0ii =
a
(m)
i −a(QD)i
a
(m)
i
in the QD, where aji is the lattice con-
stant in the direction i for the medium j.21 However, this
expression cannot be employed in polytypes because QD
and matrix have different crystalline structure. In our
case, since we deal with ZB(111)/WZ(0001) interfaces,
we may reason as follows. The ZB unit cell contains 9
anions and 9 cations while the WZ unit cell has the same
basis but different height and only 6 pairs of ions (see e.g.
Fig.1 in Ref. 22). Then, three WZ unit cells contain the
same number of ions as two ZB unit cells. If the ZB and
WZ materials are the same (GaAs in our case) and un-
der the assumption that the lattices are ideal, the basis
surface of both unit cells is the same, and so is the height
of three WZ unit cells vs. two ZB ones. Therefore, the
strain is ideally zero. This is consistent with theoretical
calculations23 and experimental findings9,10,23 pointing
at negligible strain, as real lattice constants show but
small deviations from ideal ones. One can then safely
disregard it.
Since the strain is weak, so is the piezoelectric po-
tential and its influence on the energy spectrum. By
contrast, the spontaneous polarization potential Vsp can
have a significant influence. There is no spontaneous po-
larization in the ZB phase for symmetry reasons, but it is
present in WZ, where Psp originates from the “eclipsed”
dihedral conformation of layers N and N + 2, yielding
a non-ideal tetrahedral coordination and associated elec-
tric dipoles. Current estimates for GaAs are of Psp ≈
0.0023Cm−2,12,13 about one order of magnitude weaker
than in nitride materials. Since the change in Psp is large
at the ZB/WZ interface, it gives rise to an abrupt change
in the built-in electric field, from zero in ZB up to an ap-
proximate constant value F in WZ given by F = Psp/ε,
with ε the dielectric constant, and back again to zero in
ZB (see e.g. Fig. 4 in Ref. 13). Then, the QD acts like
a capacitor, with effective negative and positive charges
accumulating at the ZB/WZ and WZ/ZB interfaces, and
an almost linear potential in between (see e.g. CB profile
in insets of Fig. 2).
B. Holes
1. Multi-band Hamiltonian
To study the effect of VB mixing we use a multi-band
k ·p Hamiltonian. In order to compare [111]-grown ZB
and [0001]-grown WZ structures systematically, we write
the six-band Hamiltonian for both phases using the basis
functions with lower symmetry, which are those used for
WZ crystals:22,24
|u1〉 = − 1√2 |(X + i Y ) ↑〉 |u4〉 = 1√2 |(X − i Y ) ↓〉
|u2〉 = 1√2 |(X − i Y ) ↑〉 |u5〉 = − 1√2 |(X + i Y ) ↓〉
|u3〉 = |Z ↑〉 |u6〉 = |Z ↓〉
.
(2)
For [0001] WZ, the resulting Hamiltonian in this basis
3reads:25
H6B =

F −K∗ −H∗ 0 0 0
−K G H 0 0 √2∆3
−H H∗ λ 0 √2∆3 0
0 0 0 F −K H
0 0
√
2∆3 −K∗ G −H∗
0
√
2∆3 0 H
∗ −H λ
 ,
(3)
where
F = ∆1 + ∆2 + λ+ θ
G = ∆1 −∆2 + λ+ θ
λ =
~2
2me
[A1k
2
z +A2k
2
⊥]
θ =
~2
2me
[A3k
2
z +A4k
2
⊥]
K =
~2
2me
A5k
2
+ + ∆K (4)
H =
~2
2me
A6k+kz + ∆H.
Here me is the free electron mass, Ai effective mass pa-
rameters, k⊥ = k2x + k
2
y, k± = kx ± iky, ∆1 is the crystal
field splitting, ∆2 and ∆3 spin-orbit matrix elements, and
∆K = ∆H = 0.
For [111] ZB, the [001] ZB Hamiltonian –spanned on
the basis of Eq. (2)– is first rotated 45◦ along the z axis,
and then 54.7◦ along the new y′ axis. The resulting z′
axis points along the [111] direction, while x′ and y′ do
so along the [112¯] and [1¯10] directions. The Hamiltonian
obtained is formally identical to Eq. (3), but now:
∆K = 2
√
2
~2
2me
Azk−kz
∆H =
~2
2me
Azk
2
− (5)
Additionally, the following relations emerge, which re-
duce the number of independent mass parameters to
three, as expected for ZB:
∆1 = 0
∆2 = ∆3 = ∆/3
A1 = −γ1 − 4γ3
A2 = −γ1 + 2γ3
A3 = 6γ3
A4 = −3γ3
A5 = −γ2 − 2γ3
A6 = −
√
2 (2γ2 + γ3)
Az = γ2 − γ3.
(6)
where γ1, γ2, γ3 are the Luttinger mass parameters.
It is worth noting that H6B –with ZB parameters,
Eqs. (5) and (6)–, actually shows all diagonal elements
overstabilized by an amount ∆/3. This is due to the
term 13∆(σ · J) in the sum of invariants defining H6B ,26
which is needed to yield the Hamiltonian extradiag-
onal elements H26, H35, H53 and H62. We recover
the zero origin at the top of the HH band by subtract-
ing ∆/3 to all diagonal elements of H6B in the ZB region.
The above considerations prompt us to obtain a Hamil-
tonian which is valid for both ZB and WZ regions, and
hence open the possibility of dealing with polytypes.
Since the parameters in the two phases are different, we
should employ a variable mass Hamiltonian.27–30 Accord-
ing to Burt-Foreman,31 this requires adding some extra
coefficients:
HBF6B =

F − ρ κ ξ∗ 0 0 0
κ∗ G+ ρ −ξ 0 0 √2∆3
η −η∗ λ 0 √2∆3 0
0 0 0 F + ρ κ∗ −ξ
0 0
√
2∆3 κ G− ρ ξ∗
0
√
2∆3 0 −η∗ η λ

(7)
where
F = ∆1 + ∆2 + λ+ θ (8)
G = ∆1 −∆2 + λ+ θ
λ =
~2
2me
[kzA1kz + kxA2kx + kyA2ky]
θ =
~2
2me
[kzA3kz + kxA4kx + kyA4ky]
κ =
~2
2me
[−kxA5kx + kyA5ky + i (kxA5ky + kyA5kx)] + ∆κ
η =
~2
2me
[
−kzA(+)6 k+ − k+A(−)6 kz
]
+ ∆η
ξ =
~2
2me
[
−kzA(−)6 k+ − k+A(+)6 kz
]
+ ∆ξ
ρ =
~2
2me
[
i ky (A
(+)
5 −A(−)5 )kx − i kx (A(+)5 −A(−)5 )ky
]
∆ξ =
~2
2me
[−(kx − i ky)Az(kx − i ky)]
∆η = ∆ξ
∆κ = −2
√
2
~2
2me
[
(kx + i ky)A
(+)
z kz + kz A
(−)
z (kx + i ky)
]
,
with A5 = A
(+)
5 + A
(−)
5 , A6 = A
(+)
6 + A
(−)
6 and
Az = A
(+)
z + A
(−)
z . In the WZ region, A
(+)
z = A
(−)
z = 0.
In the ZB region, Eqs. (6) still hold.
The practical hindrance for the use of this Hamiltonian,
especially for studying polytypes, is the lack of available
A
(±)
i coefficients. At this regard, Veprek et al.
28 analyzed
the spurious solution problem affecting the k ·p envelope
4function method, which is related to the lack of ellip-
ticity that the different sets of parameters confer to the
Hamiltonian. They concluded by recommending the use
of a complete asymmetric operator ordering (A
(+)
i = Ai,
A
(−)
i = 0) for several ZB and WZ materials.
28,29,32 We
have cheked that this also applies to GaAs.
We are now in a condition to write the complete Hamil-
tonian for holes in polytype QDs:
H6Bh = H
BF
6B + (V
vb
c − qVsp −
∆
3
YZB)I6×6. (9)
V vbc and Vsp are the confining and spontaneous polar-
ization potentials, respectively, which we obtain as de-
scribed for electrons. YZB is a heaviside function, YZB =
0 in the WZ phase and YZB = 1 in the ZB one.
2. Single-band Hamiltonian
The use of single-band models for the hole ground
state in GaAs polytypes is justified under certain con-
ditions. In ZB, the degeneracy between heavy and light
hole bands can be lifted by quantum confinement. In
WZ, as can be seen in Eq. (3), the uppermost band (F )
is split from the others (G, λ) by the spin-orbit (∆2) and
crystal field (∆1) splittings, so degeneracy is lifted even
at the Γ point. Thus, in order to get the single-band
Hamiltonian, we decouple the diagonal elements corre-
sponding to the F (heavy hole) band from the rest of the
matrix in Eq. (9). This yields:
Hh = ∆1+∆2+
∑
i=x,y,z
~2
2
ki
1
m∗i
ki+V
vb
c −qVsp−
∆
3
YZB ,
(10)
where the parameters ∆1, ∆2 and m
∗
i take different
values in each crystal phase. In particular, for WZ,
mz = 1/(A1 + A3) and m⊥ = 1/(A2 + A4). For ZB,
mz = −1/(γ1 − 2γ3) and m⊥ = −1/(γ1 + γ3), ∆1 = 0
and ∆2 = ∆/3.
33
C. Excitons
We calculate neutral excitons using single-band Hamil-
tonians for both electron and hole:
HX = He +Hh + Veh, (11)
where Veh is the electron-hole Coulomb interaction,
which is obtained by integrating the Poisson equation
in a dielectrically inhomogeneous environment.
D. System and Parameters
We take ZB GaAs material parameters from Ref. 34.
As for WZ GaAs, we take electron effective masses from
Ref. 17, VB ones from Ref. 35 and the spontaneous polar-
ization Psp = 0.0023Cm
−2 from Ref. 12. Lacking more
precise information for WZ, we use a dielectric constant
ε = 13.18 for both phases.36
To define V cbc and V
vb
c , we consider either ZB QDs
embedded in WZ nanowires, see Fig. 1(a), or WZ QDs
embedded in ZB nanowires, see Fig. 1(b). The corre-
sponding band offset values, represented in the figure, are
taken from Ref. 8. The nanowires are assumed to be sur-
rounded by an insulating material with V cbc = −V vbc = 5
eV and ε = 4.
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L L
R
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(a) (b)
ZBWZ WZ WZZB ZB
FIG. 1. (Color online). (a) Sketch of ZB QD embedded in
WZ wire and corresponding band-offset profile. (b) Same but
for WZ QD embedded in ZB wire.
We use Comsol 4.2 to solve numerically the Hamil-
tonians described above. Vsp is obtained by calculat-
ing the polarization charge density ρ = −∇ · Psp and
solving the Poisson equation, ∇ · [ε(r) ∇V ] = ρ, where
ε(r) is the position-dependent dielectric constant. Next,
Hamiltonians He, H
6B
h and Hh are integrated using fi-
nite elements. As for HX , converged interacting elec-
tron and hole states are obtained by using an iterative
Schro¨dinger-Poisson scheme. Note that the electrostatic
potential obtained by integrating the Poisson equation
accounts for the polarization originated by the inhomo-
geneous dielectric medium. On the other hand, we disre-
gard the self-polarization potential because it barely has
influence along the nanowire axis and, in particular, on
the heterointerface, as the dielectric mismatch between
the two GaAs phases is negligible. Only in wires with
small radius, the mismatch with an insulating environ-
ment could bring about additional radial confinement,
although similar in both phases.
5III. RESULTS
A. Electrons
We start by investigating the ground state of a single
electron in a ZB QD, like that in Fig. 1(a). The QD is
hexagonal, with a typical radius of the circumscribed cir-
cle, R = 50 nm, and variable thickness L. The results
are plotted in Fig. 2, where we compare calculations with
the expected spontaneous polarization of GaAs, Psp =
2.3 · 10−3 Cm−2 (solid line), and calculations with an ar-
tificially weakened polarization, Psp = 2.3 · 10−4 Cm−2
(dashed line). It is clear from the figure that, except for
thin dots (L < 5 nm), Psp plays a critical role in deter-
mining the electron energy. Under full polarization, the
energy shows a linear dependence with L, determined
by the capacitor-like built-in electric field. By contrast,
under weakened polarization, the linear regime is pre-
ceded by a quadratic one (up to L <∼ 10 nm), which is
determined by quantum confinement. The magnitude of
the energy stabilization is also very different. In fact, for
Psp = 2.3 ·10−3 Cm−2 and large L, the electric field leads
to energies well below the CB bottom of bulk ZB.
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FIG. 2. (Color online). Energy of the electron ground state in
a ZB QD with realistic (solid line) and weakened (dashed line)
spontaneous polarization, as a function of the dot thickness.
Note the strong influence. The insets show the wave functions
and band profiles for L = 10 nm.
These results are qualitatively similar to those ob-
tained by Jahn and co-workers using a simpler 1D model
with zinc-blende masses,14 and confirm that the spon-
taneous polarization in GaAs polytypes cannot be ne-
glected, at least at a single particle level. As we shall see
below, in Section III C, the same is true for excitons in
spite of the electron-hole attraction.
The insets in Fig. 2 show the electron wave function
and band profile for the full and weakened polarization
values. Notice that Psp pushes the electron towards the
ZB/WZ interface and induces substantial spreading into
the WZ phase.
The precise control of the thickness in GaAs polytype
QD, recently achieved by Vainorius et al,9 suggests such
structures could be used to build perfectly symmetric
pairs of QDs. In principle, this could enable the forma-
tion of QD molecules with homonuclear character, unlike
in self-assembled InAs/GaAs structures where the inher-
ent structural asymmetries can only be overcome with
external fields.37 Symmetric molecules can be of interest
for applications like optical qubits38 or the development
of superlattices with maximized coherent tunneling for
solar cell devices.39 However, the results of Fig. 2 suggest
that the strong influence of Psp can introduce significant
asymmetries in the band profile of symmetric molecules.
This is confirmed in Fig. 3, where one can see that for
two identical ZB QDs separated by a thin WZ barrier,
the electron wave function localizes mostly in one of the
dots. This effect is already noticeable if the system has
weakend Psp (upper plot), and it becomes dramatic for
full Psp (lower plot), when tunneling is almost nearly
suppressed.
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FIG. 3. (Color online). Electron wave function and band
profile in a ZB-WZ-ZB molecule with weakened and full Psp.
Both ZB QDs and the WZ barrier have thickness L = 4 nm.
B. Holes
The energetics of holes in WZ QDs is qualitatively sim-
ilar to that of electrons in ZB dots. In this section, we fo-
cus on the role of VB mixing instead. In particular, we as-
sess the validity of the usual assumption that the ground
state has a well defined, single-band, HH character.9–11
The eigenfunctions of Hamiltonian H6Bh are six-
component spinors of the form: Ψ6Bh =
∑6
i=1 fi(r)|ui〉,
where fi(r) is the envelope function associated with the
|ui〉 Bloch function. The weight of an individual com-
ponent is computed as |fi|2. As can be seen in Eq. (2),
6HH character corresponds to Bloch functions |u1〉 (spin
up) and |u4〉 (spin down), i.e. the F band of Hamilto-
nian HBF6B . To disentangle spin up and down compo-
nents, a small Zeeman-like term is included in Eq. (9),
∆z = BµBgJz, where B = 1 T is the longitudinal mag-
netic field, µB the Bohr magneton, g = 4/3 the hole
g-factor and Jz the angular momentum z-component di-
agonal matrix (with elements ±3/2, ±1/2).
We first estimate the total HH character from
(|f1|2+|f4|2). Fig. 4(a) shows the normalized HH weight
for the ground state of WZ QDs. The QDs structure
is that of Fig. 1(b), with the radius R and thickness L
varying within a parameter space enabled by state-of-
the-art fabrication, which includes the regime of quan-
tum confinement in the radial direction.9,10 One can see
that the ground state has almost exclusive HH charac-
ter except for very thin radii, R < 5 nm. In this re-
gion, the ground state rapidly switches from mainly F
band (HH) to mainly λ band character, as shown in
Fig. 4(a) inset. The origin of the ground state change
can be understood as follows. In the bulk limit, the
F band of wurtzite is stabilized with respect to G and
λ bands by the crystal field and spin-orbit splittings.
However, the radial mass of F -band holes in WZ is
mF⊥ = 1/(A2 + A4) = −0.13, much lighter than that
of λ-band holes, mλ⊥ = 1/A2 = −0.617. Therefore, with
increasing radial confinement, the latter become more
stable. It is worth noting that λ holes are very light in
the [0001] direction, mλz = 1/A1 = −0.05. As a conse-
quence, their kinetic energy exceeds the small band offset
of the WZ/ZB interface, and the wave function tends to
localize outside the QD, as shown in Fig. 4(b).
The change of ground state character we report here
should be observable in the narrowest wires synthesized
by Loitsch et al.10 Since the symmetry of the λ band
Bloch functions (|u3〉 and |u6〉 in Eq. (2)) is different from
that of HHs, it should be seen in experiments as a change
in the polarization of interband optical transitions.
Next we analyze the HH spin admixture by represent-
ing the ratio between the weight of spin up and down
HH, |f1|2/|f4|2. This is done for QDs in the presence
and absence of Psp, Figs. 4(c) and (d) respectively. A
remarkable observation is that moderate radial or verti-
cal confinement leads to significant spin mixing between
the Zeeman split levels. This is because the off-diagonal
elements of Hamiltonian (7) scale with k⊥ and kz. Note
that, in the presence of Psp, the spin mixing takes place
even for large L, because the vertical electrostatic con-
finement does not vanish with the dot thickness. Interest-
ingly, the confinement leads to admixture between spin
up and down F -band holes but coupling with G and λ
bands remains negligible (recall Fig. 4(a) inset).
The spin mixing of HHs has influence on the mag-
netic properties of WZ/ZB QDs. For example, the val-
ues of the effective g-factors are often determined as
g = (E+(B) − E−(B))/µBB, where E±(B) is the en-
ergy of opposite spin projections under a magnetic field
B. We have calculated the g factor at B = 1 T switching
on and off the spin-orbit term ∆ in Hamiltonian (7). This
leads to g factors with enabled (gso) and suppressed (g0)
spin mixing. In Fig. 5 we plot the ratio gso/g0 in two
instances: QDs with (a) and without (b) spontaneous
polarization. One can see that for strong confinement,
band mixing can enhance g factor values up to a factor
of 2-3. Unlike in other QD systems, where the confine-
ment symmetry plays a critical role in determining the
spin admixture strength,40 the mixing in polytypes is ro-
bust against symmetry changes, as similar numbers are
obtained if one replaces hexagonal wires by triangular41
(Fig. 5(c) and (d)) or cylindrical (Fig. 5(e) and (f)) ones.
Recent experiments with GaAs polytype QDs revealed
strong dispersion of the measured excitonic g-factors de-
pending on the confinement strength.11 As Fig. 5 shows,
due to the VB mixing, the hole g-factor value can fluctu-
ate substantially for different QD dimensions. This may
partially explain the experimental observation.
One concludes from this section that the single-band
HH description of the ground state is valid except for
small diameter wires, when a λ-band ground state is
formed. However, in the presence of magnetic fields, one
should be aware that VB mixing can strongly couple spin
up and down HH states. We stress that such a spin mix-
ing is mediated by excited (light-hole like) G and λ states,
although they barely couple to the ground state them-
selves. In fact, as we show in Appendix A, the mixing
cannot be described with effective two-band Hamiltoni-
ans. It is an intrinsic many-band coupling effect.
C. Excitons
In what follows we investigate the influence of confine-
ment and spontaneous polarization on the properties of
the ground state exciton. In order to compare with avail-
able experiments, we restrict to radii R ≥ 5 nm, where
the single-band HH description is valid. The exciton state
is thus calculated with Eq. (11), which fully accounts for
electron-hole Coulomb interaction.
Figure 6 shows the exciton energy in WZ QDs em-
bedded in ZB wires, panels (a) and (b), and ZB QDs
embedded in WZ wires, panels (d) and (e). The left col-
umn corresponds to full spontaneous polarization, Psp =
2.3·10−3 Cm−2, and the right one to artificially weakened
polarization, Psp = 2.3 · 10−4 Cm−2.42 One can see that
for the realistic value of Psp, the exciton energy has a very
strong dependence on both the QD radius and thickness.
The wavelength tunability is actually remarkable, as the
energy can be tuned by over 700 meV, well above and
below the bulk band gap (1.51 eV), from 1.65 eV (visi-
ble) to 1.0 eV (near infrared). For weak Psp, instead, the
tunability is reduced. Radial quantum confinement still
plays a role, enabling exciton emission up to 1.65 eV for
the narrowest wires. By contrast, the influence of the dot
thickness is largely suppressed, as in the single-particle
case we saw in Fig. 2. Consequently, the lowerbound ex-
citon emission is only 1.41 eV, roughly the indirect band
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gap between the bottom of the ZB CB and the top of the
WZ VB, see Fig. 1, which is the smallest possible energy
allowed by quantum confinement alone.
It is worth noting that for large thicknesses, the
electron-hole overlap decreases. This effect is especially
pronounced in the presence of full Psp, as shown in
Figs. 6(c) and (f), where it can be seen that the exci-
ton electron and hole wave functions localize at opposite
interfaces. For this reason, the exciton becomes grad-
ually dark and optical experiments may not be able to
observe low energy states.
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To better compare the optical properties of WZ QDs
and ZB QDs, in Fig. 7 we plot the exciton energy as a
8function of the dot thickness. Two representative cases
are considered. In Fig. 7(a) we study typical QDs, with
large radius, R = 50 nm and full Psp. In this case, the
thickness dependence is linear for both WZ and ZB, ow-
ing to to the large built-in electric field coming from Psp,
as already noted for electrons in Fig. 2. It follows that
spontaneous polarization prevails over Coulomb interac-
tions in GaAs polytypes. This validates similar theoret-
ical predictions obtained for ZB QDs at a single-particle
level,14 which here we extend to WZ QDs. Besides, we
find that excitons in WZ QDs (green line) have lower en-
ergy than those in ZB QDs (red line), regardless of L.
This is due to the smaller kinetic energy of the confined
carrier, as for holes in WZ mz = 0.89, while for electrons
in ZB mz = 0.067. For the same reason, holes leak out of
the QD to a lesser extent than electrons. Consequently,
the electron-hole overlap –proportional to the size of dots
in Fig. 7– is also weaker for WZ QDs.
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Interestingly, the behavior described above changes
drastically when one switches to QDs with strong ra-
dial confinement. This can be seen in Fig. 7(b), which
corresponds to QDs with R = 5 nm. First, the thickness
dependence becomes quadratic in spite of Psp. This is
because the radial confinement provides enough energy
for the carriers to escape from the electrostatic poten-
tial wells. The resulting wave functions are no longer
localized near the WZ/ZB interface, but rather all over
the QD, see Fig. 7(c). Hence, they become sensitive to
the quantum confinement in the growth direction. Sec-
ond, ZB becomes the lowest emitting structure for thin
dots (L < 15 nm). The origin of this inversion can be
inferred from Fig. 7(c) as well. The electron in the ZB
QD can compensate for the strong radial confinement by
penetrating into the WZ region, but the hole in the WZ
QD cannot. This is again due to the relative masses mz
of the confined carrier. Third, the electron-hole overlap
is enhanced with respect to that of large diameter QDs,
for both WZ and ZB (compare the size of the circles in
Fig. 7(a) and (b)). This is also connected with the con-
fined carrier delocalizing all over the QD and penetrating
into the wire crystal phase, which reduces the separation
from the outer carrier. In other words, radial confinement
induces a gradual transition from the usual type-II be-
havior of GaAs polytype QDs to a type-I one. One then
concludes that reverse reaction growth10 can be used for
structural designs which improve the absorption strength
and reduce the radiative lifetime of GaAs polytypes, as
previously proposed for other (spontaneous polarization
free) materials.43,44
We note that the type-II to type-I transition is par-
tially stimulated by Coulomb interaction. As shown in
Fig. 7(d), the exciton binding energy scales up with ra-
dial confinement. For small radii, it reaches several tens
of meV, the same order of magnitude as the ZB/WZ band
offsets. As a result, it helps bring electron and hole closer
together in the growth direction.
Before closing this section, we briefly discuss the rela-
tion of the results in Fig. 7 with those of available ex-
periments. Vainorius and co-workers recently measured
the pholuminescence of WZ and ZB QDs with variable
thickness and large radii, R ≈ 45− 60 nm.9 They found
that WZ emission is redshifted with respect to ZB one
by a few tens of meV, in agreement with our Fig. 7(a).
However, in their experiments the emission energy was
less sensitive to L. From L = 5 nm to 30 nm, the ex-
citon emission in ZB QDs redshifted by about 60 meV,
one order of magnitude less than we predict. They noted
that a similar redshift could be obtained in theory if one
considers quantum confinement only. We have confirmed
this with our model, by considering excitons under weak-
ened polarization (not shown).45 The question then arises
of whether the experimental system had, for some rea-
son, suppressed spontaneous polarization at the ZB/WZ
GaAs interface. Having uncapped wires, migration of
surface charges might play a role in this sense. Indeed,
the authors indicated that surface effects could be re-
sponsible for fluctuations of tens of meV among QDs of
the same thickness but different diameter. New exper-
iments with capped GaAs/AlGaAs wires should study
the linear or quadratic dependence on L to confirm the
role of spontaneous polarization. On the other hand,
we expect the electron-hole overlap to decrease with L,
see Fig. 7(a). For thick QDs, it might be that the exci-
ton ground state is dark and experiments are measuring
emission from excited states, whose overlap is greater.46
As for the radius dependence, the experiments of
Loitsch et al. reported exciton emission up to 1.61 eV for
WZ QDs with R ≈ 5 nm and random thickness, which
is blueshifted by 100 meV with respect to bulk GaAs.
According to our estimates in Fig. 7(b), for thin dots
one could reach even stronger blueshifts. In addition,
for R = 5 nm the experiments measured excitonic life-
times under 1 ns, much shorter than the several ns of
large diameter QDs.8 This can be taken as a first exper-
9imental evidence of the type-II to type-I transition we
predict with increasing radial confinement. New exper-
iments systematically comparing ZB and WZ dots with
small diameter would be useful to confirm the other new
phenomena we predict in this regime, namely the change
of the VB forming the hole ground state under R = 5
nm (λ band), and the fact that ZB QDs emit at lower
energies than WZ ones for short L.
IV. CONCLUSION
We have developed a k · p model to investigate
WZ/ZB polytype QDs, including 3D confinement, spon-
taneous polarization effects, VB coupling through a
Burt-Foreman six-band Hamiltonian, and electron-hole
Coulomb interaction for excitons. When applied to GaAs
QDs, we find a number of relevant observations:
(i) contrary to what is often assumed, spontaneous po-
larization in GaAs is not negligible; it should domi-
nate the electronic structure for QDs with thickness
above ∼ 5 nm.
(ii) the hole ground state has nearly pure HH character
except for the narrowest wires, R < 5 nm, when it
switches to λ band.
(iii) when subject to a magnetic field, the HH ground
states experiences strong spin mixing, mediated by
excited valence bands.
(iv) strong radial confinement brings about a transition
from indirect (type-II) to direct (type-I) excitons,
and partially masks spontaneous polarization ef-
fects. Besides, ZB QDs start emitting at lower en-
ergies than WZ QDs.
Further experiments are called for to confirm the above
points, which should help improve current understand-
ing of the behavior and opportunities of these promising
structures.
Appendix A: The effective Hamiltonian
The spin mixing observed in Section II B basically
involves the energetically close HH up |u1〉 and down
|u4〉 states. It originates from the spin-orbit interac-
tion term ∆so =
√
2∆3, as no mixing occurs if we set
∆so = 0, due to the resulting block form of Hamilto-
nian (3), thus preventing the interaction between spin
up and spin down states. Also it is the result of
a complex multiband interaction that cannot be re-
duced to an effective two band model. We can show
it by reordering and splitting the basis vectors as fol-
lows, {{|u1〉, |u4〉} , {|u2〉, |u3〉, |u5〉, |u6〉}}, that turns the
Hamiltonian (3) into:
F 0 −K∗ −H∗ 0 0
0 F ′ 0 0 −K H
−K 0 G H 0 ∆so
−H 0 H∗ λ ∆so 0
0 −K∗ 0 ∆so G′ −H∗
0 H∗ ∆so 0 −H λ′

≡
 HAA HAB
HBA HBB

(A1)
where X = F,G, λ differs from X ′ in a small κµBBJz
Zeeman term.
The 2×2 effective Hamiltonian Heff = HAA +
HAB(IBB E−HBB)−1HBA, with IBB the 4×4 identity
matrix, is usually approximated by setting (HBB)ij ≈
EBBi δij that allows an straightforward calculation of the
inverse involved in the effective Hamiltonian, so that:
(Heff )ij = (H
AA)ij −
∑
k∈B
HABik H
BA
kj
EBBk − E
(A2)
However, the particular form of HAB and HBA leads to
zero extradiagonal elements for this approximate effective
Hamiltonian.
A more elaborate, but still simple, approximate effec-
tive Hamiltonian is obtained by setting H ≈ 0, G ≈ G′
and λ ≈ λ′ in HBB , thus yielding a twofold (cross-like)
diagonal matrix. Its inverse M = (IBB E − HBB)−1 is
still a twofold cross-like diagonal matrix and the product
HABMHBA is diagonal again.
Similar results are obtained by employing the Lowdin
perturbation theory to account for the action of
{|u2〉, |u3〉, |u5〉, |u6〉} on the Hamiltonian expanded in
the {|u1〉, |u4〉} basis set.
A multi-band Hamiltonian is needed to enable strong in-
teraction between two states corresponding to the basis
i and j despite Hij = 0. One of the simpler Hamilto-
nians illustrating this point would involve the basis set
{|u1〉, |u2〉, |u3〉}:
 F 0 ∆10 F ′ ∆2
∆1 δ2 X
 . (A3)
|u1〉 − |u3〉 mixing occurs at first order, c(1)13 = H31∆E13 ,
while |u1〉− |u2〉 interaction holds at second order, c(2)12 =
H23H31
∆E12∆E13
= c
(1)
13
H23
∆E12
= ∆2F−F ′ . However, for a small
Zeeman splitting |F − F ′|  ∆2. Then, c(1)13  c(2)12 .
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