Introduction
This paper presents a numerical multiscale modelling strategy for fracturing heterogeneous materials. Physical multiscale analysis aims to predict the macroscopic constitutive behaviour of materials with heterogeneous microstructures. Such techniques not only determine macroscopic "effective" continuum material properties but also provide understanding of the relationship between microstructural phenomena and the overall macroscopic behaviour. Computational approaches (e.g. Suquet [8] , Miehe [27] , Kouznetsova [5] ) typically utilize nested multi-level finite element analyses with discretisation at both the microscale and macroscale -so-called computational homogenization. A fundamental restriction of these techniques is a clear separation of scales, such that the characteristic length of a representative volume element (RVE) is sufficiently small compared to the macrostructural characteristic length.
Clear separation of scales permits the assumption of uniformity of the macroscopic strain field across the microstructure, as adopted in first-order homogenization schemes. In cases where the existence of an RVE necessitates a less well defined separation of scales, the assumption of uniform strains may be inappropriate in some situations, e.g. strain localization, boundary layers, etc. Second-order schemes have been proposed to overcome such short-comings [5, 16, 12] , whereby the macroscopic material behaviour is described using a higher-order continuum theory (e.g. strain gradient, Cosserat, micropolar). In such cases the material response at a macroscopic point also depends on the response in the neighbourhood of that point, thereby introducing a material length scale into the macroscopic constitutive model, and enables geometrical size effects to be captured.
Material softening or fracturing lead to an evolving microstructure which makes it impossible to define a priori the size of the RVE. Once strains start to localise or fractures coalesce, material instability occurs, scale separation is no longer possible, the RVE becomes undefined and it is not possible to use scale-transition homogenization techniques. In Belytschko et al. [7] , a modelling approach to overcome material instability in a multiscale setting has been presented in which discontinuities are removed from the fine-scale model and introduced directly into the coarse-scale model. Gitman [10] presents the coupled volume approach where the concept of an RVE associated with a coarse-scale material point is abandoned; instead a coarse-scale element is uniquely linked with a fine-scale cell. Markovic and Ibrahimbegovic [35] reported a similar strategy. Miehe and Bayreuther [2] presented unifying computational procedures for the analysis of heterogeneous materials in the extremes of scale separation and in particular a multi-grid solution strategy (referred to as numerical multiscale) for situations without scale separation. This approach was inspired by the formulations, and in particular the scale transition techniques, of computational homogenization.
Here Miehe and Bayreuther's numerical multiscale solution strategy is extended for the case of softening or fracturing materials. An efficient two-grid (fine and coarse mesh) preconditioner for Krylov iterative solvers is constructed and derivation of the homogenization-based projection operators is fully described. Although the approach presented has application to a broad range of materials, the focus of attention is concrete material at the level of observation below the macroscale (so-called meso-level (1-10cm)), identifying individual aggregates embedded in a matrix, with a weak interfacial transition zone. The analysis of fracturing heterogeneous materials requires a robust solution strategy for tracing the unstable equilibrium path. Thus the preconditioned iterative solver is embedded in a constrained Newton method with local arclength control and line searches.
In this paper, the cohesive crack methodology is utilized together with HybridTreffz stress elements [13] for the fine mesh that fully resolves the heterogenous structure and this is briefly discussed in Section 2. Next, the overall solution strategy for fracturing heterogeneous materials is discussed, before describing in detail the proposed two-grid preconditioner and in particular the construction of the homogenizationbased projection operators in Section 5. Section 6 demonstrates the performance of the proposed model with some numerical examples and investigates the use of both C 0 -continuous and C 1 -continuous elements for the coarse mesh.
Fine-scale framework for fracturing heterogeneous materials
The analysis of fracturing heterogeneous materials necessitates full resolution of the fine-scale structure, that evolves during mechanical loading. This requires a robust model for cohesive cracking, where multiple cracks, crack branching and crack coalescence are the norm and where different constitutive models are required for the various phases of matrix, inclusions and interface. A hybrid-Trefftz stress (HTS) formulation is adopted, the detailed description of which can be found in [3, 1] and in [13] for the extension to heterogeneous quasi-brittle materials. Displacement discontinuities are restricted to element interfaces and the material response within each element is assumed to be hyperelastic. Such an approach is deemed realistic [18] , and can be justified by the observation of fracturing phenomena, for which localization occurs and material unloads in the vicinity of the crack. Unstructured fine-scale meshes are adopted in order to reduce the influence of the mesh on fracture propagation. Furthermore, for heterogenous materials, the finite element mesh size is significantly constrained by the size and spacing of the inclusions. It has been shown that for the type of problem considered here, the results are mesh objective [13] .
The HTS finite element formulation is characterised by the approximation of stresses within the domain of the element and by the fact that the stiffness can be expressed via a boundary, rather than domain, integral. Thus, compared to their classical FEM counterpart, HTS elements exhibit faster convergence of the stress fields. Furthermore, the displacements are approximated on element boundaries and the displacement basis is defined independently on each element interface. Consequently, the overall bandwidth of the stiffness matrix is very small and computationally efficient to solve.
Discretization and boundary value problem for cohesive crack methodology
Consider the domain Ω e of the solid body occupied by a quasi-brittle material that has a boundary Γ = Γ σ ∪ Γ u and crack interfaces Γ int , where Γ σ ∩ Γ u = Ø and Γ ∩ Γ int = Ø. Given boundary displacements u on Γ u and boundary tractions t on Γ σ , the static mechanical problem is mathematically defined as finding σ σ σ, ε ε ε and u given the governing relations: 
where L is a differential operator, N is the unit normal to the domain boundary, C is the stiffness matrix for the bulk material and D(g,κ κ κ) is the interface stiffness, expressed as a function of the displacement jump g and history variable κ κ κ. All equations are expressed in Voigt's notation. For simplicity, body forces are omitted from the formulation.
The bulk response of material is described by stress and displacement fields which are approximated by means of a Hybrid-Trefftz approximation. The stress field within an element is approximated directly as:
where S v is a matrix of field approximation functions and v is the unknown vector of generalised stress degrees of freedom. In Equation (7), the stress approximation field is chosen so as to automatically satisfy equilibrium:
In order to retain the independence of the descriptions of kinematics and statics, an additional and independent approximation of displacements u Γ on the traction boundary Γ σ of the element is introduced:
Thus, the primary unknowns are the stress degrees of freedom v within the element and the displacement degrees of freedom on the element boundary q. However, the stress degrees of freedom are eliminated from the global system of equations by application of static condensation at the element level.
The cohesive crack model on the element interfaces adopted here assumes that all inelastic deformation in the vicinity of a crack is concentrated onto a line and expressed in terms of tractions and displacements [28] . In order not to over-complicate the formulation, a straightforward material model for cohesive failure in two-dimensions is adopted. The model response depends on three material parameters: tensile strength f t , fracture energy G f and α which assigns different weights to the shear and normal opening displacements. As such, a discontinuity (i.e. displacement jump) is introduced when the effective tractiont on an element face exceeds the tensile strength of the material; the subsequent traction transferred across the interface is dependent on the magnitude of the displacement jump. A bilinear softening law is adopted, Figure 2 .
Full details of the Hybrid-Trefftz stress element formulation for modelling cohesive cracking in heterogeneous materials is described in [13] . The current paper focuses on the solution strategy for this class of problem. Figure 2 : Bilinear softening law.
Solution strategy for fracturing heterogeneous materials
The analysis of fracturing heterogeneous materials represents a significant computational challenge. First, tracing the unstable equilibrium path, including overcoming critical stability points, requires a robust solution scheme. Second, the full resolution of the heterogeneous fine-scale structure results in a large system of algebraic equations that needs to be solved efficiently. This section will initially discuss a Newton's method with local arc-length control and line searches for tracing the nonlinear response before going on to present a numerical multi-scale preconditioner for Krylov solvers that is specifically designed for this application.
Constrained Newton-multigrid algorithm
For each load step s, the equilibrium equation can be expressed as
where q are the displacement degrees of freedom, λ is the load parameter, f ext and f int are the external and internal forces, and r is the vector out-of-balance forces. In order to trace the dissipative load-displacement path, an arc-length scheme is adopted, detailed later, which is based on the introduction of a control function ∆b for each load increment, which only depends on the displacements q [6] . The corresponding constraint equation is written as:
where ∆l represents the increment length for the current load step, the magnitude of which is computed via an automatic incremental procedure described later.
The equilibrium and constraint equations together form a nonlinear system of equations that is solved using Newton's method in combination with an efficient iterative solver [2] for the associated linear system of equations. Linearization of (10) results in:
Kδq − pδλ = r (12) where K = −∂ q r is the tangent stiffness matrix, p = ∂ λ f ext is the vector of externally applied reference loads.
Since it is assumed that function ∆b(q) remains unchanged during each load step [6] , ∆b in Equation (11) can be expressed as
where ∆q is the displacement increment for step s and δq is the iterative change in displacement for iteration m. For automated load control, the increment length must be adapted as the analysis proceeds in order to take account of the changing degree of convergence. A simple approach is adopted here based on the ratio of the actual number of iterations required for convergence of the previous increment I s and the desired optimum number of iterations I d as follows [6, 20] :
Algorithm 1 Call Line Search (δq, ∆q, q) ⇒ η
13:
Update ∆q = ∆q + ηδq, ∆λ = ∆λ + ηδλ 14: else 15: Update q = q + ∆q, λ = λ + ∆λ and history variables 16: if Set of active cracks unchanged then 17: Next increment, go to 1 18: end if 19: end if 20 : m = m + 1 21: go to 2 Details of a single Newton increment of the solution process are given in Algorithm (1). This procedure is relatively standard and does not require detailed discussion, however some of the salient points are described here. The parameter tol r1 represents the convergence tolerance for the Newton iterations (typically ×10 −5 ). Line 6 refers to the update of the preconditioner which will be discussed in the next section. Where cracks initiate at the interface between two elements, as defined by the constitutive law, the degrees of freedom (DOF's) are duplicated. Due to the likelihood of cracks developing in the weak interfacial transition zone, duplicate DOF's are included from the beginning of the analysis and displacement continuity enforced. It can be noted that for stability of the algorithm, the set of active cracks is only updated once equilibrium is achieved (within a loose tolerance defined by β). Overall convergence is achieved once both equilibrium is satisfied and the set of active cracks is not changing.
Local arc-length control
The concept of local arc-length control with line searches was presented in [6] for delamination analysis. In this paper this approach is adapted to the analysis of fracturing heterogeneous materials. The basic idea of local arc-length control is to restrict attention to those DOF's associated with the active process zone and thereby control the dissipative evolution of the structure.
The arc-length vector b in (13) is a function of the displacement jumps at the integration points along element interfaces. These are collected together in δ δ δ as:
where g i is the displacement jump in the normal direction to the face, at integration point i. Only active cracks are included, i.e. ∆g i > 0 in the previous increment. A critical value, g c i , is associated with each component of δ δ δ, and is chosen to be the displacement jump associated with the change in slope of the adopted interface bilinear softening curve (see Figure 2 ). The magnitude of this value will vary for different phases of the composite material.
The constraint equation is now written as a function of displacement jumps:
For the first increment s = 1, all points are assumed undamaged and a dummy constraint equation is created by setting δ s−1 i = 0. Although local arc-length control has proven to be generally effective, the procedure is still found to be unstable in some specific situations, typically related to overcoming sharp limit points and non-smooth nonlinearities [6] . Line searches have been shown to provide an effective remedy [6] and is adopted here. A detailed description of line search techniques can be found in [6] , amongst others.
GMRES and preconditioner for linearized problem
The linearized problem (12) and Equation (11) can be expressed together in matrix form as:
where δ has been omitted from δq and δλ for simplicity. In condensed form, the above equation can be rewritten as:Kq
Preconditioner and projection operators
Solution to this system of equations is found using a Generalized Minimum Residual Method (GMRES) solver that is based on an oblique projection process onto the Krylov subspace and minimization of the residual over all vectors in the Krylov subspace. Although the GMRES method and other Krylov subspace methods are well founded theoretically, they suffer from slow convergence for problems of the type discussed in this paper. Since the rate of convergence of a Krylov projection method is strongly dependent on its spectrum, preconditioning can accelerate the convergence rate by altering that spectrum.
Preconditioning can be applied to the system described by Equation (19) [21, 24] as follows:
where M L and M R indicate "left" and "right" preconditioning matrices respectively. In this paper, attention is restricted to left preconditioning, i.e. M R = I & M = M L , although other possibilities can be investigated in future work. The straightforward application of GMRES to the linear system (20) with left preconditioning is presented in Algorithm (2) [24] .
Algorithm 2 GMRES with left preconditioner
Call Preconditioner ⇒ŵ = M −1Kv j 5:
end for 9: Computeĥ j+1,i = |ŵ| andv j+1 =ŵ/ĥ j+1,i 10: end for (2) utilises the Gram-Schmidt process for vector othogonolization implemented in PETSc [21, 22, 23] . All residual norms that are computed by the algorithm correspond to the preconditioned residuals. However, for checking the convergence of the presented approach, the original (unpreconditioned) residuals have to be computed explicitly.
An important feature of this solution strategy is that the convergence tolerance tol r2 is dynamic and ensures that the GMRES algorithm does not converge to an unnecessarily small tolerance while the Newton iterations are still far from equilibrium, thereby representing an important speed-up with respect to direct solvers.
Two-grid preconditioner
Iterative solvers exhibit a smoothing property, whereby the short-wave modes of the solution error are eliminated effectively during the iteration process. Conversely, the long-wave modes are damped very slowly. However, these long-wave modes appear relatively higher in frequency when projected onto coarser meshes. Thus, a multi-grid preconditioning strategy utilises coarser meshes for fast smoothing of the long-wave modes of the error. Typically, a hierarchy of coarse meshes would be used, although here we restrict ourselves to just two meshes -fine and coarse.
In order to smooth the long wave component of the error, the fine mesh residual is restricted onto a coarser mesh using a projection matrix R as:
where the superscript f has been added to indicate the fine mesh and c indicates the coarse mesh. Next, the following system of equations associated with the coarse mesh are solved in order to determine the coarse mesh solution:
The construction of the stiffness matrix K c on the course mesh will be discussed in the next section. Typically, since the size of the coarse mesh system of equations is significantly smaller than that of the fine mesh, the coarse mesh solution can be computed using a direct solver. The coarse mesh correction is then prolongated back to the fine mesh using the projection P as:
where the load factor is determined as:
and q λ stands for:
These steps are presented in Algorithm (3). The algorithm also includes pre-(Spre) and post-smoothing (Spost) in order to reduce the contribution of the fine mesh residual. The purpose of this relaxation process is not to reduce the overall solution error, but smooth it out so that it can be well approximated by functions on the coarse mesh. This is achieved by removing high frequency errors, which exhibit local variations in the solution, with a straightforward relaxation method such as Gauss-Seidel [25] .
A standard method to parallelize Gauss-Seidel on an unstructured mesh is to colour the matrix graph so that adjacent nodes have different colours. Having done so, all nodes of a given color within one convergence iteration can be executed in parallel. For classical FEM, the main problem is the potentially large number of colors leading to large inter-process communication. However, for the HTS elements, displacement degrees of freedom are associated with element faces, which reduces the number of neighbours to 3 for a 2D mesh of triangles and 4 for a 3d mesh of tetrahedrals. An appropriate algorithm for parallelized Gauss-Seidel with colors can be found in [25, 24, 26] . The coloured version of Gauss-Seidel is implemented by the authors and used for all numerical analyses presented in this paper. Alternatives for classical displacementbased FEM can be found in [26] .
Before Algorithm (3) is initiated the coarse mesh tangent matrix K c , q λ and the projection matrices are computed. The tangent matrix is factorized in order to make the iterations more efficient. In subsequent sections we focus on the key issue of deriving the coarse-to-fine projection operator P, fine-to-coarse projection operator R and coarse stiffness matrix K c .
Construction of homogenization based transfer projection operators
The two-grid preconditioner utilises a coarse mesh in addition to the fine mesh. A patch of fine mesh elements, which fully resolves the fine-scale heterogeneities, is associated with a single coarse mesh element, see Figure 3 . The two-grid preconditioner, used in Algorithm (3), can be expressed in explicit form as:
The construction of the homogenization-based coarse mesh stiffness matrix K c is described later. Attention is currently focused on derivation of the projection operators based on a decomposition of the fine-scale displacements into long-wave and shortwave contributions by the additive split:
The long-wave contribution of the fine-scale displacements are associated with the homogeneous contribution of the coarse mesh approximation and determined from interpolation of the coarse-grid displacements. The short-wave displacements represent fluctuations due to the fine-scale heterogeneous structure of the patch, e.g. inclusions and deformation induced cracks. Long-and short-wave contributions to the fine mesh approximation of displacements are obtained by prolongation of the coarse mesh displacements q c q f = Pq c and q f = Pq c .
As a consequence, the prolongation operator in (26) is decomposed into long-wave P and short-wave fluctuation P components as:
This decomposition is also described in Figure 3 . With the coarse-to-fine mesh projection operator at hand, the fine-to-coarse mesh projection operator R in Algorithm 3, is defined as In constructing the projection operators, small displacements and small strains are assumed.
Long-wave component of projection operator
The long-wave coarse-to-fine mesh prolongation operator P relates the displacement field in a coarse mesh element to the displacement field in the corresponding patch of fine mesh elements and is computed from interpolation of the displacement field on the coarse mesh. With 2D classical displacement type finite elements for both fine and coarse meshes, P is evaluated as [2] :
where N c i (x i ) is a coarse mesh element shape function computed at position x i on the fine mesh, n c is the number of nodes for a coarse mesh element and n f is the number of nodes comprising the corresponding fine mesh patch. However, in this particular implementation two different discretization methods are used, i.e. displacement type finite elements and hybrid-Trefftz stress elements for the coarse and fine mesh problems, respectively. For such problem, the generalized projection operator, relating coarse mesh nodal degrees of freedom with those on the faces of the corresponding fine mesh patch is given by
where matrix function A (. . . ) depends on the fine mesh face approximation functions adopted and relates the interpolated coarse mesh nodal displacements with the fine mesh face displacements of the fine mesh patch such that the following equalities are fulfilled for all position vectors
In a classical geometric multi-grid strategy, this long-wave projection operator associated with the homogeneous part of the deformation represents the only component of the total projection operator, i.e. P = P. However, following the approach in [2] , the long-wave projection operator is augmented by a short-wave component associated with the the fine-scale heterogeneities.
Short-wave component of projection operator
The short-wave component of the projection operator, P, reflects the influence of the heterogeneous nature of the fine mesh patch of elements corresponding to a single coarse-scale element. Following [2] , this contribution can be formulated using the scale transition techniques for computational homogenization. A truncated Taylor series expansion of the displacement vector about the geometric centre of the coarse mesh element, using Voigt notation, yields:
where u 0 is the displacement vector at the geometric centre of the coarse mesh element, ε ε ε is the strain state at element centre, w(x) is the displacement fluctuation over the fine mesh patch and X is a matrix of relative position coordinates:
Rearranging (34) yields an expression for the displacement fluctuation:
Relating the displacement fluctuation to the coarse element degrees of freedom q c yields, after HTS discretization (9), the short-wave component of the projection operator is introduced as
Similarly,
Substitution of (37) and (38) into (36) yields
where the short-wave component of the projection operator is:
The homogeneous component of this projection operator, P hom , associated with coarse mesh deformations, simply takes the form:
where X i is evaluated at the fine mesh nodes and the approximation projection function
A is the same function as used in (32) . Note that A is the identity function if classical Lagrange shape functions are used for interpolation of displacements on the fine mesh. B c is the coarse mesh strain-displacement matrix. The fluctuation component of the short-wave projection operator, P ave , is determined by solution of a boundary value problem (BVP), whereby deformation of the fine mesh patch is enforced, via appropriate boundary conditions, according to a given coarse element average strain. The boundary conditions for the fine mesh patch must satisfy:
where n is the normal vector to the coarse element boundary domain ∂Ω c . It can be shown, that such boundary conditions represent a minimal condition that fulfill the HillMandel theorem, e.g. see [12, 5, 2] . Given the HTS discretization of displacements (9) and the expression for the displacement fluctuation (36) , the constraint equation (42) is expressed as:
where C is a constraint matrix given by
and D as
The terms of matrix H reflects the specific nature of the boundary conditions used, i.e. linear deformation or uniform traction. It is worth noting that since the proposed formulation is not restricted to regular meshes at either the coarse or fine scales and given that unstructured triangular meshes are typically preferred, periodic boundary conditions are not considered as an option. The influence of the type of boundary condition will be investigated with numerical examples in the next section. Each term in matrix H can be interpreted as an admissible distribution of nodal traction forces on the boundary of the elements patch. Details on the construction of H can be found in [12] . The solution of the discretized BVP for the fine-scale patch of elements can be expressed as a constrained quadratic problem. A common method to solve such a problem is to introduce Lagrange multipliers. However, such an approach increases the number of unknowns and alters the character of the system matrix (to an indefinite saddle point problem). Moreover, the numerical solution of Euler's conditions for the stationary point of the Lagrangian is rather inefficient and therefore not suitable for solving computationally complex multiscale problems where the constrained quadratic problem has to be solved for every integration point. Alternative numerical techniques include the penalty method or Uzawa method [36] . However, in order to express the short wave projection operator in closed-form, the approach taken in [12] is briefly presented, where the work of Ainsworth [29] is applied. The fine-scale BVP is can be expressed as:
where λ λ λ are the Lagrange multipliers. Following [29] , the following matrices are defined:
Matrix Q projects the fine mesh stiffness matrix K f onto a sub-space that is orthogonal to that of the constraints expressed by C T C. Solution for q f is then given as:
(49) and
andf, expressed in terms of the coarse element displacement degrees of freedom, is:
Thus, Equations (49) & (52) provide an expression for P ave as:
Recall that P hom is subtracted from P ave to give P, which is then added to P to yield the projection operator P = P + ( P ave − P hom ).
Construction of coarse element stiffness matrix
The coarse scale element stiffness is computed from averaging of the evolving finescale stiffness and represents a coupled-volume approach [10] . For computation of the coarse element stifness K c , it is convenient to re-write (53) in terms of the coarse element strain, rather than degrees of freedom, as:
To determine the coarse element stress-strain relationship, the average stress can be expressed in terms of the Lagrange multipliers [12] as
where the final expression has been arrived at by substitution of λ λ λ from Equation (50) and V is the coarse element volume. Inserting (54) into the above, the coarse element stress-strain relationship is obtained:
Update of projection operators
At the beginning of an analysis, all coarse mesh element stiffness matrices and projection operators are computed from the derivations above. For all coarse elements for which the response is elastic, the material stiffness matrix and projection operators remain unchanged and are stored in distributed memory of parallel processors. When localization at the fine-scale takes place, it is observed that material non-linearities only occur in the vicinity of the crack bands; taking advantage of this knowledge, only those coarse element stiffness matrices and projection operators associated with cracking in the respective fine-scale patches are updated. A set of coarse elements to be updated are determined by the following criteria:
1. softening takes place at the integration points of the fine mesh patch in the previous Newton iteration;
2. one or more integration points of the fine mesh patch change regime from softening to unloading in the previous Newton iteration.
This strategy makes computations of the preconditioner very efficient, since, for each load-step, updates are only made for a limited number of coarse mesh elements. We also note that computations for the fine mesh patches do not need inter-processor computations, which is efficient for parallel implementation.
Generalization to second-order continuum
For problems involving softening and fracturing of materials, there is potential for improvement of the preconditioner by enhancing the coarse mesh displacement field approximation space and thereby introducing higher-order deformation modes in the computation of P ave . A similar strategy of taking account of higher order deformation modes is applied in [11] . Therefore, a natural extension of the first-order two-grid preconditioner, described in this section, can be achieved by taking into account second-order strain measures in the spirit of the second-order homogenization method [5, 12] . Such an enhancement improves numerical efficiency of the preconditioner, which is manifested by faster convergence of the Newton method with Krylov iterative solver. This will be demonstrated with numerical examples in the next section.
A second-order scheme is realized by developing the fine-grid displacements with a Taylor series expansion and truncated after the second-order term
where η η η = ∂ xx u is a second-order strain measure. Detailed description of secondorder computational homogenization can be found in [12] , here we limit ourselves to the salient equations required for extension of the first-order scheme developed in the previous sections. 
and G c is the coarse element second-order equivalent of B c . The homogeneous part of the projection operator has the form
where X i and Z i are evaluated at the fine mesh nodes. The boundary conditions for the fine mesh patch, in addition to Equation (42), are given by
This equation enforces deformation of the fine mesh patch according to the average coarse mesh second-order strain η η η. Following discretization of the fine mesh displacements, the boundary conditions (42) and (61) are expressed in a modified constraint equation (compare with (43)):
where
With this enhanced constraint equation (62) the second-order fluctuation part of the short-wave contribution to the coarse-to-fine mesh operator P ave can be constructed in a similar manner to the first-order scheme in section (??). In order to keep the coarse mesh problem as simple and efficient as possible for practical implementation, the formulation is restricted to the antisymmetric part of η η η. Thus, in 2D, there are two bending modes in addition to the simple first-order deformation modes, as depicted in Figure 4 .
Significantly, this second-order approach leads to a strain-gradient continuum, requiring C 1 -continuous displacements. A common approach for such problems is to 
Numerical examples
Two numerical examples are presented to demonstrate the performance of the proposed numerical homogenization two-grid solution strategy. Readers are directed to [2] for a study of the efficiency of first-order multi-grid strategy (i.e. more than two hierarchical grids) for elastic and hardening plasticity materials and their superiority over the local Schur complement method.
In the first example, numerical convergence and efficiency of the first and secondorder schemes are investigated with focus on elastic heterogeneous materials. In the second example, performance of the solution strategy is investigated for fracturing heterogenous materials.
Elastic heterogeneous specimen with a hole
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heterogeneities are obtained by imposition of a specific density function at the center of each fine mesh element. Each fine mesh consists of 449,464 displacement degrees of freedom and 896,520 stress degrees of freedom. The material for all constituents is assumed to be elastic. The stiff elastic inclusion has an elastic modulus E hard = 214.9MPa and Poisson's ratio ν = 0.34. The soft elastic matrix has E soft = E hard /100 and ν = 0.34.
For each microstructure, four analyses are considered (Table 1 ) in order to investigate the difference between first and second-order schemes and the influence of the type of boundary conditions utilised in computing the projection operator. The coarse mesh comprises constant strain triangular (CST) elements with 1959 nodes for the first-order scheme and C 1 -continuous triangles (see Appendix 0.7) for the second-order scheme. The stress distribution σ x is shown in Figure 6 for each microstructure. Despite a strong heterogeneous distribution of stiffness, all the analyses show good convergence, see Figure 7 , although the second-order scheme is fastest. Moreover, the use of displacement boundary conditions leads to better convergence compared to traction boundary conditions. When using the traction boundary conditions, displacement fluctuations do not vanish locally on the boundary of the fine mesh patches and this results in a mismatch of fluctuations on common edges. Averaging of this difference leads to residual forces and the resulting displacement errors are the cause of slower convergence. On the contrary, with displacement boundary conditions, a zero fluctuation field is enforced 'a priori' on the patch boundary.
All analyses have been run on a parallel computer, up to a maximum of 128 processors. Speed-up is shown in Figure 8 and it can be observed that efficiency deteriorates with increasing number of processors due to the increasing proportion of time spent on non-parallelized aspects of the algorithm. In the current implementation the coarse mesh stiffness matrix factorization and solution on each cycle is computed on a single processor and is the main reason for loss of efficiency on a large numbers of processors. Moreover, this shortcoming explains the differences in parallel efficiency between the first and second-order schemes, where the latter comprises a larger number of coarse mesh degrees of freedom, see Table 1 .
The longer computational times noted for the traction boundary conditions are not only the result of a larger number of iterations. In addition, the imposition of traction boundary conditions result in multi-point constraints which cause larger fill-in of factorized element stiffness matrices, resulting in greater computational effort. 
Tensile fracture of dog-bone specimens
The fracture of dog-bone concrete specimens subject to tensile loading is analysed in order to demonstrate the performance of the proposed numerical homogenization strategy for relatively large-scale problems and fracturing heterogeneous materials. Details about geometry, boundary conditions, aggregate size distribution, material model and parameters can be found in [4] . In Figure 9 , a simplified geometry for the specimens is presented. Three sizes of dog-bone samples are considered, D = 50mm, D = 100mm and D = 200mm. Each sample size has a meso-structure generated with the same aggregates size distribution. Specific details of the aggregate structure can be found in Appendix B of [4] and in [31] .
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Final remarks
This paper presents a modelling strategy for simulating the behaviour of fracturing heterogeneous materials such as concrete where the fine-scale heterogeneities are fully resolved. The fine-scale is modelled using hybrid-Trefftz stress elements, where cracks are restricted to element interfaces. This represents an efficient framework for modelling propagating cohesive cracking. The very large nonlinear system of algebraic equations that emerges from this fine scale resolution requires an efficient iterative solver with a preconditioner that is appropriate for fracturing heterogeneous materials. A significant extension to the work of Miehe and Bayreuther (Miehe 2007 ) has been proposed that constructs a preconditioner using a two-grid strategy that utilizes the scale transition techniques derived for computational homogenization. Both displacement and traction boundary conditions are considered in construction of the projection operators for both first and second-order schemes. The proposed two-grid strategy has been demonstrated for both elastic and fracturing heterogeneous materials, illustrating both the convergence properties of the proposed scheme and efficiency of the parallel implementation. The use of the preconditioned GMRES Krylov iterative method with dynamic tolerance in combination with a constrained Newton method with local arclength control and line searches represents a robust and efficient simulation framework.
The extension of the solution strategy to 3D is relatively straightforward and will be the subject of a future paper. isoparametric quadrilateral element (QU34L4). Such an element is stable and found to work well for nearly incompressible solids. However, this is not guaranteed for triangular (2D) and tetrahedral (3D) elements. Here an alternative approach is adopted based on an efficient triangular plate element with C 1 -continuity [34] . This element is modified for strain gradient continua and can easily be extended to 3D.
After [34] , a triangular domain Ω e is defined by three nodes - Figure 13 . The displacement function u(Ω e ) is required to vary at least quadratically along each edge, yielding linear or higher order polynomials for the first derivatives of displacement. Displacements and gradient of displacements along an edge cannot be influenced by displacements of the opposite node, in order to establish a conformal C 1 -continuous finite element.
To determine the displacements and displacement gradients at point p, three fictitious lines L i , L j and L k are defined that intersect at p and lie parallel to the edges E i , E j and E k . Focussing on line L j , to compute the displacements and displacement gradients at points A ji and A jk , first the nodal displacement gradient degrees of freedom are mapped to the normal and tangential slopes of edges E i and E k . Next a linear Lagrange interpolation of the normal gradient ∂ n u, cubic Hermite interpolation of displacements u and quadratic Hermite interpolation of the transverse gradient ∂ s u are applied. The values determined at A ji and A jk are then interpolated in the same way along the imaginary line L j . Finally, the weighted average of the values on each of the intersecting imaginary lines L i , L j and L k at point p are determined from the normalized coordinates of point p. It is worth noting that generalization of this procedure to 3D is straightforward by first interpolating the nodal degrees of freedom on each face of the tetrahedral element.
The stress-strain relationship can be expressed as (restricted here to linear elasticity without loss of generality) where material stiffness operators C 1 -C 4 are computed as a second-order extension [5] to the first-order formulation presented in Section 0.5.
In order to calculate the coarse-scale stiffness matrix for the C 1 -continuous finite element, an appropriate integration scheme should be adopted. However, determining the strain gradient at the integration points is a non-trivial task. Instead, the element's average strain and strain gradient are computed and used with a single point integration rule. The element average strain and strain gradient can be defined by boundary integrals as ε ε ε el = 1 2 which are determined using numerical integration. However, the resulting stiffness matrix is rank deficient due to the single point integration rule adopted and this leads to pathological zero energy deformation modes. To overcome this problem, a stabilization matrix is proposed that is energetically orthogonal to K c .
The strain field in the element is given by ε ε ε = 1 2 ∇u + (∇u) T .
(A-8)
The homogeneous part of this strain can be determined in terms of the element average strain and strain gradient ε ε ε hom = ε ε ε el + x ·η η η el (A-9) Thus, the "stabilizing" strain can be defined as ε ε ε stab = ε ε ε − ε ε ε hom = (B − B el )q c = B stab q c (A-10)
where B and B el are matrices relating the strains to nodal degrees of freedom for the strain and average strain respectively. A-10 is then used to construct the stabilization matrix as
Thus, the coarse-scale system of equations are written as -12) where ρ = 1 is a stabilization parameter used in all simulations.
