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We present numerical measurements of the power spectrum response function of the gravitational
growth of cosmic structures, defined as the functional derivative of the nonlinear spectrum with
respect to the linear counterpart, based on 1, 400 cosmological simulations. We develop a simple
analytical model based on a regularization of the standard perturbative calculation. Using the
model prediction, we show that this function gives a natural way to interpolate the nonlinear power
spectrum over cosmological parameter space from single or multi-step interpolations. We demon-
strate that once an accurate numerical spectrum template is available for one (or a small number of)
cosmological model(s), it doubles the range in k for which percent level accuracy can be obtained
even for large change in the cosmological parameters. The python package RESPRESSO we developed
to make those predictions is publicly available.
PACS numbers: 98.80.-k
I. INTRODUCTION
In light of ultimate future observational projects that
will map the cosmic web in detail over an unprecedent-
edly large cosmic volume, such as Euclid [1] or LSST [2],
theoretical model templates must be provided with ex-
treme accuracy that meets the statistical error level of the
observed data. Substantial theoretical efforts have been
made both with analytical and numerical approaches in
recent years.
One important aspect of such theoretical studies is the
ability to predict the dependence of the target statistics
on the cosmological parameters, not just a careful cali-
bration of the model prediction for one specific parameter
set. Since numerical simulations are generally more com-
putationally expensive, one often develops an analytical
model for the statistical quantity of interest based on the
perturbative expansion, and then use numerical simula-
tions only supplementary at a small number of parameter
sets to verify the accuracy of the analytical model. A pa-
rameter inference is then performed by confronting the
model with observational data after having the accuracy
under control by tests with simulations.
Alternatively, one might fully rely on simulations and
interpolate over the cosmological parameter space, either
by developing a fitting formula or by employing a non-
parametric machine-learning approaches. It has been
shown that halofit formula [3] provides a ∼ 5% level pre-
diction of the nonlinear power spectrum of the matter
density field after a careful calibration [4], and Gaus-
sian process can make a smooth and accurate interpola-
tion when combined with efficient sampling schemes (e.g.
[5–7]). However, the latter approach was supplemented
with analytical models on large scales, on which the sta-
tistical error-control is rather demanding. Furthermore,
simulation-based emulation gets more and more expen-
sive when one considers a higher dimensional parameter
space [8]. Thus analytical approaches are still important
and complementary to numerical techniques in this con-
text.
Very recently, the fundamental limitations of the per-
turbation theory (PT) treatment have been highlighted.
In particular, the Eulerian PT schemes developed so
far are based on the the continuity, Euler and Poisson
equations in an expanding Universe in the Newtonian
limit, which are derived from the cosmological Vlasov-
Poisson equation under the assumptions of irrotational
and single-stream flow. With this treatment, the stan-
dard PT solves the time evolution of the cosmic density
and velocity fields order by order (see [9] for a review).
The fundamental assumptions are, however, eventually
violated at late times on small scales where the cosmic
matter flow experiences shell crossings. One solid way to
account for the small-scale dynamics is to go back to a
fundamental description, i.e., the Vlasov-Poisson system,
and to develop a proper treatment beyond the shell cross-
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2ings [10]. Alternatively, effective field theory approaches
are developed to supplement the standard PT calculation
with non-perturbative corrections to match to simulation
measurements [11–14].
In this context, the response function has been intro-
duced recently in [15]. It describes how the large-scale
structure of the universe, seen as a system obeying an
intricate nonlinear evolution, is responding to a small
change in the initial conditions. The notion of response
function is transverse in physics and can be encountered
in a variety of systems. Here we focus on its use to the
density power spectrum which measures the amplitude
of the density fluctuations as a function of scale (or more
precisely of wavelength in a Fourier decomposition). The
latter is indeed identified as the key ingredient that can
be used to describe to a large extent the statistical prop-
erties of the cosmic field. The large-scale structure of
the universe can then be seen as a system that trans-
forms a linear density spectrum - the amplitude of the
density fluctuations when they are small - into a nonlin-
ear density spectrum. The theory we are then developing
consists in measuring and computing how the nonlinear
power spectrum in the final state is responding to a small
change in the initial density spectrum.
It was discussed in [15] that the apparent breakdown of
the perturbative predictions, such as the three-loop order
predictions of the standard PT shown in [16], is closely
related to the too strong response of large-scale modes
to small-scale modes, where the latter is in the strongly
nonlinear regime. This was further confirmed by the nu-
merical experiments in [17] based on an ensemble of sim-
ulations with slightly different linear power spectra [18].
Such mode transfer is observed to be strongly suppressed
in fully nonlinear numerical simulations. We need a way
to regularize such mode transfer to have a well-behaved
theory.
The first goal of this study is to perform a larger set of
cosmological simulations to study fine structures of the
response function. We discuss detailed mode-coupling
structure based on the simulation results and give it a
physical interpretation based on analytical calculations.
We propose a phenomenological model built from analyt-
ical results that smoothly interpolates the response func-
tion in different regimes, including the suppressed mode
transfer from small to large scales and that matches to
the simulation measurement.
Besides giving a direct insight to the mode-coupling
structure, the interest of such a function in more prac-
tical situations is at least two-fold: it allows to estimate
the nonlinear power spectrum for a model close enough
to another model for which the nonlinear spectrum is
known and it allows to estimate the covariance matrix
at one-loop order as shown in [19]. The final aim of
this study is to put forward the former possibility and
develop a code to realize this idea. Assisted by a well-
calibrated simulation template for a fiducial cosmolog-
ical model, it paves the way to give a quick and ac-
curate prediction of the cosmological-parameter depen-
dence to be reasonably implemented in the standard
Markov-chain Monte Carlo technique to constrain the
model parameters. The code we developed is available
as a python package, which we call RESPRESSO, and can
be found at http://www-utap.phys.s.u-tokyo.ac.jp/
~nishimichi/public_codes/respresso/index.html.
The paper is organized as follows. We first describe
our numerical experiments and discuss the features seen
in the measured response function in Section II. We then
give physical interpretations to the numerical results by
confronting with analytical models in different regimes in
Section III. A proposed model, that gives a good match
to the simulation data over different scales, is presented
there. We then apply the response function to recon-
struct the nonlinear power spectrum for different cosmo-
logical models starting from a well-calibrated simulation
template for a fiducial cosmological model in Section IV.
We finally conclude in Section V. We show a more de-
tailed derivation of the analytical response function in
Appendix A.
II. RESPONSE FUNCTION FROM N-BODY
SIMULATIONS
As we mentioned in Sec. I, the response function intro-
duced in [15] characterizes the nonlinear mode-coupling
between the Fourier modes through the nonlinear evolu-
tion of the large-scale structure. To be more precise, it
specifically quantifies the variation of the nonlinear power
spectrum at redshift z, δP (k; z), with respect to a small
initial disturbance added in the initial or linearly extrap-
olated power spectrum, δPlin(q; z), through
δP (k; z) =
∫
d ln q K(k, q; z) δPlin(q; z) (1)
The function K is the response function. One can alter-
natively write it as
K(k, q; z) = q
δ P (k; z)
δ Plin(q; z)
. (2)
In this section, we present updated numerical results of
response function based on a larger set of cosmologicalN -
body simulations. Following Ref. [17], the measurement
is performed on the density fields obtained from N -body
simulations using the discretized estimator:
Kˆi,jP
(j)
lin =
P
(i)
nl [P
(j)
lin,+]− P (i)nl [P (j)lin,−](
lnP
(j)
lin,+ − lnP (j)lin,−
)
∆q/q
, (3)
where the subscripts i and j stand for the wavenum-
ber bin in which the band-averaged power is measured.
We add either positive or negative perturbation to the
linear power spectrum Plin at the j-th bin to have the
spectra, P
(j)
lin,±. Following the previous study, we adopt
±1% of the original amplitude for these perturbed spec-
tra. We assume that the evolution of cosmic structures
3TABLE I. Cosmological parameters for our simulations. We show the number of particles per dimension N1/3, box size L
in h−1Mpc, the matter Ωm = 1 − ΩΛ and baryon Ωb density parameter, normalized Hubble parameter h, the amplitude of
the primordial scalar perturbation As/10
9 at the pivot scale k0 = 0.05Mpc
−1 and its tilt ns. We also show the number of
realizations and if or not we adopt the Angulo-Pontzen method to suppress the cosmic variance.
Name N1/3 box size Ωm Ωb h As ns realizations Angulo-Pontzen
low-res 512 1024 0.279 0.0461 0.701 2.19 0.960 1400 No.
PL15 2048 2048 0.316 0.0492 0.673 2.21 0.965 10 Yes.
WM3 2048 2048 0.234 0.0410 0.734 2.09 0.961 2 Yes.
WM5 2048 2048 0.279 0.0461 0.701 2.19 0.960 2 Yes.
low-ns 2048 2048 0.316 0.0492 0.673 2.29 0.915 2 Yes.
high-ns 2048 2048 0.316 0.0492 0.673 2.12 1.015 2 Yes.
EXT015 2048 2048 0.15 0.0492 0.673 14.74a 0.965 2 Yes.
EXT045 2048 2048 0.45 0.0492 0.673 0.71a 0.965 2 Yes.
a The normalization is chosen such that the combination σ8Ω0.5m equals to 0.4 to roughly match to the recent lensing observations[20–22].
is fully determined by the function Plin extrapolated to
the same epoch (i.e., we ignore the history-dependence of
the structure growth, but such effect might be important
on strongly nonlinear scales; see e.g., [23]). Then, the
resultant nonlinear power spectra in the numerator, P
(i)
nl
at the i-th wavenumber bin, are given as functionals of
the perturbed linear spectra, P
(j)
lin,±.
It is clear from Eq. (3) that we need (at least) two
simulations to measure the function K(k, q) at each q
bin. Thus, a large number of simulations are generally
required to determine the shape of this function in a
fine binning on q. High-resolution simulations with suf-
ficiently large volume, such as the one presented later
in Sec. IV B, are idealistic but we here limit ourselves
to the simulations with N = 5123 particles in periodic
cubes with the comoving size of Lbox = 1h
−1Gpc, and
the eventual accuracy of our procedure will be discussed
later with a smaller number of high-resolution simula-
tions in terms of the recovered nonlinear power spectra.
We set the bin width to be ∆q = 0.005hMpc−1 and
cover the wave mode range up to ∼ 1.5hMpc−1. We per-
form N -body simulations for all the 100 bins in the inter-
val of [0.005hMpc−1, 0.505hMpc−1), but we sample only
every 20 bins beyond q ∼ 0.5hMpc−1. This makes the
total number of sampled bins to be 110. For each of the
100 lower wavenumber bins, we perform 5 independent
random realizations with both positively and negatively
perturbed spectra, P
(j)
lin,±, while we create 20 realizations
for each of the coarsely sampled high wavenumber range
to reduce the statistical error. We indeed had to use a
larger number of realizations for the high-q data to ob-
tain a clear signal of the response function because of
the substantial suppression of response on small scales.
We eventually have 1, 400 simulations in total at our dis-
posal, counting all the simulations with positive and neg-
ative perturbations in the linear spectrum at different
wavenumber bins.
All these simulations assume a flat-ΛCDM cosmolog-
ical model with the parameters derived by five-year ob-
servation of WMAP [24]. We compute the linear matter
transfer function using the linear Boltzmann solver CAMB
[25]. We then give displacements and velocities to the
simulation particles located in a regular lattice based on
the second-order Lagrangian perturbation theory [26, 27]
implemented in a parallel code by [28, 29]. The initial
redshift is set to zin = 15. This corresponds to the time
when the rms displacement is ∼ 25% of the mean inter-
particle separation. A higher starting redshift does not
improve the convergence of the nonlinear power spectrum
for this set of simulations (compared to the higher reso-
lution simulations described later). This is because the
initial displacement of the particles become smaller for
a higher initial redshift, and the relative impact of the
artificial force arising from the grid pattern gets larger,
leading to a biased result in the linear growing mode
[30]. We employ Gadget2 [31] to simulate the subse-
quent gravitational evolution of the particle distribution.
The gravitational softening length is set to be 5% of the
mean inter-particle separation. Finally, we measure the
power spectra using a standard FFT-based method with
cloud-in-cell (CIC) density estimate on 10243 grid points.
The measured response function is shown in the lower
right panel of Fig. 1 at z = 3 (top) and z = 0.35 (bot-
tom). We show the absolute value of the combination
K(k, q)Plin(q)/q with the color-coded amplitude in log-
arithmic scale. At both redshifts, the K(k, q) function
is positive in the upper-left half region corresponding to
q < k. At q = k, it exhibits a peak structure, and then
the amplitude rapidly drops towards larger q (for a fixed
k) to cross zero. The zero crossing points thus appear in
a diagonal line slightly tilted to the q > k side. We also
show different analytical prescriptions for the function
K(k, q) in the other three panels. We leave a detailed
explanation for these prescriptions to the next section.
The behavior of the function K(k, q) at some fixed val-
ues of k is shown in Fig. 2. These k values correspond
to the locations of the horizontal dotted lines in Fig. 1.
Here, a positive (negative) value of K(k, q) is shown by
an upward (downward) triangle symbol with an error bar
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FIG. 1. Response function from different approaches at high (upper: z = 3) and low (lower: z = 0.35) redshifts. We show
standard perturbation theory (top left), RegPT (top right), our new regularized prescription (bottom left), all of which are
computed at the two-loop order, and the numerical simulations (bottom right). The horizontal dotted lines mark constant k
values along which we present the q-dependence of the function in Fig. 2.
(simulation data). The three analytical predictions are
overplotted by different lines. The overall trend of the
simulation data is accurately followed by the analytical
curves especially on low k at high redshifts including the
peak structure at k = q and the location of a change of
sign after the peak. At the other limit, any of the three
analytical models cannot explain the simulation data at
all on high k at low redshifts. In this strongly nonlin-
ear and non-perturbative regime, the function measured
from the simulations show rather simple structure with-
out a clear peak.
In what follows, we will focus mostly on the weakly
nonlinear regime where perturbative calculations work
well (k ∼ 0.3hMpc−1, in most cases). We will discuss
different features seen on different regime of wavenum-
ber q for k fixed in this regime in more detail. We will
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FIG. 2. Response function as a function of wavenumber q for various fixed k values and at different redshifts as indicated in the
panels. Simulation data are shown by triangles with error bars (upward triangles for positive values, and downward triangles
for negative values of K(k, q)). Different analytical predictions are also shown: standard perturbation theory (dotted), RegPT
(dashed) and a new hybrid model (25) proposed in this paper (solid). Data points are sparse on q > 0.5hMpc−1 simply because
of our simulation design.
investigate how well different analytical calculations ex-
plain these features exhibited in the simulation data. We
will also discuss briefly where such calculations eventu-
ally breakdown.
III. RESPONSE FUNCTION FROM
PERTURBATION THEORY
In this section, we present analytical calculations of the
response function based on perturbation theory (PT).
The results are confronted with the response function
measured from N -body simulations. As we will see be-
6low, the predictions made with the standard and re-
summed PT treatments do not perfectly match the simu-
lation results, but in several different regimes, they quan-
titatively explain the measured results of response func-
tion. We discuss the reasons for these, and then propose
a simple PT model that incorporates all the necessary
ingredients to quantitatively explain the overall trends
without introducing free parameters. In Sec. III A, we be-
gin by briefly reviewing the perturbation theory of large-
scale structure, focusing on two specific treatments. We
then present the analytic expression of response function
in Sec. III B. After a detailed comparison of PT predic-
tions with N -body simulations in Sec. III C, a simple PT
model is proposed in Sec. III D. We briefly discuss the
validity range of the model in Sec. III E.
A. Perturbation theory of large-scale structure
1. Standard PT (SPT)
The perturbation theory of large-scale structure pro-
vides a systematic way to analytically compute the statis-
tics of cosmic density and velocity fields beyond the linear
regime of gravitational evolution. Regarding the linear
density field as a small perturbed quantity, a systematic
calculation is made under the irrotational single-stream
flow approximation, and the resultant predictions are all
linked to the initial fields through the nonlinear mode-
coupling between different Fourier modes (see [9] for a
comprehensive review). For an adiabatic initial condi-
tion in the linear growing mode, an analytical expression
for the mass density field is obtained, and is summarized
in Fourier space as
δ(k, t) =
∑
n=1
δ(n)(k, t) ;
δ(n)(k, t) =
∫
d3q1 · · · d3qn
(2pi)3(n−1)
δD(k − q1···n)
× F (n)sym(q1, · · · , qn) δlin(q1, t) · · · δlin(qn, t)
(4)
with q1···n = q1+· · ·+qn. The function, F (n)sym, is the n-th
order PT kernel symmetrized over the arguments, which
characterizes the mode-coupling through the non-linear
evolution, and only the contributions from the fastest
growing mode are considered here. Then, the PT ker-
nels are analytically constructed based on the recursion
relation (e.g., [9, 32, 33]). Note that the time depen-
dence of the higher-order density fields (i.e., n ≥ 2) is
wholly encapsulated in the linear density field, δlin. In
what follows, we will omit the time dependence from the
argument, and follow the convention to evaluate all the
relevant variables at the epoch of interest.
We are especially interested in the late-time nonlinear
evolution of the density field, starting with tiny Gaussian
fluctuations, as we see in the N -body simulations. In the
standard PT, imposing the Gaussianity of linear den-
sity field, all the statistical quantities such as the power
spectrum and bispectrum are constructed with the PT
kernels, given the power spectrum of initial density field:
〈δlin(k)δlin(k′)〉 = (2pi)3δD(k + k′)Plin(k). (5)
The power spectrum of the nonlinear density field can
then be computed order-by-order, substituting Eq. (4)
into its definition:
〈δ(k)δ(k′)〉 = (2pi)3δD(k + k′)P (k). (6)
The resultant expression in the standard PT is summa-
rized as
P SPT(k) = Plin(k) + P
SPT
1-loop(k) + P
SPT
2-loop(k) + · · · , (7)
where the second and third terms in the right-hand side
correspond to the so-called one- and two-loop corrections,
respectively, and the explicit expressions are presented in
Appendix A [see Eqs. (A1) with (A2) and (A3)]. Below,
we will compute the power spectrum at two-loop, and
derive the expression for the response function up to the
corresponding order.
2. RegPT
As we will demonstrate below and partly shown al-
ready in Ref. [17], the standard PT prediction fails to
capture the whole complexity of the response function.
While this is partly related to the fact that the single-
stream treatment, as the basis of all the existing PT
formalisms, cannot properly deal with the small-scale
physics such as the formation and merger of halos, it
is to be noted that the standard PT itself is known to
have a bad convergence property, and it produces ill-
behaved higher-order corrections. One way to remedy
this is to reorganize the PT expansion by introducing
non-perturbative objects, expressed as partial infinite
sums of terms in the standard PT expansion. Since such
a treatment possesses a different mode-coupling struc-
ture, the prediction of the response function would be
improved to some extent.
As one of the alternatives to the standard PT ap-
proach, we consider the multi-point propagator expan-
sion proposed by Ref. [34], in which the multi-point prop-
agators are the building blocks of the expansion. They
are fully non-perturbative objects defined as the ensem-
ble average (over fluctuations in the medium) of the in-
finitesimal response of the evolved density field to a small
initial perturbation. More precisely, we can define the
(n + 1)-point propagator, Γ(n), through the functional
derivative as
1
n!
〈
δnδ(k)
δδlin(q1) . . . δδlin(qn)
〉
≡ 1
(2pi)3(n−1) δD(k − q1···n)
× Γ(n)(q1, . . . , qn). (8)
7In the standard PT treatment, the propagator, Γ(n), is
expanded into an infinite series starting with the leading-
order term, F
(n)
sym, and one systematically obtains the
higher-order corrections from the (n+ 2p)-th order den-
sity field with a positive integer p > 0 [35]:
Γ(n)(k1, · · · ,kn) = F (n)sym(k1, · · · ,kn) +
∞∑
p=1
Γ
(n)
p-loop(k1, · · · ,kn) ;
Γ
(n)
p-loop(k1, · · · ,kn) = c(n)m
∫
d3q1 · · · d3qp
(2pi)3p
F (n+2p)sym (q1,−q1, · · · , qp,−qp,k1, · · · ,kn)Plin(q1) · · ·Plin(qp). (9)
×
Γ
(n)
(k,p1,...,pn)=
= + +...
p1
pn
k
p1
pn
k
p1
pn
k
FIG. 3. Diagrammatic representation of the first two terms
of the multi-point propagator Γ(n) in the standard PT ex-
pansion. Γ(n) represents the average value of the emerging
nonlinear mode k given n initial modes in the linear regime.
Here we show the first two contributions: tree-level and one-
loop. Note that each object represents a collection of (topo-
logically) different diagrams: each black dot represents a set
of trees that connect respectively n+1 lines for the first term,
n+ 3 for the second.
Here, the coefficient c
(n)
m is given by 2m+nCn (2m − 1)!!
with 2m+nCn being the binomial coefficient. A diagram-
matic representation of this expansion can be found in
Fig. 3.
Taking advantage of these forms, it is then possible
to show explicitly that the power spectrum P (k) can
be expressed in terms of the multi-point propagators
Γ(n)(q1, . . . , qn) as,
P (k) =
∞∑
n=1
n!
∫
d3q1 . . . d
3qn
(2pi)3(n−1)
δD(k − q1···n)
×
{
Γ(n)(q1, . . . , qn)
}2
Plin(q1) · · ·Plin(qn).(10)
This is an important and nontrivial result presented in
Ref. [34] that shows how the perturbative series can be
reorganized.
In order to obtain an improved PT prediction with
Eq. (10), one has to develop a model of Γ(n) that has a
non-perturbative property. Indeed, such a property can
be exploited by taking the high-k limit at each order,
and then systematically summing up all the terms at this
limit. As a result, the multi-point propagators are shown
to behave as follows:
Γ(n)(k1, . . . ,kn)
k→∞−→ exp(−αk) Γ(n)tree(k1, . . . ,kn),
(11)
with the tree-level propagator Γ
(n)
tree identified with the
n-th order PT kernel, F
(n)
sym. Here, the quantity αk is
defined by
αk =
1
2
k2σ2d ; σ
2
d =
∫
dq
6pi2
Plin(q), (12)
where k = |k1 + · · ·+ kn|, and σd is the one-dimensional
root mean square of the linear displacement field. Note
that this resummation is a priori valid when incoming
modes are all large. We consider a k-dependent cutoff to
perform the integral for σd to have a better match with
simulations as advocated in Ref. [35].
With the asymptotic property given above, one can
unambiguously construct a regularized propagator that
reproduces Eq. (11) at the high-k limit as well as the
standard PT results shown in Fig. 3 at the low-k limit
[36]. The expressions relevant to the power spectrum
calculation at the two-loop order are
Γ(1)reg(k) =
{
1 + αk +
1
2
α2k + Γ
(1)
1-loop(k)(1 + αk)
+ Γ
(1)
2-loop(k)
}
exp (−αk) , (13)
Γ(2)reg(k1,k2) =
{
(1 + αk)F
(2)
sym(k1,k2)
+Γ
(2)
1-loop(k1,k2)
}
exp (−αk) , (14)
Γ(3)reg(k1,k2,k3) = F
(3)
sym(k1,k2,k3) exp (−αk) , (15)
where the function Γ
(n)
p-loop is defined in Eq. (9). In what
follows, we adopt a specific implementation of the multi-
point propagator expansion with regularized propagators
given above, called RegPT, and following Ref. [35], we
will compute the power spectrum given in Eq. (10). We
will then derive the analytic expression for the response
function based on this prescription.
B. Response function at the two-loop order
Based on the two different PT treatments described
so far, we here present the analytic form of the response
function up to the two-loop order. According to the def-
inition in Eq. (2), it is rather obvious that at the lowest
8(i.e., linear) order in the standard PT, we have the only
contribution:
K(k, q) = q δD(k − q), (16)
which appears non-vanishing only when k = q. Sub-
sequent perturbative corrections include contributions
which have a broad support over q modes, and the broad-
band structure depends on the PT treatment. In the fol-
lowing, we will focus our investigation on the higher-order
contributions to the response function.
1. The Standard PT expression
The explicit analytical form of the response function
can be obtained from Eq. (A3) based on the definition
Eq. (1). A detailed derivation is presented in Appendix
A. The resultant expression up to the two-loop order is
summarized as
KSPT(k, q) = KSPTtree (k, q) +K
SPT
1−loop(k, q) +K
SPT
2−loop(k, q),
(17)
with
KSPTtree (k, q) = q δD(q − k), (18)
KSPT1−loop(k, q) = 2q Γ
(1)
1−loop(k)δD(q − k) +
q3
2pi2
[
2Plin(k)L
(1)(q, k) + 4X(2)(q, k)
]
, (19)
KSPT2−loop(k, q) = q
{[
Γ
(1)
1−loop(k)
]2
+ 2 Γ
(1)
2−loop(k)
}
δD(q − k)
+
q3
2pi2
{
2
[
Γ
(1)
1−loop(k)L
(1)(q, k) + 2M (1)(q, k)
]
Plin(k) + 18S
(3)(q, k) + 8Y (2)(q, k) + 4Q(2)(q, k)
}
, (20)
where the function Γ
(n)
p-loop is the (n + 1)-point propaga-
tor at p-loop order. For simplification, we introduce the
functions L(1), X(2), M (1), S(3), Y (2), and Q(2), whose
expressions are summarized in Appendix B (see also Ap-
pendix A of Ref. [35]). These are expressed in terms of
the angle averages of the combinations of standard PT
kernels F
(n)
sym and the linear power spectrum.
It would then be interesting to see a diagrammatic rep-
resentation of each of such contributions. Up to the one-
loop order, there are four of such diagrams that are pre-
sented in Fig. 4. Many more can be considered at higher
order (See Fig. 5 for the two-loop diagrams).
k
k
k'
kq-q kq-q++ 2
FIG. 4. Diagrammatic representation of contributions to the
response function in standard PT expansion, at linear order
(top row) and at one-loop order (bottom row). The expres-
sion of such diagrams follow rules presented in previous pa-
pers with external lines that correspond to the propagation
of wave-modes q and −q. The first diagram of each row cor-
responds to a contribution proportional to δD(q − k).
We can see that there are two types of contributions to
the response function. The first one is those proportional
to the Dirac delta function, which is already present at
the linear order. These contributions tell us how much
impact remains at the scale where we put a small ini-
k
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Kab
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FIG. 5. Contributions of the two-loop order to the response
function in standard PT. The shaded area marked with (p)
correspond to Γ expression taken at p loop order irrespec-
tively of the number of lines it is connected to. The first line
corresponds to diagrams that are proportional to δD(k − q).
tial perturbation in the linear power spectrum. These
contributions can be found in Figs. 4 and 5 as the di-
agrams whose principal horizontal line is disconnected.
The other terms are all describing the pure mode transfer
effect between different scales. The diagrams in Figs. 4
and 5 describe the propagation of power injected at the
ends of the two external lines (wave modes q and −q
depicted by the semicircles) to the left and right ends
expressed by the dots.
2. The RegPT expression
Similarly, the response function can be computed
based on RegPT. Following the definition in Eq. (1) or
9(2), the expression for the response function is derived
in Appendix A. The resultant expression relevant at the
two-loop order is summarized as
KRegPT(k, q) = KRegPTtree (k, q) +K
RegPT
1-loop (k, q) +K
RegPT
2-loop (k, q)
(21)
with
KRegPTtree (k, q) = q
{
Γ(1)reg(k)
}2
δD(k − q) + q
3
pi2
Γ(1)reg(k)
{
L(1)(q, k)(1 + αk) + 2M
(1)(q, k)
}
Plin(k) e
−αk
+ q
k2
6pi2
[{
1 + Γ
(1)
1-loop(k) + αk
}
e−αk Γ(1)reg(k)Plin(k)− PRegPTtree (k)
]
, (22)
KRegPT1-loop (k, q) =
2 q3
pi2
[
X(2)(q, k)(1 + αk)
2 +
{
2Y (2)(q, k) +Q(2)(q, k)
}
(1 + αk) + Z
(2)(q, k) +R(2)(q, k)
]
e−2αk
+ q
k2
6pi2
[{
(1 + αk)P
(2)tree-tree
corr (k) +
1
2
P (2)tree-1-loopcorr (k)
}
e−2αk − PRegPT1-loop (k)
]
, (23)
KRegPT2-loop (k, q) =
9 q3
pi2
S(3)(q, k) e−2αk − q k
2
6pi2
PRegPT2-loop (k). (24)
The quantities PRegPTtree and P
RegPT
1, 2-loop are the power spec-
trum in RegPT at a given order, whose explicit expres-
sions are given in Eqs. (A11)–(A13). Again, we intro-
duced the kernels, Z(2) and R(2), as well as the spectra,
P
(2)tree-tree
corr and P
(2)tree-1-loop
corr , in addition to those intro-
duced in KSPT1,2-loop. These expressions are all summarized
in Appendix B (and also given in Ref. [35]).
One notable point in the RegPT expression is that
as a result of the reorganized PT prescription, even the
tree- and one-loop terms contain the contributions com-
ing from the two-loop order in the standard PT. Thus,
in marked contrast to the standard PT case, the leading-
order response function KRegPTtree has a non-vanishing sup-
port at k 6= q. Another interesting feature is that all the
contributions proportional to the Dirac delta function in
the standard PT expression are reorganized and are sum-
marized in a single term with the regularized propagator.
We can also find other terms involving regularized quanti-
ties, either the propagator or the power spectrum, which
would give it some non-perturbative effects. Finally, all
the terms including the one with the regularized quanti-
ties are suppressed by exp(−2αk). We will see how these
features change the predictions and discuss the agree-
ment with the simulation data shortly below.
C. Comparison and considerations in different
regimes
Now we are in a position to see how different analytical
models compare with the simulation measurement. We
will give physical interpretations to the features seen in
the simulated response function based on the comparison
on different regimes.
1. The q  k regime
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FIG. 6. Response function in the q  k regime. We fix the
wavenumber k to be 0.3025hMpc−1 and plot the combina-
tion |K(k, q)|Plin(q)/q as a function of q. The standard PT,
RegPT and new prediction are shown by the dotted, dashed
and solid line, respectively. The simulation measurements are
plotted by the triangles with error bars showing the 1-σ un-
certainty.
First, we show a comparison on q < k. Figure 6 depicts
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the response function at k ∼ 0.3hMpc−1 as a function
of q. All the model predictions are computed at the two-
loop level. Results at different redshifts are shown in
different panels. In the small q limit shown here, we ex-
pect that our response function approaches to zero due
to the cancellations of the infrared contributions as ex-
pected from the extended Galilean invariance satisfied by
this system (see for instance [37]). This seems to be the
case, indeed, when we look at the measured values from
the N -body simulations (symbols with error bars) within
the quoted error level. The analytical estimate based
on standard PT does reproduce this behavior. However,
the RegPT prediction (dashed) clearly breaks the asymp-
tote especially at low redshifts. At very small q, this
model sees a zero-crossing (at q ∼ 0.03, 0.04, 0.06 and
0.1hMpc−1, respectively for z = 3, 2, 1 and 0.35), below
which it gives a wrong sign.
2. The q ≈ k regime
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FIG. 7. Same as Fig. 6, but in the q ≈ k regime. We again
fix k = 0.3025hMpc−1
and shift the q range toward smaller scales.
We then explore here the q ≈ k regime. A comparison
among models and simulations can be found in Fig. 7.
Unlike the low-q limit, we can see that the RegPT pre-
diction agrees with the simulation data at all the four
redshifts shown here, while a clear breakdown of the stan-
dard PT calculation can be found at low redshifts[38].
This can be interpreted as follows.
In this regime, configurations can be reached where
modes k and q are close enough so that |k − q| is negli-
gible compared to q and k. As a consequence, the vertex
joining such a line to the rest of the diagram becomes
large as it scales like k/|k− q| (see [39–41]). This makes
the resulting expression for the response function inac-
curate in the standard PT expression as it affects the
expansion series.
From this observation, it is, however, possible to sort
diagrams with respect to the number of such vertices they
exhibit taking advantage of the multipoint-propagator
expansions that precisely organize the series expansion
in this way. At the one-loop order in the standard PT,
the leading contribution comes from the diagram involv-
ing F
(2)
sym F
(2)
sym as it incorporates naturally 2 of such large
vertices (in Fig. 8 there are those which the wiggle lines
are connected to). Moreover this diagram is indeed the
dominant contributor at the one-loop order in the region
q ≈ k (see [17]). Similar un-regularized diagrams can
be found in subsequent orders. Diagrams up to the two-
loop order that present the same kind of divergences are
presented in Fig. 8. It is not difficult to build a whole
set of such diagrams, and the resummation (11) precisely
accounts for all such diagrams at the high-k limit.
What these results suggest, however, is that Γ(2)(q,k−
q) is expected to be effectively given by an expression of
the form, exp(−αk)F (2)sym(q,k − q) (see Fig. 9 for dia-
grams contributing this resummation up to the two-loop
order). The successful agreement between RegPT and
simulations at the q ∼ k regime at low redshifts, where
the standard PT does not behave nicely, justifies the use-
fulness of such a resummation. This is the basis of the
phenomenological prescription that we will propose in
Sec. III D.
3. The large q regime
While perturbative calculations in general behave
poorly on strongly nonlinear regimes, one might naively
expect that a reliable prediction is still possible if one re-
stricts oneself to sufficiently large scales, k < kmax, which
depends on the redshift. However, as recent studies have
suggested, higher-loop corrections can ruin the seemingly
successful predictions of the low-order calculations near
z = 0 even at very large scales, say k = 0.1hMpc−1
[16]. It was numerically shown in Ref. [17] that this is
because of the too strong corrections from smaller scales
which PT calculations bring, compared to the numeri-
cal measurement which clearly manifests a signature of
“screening” to prevent such a mode transfer.
We reconsider this regime, and propose a phenomeno-
logical model inspired from the trend seen in the simula-
tion data. Before that, let us discuss if or not the RegPT
prescription is a solution on this limit. We show in Fig. 10
the response function at two different values of k (left:
0.1025hMpc−1, right: 0.3025hMpc−1), as a function of
q. The right panel indeed shows a significant suppres-
sion of the response in the RegPT prediction (dashed)
compared to the standard PT (dotted), but the suppres-
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FIG. 8. Diagrammatic representation of the leading diagrams in the eikonal limit. The wiggle lines represent the soft modes
one can encounter when q ∼ k. In the Eikonal approximation the vertex values scale like k/|k−q| and can be arbitrarily large.
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FIG. 9. Diagrammatic representation of the two-loop contribution to the resummed multipoint propagators.
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FIG. 10. Same as Fig. 6, but in the q  k regime. We now show the response function at two different values of wavenumber
k, 0.1025hMpc−1 (left) and 0.3025hMpc−1 (right).
sion is not sufficient to explain the simulation data at low
redshifts. When we turn to the left panel, which shows
the same comparison at a smaller k, the suppression is
very little and almost ineffective. This is because the
construction of the well-behaved propagators in RegPT
respects only the k dependence, and it is not designed to
care the mode-transfer structure at different scales as dis-
cussed here. Thus, the resultant response is suppressed
only when the wavenumber k is large, and this does not
give a correct q dependence.
The final piece of our prescription developed here is
the introduction of a damping function to take account
this behavior along the q directions. As shown in [17], the
decay of the response has a Lorentzian form as a function
of q. We will borrow this form to have an analytical
model that gives the broadband shape correct in what
follows.
D. The proposed model
Now we are in a position to construct a phenomenolog-
ical model that respects all the findings above in different
regimes. First, in order to recover the galilean invariance
at the low-q limit, we impose the condition to have the
same asymptote as standard PT. Then following the way
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of our construction of the regularized propagator (13),
we introduce counterterms and an overall damping factor
to the perturbative calculation of the response function.
Unlike the exponential damping factor in RegPT, our
new damping factor is designed to explain the damping
both in the high k and high q regimes. At the two-loop
order, our model reads
Kmodel(k, q) =
[(
1 + βk,q +
1
2
β2k,q
)
KSPTtree (k, q)
+ (1 + βk,q)K
SPT
1-loop(k, q) +K
SPT
2-loop(k, q)
]
D(βk,q),
(25)
where βk,q = αk+αq with α given by Eq (12). Note that
in the brace we have terms that depend on the βk,q factor,
which we call counterterms, in addition to the standard
PT responses. We design the damping function D as
D(x) =
 exp (−x) , if Kmodel(k, q) > 0,1
1 + x
, if Kmodel(k, q) < 0.
(26)
Note that the domain for which Kmodel(k, q) > 0 encom-
passes the q ≈ k regime. We also note that in this model
the δD(k−q) part of the response function is very similar
to that for the RegPT prescription, q [Γ
(1)
reg(k)]2 δD(k−q),
due to a similar construction. These expressions are ex-
actly the same up to the terms of order O(α2k), and both
decays as exp(−2αk) in the high-k limit. We switch from
the standard Gaussian damping to the Lorentzian damp-
ing after the response function sees a zero crossing to have
a negative high-q tail. Since the response function is pos-
itive on low q, we choose exp(−βk,q) there. One can see
that this cancels with the counterterms in the brace in
the low-q limit, leaving only the standard PT expression.
The model (25) is shown in Fig. 1 (bottom left panel),
as well as in Figs. 2, 6, 7 and 10 (solid line). One can see
that the model curve behaves well over all the regimes
shown here: on low q (Fig. 6), it behaves similarly to the
standard PT prediction approaching to zero, and further,
the solid line somehow keeps to fit well to the simulation
data down to z = 0.35 where the standard PT prediction
starts to overpredict the response as compared with the
simulation data. Then Fig. 7 shows that the new model
(solid) behaves basically the same as the RegPT (dahsed)
in the q ∼ k regime, both of which show an excellent
agreement with the simulation data. Finally, the model
prediction again fits well to the simulation data in the
k  q regime at low redshifts thanks to the Lorentzian
damping factor (Fig. 10). At high redshifts where the
standard PT gives a reasonably agreement with simu-
lation, however, the model predicts a bit stronger sup-
pression. Note that even though our prescription is not
always very accurate on this regime, we do not care for
the reconstruction as long as the response is suppressed
such that the small-to-large scale mode transfer is a mi-
nor effect.
E. Validity range of the model
We have shown that the new model (25) works reason-
ably well over a wide range of wavenumber q capturing
several characteristic features in different regimes. Based
on a perturbative calculation, however, the model is nat-
urally expected to show a breakdown when nonlinearity
gets very strong. To see this, we investigate the depen-
dence of the response function on the wavenumber k,
instead of q. As shown in Fig. 11, the model prediction
indeed gets worse as increasing k for fixed values of q
in quasilinear scales. The scale of breakdown seems to
depend on the value of q very little (compare left and
right).
Since the key quantity that defines the regularization
of the analytical response function along the k-direction
is αk in Eq. (12), we expect that the predicted response
is suppressed too strongly when αk gets large (of order
unity, roughly). We introduce a number αmax that de-
termines the maximum wavenumber kmax simply via the
condition, αkmax = αmax. We show in Fig. 11 the loca-
tions of kmax with αmax = 1 by the vertical arrow in each
panel. Despite the quite different values of q (∼ 0.1 and
0.2hMpc−1 for the left and right panel), αmax = 1 gives
a good estimate of the maximum wavenumber for a suc-
cessful prediction of the response function in both panels
and at various redshifts.
In the following section, we will discuss the accuracy
of the nonlinear power spectrum reconstructed using the
response function computed with Eq. (25). There, it will
be shown that the wavenumber kmax determined with
αmax = 1, corresponding to the arrows in the figure, is
a conservative estimate of the validity range of the re-
construction with typically one-percent accuracy in the
reconstructed spectrum. In our code, αmax = 1 is thus
chosen as the default value to estimate kmax. We will
come back to this point shortly.
IV. THE RECONSTRUCTION PROCEDURE
In this section, given a well-behaved model prescrip-
tion for the response function in hands, we consider
a practical problem of prediction or reconstruction of
the nonlinear matter power spectrum from the linear
power spectrum. We begin by briefly describing the
basic idea and method in Sec. IV A. The proposed
methodology uses a precision power spectrum for a
given fiducial cosmological model, and in Sec. IV B,
we perform a set of high-resolution simulations. Then,
subsequent sections IV C and IV D present a detailed
implementation of the reconstruction method. Sec. IV C
describes the simplest case based on a single-step
reconstruction, and Sec. IV D generalizes this procedure
employing multiple steps, which allows us to predict
the nonlinear power spectrum over a rather broader
range of cosmological parameters. All the ideas and
procedures described in this section are implemented
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FIG. 11. Response function as a function of k for two fixed q values in the quasi linear regime at different redshifts as indicated
in the figure legend. The vertical arrows show rough estimates of the maximum wavenumber kmax below which the solid curve
agrees with the simulation data (it is computed with αmax = 1; see the main text for more detail).
in the python package, RESPRESSO, which is avail-
able at http://www-utap.phys.s.u-tokyo.ac.jp/
~nishimichi/public_codes/respresso/index.html.
A. The basic idea
Suppose that a very well-calibrated nonlinear matter
power spectrum template is available at one (or a small
number of) cosmological model(s) based on a large set
of simulations. Then, the question is how we can ac-
curately estimate the nonlinear power spectrum for dif-
ferent cosmological parameters without performing any
extra N -body simulations. If the difference between the
two cosmological models is small enough, the concept of
perturbative approach should be applied, and it would be
sufficient to just predict a small correction to the baseline
result. In this context, the key quantity is the response
function. From the definition of the response function in
Eq. (1), we have
Pnl(k;p1) ≈ Pnl(k;p0) +
∫
d ln q K(k, q)
× [Plin(q;p1)− Plin(q;p0)] , (27)
where pi denotes the i-th cosmological parameter set.
This relation tells us that when we have an accurate
power spectrum template for the cosmological param-
eters p0 (a fiducial model), we can predict the non-
linear power spectrum for the parameters p1 (a target
model) using the response function. One notable point
is that provided a reliable template for the power spec-
trum and response function, Eq. (27) can be applied
even when the density field itself is in a strongly non-
linear regime. In this respect, the proposed method is
said to be non-perturbative. Although Eq. (27) assumes
that the difference between the linear power spectra,
Plin(q;p1) − Plin(q;p0), is small, we will later introduce
a multi-step reconstruction that allows us to relax this
assumption, and thus the method can be applied to a
broader parameter range over the ΛCDM-like models.
B. Power spectrum template from high-resolution
simulations
For practical implementation of the idea in Sec. IV A,
we first need to prepare an accurate power spectrum tem-
plate for a fiducial cosmological model. For this purpose,
we perform another set of simulations, and tabulate the
measured power spectra at different redshifts. This table
serves as the initial guess of the nonlinear power spec-
trum for models with different cosmological parameters.
The set of simulations employed here uses 2, 0483
particles in comoving cubes with a side length of
2, 048h−1Mpc. We follow the “paired-and-fixed” method
proposed by [42] [the Angulo-Pontzen (AP) method,
hereafter] that fixes the amplitude of the initial density
contrast in Fourier space to the expectation value and
then takes an average of a pair of such simulations with
reversed initial phases to suppress the cosmic variance.
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We create five pairs of such simulations for the PLANCK
2015 cosmology ([43]; see PL15 in Table I for the exact
values of the cosmological parameters) and roughly es-
timate the statistical accuracy from the scatter among
the ten (i.e., five AP pairs) simulations. Since the AP
method is designed such that the difference within an AP
pair efficiently cancels (this cancellation is exact at the
next-to-leading perturbative order), the scatter gives an
upper bound of the true error level. The error level esti-
mated this way is indeed very small: it is always less than
1% of the signal over all the redshifts up to wavenumber
k = 1hMpc−1, with a weak increasing trend with time
(see the lower panel of Fig. 12).
The simulation parameters, other than the number of
particles and the box size, are scaled appropriately from
the low-resolution suit used to measure the response func-
tion: the initial redshift is chosen to keep the rms dis-
placement in unit of the mean inter-particle separation
(25%), and the softening scale is 5% of the same dis-
tance. We save 20 snapshots for every factor 1.2 in linear
growth factor squared starting at a = 0.168 (at which
D+(a) = 1.2
−17/2 = 0.212, where D+ is normalized to
be unity at a = 1). The simulations are run until we
reach a = 1.58 (D+(a) = 1.2) in order to provide the ref-
erence power spectra for reconstruction in Sec. IV. These
outputs after a = 1 are indeed needed when we perform
a reconstruction of spectra for higher-amplitude (i.e., σ8)
models.
The relatively dense sampling in time, together with
the smooth time evolution, allows us to interpolate the
measured nonlinear power spectrum over time and scale
quite easily and accurately. We adopt the cubic spline
interpolation over wavenumber k and scale factor a to
provide a model template at any scale and time covered
by our reference simulations (see the top panel of Fig. 12).
Indeed we test the interpolation accuracy by using only
every two outputs to perform the same interpolation and
see the agreement with the unused data points. The in-
terpolation error is found to be at most 0.2% level.
We also perform simulations for other cosmological
models as listed in Table I. We generate only one pair
of AP realizations for each of these cosmologies, and the
snapshots are dumped only at z = 3, 2, 1, 0.5 and 0 (we
store only at z = 0.5 for the runs, low-ns and high-ns).
These simulations are used to test the accuracy of the
reconstruction starting from the PLANCK 2015 cosmol-
ogy.
In the measurement of the power spectrum, we apply
the aliasing correction based on interlacing [44] to provide
a better accuracy control around the Nyquist wavenum-
ber. With a CIC density assignment on 12803 grid points,
the alias-corrected spectrum at z = 0 agrees with sim-
ulations with even higher resolution started at a higher
redshift (N = 20483, L = 1000h−1Mpc and zin = 59;
Nishimichi et al. in preparation) within 1% down to the
Nyquist frequency ∼ 1.96hMpc−1.
10−2 10−1 10010
0
101
102
103
104
105
P(
k)
[h
−3
M
pc
3 ]
reference cosmology (PL15)
a=0.168
a=1.58
10−2 10−1 100
k [hMpc−1]
10−4
10−3
10−2
fra
c.
 e
rro
r
FIG. 12. Nonlinear power spectra for the reference cosmolog-
ical model, PL15. Upper panel shows the spectra at the 20
output epochs, while the lower panel shows the fractional er-
ror estimated from the scatter among realizations. The data
are stored in a table, and we use them by interpolating in
two dimensions, wavenumber k and scale factor a, for the
reconstruction.
C. Single-step reconstruction
1. Method
In Eq. (27), one further needs to specify the cosmolog-
ical model at which we compute the response function
K(k, q). Roughly speaking, it should be evaluated at a
cosmological model somewhere in between the fiducial
and the target model. As one of the simplest examples,
we consider that the response function is given at the
fiducial model p0 (i.e., PL15), and always use this irre-
spective of the target model p1 in this subsection.
Another point to be clarified is the redshift at which
we evaluate the fiducial nonlinear power spectrum. One
does not necessarily evaluate the spectrum at the same
redshift as the one for the target model. Moreover, one
might be able to find a better redshift at which the two
spectra are closer. The guideline to find the optimal red-
shift is thus to minimize the difference of the two linear
power spectra, Plin(q, z1;p1)− Plin(q, z0;p0).
Figure 13 shows how the different choice of redshift
z0 affects the reconstruction. Quite notably, a wide
range of z0 (from 0.7 to 1.3; note the variety in am-
plitude of the linear power spectrum in the left panel)
gives successful reconstruction on large scales (i.e., up to
k ∼ 0.3hMpc−1). The accuracy of the reconstruction is
rather insensitive to the choice of redshift on such large
scales. As expected, the closest linear spectrum (evalu-
ated at z0 = 1; the fourth from the top among the seven
dotted lines in the left panel) leads to the best result in
the right panel (almost on top of the solid curve).
To obtain a reasonable choice of z0 for various cosmo-
logical models, we implement this point as follows. We
first define the matching wavenumber, qmat, up to which
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FIG. 13. Dependence of the reconstructed power spectrum on the redshift at which the fiducial spectrum template is evaluated.
Left: linear power spectra for the target (solid; WM5 at z = 1) and the fiducial (dotted; PL15 from z = 0.7 to 1.3 in every 0.1
from top to bottom) model. Right: nonlinear power spectra for the target cosmology, reconstructed (dotted; starting from the
fiducial model shown in the left panel) and the direct simulation result (solid). The order of the reconstructed spectra on high
k is the same as in the left panel.
we match the fiducial and target linear power spectra.
We define this as the upper bound in the integral∫ qmat
0
∆2lin(q) d ln q = C, (28)
where ∆2lin(q) = q
3Plin(q)/(2pi
2) is the dimensionless lin-
ear power spectrum. This integral gives us the amplitude
of power on scales larger than qmat. As is already clear
from the measured response function, the dominant mode
transfer appears from larger to smaller scales. We try to
fix the amount of the transfer from scales up to a certain
wavenumber to be a constant C both in the fiducial and
the target model to determine z0.
In practice, we first perform this integral for the target
linear power spectrum (evaluated at the redshift of evalu-
ation, z1) to determine qmat for a given value of C. Then,
with the same value of qmat, we search for the redshift
z0 at which the integral evaluated for the fiducial linear
power spectrum exactly gives C. For the value of C, we
have made several tests in different cosmological models
and at redshifts, and find that C = 0.25 is a reasonable
choice, with which the reconstruction method gives an
accurate prediction for all of the cases we have examined
(see what follows).
The reconstruction procedure is now unique. That
is, once z0 is determined with the procedure above, we
then calculate the fiducial nonlinear power spectrum,
Pnl(k, z0;p0), from the spline interpolator of the simu-
lation template. The response function, K(k, q) is then
computed at the same fiducial model according to the
PT-based prescription in Eq. (25) at the same redshift
z0. Plugging these two quantities into Eq. (27), the rest
is to perform the one-dimensional integration, which can
be done quickly, to finally obtain the nonlinear power
spectrum at the target cosmology, Pnl(k, z1;p1).
2. Results
We now perform the reconstruction based on the proce-
dures explained in §IV C 1. The results are shown for two
different cosmological models in Fig. 14 (PL15 to WM5; see
Table I for their parameters) and Fig. 15 (PL15 to WM3).
One important point that we should address is to what
extent we can trust the results of reconstructed power
spectrum. This involves two different aspects: first, the
two linear power spectra should be close enough such
that the higher-order corrections are negligible. This is
already visible in Fig. 13, in which we have tested the
normalization of the fiducial model. When the fiducial
and the target linear spectra are closer, the reconstructed
spectrum is in a better agreement with the direct simu-
lation result up to a larger wavenumber. While we can
find z1 that gives a quite similar linear power spectrum
to the target in this particular example, this is not always
the case especially when the cosmological parameters are
significantly different. The second is that the accuracy
of the model (25) is worse on higher k and lower z as
discussed in § III E. We postpone the discussion on the
reconstruction error originating from the former to the
subsequent subsection and only discuss the latter point
here.
The limiting factor for the accurate reconstruction of
nonlinear power spectrum is in the prescription of the
response function. To be precise, the accuracy of the
response function relies on the phenomenologically in-
troduced damping factor D(βk,q). While this helps us
to have a well-behaved response function on intermedi-
ated scales, it eventually erases the response structure in
the high k regime. This situation is exactly the same
as the prediction of the nonlinear power spectrum based
on the multi-point propagator expansion; the exponen-
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FIG. 14. Reconstruction of the nonlinear power spectrum for a nearby cosmology. Upper: we start from PL15 cosmological
model as the fiducial cosmology (triangles; see Table I) and perform the reconstruction of the nonlinear power spectra for WM5
model (target model) at different redshifts (z = 2, 1, 0.5 and 0 from top left to bottom right). The reconstructed spectrum is
plotted by the solid curve, while the direct simulation result at the target model is shown by the circles. We also show the
RegPT prediction for the target power spectrum at the two-loop order (dot-dashed). The linear power spectra for the fiducial
(dashed) and target (dotted) models are also plotted. The horizontal arrow indicates the wavenumber range over which the
amplitude of the linear power spectra is matched [see Eq. (28) and text for detail]. Lower: we show the ratio of the measured
power spectrum to the model predictions at the target cosmology. The two vertical arrows show the location of the estimated
maximum reliable wavenumber for the model predictions, RegPT (thin; αmax = 0.25) and reconstruction (thick; αmax = 1). In
addition to the predictions based on the reconstruction and the RegPT, we show the ratio to other nonlinear prescriptions in
the literature by the thin lines in this panel: halofit (dashed) and FrankenEmu (dotted). The two horizontal solid lines mark
the ±1% accuracy range.
tial damping in the propagators leads to an unrealistic suppression of power on small scales.
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FIG. 15. Same as in Fig. 14, but for WM3 cosmology as the target model.
As discussed in § III E, the condition, αkmax = αmax
with αmax order unity provides a reasonable guess of kmax
for a successful prediction of the response function. We
compute the value of kmax for the target linear power
spectrum and check the reconstruction accuracy around
this kmax. We find that kmax with αmax = 1 is a conserva-
tive estimate for the reconstructed spectra to have ∼ 1%
accuracy. The thick vertical arrows in the lower panel of
Figs. 14 and 15 show the locations of this wavenumber.
While the ratio is within the one-percent band even be-
yond kmax thus estimated for the WM5 model, it quickly
goes away from the band for the WM3 model soon after k
exceeds kmax. This is because the former is closer to the
fiducial PL15 model than the latter, and we need to com-
pute only a very small correction to the fiducial nonlinear
power spectrum around that wavenumber range.
In Figs. 14 and 15, we also plot by the dot-dashed
line the direct RegPT calculation at the two-loop level
without any reconstruction involved. One can see that
the prediction starts to depart from the simulation data
much earlier than the reconstruction method at a lower
value of k. We show by the thin vertical arrows the values
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of kmax obtained with αmax = 0.25, which serves as a
good indicator of the breakdown of RegPT except at z =
0 where the prediction gets worse at a wavenumber lower
than this. The gain of the reconstruction over RegPT is
about twice in the maximum wavenumber kmax.
Further, we show in the bottom panel of Figs. 14 and 15
the ratio of the N -body simulations to two other pre-
scriptions for the nonlinear power spectrum. They
are halofit [3] with the parameters recently refined by
[4] (dashed) and FrankenEmu [45] (dotted).While these
models broadly agree with our simulation data, mostly
within the 1% band shown by the two horizontal solid
lines, our model exhibits some preferable feature over
these models: it shows a more stable performance on
larger scales and at higher redshifts. This is thanks to the
fact that the perturbative approach gets better when the
fluctuations are smaller and our phenomenological cor-
rection plays a minor role. Therefore, our model is more
useful when one tries to model the clustering signal on,
e.g., BAO scale at a high redshift, while the other two
might be more suitable to model the broadband shape
up to larger wavenumbers deep in the non-perturbative
regime.
To further test the validity of the new scheme presented
here, we also compare the reconstructed power spectrum
to the simulations, low-ns and high-ns, which have the
spectrum index ns apart by ±0.05 from the fiducial sim-
ulations. The amplitude of the primordial spectrum for
these models are set to keep the present-day linear am-
plitude, σ8. Note that the value of ns has already been
constrained very tightly by CMB experiments, and its
uncertainty is one order of magnitude smaller, ∼ 0.005,
from Planck [43] (68% C.L., assuming a flat ΛCDM cos-
mology). Thus, we are testing the scheme for a bit ex-
treme cases here.
The comparison is made at z = 0.5 and is shown in
Fig. 16. The performance of the reconstruction is as
good as the previous examples despite the rather dif-
ferent overall tilt. Note that we do not need, for these
models, to resort to the multi-step reconstruction scheme
laid out in the next subsection, and the criterion intro-
duced there actually tells that the number of steps should
be one for them. In this sense, the current uncertainty
of the spectral index is such that the possible change
in the linear power spectrum is well within the reach of
the reconstruction scheme, which is expected to work for
“nearby” cosmologies.
D. Multi-step reconstruction with precomputed
response table
1. Method
While the main usage of our reconstruction method
is for cosmological models close to the reference PL15
cosmology, it is still of interest to understand and extend
its applicable range. Since Eq. (27) is an approximation
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FIG. 16. A single-step reconstruction to the models with dif-
ferent spectral indices (low-ns and high-ns) from the fiducial
PL15 model at z = 0.5. This time, we only show the recon-
structed and the simulated nonlinear power spectra of the two
target models for clarity in the top panel: the solid and the
circles for low-ns, the dashed line and squares for high-ns.
The bottom panel is the same as before, but the ratio for
the two target models are shown together with the same line
type as in the top panel. The estimated limiting wavenumber
is also shown by the arrows (they are almost on top of each
other).
to omit the higher-order functional derivatives, we expect
to see the signature of the breakdown when the difference
between the fiducial and the target cosmologies get large.
Indeed, we have not discussed how close the two models
should be for a successful reconstruction in the previous
sections. It is then useful if we can develop a method to
reduce the error caused by the higher-order effects.
Here, we try to address this by employing a multiple-
step reconstruction scheme, in which we repeatedly use
Eq. (27) for nearby cosmologies to gradually make a tran-
sition from the fiducial to the target cosmology. For
this purpose, we prepare tabulated files for the kernel
functions relevant for the calculation of our model, such
as L(1) or X(2), for different values of Ωm in the range
[0.1, 0.5] at every 0.01, while the other parameters are
kept fixed to the values to the PL15 model. These tables
are interpolated again by a cubic spline function to give a
smooth prediction over the above range. We focus on the
change in Ωm because this is one of the least constrained
parameters for instance in weak lensing surveys, and it
can alter the shape of the power spectrum significantly.
Typically, one obtains a much better constraint on some
combination of σ8 and Ωm, and the error ellipse tend
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FIG. 17. Linear (left) and nonlinear (right) power spectra in the multi-step reconstruction. The two intermediate steps are
depicted by the dotted curves in both panels. We match the integral (28) up to the wavenumber specified by the end point of the
horizontal arrow in the left panel for all the steps. The estimated maximum wavenumber kmax for a successful reconstruction
is marked by the vertical arrow in the right panel (see text for detail).
Ωm
other cosm. params.
time (scale factor)
tabulated P(k, a) available 
on the line (fiducial)
precomputed 
K(k,q) available 
on the plane
target
intermediate steps
FIG. 18. Schematic figure illustrating the multi-step recon-
struction. We first determine the scale factor for the fiducial
cosmological model from which we start the reconstruction
(the rightmost star symbol in the figure), and then how many
steps we take according to the distance to the target model
(the leftmost star). In this example, we take two intermediate
steps on the a – Ωm plane passing through the fiducial model,
where the precomputed response function is available.
to be elongated for each of these parameters. Since the
dependence on the redshift or the amplitude parameter
in the analytical formula of the response function (25)
is quite trivial, our table can serve as a template for a
range of cosmologies (and also redshifts), whose linear
power spectrum is different in amplitude and shape, for
such observational projects.
Given the tabulated response function, our next task
is then to find a reasonable prescription to define the
“path” from the fiducial to the target cosmology for the
multi-step reconstruction. Figure 18 illustrates how the
multi-step reconstruction works. Here the fiducial model
is shown by the vertical dashed arrow, and the starting
model p0 for the reconstruction is picked on this line at
a scale factor a0 by the method described in the previous
section (the rightmost star symbol in the schematic fig-
ure). Then the precomputed kernel template is provided
on the plane of fixed cosmological parameters other than
Ωm, on which we locate some intermediate steps (we de-
note them as p1, ..., pn at scale factor a1, ..., an, and
are shown by the two star symbols in the middle in the
schematic figure). We aim to predict the nonlinear power
spectrum at the target cosmology pn+1 at an+1 shown by
the leftmost star, which is not necessarily on the afore-
mentioned plane.
In practice, we first determine the cosmological model
pn on the plane (second star symbol from the left in the
schematic figure; the last intermediate step) that is the
closest to the target cosmology pn+1. In doing this, we
minimize the following distance indicator:
d(pi,pj) =
1
qmat
∫ qmat
0
dq
{
Plin(q;pj)− Plin(q;pi)
[Plin(q;pj) + Plin(q;pi)]/2
}2
,
(29)
with qmat defined in Eq. (28). Namely, we quantify the
fractional difference of the linear power spectra in the
wavenumber range where we try to match the amplitude.
Then, we locate the other steps, p1, ..., pn−1, in between
pn and p0, on the same plane with a constant interval
in Ωm. Note that the scale factor ai (i = 0, ..., n) are
all determined to give the same integral (28) of the lin-
ear power spectrum as the target model pn+1 up to the
wavenumber qmat.
After we fix the path, we then evaluate the response
function at the models between the step, pi+1/2, at which
Ωm equals to the average of those at pi and pi+1 when we
make a step from pi to pi+1 except for i = n. Since we
have the kernel template only on a plane shown in Fig. 18,
we simply use the response function evaluated at pn for
the last step from pn to pn+1. The whole procedure can
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be summarized as
Pnl(k;pi+1) = Pnl(k;pi) +
∫
d ln q K(k, q;pi+1/2)
× [Plin(q;pi+1)− Plin(q;pi)] ,
(for i = 0, . . . , n− 1) (30)
Pnl(k;pn+1) = Pnl(k;pn) +
∫
d ln q K(k, q;pn)
× [Plin(q;pn+1)− Plin(q;pn)] . (31)
2. Results
An example three-step reconstruction can be found in
Fig. 17, where the linear and the nonlinear spectra are at
each step are shown on the left and right panel, respec-
tively. Here the target model (EXT015, see Table I) and
the fiducial model (PL15) are plotted by the solid lines,
and the two intermediate steps are by the dotted lines.
On the left panel, we show by the horizontal arrow the
location of the wavenumber kmat below which we adjust
the amplitude of the linear spectra. On the other hand,
we show the expected maximum wavenumber kmax with
αmax = 1 on the right panel (see later discussion on how
we determine kmax in the multi-step reconstruction in
more detail).
We compare the reconstructed power spectra with dif-
ferent number of steps in Fig. 19. We consider a recon-
struction from the PL15 model to the EXT015 model in
this example, which are quite apart in the linear power
spectra. In the top panel, the simplest single-step re-
construction described in the previous section is plotted
by the dashed line, which should be compared to the red
symbols obtained directly from simulations performed for
the target cosmology. We also show in the top panel the
results based on Eq. (30) with different number of steps
(solid, almost on top of each other). Note that we do
not have to perform the last step from pn to pn+1 in
Eq. (31), since this particular target model is located on
the plane where the precomputed kernel template is avail-
able. Thus, we use only Eq. (30) to obtain the curves in
this figure. The ratio of the reconstructed spectra and
the direct simulation result are shown in the lower three
panels with the corresponding line types.
Unlike the previous example, the ratio exhibit an oscil-
latory feature around unity with the amplitude reaching
to ∼ 5%. With the response function evaluated at the
intermediate cosmological model, even the single-step re-
construction works better than the previous procedure
(compare the solid and the dashed curves in the second
panel of Fig. 19). The oscillatory feature in the ratio
in the bottom panels is significantly suppressed already
by choosing a more appropriate cosmological model at
which the response function is evaluated. The result gets
improved with two steps but is almost the same when
we further increase the number of steps, suggesting the
stability of our procedure against number of steps.
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FIG. 19. Multi-step reconstruction from PL15 to EXT015 at
z = 2 (σ8 scaled to this redshift is 0.51 for this model). We
show the fiducial and the target nonlinear power spectra by
symbols in the top panel. The results of the reconstruction
with different number of steps are also shown by lines. These
are almost on top of each other (i.e., solid curves), except
the one with a single step and the response is evaluated at
the fiducial model (dashed). We show in the lower panels the
ratio of the simulated and reconstructed power spectra at the
target cosmology. The horizontal dotted lines mark the ±1%
accuracy interval.
We evaluate the analytical response function multi-
ple times in this procedure, and the estimated maximum
wavenumber kmax for an accurate prediction of the func-
tion can vary at different steps. To be conservative, we
identify the final estimate of kmax for a successful recon-
struction to the smallest one among those evaluated at
every reconstruction step. In the example of Fig. 19,
the location of kmax estimated with αmax = 1 is shown
by the vertical arrow in each of the lower panels. The
estimated kmax gets smaller with increasing the number
of steps in this example [note that we distinguish kmax
for the two cases in the second panel by the thin arrow
and the thick arrow, respectively for the simplest recon-
struction in § IV C and for the one in in this subsection
with Eq. (30)]. In all the cases, the estimated maximum
wavenumber kmax well represent the wavenumber around
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which the ratio start to deviate from unity except for the
oscillatory feature in the single-step reconstruction.
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FIG. 20. Same as Fig. 19, but at z = 1. Note that the ampli-
tude parameter of the fluctuation, σ8, scaled to this redshift
already reaches 0.71 for this model.
We also perform the same exercise at a lower redshift,
z = 1 (see Fig. 20, note that the value of σ8 scaled to this
redshift is already quite high, 0.71). The reconstruction
result is almost converged with two steps as before. Now,
however, the accuracy of the reconstruction is somewhat
degraded: ∼ 2% level up to the wavenumbers marked
by the vertical arrows. Although not shown here, the
reconstruction accuracy for this model gets much worse
at even lower redshifts, z = 0.5 or 0, corresponding to
σ8(z) = 0.86 and 1.03, respectively.
We consider that the reason for the larger discrepancy
is the following. Although our phenomenological model
for the response function is calibrated to reproduce the
global trend quite well down to z = 0.35 with simulations
for the WM5 model, the validity is not tested at lower red-
shifts or for models with larger amplitudes where the sys-
tem is in the strongly non-perturbative regime. It might
work poorly in such cases. Then, the error in the re-
sponse function propagates to the reconstructed power
spectrum in a way that depends on the distance to the
target model. The reconstruction works by definition
perfectly when the target model is identical to the fidu-
cial model no matter how large the amplitude of the fluc-
tuations is. A large error in the response function might
not affect the performance of reconstruction to a close
enough target model because the correction itself is small.
Indeed, the reconstruction works with ∼ 1% accuracy at
z = 0 for WM5 and WM3, where the σ8(z) is even higher,
around 0.8, as already shown in Figs. 14 and 15. After
some tests, we find that the lower performance is seen
when σ8(z) is larger than ∼ 0.7 and one needs a multi-
step reconstruction. Note also that, the simulation data
used as the target cosmology is noisier in such cases be-
cause of the imperfect cancellation of the cosmic-variance
error with the AP method[46]. The noisy feature in the
ratio of the simulated and to the reconstructed power
spectra for the EXT015 model at z = 1 is due to this ef-
fect. The same can be seen to a lesser extent in the right
bottom panel of Fig. 15 for the WM3 model at z = 0.
Following the results discussed so far, we wish to opti-
mize the number of steps such that it is large enough to
erase the mismatch between the reconstructed and the
true spectra appeared as the oscillatory feature in the
ratio, and small enough not to unnecessarily increase the
computational cost and potentially narrow the reliable
range expressed by kmax. For this purpose, we use the
distance previously defined in Eq. (29), now between the
fiducial model p0 and the model closest to the target
model within the plane, pn. In the example above, this
distance is calculated to be d ' 0.216. Following this
result and the other example to be presented shortly, we
decide to compute the number of intermediate steps by
taking the integer part of (d/0.08) for simplicity. This
gives 2 steps in this particular example.
We show another example in Fig. 21, where we show
a reconstruction from PL15 to EXT045. Now, the dis-
tance between the fiducial and the target models defined
in Eq. (29) is 0.108, and our code chooses to take one
intermediate step. This indeed gives a converged result
against the number of steps, as clearly seen in the lower
panels. It is promising that we can see again that the
kmax calculated with the default value of αmax = 1, de-
picted by the vertical arrows in the lower panels, is a good
indicator of the reliable range of reconstruction with a
∼ 1% accuracy. In our code, users can easily modify the
value of αmax for more aggressive or conservative esti-
mate of kmax depending on the required accuracy of the
problem.
V. CONCLUSIONS
In this paper, we have investigated the response func-
tion defined as the functional derivative of the nonlin-
ear power spectrum with respect to the linear power
spectrum with detailed accuracy as a function of two
wavenumbers q and k. We take advantage of a large
set of low-resolution simulations to measure the response
functions with unprecedented accuracy revealing its de-
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FIG. 21. Same as Fig. 19, but from PL15 to EXT045 at z = 0
(σ8 = 0.60).
tailed dependence with the wave modes. Those results
are then compared to the standard and renormalized an-
alytical calculations based on perturbation theory. Im-
portant features, such as the cancellation of terms in
the low-q limit, suppression of the peak structure around
k ∼ q, as well as the damped high-q tail are investigated
in detail. Based on the result, we propose a phenomeno-
logical model that smoothly connect the behavior of the
response function in different regimes.
Using the phenomenological model, the second half of
the paper focuses on the reconstruction of the nonlinear
power spectrum from one fiducial cosmology for which
a higher-resolution simulation template is available. We
show the method works well for target cosmological mod-
els near the fiducial one for the standard implementation
with a single reconstruction step. Quite naturally, the
reliable range of the reconstruction is roughly consistent
with the scale up to which our phenomenological model
successfully predicts the response function. Typically, we
can reach to wavenumbers twice larger than that from the
direct calculation of the spectrum based on the renormal-
ized PT to have the prediction error controlled to lower
than ∼ 1%. Further, it is shown that employing multi-
ple steps, we can extend the applicable range – in terms
of cosmological parameters – of the method and reach
to some extreme models such as those with Ωm = 0.15
or 0.45 starting from the recent Planck cosmology. The
reconstruction procedures presented here is implemented
in a python code, and together with pre-computed data,
the package RESPRESSO is publicly available.
Although we focused here the use of the response func-
tion to a regime where it can be described from expres-
sions motivated by Perturbation Theory results – hence
limiting its range of applicability – we believe it can be
used for much wider cosmological parameters. We note in
particular that the response function is very well-behaved
and smooth on scales where the perturbation-theory mo-
tivated model fails. It suggests that it should be pos-
sible to find a reasonable analytical prescription to ac-
count for such scales making possible to extend the re-
construction method proposed in this paper into such a
non-perturbative regime. Another line of extension is to
consider non-standard cosmological models, such as un-
der the presence of massive neutrinos. Such a generaliza-
tion might be possible as long as the sum of the neutrino
masses is small such that the linear power spectrum is
close to the base-line linear power spectrum for massless
neutrinos and the extra history dependence of the non-
linear power spectrum is well understood. We postpone
these studies for future research.
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Appendix A: Derivation of the analytical response
functions
In this Appendix, we outline the derivation of the an-
alytic expressions of the response function based on the
perturbation theory calculations at the two-loop order in
standard PT and RegPT.
First consider the standard PT. We begin by writing
down the explicit expression for the power spectrum of
density field. At the two-loop order, we have
P SPT(k) = Plin(k) + P
SPT
1-loop(k) + P
SPT
2-loop(k) ; (A1)
P SPT1-loop(k) = 2Plin(k) Γ
(1)
1-loop(k) + 2
∫
d3q
(2pi)3
{F (2)sym(q,k − q)}2 Plin(|k − q|)Plin(q), (A2)
P SPT2-loop(k) =
{[
Γ
(1)
1-loop(k)
]2
+ 2 Γ
(1)
2-loop(k)
}
Plin(k) + 6
∫
d3pd3q
(2pi)6
{
F (3)sym(p, q,k − p− q)
}2
× Plin(|k − p− q|)Plin(p)Plin(q) + 4
∫
d3q
(2pi)3
F (2)sym(q,k − q)Γ(2)1-loop(q,k − q)Plin(|k − q|)Plin(q),
(A3)
Here, to simplify the expression, we used the function
Γ
(n)
p-loop, which is the (n + 1)-point propagator at p-loop
order computed with standard PT [see Eq. (9)].
With the expressions given above, we consider a small
variation of linear power spectrum around the fiducial
model spectrum Plin,fid:
Plin(k) = Plin,fid(k) + δ Plin(k). (A4)
Assuming δPlin  Plin,fid, we expand the standard PT
power spectrum around the fiducial power spectrum
Plin,fid. We then have
P SPT(k) ' P SPTfid (k) + δP SPT(k), (A5)
where the term δP SPT(k) summarizes the first-order vari-
ation of the power spectrum, δPlin,fid. Using the symmet-
ric property of the kernel over its arguments, we obtain
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δP SPT(k) = δP SPTtree (k) + δP
SPT
1-loop(k) + δP
SPT
1-2oop(k);
δP SPTtree (k) = δPlin(k), (A6)
δP SPT1-loop(k) = 2
{
δPlin(k) Γ
(1)
1-loop(k) + Plin(k) δΓ
(1)
1-loop(k)
}
+ 4
∫
d3q
(2pi)3
{F (2)sym(q,k − q)}2 Plin(|k − q|) δPlin(q), (A7)
δP SPT2-loop(k) =
{[
Γ
(1)
1-loop(k)
]2
+ 2 Γ
(1)
2-loop(k)
}
δPlin(k) +
{
2 Γ
(1)
1-loop(k) δΓ
(1)
1-loop(k) + 2 δΓ
(1)
2-loop(k)
}
Plin(k)
+ 18
∫
d3pd3q
(2pi)6
{
F (3)sym(p, q,k − p− q)
}2
Plin(|k − p− q|)Plin(p) δPlin(q)
+ 4
∫
d3q
(2pi)3
F (2)sym(q,k − q)Γ(2)1-loop(q,k − q)Plin(|k − q|) δPlin(q),
+ 4
∫
d3q
(2pi)3
F (2)sym(q,k − q) δΓ(2)1-loop(q,k − q)Plin(|k − q|)Plin(q). (A8)
In the above, we have shortly denoted Plin,fid by Plin. The quantity, δΓ
(n)
p-loop, is the first-order variation of the
propagator, and the resultant expression is given by
δΓ
(n)
p-loop(k1, · · · ,kn) = p c(n)p
∫
d3q1 · · · d3qp
(2pi)3p
F (n+2p)sym (q1,−p1, · · · , qp,−qp,k1, · · · ,kn)Plin(q1) · · ·Plin(qp−1) δPlin(qp).
(A9)
Substituing Eq. (A9) into the above, we obtain the fol-
lowing integral form:
δP SPT(k) =
∫
d ln q {Ktree(k, q) +K1-loop(k, q)
+K2-loop(k, q)} δPlin(q), (A10)
which finally gives Eqs. (18), (19), and (20).
Next consider the response function in RegPT. Again,
we write down the expression of the power spectrum.
Using the regularized propagators given at Eqs. (13)–
(15), the expression relevant at two-loop order is
PRegPT(k) = PRegPTtree (k) + P
RegPT
1-loop (k) + P
RegPT
2-loop (k) ;
PRegPTtree (k) = [Γ
(1)
reg(k)]
2 Plin(k), (A11)
PRegPT1-loop (k) = 2
∫
d3q
(2pi)3
{Γ(2)reg(q,k − q)}2 Plin(|k − q|)Plin(q), (A12)
PRegPT2-loop (k) = 6
∫
d3pd3q
(2pi)6
{Γ(3)reg(p, q,k − p− q)}2 Plin(|k − p− q|)Plin(p)Plin(q). (A13)
Applying similarly the small variation of linear power spectrum given at Eq. (A4) to the above, one obtains
PRegPT(k) ' PRegPTfid (k) + δPRegPT(k) (A14)
with the variation δPRegPT(k) given by
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δPRegPT(k) =δPRegPTtree (k) + δP
RegPT
1-loop (k) + δP
RegPT
2-loop (k) ;
δPRegPTtree (k) =2
{
[Γ(1)reg(k)]
2 δPlin(k) + 2Γ
(1)
reg(k) δΓ
(1)
reg(k)Plin(k)
}
,
δPRegPT1-loop (k) =4
∫
d3q
(2pi)3
{Γ(2)reg(q,k − q)}2 δPlin(|k − q|)Plin(q)
+ 4
∫
d3q
(2pi)3
Γ(2)reg(q,k − q) δΓ(2)reg(q,k − q)Plin(|k − q|)Plin(q),
δPRegPT2-loop (k) =18
∫
d3pd3q
(2pi)6
{Γ(3)reg(p, q,k − p− q)}2 Plin(|k − p− q|)Plin(p) δPlin(q)
+ 12
∫
d3pd3q
(2pi)6
Γ(3)reg(p, q,k − p− q) δΓ(3)reg(p, q,k − p− q)Plin(|k − p− q|)Plin(p)Plin(q).
In the above, the variation of the regularized propagators,
δΓ
(n)
reg , must be evaluated taking account of the fact that
the factor αk [see Eq. (12) for definition] also depends on
the linear power spectrum. Then, we have
δΓ(1)reg(k) =
{
δΓ
(1)
1-loop(k)(1 + αk) + δΓ
(1)
2-loop(k)
}
e−αk
+
k2
2
{(
1 + Γ
(1)
1-loop(k) + αk
)
e−αk − Γ(1)reg(k)
}
δσ2d
δΓ(2)reg(q,k − q) = δΓ(2)1-loop(q,k − q) e−αk
+
k2
2
{
F (2)sym(q,k − q) e−αk − Γ(2)reg(q,k − q)
}
δσ2d,
δΓ(3)reg(p, q,k − p− q) = −
k2
2
Γ(3)reg(p, q,k − p− q) δσ2d,
(A15)
with the variation σd given by
δσ2d =
∫
dq
6pi2
δPlin(q). (A16)
Note here that we have omitted the subscript fid, and the
quantities αk, Γ
(n)
reg and Γ
(n)
m-loop are evaluated with the
fiducial power spectrum. Finally, substituting these ex-
pressions into the variation of power spectrum, after some
manupilations, we obtain the following integral form:
δPRegPT(k) =
∫
d ln q
[
KRegPTtree (k, q) +K
RegPT
1-loop (k, q)
+ KRegPT2-loop (k, q)
]
δPlin(q) (A17)
which finally leads to the expressions at Eqs. (22), (23),
and (24).
Appendix B: Kernel functions
Here, we summarize the explicit expressions for all the
functions given in Eqs. (17) and (21).
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L(1)(q, k) = 3
∫
d2Ωq
4pi
F (3)sym(q,−q,k), (B1)
M (1)(q, k) = 15
∫
d3p d2Ωq
4pi(2pi)3
F (5)sym(p,−p, q,−q,k)Plin(p), (B2)
X(2)(q, k) =
1
2
∫ 1
−1
dµq
{
F (2)sym(q,k − q)
}2
Plin(
√
k2 − 2kq µq + q2), (B3)
Y (2)(q, k) =
1
2
∫ 1
−1
dµq F
(2)
sym(q,k − q) Γ(2)1-loop(q,k − q)Plin(
√
k2 − 2kq µq + q2), (B4)
Z(2)(q, k) =
1
2
∫ 1
−1
dµq
{
Γ
(2)
1-loop(q,k − q)
}2
Plin(
√
k2 − 2kq µq + q2), (B5)
Q(2)(p, k) =
∫
d3q
(2pi)3
F (2)sym(q,k − q)K(p : q, |k − q|, k)Plin(|k − q|)Plin(q), (B6)
R(2)(p, k) =
∫
d3q
(2pi)3
Γ
(2)
1-loop(q,k − q)K(p; q, |k − q|, k)Plin(|k − q|)Plin(q), (B7)
S(3)(q, k) =
1
2
∫ 1
−1
dµq
∫
d3p
(2pi)3
{
F (3)sym(p, q,k − p− q)
}2
Plin(|k − p− q|)Plin(p) (B8)
with the variable µq being the directional cosine between
k and q, i.e., µq = cos(kˆ · qˆ). Here, the function K is
defined by
K(q; k1, k2, k3) = 6
∫
d2Ωq
4pi
F (4)sym(q,−q,k1,k2);
k1 + k2 = k3. (B9)
Also, the expressions for the power spectra, P
(2)tree-tree
corr
and P
(2)tree-1loop
corr , which appears at Eq. (23), are summa-
rized below:
P (2)tree-treecorr (k) = 2
∫
d3q
(2pi)3
F (2)sym(q,k − q)F (2)sym(q,k − q)Plin(q)Plin(|k − q|), (B10)
P (2)tree-1loopcorr (k) = 4
∫
d3q
(2pi)3
F (2)sym(q,k − q)Γ(2)1-loop(q,k − q)Plin(q)Plin(|k − q|). (B11)
