Abstract. In this paper we study the order of Runge-Kutta methods applied to differential-algebraic equations of index one. We derive general order conditions for the local order kL , and give a convergence result, which shows that the order kG of the global error satisfies kc > kL-1 . We also describe some numerical experiments, which are in agreement with our results.
where v : R -» Rm~ ' and F : Rm~ ' x Rm~ ' x R -» Rm~x is a function for which we assume sufficient differentiability. We also assume df/dv' to be singular with constant rank, ( 1.1 ) to be of index 1 over the whole interval of integration [x0, xend] , and the initial values to be consistent, i.e., F(v0,v'o,x0) = 0.
The index of a DAE is the number of times the algebraic part of the system has to be differentiated to obtain an ODE. The index 1 system (1.1) is supposed to be solvable in the sense that for each set of consistent initial values there exists a unique solution of the system. For more precise definitions of index and solvability, see [8] .
According to Petzold [13] , an s-stage Runge-Kutta method applied to (1.1) is defined by where es = [1, ... , if G Rs. Recently, the behavior of Runge-Kutta methods applied to differential-algebraic problems has received considerable attention. In [13] , Petzold derived a complete set of order conditions for linear constant-coefficient index-1 equations, assuming that |t-| < 1. Under the same assumption, she also derived a sufficient set of order conditions for nonlinear problems (1.1) linear in v . Later, Burrage and Petzold [2] extended these results to also include the classes of methods with \r\ -1. Kvaerno [9] derived a complete set of order conditions for the local truncation error for this class of problems by comparing the Taylor expansion of the exact and numerical solution of the equation. Roche [14, 15] derived general order conditions for Runge-Kutta methods applied to semiexplicit index-1 problems, using the theory of Butcher series and rooted trees. Very recently, this theory has been extended to the Hessenberg form index-2 DAE's by Hairer et al. [7] .
The DAE (1.1) can (at least in theory) be transformed to an autonomous, partitioned system, by using the following arguments. The system can be written as an autonomous system with no loss of generality. This is done by adding the differential equation v'm = 1> v(x0)=x0, with the solution v (x) = x, to the system. We then have (1.5) F(v,v) = 0 with v : R -* R and F : Rm x Rm -+ R . Equation (1.5) can be split into a differential and an algebraic part. Gear [6] uses the following argument: Suppose that rankiy = r < m.
Then there exists a nonsingular r x r submatrix of Fy,. Suppose that the equations have been numbered so that rankdf/dv = r over the whole interval of integration, where / represents the first r equations in F. Let (1.6) Then, by the implicit function theorem, / = 0 can be solved for v'x, that is, v'x = fx (vx, v2, v2 ). This can be substituted into the last m-r equations to get an implicit relationship between vx and v2. The vector v'2 cannot be involved, or we would be able to solve (1.5) for additional components of d', contrary to the assumption about the rank of Fv,. Thus, (1.5) can be written as f(v,v') = 0, g(v) = 0.
The system (1.6) has index 1 if and only if is nonsingular. In this paper, we are only concerned with solvable index-1 DAE's of the form (1.6). However, the results obtained are valid also for the more general form (1.1), as long as the rank of dF/dv is constant over the whole interval of integration.
We have used a model equation for the derivation of the local order conditions. is equivalent to the set of order conditions for the fully implicit problem (1.6).
Proof. The fully implicit index-1 DAE is given by (1.6) . By the definition of the index, we know that df/dv" dg/dv is nonsingular. Then, rankg^ = m-r, and there exists a nonsingular (m-r)x(m-r) submatrix of gv . Suppose that the variables are now numbered such that gv can be written as dg_d£ ßydz\ '
where v = \y , z ] , and gz is nonsingular. Then g can be solved for z, and (1.6) can be written as f(y, z,y', z') = 0, z = g(y)
or, by inserting the expression for z into the differential equation, as
The numerical solution defined by (1.2) and (1.3), applied to (1.6), is given by
The equation (1.8) is the same as (1.6) with v replaced by V¡ and v' by V-. Using the same arguments as above, (1.8) can be written as
Note that the choice of y and z so that gz is nonsingular is not necessarily unique, neither will gz necessarily be constant over the whole interval of integration. But, at least in some neighborhood of the solution at xn , gz will be nonsingular, and we assume h to be small enough to keep gz nonsingular over the whole step. For the first step, (1.4) and (1.3) can be written as Inserting this into the differential part of (1.9), we obtain
The term Z'i involves g Y', so the term Y¡ in (1.9) will give no additional order conditions. We then have that the equation
together with (1.11) and (1.10), will give all the necessary order conditions. D
In §2.1 we develop a general scheme for the Taylor expansion of the exact solution of the model equation. In §2.2 we give a complete set of order conditions for the local truncation error when a Runge-Kutta method is applied to the model equation. These order conditions take on a simple form, with the help of the "tree model" derived in §2.1. Convergence results are given in §3, while numerical experiments are described in §4.
The order of the local truncation error
The aim of this section is to derive a set of necessary and sufficient order conditions for the local truncation error. In §2.1, we expand the solution of the model equation into a Taylor series. This series is expressed in terms of rooted trees. In §2.2, we derive the Taylor expansion of the numerical solution of the model equation. The coefficients of the Taylor series are obtained directly from the trees derived in §2.1. By comparing the Taylor series of the exact and numerical solution, the order conditions are obtained. The main result in this section is given in Theorem 2.2.
Some of the trees derived in §2.1 will correspond to identical order conditions. In §2.3, a reduced set of trees is introduced, so that each of the order conditions is given by one, and only one, tree. In Figure 2 , all the order conditions up to order 4 are exhibited, together with their related trees. These expressions can also be written in terms of trees:
These graphs motivate us to introduce a set of special monotonically labelled trees, ts, given by the following definitions. Definition 2.1. The set of special trees, SDA1T, is the set of directed graphs, consisting of light and heavy vertices, with one single root, such that:
(1) ts G SDA1T if the root is light, only the root has ramifications, and each of the branches consist of only light, or only heavy vertices. If the root has no ramification, then the tree consists of only light vertices.
(2) ts G SDA1T if the root is light without ramifications, but followed by a heavy vertex. The heavy vertex has at least two branches with no ramifications, and the branches all consist of only light vertices. 
The set of trees, SLDA1T, corresponds to the SLDAT-trees defined by Roche [14] . The differences between the two sets of trees derives from the fact that the trees of Roche are constructed for a semiexplicit index 1 equation, while the trees used in this paper are constructed for the model equation (2.1). Also, in the rest of this paper, we will use similar notations as used by Roche. To distinguish between the two kind of trees, we use the notation DAlT-trees in place of the DAT-trees used by Roche.
Let com(ts) be the number of light vertices, and let ojf(ts) be the number of heavy vertices in ts G SLDA1T. Definition 2.4. The order p(ts) of a tree ts G SLDA1T is defined by Example 2.1. The tree corresponds to (-fz>gy) X fyyz'(y", y , z").
There is a one-to-one correspondence between the trees t. G SLDA1T , s y p(ts) -p, and the terms of y , and between the trees u G SLDA1TZ, p(us) = p, and the terms in z(p). The following arguments will show this. The trees corresponding to the terms in y , y", y", z , z" , and z" are already given. Suppose that all the trees corresponding to y', ... , y(p) and z , ... , z are given. Let us G SLDA1TZ, with p(ts) -p . Attach a light vertex once to each of the terminal vertices of the tree, and once to the root. Associate with the new vertex the number (o(us) +1. Do this with all the trees us G SLDA1TZ, p(us) = p . Now we have the set of trees corresponding to zlp+X). To find the trees corresponding to y , we first have to differentiate J^p). Let T be the monotonically labelled tree with a light root followed by one single branch with p heavy vertices. This tree corresponds to the term (-fzig )~ fz'Z(p). The derivative y is composed of terms obtained by premultiplying the derivatives corresponding to the trees ts G SLDA1TVV U T of order p(ts) = p with (~fz'gy) ■ To find the trees corresponding to (-fz>gv)~x f{p+]), attach a light vertex once to each terminal light vertex and once to the root. This corresponds to differentiation of (-fz>gy)~ f(p) with respect to y. Then attach a heavy vertex once to each heavy terminal vertex, and once to the root. This corresponds to differentiating (-fz'gy)~X^p) with respect to z . Associate with the new vertex the integer co(ts) + 1. We now have all the trees in SLDA1T with p(ts) = p + 1, and the tree Tp+X corresponding to \-fz<gy)~Xfz'Z(p+X).
Replace the heavy branch in T x with the trees corresponding to z(p+1). This will give the trees ts G SLDA1TJ)Z u Up+X with p(ts) = p+l.
The tree Up+X consists of a light root followed by one branch with one heavy vertex, followed by p+1 light vertices. This tree corresponds to -y(p+{), for which the equation
is solved.
The number of ways to label a tree ts G SDA IT is the number of times the corresponding derivative appears in the Taylor expansion of the exact solution. We call this number ß(ts). We can now state the following lemma. Lemma 2.1. For the exact solution of (2.1) we have y{p)= E %)= E M,)W.
eSLDAlT,.
/^SDAIT,.
«seSDAlT.
P(US)=P P(KS)=P
We now know how to express y and z(p' in terms of partial derivatives of / and g , and of lower derivatives of y and z . What we want is to express y(p) and z(p) in terms of partial derivatives of / and g, and of y . Such an expression is already given for y" in (2.4). By inserting this into the expression for z" in (2.2) we obtain z" = gyy(y', y) + gy(-fz<gy)~xfyy + gy(-fz>gy)~xfz'gyy(y', y) ■ The expressions for y" and z" can be inserted into the expression for y", and then for z" , etc. We now find a new set of trees corresponding to these expressions. This set is defined as follows. Definition 2.6. We denote by DA1T, DAlTy, and DA IT.. the set of trees defined recursively by 1. T^eDAlT^ and t. e DAlTzy . Here, t = [tx, ... , tk, u{, ... ,u¡] is the tree obtained by connecting the roots oï t{, ... , tk, ux, ... ,u¡ by k + I arcs to a new light vertex which becomes the new root of t. Similarly, u = [tl,..., tk]z is the tree obtained in the same manner, but with a new heavy root. Definition 2.7. The order p(t) of a tree / e DA IT is given by
where com(t) and cOj-(t) are the number of light, resp. heavy, vertices in the tree.
There is a one-to-one correspondence between these trees and the terms appearing in the Taylor expansion of the exact solution. This correspondence is given in the following definition. Definition 2.8. For every tree t G DAlTy we define a function F(t)(y, z):Rr x Rm~r -> Rr, and for every tree u G DA1TZ we define a function G(u)(y, z) : Rr x Rm~r -► Rm_r recursively by:
(1) F(Ty)(y,z)=y', G(Tz)(y,z) = z' = gyy',
.., tk]z, where tx,...,tk G DA1T and ux,...,u¡ G DA1TZ. The expressions F(t)(y, z) and G(u)(y, z) are called the elementary differentials associated with the tree t, respectively u. Figure   1 with a light root and p(t) = 2. We then obtain all the trees of DA IT corresponding to ts :
Then replace the heavy branch with each of the trees corresponding to z" , that is all the trees given in Figure 1 with a heavy root and p(u) = 2 : Similar transformations can be carried out with all the trees in SDA1T. For each ts G SDA IT there is a corresponding set of trees t G DA IT. Let / G DA IT be one of the trees obtained from a tree ts G SDA IT as described above. Then we call t the special tree corresponding to t, and denote it by S(t). This is illustrated in the following example. 
,/>(") z(x0 + h) = z0+ Yl aiu)Giu)iyo. zo)^y Proof. From Lemma 2.1, Definitions 2.5 and 2.8, and Theorem 2.1 we have y(P)= E ßits)Fs(ts)(y, z)
;s6SDAlTf. To do this, we introduce the concept of DAI-series. Similar series are given by Roche [ 14] for semiexplicit index-1 problems.
Definition 2.9. Let a: DA1TV, -► R and b: DA1TZ -► R be any mappings. The Now Y¡, y{, respectively Z¡ and z,, i -I, ... , s, can be written as DAI , respectively DA1T, series as follows:
The Similarly, by inserting (2.13) into (2.9) and comparing with (2.12), we have
The 
We use the notation Y¡Pk\tk) for the term a(tk)\¡(tk)F{tk), and z\q,)(u,) for the term a(u¡)'ki(u¡)G{u¡), where pk = p(tk) and q¡ = p(u¡ The nth derivative of (2.23), evaluated at A = 0, is z!n)= E ^(^W,....^^)). 
We then have Therefore, k;(tz) is given by (2.29) and (2.30).
We observe that y,(i) and z,(i) can be written as y(t)<S>(t), where y(t) isa rational number and <P(i) is some combination of the method coefficients. The number y(t) is given by the definition below, and <P(i) can be read directly from the tree, by the following procedure. Let / G DA1T. To the root of the tree, attach the label i if the root is light and j if the root is heavy. To the other vertices, attach other labels, say k, I, m, ... . For each arc write down the factor avw if the succeeding vertex (labelled w) is light, v , w being the labels at the end of the arc. Similarly, write down the factor dvw if the succeeding vertex is a heavy vertex. Insert a further factor bi if t G DA IT , and bjdjj if t g DA1Tz , and sum over each index i, j, ... , k in the range from l to s. The sum is d>(t) and is called the elementary weight for the tree t. To each tree we also associate the following rational number: Definition 2. Proof. The Taylor expansion of the exact solution of (2.1 ) can be written as the DAI series (2.36) y(x0 + h) = DAly(py,y0,z0), z(x0 + h) = DAl2(pz, y0, z0) with pv, pT = 1 for all t G DA1T. By comparing (2.36) term by term with the DAI series (2.12) for the numerical solution, and by using (2.33), (2.34), and Lemma 2.3, we have proved Theorem 2.2 for the model equation (2.1). Theorem 1.1 shows that this result is also valid for the general index-1 problem. G
Simplification of Theorem 2.2. Let t G DA1TF ; then t can be associated
with a simplified tree 7 as follows: If a heavy vertex has no ramifications, and is followed by a light vertex, then the tree can be simplified by removing these two vertices. Similarly, if a light vertex (except the root) with no ramifications is followed by a heavy vertex, the tree can be simplified by removing these two vertices. The simplified tree 7 corresponding to / is the tree which is simplified as much as possible.
Example 2.5. The figure shows a tree t and its corresponding simplified tree 7.
t t
The set of simplified trees 7 is defined recursively by Definition 2.11. The sets DAlTy c DAIT^ and DA1TZ c DA1TZ of simplified trees 7 are defined recursively as follows:
i. seDA1V 3. DA1t; = DÄIT^uDÄTT^. Theorem 2.3. To each tree t G DA IT there is a corresponding simplified tree 7 G DA1TV such that <P(/) = 0(7) and y(t) = y(l).
Before we prove this theorem, we will give an example. 
Convergence results
This section deals with the convergence of a Runge-Kutta method applied to the differential-algebraic equation (1.6). The system is assumed to be a uniform index-1 problem. We first give some preliminary results about the existence of a solution of the Runge-Kutta equations, and the influence of perturbations to the solution of these equations. The convergence results are given in §3.2.
Preliminary results.
The results of the next two theorems are essentially the same as those given by Hairer et al. [7] for the index-1 component of a Hessenberg form DAE of size 2.
3.1.1. The existence of a Runge-Kutta solution. The matrix here has a bounded inverse, provided that d and A are sufficiently small. Using the assumption (3.1), we have V = tf (A) and (3.6) v; = c+ íf¡it)dt=c+(f(h).
Jo
This shows that all P/(t) remain in a small, A-independent neighborhood of Ç for all |t| < 1 and for sufficiently small A. Hence, the differential equation (3.4) with initial values V'(0) = es ® Ç possesses a solution at least for 0 < t < 1. This proves the existence of a solution Vi of (1.2) and also the first estimate of (3.2). The estimate for Vi follows directly from (1.4). The term A||(i> -i/)^ comes from the cf(h) term in the matrix of (3.11). Now, by (3.6), the assertion of the theorem is proved. D Thus, we find that nf = cf(e + hô) + (f(eô + hô2) + cf(ô2).
Using that fv,{Vi, V[) = f, +cf(h), we have from (3.16) Then the global error is at least of order kG.
Before we prove this theorem, we comment on assumptions 2 and 3(b). The relations (3.23) f(vn,v'n)=(f(h) and g(vn)=cf(h2)
have to be satisfied to ensure a solution of the system (1.2). The relations (3.23) hold for the initial step by assumption 2. For kG > 2, (3.23) is satisfied if v'n = v'(x) + ff(h), which is easily obtained, for example by using v'n+x = V's .
For kG = 1 we have to make these assumptions explicitly. All Runge-Kutta methods with b¡ = asi satisfy assumption (3.23).
Proof of Theorem 3.3. The interval of integration, [x0, xend], can be split in tV subintervals, Hk = [Xk , Xk+X], k = 0.N-1, X0 = x0 , and XN = xend. We assume each Xk to coincide with some xn. In each subinterval, there exists a constant permutation matrix Q(x), Q(x)v = \y , z ] ensuring gz to be nonsingular over each subinterval. The subintervals are chosen so that Q(x) has to be changed over two adjacent subintervals. First, we will prove the theorem over the first subinterval, H0 , and we assume the variables to be numbered such that Q(x) = Im in H0 . Thus, we have 
Let <D(0 = l/y(0 for all t G DAIT^, p(t) = kL, and O(0 f 1/7(0 for at least one t g DA1Tzz , p(t) = kL. By (3.30) we have that Pndn = <f(hkL+x), while Sndn = cf(h L). From Theorem 3.3 we then know that the global order of the method is kL . Now, the assertion of the theorem follows directly from the fact that the set of simplified trees associated to DA IT , resp. DA IT yy ■ zz '
is DAlTyy , resp. DAlTyz. This result can be extended also to include the more general equation ( Ml: 2-stage, 3rd-order, ^-stable SDIRK method (Nersett [11] ). M2: 3-stage, 3rd-order, 5-stable SDIRK method (Norsett and Thomsen [12] ).
M3: 5-stage, 4th-order, strongly 5-stable SDIRK method (Cash [4] ). M4: 7-stage, 3rd-order, extrapolation method, based on fully implicit backward Euler, written as a DIRK method.
M5: 2-stage, 2nd-order, Lobatto IIIC method (Chipman [5] ). M6: 3-stage, 4th-order, Lobatto IIIC method (Chipman [5] 
219]).
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use M9: 3-stage, 6th-order, Kuntzmann-Butcher method (Butcher [3, p. 
220]).
The results of the experiments are given in Tables 4.1 a Theorem 1 in [2] gives no lower bound for problems nonlinear in v .
In no case is the observed local and global order lower than the predicted one. However, for PI, the order observed is higher than expected for several methods. The reason is the simplicity of the problem. For linear, constantcoefficients systems, the only order conditions which have to be satisfied, in addition to the classical ODE-conditions, are bTsé~V = i, 7 = 1 q, where q = kG -1 if \r\ < 1, or q = kG if |r| = 1. The Cash method M3 solves problem P2 with a higher than expected order for similar reasons. The elementary differentials causing the method to be reduced to an order-2 method are not present in this problem.
For the rest of the problems, there is agreement between the observed and predicted local order. There is also agreement between the observed and predicted global order, with one exception, the Kuntzmann-Butcher method M9. In this case, the stability constant r = l-b sé es = -1. The contribution to the global error from the local error of two adjacent steps is dn+x +rdn = cf(h L+ ), that is, the local errors from two adjacent steps cancel each other. See [2] for a better explanation of this phenomenon. M9 is also the only method where the order predicted by Burrage and Petzold is better than the order predicted by our theory.
Discussion
In this paper we have derived a set of necessary and sufficient order conditions for the local truncation error when a Runge-Kutta method is applied to a fully implicit differential-algebraic equation of index-1. The numerical experiments, described in §4, confirm our results.
In Appendix B, the results given in this paper are compared with the results given by Burrage and Petzold [2, 13] . We observe that there is no conflict between the two theories. Let Q(x) be a permutation matrix, ensuring If Q(x) does not vary too frequently, it is possible to use embedding for the control of the local error. In practice, one should be careful when choosing a method for solving general classes of index-1 equations. Some methods will attain a higher order for some classes of equations, like semiexplicit equations and linear constant-coefficient equations. This is observed in §4, Table 4 .1. For the linear constant-coefficient problem, the two variables were solved with different accuracy. For the methods with r = 0, vx was solved with order kd , while v2 was solved exactly. When choosing a method for solving DAE's, such aspects have to be considered. The local order was derived at x = 0.75 .
Appendix B. Comparison between our results

AND THE ORDER RESULTS GIVEN BY PETZOLD
Here we want to explain why there is no contradiction between the order results given by Petzold et al. [2, 13] and the results given in this paper. In fact, we can prove that kG > kp, kp is the order predicted by Petzold in the theorem cited below, for all methods with r ^ -1. The following relations are defined in [2] :
A(w): EWÍ-1. 
