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Of concern is the nonlinear uniformly parabolic problem
ut = div(A∇u), u(0, x) = f (x),
ut + β∂Aν u + γ (x,u) − qβLBu = 0,
for x ∈ Ω ⊂RN and t 0; the last equation holds on the boundary
∂Ω . Here A = {aij(x)}i j is a real, hermitian, uniformly positive
deﬁnite N × N matrix; β ∈ C(∂Ω) with β > 0; γ : ∂Ω × R→ R;
q ∈ [0,∞), LB is the Laplace–Beltrami operator on the boundary,
and ∂Aν u is the conormal derivative of u with respect to A: and
everything is suﬃciently regular. The solution of this wellposed
problem depends continuously on the ingredients of the problem,
namely, A, β,γ ,q, f . This is shown using semigroup methods in
[G.M. Coclite, A. Favini, G.R. Goldstein, J.A. Goldstein, S. Romanelli,
Continuous dependence on the boundary parameters for the
Wentzell Laplacian, Semigroup Forum 77 (1) (2008) 101–108]. Here
we prove explicit stability estimates of the solution u with respect
to the coeﬃcients A, β , γ , q, and the initial condition f . Moreover
we cover the singular case of a problem with q = 0 which is
approximated by problems with positive q.
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This paper deals with real solutions of the following parabolic problem with nonlinear Wentzell
(or dynamics) boundary conditions
⎧⎨
⎩
ut = div(A∇u), in (0,∞) × Ω,
u(0, ·) = f , in Ω,
ut + β∂Aν u + γ (x,u) − qβLBu = 0, on (0,∞) × ∂Ω.
(1.1)
We extend the stability results obtained in [5], where we considered the linear problem corresponding
to the choice γ (x,u) = γ (x)u.
Such an initial–boundary value problem can model a diffusion process, for example, the heat equa-
tion with a heat source on the boundary. When the heat source on the boundary depends nonlinearly
on the heat ﬂow across and the temperature on the boundary and the heat can transfer along the
boundary, we obtain a boundary condition of the form in (1.1) (see [16] for a derivation of such
boundary conditions). Many authors have considered parabolic problems with dynamic (and the re-
lated general Wentzell) boundary conditions (cf. [9–12,14,22–25]).
In this paper we assume
(i) Ω ⊂RN , N  1, is a bounded open set with C2 boundary;
(ii) A = {aij}i j ∈ C1(Ω;RN×N ) is symmetric and uniformly elliptic, in particular there exist two
constants α1  α0 > 0 such that
α0|ξ |2 
〈A(x)ξ, ξ 〉 α1|ξ |2,
for each x ∈ Ω , ξ ∈RN ;
(iii) β ∈ C(∂Ω) and β1  β(x) β0 > 0, for some constants β1, β0, and every x ∈ ∂Ω;
(iv) 0 q < ∞ is a given constant;
(v) LB is the Laplace–Beltrami operator on ∂Ω;
(vi) ∂Aν is the conormal derivative operator on the boundary, namely
∂Aν u = 〈A∇u, ν〉 =
∑
i j
ai j∂xi uν j,
where ν is the unit outer normal at x ∈ ∂Ω;
(vii) f ∈ H1(Ω); concerning the trace of f on ∂Ω , when q > 0 we require that ∇τ f ∈ L2(∂Ω), where
∇τ is the tangential gradient;
(viii) γ : ∂Ω ×R→R, γ (·,0) = 0, for each x ∈ ∂Ω the function γ (x, ·) is nondecreasing, and
∣∣γ (x,u)∣∣ Γ (|u|p + 1), (1.2)
for some positive constants Γ , p such that
p
{
 NN−2 if N  3,
< ∞ otherwise. (1.3)
All of the above coeﬃcients are assumed to be real-valued.
As a consequence of (viii) we have that
u  0 implies γ (x,u) 0, u  0 implies γ (x,u) 0, (1.4)
and in particular
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(|u|p+1 + |u|), (1.5)
0 (u − v)(γ (x,u) − γ (x, v)), (1.6)
0
u∫
0
γ (x, ξ)dξ  Γ
( |u|p+1
p + 1 + |u|
)
. (1.7)
The Sobolev embedding theorem and (1.3) imply1
H1(∂Ω) ⊂ Lp+1(∂Ω), H1([0, t] × ∂Ω)⊂ L2p([0, t] × ∂Ω), for every t > 0. (1.8)
Therefore, due to (1.5) and (1.7),
g ∈ H1(∂Ω) implies γ (·, g)2, gγ (·, g),
g∫
0
γ (·, ξ)dξ ∈ L1(∂Ω). (1.9)
Moreover, we observe that NN−2  1, for each N  3, therefore our assumptions cover also the linear
case treated in [5]. Finally, we point out that γ is allowed to be discontinuous. In this case γ (x, ·)
determines a unique maximal monotone graph in the plane R2, which we may also denote by γ (x, ·).
Thus in the boundary condition (1.1) one may replace the equality (=) by the containment symbol 
.
Let A = {aij}i j be the N × N matrix above and let
Au = div(A∇u),
with the nonlinear Wentzell boundary condition
Au + β∂Aν u + γ (x,u) = 0,
on
X2 = L2(Ω,dx) ⊕ L2
(
∂Ω,
dσ
β
)
.
For simplicity and to avoid the multivalued case, we require γ ∈ C(Ω ×R) such that γ (·,0) = 0 and
γ (·, x) is nondecreasing (later we will need (1.2) for the stability theorem). Deﬁne
Φ : X2 → (−∞,+∞]
by
Φ(u) = 1
2
∫
Ω
(A∇u) · ∇u dx+
∫
∂Ω
J (x,u)
dσ
β
+ q
2
∫
∂Ω
|∇τ u|2 dσ , (1.10)
1 Here and in the rest of the paper, for the sake of notational simplicity, we write L2p even in the case p < 12 . We use the
following identiﬁcation
L2p =
{
L2p if p 12 ,
L1 if 0< p < 12 .
G.M. Coclite et al. / J. Differential Equations 246 (2009) 2434–2447 2437where J (x, ξ) is convex in ξ , ∂ξ J (x, ξ) = γ (x, ξ), J (·,0) = 0; (1.10) is assumed to hold for
u ∈ D(Φ) = {u ∈ H1(Ω): J (·,u|∂Ω) ∈ L1(Ω) and if q = 0, v|∂Ω ∈ H1(∂Ω)};
and we deﬁne Φ(u) = ∞ for u /∈ D(Φ). Then Φ is a lower semicontinuous functional on X2, and its
subdifferential is computed as follows.
Let u, η ∈ C1(Ω). Then
Φ(u + η) −Φ(u) = 1
2
∫
Ω
[(A∇(u + η)) · ∇(u + η) − (A∇u) · ∇u]dx
+
∫
∂Ω
[
J (x,u + η)− J (x,u)]dσ
β
+ q
2
∫
∂Ω
[∣∣∇τ (u + η)∣∣2 − |∇τ u|2]dσ
= −1
2
∫
Ω
(A∇u) · ∇ηdx+
∫
∂Ω
γ (x,u)η
dσ
β
− q
∫
∂Ω
∇τ u · ∇τ ηdσ + o(η)
=
∫
Ω
(Au)ηdx+
∫
∂Ω
γ (x,u)η
dσ
β
− q
∫
∂Ω
(LBu)ηdσ + o(η),
where o(η) goes to 0 faster than ‖η‖X2 as η → 0. It formally follows that A = −∂Φ , minus the
subdifferential of Φ .
This computation was done rigorously in [14,15] in the special case that q = 0 and A = α(x)I with
0 < α ∈ C1(Ω) as each diagonal entry. But the result there in [14,15] goes through in the present
more general context with only inessential modiﬁcations, based on the above calculations and the
arguments in [14,15]. Consequently we may conclude that ∂Φ = −A rigorously follows.
Now it follows that (1.1) is of the form
{
ut − ∂Φ(u) = 0, t > 0,
u(0) = f ,
for Φ as above. By Y. Komura [20] or by the later, more general theorem by Crandall and Liggett
(cf. [1,2,8,18,21]), A = −∂Φ determines a strongly continuous contraction semigroup on X2 given by
S(t) f = lim
n
(
I − t
n
A
)−n
f , f ∈ X2.
S = {S(t): t  0} satisﬁes, for f , g ∈ X2, t  0,
∥∥S(t) f − S(t)g∥∥X2  ‖ f − g‖X2 ,
S(t) f ∈ D(A) for all t > 0 and f ∈ X2,
d
dt
S(t) f = AS(t) f a.e. for t  0 and f ∈ D(A),
d
dt
S(t) f = AS(t) f for a.e. t > 0 and f ∈ X2,
by Brezis’ theorem [3].
At ﬁrst we ﬁx the coeﬃcients A, β , γ , q, the initial condition f and prove some regularity esti-
mates on the solution to (1.1). Then we investigate the stability with respect to the coeﬃcients A, β ,
γ , q, the initial condition f themself and we provide explicit estimates.
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⎧⎨
⎩
un,t = div(An∇un), in (0,∞) ×Ω,
un(0, ·) = fn, in Ω,
un,t + βn∂Anν un + γn(x,un) − qnβnLBun = 0, on (0,∞) × ∂Ω,
for n = 1,2, . . . , with hypotheses (i)–(viii) holding for all n  1. If βn → β0, γn → γ0, An → A0,
and fn → f0 uniformly, and if qn → q0, then un(t, ·) → u0(t, ·) (in various norms) uniformly for t
in bounded intervals of [0,∞). This is shown in [4], using the Neveu–Trotter–Kato approximation
theorem for operator semigroups (cf. [13,17,19]). While this theorem gives ‖un(t, ·)− u0(t, ·)‖ → 0 for
suitable norms, it does not give (except in special cases not including ours) a rate of convergence,
which is coded in an inequality of the form∥∥un(t, ·)− u0(t, ·)∥∥ωn(t),
where ωn is an explicitly constructed function that goes to zero as n → ∞ (e.g., ωn(t) = K (T )n−δ(t)
for positive constants K (t) and δ(t), and for 0 t  T < ∞).
Such an estimate is based upon a comparison of two equations like (1.1) but with different choices
of A, β , γ and q. To this end we will compare (1.1) with the additional boundary value problem
⎧⎨
⎩
vt = div(A′∇v), in (0,∞) × Ω,
v(0, ·) = f ′, in Ω,
vt + β ′∂A′ν v + γ ′(x, v) − q′β ′LBv = 0, on (0,∞) × ∂Ω,
where the assumptions on A′ , β ′ , γ ′ , q′ , f ′ and A, β , γ , q, f are the same. We estimate the difference
u − v
under all the possible choices of the coeﬃcients q and q′, namely
[q = 0, q′ = 0], [q = q′ = 0], [q = 0, q′ = 0].
It is fundamental to point out that the case [q = 0, q′ = 0] was not covered in [5]. Moreover we
simpliﬁed the argument a lot.
Our main stability result is the following.
Theorem 1.1. Let A, β , γ , q, f and A′ , β ′ , γ ′ , q′ , f ′ satisfy the assumptions (i)–(viii). Let u ∈ L2((0,∞);
H1(Ω) ⊕ H1(∂Ω, dσ
β
)) be the unique solution of the initial–boundary value problem (1.1) and v ∈
L2((0,∞); H1(Ω) ⊕ H1(∂Ω, dσ
β ′ )) be the unique one of (1.1) obtained by replacing the coeﬃcients A, β ,
γ , q by the coeﬃcients A′ , β ′ , γ ′ , q′ and with the initial condition f ′ . The following estimate holds:
∥∥u(t, ·) − v(t, ·)∥∥2L2(Ω) + ∥∥u(t, ·) − v(t, ·)∥∥2L2β (∂Ω)
+ e2t
t∫
0
e−2s
(
α0
∥∥∇u(s, ·) − ∇v(s, ·)∥∥L2(Ω) + 2q∥∥∇τ u(s, ·) − ∇τ v(s, ·)∥∥2L2(∂Ω))ds
 e2t
(‖ f − f ′‖2L2(Ω) + ‖ f − f ′‖2L2β (∂Ω)
)
+
(
sup
x∈∂Ω, ξ∈R
∣∣∣∣γ ′(x, ξ) − γ (x, ξ)|ξ |p + 1
∣∣∣∣
2
+ ‖A − A′‖2L∞(Ω) + ‖β − β ′‖2L∞(∂Ω) + |q′ − q|
)
× K0e2t
([
M( f ′, β ′,q′) + M( f , β,q) + M( f ′, β ′,q′)p](1+ t)max{1,p} + t|∂Ω|),
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sure of ∂Ω and
L2β(∂Ω) = L2
(
∂Ω,
dσ
β
)
, (1.11)
M( f , β,q) = ‖ f ‖2L2(Ω) + ‖ f ‖2L2β (∂Ω) + ‖∇ f ‖
2
L2(Ω) + ‖ f ‖p+1Lp+1β (∂Ω) + q‖∇τ f ‖
2
L2(∂Ω). (1.12)
We recall that analogous estimates were proved in [6,7] for the Cauchy problem for a second- and
a fourth-order equation of parabolic type, respectively.
For parabolic problems such as (1.1), the continuous dependence of the solution upon the initial
datum f and the coeﬃcients of the differential operator on Ω is a standard calculation. The domain
of the operator which generates a semigroup depends on the ingredients of the boundary condition,
namely (A, β,γ ,q), and in this case the continuous dependence problem is more subtle.
The paper is organized as follows: in Section 2 we prove some regularity estimates on (1.1) and in
Section 3 we prove Theorem 1.1.
2. Parabolic regularity estimates
In this section we prove some preliminary regularity estimates for (1.1).
Lemma 2.1. Let u be the solution of (1.1). We have that
∥∥u(t, ·)∥∥2L2(Ω) + ∥∥u(t, ·)∥∥2L2β (∂Ω) + 2
t∫
0
(
α0
∥∥∇u(s, ·)∥∥2L2(Ω) + q∥∥∇τ u(s, ·)∥∥2L2(∂Ω))ds
 ‖ f ‖2L2(Ω) + ‖ f ‖2L2β (∂Ω),
for each t  0.
Proof. Using (1.1), (1.4), (ii), and the divergence theorem,
d
dt
( ∫
Ω
u2
2
dx+
∫
∂Ω
u2
2
dσ
β
)
=
∫
Ω
uut dx+
∫
∂Ω
uut
dσ
β
=
∫
Ω
div(A∇u)u dx−
∫
∂Ω
u∂Aν u dσ −
∫
∂Ω
γ (x,u)u
β
dσ + q
∫
∂Ω
uLBu dσ
= −
∫
Ω
〈A∇u,∇u〉dx+
∫
∂Ω
u∂Aν u dσ −
∫
∂Ω
u∂Aν u dσ −
∫
∂Ω
γ (x,u)u
β
dσ − q
∫
∂Ω
|∇τ u|2 dσ
= −
∫
Ω
〈A∇u,∇u〉dx−
∫
∂Ω
γ (x,u)u
β
dσ − q
∫
∂Ω
|∇τ u|2 dσ
−α0
∫
Ω
|∇u|2 dx− q
∫
∂Ω
|∇τ u|2 dσ .
Therefore, the claim is consequence of the Gronwall inequality. 
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‖ut‖2L2([0,t]×Ω) + ‖ut‖2L2β ([0,t]×∂Ω)
 α1
2
‖∇ f ‖2L2(Ω) + Γ
(‖ f ‖p+1
Lp+1β (∂Ω)
p + 1 + ‖ f ‖L1β (∂Ω)
)
+ q
2
‖∇τ f ‖2L2(∂Ω),
for each t  0.
Proof. From (1.1), (1.7)–(1.9), our assumptions, and Lemma 2.1,
t∫
0
∫
Ω
u2t dxds +
t∫
0
∫
∂Ω
u2t ds
dσ
β
=
t∫
0
∫
Ω
div(A∇u)ut dxds −
t∫
0
∫
∂Ω
ut∂
A
ν u dσ ds −
t∫
0
∫
∂Ω
γ (x,u)
β
ut dσ ds + q
t∫
0
∫
∂Ω
utLBu dσ ds
= −
t∫
0
∫
Ω
〈A∇u,∇ut〉dxds +
t∫
0
∫
∂Ω
ut∂
A
ν u dσ ds −
t∫
0
∫
∂Ω
ut∂
A
ν u dσ ds
−
t∫
0
∫
∂Ω
γ (x,u)
β
ut dσ ds − q
t∫
0
∫
∂Ω
〈∇τ u,∇τ ut〉dσ ds
= −
t∫
0
∫
Ω
〈A∇u,∇ut〉dxds −
t∫
0
∫
∂Ω
γ (x,u)
β
ut dσ ds − q
t∫
0
∫
∂Ω
〈∇τ u,∇τ ut〉dσ ds
= −1
2
t∫
0
∫
Ω
(〈A∇u,∇u〉)t dxds −
t∫
0
∫
∂Ω
( u∫
0
γ (x, ξ)
β
dξ
)
t
dσ ds − q
2
t∫
0
∫
∂Ω
(|∇τ u|2)t dσ ds
= −1
2
∫
Ω
〈A∇u(t, x),∇u(t, x)〉dx+ 1
2
∫
Ω
〈A∇ f ,∇ f 〉dx−
∫
∂Ω
u(t,x)∫
0
γ (x, ξ)
β
dξ dσ
+
∫
∂Ω
f∫
0
γ (x, ξ)
β
dξ dσ − q
2
∫
∂Ω
∣∣∇τ u(t, x)∣∣2 dσ + q
2
∫
∂Ω
|∇τ f |2 dσ
 1
2
∫
Ω
〈A∇ f ,∇ f 〉dx+
∫
∂Ω
f∫
0
γ (x, ξ)
β
dξ dσ + q
2
∫
∂Ω
|∇τ f |2 dσ
 α1
2
∫
Ω
|∇ f |2 dx+ Γ
(‖ f ‖p+1
Lp+1β (∂Ω)
p + 1 + ‖ f ‖L1β (∂Ω)
)
+ q
2
∫
∂Ω
|∇τ f |2 dσ .
The claim is proved. 
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∥∥div(A∇u)∥∥2L2([0,t]×Ω)  α12 ‖∇ f ‖2L2(Ω) + Γ
(‖ f ‖p+1
Lp+1β (∂Ω)
p + 1 + ‖ f ‖L1β (∂Ω)
)
+ q
2
‖∇τ f ‖2L2(∂Ω),
for every t  0.
Proof. From the ﬁrst equation in (1.1), div(A∇u) = ut . Hence the claim follows from Lemma 2.2. 
Corollary 2.2. Let u be the solution of (1.1). We have that
‖u‖2L2([0,t]×∂Ω) + ‖∇τ u‖2L2([0,t]×∂Ω)  C0
[(‖ f ‖2L2(Ω) + ‖ f ‖2L2β (∂Ω)
)
(1+ t) + α1
2
‖∇ f ‖2L2(Ω)
+
‖ f ‖p+1
Lp+1β (∂Ω)
p + 1 + ‖ f ‖L1β (∂Ω) +
q
2
‖∇τ f ‖2L2(∂Ω) dσ
]
,
for each t  0 and some constant C0 > 0.
Proof. Let T > 0. From Lemma 2.1 we have that
u ∈ L∞([0, T ]; L2(Ω)), ∇u ∈ L2([0, T ]; L2(Ω)), (2.1)
and from Corollary 2.2,
div(A∇u) ∈ L2([0, T ]; L2(Ω)). (2.2)
Since A is uniformly elliptic (see (ii)), (2.1) and (2.2) give
u ∈ L∞([0, T ]; H2(Ω)). (2.3)
Therefore passing to the traces,
u|∂Ω ∈ L∞
([0, T ]; H 32 (∂Ω))⊂ L∞([0, T ]; H1(∂Ω)). (2.4)
Finally, rewriting (2.4) in estimate form we have
T∫
0
(∥∥u(t, ·)∥∥2L2(∂Ω) + ∥∥∇τ u(t, ·)∥∥2L2(∂Ω))dt
=
T∫
0
∥∥u(t, ·)∥∥2H1(∂Ω) dt
 c1
T∫ ∥∥u(t, ·)∥∥2H3/2(∂Ω) dt0
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T∫
0
∥∥u(t, ·)∥∥2H2(Ω) dt
 c3
T∫
0
(∥∥u(t, ·)∥∥2L2(Ω) + ∥∥∇u(t, ·)∥∥2L2(Ω) + ∥∥div(A∇u(t, ·))∥∥2L2(Ω))dt,
for some constants c1, c2, c3 > 0. Lemma 2.1 and Corollary 2.1 give the claim. 
Even if we do not use the following lemma in the proof of our main result, we state and prove it
due to its independent interest.
Lemma 2.3. Let u be the solution of (1.1). If q = 0,
∥∥∂Aν u∥∥2L2β ([0,t]×∂Ω)  2β20
(
α1
2
‖∇ f ‖2L2(Ω) + Γ
(‖ f ‖p+1
Lp+1β (∂Ω)
p + 1 + ‖ f ‖L1β (∂Ω)
)
+ 2Γ 2C1
(
(t + 1)(‖ f ‖2L2(Ω) + ‖ f ‖2L2β (∂Ω)
)
+ ‖ f ‖p+1
Lp+1β (∂Ω)
+ ‖ f ‖L1β (∂Ω) + ‖∇ f ‖
2
L2(Ω)
)p + 2Γ 2|∂Ω|
β0
t
)
,
for each t  0 and some constant C1 > 0.
Proof. If q = 0 from the second equation in (1.1),
∂Aν u√
β
= − ut
β
√
β
− γ (x,u)
β
√
β
.
Therefore (1.2), (1.7), and (1.8) imply
∥∥∂Aν u∥∥2L2β ([0,t]×∂Ω)  2β20
(‖ut‖2L2β ([0,t]×∂Ω) +
∥∥γ (·,u)∥∥2L2β ([0,t]×∂Ω))
 2
β20
(‖ut‖2L2β ([0,t]×∂Ω) + Γ 2
∥∥|u|p + 1∥∥2L2β ([0,t]×∂Ω))
 2
β20
(
‖ut‖2L2β ([0,t]×∂Ω) + 2Γ
2‖u‖2p
L2pβ ([0,t]×∂Ω)
+ 2Γ
2|∂Ω|
β0
t
)
 2
β20
(
‖ut‖2L2β ([0,t]×∂Ω) + 2Γ
2c0‖u‖2pH1([0,t]×∂Ω) +
2Γ 2|∂Ω|
β0
t
)
,
for some constant c0 > 0. The claim follows from Lemmas 2.1, 2.2, and Corollary 2.2. 
3. Proof of Theorem 1.1
As in Theorem 1.1, let v solve
⎧⎨
⎩
vt = div(A′∇v), in (0,∞) × Ω,
v(0, ·) = f ′, in Ω,
vt + β ′∂A′ v + γ ′(x, v) − q′β ′LBv = 0, on (0,∞) × ∂Ω.
(3.1)ν
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w(t, x) = u(t, x) − v(t, x), t  0, x ∈ Ω, (3.2)
we have that
⎧⎪⎪⎨
⎪⎪⎩
wt = div(A∇w) + div
(
(A − A′)∇v), in (0,∞) × Ω,
w(0, ·) = f − f ′, in Ω,
wt + β∂Aν w + γ (x,u) − γ (x, v) − qβLBw
= β ′∂A′ν v − β∂Aν v + γ ′(x, v) − γ (x, v) − (q′β ′ − qβ)LBv, on (0,∞) × ∂Ω.
(3.3)
Proof of Theorem 1.1. Using the divergence theorem and (3.3) we have that
d
dt
( ∫
Ω
w2
2
dx+
∫
∂Ω
w2
2
dσ
β
)
=
∫
Ω
wwt dx+
∫
∂Ω
wwt
dσ
β
=
∫
Ω
w div(A∇w)dx+
∫
Ω
w div
(
(A − A′)∇v)dx− ∫
∂Ω
w∂Aν w dσ
−
∫
∂Ω
w
(
γ (x,u) − γ (x, v))dσ
β
+ q
∫
∂Ω
wLBw dσ +
∫
∂Ω
w
(
β ′∂A′ν v − β∂Aν v
)dσ
β
+
∫
∂Ω
w
(
γ ′(x, v) − γ (x, v))dσ
β
−
∫
∂Ω
(q′β ′ − qβ)wLBv dσ
β
= I1 + I2 + I3 + I4 + I5 + I6, (3.4)
where
I1 =
∫
Ω
w div(A∇w)dx−
∫
∂Ω
w∂Aν w dσ + q
∫
∂Ω
wLBw dσ ,
I2 = −
∫
∂Ω
w
(
γ (x,u) − γ (x, v))dσ
β
,
I3 =
∫
∂Ω
w
(
γ ′(x, v) − γ (x, v))dσ
β
,
I4 =
∫
Ω
w div
(
(A − A′)∇v)dx− ∫
∂Ω
w∂A−A′ν v dσ ,
I5 =
∫
∂Ω
β ′ − β
β
w
(
∂A
′
ν v − q′LBv
)
dσ ,
I6 = (q − q′)
∫
wLBv dσ .∂Ω
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The divergence theorem and (ii) say
I1 = −
∫
Ω
〈A∇w,∇w〉dx+
∫
∂Ω
w∂Aν w dσ −
∫
∂Ω
w∂Aν w dσ − q
∫
∂Ω
|∇τ w|2 dσ
= −
∫
Ω
〈A∇w,∇w〉dx− q
∫
∂Ω
|∇τ w|2 dσ
−α0
∫
Ω
|∇w|2 dx− q
∫
∂Ω
|∇τ w|2 dσ . (3.5)
Due to (1.6) and (3.2),
I2 = −
∫
∂Ω
(u − v)(γ (x,u) − γ (x, v))dσ
β
 0. (3.6)
The Hölder inequality and (1.8) give
I3 = 1
2
∫
∂Ω
(
γ ′(x, v) − γ (x, v))2 dσ
β
+
∫
∂Ω
w2
2
dσ
β
 1
2
∫
∂Ω
(
γ ′(x, v) − γ (x, v)
|v|p + 1
)2(|v|p + 1)2 dσ
β
+
∫
∂Ω
w2
2
dσ
β
 sup
x∈∂Ω, ξ∈R
∣∣∣∣γ ′(x, ξ) − γ (x, ξ)|ξ |p + 1
∣∣∣∣
2 ∫
∂Ω
β ′
β
(|v|2p + 1)dσ
β ′
+
∫
∂Ω
w2
2
dσ
β
 sup
x∈∂Ω, ξ∈R
∣∣∣∣γ ′(x, ξ) − γ (x, ξ)|ξ |p + 1
∣∣∣∣
2(
β1
β0
∥∥v(t, ·)∥∥2p
L2p
β′ (∂Ω)
+ |∂Ω|
β0
)
+
∫
∂Ω
w2
2
dσ
β
. (3.7)
Let ε > 0 be a constant that will be speciﬁed later. The divergence theorem and the Hölder in-
equality imply
I4 = −
∫
Ω
〈
(A − A′)∇v,∇w〉dx+ ∫
∂Ω
w∂A−A′ν v dσ −
∫
∂Ω
w∂A−A′ν v dσ
= −
∫
Ω
〈
(A − A′)∇v,∇w〉dx
 1
2ε
∫
Ω
∣∣(A − A′)∇v∣∣2 dx+ ε
2
∫
Ω
|∇w|2 dx

‖A − A′‖2L∞(Ω)
2ε
∫
Ω
|∇v|2 dx+ ε
2
∫
Ω
|∇w|2 dx. (3.8)
The Hölder inequality, (viii), (1.2), and (3.1) yield
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∫
∂Ω
β − β ′
ββ ′
w
(
vt + γ ′(x, v)
)
dσ
 1
2
∫
∂Ω
w2
dσ
β
+
∫
∂Ω
|β − β ′|2
ββ ′
(
v2t + γ ′(x, v)2
)dσ
β ′
 1
2
∫
∂Ω
w2
dσ
β
+ ‖β − β
′‖2L∞(∂Ω)
β20
∫
∂Ω
(
v2t + 2Γ 2
(
v2p + 1))dσ
β ′
 1
2
∫
∂Ω
w2
dσ
β
+ ‖β − β
′‖2L∞(∂Ω)
β20
( ∫
∂Ω
v2t
dσ
β ′
+ 2Γ 2
(∥∥v(t, ·)∥∥2p
L2p
β′ (∂Ω)
+ |∂Ω|
β0
))
. (3.9)
Playing again with the Hölder inequality, the divergence theorem, and (3.2),
I6 = (q′ − q)
∫
∂Ω
〈∇τ w,∇τ v〉dσ
= (q′ − q)
∫
∂Ω
(〈∇τ u,∇τ v〉 − |∇τ v|2)dσ
 |q′ − q|
∫
∂Ω
(|∇τ u||∇τ v| + |∇τ v|2)dσ
 |q′ − q|
(
3
2
∫
∂Ω
|∇τ v|2 dσ + 1
2
∫
∂Ω
|∇τ u|2 dσ
)
. (3.10)
Using the estimates (3.5)–(3.10) in (3.4), we get
d
dt
( ∫
Ω
w2
2
dx+
∫
∂Ω
w2
2
dσ
β
)

(
ε
2
− α0
)∫
Ω
|∇w|2 dx− q
∫
∂Ω
|∇τ w|2 dσ +
∫
∂Ω
w2
dσ
β
+ sup
x∈∂Ω, ξ∈R
∣∣∣∣γ ′(x, ξ) − γ (x, ξ)|ξ |p + 1
∣∣∣∣
2(
β1
β0
∥∥v(t, ·)∥∥2p
L2p
β′ (∂Ω)
+ |∂Ω|
β0
)
+ ‖A − A
′‖2L∞(Ω)
2ε
∫
Ω
|∇v|2 dx
+ ‖β − β
′‖2L∞(∂Ω)
β20
( ∫
∂Ω
v2t
dσ
β ′
+ 2Γ 2
(∥∥v(t, ·)∥∥2p
L2p
β′ (∂Ω)
+ |∂Ω|
β0
))
+ |q′ − q|
(
3
2
∫
∂Ω
|∇τ v|2 dσ + 1
2
∫
∂Ω
|∇τ u|2 dσ
)
. (3.11)
We choose ε = α0 and introduce the notations
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x∈∂Ω, ξ∈R
∣∣∣∣γ ′(x, ξ) − γ (x, ξ)|ξ |p + 1
∣∣∣∣
2
+ ‖A − A′‖2L∞(Ω) + ‖β − β ′‖2L∞(∂Ω) + |q′ − q|,
F (t) = ∥∥v(t, ·)∥∥2p
L2p
β′ (∂Ω)
+ |∂Ω| + ∥∥∇v(t, ·)∥∥2L2(Ω) + ∥∥vt(t, ·)∥∥2L2
β′ (∂Ω)
+ ∥∥∇τ v(t, ·)∥∥2L2(∂Ω)
+ ∥∥∇τ u(t, ·)∥∥2L2(∂Ω).
Therefore (3.12) says
d
dt
( ∫
Ω
w2 dx+
∫
∂Ω
w2
dσ
β
)
+ α0
∫
Ω
|∇w|2 dx+ 2q
∫
∂Ω
|∇τ w|2 dσ
 2
( ∫
Ω
w2 dx+
∫
∂Ω
w2
dσ
β
)
+ c1ΛF (t), (3.12)
for some constant c1 > 0. The Gronwall lemma gives
∥∥w(t, ·)∥∥2L2(Ω) + ∥∥w(t, ·)∥∥2L2β (∂Ω) + e2t
t∫
0
e−2s
(
α0
∥∥∇w(s, ·)∥∥L2(Ω) + 2q∥∥∇τ w(s, ·)∥∥2L2(∂Ω))ds
 e2t
(∥∥w(0, ·)∥∥2L2(Ω) + ∥∥w(0, ·)∥∥2L2β (∂Ω))+ c1Λe2t
t∫
0
e−2s F (s)ds. (3.13)
Due to Lemmas 2.1, 2.2, and Corollary 2.2
t∫
0
e−2s F (s)ds
t∫
0
F (s)ds
= ‖v‖2p
L2p
β′ ([0,t]×∂Ω)
+ t|∂Ω| + ‖∇v‖2L2([0,t]×Ω) + ‖vt‖2L2
β′ ([0,t]×∂Ω)
+ ‖∇τ v‖2L2([0,t]×∂Ω) + ‖∇τ u‖2L2([0,t]×∂Ω)
 c2‖v‖2pH1([0,t]×∂Ω) + t|∂Ω| + ‖∇v‖2L2([0,t]×Ω) + ‖vt‖2L2
β′ ([0,t]×∂Ω)
+ ‖∇τ v‖2L2([0,t]×∂Ω) + ‖∇τ u‖2L2([0,t]×∂Ω)
 c3
[
M( f ′, β ′,q′) + M( f , β,q) + M( f ′, β ′,q′)p](1+ t)max{1,p} + t|∂Ω|,
for some constants c2, c3 > 0, where M(·, ·, ·) is deﬁned in (1.12). 
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