Diffusion of heat in metals is a fundamental process which, surprisingly, received only a little attention from the research community. Here, we study heat diffusion on the femtosecond and few picoseconds time scales. Specifically, we identify the underlying time scales responsible for the generation and erasure of optically-induced transient Bragg gratings in metal films. We show that due to a interplay between the temporally and spatially nature of the thermo-optic response, heat diffusion affects the temperature dynamics in a partially indirect, and overall non-trivial way. Further, we show that heat diffusion affects also the nonlinear response in a way that was not appreciated before.
Intro
Heat generation and dynamics is central to our understanding light-matter interactions in metals [1, 2, 3] , specifically for the purpose of separating thermal effects from (non-thermal) electronic effects [4, 5, 6, 7, 8, 9, 10] . It is also critical for many applications [11, 12] and specifically, for the correct interpretation of the role of heat in nanophotonic applications such as plasmon-assisted photocatalysis [13, 7] .
The standard model of heat generation and dynamics in metals is the wellknown Two Temperature model (TTM) whereby a distinction is made between the electron subsystem and the phonon subsystem (each assigned by its own temperature) and the electron system is assumed to become thermalized before significant energy transfer between the electrons and the phonons occurred. The TTM was originally introduced phenomenologically [14] , and later derived from a classical point of view in [15, 16] as well as from a semi-quantum mechanical point of view (the Boltzmann equation) in [17] . Unfortunately, as well known, the assumption underlying the the TTM is never strictly valid. As a remedy, using a similar model, we derived in [4, 5] an extended version of the TTM (referred to below as the eTTM) whereby the early stages of the thermalization of the electron subsystem are accounted for via the total energy of the nonthermal electrons; the latter is then characterized by a fast rise time and slow decay time, corresponding to the thermalization of the electron subsystem 1 ,2 . This derivation confirmed the phenomenological model presented much earlier in [19, 20] . In contrast to the TTM, the eTTM allows the electron subsystem to be non-thermal, and only assumes (by adopting the relaxation time approximation, RTA) that the electron subsystem can be described by some temperature -the one to which the electron system would have relaxed if it was isolated from the photons and phonons, see discussion in [4, 5] . In that sense, within the validity conditions of the Boltzmann description and the RTA, the eTTM is valid at all times (in particular, also before all the non-thermal energy is depleted) and the temperature varies instantaneously upon absorption of photons as it reflects the total energy of the electron system.
Most research to date focussed on the derivation of the thermal properties, the coupling dynamics and the temporal dynamics. However, quite peculiarly, all early studies ignored heat diffusion. It seems that this neglect suited most of the configurations studied experimentally. Indeed, on one hand, nanometric metal particles or thin films are characterized by a uniform electric field and hence, uniform temperatures. In fact, the temperature is uniform even for metal nanostructures extending to several tens or even hundreds of nanometers, due to the strong heat diffusion in metals [3, 21] . Furthermore, whenever a large beam was used for illumination, diffusion was a slow process occurring only on the edges of the illumination spot, away from where the processes of interest occurred. However, on the other hand, it is easy to appreciate that there are several scenarios in which heat diffusion cannot be neglected. These include, for example, highly non-uniform illumination of micron-scale metal objects, thick metal layers into which light penetration is minimal, metal-dielectric composites [22] etc.. In those cases, the heat diffusion causes the strongly illuminated regions to reach lower maximal temperatures (compared to the diffusion-free case) and the weakly-illuminated regimes to initially get hotter (before cooling down with the rest of the system due to heat transfer to the environment), as also observed in [23] ; heat diffusion may also affect the overall time scales for the dynamics in a non-trivial way [24, 25] .
There are several generic configurations in which it is interesting to study heat diffusion: diffusion of a localized heat spot in a thin film (studied in [26] ), diffusion to the depth [27, 1, 28] , diffusion around a metal taper [24] and diffusion of a periodic heat pattern (aka transient gratings, TBGs). In the latter scenario, an optically-induced heat TBG in a metal can self-erase due diffusion. In this case, the temperature dependence of the metal permittivity might induce a reflectivity that can be turned on and off on a sub-picosecond time scale, as for free-carrier gratings [29] . This property is appealing for ultrafast switching applications, as it provides switching speeds significantly faster than what is commonly achieved with FC switching [30] . However, to the best of our knowledge, TBGs in metals were studied before only for the slow (nanosecond and microsecond) phonon dynamics (see, e.g., [31, 32, 33, 34] ), where the electron thermalization and subpicosecond temperature dynamics were conveniently ignored. Studies of faster dynamics were performed in [35] for time scales of several hundreds of picosec-onds and in [28] on few tens of picoseconds scale (6µm gratings in buried metal bilayers). The ignorance of the subpicosecond dynamics might have originated from the absence of a proper theoretical tool valid in that temporal range.
Accordingly, using our novel (all-time valid) eTTM, we focus in the current manuscript on the subpicosecond and few picosecond spatio-temporal heat dynamics in optically-induced gratings, specifically, on the interplay between the numerous picosecond time scales -thermalization rate (defined as Γ N T ), e − ph energy exchange rate (Γ Te ) and the diffusion time τ dif f . Based on standard (i.e., single temperature) heat equations, the latter is defined using the second-order (spatial) moment of the solution of the diffusion equation subject to the periodic modulation, namely,
where D e , K e and C e are the diffusion coefficient, thermal conductivity and heat capacity of metal electrons. The magnitude of the diffusion constant D e of metal electrons is approximately D e ≈ 100 cm 2 s −1 (as demonstrated experimentally [26] ), a very high value. With sufficiently strong inhomogeneities of the illumination (specifically, small periods, in the current context), the heat diffusion can become as fast as a few hundreds of femtoseconds. This unique combination of spatial and temporal nonlocality explains why the standard trade-off of the nonlinear optical response of materials between speed and strength can be surpassed by metals (see discussion in [36] ).
Specifically, we show, somewhat surprisingly, that due to the non-trivial interplay between the temporal and spatial nonlocal nature of the thermo-optic response of metals, heat diffusion dominates the dynamics only in a narrow temporal regime -between the thermalization (∼ 0.5ps) and e − ph heat transfer (∼ 1ps) time scales. Furthermore, we show that the gratings do not get totally erased, but rather persist for many picoseconds. This makes TBGs in metals unsuitable for many ultrafast switching applications, except in the extreme spatial non-local limit.
Finally, we also show that the spatial nonlocal nature of the nonlinear response of the bulk metal (not to be confused with the structural nonlocality in metal-dielectric composites, see [37] ) affects the overall magnitude of the nonlinear response. This newly observed effect might have been playing a role in the multiplicity of reported values of the intensity-dependent optical nonlinearity of metals (see [38, 39] ) and provides yet another motivation to avoid describing the nonlinear optical response by a nonlinear susceptibility, a concept which was derived in the context of spatially-and temporally-local (i.e., Kerr) electronic nonlinearities.
2 Spatio-temporal dynamics of the electronic and phonon temperatures
Model -the extended Two Temperature Model (eTTM)
We adopt here the extended Two Temperature Model (eTTM) which describes the spatio-temporal dynamics of the non-thermal electron energy as well as of the electron and phonon (lattice) temperatures [4, 5] . In this approach, U N T e , the energy density of the NT electrons is given by
where the first term on the RHS describes the macroscopic e − e and e − ph scattering rates, represented by Γ e , Γ ph , respectively. The second term on the RHS, p abs , describes the time-averaged absorbed power density. Using the Poynting theorem for dispersive media and assuming that all the photon energy is converted into heat together with the assumption of a slowly varying envelope approximation in time, it can be written as
where ǫ m is the metal permittivity (and ǫ ′′ m is its imaginary part), ω pump is the pump frequency, E is the local electric field and stands for time averaging over the period. The decay rate of the NT energy (also referred to as the thermalization rate) is denoted by
Here, Γ e represents the rate of exchange of energy between the non-thermal electrons and the thermal ones, or in other words, it represents the thermalization rate of the electron distribution as a whole. It was computed and measured to be on the order of several hundreds of femtoseconds (see e.g., [19, 18, 16, 40] to name just a few of the studies of the thermalization). In [20] it was found experimentally that Γ e is independent of the laser fluence in range of 2.5 − 200 µJ m 2 , corresponding to electron temperature rise of up to about 200K. Similarly, Γ ph represents the rate of energy transfer between the non-thermal electrons and the phonons. Due the similarity in the physical origin, it is set to the same value chosen for the energy transfer rate between the thermal electrons and the phonons (Γ T ph ), see below.
The equations for the temperatures are
In these coupled heat equations, U N T serves as the heat source, C and K are the heat capacities and thermal conductivities of the electrons and the lattice as denoted by subscripts e and ph; G e−ph is the electron-phonon coupling factor related to the rate of energy exchange between the electrons and the lattice. This occurs on time scales defined as Γ Te ≡ G e−ph /C e [18] and Γ T ph ≡ G e−ph /C ph , respectively. Since Γ Te ≫ Γ T ph , the latter is essentially negligible. Also worth noting is the relative smallness of the phonon diffusion K ph , which is henceforth neglected.
Numerical results
Solving the complete eTTM requires knowledge of the temperature dependence of all parameters. In the current manuscript, we study the temperature-independent (essentially, linear) case, relevant for low intensities whereby the temperature rise is modest. Thus, we neglect the temperature-dependence of all parameters. Any changes associated with the temperature dependence of the parameters (specifically, the heat capacity) make only modest quantitative changes to the results shown below. Under these conditions, the solution of Eq. (2) is [41] U N T e ( r, t) = √ πτ pump 2 p abs ( r, t)e
(6) For a short pump pulse, U N T e ∼ δ(t)e −Γ NT t , such that pump pulse and NT energy peak together. For a longer pump pulse, the NT energy becomes maximal later than the peak of the pump pulse. Furthermore, the non-instantaneous thermalization gives rise to a smeared source for the electron temperature equation compared to the source appearing in the TTM [14] (which is just p abs (3)).
We now solve Eqs. (2)- (5) for the case in which the metal film is optically thin (w ≪ δ skin ) and the illumination is periodic (p abs sin cos(2πx/d)). Accordingly, we assume that all quantities depend only on x and t and look at the dynamics within a single period d. In addition, we assume that the pump pulse is the shortest time-scale in the system (i.e., τ pump ≪ τ dif f , 1/Γ N T , 1/Γ Te , ...); the latter choice is motivated a-posteriori by the weak dependence on the pump duration observed in further simulations (not shown). The parameters used in the solution of the eTTM (2)-(5) are given in Table 1 , suitable for Au. We assume that the pump illuminates the sample near its plasmon resonance with a local field of ∼ 30MV /m. 4 Importantly, the comparisons below are performed for the same local field (hence, absorbed power density) within a single unit-cell. Figs. 1(a)-(c) show maps of the spatio-temporal dynamics of T e for different illumination periods d (hence, different diffusion times). Figs. 1(d)-(f) show the corresponding cross-sections of T e at x max = 0 (where the illumination intensity is maximal), and at x min = d/2 (no illumination; U N T e (x min ) = 0). In all cases, T e (x max ) initially builds up due to thermalization (i.e., due to energy transfer from the NT electrons to thermal ones); the maximal relative temperature rise is ∼ 90%, ∼ 70%, ∼ 55% for the three cases we simulated. The temperature at x max then gradually decreases due to both e − ph energy transfer and electron heat diffusion. The latter effect causes T e (x min ) to build up as well, despite not being initially illuminated (hence, this is a spatially non-local effect). Figs. 1(g)-(i) show the electron temperature grating contrast, defined as δT g e ≡ T e (x max ) − T e (x min ). We can identify 2 limits -
Parameter
, when the electron heat diffusion is much slower than the local relaxation of T e (see Figs. 1(a) & (d) ). In this case, most of the electron heat is transferred to the lattice before any significant amount of heat reaches the minimum point from the maximum point. As a result, the high temperature region is localized and the electron temperature grating contrast is maximal.
• The spatially non-local limit, 1/Γ N T , 1/Γ Te τ dif f , i.e., when the electron heat diffusion is faster than the local energy relaxation of NT electrons (see Figs. 1(c) & (f) ). In this case, the fast diffusion of electron heat limits the heating of the illuminated regions, while promoting the heating of the un-illuminated regions (as also observed previously in [23] ). Consequently, the high temperature region is relatively delocalized and the electron temperature grating contrast, δT g e , is minimal.
For any choice of parameters between these two extremes, a non-negligible amount of heat is transferred from the maximum point to the lattice before it reaches the minimum point.
Further simulations show that as the pump duration is increased (at a fixed pulse energy), the temporal maximum of T e (x max ) drops only slightly and the temperature at the minimum remains roughly the same, so that the electron temperature grating contrast decreases only slightly as well. Accordingly, we do not pursue the study of longer pulses. In order to quantify the decay dynamics of the grating contrast, we plot in Fig. 2(a) the temporal maximum of T e (x max ) and T e (x min ) for different values of τ dif f . One can see a weak dependence of the maximal values except for very short diffusion where T e (x max ) drops and T e (x min ) increases. Accordingly, the grating contrast decreases for shorter diffusion times (Fig. 2(b) ).
We now define τ e g as the characteristic time scale in which the electron temperature contrast is erased. To determine τ e g , we fit the decay stage of the grating contrast to an exponential function. One can see in Fig. 2(c) that when the diffusion time is long, the grating is erased much faster than the diffusion time (1); this happens due to the local effect of e − ph energy transfer which occurs roughly on a 1/Γ Te time scale 5 . When the diffusion is faster, then, the grating erasure time 5 The simulations show that the erasure time is can becomes slightly slower than 1/Γ Te ; this is possible because unlike τ g e , the e − ph energy transfer time 1/Γ Te is not defined exactly as the exponential decay time of the contrast decay. drops slightly but is then limited by the thermalization rate, 1/Γ N T . This effect originates from the temporally non-local nature of the thermo-optic response of the metal. In particular, the absorbed energy is "converted" into heat gradually, on the time scale of 1/Γ N T , such that the grating contrast erasure is smeared over a similar time scale. Mathematically, it is indeed easy to see that in the extreme spatial non-local limit (d → 0, hence, τ dif f → 0), the coupling term is negligible with respect to the diffusion term, such that the dynamics of the electron temperature is dictated by the convolution between the smeared source and the impulse response of the system (namely, the Green's function of the single temperature heat equation). Simulations performed with artificially reduced thermalization time indeed confirm this interpretation (not shown). The peaking time of the temperature at the minimum (T e (x min )) exhibits a similar trend but slightly delayed; this happens because the temperature rise at x min starts only after the thermalization time 1/Γ N T (more accurately, a fit shows ∼ 1.35/Γ N T ). Peculiarly, the later stages of the dynamics reveal that the rapid grating contrast slows down significantly. Additional numerical simulations of the complete eTTM (not shown) show that the diffusion proceeds at the phonon diffusion rate [35, 26] ; c;early, this occurs due to the coupling the of the electrons to the phonons (the grating erasure is indeed complete if the electrons are artificially decoupled from the phonons (not shown)). Within the few picosecond range, the residual contrast is 1%, specifically, it is a few degrees for the local case but, as one might expect, it is much lower, a fraction of a degree, in the non-local case; naturally, the contrast decreases for a stronger electron thermal conductivity.
In order to complete the picture of the heat dynamics, we also show the spatio-temporal dynamics of the phonon temperature. One can observe a similar behaviour in the local and non-local limits. Importantly, the actual phonon diffusion is faster than its intrinsic value because of the fast electron heat diffusion and the local e − ph energy transfer. We also observe the non-zero residual phonon temperature grating contrast in the few picosecond regime; this residual phonon grating contrast is, however, much stronger than for the electron temperatureit is 100%, 50%, 30% of the maximal phonon temperature rise, respectively, for the simulations in Fig. 1 , specifically, at a few degree level. 
Permittivity dynamics
We use the temperature-dependent permittivity model described in [26] to describe the spatio-temporal dynamics of the metal permittivity ǫ m (T e , T ph ) induced by the change in the temperatures. Specifically, the probe pulse is centered at 850nm for which the contribution of interband transitions to the permittivity can be lumped into a single (temperature-independent) constant ǫ ∞ . Accordingly, we refer below only to ǫ intra m (T e , T ph ). Fig. 4 shows an initial rise of the permittivity due to the T e rise and a corresponding relative permittivity change below 1% for the cases plotted in Fig. 1 (compare to a 90% relative change in the electron temperature). At later stages, the sensitivity to phonon temperature becomes dominant such that for the 1% change of T ph , a 0.1% change of the permittivity is obtained. This implies on much higher sensitivity of the permittivity to the phonon temperature, and a permittivity thermoderivative of ∼ 0.1/K; such values are comparable to those found in the ellipsometry measurements described in [44] .
It is interesting to note that the permittivity change occurs mostly due to the change in the imaginary part of the permittivity. This is similar to the theoretical and experimental observations in the CW case reported in [45, 46] . Overall, the above results show that the permittivity change depends on the period (i.e., on the spatial frequency) even though the total absorbed power (and intensity) are the same for all cases. Thus, the nonlinearity at short times (and to a lesser extent, also in the picosecond time scale) changes with the period. This implies that in addition to the temporal nonlocal nature of the metal response (see [47] ), the nonlinear thermo-optic response of metals has also a spatial nonlocal aspect, an aspect which may contribute to the multiplicity of values assigned for the nonlinearity across the literature (see, e.g., [38, 39] ). 
Discussion
The results shown in this manuscript are robust to the various approximations made in our model. Specifically, the phonon diffusion does not change the dynamics described above (indeed, it is a much weaker effect compared with the electron-induced phonon diffusion); there is no sensitivity to the pump duration nor to the metal layer thickness. Indeed, previous studies (e.g., [35, 24, 26] showed that accounting for the finite thickness accounts only to modest quantitative changes in the temperature dynamics.
Our simulations show that, quite peculiarly, the diffusion determines the grating erasure time only in a rather narrow regime of timescales in which 0.5ps
25ps. Out of this regime, the grating erasure time is dominated by the spatially non-local effects (Γ N T and Γ Te , respectively) and the diffusion determines directly only the build up time of the heat in the minimum illumination points for short diffusion times. While this result is expected for micron-scale periods (weak diffusion), it is quite un-intuitive for sub-micron periods. It originates from the relatively long thermalization times (e.g., with respect to silicon) [48] . This also means, for example, that heat diffusion will be less important in a semiconductor such as GaAs for which the thermalization is even slower [48] .
This work shows that there are quite a few aspects of ultrafast heat diffusion which deserve further research, especially if combined with the acoustic dynamics occurring on the several picosecond time-scales [49, 50, 51] . Our analysis, and especially the non-local nature of the permittivity change is also essential for understanding the nonlinear thermo-optic response of metals. In particular, it shows that the nonlinear thermo-optic response depends not only on the pump and probe wavelengths, the illumination intensity and duration (see e.g. [38] ??), but also on the spatial distribution of the pump, namely, its spatial (in)homogeneity. Our work will hopefully also motivate similar works in additional high mobility materials such as graphene, and other 2D materials. From the applied physics perspective, our results show that since the grating contrast does not disappear on a picosecond time scale, TBGs applications based on metals are expected to work only for very short diffusion times (strong diffusion, non-local case), so that they might be less attractive compared to transient dynamics of free carriers in semiconductors [29] .
Finally, while the eTTM handles correctly the temperature dynamics at all times, the diffusion of the non-thermal electrons (i.e., within the first half picosecond or so, before complete thermalization) was neglected. In this regime, heat transport might even be ballistic. While some papers discuss this regime (see e.g., [1, 6] ), they introduce ballistic transport phenomenologically, sometimes even within the eTTM formulation. However, it is clear that a proper model for ballistic transport has to be derived from the Boltzmann equation, something that to the best of our knowledge, was not done so far. Experimentally, there have been some studies of vertical heat transport based on a configuration in which the pump and probe are incident on opposing interfaces of a metal film (see [27, 28] ), however, for lateral heat transport, there has been no evidence for ballistic diffusion even when using 10 femtosecond temporal resolution, see [26] . Convincing models and measurements of heat transport in this regime will also be useful for resolving arguments regarding charge transfer on the femtosecond scale which are relevant for non-thermal (the so called "hot") electron studies, and their application for photocatalysis and photodetection [4, 5, 52] and should eventually be combined with models of additional transport effects associated with interband transitions (see e.g., [53, 54] ).
