A simple and efficient Bayesian procedure for selecting dimensionality in multidimensional scaling  by Oh, Man-Suk
Journal of Multivariate Analysis 107 (2012) 200–209
Contents lists available at SciVerse ScienceDirect
Journal of Multivariate Analysis
journal homepage: www.elsevier.com/locate/jmva
A simple and efficient Bayesian procedure for selecting dimensionality
in multidimensional scaling
Man-Suk Oh
Department of Statistics, Ewha Womans University, Seo-dae-moon Gu, Seoul 120-750, Republic of Korea
a r t i c l e i n f o
Article history:
Received 19 January 2011
Available online 18 January 2012
AMS subject classification:
62F15
Keywords:
Dissimilarity
Markov chain Monte Carlo
Model selection
Mixture
a b s t r a c t
Multidimensional scaling (MDS) is a technique which retrieves the locations of objects
in a Euclidean space (the object configuration) from data consisting of the dissimilarities
between pairs of objects. An important issue in MDS is finding an appropriate
dimensionality underlying these dissimilarities. In this paper, we propose a simple
and efficient Bayesian approach for selecting dimensionality in MDS. For each column
(attribute) vector of an MDS configuration, we assume a prior that is a mixture of the
point mass at 0 and a continuous distribution for the rest of the parameter space. Then the
marginal posterior distribution of each column vector is also a mixture of the same form,
in which the mixing weight of the continuous distribution is a measure of significance for
the column vector. We propose an efficient Markov chainMonte Carlo (MCMC)method for
estimating the mixture posterior distribution.
The proposedmethod is fully Bayesian. It takes parameter estimation error into account
when computing penalties for complex models and provides an uncertainty measure for
the choice of dimensionality. Also, the MCMC algorithm is computationally very efficient
since it visits various dimensional models in one MCMC procedure. A simulation study
compares the proposedmethod with the Bayesian method of Oh and Raftery (2001). Three
real data sets are analysed by using the proposed method.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Data consisting of similarity or dissimilarity measures on each pair of objects are observed in many practical application
areas such as market research, psychology, sociology, environmental research, and information retrieval for the Web
and other document databases [19,2–4,7,15,22,16]. Examples of such data include the co-purchase of items in a market,
correlation between the rates of different crimes, the number of links between pairs of web pages, the existence or intensity
of social relationships between pairs of families.
Multidimensional scaling(MDS) is a method that handles data consisting of similarity or dissimilarity among pairs of
objects. It retrieves the locations of objects in a Euclidean space, called configuration of objects, while preserving the distance
between the objects in the space aswell as possible. This representation of objects in a space byMDS enables one to visualize
the data and to explore its structure. Extensive reviews of literature on MDS are provided by Borg and Groenen [1], Cox and
Cox [5], Davison [6], and Young [23].
One of the key issues in MDS is to find an appropriate dimensionality of the space, i.e., to find the number of attributes
which significantly contribute to the judgement of (dis)similarity. For example, when the objects in MDS are political
candidates and the data consists of subjective similarity judgements, one might want to know which political positions
or characteristics (e.g. position on Social Security, age, political party membership) are important in forming similarity
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judgements [13]. The number of attributes that is too large can make it difficult to interpret the structure of data, while
the number of attributes that is too small can lead to missing important attributes underlying the dissimilarity. Thus, it is
important to determine dimensionality which is as low as possible while preserving important attributes.
Despite its importance in many applications, not much research has been done on dimensionality. The most commonly
usedmethod is to search for an elbow, that is a point where a measure of fit or a measure of contribution to the dissimilarity
levels off, in a plot of the measure versus dimension [17,6,1]. However, it is often difficult to find an elbow, especially when
there are significant errors in the data.
Oh and Raftery [13] proposed an MDS within a Bayesian framework, assuming a statistical model for the dissimilarity
data. It obtains a Bayesian solution for the object configuration by using a Markov chain Monte Carlo method and then
proposes a Bayesian criterion for dimensionality selection based on object configurations over a range of dimensionality.
The dimensionality selection criterion, called MDSIC, is very easy to compute given the estimated object configuration. It
has been used in many applications, and recently a collection of R functions for implementing the algorithm was provided
by Okada and Shigemasu [14].
However, MDSIC has some limitations. First, it does not compute the marginal posterior density of each dimension
because it is not feasible to integrate out the object configuration. Instead, it plugs in the estimated object configuration
and compares the marginal posterior of the estimated configuration under one dimension versus a different dimension.
Estimation of the object configuration is hard since object configuration is usually a high dimensional matrix whose
likelihood function takes a complicated form. Thus, ignoring the estimation errors in the object configuration may
significantly reduce the penalties for more complex models, and may lead to a higher dimensionality than necessary.
Second,MDSICdoes not provide anuncertaintymeasure for each selecteddimensionality. If the uncertainty is considered,
a smaller dimensionality may also be a reasonable choice for the given data.
Finally, MDSIC consists of two steps for dimensionality selection. It estimates the object configurations for all possible
dimensionality, and then computes the selection criteria for all the candidate dimensionality given the estimated object
configurations. When there are n objects, the maximum possible dimensionality is n − 1. Estimation of the object
configuration usually requires intensive computational effort due to the large number of objects and the complexity of
the model. Thus, estimation of the object configurations over a wide range of dimensionality may be very time consuming.
In this paper, we propose a fully Bayesian method for discovering an appropriate dimensionality in MDS, which resolves
the above mentioned problems of MDSIC. Assume that there are n objects and let p, 1 ≤ p ≤ n − 1, be the maximum
possible dimensionality of the object space. Then the object configuration can be represented by a n × p matrix X =
(xik), i = 1, . . . , n, k = 1, . . . , p. Let xk be the k-th column vector of X, then xk represents the k-th coordinates of the
object configuration. If the vector xk is equal to 0, then the k-th dimension degenerates and hence the number of significant
dimensions would be reduced by one. If the vector xk is not equal to 0, then the k-th dimension is significant in the object
configuration. To implement this idea, we divide the parameter space of xk into the point 0 and the rest, and then assume
a prior which is a mixture of the point mass at 0 and a continuous distribution for the rest of the space. Then the posterior
distribution of X is also a mixture distribution and samples from themixture posterior can be obtained by using the Markov
chain Monte Carlo (MCMC) method proposed by Gottardo and Raftery [9], which can be applied to a mixture of mutually
singular distributions. From the MCMC samples, we can estimate the mixing weight of the continuous distribution for
xk ≠ 0, which is the marginal posterior probability of xk ≠ 0, and this can be viewed as a measure of significance for
the k-th dimension. Given an appropriate threshold, dimensions whose estimated marginal posterior probabilities of non-
degeneration are larger than the threshold value can be selected as significant dimensions, and the number of significant
dimensions is the optimal dimensionality.
The proposed Bayesian method for MDS dimensionality, called BDIM, has several important advantages over MDSIC
of [13]. First, BDIM takes account of the estimation error of the object configuration since it uses the marginal posterior
probability of non-degeneration for each dimension. If the measurement error in the dissimilarity is large, the estimated
structure of the data could be significantly distorted from the true data structure, resulting in a large estimation error of the
object configuration. This large estimation error would give large penalties for high dimensional models and hence lead to
the choice of a simple model. Note that one would not want a complex model for a poor quality data set.
Second, it provides an uncertainty measure for each dimension, that is the posterior probability of non-degeneration for
each dimension. Given the uncertainty measure for each dimension, one can be more flexible in choosing the dimension.
For instance, if one wants a very simple model, sacrificing some accuracy of the object configuration, then one may use a
large threshold for the posterior probability of non-degeneration so that only highly significant dimensions are selected.
Third, it is computationally efficient. It randomly visits component distributions of the mixture posterior and its
frequency of visits to a component distribution depends on the significance of the component distribution. Thus, it
automatically assigns a larger number of MCMC iterations to more important components and a smaller number of MCMC
iterations to less important components, hence uses computing time very efficiently. In contrast, MDSIC runs MCMC for all
possible dimensions with equal importance and it may waste valuable computing time for estimating object configurations
even for very insignificant dimensions.
This paper is organized as follows. Section 2 describes a statistical model for the dissimilarity data and specifies priors for
the unknown parameters in the model. Section 3 describes an MCMC algorithm for estimating parameters in the mixture
posterior. In Section 4, results from a simulation study are presented to compare the performance of the proposed algorithm
with that of MDSIC. In Section 5, real data sets are analysed by the proposed algorithm. Conclusions are given in Section 6.
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2. Statistical model and prior
Let δij be the dissimilarity measure between objects i and j, which are usually related to p unobserved attributes of the
objects. Let xik, i = 1, . . . , n, k = 1, . . . , p, be an unobserved value of the k-th attribute possessed by object i.
In multidimensional scaling, a p-dimensional Euclidean distance is assumed for δij, i.e.,
δij =
 p
k=1
(xik − xjk)2. (1)
Note that the true data may be given in various forms of metric or non-metric dissimilarity measures. However,
Euclidean distance is most frequently used in MDS since it is easy to handle and is known to be robust to the choice of
dimensionality [6].
For the observed dissimilarity measure dij, we assume that dij is obtained from a normal distribution with mean δij and
variance σ 2, with restriction dij ≥ 0, i.e.,
dij ∼ N(δij, σ 2) I(dij ≥ 0), i ≠ j, i, j = 1, . . . , n. (2)
In other words, we assume that the observed dissimilarity data dij is equal to δij plus a Gaussian error with the restriction
that the observed dissimilarity is non-negative. We assume the non-negativity restriction since dissimilarity measures are
typically given as non-negative values.
From the above model, the likelihood function of the unknown parameters (X, σ 2) is given by
l(X, σ 2|Data) ∝ (σ 2)−m/2 exp

− 1
2σ 2
SSR−

i>j
logΦ

δij
σ

, (3)
where m = n(n− 1)/2 is the number of dissimilarities, SSR =i>j(dij − δij)2 is the sum of squared residuals, and Φ(·) is
the standard normal cdf.
For Bayesian inference, priors of the unknown parameters need to be specified. For the prior of the error variance σ 2 we
assume a conjugate prior IG(α, β), an inverse Gamma distribution with mode β/(α+ 1). Let xk = (x1k, . . . , xnk)′, then xk is
the k-th column vector of X, representing the k-th attribute of the objects. For xk, we assume
xk|λk, ω ∼ ωI(xk = 0)+ (1− ω)I(xk ≠ 0)N(xk; 0, λ−1k In),
where ω, 0 ≤ ω ≤ 1, is a weight, I() is the indicator function, N(xk; 0, λ−1k In) denotes that xk follows a normal distribution
with mean 0 and covariance matrix λ−1k In, and In denotes the n× n identity matrix. For the hyper-parameter λk, we assume
G(λk; a, bk), a Gamma distribution with mean a/bk. The hyper-parameter λk is defined only when xk ≠ 0, so we can specify
the prior of (xk, λk) as
xk, λk|ω ∼ ωI(xk = 0)+ (1− ω)I(xk ≠ 0)N(xk; 0, λ−1k In)G(λk; a, bk).
If xk = 0 then the k-th coordinates of X are all 0 and the number of significant dimensions of X would be reduced by 1.
Thus, searching for an optimal dimensionality is equivalent to searching for the number of xk’s which have high posterior
probabilities of being non-zero.
For the weightω, we assume a beta distribution βeta(aw, bw). Then the joint prior of all parameters in themodel is given
by
π(X, σ 2,λ, ω) = π(σ 2)π(X,λ|ω)π(ω),
where λ = (λ1, . . . , λp).
3. Markov chain Monte Carlo
3.1. Sample generation
From the likelihood and the prior, the joint posterior density function of all parameters in the model is given by
π(X, σ 2,λ, ω|Data) ∝ l(X, σ 2|Data)π(σ 2)π(X,λ|ω)π(ω)
∝ l(X, σ 2|Data)π(σ 2)π(ω)
p
k=1
π(xk, λk|ω).
Since π(xk, λk|ω) is a mixture of a point mass and a continuous distribution for each k, the joint posterior distribution
is a mixture of mutually singular distributions, in which 2p component distributions have different dimensionality. Thus,
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employing the MCMC algorithm of [9] for mixtures of mutually singular distributions, we can iteratively generate posterior
samples of xk, σ 2, λ, and ω.
To implement this MCMC algorithm, we compute the full conditional posterior distribution of each parameter given the
values of all other parameters. From simple calculations, the full conditional posterior distribution of ω is given as
ω|else ∼ βeta

aω +
p
k=1
I(xk = 0), bω +
p
k=1
I(xk ≠ 0)

,
from which random generation is straightforward.
The full conditional posterior distribution of σ 2 is given as
π(σ 2|else) ∝ (σ 2)−m/2e− 12σ2 SSR

i>j
Φ(δij/σ) · ig(σ 2;α, β),
where ig(σ 2;α, β) denotes the density function of IG(α, β) distribution at σ 2. Often m = n(n − 1)/2 is much larger than
α, hence the conditional posterior density is dominated by the term (σ 2)−m/2e−
1
2σ2
SSR which can be well approximated by
IG(m/2, SSR/2) density function. Further, due to the large m, the above inverse Gamma distribution is well approximated
by a normal distribution. Thus, we propose a randomwalkMetropolis–Hastings algorithm [11] to generate σ 2, which uses a
normal distribution with variance proportional to that of IG(m/2, SSR/2) as the sample generating distribution. Specifically,
given a current sampleσ 2old ofσ
2, we generate a new sampleσ 2new fromN(σ
2
old, cVar), where Var = 2SSR2/((m−2)2(m−4)) is
the variance of IG(m/2, SSR/2) distribution. For the constant c , we use c = 2.382 to help fastmixing of theMCMC algorithm,
as suggested by Gelman et al. [8]. Given a new sample σ 2new , the acceptance probability in Metropolis–Hastings algorithm is
min{1, π(σ 2new|else)/π(σ 2old|else)} since the proposal density is symmetric about σ 2old − σ 2new .
Now we consider the generation of (xk, λk). The full conditional posterior density of (xk, λk) is given by
π(xk, λk|else) ∝ e−
1
2σ2
SSR

i>j
Φ(δij/σ) · [ωI(xk = 0)+ (1− ω)I(xk ≠ 0)φ(xk; 0, λ−1k In)g(λk; a, bk)]
where φ(xk; 0, λ−1k In) denotes the density function of N(0, λ−1k In) distribution at xk, and g(λk; a, bk) denotes the density
function of G(a, bk) distribution at λk.
Since it is not easy to generate random samples directly from the above distribution, we use a random walk
Metropolis–Hastings algorithm. Let θk = (xk, λk). Given a current value θ(1)k = (x(1)k , λ(1)k ) of θk, we generate a new value
θ
(2)
k = (x(2)k , λ(2)k ) from the distribution
q(θ(2)k |θ(1)k ) ∼ 0.5I(x(2)k = 0)+ 0.5I(x(2)k ≠ 0)φ(x(2)k ; x(1)k , τ−1In)g(λ(2)k ; a+ n/2, bk + S(2)k /2),
where S(2)k =
n
i=1(x
(2)
ik )
2. Generation of (x(2)k , λ
(2)
k ) from this proposal distribution can be done using the following two
steps: (1) generate x(2)k from 0.5I(x
(2)
k = 0) + 0.5I(x(2)k ≠ 0)N(x(2)k ; x(1)k , τ−1In), (2) If x(2)k = 0, skip generating λ(2)k . If
x(2)k ≠ 0, generate λ(2)k from g(λ(2)k ; a + n/2, b + S(2)k /2). Note that g(λk; a + n/2, b + Sk/2) is a good approximation of
φ(xk; 0, λ−1k In)g(λk; a, b)which is the term involving λk in the full conditional posterior density of (xk, λk).
Now, given the new value θ(2)k , we accept θ
(2)
k with probability
α(θ
(1)
k , θ
(2)
k ) = min{1, α∗(θ(1)k , θ(2)k )},
where
α∗(θ(1)k , θ
(2)
k ) =
π(θ
(2)
k |else)q(θ(1)k |θ(2)k )
π(θ
(1)
k |else)q(θ(2)k |θ(1)k )
.
Specifically, let
∆kSSR = SSR(xk = x(2)k )− SSR(xk = x(1)k ),
i.e.,∆kSSR is the SSRwith xk = x(2)k minus the SSRwith xk = x(1)k . Then α∗(θ(1)k , θ(2)k ) is given by
• (i) if x(1)k = x(2)k = 0, then
α∗(θ(1)k , θ
(2)
k ) = 1,
• (ii) if x(1)k = 0, x(2)k ≠ 0 then
α∗(θ(1)k , θ
(2)
k ) = e−
1
2σ2
∆kSSR

i>j

Φ(δ
(1)
ij /σ)
Φ(δ
(2)
ij /σ)

· (1− ω)
ω
φ(x(2)k ; 0, λ−(2)k In)
φ(x(2)k ; 0, τ−1In)
g(λ(2)k ; a, bk)
g(λ(2)k ; a+ n/2, bk + S(2)k /2)
,
204 M.-S. Oh / Journal of Multivariate Analysis 107 (2012) 200–209
• (iii) if x(1)k ≠ 0, x(2)k = 0 then
α∗(θ(1)k , θ
(2)
k ) = e−
1
2σ2
∆kSSR

i>j

Φ(δ
(1)
ij /σ)
Φ(δ
(2)
ij /σ)

· ω
(1− ω)
φ(x(1)k ; 0, τ−1In)
φ(x(1)k ; 0, λ−(1)k In)
g(λ(1)k ; a+ n/2, bk + S(1)k /2)
g(λ(1)k ; a, bk)
,
• (iv) if x(1)k ≠ 0, x(2)k ≠ 0 then
α∗(θ(1)k , θ
(2)
k ) = e−
1
2σ2
∆kSSR

i>j

Φ(δ
(1)
ij /σ)
Φ(δ
(2)
ij /σ)

· φ(x
(2)
k ; 0, λ−(2)k In)
φ(x(1)k ; 0, λ−(1)k In)
· φ(x
(1)
k ; x(2)k , τ−1In)
φ(x(2)k ; x(1)k , τ−1In)
· g(λ
(2)
k ; a, bk)
g(λ(1)k ; a, bk)
· g(λ
(1)
k ; a+ n/2, bk + S(1)k /2)
g(λ(2)k ; a+ n/2, bk + S(2)k /2)
.
Iterative generation of {xk}, {λk}, σ 2, ω for a sufficiently long time provides samples from the posterior distribution of
the unknown parameters, and Bayesian inference is performed based on these samples. Specifically, if we compute the
proportion γˆk of xk ≠ 0 for each k then γˆk is an estimate of γk = P(xk ≠ 0|Data), and it can be seen as a measure of
significance for the k-th column vector of X. If γˆk is not greater than a threshold γ , one could say that there is not sufficient
evidence for the significance of the k-th column vector of X, and hence it can be ignored.
For the initial value of X in MCMC, we suggest the use of a ‘‘classical’’ MDS configuration developed by Torgerson [20,21]
which is very fast and is provided by most statistical packages. Initial values of σ 2 and λk are given as SSR/m and 1/Var(xk),
respectively, where SSR and Var(xk) are computed from the classical MDS configuration.
3.2. Post-processing
We assume the Euclidean distance for the dissimilarity measure δij. Since Euclidean distance is invariant under
translation, rotation, and reflection, the posterior samples of X are also invariant under translation, rotation, and reflection,
and we only estimate the relative locations of the objects. If the centre and direction (sample covariance matrix) of X are
arbitrary then the prior distribution N(0, λ−1k In) of xk, for xk ≠ 0, would not be appropriate. Thus, we post-process the
MCMC samples of X at each iteration as in [13], so that x1, . . . , xp are the principal components of X. Then the centre of
X is at 0 and the sample covariance matrix of X is diagonal, i.e., the column vectors of X are orthogonal. In addition, since
x1, . . . , xp are the principal components, x1 represents the most significant attribute, and x2 the second most significant
attribute, and so on, and hence the posterior probability P(xk ≠ 0|Data) is decreasing as k increases. Thus, given an optimal
dimensionality of say, 2, the optimal combination of attributes is x1 and x2. Also, to avoid a random reflection, we fix the
sign of the maximum value of elements of xk for each k = 1, . . . , p.
Since xk has a covariance λ−1k In, we also transform λk so that the new λk matches with the new xk. Note that the above
transformations of xk and λk do not affect the fit nor the samples of other parameters.
4. Simulation
We conducted a simulation study to compare the performances of BDIM and MDSIC. We generated n = 50 objects
independently in the following way. The first coordinate of the ith object, x∗i1, was generated from N(0, 1). The second
coordinate of the ith object, x∗i2, was generated fromN(0, ρ2), independently of x
∗
i1.We let 0 < ρ < 1. The standard deviation
ρ of the second coordinate is a measure of dispersion of x∗2 from 0, and it can be considered as a measure of significance of
the second attribute. Thus, as ρ gets smaller (larger), the chance of the optimal dimensionality being 1 (2) gets larger.
Given X∗ = {(x∗i1, x∗i2), i = 1, . . . , 50}, we computed the Euclidean distance
δ∗ij =

(x∗i1 − x∗j1)2 + (x∗i2 − x∗j2)2
for each pair of objects and then generated dissimilarity data dij from N(δ∗ij , σ 2)I(dij ≥ 0). Here, σ is the measurement
error associated with the dissimilarity data dij. A large σ would hinder the retrieval of the original X∗ from the dissimilarity
measure, and this would bring a large estimation error in the object configurationX. Thus, if the penalty for complexmodels
appropriately encounters the error in X, a large σ would lead to a low dimensionality, that is dimensionality 1 in this
example.
To investigate the effects of ρ and σ , we considered ρ = 0.1, 0.2, . . . , 0.5, and for each ρ we considered a measurement
error σ = 0.3, 0.5, 0.7. For each combination of (ρ, σ ), we applied the proposed BDIM to the dissimilarity data {dij}. We
discarded the first 5000 MCMC iterations as warm-up and used the next 50,000 samples to estimate γk = P(xk ≠ 0|Data),
for k = 1, . . . , 5. For each k, if γˆk = Pˆ(xk ≠ 0|Data) is larger than 0.5 then we consider the k-th dimension as significant.
The simulation was conducted using a personal desktop computer with Intel Pentium Core 2 Duo 2.66 GHz, Q8400 2 GHz
RAM, and the computing time for each combination was about 15 min.
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(a) BDIM. (b) MDSIC.
Fig. 1. The frequencies of p∗ = 1 versus ρ.
We repeated the above simulation 100 times for each combination of (ρ, σ ), and computed the frequencies of selecting
p∗ as optimal for p∗ = 1, . . . , 5.
For comparison, we also applied MDSIC with a total of 3500 MCMC iterations including 500 burn-in iterations, which
also took about 15min for each combination. TheMCMC iteration of 3500 seemed to be sufficiently large for convergence of
σ 2 and λk. Note that MDSIC does not require the convergence of X since it is based on a Xwhich yields a minimum STRESS,
for each k = 1, . . . , 5. The STRESS used in MDSIC is given by
STRESS =


i>j
(dij − δij)2
i>j
d2ij
,
where δij =

(xi1 − xj1)2 + (xi2 − xj2)2. This STRESS is the same as the commonly used STRESS-1 of [12] except that it
replaces

i>j δ
2
ij by

i>j d
2
ij in the denominator.
In almost all cases, bothmethods chose 1 or 2 as the optimal dimensionality p∗. Thus, in the rest of this sectionwe consider
the frequencies of p∗ = 1 to compare the two methods. Fig. 1 shows the frequencies of p∗ = 1 versus ρ for different values
of σ . Clearly, both methods tend to choose p∗ = 1 when ρ is small and choose p∗ = 2(p∗ ≠ 1) when ρ is large for a given
value of σ . Also, when ρ is fixed both methods tend to choose p∗ = 1 as σ gets larger. However, the effect of σ is much
stronger in BDIM than in MDSIC. The figure of BDIM (left) shows a significant shift to the right as σ increases but the figure
of MDSIC (right) shows relatively small changes for different values of σ . This implies that BDIM encounters the error in the
dissimilarity measure and hence the error in the object configuration more seriously than MDSIC. In other words, BDIM is
more likely to choose p∗ = 1 than MDSIC when σ is large, for a fixed value of ρ. For instance, when ρ = 0.3 and σ = 0.7,
BDIM chooses p∗ = 1 in about 90% cases while MDSIC chooses p∗ = 1 in only about 30% cases.
Since ρ and σ affect the choice of dimensionality interactively and the relative size of σ to ρ seems to be important, we
plot the frequencies of p∗ = 1 versus σ/ρ in Fig. 2. As expected, the frequency of p∗ = 1 tends to increase as σ/ρ increases.
The figure of BDIM shows a roughly s-shaped curve and shows a linear increase in the interval 1.5 < σ/ρ < 3. In contrast,
MDSIC shows a more irregular pattern. Fig. 3 shows super-imposed plots of the previous two figures; the dots represent
BDIM frequencies and the triangles represent MDSIC frequencies. Except for the three cases in the middle, the twomethods
are similar but BDIM is slightly more conservative in that it chooses p∗ = 1 in a fewmore cases thanMDSIC. The three cases
which show big differences in the two methods correspond to (σ , ρ) = (0.3, 0.2), (0.7, 0.4), (0.7, 0.3) from the left to the
right.When σ = 0.3 and ρ = 0.2, BDIM chooses p∗ = 1 in 20 cases whileMDSIC chooses it in about 60 cases. Looking at the
results for σ = 0.5, 0.7 with the same ρ = 0.2, BDIM shows a big difference as σ increases but MDSIC shows a relatively
small difference. When σ = 0.7 and ρ = 0.3, 0.4, BDIM is much more likely to choose p∗ = 1 than MDSIC. The value of
σ = 0.7 would yield a large estimation error in X and hence gives a large penalty for dimensionality 2 in BDIM. This would
lead to a more economical model with dimensionality 1.
5. Examples
We applied the proposed algorithm to three real data sets and compared the results with those from MDSIC of [13]. We
initialized hyper-parameters α, β, a, bk as described in [13], and assumed a uniform distribution on (0, 1) for the prior of ω,
for a fair comparison. Note that the uniform prior corresponds to the beta prior with aω = bω = 1.
206 M.-S. Oh / Journal of Multivariate Analysis 107 (2012) 200–209
(a) BDIM. (b) MDSIC.
Fig. 2. The frequencies of p∗ = 1 versus σ/ρ.
Fig. 3. The frequencies of p∗ = 1 versus σ/ρ for BDIM (dot) and MDSIC (triangle).
5.1. Airline distances between cities
We applied the proposed algorithm (BDIM) to the airline distance data between 30 principal cities, which was provided
by Hartigan [10]. Dimensionality 3 seems obvious in this data since cities are located on the surface of a globe and the airline
distances are close to the Euclidean distances. We ignored the first 3000 samples of MCMC as warm-up and used the next
10,000 samples for inference. We chose 5 as the maximum dimensionality. The estimated proportions of xk ≠ 0 were given
as (1.00, 1.00, 1.00, 0.01, 0.00) and the total computing time for BDIM was 86 s. The estimated posterior probability of
xk ≠ 0 clearly shows that the optimal dimensionality is 3 in this example.
We also applied MDSIC for comparison. MDSIC values were 5331, 4731, 4264, 4376 for p = 1, 2, 3, 4. The minimum
MDSIC is at p = 3, so MDSIC also chooses 3 as the optimal dimensionality. However, the computing time for MDSIC is 761 s,
about 9 times that for BDIM. Moreover, MDSIC values for p = 3 and p = 4 are not much different. In contrast, BDIM shows
strong evidence for p = 3, providing almost zero probabilities of the significance of the fourth and the fifth dimensions.
5.2. Careers of Lloyd bank employees
Stovel et al. [18] measured dissimilarity between the careers of each pair of employees from a data set which showed a
sequence of occupations held by 80 randomly selected employees of Lloyd bank in England, whose career started between
1905 and 1909. This dissimilarity measure is clearly not Euclidean distance.
We applied the proposed algorithm (BDIM) to this data and used 50,000 MCMC samples after 5000 warm-up for
inference, and the computing timewas 76min. BDIM selected 9 as the optimal dimensionality and the posterior probabilities
of xk ≠ 0 for the selected dimensions were all 1 while those for the other dimensions were all 0, showing strong evidence
for dimensionality 9.
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(a) BDIM. (b) MDSIC.
Fig. 4. (a) Probability of significance for each dimension given by BDIM and (b) MDSIC values given by the Bayesian MDS of [13] in the bank example.
We also applied the Bayesian MDS of [13] with the same number of MCMC iterations and computed MDSIC. The
computing time for MDSIC was 2255 min which is about 30 times that for BDIM. Fig. 4 shows the posterior probabilities
for each dimension from the proposed BDIM method and MDSIC. MDSIC takes the minimum at p = 8 but it provides quite
similar values for dimensionality 7–9.
In practice, one may want to display object configuration in a low dimensional space for visualization. In this case, it
would be interesting to know what percentage of variation is preserved in the desired low dimensional space compared to
the variation in the space of the optimal dimensionality. The percentage of variation may be measured by the ratio of the
sum of eigenvalues up to the desired dimensionality to the sum of eigenvalues up to the optimal dimensionality, i.e.,
Vk =
k
j=1
ej
p∗
j=1
ej
,
where ej is the j-th eigenvalue of the estimated object configuration with the optimal dimensionality p∗.
In this data, Vk is given by 0.45, 0.61, 0.75, 0.87, 0.92, 0.95, 0.97, 0.98, 1.00 for k = 1, . . . ., 9. Thus, the first two column
vectors of the object configuration have 61% of the total variation. Investigating the object configuration in 2-dimensional
space, the first dimension seems to represent the period of employment and the second dimension seems to represent the
employees’ career rank.
5.3. Whisky
The nose and taste characteristics of nineteen whiskies are given in [5, Chapter 6]. The data gives the presence/absence
of eleven nose characteristics and thirteen taste characteristics. We computed dissimilarities between all pairs of whiskies
using the Yule coefficient given in [5, Chapter 1].
BDIM was applied with 50,000 warm-up and 10,000 samples were taken at every 50-th iterations after the warm-up.
We used a large lag size when taking samples for inference since the mixing between different dimensionality was slow in
this example. The computing time was 38.9 min. The posterior probabilities of significance for dimensions were given by
1.00, 0.40, 0.13, . . . for k = 1, 2, 3, . . .. With a threshold 0.5, the optimal dimensionality was shown to be 1. However, the
second dimension has a probability of significance of 0.4, showing some evidence of being significant.
MDSIC was computed using 50,000 samples after 5000 warm-up iterations. Note that MDSIC runs a separate MCMC for
each given dimensionality and hence we do not need to worry about slowmixing between different dimensionality. MDSIC
chose 2 as the optimal dimensionality, and the computing time was 37.5 min.
Fig. 5 shows the posterior probabilities of significance obtained from BDIM and MDSIC values. Though MDSIC takes its
minimum at dimensionality 2, the difference between dimensionality 1 and 2 is small. This gives some support for either 1
or 2 as the optimal dimensionality, but it is not clear how much more probable dimensionality 2 is than dimensionality 1.
In contrast, BDIM provides an uncertainty measure for dimensionality through the posterior probability of significance for
each dimension.
Fig. 6 presents the object configuration obtained fromBDIM in 2-dimensional space. The first dimension clearly separates
whiskies with fruit flavour in nose characteristics from the others. The attribute represented by the second dimension is not
clear.
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(a) BDIM. (b) MDSIC.
Fig. 5. (a) Probability of significance for each dimension given by BDIM and (b) MDSIC values given by the Bayesian MDS of [13] in the whisky example.
Fig. 6. Object configuration of whiskies in 2-dimensional space.
6. Conclusions
In this paper, we have proposed a simple and efficient Bayesian dimensionality selection method in multi-dimensional
scaling. We have introduced a mixture prior of a point mass and a continuous distribution for each column vector of the
object configuration, and applied an efficient MCMC algorithm to obtain the posterior probability of significance for each
dimension.
The proposed method has several advantages:
1. It is fully Bayesian and takes account of parameter estimation error when computing penalties formore complexmodels.
2. It provides an uncertainty measure for the significance of each dimension.
3. It is much faster since it estimates models with various dimensionality in oneMCMC procedure, visitingmore significant
models more frequently.
Due to the post-processing of MCMC samples of the object configuration, the column vectors are orthogonal a posteriori,
and the first column has the largest dispersion and the second column has the second largest dispersion and so on. Thus, it
suffices to consider the marginal posterior distribution of each column vector rather than the joint posterior distribution of
a combination of column vectors. This makes the dimensionality selection procedure very simple.
We have assumed a commonweightω in themixture priors of the column vectors. Onemay assume a hierarchicalmodel
for the weight by assuming a different weight ωk for the prior of the k-th column vector xk in the first stage and a common
prior for ωk’s in the second stage.
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Missing data can be easily handled with a minor modification of the algorithm. For instance, if dij is missing then one can
add a step of generating dij from N(δij, σ 2)I(dij > 0), given X and σ 2, in the MCMC iteration.
We have employed theMCMC algorithm of [9] formixtures ofmutually singular distributions to solve the dimensionality
selection problem in MDS. Similar problems exist in other application areas. It is often desirable to know the number of
significant principal components in principal component analysis, the number of significant factors in factor analysis, the
number of significant clusters in cluster analysis, etc. The method proposed in this paper may be extended to solve these
problems, and this is our future research topic.
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