Automatic vehicle re-identification (re-ID) is highly valuable and significant in public transportation systems, but has not achieved much progress since the visual appearances vary hugely across different viewpoints of a vehicle. Feature matching in this problem is extremely difficult, and traditional person re-ID algorithms cannot be suitably applied to vehicles. However, image generation by convolutional generative adversarial networks (GANs), which has obtained breakthrough progress, inspires us to generate vehicles in different viewpoints from only one visible view to tackle vehicle re-ID. In this work, we propose a new deep architecture, called Cross-View Generative Adversarial Network (XVGAN), to learn the features of vehicle images captured by cameras with disjoint views, and take the features as conditional variables to effectively infer cross-view images. Finally, the features of the original images are combined with the features of generated images in other views to learn distance metrics for vehicle re-ID. Our model can successfully generate realistic images in different views of the same vehicle, and contribute to re-ID on two public datasets: VeRi and VehicleID.
Introduction and Related Work
Intelligent vehicle surveillance techniques have been widely explored in the past decades. Most researches focus on vehicle detection [12, 23, 26, 35] and recognition [16, 28] tasks. However, a more interesting and challenging problem, called vehicle re-identification (re-ID), has not achieved much progress. Vehicle re-ID solves the problem of searching a target vehicle in many non-overlapping cameras in the public surveillance system. It can be applied to many practical scenarios such as urban surveillance and security. However, due to the special 3D structure, a vehicle usually looks highly different in varying viewpoints. On the contrary, two similar but different vehicles in the same viewpoint always look more similar than two different viewpoints of the same vehicle by machine vision. Thus, the cross-view vehicle matching task is considered extremely challenging.
A similar problem, called person re-ID [4] , has been widely researched for a decade. As shown in Figure 1 (a), images of the same human usually have a common appearance even though with large viewpoint variations. Conventional person re-ID algorithms focus on two aspects: designing robust and discriminative features [15, 24, 31, 32] and learning distance metrics [ The Generative Net then takes a vehicle's intrinsic feature of the visible view, the average feature of the expected viewpoint and a random noise vector as inputs to infer images of the same vehicle in other views. The Discriminative Net distinguishes real images from synthetic samples while keeping images generated with correct vehicle attributes. Finally, the inferred vehicle images from cross-view pair data contribute to learning distance metrics for re-ID. (c) Generated image examples in different viewpoints for the input vehicle.
methods [13, 22, 27] successfully solve the two tasks simultaneously within one end-to-end model. However, these approaches, working well on humans, are not suitable for vehicles. Minimizing the distance between the side and front views of the same vehicle, and pushing away that of two similar vehicles both in the front view, will make a model trained without a correct and converged loss. Therefore, reasonable feature and distance metric learning should be optimized in the same manifold. Image Generation is another hot topic which has achieved great success on many vision tasks such as text-to-image generation [21, 29] , image style transformation [3, 17] , and super resolution [10] . Inspired by this idea, we propose a cross-view generative adversarial network (XVGAN) in this paper, to infer vehicle images across different viewpoints and further contribute to the re-ID problem. Figure 1 (b) sketches an overview of the XVGAN which comprises three sub-networks: Classification (C), Generative (G) and Discriminative (D) Nets. C Net can learn intrinsic features of the input vehicle image. Conditioned on these features as well as a pre-computed viewpoint feature of the expected view, G and D Nets aim to generate real images of the same vehicle in other viewpoints. Examples of the inferred samples by XVGAN are illustrated in Figure 1 (c). After inference, the features extracted from the input and output views are concatenated for further learning distance metrics between vehicles across different views. The following two parts summarize some related works on image generation and vehicle re-ID.
Image Generation. The original GAN [5] is proposed with a deconvolutional network for generating images from noise and a convolutional network for discriminating real or fake samples. InfoGAN [2] , DCGAN [20] , and text-to-image GAN [21] are all excellent followup works to investigate better models for different tasks. Alternatively, variational autoencoders (VAE) [7] optimize the encoder and decoder networks by minimizing 2 distance between the generated images and the posterior distribution. Moreover, [25] reconstructs the unseen views only with a CNN, and [34] implements view synthesis by appearance flow.
Vehicle Re-ID. Most vehicle re-ID algorithms usually adopt license plate-based approaches [9, 11] which are only effective in the front and rear views. Besides, deep relative distance learning [16] , adopting coupled clusters' loss and a mixed difference network structure, is designed for learning the difference between similar vehicles based on a new VehicleID dataset. Another work [19] also introduces a large-scale VeRi dataset, and employs visual feature, license plate and spatial-temporal information to explore the re-ID task. However, these methods consider limited viewpoints and only exploit original views.
The main contributions of our work are highlighted as follows: (1) A novel deep XV-GAN architecture is proposed for generating cross-view vehicle images from an input view. Moreover, the model is extended to solve the multi-view vehicle re-ID problem. (2) Extensive experiments are carried out to show the superiority of the XVGAN both on the vehicle image generation quality and re-ID performance.
2 Cross-View GAN Based Vehicle Re-ID
In this section, we present the advantages of generative adversarial networks (GANs), and propose a novel deep convolutional GAN architecture for cross-view vehicle images to contribute to the vehicle re-ID task.
Generative Adversarial Nets
GAN is an unsupervised machine learning method, which achieves great success in image generation tasks. It consists of a generative model G and a discriminative model D competing against each other in a two-player min-max game. The generative network takes a latent random vector z from a uniform distribution as input to generate samples. The p z (z) is expected to converge to a target true data distribution p data (x), where x is a real image. Meanwhile, the discriminative network aims to distinguish the real data from synthesized samples. These two networks are simultaneously optimized by the following problem:
It has been proved [5] that a global optimum can be obtained when p G well converges to p data , if G and D have enough capacity. Compared to other generative models, GAN has few restrictions (e.g. no Markov chain and variational bound is needed relative to Boltzmann machines and VAEs). Moreover, since G is very poor in the early training stage and D can easily reject synthesized samples with high confidence, logD(G(z)) is maximized for better training G rather than minimizing log(1 − D(G(z))).
XVGAN
We propose a new cross-view GAN (XVGAN), which consists of three main networks, to generate vehicles across different viewpoints. A Classification Net aims to learn vehicle features including type, color, some unique patterns and the viewpoint information. Conditioned on these features, the Generative Net takes the intrinsic vehicle features of input views, random vectors and central viewpoint features of expected views as inputs to synthesize vehicle images in certain views of the same input vehicles. The Discriminative Net distinguishes the generated samples from the real images, and simultaneously tries to match the inferred vehicle images with correct attributes and viewpoints. Finally, the features of original views are concatenated with the features of inferred views to further learn distance metrics for re-ID. The network architecture is illustrated in Figure 2 . The final learned ReidFeat can be directly adopted for measuring distances between vehicles across different views.
Feature learning and viewpoint clustering. Formally, x A denotes the input vehicle images in camera A. The trunk architecture of the Classification Net consists of 4 convolutional layers (kernel size = 5, padding = 2 and stride = 2) and 2 fully-connected layers. The Leaky-ReLU is set after each layer. Then, we configure two layers for learning the 256-dimensional x A attr by multi-attributes classification and the 128-dimensional x A vp by viewpoint classification separately, since we expect viewpoint information of view A weakened in x A attr , but strengthened in x A vp . The viewpoints of all vehicles are coarsely categorized into five groups: front, rear, side, front-side and rear-side. During training the Classification Net, the loss of viewpoint classification can be fast and well converged. Thus, we can easily learn five viewpoints' feature clusters from all the training data by k-means clustering, and compute the feature in the center of each cluster, x B cvp , as a condition to generate views in camera B.
Matching-aware conditional vehicle GAN. The conditional generator is defined as G:
and I is for images. Besides, the discriminator is denoted as D:
Viewpoint}. L i denotes the range of each label. The optimization of the G and D in Eq. 1 can be reformulated as:
The input of the generator G is the concatenation of the
The discriminator D takes the generated samples and the real images in view B as inputs. The main trunk of the Discriminator has the similar structure in Classification Net. Meanwhile, to match the inferred images with the same attributes of original vehicles in view A and correct viewpoint in view B, we add a fully-connected layer and simultaneously optimize the whole Discriminative Net by multi-label classification. The viewpoint label is for view B, which is different from the viewpoint in Classification Net for view A. Batch normalization and Leaky-ReLU are adopted for all the layers in the discriminator as well. Moreover, for better optimizing the conditioned G and D, we also replicate the x A attr and x B cvp embeddings spatially and do concatenation in depth when the spatial size is 8 × 8, and perform a 1 × 1 convolution afterwards.
Distance learning for re-ID. In addition to training the XVGAN for image generation, we extend the architecture to simultaneously optimize for the vehicle re-ID problem. Define a pair of images (x A q , x B p ) as positive if they are two views from the same vehicle and (x A q , x B n ) as negative if they are from different vehicles. We feed forward the image pairs to our XVGAN in a Siamese-like way. Take a positive pair as an example, the mapped feature pair ( f A q , f B p ) from the last convolutional layer in Classification Net and the inferred (f B q ,f A p ) from the last convolutional layer in Discriminative Net are concatenated as
is for negative pairs. Then, f q , f p and f n , including both the features from the original images and the inferred samples, can be further adopted for learning distance metrics by minimizing a contrastive loss L reid [6] to shorten the distance between the same vehicle and maximize that between different vehicles. Moreover, a convolutional layer (kernel size = 3, padding = 1 and stride = 2) and a fully-connected layer are configured at the end. Our distance metric learning is more reasonable since it is optimized in the same feature manifold by combining the original and generated views.
In the inference phase, the Classification Net first predicts viewpoints of the query vehicle and each candidate in the gallery set. Then, the corresponding central viewpoint features for each other as well as the intrinsic features are adopted to generate cross-view images. Finally, the 2048-dimensional ReidFeat is used to measure distance for ranking.
Implementation Settings. The random noise z is set as 128-dimensional, sampled from uniform distribution. The spatial size of generated images is 128 × 128. Similar to [20] , we adopt the ADAM Optimizer with the learning rate of 0.0002 and the momentum of 0.5. We set the mini-batch size as 64, and trained our model for 500 epochs on a GPU server configured with four GTX TITAN X cards.
Experiments
In this section, we first qualitatively evaluate the generation ability of the XVGAN compared to three baselines. Moreover, we explore the performance on vehicle re-ID compared to some state-of-the-arts on two public vehicle re-ID datasets. All the experiments are implemented based on the deep learning framework TensorFlow [20] .
Datasets and Evaluation Protocol
To well explore our proposed cross-view GAN on vehicle generation for re-ID, we evaluate the XVGAN on a large-scale real vehicle surveillance dataset: VeRi [19] . The VeRi dataset, containing 776 different vehicles, is collected by 20 cameras along a circular road within a city area. The training set consists of 576 vehicles with 37,781 images and the test set has 200 vehicles with 11,579 images. We adopt the ID, color, type and viewpoint information of training data to optimize our model. The viewpoint labels followed in [28] are labeled by ourselves. Moreover, since the license plate and spatial-temporal relation annotations have not been released, we do not include them in our experiments.
To optimize the contrastive loss for re-ID, we randomly generate 30,000 positive pairs and 70,000 negative pairs for training. In the test phase, we strictly follow the evaluation protocol proposed in [19] . An image-to-track search is adopted instead of conventional image-to-image fashion. The experiments are evaluated on 1,678 query images and 2,021 gallery tracks. In addition to the Cumulative Matching Characteristic (CMC) curve widely employed in person Re-Id, a mean average precision (mAP) is also used.
Cross View Generation with Correct Attributes and Viewpoints
Before evaluating the final re-ID performance, we first present the vehicle image generation results by our XVGAN compared to some baselines. To validate the effectiveness of each designed component in the XVGAN, we carefully evaluate three corresponding baselines explained in detail as follows.
VAE Architecture. To explore that GAN based framework can better recover the training distribution and be asymptotically consistent, we first set the Variational Auto-Encoder (VAE) architecture as a baseline. In this method, the Discriminative Net is discarded, and the Classification Net and Generative Net work as the encoder and decoder, respectively. All the convolutional, fully-connected and deconvolutional layers have exactly same settings with the XVGAN for a fair comparison. In addition to the KL divergence, we adopt 2 norm for optimizing the decoder loss.
Purely Attributes-conditioned GAN. Conventional GANs usually condition on class labels or semantic attributes. However, more descriptive intrinsic visual features are not taken advantage of if the Generative Net only takes noise and some discrete values of attributes as inputs. To validate the superiority of our cross-view image-conditioned GAN, we evaluate a baseline of GAN purely conditioned on discrete attributes. In this method, after predicting the attribute labels of a vehicle in an original view image by the Classification Net, the ID, type, color and the expected viewpoint labels are directly encoded to a 384-dimensional (256+128) vector and then concatenated with the random noise vector. The structures of the Generative and Discriminative Nets are same as that of the XVGAN.
XVGAN without Matching-awareness. The goal of XVGAN is not only to generate real vehicle images, but also to infer images with correct attributes and viewpoints. A gen- A black sedan in front-side view.
A white SUV in rear view.
GT
A silver Pickup in rear-side view.
A grey sedan in side view. erated image with mismatched vehicle attributes or viewpoints cannot contribute to the final re-ID performance. The multi-attributes learning of generated views is configured for the constraint in the Discriminative Net. To prove the effectiveness of this design, an ablation experiment of dropping the multi-attributes learning is conducted. Figure 3 demonstrates some qualitative examples of generated vehicle images by our XVGAN compared to three baselines. According to the results, we have the following observations and analysis. First, the VAE architecture generated much more blurred images compared to GAN-based frameworks, even though most correct attributes and viewpoints can be successfully generated. For the attributes-conditioned GAN, we find that the intravariations within the synthesized same color and type vehicles are large, since the detailed intrinsic features of the visible original view images are not exploited. In other words, from an input view image, the attributes-conditioned GAN can generate many similar vehicles rather than exactly the same target, thus, its improvement for the re-ID task is also limited. Moreover, the XVGAN without the matching-awareness constraint can generate real vehicle images, however, some attributes and viewpoints of the inferred views frequently mismatch the original vehicle. Finally, our XVGAN can synthesize highly real vehicle images with correct attributes and viewpoints in most cases. Its effectiveness for vehicle re-ID is further investigated in the next two sections.
Re-identification on the VeRi Dataset
To evaluate the re-ID performance, in addition to the image generation based models, we also compare to five traditional one-view based methods which only exploit the features of original views to measure distances across different views. One is simply adopting the second fully-connected layer in the Classification Net of XVGAN. The LOMO [15] feature is a highly successful handcrafted feature adopted for person re-ID. Moreover, the deep person re-ID model of domain guided dropout (DGD) [27] is also transferred to vehicles by re-training on [16, 19] . The GoogLeNet feature extracted from the model fine-tuned on vehicles in [28] , is a solid deep representation containing rich semantic vehicle attributes information. A weighted combination of SIFT, Color Name and GoogLeNet features, proposed as FACT in [18, 19] , can well discriminate vehicles in joint domains. Besides, since the VAE baseline does not have the Discriminative Net, we concatenate the last convolution layer of the encoder and the first convolution layer of the decoder instead, and then learn the ReidFeat by the contrastive loss. Furthermore, we also compare to a view synthesis method by appearance flow (AppFlow) [34] . Since only one visible input view is available in the vehicle re-ID test phase, we adopt the single-input view network of AppFlow. ever, our XVGAN beats FACT by 6.11%. The improvement shows the effectiveness of the cross-view generation can indeed contribute to the vehicle re-ID problem in disjoint views. Moreover, without the design of matching-aware multi-label supervision in the Discriminative Net, the mAP of XVGAN decreases by 4.58%. Also, neither of VAE-based generation model and purely attribute-conditioned GAN achieves satisfactory performance. Thus, each component of design in the XVGAN is proved to be significant for re-ID. The matching rates of XVGAN at top-1, 5, 20, 50 are consistently higher than those of other baselines. The detailed comparison of CMC curves is shown in Figure 5 (a). Besides, Figure 4 demonstrates qualitative examples of top-20 ranks for some query vehicles. We can observe that images of the same vehicle with large viewpoint variations compared to the query one can be successfully distinguished from many similar candidates in most cases. However, some false hits still exist usually caused by homogeneous visual patterns from very similar candidates in the same viewpoint.
Re-identification on the VehicleID Dataset
To make our method more convincing and show its generalizability, we evaluate the XVGAN on another large-scale vehicle dataset: VehicleID [16] . All the vehicles in the VehicleID dataset are captured in up to only two viewpoints: front and rear. The dataset is divided into the training set with 110,178 images of 13,134 vehicles and the test set with 111,585 images of 13,133 vehicles. A coupled clusters loss (CCL) and a mixed difference network structure (Mixed Diff) for vehicle re-ID are also introduced in [16] . Following its evaluation protocol, we conduct the image-to-image search. One image is randomly selected for each vehicle in the test set to construct the gallery set with the size of 800. Other images are adopted as query ones. The experiment is carried out 10 times to obtain the final results. Table 2 : Matching accuracies (%) at rank-1, 5, 20 and 50 on the two-view VehicleID Dataset.
CMC curves are illustrated in Figure 5(b) . As shown in Table 2 , XVGAN increases the top-1 and 5 matching rates by 3.96% and 5.19%, respectively, compared to the second place Mixed Diff+CCL. The FACT feature performs poorly on this dataset, since neither of its components can be discriminative for small inter-variations between vehicles in the single viewpoint. The large margin between XVGAN and XVGAN-C strongly proves the significance of the contribution by the cross-view inference. Moreover, VAE also gets low accuracies because the generated cross-view images are blurred, losing details. The top-1 rate by Attr-GAN or XVGAN-w/o-M is 7.06% or 7.98% lower than that of XVGAN, respectively. Therefore, GAN models, conditioned on only discrete attribute labels or without matching-awareness design, are ineffective for vehicle re-ID.
Conclusion
In this paper, we proposed a novel deep XVGAN to implement cross-view vehicle generation and contribute to the multi-view vehicle re-ID task neglected by the computer vision community. Extensive experimental results showed that our model could both achieve satisfactory performance on matching-aware vehicle image generation and re-ID compared to some baselines. In future work, more solid models are being studied to transfer this framework to practical applications.
