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Introduction
Let us consider d regular functions Γ1, . . . ,Γd and s, t ∈ R. To any word a1 . . . an in the letters
{1, . . . , d}, we associate the iterated integral
ItsΓ (a1 . . . an) =
∫ t
s
dΓa1(x1)
∫ x1
s
dΓa2(x2) . . .
∫ xn−1
s
dΓan(xn).
We shall see in the sequel words as decorated trunk trees, that is to say decorated rooted trees
with no ramification. In other terms, we shall identify the word abc and the rooted tree q
q
q
a
b
c
, and
so on. This function extends into a function I
ts
Γ on decorated rooted trees. For example,
I
ts
Γ ( q∨
qq
a
cb
) =
∫ t
s
dΓa(x1)
∫ x1
s
dΓb(x2)
∫ x1
s
dΓc(x3),
see section 4.2 of the present text for more details.
Such an integral I¯tsΓ (T) can be decomposed as a sum of iterated integrals I
ts
Γ (a1 . . . an), where
(a1 . . . an) ranges in a certain set of words associated to the decorated rooted tree T. For example:
ItsΓ ( q∨
qq
a
cb
) = ItsΓ (abc) + I
ts
Γ (acb).
This defines a linear map θd from the algebra Hd generated by the set of decorated rooted
trees (that is to say the Connes-Kreimer Hopf algebra of rooted trees) to the vector space Shd
generated by words (the shuffle algebra on d letters, see [1]), and it turns out that this map is a
Hopf algebra morphism, surjective and not injective.
Let us consider a word w = (ℓ(1) . . . ℓ(n)) in Shd. A natural antecedent of w by θd is the
the trunk tree T with decorations given from the root to the leaf by ℓ(1), . . . , ℓ(n). However,
this section of θd is a coalgebra morphism, but not an algebra morphism, as trunk trees do not
satisfy the shuflle relations. For any σ ∈ Σn, an antecedent T
σ of the permuted word wσ is
constructed in [18] with the help of Fubini’s theorem, such that T Id is the trunk tree T , and the
shuffle relations are satisfied for the T σ. We would like in this article to reformulate this con-
struction from an algebraic point of view, more precisely in terms of morphisms of Hopf algebras.
The initial motivation of this works comes from the theory of rough paths. Assume t 7→
Γ(t) = (Γ1(t), . . . ,Γd(t)) is a smooth d-dimensional path, and let V1, . . . , Vd : R
d −→ Rd be
smooth vector fields. Then the classical Cauchy-Lipschitz theorem implies that the differential
equation driven by Γ
dy(t) =
d∑
i=1
Vi(y(t))dΓi(t) (1)
admits a unique solution with initial condition y(0) = y0. The usual way to prove this is to show
by a functional fixed-point theorem that iterated integrals
yn 7→ yn+1(t) = y0 +
∫ t
0
∑
i
Vi(yn(s))dΓi(s)
converge when n→∞.
Assume now that Γ is only α-Hölder, for some α ∈ (0, 1). Then the Cauchy-Lipschitz theorem
does not hold any more, because one first needs to give a meaning to the above integrals, and in
particular to the iterated integrals
∫ t
s dΓi1(t1) . . .
∫ tn−1
s dΓin(tn), for n ≥ 2, 1 ≤ i1, . . . , in ≤ d.
The theory of rough paths, invented by T. Lyons [12] and further developed by V. Friz,
N. Victoir [6] and M. Gubinelli [9], implies the possibility to solve (1) by a redefinition of the
integration along Γ, using as an essential ingredient a rough path Γ along Γ, see definition 11 of
the present text. It is an essential tool in particular in the context of integration with respect to
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stochastic processes or of stochastic differential equations, when the driving process is less regular
than the family of Brownian motion2. Fractional Brownian motion with Hurst (or regularity)
index α ∈ (0, 1/2) is probably the most prominent example, and the main application of the
above cited article [18] so far is indeed to the case of fractional Brownian motion with α ≤ 1/4
[19], for which more elementary procedures (such as piecewise linear approximation [4] or the
Malliavin calculus [14] for instance) do not work any more.
The axioms of this definition can be reformulated in terms of Hopf algebras. Recall that
if H = (H,m,∆) is a Hopf algebra, then for any commutative algebra A, the set CharH(A)
of algebra morphisms from H to A is a group for the convolution product ∗ induced by the
coproduct of H. With this formalism, a formal rough path may be seen as a a family (Γts)t,s∈R of
characters of the shuffle algebra Shd, such that for any s, t, u ∈ R, Γts = Γtu ∗ Γus. This family
of characters is a rough path if it also satisfies some Hölder continuity condition, see definition
11, that we shall not detail here.
As explained earlier, the aim of this text is to give an algebraic frame to the construction of
[18], in terms of Hopf algebra morphisms; this will describe in a simple and explicit way all formal
rough paths over Γ by means of algebraic tools. We use for this two families of combinatorial
Hopf algebras. The first one is the Hopf algebra H introduced in [3] for Renormalization in
Quantum Field Theory. It is based on (decorated or not) rooted trees; its product is given by
commutative concatenation of rooted trees, giving rooted forests, and its coproduct by admissible
cuts of trees, as recalled in section 2.2. We generalise this construction in section 3.1 to ordered
rooted forests, that is to say rooted forests whose vertices are totally ordered. The obtained
Hopf algebra Ho is neither commutative nor cocommutative. If the total order of the vertices of
the ordered forest F is compatible with the oriented graph structure of F, we shall say that F is
heap-ordered. The set of heap-ordered forests generates a Hopf subalgebra Hho of Ho. All these
constructions are also generalized to decorated rooted forests.
On the other side, working with permutations instead of words, we obtain a Hopf algebra
structure on the vector space generated by the elements of all symmetric groups Σn. This object,
first introduced by C. Malvenuto and Ch. Reutenauer [13], is known as the Hopf algebra of free
quasi-symmetric functions FQSym, because of its numerous relations with the Hopf algebra of
symmetric functions, see [5].
We construct in section 3.1 a Hopf algebra morphism from Ho to FQSym using the notion of
forest-order-preserving symmetries, see definition 3. When restricted to Hho, this Hopf algebra
morphism Θ becomes an isomorphism. It is then natural to consider the inverse image of σ ∈ Σn
by Θ: this element of Hho is denoted by T
σ−1 . The product and coproduct of the elements Tσ
is decribed in lemma 7.
There exist canonical projections from a decorated version of FQSym to the shuffle algebra
Shd, and from the Hopf algebra of heap-ordered decorated forests Hdho to the Hopf algebra of
decorated rooted trees Hd. Completing the last edge, we define a commutative square of Hopf
algebra morphisms:
Hdho
Θd
//
πd
ho

FQSymd
πdΣ

Hd
θd
//
Shd
Considering characters, the group of characters CharHd(A) is now seen as a subgroup of CharHd
ho
(A),
more precisely, as the subgroup of characters invariant under forest-order-preserving symmetries.
The Hopf algebra morphism θd induces a group injection from Char
Sh
d(A) to CharHd(A), send-
ing φ to φ ◦ θd. Using characters given by iterated integrals, this allows to compute easily the
elements Tσ with the help of Fubini’s theorem, see section 4.2.
The final section explains how to use this formalism to construct, first characters of the shuffle
2Recall that Brownian paths are ( 1
2
− ε)-Hölder continuous for every ε > 0.
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algebra from a character of Hd, then a rough path, using the notion of measure splitting, see
Definition 12. In particular, constructing a formal rough path over Γ is definitely a very unde-
termined problem, since essentially any choice of function on the set of rooted trees yields by
linear and multiplicative extension a character of Hd and then a formal rough path. However, it
is natural to look for some non-arbitrary regularization procedure yielding a Hölder-continuous
rough path. As explained in the conclusion of the present text, the a priori difficult problem of
regularizing characters of Shd becomes in this process the problem of regularizing characters of
Hd. This is a much more conventional problem, which may for instance be solved by using the
by now classical tools of renormalization theory [20].
Remark. The base field is K = R or C.
1 Words and rooted trees
1.1 The shuffle algebra
Let d ≥ 1. A d-word is a finite sequence of elements taken in {1, . . . , d}. The degree of a word is
the number of its letters. In particular, there exists only one word of degree 0, the empty word,
denoted by 1.
The shuffle Hopf algebra Shd is, as a vector space, generated by the set of d-words. The
product  of Shd is given in the following way: if w is a d-word of degree k, w′ is a d-word of
degree l, then
w  w′ =
∑
w′′∈Sh(w,w′)
w′′,
where Sh(w,w′) is the set of all words obtained by shuffling the letters of w and w′. For example,
if (a1a2a3) and (a4a5) are two d-words (that is to say 1 ≤ a1, a2, a3, a4, a5 ≤ d):
(a1a2a3)  (a4a5) = (a1a2a3a4a5) + (a1a2a4a3a5) + (a1a2a4a5a3)
+(a1a4a2a3a5) + (a1a4a2a5a3) + (a1a4a5a2a3)
+(a4a1a2a3a5) + (a4a1a2a5a3) + (a4a1a5a2a3) + (a4a5a1a2a3).
This product is commutative; the unit is the empty word 1. The coproduct is defined on any
d-word w = (a1 . . . an) by:
∆(w) =
n∑
i=0
(a1 . . . ai)⊗ (ai+1 . . . an).
For example:
∆(a1a2a3a4) = a1a2a3a4 ⊗ 1 + a1a2a3 ⊗ a1 + a1a2 ⊗ a3a4 + a1 ⊗ a2a3a4 + 1⊗ a1a2a3a4.
The counit sends 1 to 1 and any non-empty word to 0. The antipode S sends the word (a1 . . . an)
to (−1)n(an . . . a1).
We shall consider in the sequel d-words as trunk trees. For example, we shall identify the
d-word (abc) with the trunk tree q
q
q
a
b
c
. Considering d-words as trunk trees, Shd becomes a vector
subspace and a sub-coalgebra (but not a subalgebra) of Hd whose definition we shall now recall.
1.2 Reminders on rooted trees and forests
A rooted tree is a finite tree with a distinguished vertex called the root [16]. A rooted forest is a
finite graph F such that any connected component of F is a rooted tree. The set of vertices of
the rooted forest F is denoted by V (F).
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Let F be a rooted forest. The edges of F are oriented downwards (from the leaves to the
roots). If v,w ∈ V (F), with v 6= w, we shall denote v → w if there is an edge in F from v to w
and v ։ w if there is an oriented path from v to w in F .
Let v be a subset of V (F). We shall say that v is an admissible cut of F , and we shall write
v |= V (F), if v is totally disconnected, that is to say that v ։ w/ for any couple (v,w) of two
different elements of v. If v |= V (F), we denote by LeavF the rooted sub-forest of F obtained
by keeping only the vertices above v, that is to say {w ∈ V (F), ∃v ∈ v, w ։ v} ∪ v. We denote
by RoovF the rooted sub-forest obtained by keeping the other vertices.
Connes and Kreimer proved in [3] that the vector space H generated by the set of rooted
forests is a Hopf algebra. Its product is given by the disjoint union of rooted forests, and the
coproduct is defined for any rooted forest F by:
∆(F) =
∑
v|=V (F)
RoovF ⊗ LeavF .
For example:
∆
(
q∨
qq
q
)
= q∨
qq
q
⊗ 1 + 1⊗ q∨
qq
q
+ q∨
qq
⊗ q + q
q
⊗ q
q
+ q
q
q
⊗ q + q
q
⊗ q q + q ⊗ q
q
q .
The antipode S¯ is inductively defined by:
S¯(1) = 1,
S¯(F) = −F −
∑
v|=V (F)
RoovF6=F ,LeavF6=F
RoovF S¯(LeavF).
This construction is easily generalised to d-decorated rooted forests. A d-decorated forest
is a couple (F , ℓ), where F is a rooted forest and ℓ a map from V (F) to {1, . . . , d}. If F and
G are two d-decorated forests, then FG is naturally d-decorated. For any v |= V (F), LeavF
and RoovF are also d-decorated by restriction, so the vector space H
d generated by d-decorated
rooted forests is a Hopf algebra.
We already mentioned that Shd is a sub-coalgebra of Hd. We shall see later on in subsection
4.2 that Shd may also be seen as a quotient Hopf algebra of Hd, which accounts for the notation
S¯.
2 Ordered rooted trees and permutations
We shall here generalize the construction of product and the coproduct of Hd to the space
generated by ordered rooted forests.
2.1 Hopf algebra of ordered trees
Definition 1 An ordered (rooted) forest is a rooted forest with a total order on the set of
its vertices. The set of ordered forests will be denoted by Fo; for all n ≥ 0, the set of ordered
forests with n vertices will be denoted by Fo(n). An ordered (rooted) tree is a connected ordered
forest. The set of ordered trees will be denoted by To; for all n ≥ 1, the set of ordered trees with
n vertices will be denoted by To(n). The K-vector space generated by Fo is denoted by Ho. It is
a graded space, the homogeneous component of degree n being V ect(Fo(n)) for all n ∈ N.
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For example:
To(1) = { q1},
To(2) = { q
q
1
2 , q
q
2
1 },
To(3) =
{
q∨
qq
1
23
, q∨
qq
2
13
, q∨
qq
3
12
, q
q
q
1
2
3
, q
q
q
1
3
2
, q
q
q
2
1
3
, q
q
q
2
3
1
, q
q
q
3
1
2
, q
q
q
3
2
1
}
;
Fo(0) = {1},
Fo(1) = { q1},
Fo(2) = { q1 q2 , q
q
1
2 , q
q
2
1 },
Fo(3) =
{
q1 q2 q3 , q1 q
q
2
3 , q1 q
q
3
2 , q2 q
q
1
3 , q2 q
q
3
1 , q3 q
q
1
2 , q3 q
q
2
1 , q∨
qq
1
32
, q∨
qq
2
31
, q∨
qq
3
21
, q
q
q
1
2
3
, q
q
q
1
3
2
, q
q
q
2
1
3
, q
q
q
2
3
1
, q
q
q
3
1
2
, q
q
q
3
2
1
}
.
If F and G are two ordered forests, then the rooted forest FG is also an ordered forest with,
for all v ∈ V (F), w ∈ V (G), v < w. This defines a non-commutative product on the the set of
ordered forests. For example, the product of q1 and q
q
1
2 gives q1 q
q
2
3 , whereas the product of q
q
1
2
and q1 gives q
q
1
2
q3 = q3 q
q
1
2 . This product is linearly extended to Ho, which in this way becomes
a graded algebra.
If F is an ordered forest, then any subforest of F is also ordered. So we can define a coproduct
∆ : Ho 7−→ Ho ⊗Ho on Ho in the following way: for all F ∈ Fo,
∆(F) =
∑
v|=V (F)
RoovF⊗ LeavF.
As for the Connes-Kreimer Hopf algebra of rooted trees [3], one can prove that this coproduct
is coassociative, so Ho is a graded Hopf algebra. For example:
∆
(
q∨
qq
q
2
34
1
)
= q∨
qq
q
2
34
1
⊗ 1 + 1⊗ q∨
qq
q
2
34
1
+ q∨
qq
1
32
⊗ q1 + q
q
1
2 ⊗ q
q
2
1 + q
q
q
2
3
1
⊗ q1 + q
q
1
2 ⊗ q1 q2 + q1 ⊗ q
q
3
1
q2 .
2.2 Hopf algebra of heap-ordered trees
Definition 2 [7] An ordered forest is heap-ordered if for all i, j ∈ V (F), (i։ j) =⇒ (i > j).
The set of heap-ordered forests will be denoted by Fho; for all n ≥ 0, the set of heap-ordered
forests with n vertices will be denoted by Fho(n). A heap-ordered tree is a connected heap-ordered
forest. The set of heap-ordered trees will be denoted by Tho; for all n ≥ 1, the set of heap-ordered
trees with n vertices will be denoted by Tho(n).
For example:
Tho(1) = { q1},
Tho(2) = { q
q
1
2 },
Tho(3) =
{
q∨
qq
1
32
, q
q
q
1
2
3
}
;
Fho(0) = {1},
Fho(1) = { q1},
Fho(2) = { q1 q2 , q
q
1
2 },
Fho(3) =
{
q1 q2 q3 , q1 q
q
2
3 , q2 q
q
1
3 , q3 q
q
1
2 , q∨
qq
1
32
, q
q
q
1
2
3
}
.
If F and G are two heap-ordered forests, then FG is also heap-ordered. If F is a heap-ordered
forest, then any subforest of F is heap-ordered. So the subspace Hho of Ho generated by the
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heap-ordered forests is a graded Hopf subalgebra of Ho.
Note that Hho is not commutative. Indeed, q1 . q
q
1
2 = q1 q
q
2
3 and q
q
1
2 . q1 = q
q
1
2
q3 . It is neither
cocommutative. Indeed:
∆( q∨
qq
1
32
) = q∨
qq
1
32
⊗ 1 + 1⊗ q∨
qq
1
32
+ 2 q
q
1
2 ⊗ q1 + q1 ⊗ q1 q2 .
So neither Hho nor its graded dual H
∗
ho, is isomorphic to the Hopf algebra of heap-ordered trees
of [7, 8], which is cocommutative.
It is not difficult to generalize these constructions to decorated versions. A d-decorated
ordered forest is a couple (F, ℓ), where F is an ordered forest and ℓ is a map from V (F) to
{1, . . . , d}. A d-decorated ordered forest will be denoted by (F, a1 . . . an), where ai is the value
of ℓ on the i-th vertex of F.
If F and G are two d-decorated ordered forests, then FG is naturally d-decorated. For
any v |= V (F), LeavF and RoovF are also d-decorated by restriction, so the vector space H
d
o
generated by d-decorated ordered forests is a Hopf algebra. The subspace Hdho of H
d
o generated
by d-decorated heap-ordered forests is a Hopf subalgebra. For example, if 1 ≤ a1, a2, a3 ≤ d:
( q1 , a1).( q
q
1
2 , a2a3) = ( q1 q
q
2
3 , a1a2a3),
∆(( q∨
qq
1
32
, a1a2a3)) = ( q∨
qq
1
32
, a1a2a3)⊗ 1 + 1⊗ ( q∨
qq
1
32
, a1a2a3) + ( q
q
1
2 , a1a2)⊗ ( q1 , a3)
+( q
q
1
2 , a1a3)⊗ ( q1 , a2) + ( q1 , a1)⊗ ( q1 q1 , a2a3).
Notations. For all n ≥ 1, we shall denote the trunk tree with n vertices by Tn. This tree has
a unique heap-ordering, from the root to the unique leaf. Identifying d-words with d-decorated
trunk trees, Shd is now seen as a subspace and a sub-coalgebra of Hdho. For example, we shall
identify:
(a1a2a3) = q
q
q
a1
a2
a3
= (T3, ℓ),
where ℓ : {1, 2, 3} −→ {1, . . . , d} sends i to ai for all 1 ≤ i ≤ 3.
2.3 Hopf algebra of permutations
Notations. Let k, l be integers. A (k, l)-shuffle is a permutation ζ of {1, . . . , k + l}, such that
ζ−1(1) < . . . < ζ−1(k) and ζ−1(k+1) < . . . < ζ−1(k+ l). The set of (k, l)-shuffles will be denoted
by Sh(k, l).
Remarks.
1. We represent a permutation σ ∈ Sn by the word (σ(1) . . . σ(n)). Then Sh(k, l) is the set
of words Sh((1 . . . k), (k + 1 . . . k + l)), with the notations of subsection 2.1. For example,
Sh(2, 1) = {(123), (132), (312)}.
2. For any integers k, l, any permutation σ ∈ Σk+l can be uniquely written as (σ1 ⊗ σ2) ◦
ǫ, where σ1 ∈ Σk, σ2 ∈ Σl, and ǫ ∈ Sh(k, l). Similarly, considering the inverses, any
permutation τ ∈ Σk+l can be uniquely written as ζ
−1◦(τ1⊗τ2), where τ1 ∈ Σk, τ2 ∈ Σl, and
ζ ∈ Sh(k, l). Note that, whereas ǫ shuffles the lists (σ(1), . . . , σ(k)), (σ(k+1), . . . , σ(k+ l)),
ζ−1 renames the numbers of each lists (τ(1), . . . , τ(k)), (τ(k + 1), . . . , τ(k + l)) without
changing their orderings. For instance, {((21)⊗3)◦ǫ, ǫ ∈ Sh(2, 1)} = {(213), (231), (321)},
whereas {ζ−1 ◦ ((21) ⊗ 3), ζ ∈ Sh(2, 1)} = {(213), (312), (321)}.
We here briefly recall the construction of the Hopf algebra FQSym of free quasi-symmetric
functions, also called the Malvenuto-Reutenauer Hopf algebra [5, 13]. As a vector space, a basis of
FQSym is given by the disjoint union of the symmetric groups Σn, for all n ≥ 0. By convention,
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the unique element of S0 is denoted by 1. The product of FQSym is given, for σ ∈ Σk, τ ∈ Σl,
by:
σ.τ =
∑
ǫ∈Sh(k,l)
(σ ⊗ τ) ◦ ǫ.
In other words, the product of σ and τ is given by shifting the letters of the word representing
τ by k, and then summing all the possible shufflings of this word and of the word representing
σ. For example:
(123)(21) = (12354) + (12534) + (15234) + (51234) + (12543)
+(15243) + (51243) + (15423) + (51423) + (54123).
Let σ ∈ Σn. For all 0 ≤ k ≤ n, there exists a unique triple
(
σ
(k)
1 , σ
(k)
2 , ζk
)
∈ Σk × Σn−k ×
Sh(k, l) such that σ = ζ−1k ◦
(
σ
(k)
1 ⊗ σ
(k)
2
)
. The coproduct of FQSym is then defined by:
∆(σ) =
n∑
k=0
σ
(k)
1 ⊗ σ
(k)
2 =
n∑
k=0
∑
σ=ζ−1◦(σ1⊗σ2)
ζ∈Sh(k,l),σ1∈Σk,σ2∈Σl
σ1 ⊗ σ2.
Note that σ
(k)
1 and σ
(k)
2 are obtained by cutting the word representing σ between the k-th and
the k + 1-th letter, and then standardizing the two obtained words, that is to say applying to
their letters the unique increasing bijection to {1, . . . , k} or {1, . . . , n− k}. For example:
∆((41325)) = 1⊗ (41325) + Std(4) ⊗ Std(1325) + Std(41) ⊗ Std(325)
+Std(413) ⊗ Std(25) + Std(4132) ⊗ Std(5) + (41325) ⊗ 1
= 1⊗ (41325) + (1) ⊗ (1324) + (21) ⊗ (213)
+(312) ⊗ (12) + (4132) ⊗ (1) + (41325) ⊗ (1).
Then FQSym is a Hopf algebra. It is graded, with FQSym(n) = vect(Σn) for all n ≥ 0.
It is also possible to give a decorated version of FQSym. A d-decorated permutation is a
couple (σ, ℓ), where σ ∈ Σn and ℓ is a map from {1, . . . , n} to {1, . . . , d}. A d-decorated permu-
tation is represented by two superposed words
(a1...an
b1...bn
)
, where (a1 . . . an) is the word representing
σ and for all i, bi = ℓ(ai). The vector space FQSym
d generated by the set of d-decorated
permutations is a Hopf algebra. For example, if 1 ≤ a, b, c, d ≤ d:
(213bac) . (
1
d) = (
2134
bacd) + (
2143
badc) + (
2413
bdac) + (
4213
dbac) ,
∆(4321dcba) = (
4321
dcba)⊗ 1 + (
321
dcb)⊗ (
1
a) + (
21
dc)⊗ (
21
ba) + (
1
d)⊗ (
321
cba) + 1⊗ (
4321
dcba) .
In other words, if (σ, ℓ) and (τ, ℓ′) are decorated permutations of respective degrees k and l:
(σ, ℓ).(τ, ℓ′) =
∑
ǫ∈Sh(k,l)
((σ ⊗ τ) ◦ ǫ, ℓ⊗ ℓ′), (2)
where ℓ⊗ ℓ′ is defined by (ℓ⊗ ℓ′)(i) = ℓ(i) if 1 ≤ i ≤ m and (ℓ⊗ ℓ′)(m+ j) = ℓ′(j) if 1 ≤ j ≤ m′.
If (σ, ℓ) is a decorated permutation of degree n:
∆((σ, ℓ)) =
n∑
k=0
∑
σ=ζ−1◦(σ1⊗σ2)
ζ∈Sh(k,l),σ1∈Σk,σ2∈Σl
(σ1 ⊗ σ2, (ℓ⊗ ℓ
′) ◦ ζ). (3)
In some sense, a d-decorated permutation can be seen as a word with a total order on the
set of its letters.
8
3 From ordered forests to permutations
3.1 Construction of the Hopf algebra morphism
Definition 3 (forest-order-preserving symmetries) Let n ≥ 0. For all F ∈ Fo(n), let
SF be the set of permutations σ ∈ Σn such that for all 1 ≤ i, j ≤ n, (i ։ j) =⇒ (σ
−1(i) >
σ−1(j)). The elements of SF are called the forest-order-preserving symmetries.
Proposition 4 Let us define:
Θ :


Ho 7−→ FQSym
F ∈ Fo 7−→
∑
σ∈SF
σ.
Then Θ is a Hopf algebra morphism, homogeneous of degree 0.
For example:
Θ( q1) = (1),
Θ( q1 q2) = (12) + (21),
Θ( q
q
1
2 ) = (12),
Θ( q1 q2 q3) = (123) + (132) + (213) + (231) + (312) + (321),
Θ( q1 q
q
2
3 ) = (123) + (213) + (231),
Θ( q2 q
q
1
3 ) = (213) + (123) + (132),
Θ( q3 q
q
1
2 ) = (312) + (132) + (123),
Θ( q∨
qq
1
32
) = (123) + (132),
Θ( q
q
q
1
2
3
) = (123).
In particular, if F is the product of the trunk trees with respectively k and l vertices, totally
ordered from their roots to their leaves, then SF = Sh(k, l).
Proof. Obviously, Θ is homogeneous of degree 0. Let F ∈ Fo(k), G ∈ Fo(l). Let σ ∈ SFG.
Then σ can be uniquely written as σ = (σ1 ⊗ σ2) ◦ ǫ, with σ1 ∈ Σk, σ2 ∈ Σl, and ǫ ∈ Sh(k, l). If
i։ j in F, then i։ j in FG, so:
σ−1(i) > σ−1(j)
ǫ−1 ◦
(
σ−11 ⊗ σ
−1
2
)
(i) > ǫ−1 ◦
(
σ−11 ⊗ σ
−1
2
)
(j)
ǫ−1
(
σ−11 (i)
)
> ǫ−1
(
σ−11 (j)
)
σ−11 (i) > σ
−1
1 (j),
as ǫ−1 is increasing on {1, . . . , k}. So σ1 ∈ SF. If i։ j in G, then k + i։ k + j in FG, so:
σ−1(k + i) > σ−1(k + j)
ǫ−1 ◦
(
σ−11 ⊗ σ
−1
2
)
(k + i) > ǫ−1 ◦
(
σ−11 ⊗ σ
−1
2
)
(k + j)
ǫ−1
(
k + σ−12 (i)
)
> ǫ−1
(
k + σ−12 (j)
)
σ−12 (i) > σ
−1
2 (j),
as ǫ−1 is increasing on {k + 1, . . . , k + l}. So σ2 ∈ SG. Conversely, if σ = (σ1 ⊗ σ2) ◦ ǫ, with
σ1 ∈ Σk, σ2 ∈ Σl, and ǫ ∈ Sh(k, l), the same computations shows that σ ∈ SFG. So:
SFG =
⊔
ǫ∈Sh(k,l)
(SF ⊗ SG) ◦ ǫ.
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So:
Θ(FG) =
∑
ǫ∈Sh(k,l)
∑
σ1∈SF
∑
σ2∈SG
(σ1 ⊗ σ2) ◦ ǫ = Θ(F)Θ(G).
So Θ is an algebra morphism.
Let F ∈ Fo(n) and let v be an admissible cut of F. The vertices of RoovF are i1 < . . . < ik and
the vertices of LeavF are j1 < . . . < jl, with k+ l = n. Let ζv be the inverse of the permutation
(i1, . . . , ik, j1, . . . , jl). Note that ζv is a (k, l)-shuffle. Let σ1 ∈ SRoovF and σ2 ∈ SLeavF. Let us
show that σ = ζ−1v ◦ (σ1 ⊗ σ2) ∈ SF. If i։ j in F, then three cases are possible:
• i and j belong to RoovF, say i = ip and j = iq. Then i։ j in RoovF, so σ
−1
1 (p) > σ
−1
1 (q).
Then:
σ−1(i) =
(
σ−11 ⊗ σ
−1
2
)
◦ ζv(i)
=
(
σ−11 ⊗ σ
−1
2
)
(p)
= σ−11 (p).
Similarly, σ−1(j) = σ−11 (q). So σ
−1(i) > σ−1(j).
• i and j belong to LeavF. The proof is similar.
• i belongs to LeavF and j belongs to RoovF. Then k+1 ≤ ζv(i) ≤ k+ l and 1 ≤ ζv(j) ≤ k,
so σ−1(j) ≤ k < k + 1 ≤ σ−1(i).
Conversely, let σ ∈ SF and 0 ≤ k ≤ n. We put ζ = ζk, σ1 = σ
(k)
1 and σ2 = σ
(k)
2 , so that
σ = ζ−1 ◦ (σ1⊗ σ2). Let G be the sub-forest of F formed by the vertices ζ(1), . . . , ζ(k) and H be
the sub-forest of F formed by the vertices ζ(k + 1), . . . , ζ(k + l), with l = n− k. If i is a vertex
of F and j is a vertex of H such that i։ j in F, then σ−1(i) > σ−1(j). As k +1 ≤ ζ(j) ≤ k+ l,
k+1 ≤ σ−1(j) ≤ k+ l, so k+1 ≤ σ−1(i) ≤ k+ l and k+1 ≤ ζ(i) ≤ k+ l: i is a vertex of H. As
a consequence, there exists a (unique) admissible cut v such that G = RoovF and H = LeavF.
By definition, ζ = ζv. It is not difficult to prove that σ1 ∈ SRoovF and σ2 ∈ SLeavF. Hence, there
is a bijection: 

SF × {0, . . . , n} 7−→
⊔
v|=V (F)
SRoovF × SLeavF
(σ, k) 7−→
(
σ
(k)
1 , σ
(k)
2
)
.
Finally:
∆ ◦Θ(F) =
∑
σ∈SF
n∑
k=0
σ
(k)
1 ⊗ σ
(k)
2 =
∑
v|=V (F)
∑
σ1∈SRoovF
∑
σ2∈SLeavF
σ1 ⊗ σ2 = (Θ⊗Θ) ◦∆(F).
So Θ is a coalgebra morphism. ✷
3.2 Restriction to heap-ordered forests
Proposition 5 The restriction of Θ to Hho is an isomorphism of graded Hopf algebras.
Proof. As Θ is homogenous, Θ(Hho(n)) ⊆ FQSym(n) for all n ≥ 0. Let us first recall that
dim(Hho(n)) = n!. From Lemma 6.5 of [8], the number of heap-ordered trees with n+1 vertices
is n!. This is proved inductively, using the bijection:

Tho(n− 1)× {1, . . . , n− 1} 7−→ Tho(n)
(t, i) 7−→ the heap-ordered tree obtained
by grafting n on the vertex i of t.
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If t is a heap-ordered tree, then its root is its smallest element, so there is a bijection:{
Tho(n+ 1) 7−→ Fho(n)
t 7−→ the heap-ordered forest obtained by deleting the root of t.
So card(Fho(n)) = n! = dim(Hho(n)).
In order to prove that Θ|Hho is an isomorphism, it is now enough to prove that Θ(Hho(n)) =
FQSym(n). We totally order the elements of Σn by the lexicographic order. Let us prove
that for any σ ∈ Σn, there exists a heap-ordered forest F such that σ is the greatest element
of SF. This will imply that Θ(Hho(n)) = FQSym(n). If σ = (1, . . . , n) and Tn is the trunk
tree with n vertices, totally ordered from the root to the leaf, then Tn is heap-ordered and
Θ(STn) = {(1, . . . , n)}. Let us take σ 6= (1, . . . , n) and let us assume that the result is true for
any τ < σ. Let i be the smallest index such that σ(i) 6= i. We put j = σ(i), then j > i, so j ≥ 2.
Then, denoting τ the transposition permuting j − 1 and j, τ ◦ σ = (1, . . . , i − 1, j − 1, . . .) < σ.
Let F ∈ Fho(n), such that the greatest element of SF is τ ◦ σ. We consider the vertices i− 1 and
i of F. As F is heap-ordered, two cases are possible:
• i− 1 and i are independent vertices of F, that is to say i։/ i− 1 and i− 1։/ i. Then the
ordered forest F′ obtained from F by permuting the order of the vertices i− 1 and i is also
heap-ordered, and SF′ = τ ◦ SF. As a consequence, the greatest element of SF′ is σ.
• i→ i− 1 in F. If i− 1 is not a root of F, is has a direct ascendant k, then we locally apply
the following local transformation on F to obtain a new heap-ordered forest F′:
k
i−1
i
...
.
.
.
7−→ k
i−1i
...
.
.
.
.
if i is a root of F, then we locally apply the following local transformation on F′ to obtain
a new heap-ordered forest F′:
i−1
i
...
.
.
.
7−→
i−1i
...
.
.
.
.
For example, if F = q∨
qq
q
1
42
3
and i = 2, F′ = q2 q∨
qq
1
43
; if i = 3, then F′ = q∨
qq q
1
4
3
2
.
It is not difficult to see that the greatest element of SF′ is σ. As a conclusion, Θ|Hho is an
isomorphism. ✷
Definition 6 Let σ ∈ Σn. There exists a unique element T
σ ∈Hho, such that Θ(T
σ) = σ−1.
Lemma 7 1. For any (σ, τ) ∈ Σk × Σl,
T
σ
T
τ =
∑
ζ∈Sh(k,l)
T
ζ−1◦(σ⊗τ). (4)
2. For any σ ∈ Σn,
∆(Tσ) =
n∑
k=0
∑
σ=(σ1⊗σ2)◦ǫ
σ1∈Σk, σ2∈Σn−k, ǫ∈Sh(k,n−k)
T
σ1 ⊗ Tσ2 . (5)
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Proof. 1. Indeed:
Θ(TσTτ ) = Θ(Tσ)Θ(Tτ ) = σ−1τ−1 =
∑
ǫ∈Sh(k,l)
(σ−1 ⊗ τ−1) ◦ ǫ =
∑
ζ∈Sh(k,l)
Θ
(
T
ζ−1◦(σ⊗τ)
)
.
We conclude with the injectivity of Θ|Hho.
2. Indeed:
(Θ ⊗Θ) ◦∆(Tσ) = ∆(σ−1)
=
n∑
k=0
∑
σ−1=ζ−1◦(τ1⊗τ2)
τ1∈Σk, τ2∈Σn−k, ζ∈Sh(k,n−k)
τ1 ⊗ τ2
=
n∑
k=0
∑
σ=(σ1⊗σ2)◦ǫ
σ1∈Σk, σ2∈Σn−k, ǫ∈Sh(k,n−k)
σ−11 ⊗ σ
−1
2
= (Θ⊗Θ)


n∑
k=0
∑
σ=(σ1⊗σ2)◦ǫ
σ1∈Σk , σ2∈Σn−k, ǫ∈Sh(k,n−k)
T
σ1 ⊗ Tσ2

 .
We conclude with the injectivity of Θ|Hho ⊗Θ|Hho. ✷
For example:
T
(1) = q1 ,
T
(12) = q
q
1
2 ,
T
(21) = q1 q2 − q
q
1
2 ,
T
(123) = q
q
q
1
2
3
,
T
(132) = q∨
qq
1
32
− q
q
q
1
2
3
,
T
(213) = q2 q
q
1
3 − q∨
qq
1
23
,
T
(231) = q3 q
q
1
2 − q∨
qq
1
23
,
T
(312) = q1 q
q
2
3 − q
q
q
1
2
3
− q2 q
q
1
3 + q∨
qq
1
32
,
T
(321) = q1 q2 q3 − q3 q
q
1
2 − q1 q
q
2
3 + q
q
q
1
2
3
.
So:
T
(21)
T
(1) = T(213) + T(312) + T(321),
∆
(
T
(321)
)
= 1⊗ T(321) + q1 ⊗ ( q1 q2 − q
q
1
2 ) + ( q1 q2 − q
q
1
2 )⊗ q1 + T(321) ⊗ 1
= 1⊗ T(321) + T(1) ⊗ T(21) + T(21) ⊗ T(1) + T(321) ⊗ 1.
We can also give a decorated version of this result. If ℓ is an application from {1, . . . ,m} to
{1, . . . , d} and ℓ′ is an application from {1, . . . ,m′} to {1, . . . , d}, let (Tσ, ℓ) be the element of
the Hopf algebra obtained by decorating all the forests appearing in Tσ by ℓ; we define similarly
(Tσ
′
, ℓ′). Then it comes directly from lemma 7 that:
(Tσ, ℓ).(Tτ , ℓ′) =
∑
ζ∈Sh(m,m′)
(
T
ζ−1◦(σ⊗τ), ℓ⊗ ℓ′
)
.
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Moreover, for any σ ∈ Σn,
∆(Tσ, ℓ) =
n∑
k=0
∑
σ=(σ1⊗σ2)◦ǫ
σ1∈Σk, σ2∈Σn−k, ǫ∈Sh(k,n−k)
(Tσ1 ⊗ Tσ2 , ℓ ◦ ǫ−1).
3.3 Action of the symmetric groups on Ho
The symmetric group Σn acts naturally on the set of ordered forests with n vertices by changing
the order of the vertices according to σ. For example, σ. q
q
q
i
j
k
= q
q
q
σ(i)
σ(j)
σ(k)
if {i, j, k} = {1, 2, 3}. This
action is extended by linearity to the homogeneous component Ho(n) of degree n of Ho.
Let F be an ordered forest of degree n and let τ ∈ Σn. For any σ ∈ Σn:
σ ∈ Sτ.F ⇐⇒ ∀i, j ∈ V (τ.F), (i։ j in τ.F) =⇒ (σ
−1(i) > σ−1(j))
⇐⇒ ∀i, j ∈ V (τ.F), (τ(i)։ τ(j) in τ.F) =⇒ (σ−1 ◦ τ(i) > σ−1 ◦ τ(j))
⇐⇒ ∀i, j ∈ V (F), (i։ j in F) =⇒ (σ−1 ◦ τ(i) > σ−1 ◦ τ(j))
⇐⇒ τ−1 ◦ σ ∈ SF.
As a consequence, Sτ.F = τ ◦ SF so, for any F ∈ Ho(n), for any τ ∈ Σn, Θ(τ.F) = τ ◦Θ(F).
The subspace Hho(n) of Ho(n) is clearly not stable under the action of Σn. More precisely,
of F is a heap-ordered forest and σ ∈ Σn, then σ.F is heap-ordered if, and only if, σ
−1 ∈ SF. In
particular, if F and G are heap-ordered forests with respectively k and l vertices, then for any
(k, l)-shuffle ζ, ζ ∈ SFG, so ζ
−1.FG is an element of Hho(k + l). As a consequence, if σ ∈ Σk,
τ ∈ Σl and ǫ ∈ Sh(k, l), ǫ
−1.TσTτ ∈ Hho. We compute:
Θ(ǫ−1.TσTτ ) = ǫ−1 ◦ (σ−1τ−1) =
∑
ζ∈Sh(k,l)
ǫ−1 ◦ (σ−1 ⊗ τ−1) ◦ ζ =
∑
ζ∈Sh(k,l)
Θ
(
T
ζ−1◦(σ⊗τ)◦ǫ
)
.
From the injectivity of Θ|Hho , we deduce:
Lemma 8 For any (σ, τ, ǫ) ∈ Σk × Σl × Sh(k, l),
ǫ−1.TσTτ =
∑
ζ∈Sh(k,l)
T
ζ−1◦(σ⊗τ)◦ǫ. (6)
4 A commuting square of Hopf algebra epimorphisms
4.1 Definition of the square
For any d, there is an isomorphism of Hopf algebras Θd : Hdho −→ FQSym
d. There are also
a natural epimorphism of Hopf algebras πdho from H
d
ho to H
d, sending a d-decorated, ordered
forest to the underlying d-decorated forest, and a natural epimorphism of Hopf algebras πdΣ from
FQSymd to Shd, sending the decorated permutation
(a1...an
b1...bn
)
to the word (b1 . . . bn). Composing
these results, we obtain the following diagram:
Hdho
Θd
//
πd
ho

FQSymd
πdΣ

Hd Shd
Let us consider a d-decorated rooted forest F . We give it a heap-order to obtain an element
F of Hdho, such that π
d
ho(F) = F . It is then not difficult to show that π
d
Σ ◦Θ
d(F) does not depend
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of the choice of the heap-order on F , so this defines a map θd : Hd −→ Shd, making the following
diagram commuting:
Hdho
Θd
//
πd
ho

FQSymd
πdΣ

Hd
θd
//
Shd
As πdho is surjective, θ
d is a morphism of Hopf algebras. For example, if 1 ≤ a, b, c ≤ d:
θd( qa) = (a),
θd( q
q
a
b ) = (ab),
θd( qa qb ) = (ab) + (ba),
θd( q∨
qq
a
cb
) = (abc) + (acb),
θd( q
q
q
a
b
c
) = (abc),
θd( q
q
a
b
qc ) = (abc) + (acb) + (cab),
θd( qa qb qc ) = (abc) + (acb) + (bac) + (bca) + (cab) + (cba).
Seeing d-words as d-decorated trunk trees (see subsection 2.1), one can write:
θd( q∨
qq
a
cb
) = q
q
q
a
b
c
+ q
q
q
a
c
b
.
In other words, the image of a decorated tree by θd is the sum of all trunk trees with same
decorations, whose total ordering is compatible with the partial ordering of the initial tree.
Let us now consider a d-word ℓ(1) . . . ℓ(n) of degree n , or equivalently a trunk tree T with
decoration ℓ. We put:
T σ = πdho ◦ (Θ
d)−1(σ−1, ℓ) = πdho(T
σ, ℓ).
In other words, T σ is obtained from Tσ by decorating the i-th vertex of the forests in Tσ by ℓ(i)
for all i, and then deleting the orders on the the vertices. For example, if 1 ≤ a, b, c ≤ d:
q
q
q
a
b
c (123)
= q
q
q
a
b
c
,
q
q
q
a
b
c (132)
= q∨
qq
a
cb
− q
q
q
a
b
c
,
q
q
q
a
b
c (213)
= q b q
q
a
c − q∨
qq
a
bc
,
q
q
q
a
b
c (231)
= q c q
q
a
b − q∨
qq
a
bc
,
q
q
q
a
b
c (312)
= qa q
q
b
c − q
q
q
a
b
c
− q b q
q
a
c + q∨
qq
a
cb
,
q
q
q
a
b
c (321)
= qa q b q c − q c q
q
a
b − qa q
q
b
c + q
q
q
a
b
c
.
For instance, q
q
q
a
b
c (132)
is a particular example of T σ, with T = q
q
q
a
b
c
and σ = (132). The commuta-
tive square implies that θd(T σ) is the d-word ℓ ◦ σ−1(1) . . . ℓ ◦ σ−1(n).
As the edges of the commutative square are Hopf algebra morphisms, lemmas 7 and 8 and
imply:
Lemma 9 1. Let Tk = (Tk, ℓ1) and Tl = (Tl, ℓ2) be two d-words of respective degrees k
and l, seen as d-decorated trunk trees. For any (σ, τ, ǫ) ∈ Σk × Σl × Sh(k, l):
ǫ−1. ((Tk, ℓ1)σ.(Tl, ℓ2)τ ) =
∑
ζ∈Sh(k,l)
(Tk+l, ℓ1 ⊗ ℓ2)
ζ◦(σ⊗τ)◦ǫ−1 . (7)
Here, the action of ǫ is given by permutations of the decorations.
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2. Let T = (Tn, ℓ) be a d-word of degree n, seen as a d-decorated trunk tree. For any σ ∈ Σn,
∆(T σ) =
n∑
k=0
∑
σ=(σ1⊗σ2)◦ǫ
σ1∈Σk , σ2∈Σn−k, ǫ∈Sh(k,n−k)
ǫ−1. ((Tσ1 , ℓ1)⊗ (Tσ2 , ℓ2)) . (8)
Here also, the action of ǫ on tensors of decorated forests is given by permutation of the
decorations (the ǫ−1 in the right member comes from the fact that each decoration follows
its vertex when we cut the forests of T σ, so this permutes the letters of ℓ according to ǫ).
For example:
q
q
a
b (21)
q c
(1) = q
q
q
a
b
c (213)
+ q
q
q
a
b
c (312)
+ q
q
q
a
b
c (321)
,
∆
(
q
q
q
a
b
c (321)
)
= 1⊗ q
q
q
a
b
c (321)
+ q c ⊗ ( qa q b − q
q
a
b ) + ( q b q c − q
q
b
c )⊗ qa + q
q
q
a
b
c (321)
⊗ 1
= 1⊗ q
q
q
a
b
c (321)
+ q c (1) ⊗ q
q
a
b (21) + q
q
b
c (21) ⊗ qa (1) + q
q
q
a
b
c (321)
⊗ 1
= 1⊗ q
q
q
a
b
c (321)
⊗ 1 + (231).
(
qa
(1) ⊗ q
q
b
c (21)
)
+ (312).
(
q
q
a
b (21) ⊗ q c (1)
)
+ q
q
q
a
b
c (321)
⊗ 1.
4.2 Applications to iterated integrals
Let H be a Hopf algebra and A a commutative algebra. Then the set CharH(A) of algebra
morphisms from H to A is a group for the convolution. More precisely, if φ,ψ ∈ CharH(A),
then φ∗ψ = mA ◦ (φ⊗ψ)◦∆H , where mA is the product of A and ∆H the coproduct of H. The
unit of CharH(A) is x 7→ εH(x)1A, where εH is the counit of H, and the inverse of φ is φ ◦ SH ,
where SH is the antipode of H.
In particular, a character of the shuffle algebra Shd can be seen as a map φ from the set of
d-words to A, such that φ(1) = 1A and, for any d-words w and w
′:
φ(w)φ(w′) =
∑
w′′∈Sh(w,w′)
φ(w′′).
The convolution product of φ and ψ is given by:
(φ ∗ ψ)(a1 . . . ak) =
k∑
i=0
φ(a1 . . . ai)ψ(ai+1 . . . an).
The inverse of the character φ is φ−1 = φ ◦ S¯:
φ−1(a1 . . . an) = (−1)nφ(an . . . a1).
A character of Hd can be seen as a map from the set of d-decorated rooted trees to A,
extended to Hd by multiplicativity. The convolution product of φ and ψ is given by:
(φ ∗ ψ)(F) =
∑
v|=V (F)
φ(RoovF)ψ(LeavF).
Seeing Shd as a sub-coalgebra of Hd, this formula for the convolution product also works for
d-words seen as trunk trees.
Definition 10 The canonical surjection πdho from H
d
ho to H
d induces a canonical injection
of the group CharHd(A) into the group CharHd
ho
(A): a character of Hdho is a character of H
d
if, and only if, it does not depend of the orders on the vertices of the ordered forests. In other
words, for any ψ ∈ Char
Hd
ho
(A), ψ belongs to CharHd(A) if, and only if, it is invariant under
forest-order-preserving symmetries, that is to say for any ordered forest F, for any σ ∈ SF,
ψ(σ−1.F) = ψ(F).
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As θd : Hd −→ Shd is a Hopf algebra morphism, there is a group morphism from Char
Sh
d(A)
to CharHd(A), sending a character φ to φ ◦ θ
d. The character φ¯ := φ ◦ θd of Hd will be called
the extension of φ.
For example, let us fix d regular functions Γ1, . . . ,Γd and s, t in R. For any d-word a1 . . . an,
we let
ItsΓ (a1 . . . an) =
∫ t
s
dΓa1(x1)
∫ x1
s
dΓa2(x2) . . .
∫ xn−1
s
dΓan(xn).
It is well-known that ItsΓ is a character of Sh
d. The extension of ItsΓ is defined on any rooted
forest F with decoration ℓ in the following way:
• Choose a heap-order on the vertices of F.
• Put [s, t]F = {(x1, . . . , xn) ∈ [s, t] | ∀i, j, (i։ j in F) =⇒ (xi ≤ xj)}, where n = |F|.
Then, denoting by i− the ancestor of the vertex i in F:
I¯tsΓ (F) =
∫
[s,t]F
dΓℓ(1)(x1) . . . dΓℓ(n)(xn)
=
∫ t
s
dΓℓ(1)(x1)
∫ x2−
s
dΓℓ(2)(x2) . . .
∫ x
n−
s
dΓℓ(n)(xn). (9)
Note that I¯tsΓ is in fact defined on heap-ordered forests, so it is a character of H
d
ho. It is
clearly invariant under forest-order-preserving symmetries, so it is a character of Hd.
Note that one may alternatively define characters of Hdho in the following way. Let µ =
µ(dx1, . . . , dxn) be some signed measure on R
n, and F a heap-ordered forest with vertices 1, . . . , n.
Then one lets
Itsµ (F) =
∫
[s,t]F
µ(dx1, . . . , dxn). (10)
In particular, letting µ(Γ,ℓ) = dΓℓ(1) ⊗ . . . ⊗ dΓℓ(n), one has I
ts
Γ (µ(Γ,ℓ)) = I
ts
µ(Γ,ℓ)
(F), but the no-
tation Itsµ allows for an extension from tensor measures dΓℓ(1)⊗. . .⊗dΓℓ(n) to arbitrary measures.
As a consequence, if φ is a character of Shd extended toHd, and T is the trunk tree associated
to the d-word a1 . . . ak, then for any σ ∈ Σk, as θ
d(T σ) = (aσ−1(1) . . . aσ−1(k)):
φ¯(T σ) = φ ◦ θd(T σ) = φ(aσ−1(1) . . . aσ−1(k)).
This allows to compute easily Tσ and T σ, as explained below. Indeed, if T is the trunk tree
associated to the d-word a1 . . . ak:
I¯stΓ (T
σ) = IstΓ ((aσ−1(1) . . . aσ−1(k))
=
∫ t
s
dΓa
σ−1(1)
(xσ−1(1))
∫ x
σ−1(1)
s
dΓa
σ−2(2)
(xσ−2(2)) . . .
∫ x
σ−1(n−1)
s
dΓa
σ−1(n)
(xσ−1(n)).
Using Fubini’s theorem, we can write:
I¯stΓ (T
σ) =
∫ t
s
dΓa1(x1)
∫ t2
s2
dΓa2(x2) . . .
∫ tn
sn
dΓan(xn),
where for all i, sj ∈ {s, x1, . . . , xj−1} and tj ∈ {t, y1, . . . , yj−1}. Now decompose
∫ ti
si
dΓai(xi)
into: (∫ ti
s
−
∫ si
s
)
dΓai(xi).
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Then I¯stΓ (T
σ) can be written as a sum of terms of the form:
±
∫ τ1
s
dΓa1(x1)
∫ τ2
s
dΓa2(x2) . . .
∫ τn
s
dΓan(xn),
with τ1 = t and τi ∈ {t, x1, . . . , xi−1} for i = 2 . . . n. Each of these expressions is of the form
±IstΓ (F) for a particular d-decorated rooted forest F, and this gives the expression of T
σ, as for
example:
ItsΓ
(
q
q
q
a1
a2
a3(231)
)
=
∫ t
s
dΓa3(x3)
∫ x3
s
dΓa1(x1)
∫ x1
s
dΓa2(x2)
=
∫ t
s
dΓa1(x1)
∫ x1
s
dΓa2(x2)
∫ t
x1
dΓa3(x3)
=
∫ t
s
dΓa1(x1)
∫ x1
s
dΓa2(x2)
∫ t
s
dΓa3(x3)
−
∫ t
s
dΓa1(x1)
∫ x1
s
dΓa2(x2)
∫ x1
s
dΓa3(x3)
= ItsΓ ( q
q
a1
a2
qa3)− I
ts
Γ ( q∨
qq
a1
a3a2 ),
so q
q
q
a1
a2
a3(231)
= q
q
a1
a2
qa3− q∨
qq
a1
a3a2 . Choosing three different decorations a1 = 1, a2 = 2 and a3 = 3, we
obtain T(231) = q
q
1
2
q3 − q∨
qq
1
32
.
5 Application to rough path theory: the Fourier normal ordering
algorithm
Let Γ = (Γ1(t), . . . ,Γd(t)) : R → R
d be some continuous path, compactly supported in [0, T ].
Assume that Γ is not differentiable, but only α-Hölder for some 0 < α < 1, i.e. bounded in the
Cα-norm,
||γ||Cα := sup
t∈[0,T ]
||Γ(t)|| + sup
s,t∈[0,T ]
||Γ(t)− Γ(s)||
|t− s|α
. (11)
Then iterated integrals of Γ, ItsΓ (F), F ∈ H
d, are not canonically defined. As explained in the
Introduction, rough path theory may be seen as a black box taking as input some lift of Γ called
rough path over Γ, and producind e.g. solutions of differential equations driven by Γ. The usual
definition of a rough path is the following. We let in the sequel ⌊1/α⌋ be the entire part of 1/α.
Definition 11 A rough path over Γ is a functional J tsΓ (i1, . . . , in), n ≤ ⌊1/α⌋, i1, . . . , in ∈
{1, . . . , d}, such that J tsΓ (i) = Γi(t)−Γi(s) are the increments of Γ, and the following 3 properties
are satisfied:
(i) (Hölder continuity) J tsΓ (i1, . . . , in) is nα-Hölder continuous as a function of two variables,
namely, sups,t∈R
|JtsΓ (i1,...,in)|
|t−s|α <∞.
(ii) (Chen property)
J tsΓ (i1, . . . , in) = J
tu
Γ (i1, . . . , in)+J
us
Γ (i1, . . . , in)+
∑
n1+n2=n
J tuΓ (i1, . . . , in1)J
us
Γ (in1+1, . . . , in);
(12)
(iii) (shuffle property)
J tsΓ (i1, . . . , in1)J
ts
Γ (j1, . . . , jn2) =
∑
k∈Sh(i,j)
J tsΓ (k1, . . . , kn1+n2), (13)
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where Sh(i, j) – the set of shuffles of the words i and j – has been defined in subsection
1.1.
Axioms (ii) and (iii) may be rewritten in a Hopf algebraic language: indexing the J tsΓ (i1, . . . , in)
by trunk trees T with decoration ℓ(j) = ij , j = 1, . . . , n, they are equivalent to
(ii)bis
J tsΓ (T ) =
∑
v|=V (T )
J tuΓ (Roov(T ))J
us
Γ (Leav(T )), T ∈ Sh
d; (14)
in other words, J tsΓ = J
tu
Γ ∗ J
us
Γ for the shuffle convolution defined in subsection 4.2;
(iii)bis
J tsΓ (T )J
ts
Γ (T
′) = J tsΓ (T T
′), T ,T ′ ∈ Shd. (15)
In other words, J tsΓ is a character of Sh
d.
Such a functional indexed by trunk trees extends easily as in subsection 4.2 to a general tree-
indexed functional or tree-indexed rough path by setting J¯ tsΓ (T) := J
ts
Γ ◦ θ
d(T), where θd : Hd →
Shd is the canonical projection morphism defined in subsection 4.1. Since θd is a Hopf algebra
morphism, one gets immediately the generalized properties
(ii)ter J¯ tsΓ = J¯
tu
Γ ∗ J¯
us
Γ for the convolution of H
d;
(iii)ter J¯ tsΓ (T )J¯
ts
Γ (T
′) = J¯ tsΓ (T .T
′), in other words, J¯ tsΓ is a character of H
d.
Properties (ii), (iii) and their generalizations are satisfied for the usual integration operators
ItsΓ and their tree extension I¯
ts
Γ , provided Γ is a smooth path so that iterated integrals make
sense [10, 11].
Suppose now one wishes to construct a rough path over Γ, and concentrate on the algebraic
properties (ii), (iii). Assume one has constructed characters of Shd, J ts0Γ , t ∈ [0, T ] with s0 fixed,
such that J ts0Γ (i) = Γi(t)−Γi(s0), then one immediately checks that J
ts
Γ := J
ts0
Γ ∗(J
ss0
Γ ◦S¯) satisfies
properties (ii)bis and (iii)bis. So the only difficult part consists in defining some regularized
character of Shd satisfying the regularity properties (i).
For different, intrinsically analytic reasons, it is natural to consider the Fourier transformed
path FΓ : R → Cd, ξ 7→ 1√
2π
∫ T
0 e
−itξΓ(t)dt, or FΓ′ : ξ 7→ 1√
2π
∫ T
0 e
−itξdΓ(t). On the one hand,
the Besov characterization [17] of α-Hölder functions uses Fourier multipliers. On the other hand,
fractional derivation – given by a convolution operator, which becomes simply multiplication by
some fractional power of |ξ| in Fourier – is a natural way to generate α-Hölder functions, such
as e.g. the random paths of fractional Brownian motion [2] or of multifractional processes [15].
In any case, the following two notions are natural from an analytic point of view:
Definition 12 (i) (skeleton integral) Let
SkItΓ(a1 . . . an) := (2π)
−n/2
∫
Rn
n∏
j=1
FΓ′aj (ξj)dξj ·
∫ t
dx1
∫ x1
dx2 . . .
∫ xn−1
dxne
i(x1ξ1+...+xnξn),
(16)
where, by definition,
∫ x
eiyξdy = e
ixξ
iξ . It may be checked that SkI
t
Γ is a character of Sh
d,
just as for usual iterated integrals.
The projection Θd yields immediately a generalization of this notion to tree skeleton inte-
grals, compare with eq. (9), if one sees Skl
t
Γ defined on heap-ordered forests:
SkI
t
Γ(T) = SkI
t
Γ ◦Θ
d(T) =
∫ t
dΓℓ(1)(x1)
∫ x2−
s
dΓℓ(2)(x2) . . .
∫ x
n−
dΓℓ(n)(xn), T ∈H
d
ho(17)
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An explicit computation yields ([18], Lemma 4.5):
SkI
t
Γ(T) = (2π)
−n/2
∫
Rn
n∏
j=1
FΓ′ℓ(j)(ξj)dξj ·
eit(ξ1+...+ξn)∏n
i=1[ξi +
∑
j։i ξj ]
. (18)
As for usual iterated integrals, all this extends to non-tensor measures. Thus one may
define SkI
t
µ(F) if µ is a signed measure on R
n, and F a heap-ordered forest with n vertices.
(ii) (measure-splitting) Let µ be some signed measure with compact support, typically, µ =
µ(Γ,ℓ)(dx1, . . . , dxn) = ⊗
n
j=1dΓℓ(j)(xj). Then
µ =
∑
σ∈Σn
Pσµ =
∑
σ∈Σn
µσ ◦ σ−1, (19)
where
Pσ : µ 7→ F−1
(
1|ξσ(1)|≤...≤|ξσ(n)|Fµ(ξ1, . . . , ξn)
)
(20)
is a Fourier projection, and µσ is defined by
µσ := PId(µ ◦ σ) = (Pσµ) ◦ σ. (21)
In particular, the following obvious formulas hold:
(µ ◦ ǫ)σ = PId ((µ ◦ ǫ) ◦ σ) = µǫ◦σ, ǫ, σ ∈ Σn; (22)
µσ11 ⊗ µ
σ2
2 =
∑
ǫ shuffle
Pǫ ((µ1 ⊗ µ2) ◦ (σ1 ⊗ σ2))
=
∑
ǫ shuffle
((µ1 ⊗ µ2) ◦ (σ1 ⊗ σ2))
ǫ ◦ ǫ−1
=
∑
ǫ shuffle
(µ1 ⊗ µ2)
(σ1⊗σ2)◦ǫ ◦ ǫ−1. (23)
The set of all measures whose Fourier transform is supported in {(ξ1, . . . , ξn); |ξ1| ≤ . . . ≤
|ξn|} will be denoted by P
IdMeas(Rn). Thus µσ ∈ PIdMeas(Rn).
To say things shortly, skeleton integrals are convenient when using Fourier coordinates, since
they avoid awkward boundary terms such as those generated by usual integrals,
∫ x
0 e
iyξdy =
eixξ
iξ −
1
iξ , which create terms with different homogeneity degree in ξ by iterated integrations.
Measure splitting gives the relative scales of the Fourier coordinates; orders of magnitude of the
corresponding integrals may be obtained separately in each sector |ξσ(1)| ≤ . . . ≤ |ξσ(n)|. It
turns out that these are easiest to get after a permutation of the integrations (applying Fubini’s
theorem) such that innermost (or rightmost)integrals bear highest Fourier frequencies. This is
the essence of Fourier normal ordering.
Now comes the connection to the preceding sections. Let, for T ∈ Fho(n),
PTMeas(Rn) = {µ; ξ ∈ supp(Fµ)⇒ ((i։ j)⇒ (|ξi| > |ξj |))} . (24)
This generalizes the spaces PIdMeas(Rn) defined above for trunk trees. Assume one finds a way
to define regularized tree-index skeleton integrals φtµ(T) for every µ ∈ P
TMeas(Rn), such that
(i) φtµ(Γ,ℓ)( q) = SkI
t
µ(Γ,ℓ)
( q) = 1√
2π
∫
R
FΓℓ(1)(ξ)e
itξdξ gives back the original path Γ for the tree
with one single vertex, and
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(ii) if T ∈ Hho(n),T
′ ∈ Hho(n′), and µ ∈ PTMeas(Rn), resp. µ′ ∈ PT
′
Meas(Rn
′
), then
φtµ(T)φ
t
µ′(T
′) = φtµ⊗µ′(T.T
′), (25)
which is an extension of the multiplicative property defining a character of Hdho.
Then one is tempted to think that, interpreting φtµσ
(Γ,ℓ)
(T) as coming from a rough path J tµ(Γ,ℓ)
over Γ by the above defined measure-splitting procedure, the following sequence of postulated
equalities, where Tn ∈ Hho is the trunk tree with n vertices,
J tµ(Γ,ℓ)(Tn) =
∑
σ∈Σn
J tµσ
(Γ,ℓ)
◦σ(Tn) by linearity
=
∑
σ∈Σn
J tµσ
(Γ,ℓ)
(Tσ) by the results of subsection 4.2
=
∑
σ∈Σn
φtµσ
(Γ,ℓ)
(Tσ) (26)
define a character of Shd, and thus allow (leaving aside the regularity properties which must be
checked independently) to define a rough path over Γ. This is the content of the following Lemma,
which is actually, as we shall see, equivalent to stating that Θ is a Hopf algebra morphism:
Definition 13 (i) Let φt
T
: PTMeas(Rn)→ R, µ 7→ φt
T
(µ), also written φtµ(T) (t ∈ R,T ∈
Hho(n)) be a family of linear forms such that
(a) φt
q
(µ(Γ,i))− φ
s
q
(µ(Γ,i)) = Γt(i)− Γs(i);
(b) if (Ti, µi) ∈ Hho(ni) × P
TiMeas(Rni), i = 1, 2, the following Hho-multiplicative
property holds,
φtµ1(T1)φ
t
µ2(T2) = φ
t
µ1⊗µ2(T1.T2); (27)
(c) φt is invariant under forest-ordering preserving symmetries, that is to say:
φtµ(F) = φ
t
µ◦σ(σ
−1.F) if σ ∈ SF. (28)
(ii) Let, for Γ = (Γ(1), . . . ,Γ(d)), χtΓ : Sh
d → R be the linear form on Shd defined by
χtΓ(Tn, ℓ) :=
∑
σ∈Σn
φtµσ
(Γ,ℓ)
(Tσ). (29)
Lemma 14 1. For every path Γ such that χtΓ is well-defined, χ
t
Γ is a character of Sh
d.
Consequently, the following formula for Tn ∈ Sh
d, n ≥ 1, with n vertices and decoration ℓ,
(J ′)tsΓ (ℓ(1) . . . ℓ(n)) := χ
t
Γ ∗ (χ
s
Γ ◦ S)(Tn) (30)
defines a rough path over Γ.
2. (J ′)tsΓ (ℓ(1) . . . ℓ(n)) = J
ts
Γ (ℓ(1) . . . ℓ(n)) where
J tsΓ (Tn) :=
∑
σ∈Σn
(
φt ∗ (φs ◦ S¯)
)
µσ
(Γ,ℓ)
(Tσ). (31)
The convolution φt∗(φs◦S¯) in the last formula is defined by reference to the Hho-coproduct,
namely, one sets
(φt ∗ (φs ◦ S¯))ν(T) =
∑
v|=V (T)
φt⊗v∈V (RoovT)νv(RoovT)φ
s
⊗v∈V (LeavT)νv(S¯(LeavT)) (32)
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for a tensor measure ν = ν1 ⊗ . . .⊗ νn, and by multilinear extension
(
φt ∗ (φs ◦ S¯)
)
ν
(T) = (2π)−n/2
∫
Fν(ξ1, . . . , ξn)dξ1 . . . dξn ·
·
∑
v|=V (T)
φt⊗v∈V (Roov(T))eixvξvdxv(RoovT)φ
s
⊗v∈V (Leav(T))eixvξvdxv(S¯(LeavT)), T ∈ Fho(n).
(33)
for an arbitrary measure ν ∈Meas(Rn).
Proof.
1. Let Tni ∈Hho be the heap-ordered trunk trees with ni vertices, i = 1, 2; define n := n1+n2.
All right-, resp. left shuffles ǫ, ζ below are intended to be shuffles of (1, . . . , n1), (n1 +
1, . . . , n2). Then, with ℓ = ℓ1 ⊗ ℓ2 and writing µ instead of µ(Γ,ℓ):
χtΓ((Tn1 , ℓ1)(Tn2 , ℓ2)) =
∑
ζ
χtΓ((Tn, ℓ ◦ ζ)) by (29)
=
∑
ζ,σ
φtµσ
(Γ,ℓ◦ζ)
(Tσ)
=
∑
ζ,σ
φt(µ◦ζ)σ (T
σ)
=
∑
ζ,σ
φtµζ◦σ(T
σ) by (22)
=
∑
ζ,σ
φtµσ(T
ζ−1◦σ). (34)
On the other hand, denoting µi = µ(Γ,ℓi):
χtΓ((Tn1 , ℓ1))χ
t
Γ((Tn2 , ℓ2))
=
∑
σ1,σ2
φt
µ
σ1
1
(Tσ1)φt
µ
σ2
2
(Tσ2)
=
∑
σ1,σ2,ǫ
φt
µ(σ1⊗σ2)◦ǫ◦ǫ−1(T
σ1 .Tσ2) by (23)
=
∑
σ1,σ2,ǫ
φt
µ(σ1⊗σ2)◦ǫ
(ǫ−1(Tσ1 .Tσ2))
=
∑
σ1,σ2,ǫ,ζ
φt
µ(σ1⊗σ2)◦ǫ
(
T
ζ−1◦(σ1⊗σ2)◦ǫ
)
by lemma 8
=
∑
ζ,σ
φtµσ (T
ζ−1◦σ). (35)
2. Let us check that, for a tensor measure µ ∈Meas(Rn),∑
σ∈Σn
(φt ∗ (φs ◦ S¯))µσ (T
σ) = (χt ∗ (χs ◦ S¯))µ(Tn).
Assume Fµ(ξ1, . . . , ξn) = δ(ξ − ξ
0) is a Dirac distribution, where |ξ0σ0(1)| < . . . < |ξ
0
σ0(n)|
for some σ0 ∈ Σn. By construction, µ
σ = 0 unless σ = σ0, so∑
σ∈Σn
(φt ∗ (φs ◦ S¯))µσ (T
σ) = (φt ∗ (φs ◦ S¯))µσ0 (T
σ0). (36)
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We now apply the coproduct formula (8) to T σ0 , with T = (Tn, ℓ), such that ℓ(i) = i for
all i. We obtain:
∆(T σ0) =
n∑
k=0
∑
σ0=(σ1⊗σ2)◦ǫ
ǫ−1.((Tσ1 , ℓ1)⊗ (Tσ2 , ℓ2)) . (37)
For fixed k ∈ {0, . . . , n}, let us write µ = µ1 ⊗ µ2, with µ1 ∈ Meas(R
k) and µ2 ∈
Meas(Rn−k). The shuffle ǫ may be made to act on µσ0 instead of (Tσ1 , ℓ1) ⊗ (Tσ2 , ℓ2)
because of the invariance condition, resulting in the product measure µσ0 ◦ǫ−1 = µσ11 ⊗µ
σ2
2 ,
see eq. (23), so the convolution in (33) writes simply
n∑
k=0
∑
σ0=(σ1⊗σ2)◦ǫ
φt
µ
σ1
1
(Tσ1)(φs
µ
σ2
2
◦ S¯)(Tσ2)
=
n∑
k=0
∑
σ1,σ2
φt
µ
σ1
1
(Tσ1)(φs
µ
σ2
2
◦ S¯)(Tσ2)
= (χt ∗ (χs ◦ S¯))µ(Tn), (38)
where Tn is the trunk tree with n vertices.
✷
Conversely, assume one has some path-dependent shuffle character Γ  χtΓ(T ) for every Γ,
which (when extended to a measure-indexed character) is linear; χtΓ ∗ (χ
s
Γ ◦ S) is then a rough
path over Γ. One may define φt(Tσ), σ ∈ Σn from eq. (29), and then φ
t(T) for an arbitrary
tree since permutation graphs generate Hho. Eq. (28) is then trivially satisfied, and we claim
that eq. (27) also holds. Namely, circulating through eq. (34) and (35), and extending χt to a
projected measure µ = (µσ11 ◦ σ
−1
1 )⊗ (µ
σ2
2 ◦ σ
−1
2 ), one gets
φt
µ
σ1
1
(Tσ1)φt
µ
σ2
2
(Tσ2) = χt
µ
σ1
1
((Tn1 , ℓ1))χµσ22
((Tn2 , ℓ2)) = χ
t
µ
σ1
1 ⊗µ
σ2
2
((Tn1 , ℓ1)(Tn2 , ℓ2))
=
∑
ζ,σ
φtµσ(T
ζ−1◦σ) =
∑
σ1,σ2,ǫ
φt
µ(σ1⊗σ2)◦ǫ
(ǫ−1(Tσ1 .Tσ2))
= φt
µ
σ1
1 ⊗µ
σ2
2
(Tσ1 .Tσ2). (39)
Hence all axioms of Definition 13 hold.
In this sense the Fourier normal ordering algorithm for constructing rough paths yields all
possible formal rough paths.
It is easy to realize what one has gained by this approach. One has essentially reduced the
problem of regularizing characters of the shuffle algebra Shd to that of regularizing characters of
the Connes-Kreimer algebra Hd. Now a character of Hd is simply the linear and multiplicative
extension of an arbitrary function on the generating set T. The only (obvious) constraint is that
φtdΓi(
q) = SkItΓ( q i ) up to an integration constant for trees with one vertex, so that the above
construction yields a rough path over Γ. Regularization schemes respecting the multiplicative
structure ofH abund in the literature under the name of renormalization schemes, from the most
abstract ones involving the Rota-Baxter equation, to the renormalization schemes in quantum
field theory obtained by recursively defined counterterms, constructed e.g. by letting external
momenta of Feynman diagrams go to zero. Indeed, such constructions allow to construct rough
paths [20]; the first rough path construction [18, 19] by Fourier normal ordering (a domain
regularization obtained by simply cutting conical regions surrounding the dangerous Fourier
directions where the denominator in (18) is small) is of a different type though. On the other
hand, it seems difficult to try and find directly counterterms that are multiplicative with respect
to the shuffle product.
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