Kalman filtering
EKF and UKF are the Bayesian data analysis based practical methods for the nonlinear system modelling from the observed data using probability models for both the unobserved states and the unknown system parameters. Many of the practical systems can be represented by the following state-space model:
where ( ) f • and ( ) h • are the generally nonlinear functions. q k and r k the are additive state and observation noises respectively. u k is devoted to the known inputs and θ is the unknown parameter vector of interest.
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In the statistical analysis terms above equations are called state-observation models of the practical system and represented as the distributions (1) and (2) 
In the filtering step posterior distribution is obtained based on the predictive distribution via Bayes' rule: 
Equations (3) and (4) constitute the recursive Bayesian estimation and are optimum in the sense that it seeks the posterior distribution which integrated and uses all of available information expressed by probabilities. However, direct computation of these disributions is not easy due to large state-observation space and multidimensional integrals. Thus above expression is considered as the theoretic foundation for the estimation problem and computations of the predictive and posterior distributions require certain limitations to the model.
Extended Kalman filter
If the model equations (1) and (2) were to be in the linear form and the process and observation noises were assumed to be zero-mean white Gaussian noises,
[ ] 0 r, k NR ∼ , celebrated Kalman Filter would be the Minimum Variance Unbiased Estimation (MVUE) providing an exact solution for the linear system with relatively easy matrix calculations. However, if the linearity and Gaussian distribution assumptions were violated, different approaches would be required to overcome the filtering problem (Arulampalam et al., 2002) . One of the methods developed for the solution of the nonlinear but Gaussian distributed systems is the EKF. In the EKF, nonlinearity is overcome by locally linearization of the model equations. Due to the Gaussian assumption of the posterior distribution, EKF works well for some types of nonlinear problems, but it may provide a poor performance in some cases when the true posterior is non-Gaussian. Thus, with the linearization and Gaussian assumption of the distributions, the EKF equations derived from the Kalman Filter theory are:
Prediction step:
( ) 
where F k and H k matrices are defined as:
Unscented Kalman filter
Different from EKF, UKF is global method which attempts to solve whole posterior distribution by deterministic sampling approximation. Unscented Transformation (UT) where so-called sigma points are the deterministic samples from posterior distribution and propagate the information of the data through nonlinear transformation is the theory behind UKF. Thus, based on Kalman Theory, implementation of UKF can be summarized as follows:
Step 1: Initialization and weights calculations: Step 3: Prediction:
( ) Step 5: Filtering: . As PF makes no assumption on the form of the probability densities in question, UPF is most suited to non-Gaussian systems. Another variant of UKF is the square-root implementation of the UKF algorithm where Cholesky factor is used for the matrix square-root of the state/parameter covariance matrix. Then the Cholesky factor is propagated via QR decomposition in subsequent iterations. This form of the UKF algorithm is mostly required where the convergence speed or execution duration is important.
Dual unscented Kalman filter
System identification often requires simultaneous state and parameter estimation from observed noisy data. If the parameters are assumed to have a prior distribution,
()
Pr θ
Bayesian approach can be also applied to the parameter estimation. Therefore UKF equations above are modified for the dual estimation problem in order to extend the advantages of UKF method to the parameter estimation. 
This form of the state equation of the parameters considerably simplifies the UKF algorithm. Thus, in the dual UKF algorithm, at the parameter estimation stage step 2 and step 3 are replaced by the equation (5) where ( ) f • and F k are the identity matrices. Constraints due to the physical limitations on the parameters are also applied to the dual estimation problem. Parameter constraints are usually represented by the box constraints ( LH θθ θ ≤≤ ). In the respiratory models, parameters are assumed to be positive real numbers, thus the constraints are defined as 0 θ ≤ ≤∞. Modifications to the dual algorithm should be made due to the constraints in the models. In the algorithm, after the sigma pints were calculated (
Step 2) and the Prediction step (Step 3), constrained sigma points were obtained with the projection method explained in (Moradkhani et al., 2005 
Respiratory models
Respiratory models express the viscoelastic and mechanic properties of the airways, lung and chestwall and these properties are usually represented by the electrical elements. Elemental equations define the relationship between appropriate pressures and volumetric flow at the specific regions of respiratory system whereas the system state and measurement equations are the mathematical descriptions of the whole system behaviour. Theoretical and experimental studies reveal that respiratory system models may be linear and nonlinear in both state and parameters depending on the system identification technique, considered disease conditions and experimental methodology (Polak & Mroczka, 2006) ; (Bates & Lutchen, 2005) ; (Avanzolini et al., 1995) . For the interested reader, discussion and comparisons on the linear and nonlinear models can be found in the literature (Diong et al., 2007) ; (Yuan et al., 1998) . In this work well-known multi-parameter linear Mead model and recently presented nonlinear RC model were used to model the respiratory system. The presented nonlinear model is the simplified model by (Athanasiades et al., 2000) . The motivation behind to use this nonlinear model was that, first it includes nonlinearities as well as time-varying nature of the respiratory system, second model states and measurements mimic the COPD patients data under non-invasive ventilatory support. 
Mead respiratory model
Pt is added to the models.
Since the pressure measured at the airway opening is composed of relatively small part of the patient's effort and big part of the non-invasive ventilatory support, a series of the independent pressure sources are added to the model to mimic the muscular pressure effect and ventilatory effects.
( ) mus
Pt is direct effects of the patients inspiratory muscles and can be approximated by the second-order polynominal function (Yamada & Du, 2000) : T and T are the inspiration duration time and total duration of one cycle respiration respectively. They are set to constant values in the algorithm. τ m is the inspiratory muscles relaxation time constant and determines the patient-ventilator asynchrony. τ m is also set to 60 ms constant value in the simulations. Non-invasive ventilator pressure is simulated as an exponential function (Yamada & Du, 2000) : 
where k is the discrete-time index and we assumed that initial state vector 
Nonlinear RC respiratory model
where ( ) Vt represents the gas volume changes above Residual Volume in the lungs. In (7) and (8) 
constitute the unknown parameter vector to be estimated. In the nonlinear RC model, parameter vector and state vector can be defined respectively as:
. If the circuit theory rules are applied to the nonlinear RC circuits and elemental equations are written for nonlinear R and C elements below state-observation equations in discrete-time are given for the states of the circuits:
where same assumptions on the state are applied to (19) 
Dual UKF based respiratory model parameter estimation
Respiratory models, illustrated in Fig. 1 are composed of the electrical elements that have the unknown parameters. Discrete-time equations (13) - (16) were driven from Mead respiratory model and equations (15), (19) and (20) constitute non-linear RC respiratory model state-observation equations. The common way to model the respiratory system is to estimate the model parameters. The states are also required in order to implement Bayesian data analysis. Then, the respiratory model parameter estimation problem becomes dual recursive nonlinear inference problem from the noisy observed time series.
Data acquisition and pre-processing
In Mead model two state-observation equations for the states and parameters required to use dual UKF evaluation whereas joint UKF method was used for the nonlinear RC model. Both model parameters and states were estimated by i) artificially produced data that mimic the respiratory diseased patients, ii) data acquired from COPD patients and iii) data recorded from healthy subjects. Artificial airway flow was simulated as a sinusoidal signal with maximum flow of 06 . ls and sampling rate was 100 Hz . Inspiration time I
T was taken as 1 s while total breath cycle was 3 s . The states and observations were computed by (13), (14), (19), (20) via facemask (Respironics Inc. Spectrum size medium and small). Mask pressure and airway flow were measured by pneumotachograph and pressure transducer system (Hans Rudolph Inc. Research pneumotachograph system). Sampling rate was 100 Hz. During acquisition, subjects were awake and in supine position breathing though the facemask. At least 10 breathing cycle of airway flow mask pressure and lung volume (integration of airflow) signals were recorded by data acquisition system (National Instrument DAQCard-6036E ADC-16bit) to the computer for the offline signal processing. The airflow signal was first software filtered to remove high frequency noise with 8 th order Butterworth low-pass filter with cut-off frequency of 50 Hz and then processed to detect the breathing cycle onset and end. Recorded signals were divided by breathing cycles with the consideration of ventilator trigger time, inspiration time and expiration time. Five clear breathing cycles were chosen for the offline signal processing step. Dual UKF and joint UKF algorithm are applied to the pre-processed respiratory signals as explained in the section (3.2) and (3.3). Parameter constraints information was also incorporated in the dual UKF and EKF algorithm.
UKF and EKF parameter selection
Although there is no defined criteria for the estimator parameter selection, incorporating the model knowledge with the observation method some information can be drawn. In the both model the state transitions were obtained from the discretization of the continuous-time model equations by first-order Taylor series. The truncation error ( 
==
for both models and for both estimators. Since the errors driven from the measurement equipment treats relatively low variances (accuracy of the equipments are in the range of %3), such a high choice of observation noise demonstrated the bigger uncertainty in the model fit to the measured noisy time-series. On the other hand in Mead model, the parameter observation error covariance matrix was set to the state process error covariance matrix due to the same equations. expiration side only the nonlinear parameters govern the equations leaving muscular and ventilatory effects without contribution. Also, in line with our previous study (Saatci & Akan, 2007) in the nonlinear RC model, the most robust parameter is the parameter max mus P for the artificial data sequence.
Convergence of the parameters for the measured respiratory signals
To illustrate the performance of the UKF and EKF estimators for the case of measured signals, parameters were estimated from acquired respiratory signals. Both UKF and EKF were evaluated with both model and for COPD patients' data and for healthy subjects' data. ) in order to compensate the initial uncertainty. Thus, although consistency between breath cycles is accomplished in the EKF, the actual convergences don't go very far from the initial values. However for the nonlinear RC model case (Figs. 6 and 7) , the parameter estimates of EKF and UKF is not only consistent but also very selective. Breathto-breath variations existed for max mus P could be the consequence of the variations in the patient's breath cycle.
If healthy subject's data is examined, it could be seen that convergence problems of the EKF resulted in again unexpected values in the Mead model (Figs 8 and 9 ). However, subject's data sequence fit to nonlinear RC model successfully. From the estimated values of the parameters it is apparent that UKF and EKF perform identical for the nonlinear RC model in both COPD patient's data and healthy subject's data. P converged to unexpectively more negative pressure values by UKF. However, incorporating the model equations together with the lung tissue, small airways and chest wall pressure effects it is expected to see pressure rise at the inspiration and pressure decrease at the expiration. Thus, especially EKF tracks produced from healthy subject's data (Fig. 15) 
Conclusion
Common problem in the respiratory model parameter estimates is the lack of information on the uncertainty (or residuals) between measured airway pressure and used model. As the model has more degree of freedom (incorporates more parameter (Avanzolini et al., 1995) or incorporates the nonlinearity (Athanasiades et al., 2000) ) the uncertainties approaches to the statistical noise that is usually Gaussian distributed. Here, we started with the assumption that the residuals are the white Gaussian noises and estimation and measured noisy time series can be fit to the respiratory models by the estimation methods. Thus, unscented Kalman filter (UKF) was employed as an inverse solver to estimate the time-invariant parameters and time-varying states in the linear Mead model and the nonlinear RC model. Illustrative comparison between UKF and conventional EKF was also performed with the respiratory model applications. The convergence results of the parameters demonstrated the performance gains over EKF only in the Mead model. UKF is known to make more accurate results only if the kurtosis and higher order moments of the parameters' errors are significant. This fact is one indication of why the UKF doesn't perform better than EKF in the nonlinear RC model parameter and state estimation. It is also experienced that the tuning of EKF is more difficult than UKF even though UKF has more tuning parameter. For the real respiratory signals, initial parameter and state vectors may require small adjustments for the proper convergences of the parameters.
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