The estimation of parameters of distributions is a core topic in the literature on Statistical methodology. Many Bayesian and classical approaches have been derived for estimating parameters. In this study, Bayesian estimation technique is adopted for the comparison of two non-informative priors and six loss functions to estimate the scale parameter of Log-Normal distribution assuming xed values of location parameter. The main purpose of this study is to search for a suitable prior when no prior information is available and to look for an appropriate loss function for estimation of the scale parameter of Log-Normal distribution. Through simulation study, comparisons are made on the basis of the posterior variances, coecients of skewness, ex-kurtosis and Bayes risks. The simulation results are veried through a real data set of lung cancer patients.
Introduction
Suppose a random variable Y is normally distributed with mean θ and variance φ then X = exp(Y ) is distributed Log-Normally with location and scale parameters θ and φ, respectively. The probability density function (pdf ) of Log-Normal random variable X is:
where, θ is location and φ is scale parameter.
The cumulative distribution function of this distribution is given by (1.2) F (x) = 1 2
The Log-normal distribution, dened in equation (1.1), has become a convenient model for dierent biological, social and life testing phenomena. This distribution has wide applications in business and economics such as modeling of rm sizes, incomes, stock prices, lengths of service in labor turnover contexts and many other elds. Finney [2] obtained formulae for ecient estimation of the mean and variance of a population using sample information from the Log-Normal distribution. Tiku [13] found the estimators of parameters of Log-Normal distribution using type-II censored sample data. He obtained the asymptotic variances and covariances of the estimators. Zellner [14] used Bayesian and non-Bayesian methods for estimating parameters of the log-normal distribution and of log-normal regression processes. He derived posterior distributions for parameters of interest and described their statistical properties. Stedinger [12] evaluated eciency of dierent methods for tting two-parameter and three-parameter log-normal distributions.
He made the comparison using mean square error of estimators. Alternatively, Shen [10] combined the orthogonal transformation and the Rao-Blackwell Theorem for deriving uniform minimum variance unbiased estimators (UMVUEs) for the parameters of the Log-Normal distribution. Limpert et al. [5] discussed the use of Log-Normal distribution in dierent elds of science, specially in biological sciences. For the two-parameter log-normal distribution, Khan et al. [4] derived the prediction of future responses assuming a non-informative prior and an informative prior for the parameters under type-II censored sampling and type-II median censored sampling. Mehta et al. [7] proposed a simple and novel method to approximate the sum of several log-normal random variables with a single log-normal random variable. Martín and Pérez [6] presented generalized form of the log-normal distribution and analyzed it through Bayesian tools. Saleem and Aslam [9] used Bayesian tools of inference to estimate the parameters of two-component mixture of Rayleigh distributions assuming the uniform and the Jereys priors. Rupasov et al. [8] showed that trial to trial neuronal variability of electromyographic (EMG) signals can be well described by the Log-Normal distribution. They also found that the variability of temporal parameters of handwriting duration and response time can also be well described by the Log-Normal distribution. Sindhu θ have been considered. The rest of the paper is designed as follows.
In section 2, the posterior distributions of the scale parameter have been derived under Uniform and Jereys priors. A simulation study is presented in section 3 to compare the performance of the two priors on the basis of posterior variance, skewness and ex-kurtosis.
Bayes estimators (BEs) and Bayes risks (BRs) under the considered loss functions are given in section 4. To look for best non-informative prior and loss function for the estimation of the scale parameter, a simulation study is carried out in section 5. A real data set of lung cancer patients is used in section 6 to draw graphs of the posterior distributions for dierent values of the location parameter and to verify the simulation results discussed in section 5.
The Posterior Distributions of the Scale Parameter under Non-Informative Priors
The Likelihood function of the Log-normal distribution can be written as under.
(2.1)
We assume the improper Uniform prior (U (0, ∞)) for φ which can be written as
The Posterior Distribution of φ given the data, under the above prior is given by
The expression in 2.3 can be identied as Inverted Gamma distribution.
The Jereys prior for φ is
The posterior distribution of φ given the data, using Jereys prior is given by
The expression in 2.5 can be identied as Inverted Gamma distribution.
Simulation Study for Comparison of Priors on the basis of Posterior Variances, Co-Ecient of Skewness and Ex-Kurtosis
Consider the generation of random samples of sizes n = 30, 50, 100, 200 and 500 from the Log-Normal distribution assuming the location parameter θ = 1, 2, 3 and the scale parameter φ = 1, 4, 7. The simulation process is repeated 10, 000 times and the results have then been averaged.
The results of posterior variance, skewmess and ex-kurtosis are showcased in the following tables. To search for a suitable prior for the scale parameter φ of the Log-Normal distribution, dierent properties of the posterior distributions have been checked under the two assumed priors and for dierent values of the location parameter θ.
It is clear from Tables 1, 2 and 3 that as the sample size increases, posterior variances decrease. From Table 1 , it can be seen that the posterior variances for Jereys prior are smaller for all the values of θ, considered in the simulation study. Specically, for θ = 3, the posterior variances are minimum. Tables 2 and 3 
Bayes Estimators and Bayes Risks under Dierent Loss Functions
In this section, Bayes estimators (BE) and Bayes risks (BR) are derived for dierent loss functions under the considered priors.
BE and BR under Squared Error Loss Function (SELF). For an estimator
φ * of φ, the SELF is dened as follows.
The BE under this loss function is:
where E φ|x is the Expectation over the posterior distribution.
The BR under SELF is given by:
The BEs and BRs under SELF are given in the following table. 
2. BE and BR under Quadratic Loss Function (QLF). The QLF, for an estimator φ * of the parameter φ, is dened as:
The BE under the above loss function is given below.
The BR under QLF is of the following form.
The BEs and BRs, using the two priors, under QLF are given in the following table. 
The BE under WLF is of the following form.
The BR under WLF is written as under.
The following table contains BEs and BRs, using the two priors, under WLF. 
DeGroot Loss Function (DLF).
For an estimator φ * of the parameter φ, the DLF is written mathematically as follows.
(4.10)
The BE under this loss function is as under.
Under DLF, the BR is of the form.
The BEs and BRs, using the two priors, under DLF are contained in the following table. 
(ln x i −θ) 2 n−4 2 n−2 4.5. BE and BR under Precautionary Loss Function (PLF). Let φ * be an estimator of a parameter φ, then PLF can be dened through the following equation. 
The BE under PLF is given below.
The BR under PLF is as under.
The BEs and BRs, using the two priors, under PLF are presented in the following table. 
The BE under SAPLF is as under.
(4.17)
The BR under SAPLF is as follows.
The BEs and BRs, using the two priors, under SAPLF are shown in the following table. 
It can easily be depicted from the expressions of BRs in Tables 4−9 that Jereys prior requires less number of observations than the Uniform prior.
Simulation Study for Bayes Estimators and Bayes Risks under Dierent Loss Functions
A simulation study is carried out to obtain the BEs and BRs under dierent loss functions using dierent priors. The simulation process is repeated 10, 000 times considering generation of random samples of sizes 30, 50, 100, 200 and 500 from Log-Normal distribution assuming φ = 1, 4, 7 and θ = 1, 2, 3, and the results have then been averaged. These results are presented in the following tables. [3] . For our purpose, obviously these are anonymous data since we don't know the patients' identications. Also, no identication of the patients are given by the authors in their book. In our study, these data are analyzed anonymously. There is no ethics committee/institutional review board (or data production agency/commissioner) that approved this retrospective study.
The BEs and BRs under the assumed loss functions, for the real data set, are showcased in the tables given below. After examining the results presented in tables 16−21, it can easily be concluded that the performance of Jereys prior is better. Also, QLF performs much better than the rest of the assumed loss functions for estimating the scale parameter of Log-Normal distribution. Therefor, it is concluded that Jereys prior is the appropriate prior when no prior information is available. Also, the Quadratic Loss Function (QLF) is recommended to be used for the estimation of the scale parameter of Log-Normal distribution.
This work can further be extended by considering dierent (weakly) informative priors and dierent loss functions. The location parameter can also be estimated for known scale parameter in future research work. Both the parameters can be assumed unknown and can be estimated simultaneously.
