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1. Introduction
In what follows, the capital letters A, B, C, . . . denote the n × n (n arbitrary but ﬁxed) matrices over
the algebra of complex numbers, i.e. elements of Mn(C). By A B (A > B) we mean that A − B is
positive semideﬁnite (positive deﬁnite). A linearmapφ:Mn(C) → Mm(C) is called positive if it maps
positive deﬁnite matrices into positive deﬁnite matrices. We use the notation 〈·, ·〉 to denote the usual
inner product in Cn and || · || denotes the vector norm of a vector in Cn with respect to this inner
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product. It is well known that Mn(C) is an inner product space where the canonical inner product is
given by (A, B) = Tr(AB∗) (Here Tr(X) denotes trace of X).
The axiomatic theory for connections andmeans of pairs of positive matrices have been developed
by Nishio and Ando [8] and Kubo and Ando [5]. A binary operation σ deﬁned on the set of positive
deﬁnite matrices is called a connection if
(i) A C, BD implies AσB CσD,
(ii) C(AσB)C (CAC)σ (CBC),
(iii) Ak ↓ A and Bk ↓ B imply AkσBk ↓ AσB.
A mean is a connection with normalization condition,
(iv) Iσ I = I.
Kubo and Ando [5] proved the existence of an afﬁne order isomorphism between the class of con-
nections and the class of positive operator monotone functions on R+. This isomorphism σ ↔ f is
characterized by the relation
AσB = A1/2f
(
A−1/2BA−1/2
)
A1/2.
The operatormeans corresponding to operatormonotone functions tα , 0 < α < 1 are calledweighted
geometric means and are denoted by #α. In particular #1/2 is called geometric mean.
In Section 2 we shall prove general results which unify and include the recent results proved by
Bourin, Fujii, Lee, Niezgoda and Seo in [3,4,6,7].
2. Main results
We begin this section by stating our main results.
Theorem 1. Let A, B > 0 be such that aA B bA for some scalars 0 < b a and let φ be a positive linear
map. Then for any connection σ ,
φ(A)σφ(B)
1
ω
φ(AσB),
where ω = f (a)−f (b)
(a−b)f ′(c) for some ﬁxed c ∈ (b, a) and f is the representing function of σ.
Theorem 2. Let A, B > 0 be such that aA B bA for some scalars 0 < b a and letφ be a positive linear
map. Then for any connection σ ,
φ(A)σφ(B) − φ(AσB)−g(t0)φ(A),
where g(t) = μt + ν − f (t), t0 aﬁxedpoint in (b, a)and f is the representing functionofσ ,μ = f (a)−f (b)a−b
and ν = af (b)−bf (a)
a−b .
To prove Theorems 1 and 2,we need the following lemmas.
Lemma 3. Let Z > 0 be such that aI  Z  bI for some scalars 0 < b a and let h ∈ Cn be a unit vector.
Then
ωf (〈Zh, h〉)〈f (Z)h, h〉,
where ω = f (a)−f (b)
(a−b)f ′(c) , c ∈ (b, a) and f is a positive operator monotone function on R+.
Proof. First notice that the result is trivially true if b = a. Indeed a → b implies c → b and hence
ω → 1. Moreover, Z reduces to a scalar matrix in this case and so f (〈Zh, h〉) = 〈f (Z)h, h〉 = f (b). We
may therefore assume without loss of generality that 0 < b < a.
Consider the line μt + ν where μ = f (a)−f (b)
a−b and ν = af (b)−bf (a)a−b . Note that f (t) and the line μt +
ν intersect at the points (a, f (a)) and (b, f (b)). f being operator monotone, is concave and strictly
increasing on R+. Thus, using the concavity of f (t) we see that
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μt + ν  f (t) (1)
for all t ∈ [b, a]. By Lagrange’s Mean Value Theorem there exists a point d ∈ (b, a) with f ′(d) =
f (a)−f (b)
a−b . We can write d = βa + (1 − β)b for some β ∈ (0, 1). Let
Fα(t) = μt + ν − ωα f (t),
whereωα = f (a)−f (b)(a−b)f ′(αa+(1−α)b) for 0α  1. Fα(t) is a convex function of t withminima at t = αa +
(1 − α)b, since F ′α(αa + (1 − α)b) = 0. Thus F0(t) attains its minimum at t = b in [b, a]. Note that
F0(b) = f (b)(1 − ω0) is non-negative. This follows from the facts that f ′(t) is decreasing in [b, a] and
so f ′(b) f ′(d) which imply
ω0 = f (a) − f (b)
(a − b)f ′(b) 
f (a) − f (b)
(a − b)f ′(d) = 1.
ThusF0(t) 0 forall t ∈ [b, a].Furthernote thatωβ = 1,and therefore it follows from(1) that Fβ(t) 0
for all t ∈ [b, a]. Since the function α → Fα is continuous, it follows that there exists at least one
α ∈ (0, 1) such that Fα(t) 0 for all t ∈ [b, a]. Let α0 = Sup{α ∈ (0, 1) : Fα(t) 0 for all t ∈ [b, a]}.
Choose c = α0a + (1 − α0)b andω = ωα0 = f (a)−f (b)(a−b)f ′(c) . Then Fα0(t) 0 for all t ∈ [b, a]. This implies
ωf (t)μt + ν (2)
for all t ∈ [b, a]. Let t = 〈Zh, h〉. Since aI  Z  bI and h is a unit vector, we have a h∗Zh b, i.e,
a t  b. Therefore putting this t in (2) we have
ωf (〈Zh, h〉)μ〈Zh, h〉 + ν 〈f (Z)h, h〉.
The second inequality in the above inequality follows from inequality (1). This completes the proof.

Lemma 4. Let A, B > 0 be such that aA B bA for some scalars 0 < b a and let h ∈ Cn be a unit
vector. Then
〈(AσB)h, h〉〈Ah, h〉σ 〈Bh, h〉ω−1〈(AσB)h, h〉
for all connections σ with representing function f and ω is as in Lemma 3.
Proof. Let x ∈ Cn, x /= 0 and h = x||x|| . Let Z = A−1/2BA−1/2. Since aA B bA which implies
aI  A−1/2BA−1/2  bI, so aI  Z  bI. By concavity of f (t), we have〈
f (Z)
x
||x|| ,
x
||x||
〉
 f
(〈
Z
x
||x|| ,
x
||x||
〉)
(3)
(see [2, p. 281]). On using Lemma 3, we have
f
(
1
||x||2 〈Zx, x〉
)

ω−1
||x||2 〈f (Z)x, x〉. (4)
Combining (3) and (4) we obtain,
1
||x||2 〈f (Z)x, x〉 f
(
1
||x||2 〈Zx, x〉
)

ω−1
||x||2 〈f (Z)x, x〉,
or equivalently
〈f (Z)x, x〉 ||x||2f
(
1
||x||2 〈Zx, x〉
)
ω−1〈f (Z)x, x〉. (5)
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Replacing Z by A−1/2BA−1/2 and x by A1/2h, in (5) we get,
〈A1/2f (A−1/2BA−1/2)A1/2h, h〉  〈Ah, h〉f (〈Ah, h〉−1〈Bh, h〉)
 ω−1〈A1/2f (A−1/2BA−1/2)A1/2h, h〉,
i.e.
〈(AσB)h, h〉〈Ah, h〉σ 〈Bh, h〉ω−1〈(AσB)h, h〉.
This gives the desired inequality. 
We need the next lemma to prove Theorem 2.
Lemma 5. Let A, B > 0 be such that aA B bA for some scalars 0 < b a, h ∈ Cn be a unit vector and
σ be a connection. Then
〈Ah, h〉σ 〈Bh, h〉 − 〈(AσB)h, h〉−g(t0)〈Ah, h〉, (6)
where f is the representing function of σ , g(t) = μt + ν − f (t), where μ = f (a)−f (b)
a−b , ν = af (b)−bf (a)a−b
and t0 ∈ (b, a).
Proof. Again, as in Lemma 3, we may take without loss of generality that 0 < b < a, since a → b
implies t0 → b and hence g(t0) → 0,while on using the deﬁnition of σ a connection, the left side of
the inequality (6) approaches to 0.
Consider the lineμt + ν whereμ = f (a)−f (b)
a−b and ν = af (b)−bf (a)a−b . As in the proof of Lemma 3we have
μt + ν  f (t)
for all t ∈ [b, a].By Lagrange’sMeanValue Theorem there exists t0 ∈ (b, a) such that f ′(t0) = f (a)−f (b)a−b= μ. Let
F(t) = μt + ν − f (t) − g(t0).
This is a convex function of t. Thus we see that F ′(t0) = 0. This along with the convexity of F(t) imply
that F(t) has minimum value at t = t0. Further note that F(t0) = 0. Thus F(t) 0 for all t ∈ [b, a].
Hence
f (t) − (μt + ν)−g(t0), t ∈ [b, a]. (7)
Let Z = A−1/2BA−1/2 and x ∈ Cn, x /= 0. Taking t =
〈
A−1/2BA−1/2 x||x|| ,
x
||x||
〉
∈ [b, a], in (7) we obtain
||x||2f
(
1
||x||2 〈A
−1/2BA−1/2x, x〉
)
−
〈
f
(
A−1/2BA−1/2
)
x, x
〉
−g(t0)||x||2,
and hence,
〈x, x〉σ 〈A−1/2BA−1/2x, x〉 −
〈
f
(
A−1/2BA−1/2
)
x, x
〉
−g(t0)〈x, x〉. (8)
Now if we replace x by A1/2h, in (8) we get the desired inequality. 
Proof of Theorem 1. First suppose that φ is given by φ(A) = 〈Ah, h〉 for any vector h ∈ Cn. Then by
Lemma 4,
φ(A)σφ(B) = 〈Ah, h〉σ 〈Bh, h〉
 ω−1〈(AσB)h, h〉
 ω−1φ(AσB),
which proves the theorem in this case.
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Now consider the case of general positive linear map φ. Let h ∈ Cn be any vector. Then, by ﬁrst
inequality of Lemma 4,
〈(φ(A)σφ(B))h, h〉〈φ(A)h, h〉σ 〈φ(B)h, h〉 = ψ(A)σψ(B) (9)
where ψ(A) = 〈φ(A)h, h〉.
Note thatψ is a positive linear functional onMn(C). Therefore there exists X  0 such thatψ(A) =
TrAX. Hence, if π(A) : Mn(C) → Mn(C) is left multiplication by A, then
ψ(A) = (π(A)h, h)
where h = X1/2. Since aA B bA implies aπ(A)π(B) bπ(A), the second inequality of Lemma 4
yields
ψ(A)σψ(B)ω−1ψ(AσB) (10)
Combining (9) and (10) we have,
φ(A)σφ(B)
1
ω
φ(AσB). 
Proof of Theorem 2. The proof of this theorem is similar to the proof of Theorem 1 on using Lemma
5 and is therefore not included. 
Remark 6. The main results proved in [3,6,7] follow by taking σ = #α in Theorem 1 andmain results
proved in [4] follow on taking σ = #α in Theorem 2. It is further remarked that the inequality
φ(AσB)φ(A)σφ(B)
is proved in [1].
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