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摘要 
处于社交网络时代的我们，人人都是知识内容的发布者。知识内容主要来
自于途径，一个是用户的发布内容（微博，博客）等，另外一个是用户之间的
交互（标签，评论，回复）。这些内容之间包含了巨大的信息等待挖掘，例如
舆论态度，用户的性格爱好等。然而由于这些语料规模巨大，给数据挖掘带来
了极大的挑战。对这些庞大的语料进行摘要整理，显得尤为重要。 
文本摘要在自然语言处理领域是一个由来已久的课题。前人提出的方法已
经有效且广泛的运用在纯文本语料上面，但是在社交网络的语料上却表现不佳，
主要原因在于忽视了社交网络语料的“社交”属性，主要体现在文本的长度较短，
用语不规范，口语化，未登录词较多等。这些特点使得传统方法对于语料的推
断往往不准确；此外，语料中包含的评论，回复，作者自行添加的标签等信息
无法在传统方法中被利用起来，而这些信息往往对语料主题的推断很有帮助。 
基于以上原因，我们提出了适用于标签语料数据的文本摘要方法，这种方
法可以完成三个不同场景的摘要任务，分别是标签摘要，对比摘要，实时摘要，
该模型不仅根据数据自行推断主题数目，还描绘了社交语料主题演化过程中“富
者更富”的现象。 
此外，在线辩论数据作为民意舆论的重要载体，也存在摘要的需求。用户
可能只会参与部分辩论，使得辩论数据中存在大量缺失项。其稀疏性使得特征
选择变得困难。本文提出一种基于集成学习的话题选择方案，根据不同群体的
属性，对所有话题进行摘要，提出一个能够显著区分群体党派的话题子集，即
为该群体的关注热点。 
本文分别为社交网络语料中带标签的语料数据和在线辩论数据提出了各自
的摘要方法，并通过实验证明了方法的有效性。 
 
关键词：自动摘要；狄利克雷过程；集成学习 
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Abstract 
In the social network era， we all are knowledge publishers. Knowledge mainly 
comes from two source, one is the user's content (twitter, blog) while the other is the 
interaction between users (tags, comments, reply). The content contains a huge 
amount of information waiting for mining, such as public opinion, the users' personal 
hobby and preference. However, data mining on these corpora meets great challenges 
because of its huge volume. It is particularly important to summarize these large 
corpora. 
Text summarization has been a long-standing subject in natural language 
processing. Methods proposed by predecessors have been effective and widely used in 
plain text corpus, but they had poor performance in the corpora of social networks. 
The main reason is that they neglect the "social" attribute of social network corpus, 
which is mainly reflected in the short length of sentence, informal words, verbal 
words, new words and so on. In addition, the information contained in the comments, 
replies, the label added by author cannot be used in the traditional method, which 
plays an importance role in the inference process of such corpora topic. 
Based on the above reasons, we propose a text-summarization method which is 
suitable for social network corpus. This method can meet summarization needs of 
three different scenes, which including tag-driven summary, comparative summary 
and real-time summary. The model can not only automatically estimates the number 
of topics to “let the data speak”, but also demonstrates of “rich get richer” in the topic 
evolution of social networks. 
In addition, as an important carrier of public opinion, the online debate data 
needs to be summarized. Users may only join a few debates which makes a lot of 
missing entry. The sparsity of online debate data makes regular feature selection 
difficult. The paper proposes a topic selection algorithm based on the ensemble 
learning, which summarizes all the topics according to the attributes of different 
groups, and puts forward a subset of the topics that can distinguish the group parties 
mostly. The subset can be viewed as the main focus of  the group. 
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This paper presents summarization algorithms of labeled corpus data and online 
debate data respectfully, and experiment result verifies the effectiveness of these 
algorithms. 
 
Key Words: Automatic Summarization;  Dirichlet Process;  Ensemble Learning 
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第一章 绪  论 
1.1. 研究背景和研究目的 
处于社交网络时代的我们，网络是主要的社交手段之一。伴随着各种各样
的社交产品的产生，每个人既是信息的发布者，可以在网络上发表关于任何事
物内容的看法，也是内容的接受者。由此产生的社交网络语料使得我们可以接
触的信息量急剧膨胀。社会信息超过了个人或者系统能够处理或者利用的状况。 
为了更好的处理这种信息过载的问题，我们需要借助外部的工具对我们能
够获得的信息量进行梗概，去除大量冗余的信息，将信息量降低到个人可以轻
松处理的程度。面对这些以文本占据多数部分出现的信息，文本摘要这个课题
显得十分必要。 
在这些社交语料数据中，不仅有用户关于事物的原生看法，还包含其他用
户对这个用户一些观点的看法和互动，甚至于还有用户为了整理自己的看法而
添加的标签等。这些文本具有短小，文法随意等特点，使得面向纯文本或者文
档集的传统摘要算法在社交语料数据上面表现不佳。 
同时，不同身份的群体对于社交网络数据的摘要有不同的需求；普通用户
的需求可能在于快速的了解某个网络事件的来龙去脉，专家学者们需要知道大
众对公众事件的舆论态度等等。 
在本文中，我们首先提出了一个基于狄利克雷过程的社交网络文本摘要模
型，通过这个方法，可以解决多个场景下的摘要需求，以下列举了几种可能的
场景。 
 标签摘要 
人们通常使用两种标签来对内容进行管理，一种是通过推荐系统推荐的标
签，一种是自定义的标签。在两种情况中，标签的语义都显得十分宽泛不明朗，
特别是这些标签是用户自定义的时候。因此，一种新的摘要形式出现了——标
签摘要。根据标签下的内容对标签可能覆盖的主题进行摘要，进而来解释这个
标签的潜在语义。这个场景在解释一些网络新词标签或者未登录词标签的时候
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尤其重要。标签摘要并不是一个简单的任务，在实际场景中，并没有一个句子
明确对应一个标签的情况，取而代之的是若干个句子对应几个标签，而这些句
子通常只能表述几个标签中的一个，为了达到合适准确的摘要效果，需要找到
这个句子对应的合适的标签。我们的模型通过标签的监督信息展示这一微妙的
关系。 
 对比摘要[1] 
对比摘要是最近新提出的一个摘要任务之一。和传统的文本摘要相比，对
比摘要希望在大量重复的内容中找到两个文档或者两个文档集中不同的部分。
对比摘要只能在主题相近或者一致的主题上才能实施。举个例子，有很多报导
美国总统演讲的新闻报导。在这些报导中，不同的报导有不同的侧重点，有些
主要报导他关于重振经济的计划，有些主要报导他的医疗改革，有些则报导演
讲过程中的花边轶事。传统的摘要只能给出美国总统做了一场演讲这一事实，
通过对比摘要，可以快速的发现这些报导不同的重点。 
 更新摘要 
更新摘要最早出现于文献[2]。这个摘要任务是基于以下假设提出的。读者
已经看到了基于某个初始语料集生成的摘要。当有关于这个主题的新的语料生
成时，给出一个合适的摘要。为了生成更新摘要，很多工作的策略在于避免在
初始摘要中出现过的冗余信息 MMR[3]。 
和其他语料相比，社交网络具有实时性，即每时每刻都有新的用户参与事
件的讨论，发表新的内容，生成新的主题和新的团体。较其他场景而言，更新
摘要对社交网络语料显得更加必要，其主要意义在于可以增量的提供摘要，而
不是冗余的对整个新的语料集进行摘要，此外需要能够跟踪旧的观点的同时，
捕捉到新的观点的生成。 
我们通过设计了相关实验证明了这个模型在三个场景下都具有较好的效果，
充分说明了这个模型具有较高的可行性。 
此外，我们把目光投向美国的在线辩论数据。由于此前特朗普赢得美国大
选，此前各种民意调查纷纷预测失败。由此可见此前的民意调查方式有待改进。
在传统的民意调查中，有部分群体可能会因为社会压力，自身特点等隐藏自己
真实的想法。而在事后，民意调查机构反思民调预测和实际结果大相径庭的原
因时，发现主要有以下方面：(1).在竞选过程中两位候选人戏剧化的事件发展让
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