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IRREDUCIBILITY OF POLYNOMIALS WITH A LARGE GAP
WILLIAM SAWIN, MARK SHUSTERMAN, AND MICHAEL STOLL
ABSTRACT. We generalize an approach from a 1960 paper by Ljunggren, leading to a prac-
tical algorithm that determines the set of N > deg c+ degd such that the polynomial
fN(x) = x
Nc(x−1) + d(x)
is irreducible over Q, where c, d ∈ Z[x] are polynomials with nonzero constant terms and
satisfying suitable conditions. As an application, we show that xN − kx2 + 1 is irreducible
for all N ≥ 5 and k ∈ {3, 4, . . . , 24} \ {9, 16}. We also give a complete description of the
factorization of polynomials of the form xN + kxN−1 ± (lx+ 1) with k, l ∈ Z, k 6= l.
1 Introduction
Providing irreducibility criteria for integral polynomials is by now a classical topic, as can
be seen for instance from the books [Pra04] by Prasolov or [Sch00] by Schinzel. Yet, the
irreducibility of most polynomials cannot be established using the classical techniques, and
many problems remain open. One example is the irreducibility of random polynomials, as
studied for instance in [BSK16]. Another challenge, motivated by the calculation of Galois
groups, lies in finding irreducibility criteria for trinomials. Indeed, in various works such
as [CMS97,CMS99,MS96,Osa87], Galois groups are calculated under an irreducibility as-
sumption. The purpose of this work is to obtain such irreducibility criteria. More generally,
we consider polynomials “with a large gap”, by which we mean polynomials of the form
fN(x) = x
Nc(x−1) + d(x) ,
where c and d are fixed polynomials in Z[x] with c(0), d(0) 6= 0 and we are interested in
the irreducibility of fN for large N. Polynomials of this type and their factorization into
irreducibles have been considered in various contexts; see for example [Sch67, FFK00,
FM04, DFV13, HVW13]. The main contributions of this paper are to give an improved
bound forN such that the factorization of fN can be controlled and to present an algorithm
that can in many cases determine the factorizations of all fN. This requires c and d to satisfy
some additional conditions.
For a polynomial f, we set f˜(x) = xdeg ff(x−1) and we say that f is reciprocal if f˜ = ±f. If
f 6= 0, we define the non-reciprocal part of f ∈ Z[x] to be f divided by all reciprocal and
non-constant irreducible factors in its prime factorization over Z[x]. Similarly, we define
the non-cyclotomic part of f to be f divided by all irreducible factors that are cyclotomic
polynomials. (Both of these are only defined up to a sign, but the sign is irrelevant for our
purposes.) Since we are interested in the irreducibility of fN above, we can always assume
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that gcdZ[x](c˜, d) = 1, since otherwise this gcd will give a trivial divisor of fN for all N. We
will in addition assume that fN is not reciprocal, which is equivalent to c 6= ±d.
Note that “irreducible” in this paper always means “irreducible over Q”.
There are systematically occurring nontrivial factorizations of fN.
Definition 1.1. A pair (c, d) of polynomials c, d ∈ Z[x] with c(0), d(0) 6= 0 is Capellian
when −d(x)/c(x−1) is a pth power in Q(x) for some prime p or d(x)/c(x−1) is 4 times a
fourth power in Q(x).
The name honors Alfredo Capelli, who showed that for a in a field K, the polynomials
xN − a are irreducible in K[x] for all N if and only if a is not a pth power for some prime p
or −4 times a fourth power in K; see [Cap01]. So when (c, d) is Capellian (and only then),
we get factorizations of fN coming from factorizations of yn+d(x)/c(x−1). We will restrict
to non-Capellian pairs (c, d) in the following, but we note that the results below continue
to hold when (c, d) is Capellian and N is not a multiple of p (when −d(x)/c(x−1) is a pth
power) or 4 (when d(x)/c(x−1) is 4 times a fourth power).
The main general result is a consequence of work by Schinzel.
Theorem 1.2 (Schinzel). Let c, d ∈ Z[x] with c(0), d(0) 6= 0. Assume that gcdZ[x](c˜, d) = 1,
that c 6= ±d and that (c, d) is not Capellian. Then there is a bound N0 depending only on c
and d such that for N > N0, the non-reciprocal part of fN is irreducible.
Proof. This can be deduced from Theorem 74 in [Sch00]; see also [Sch69, Theorem 2],
where the result is stated over Q and explicit bounds are given. Let
F(x1, x2) = x2c˜(x1) + d(x1) ; then F(x, xN−deg c) = fN(x) .
Since (c, d) is non-Capellian, we deduce that F(ym111 y
m21
2 , y
m12
1 y
m22
2 ) is irreducible for any
matrixM = (mij) ∈ Z2×2 of rank 2 and such that (1, n) is an integral linear combination of
the rows ofM, for some n. This is a fairly easy consequence of Capelli’s Theorem [Cap01].
Schinzel’s theorem tells us that for some 1 ≤ r ≤ 2, there is a matrix M = (mij) ∈ Zr×2 of
rank r such that (1,N− deg c) is an integral linear combination of the rows of M and such
that the entries of M are bounded by a constant C only depending on F. When r = 1, then
up to a sign, M = (1 N− deg c), so N ≤ deg c+ C. When r = 2, then
F˜(y1, y2) = F(y
m11
1 y
m21
2 , y
m12
1 y
m22
2 )
is irreducible by the above. Our assumptions on c and d imply that fN is not reciprocal,
which implies that LF˜ = F˜ in the notation of [Sch69]. Then Schinzel’s theorem says that
the factorization of the non-reciprocal part LfN of fN corresponds to the factorization of
LF˜ = F˜. But the latter is irreducible, hence the non-reciprocal part of fN is irreducible as
well. So the claim holds with N0 = deg c + C, and C depends only on F, which in turn
depends only on c and d. 
For a polynomial f ∈ Z[x], we define its weight ‖f‖ to be the squared Euclidean length of
its coefficient vector (i.e., the sum of the squares of the coefficients). The explicit bounds
given in [Sch69] then amount to
N0 ≤ deg c+ exp
(
5
16
· 2(‖c‖+‖d‖)2)(2+ max{2, (deg c)2, (degd)2})‖c‖+‖d‖ .
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Now consider a reciprocal irreducible factor h of fN. Then h = ±h˜ also divides f˜N, so h
divides gcd(fN, f˜N), which in turn divides
xdeg cd˜(x)fN(x) − x
degdc˜(x)f˜N(x) = x
deg cd(x)d˜(x) − xdegdc(x)c˜(x) = xnr(x) ,
where n ∈ Z≥0 and r ∈ Z[x] are such that r(0) 6= 0. Since fN(0) 6= 0, it follows that h
divides r, and the assumptions gcdZ[x](c˜, d) = 1 and c 6= ±d guarantee that r 6= 0. So any
reciprocal irreducible factor h of fN divides the fixed polynomial r of degree at most 2m,
where m = max{deg c,degd}. By Lemma 2.1 below, it follows that h must be a cyclotomic
polynomial when
N > N1 = deg c+ degd+

2m
log θ
log(‖c‖+ ‖d‖) if m ≤ 27,
m(log 6m)3 log(‖c‖+ ‖d‖) otherwise,
where Lehmer’s constant θ ≈ 1.17628 is defined in Section 2. This leads to the following.
Corollary 1.3. Under the assumptions of Theorem 1.2, if N > max{N0, N1}, then the non-
cyclotomic part of fN is irreducible.
By the above, every cyclotomic divisor of fN must divide r, which leads to a finite set of
possible cyclotomic divisors. If a cyclotomic polynomial Φn divides fN for some N, then it
clearly divides fN ′ if and only ifN ′ ≡ N mod n. So each cyclotomic polynomial that occurs
as a factor of some fN does so exactly for N in some arithmetic progression. Whence:
Corollary 1.4. Under the assumptions of Theorem 1.2, the set of N > deg c+ degd such the
polynomial fN is irreducible is the complement of the union of a finite set with a finite union
of arithmetic progressions. Both the finite set and the finite union of arithmetic progressions
can be determined effectively.
Proof. The first statement is clear from the discussion above. It remains to prove effectivity.
Given c and d, we compute r and find all cyclotomic polynomials Φn dividing r. For each
such Φn, we check if Φn divides fN for a complete set of representatives N > deg c+degd
of the residue classes mod n. If it does, then it does so for precisely one representative,
which gives rise to one of the arithmetic progressions. Otherwise there is no arithmetic
progression coming from Φn. We obtain the finite set by checking the irreducibility of fN
for all deg c + degd < N ≤ max{N0, N1} by standard algorithms. Note that there is an
explicit and hence effective bound on max{N0, N1}. 
There are examples where the finite union of residue classes is all of Z>deg c+degd, but
without a single cyclotomic polynomial dividing all fN (as is the case for xN− 2x+ 1). The
following example is due to Schinzel [Sch00, Remark 3 in Section 6.4]. Take
c = 12 , d = 3x9 + 8x8 + 6x7 + 9x6 + 8x4 + 3x3 + 6x+ 5 .
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We have the cyclotomic factors
1+ x if N ≡ 1 mod 2,
1+ x+ x2 if N ≡ 2 mod 3,
1+ x2 if N ≡ 2 mod 4,
1− x+ x2 if N ≡ 4 mod 6 and
1− x2 + x4 if N ≡ 0 mod 12;
the remaining part of fN is irreducible for all N > 9 as can be shown by our algorithm.
Of course, the explicit bound given by Schinzel is much too large to make this procedure
practical even for c and d of very small degree and weight. There are results that improve
on this bound, the best of which seems to be the following; see [FFK00].
Theorem 1.5 (Filaseta, Ford, Konyagin). In Theorem 1.2, we can take
N0 ≤ NFFK = deg c+ 2max
{
54w−15,max{deg c,degd}(52w−8 + 1
4
)
}
,
where w = ‖c‖+ ‖d‖+ t and t is the number of terms in c and d.
In [DFV13] a similar result is shown for the non-cyclotomic part of fN, but their bound B2
is much larger than our N1.
Our main contribution is the following.
Theorem 1.6. Let c, d ∈ Z[x] with c(0), d(0) 6= 0. We assume that gcdZ[x](c˜, d) = 1, that
c 6= ±d and that (c, d) is robust in the sense of Definition 4.2. Then we can take
N0 ≤ (1+ deg c+ degd)2‖c‖+‖d‖
in Theorem 1.2 and in Corollary 1.3.
The main disadvantage of our result compared to Theorem 1.5 is the additional condition
that (c, d) is robust. It is satisfied in many cases of interest (for example, when c = 1 and d
is irreducible and primitive in the sense that the gcd of its coefficients is 1), but not always.
There are some advantages that make up for this, though:
1. Our bound for N0 is considerably smaller than NFFK.
2. We describe an algorithm that computes a suitable N0 for any given robust pair (c, d);
this bound is usually much smaller than (1 + deg c + degd)2‖c‖+‖d‖. In Section 5, we
present some evidence indicating that the worst-case growth of the bound obtained by
our algorithm should be quadratic instead of exponential in ‖c‖+ ‖d‖.
3. When the degrees and weights of c and d are reasonably small, our algorithm is entirely
practical and can be used to produce the complete list of irreducible factors of fN of
degree ≤ N/2 (the degree will in fact be uniformly bounded) for all N > deg c+ degd.
See Section 7 for examples.
We remark that for polynomials c, d with coefficients in {0, 1}, even stronger results can
be shown; see [FM04], where a result similar to Theorem 1.2 is obtained with a bound
that is linear in max{deg c,degd}. Even assuming that (c, d) is robust (which is not always
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the case), examples show that we cannot hope for better than quadratic bounds with our
method.
Considering the various upper bounds on N0, we may wonder what the optimal bound
might be. Let us define Nopt(δ,w) to be the smallest value of N0 such that the statement
of Theorem 1.2 holds for all c, d with deg c + degd = δ and ‖c‖ + ‖d‖ ≤ w. Note that
Nopt(δ,w) is well-defined, since there are only finitely many such pairs (c, d). Since a
factorization of fN leads to an analogous factorization of fN(xk) for any k ≥ 1, we see that
Nopt(kδ,w) ≥ kNopt(δ,w). To get a lower bound on Nopt(δ,w), we can fix an irreducible
polynomial p and try to find c, d such that p divides fN for large N. For example, defining
the Fibonacci numbers as usual by F0 = 0, F1 = 1, Fn+1 = Fn + Fn−1, we see easily that
x2 − x− 1 divides xN − FNx− FN−1 ,
which implies that
Nopt(δ,w) ≥ δ logw
2 logφ
,
where φ = (1 +
√
5)/2 is the golden ratio. As long as degp ≤ δ + 1, we can always write
αN as −d(α) with degd ≤ δ, where α is a root of p, which gives that p divides xN + d(x).
By Lemma 2.1, this will give a lower bound on Nopt(δ,w) that cannot be larger than
δ+
δ+ 1
log θ
logw ,
assuming that Lehmer’s constant is the optimal lower bound for M(p). (Asymptotically,
we can replace logw by 1
2
logw; this comes from using the better estimate
max{s(c), s(d)} ≤
√
max{deg c,degd}
√
‖c‖+ ‖d‖
in the proof of Lemma 2.1.)
So if we want to show that Nopt(δ,w) grows faster than δ logw, then we have to work
with polynomials p such that (degp)/(logM(p)) grows faster than δ. But as soon as the
difference between degp and δ is large, the coefficients of p must satisfy many algebraic
equations of a degree that grows linearly with N in order to have a pair (c, d) such that p
divides fN. This appears difficult to accomplish in a systematic way. So we would like to
propose the following questions as a motivation for further study.
Question 1.7. Fix δ > 1. Is
Nopt(δ,w)
logw
bounded?
Question 1.8. Is perhaps even
Nopt(δ,w)
δ logw
bounded?
One possibly interesting data point is Nopt(1, 26) ≥ 14, coming from
x14 + 4x+ 3 = (x+ 1)(x3 − x2 + 1)(x10 + x8 − x7 − 2x5 − x3 + 2x2 + x+ 3) .
The key idea of our approach for proving Theorem 1.6 is based on a neat trick due to Ljung-
gren [Lju60] (see also [Pra04, Section 2.3]), which can be used to show (for example) that
xn − x− 1 is irreducible for all n. After proving the lemma that provides the bound N1 for
Corollary 1.3 in Section 2, we recall Ljunggren’s approach in Section 3 and then develop
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our generalization in Section 4. In Section 5, we discuss the growth of a quantity m0 that
depends on c and d; this quantity enters into the bound N0 in Theorem 1.6. In Section 6,
we describe an improvement of the algorithm used in determining m0. We end with a col-
lection of sample applications in Section 7. For example, we answer the following question
that was asked on MathOverflow [MO] and was a motivation for this work:
Are the polynomials x2k+1 − 7x2 + 1 irreducible over Q?
For some families of pairs (c, d), we can use our algorithm to produce a uniformly small
bound N0. This leads to a complete analysis of the factorization patterns of polynomials of
the form xN + kxN−1 ± (lx+ 1), where k and l are distinct integers.
We would like to thank Michael Filaseta for some useful comments on an earlier version
of this paper and Umberto Zannier for a very helpful discussion of Schinzel’s contributions
and relations with unlikely intersections.
2 An application of heights
In this section, we provide the result necessary to obtain the bound N1 in Corollary 1.3.
This is also relevant for the discussion of lower bounds on N0.
For a polynomial
f(x) = c
n∏
j=1
(x− αj) ∈ C[x] ,
its Mahler measure is defined to be
M(f) = |c|
n∏
j=1
max{1, |αj|} ;
see for example [Sch00, Section 3.4]. If f ∈ Z[x], then M(f) ≥ 1, and it is a known fact
that M(f) = 1 if and only if f is (up to a sign) a product of a power of x and cyclotomic
polynomials. It is an open question (“Lehmer’s problem”) whether there is a lower bound
> 1 for M(f) when f is not of this form. The record polynomial in this respect was already
found by Lehmer; it is
x10 + x9 − x7 − x6 − x5 − x4 − x3 + x+ 1 ,
and its Mahler measure is Lehmer’s constant θ ≈ 1.17628 (which is its unique real root > 1).
By [MRW08], the smallest Mahler measure of a non-cyclotomic polynomial of degree up
to 54 is indeed θ. In general, the best currently known explicit bound seems to be due
to Voutier [Vou96]; a slightly less good, but simpler variant is the estimate (Corollary 2
in [Vou96])
logM(p) >
2
(log(3degp))3
for p ∈ Z[x] irreducible with M(p) > 1. If p is non-reciprocal, then we have the stronger
(and optimal) bound
M(p) ≥ θ0 ,
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where θ0 ≈ 1.3247 is the unique real root and also the Mahler measure of x3 − x − 1; this
result is due to Smyth [Smy71] (see also [Sch00, Corollary 5 in Section 6.1]).
The absolute logarithmic Weil height of an algebraic number α can be defined as
h(α) =
logM(pα)
degpα
,
where pα ∈ Z[x] is the minimal polynomial of α over Q scaled so that its coefficients
are coprime integers. We will simply call h(α) the height of α. There is an alternative
definition of h(α) in terms of a complete system of absolute values on any finite extension
of Q containing α, from which one can easily deduce the following properties.
(1) For N ∈ Z and α ∈ Q¯, we have that h(αN) = |N|h(α).
(2) For p, q ∈ Z[x] and α ∈ Q¯, we have that
h
(p(α)
q(α)
)
≤ log max{s(p), s(q)}+ max{degp,degq}h(α) .
Here s(f) is the sum of the absolute values of the coefficients of f.
See for example [HS00, Part B].
Lemma 2.1. Let p ∈ Z[x] be irreducible, non-constant and non-cyclotomic. If gcd(c˜, d) = 1
and p divides fN, then
N ≤ deg c+ degd+ degp
logM(p)
log(‖c‖+ ‖d‖) .
This implies that
N ≤ deg c+ degd+

degp
log θ0
log(‖c‖+ ‖d‖) if p is non-reciprocal,
degp
log θ
log(‖c‖+ ‖d‖) if degp ≤ 54,
1
2
(degp)(log(3degp))3 log(‖c‖+ ‖d‖) otherwise.
Proof. We can assume that p is primitive (i.e., the gcd of its coefficients is 1). Let α ∈ Q¯
be a root of p. The condition gcd(c˜, d) = 1 implies that when p divides fN, then p does
not divide c˜. So if p divides fN, then fN(α) = 0 and α 6= 0, c(α−1) 6= 0, which implies that
αN = −d(α)/c(α−1). Since p is not cyclotomic and α 6= 0, we have that h(α) > 0. From
the two properties of the height stated above, we deduce that
Nh(α) = h(αN) = h
(−d(α)
c(α−1)
)
= h
(−αdeg cd(α)
c˜(α)
)
≤ (deg c+ degd)h(α) + log max{s(c), s(d)}
≤ (deg c+ degd)h(α) + log(‖c‖+ ‖d‖) .
Using that h(α) = (logM(p))/(degp), this gives the first result. The remaining estimates
follow from this and the lower bounds on M(p) mentioned above. 
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Assume that N > N1. Then by Corollary 1.3, a non-cyclotomic irreducible factor p ∈
Z[x] of fN must also be non-reciprocal. By [Smy71], we have M(p) ≥ θ0. The mul-
tiplicativity of the Mahler measure and Landau’s inequality M(f) ≤ √‖f‖ (see [HS00,
Lemma B.7.3.1 (iii)]) then give that
θn0 ≤M(fN) ≤
√
‖c‖+ ‖d‖ ,
where n is the number of non-cyclotomic irreducible factors of fN. This shows that
n ≤ log(‖c‖+ ‖d‖)
2 log θ0
.
3 Ljunggren’s trick
As a motivation for our approach, we recall how Ljunggren deals with the polynomials
xn + εx + ε ′ with ε, ε ′ ∈ {±1}. (Actually, he considers general trinomials xn ± xm ± 1 and
also quadrinomials, but for our expository purposes, the special case is sufficient. The
result for m = 1 was obtained earlier by Selmer [Sel56], but with a different method.)
Let R = Z[x, x−1] be the ring of Laurent polynomials with integral coefficients. We note
that its unit group is R× = {±xn : n ∈ Z}, and we write f ∼ g when f, g ∈ R are equal up to
multiplication by a unit. Note that f ∼ g implies that f(x)f(x−1) = g(x)g(x−1). We will also
make use of the fact that ‖f‖ is the coefficient of x0 in f(x)f(x−1).
Let now fN(x) = xN + εx + ε ′ for some N ≥ 2; then ‖fN‖ = 3. Assume that fN factors as
fN(x) = g(x)h(x) with g, h ∈ Z[x] non-constant. Set G(x) := g(x)h(x−1) ∈ R. We obviously
have that
(3.1) fN(x)fN(x−1) = G(x)G(x−1) ;
in particular, ‖G‖ = ‖fN‖ = 3. So we can write G(x) ∼ xm + ηxk + η ′ with η, η ′ ∈ {±1}.
Comparing coefficients in (3.1) then shows that G(x) ∼ fN(x) or G(x) ∼ fN(x−1). Swapping
g and h if necessary, we can assume that G(x) ∼ fN(x); then h(x) |R G(x−1) ∼ fN(x−1),
which implies that h divides the reversed polynomial f˜N(x) = xNfN(x−1) = ε ′xN+εxN−1+1
in Z[x]. We obtain that
h(x) | εf˜N(x) − εε
′fN(x) = x(xN−2 − ε ′) .
So h divides ε ′fN − ε ′x2(xN−2 − ε ′) = x2 + εε ′x+ 1.
There are now two cases:
1. ε ′ = ε. Then h(x) = x2 + x + 1. Let ω be a primitive cube root of unity. Then h | fN if
and only if fN(ω) = 0. We have that fN(ω) = ωN mod 3−εω2, which vanishes if and only
if ε = 1 and n ≡ 2 mod 3. We conclude that xN − x − 1 is irreducible for all N ≥ 2 and
that xN + x+ 1 is irreducible when N 6≡ 2 mod 3, whereas xN + x+ 1 splits as x2 + x+ 1
times another irreducible factor when N ≡ 2 mod 3.
2. ε ′ = −ε. Then h(x) = x2 − x + 1 has roots −ω, −ω2, so h divides fN if and only if
fN(−ω) = 0. In this case, fN(−ω) = (−1)NωN mod 3+εω2. So we conclude that xN+x−1
is irreducible forN 6≡ 5 mod 6, whereas xN−x+1 is irreducible forN 6≡ 2 mod 6. When
N is in the excluded residue class mod 6, then the polynomial splits as x2 − x+ 1 times
another irreducible factor.
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4 The main result
We will now generalize this approach to families of polynomials “with a large gap”: as in
Section 1, we fix c, d ∈ Z[x] with c(0), d(0) 6= 0 and consider the polynomials
fN(x) = x
Nc(x−1) + d(x)
for N > deg c + degd. In the special case considered in Section 3, we had c = 1 and
d = ±x± 1.
The key part of Ljunggren’s trick was the implication
fN(x)fN(x
−1) = G(x)G(x−1) =⇒ G(x) ∼ fN(x) or G(x) ∼ fN(x−1) .
We now show that for any fixed N, this implication is in fact equivalent to the statement
of Theorem 1.2, under suitable assumptions on c and d.
Proposition 4.1. Let c, d ∈ Z[x] with c(0), d(0) 6= 0 be such that c 6= ±d. Then for each
N > deg c+ degd, the following two statements are equivalent.
(1) If G ∈ R satisfies G(x)G(x−1) = fN(x)fN(x−1), then G(x) ∼ fN(x) or G(x) ∼ fN(x−1).
(2) The non-reciprocal part of fN is irreducible.
Proof. We note that the assumptions on c and d imply that fN is not reciprocal.
We first show that (1) implies (2). Consider a factorization fN(x) = g(x)h(x). We set
G(x) = g(x)h(x−1) as in Ljunggren’s trick. Then G(x)G(x−1) = fN(x)fN(x−1), so by (1), we
have that G(x) ∼ fN(x) or G(x) ∼ fN(x−1). By swapping the roles of g and h if necessary,
we can assume that we are in the first case. This implies that gh˜ = ±fN = ±gh, so
that h˜ = ±h, and h is reciprocal. We have therefore shown that in any factorization
of fN, one factor is reciprocal. Now write fN = g1 · · ·gmh, where g1, . . . , gm are the non-
reciprocal irreducible factors and h is the product of the reciprocal irreducible factors.
Then m ≥ 1, since fN is non-reciprocal. If m = 1, then g1 is the non-reciprocal part of fN
and irreducible, so we are done. So assume now that m ≥ 2. We show that gigj must be
reciprocal for all 1 ≤ i < j ≤ m. It suffices to do this for (i, j) = (1, 2). Since g1 is non-
reciprocal, in the factorization fN = g1 · (g2 · · ·gmh), the second factor must be reciprocal.
Since g2 is non-reciprocal, g3 · · ·gmh is then also non-reciprocal. So in the factorization
fN = (g1g2) · (g3 · · ·gmh), now the first factor must be reciprocal, proving the claim made
above. If m = 2, this implies that fN is reciprocal, a contradiction. If m ≥ 3, then the
fact that g1g2, g2g3 and g1g3 are all reciprocal implies that g1 = ±g˜2 = ±g3 = ±g˜1 (if
h1, h2 are irreducible in Z[x] and non-reciprocal and h1h2 is reciprocal, then h1 = ±h˜2),
contradicting that g1 is non-reciprocal. So m = 1 is the only possibility.
Now we show the converse. Assume that G ∈ R satisfies G(x)G(x−1) = fN(x)fN(x−1). Re-
placing G by xnG(x) for a suitable n ∈ Z, we can assume without loss of generality that
G ∈ Z[x] and G(0) 6= 0. Then degG = N, and we have that G(x)G˜(x) = fN(x)f˜N(x).
Comparing the factorizations of both sides into irreducibles, we see that there is a factor-
ization fN = gh such that G = ±gh˜. Since fN is not reciprocal, at least one of g and h
must be non-reciprocal as well; we can assume that this is g (otherwise we replace G
by G˜). Since by (2), the non-reciprocal part of fN is irreducible, g must contain the unique
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non-reciprocal irreducible factor of fN, hence h is reciprocal. But then h˜ = ±h, and so
G = ±fN. 
The idea is now to obtain a better lower bound for N such that statement (1) above holds,
which will then lead to the same better bound in Theorem 1.2. We need a condition on c
and d for this to work.
Definition 4.2. A pair (c, d), where c, d ∈ Z[x] with c(0), d(0) 6= 0, is weakly robust,
if for each further pair of polynomials a, b ∈ Z[x] such that ab = cd, it follows that
‖a‖+ ‖b‖ ≥ ‖c‖+ ‖d‖− 1. The pair (c, d) is robust if for all (a, b) as above, the additional
relation a(x)a(x−1) + b(x)b(x−1) = c(x)c(x−1) + d(x)d(x−1) implies that (a, b) = ±(c, d)
or ±(d, c), and whenever ‖a‖+‖b‖ = ‖c‖+‖d‖−1, we have a+b 6= 0. (This last condition
can be relaxed; compare the proof of Lemma 4.5.)
We note that the relation a(x)a(x−1) + b(x)b(x−1) = c(x)c(x−1) + d(x)d(x−1) implies that
‖a‖+ ‖b‖ = ‖c‖+ ‖d‖; this is simply the equality of the coefficients of x0 on both sides.
For example, the pair (c, d) is robust when c = 1 and d is primitive and irreducible or
when c and d are both primitive and irreducible and ‖cd‖ ≥ ‖c‖+ ‖d‖− 2.
If f ∈ Z[x] and m ∈ Z≥0, we write f|m for f truncated to degree < m (i.e., f|m is the
remainder when dividing f by xm).
Lemma 4.3. Let a, b, f ∈ Z[x] with dega,degb < 2m, deg f < m, f(0) 6= 0 and (ab)|2m = f.
Then one of the following is true.
(1) ab = f;
(2) ab 6= f, a|m · b|m 6= f and ‖a|m‖+ ‖b|m‖ ≤ ‖a‖+ ‖b‖− 1;
(3) ab 6= f, a|m · b|m = f and ‖a|m‖+ ‖b|m‖ ≤ ‖a‖+ ‖b‖− 2.
Proof. We can assume that ab 6= f. We write a = a + axm, b = b + bxm, where a = a|m
and b = b|m. Then
ab = ab+ (ab+ ab)xm + abx2m ≡ f mod x2m .
If ab 6= f, then ab + ab 6= 0, so a 6= 0 or b 6= 0, which implies that ‖a‖ + ‖b‖ ≥ 1 and so
gives (2). If ab = f, then ab + ab ≡ 0 mod xm. In this case, a = b = 0 is not possible,
since ab 6= f. Since a(0), b(0) 6= 0, it then follows that a 6= 0 and b 6= 0, which implies that
‖a‖+ ‖b‖ ≥ 2 and so gives (3). 
Corollary 4.4. Assume that (c, d) is weakly robust. Then there is
m0 ≤ (1+ deg c+ degd)2‖c‖+‖d‖−1
such that for all m > m0, if a, b ∈ Z[x] with dega,degb < m satisfy (ab)|m = cd, then
ab = cd or ‖a‖+ ‖b‖ > ‖c‖+ ‖d‖ .
Proof. Consider m > (1 + deg c + degd)2‖c‖+‖d‖−1. Assume there are a, b ∈ Z[x] of degree
less than m with (ab)|m = cd, but ab 6= cd and ‖a‖ + ‖b‖ ≤ ‖c‖ + ‖d‖. By iteratively
applying Lemma 4.3, we either find that ‖a|1+deg c+degd‖ + ‖b|1+deg c+degd‖ ≤ 1, which is
absurd, as a(0), b(0) 6= 0, or else that there is some m ′ < m such that a|m ′ · b|m ′ = f and
‖a|m ′‖+ ‖b|m ′‖ ≤ ‖c‖+ ‖d‖− 2, which contradicts the weak robustness of (c, d). 
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We note that for any given pair (c, d), we can effectively determine the optimal bound m0
by successively computing the sets
(4.1)
Tm = {(a, b) | a, b ∈ Z[x], dega,degb < m, ab ≡ cd mod xm, ‖a‖+ ‖b‖ ≤ ‖c‖+ ‖d‖}
for m = 1, 2, . . ., until ab = cd for all (a, b) ∈ Tm. Since forgetting the xm term gives a
natural map Tm+1 → Tm, it is easy to construct Tm+1 from Tm. In Section 6, we explain how
this approach can be improved to give a more efficient procedure. In Section 5, we discuss
the dependence of m0 on c and d in more detail.
We can now get our better bound for robust pairs.
Lemma 4.5. Assume that (c, d) is a robust pair. Then statement (1) in Proposition 4.1 holds
for all N > N0, where
N0 ≤ (1+ deg c+ degd)2‖c‖+‖d‖ .
Proof. As in the proof of Proposition 4.1, we can assume that G ∈ Z[x] with G(0) 6= 0. Then
we can write G(x) = xNa(x−1)+b(x) with a, b ∈ Z[x], dega < d(N+1)/2e, degb < dN/2e,
and we have that
c(x)d(x) + xN
(
c(x)c(x−1) + d(x)d(x−1)
)
+ x2Nc(x−1)d(x−1)
= xNfN(x)fN(x
−1) = xNG(x)G(x−1)(4.2)
= a(x)b(x) + xN
(
a(x)a(x−1) + b(x)b(x−1)
)
+ x2Na(x−1)b(x−1) .
We assume that dN/2e > max{deg c,degd}; this implies that
a(x)b(x) ≡ c(x)d(x) mod xdN/2e .
Now we assume in addition that dN/2e > m0, where m0 is as in Corollary 4.4. Note that
‖c‖+ ‖d‖ = ‖fN‖ = ‖G‖ = ‖a‖+ ‖b‖ ≥ ‖a|dN/2e‖+ ‖b‖ .
By Corollary 4.4, it follows that a|dN/2eb = cd. When N is odd, then a|dN/2e = a, so
ab = cd. Comparing the expressions in (4.2), we see that we also must have that
a(x)a(x−1) + b(x)b(x−1) = c(x)c(x−1) + d(x)d(x−1) ,
and so by robustness of (c, d), it follows that (a, b) = ±(c, d) or±(d, c), which is equivalent
to G = ±fN or G = ±f˜N, proving the claim. When N is even, then either dega < N/2 and
we can conclude as for N odd. Or else (again by robustness) ‖a|N/2‖+‖b‖ = ‖c‖+‖d‖−1
and so a = a|N/2 ± xN/2. We change notation and write a for what was a|N/2, so that now
G(x) = xNa(x−1)± xN/2 + b(x) and ab = cd .
In this case, we need to assume thatN/4 > deg c+degd (note that this case is only possible
when there is a factorization cd = ab with ‖a‖+ ‖b‖ = ‖c‖+ ‖d‖− 1, which we can check
beforehand). Then, comparing the expressions again, we see that a + b = 0 (this uses
that dega,degb ≤ dega + degb = deg c + degd < N/4), which contradicts robustness.
So this case cannot occur. (Comparing the “middle part” of the two polynomials gives the
additional relation 2a(x)a(x−1) + 1 = c(x)c(x−1) + d(x)d(x−1), so it would be sufficient to
require that this cannot hold when cd = −a2.)
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This shows the claim with
N0 = 2max{deg c,degd,m0}
when there is no pair (a, b) with ab = cd and ‖a‖+‖b‖ < ‖c‖+‖d‖, whereas in the other
case, we can take
N0 = max{4deg(cd), 2m0} .
Since m0 ≤ (1 + deg c + degd)2‖c‖+‖d‖−1 by Corollary 4.4 and ‖c‖ + ‖d‖ ≥ 2, we can take
N0 = (1+ deg c+ degd)2‖c‖+‖d‖ in all cases. 
Combining Lemma 4.5 with Proposition 4.1 now immediately gives Theorem 1.6.
We note that we do not use the assumption that (c, d) is non-Capellian in our proof. Since
the result excludes the existence of “Capellian” factorizations, this implies that a robust
pair (c, d) is necessarily non-Capellian.
Remark 4.6. An alternative proof of Theorem 1.2 via Proposition 4.1 can be obtained from
work of Bombieri and Zannier on unlikely intersections. The relevant result can be found
in [BMZ07, Theorem 1.6] (or [Sch00, Appendix by Zannier]). Iterating their result (with
P(x1, x2, x3, . . . , xn) = x2c(x
−1
1 ) + d(x1) and Q(x1, x2, x3, . . . , xn) = a3x3 + . . .+ anxn ,
where (a3, . . . , an) runs through all vectors of nonzero integers of weight at most w; in our
case ζj = 1 for all j) leads to the following statement.
Let c, d ∈ Z[x] with c(0), d(0) 6= 0, gcdZ[x](c˜, d) = 1 and (c, d) not Capellian. For any w > 0
there is NBZ(c, d,w) with the following property. If N > NBZ(c, d,w) and g ∈ R has weight
‖g‖ ≤ w, then either fN divides g in R, or else the gcd of fN and g is a product of cyclotomic
polynomials.
From this, it is easy to conclude that statement (1) in Proposition 4.1 holds as soon as
N > NBZ(c, d, ‖c‖ + ‖d‖) when c and d satisfy the assumptions in Theorem 1.2. This
proves Theorem 1.2 with N0 = NBZ(c, d, ‖c‖ + ‖d‖). The bound is effective, but is not
made explicit in [BMZ07].
5 Growth of m0
We write m0(c, d) for the optimal value of m0 in Corollary 4.4. The bound
m0(c, d) ≤ (1+ deg c+ degd)2‖c‖+‖d‖−1
obtained in Corollary 4.4 is exponential in the weight of c and d. At least in some cases,
we can do better.
Lemma 5.1. Let k, l ∈ Z and set c = 1+ kx, d = 1+ lx. Note that (c, d) is robust.
(1) If |k− l| ≥ 6, then m0(1+ kx, 1+ lx) = 2.
(2) If 2 ≤ |k− l| ≤ 5 and max{|k|, |l|} ≥ 3, then m0(1+ kx, 1+ lx) = 3.
(3) If |k− l| ≤ 1, then m0(1+ kx, 1+ lx) = 1.
The exceptional cases are given by
m0(1, 1+ 2x) = 4 , m0(1+ x, 1− x) = 2 , m0(1+ 2x, 1− x) = 5 , m0(1+ 2x, 1− 2x) = 4 ,
together with m0(1+ lx, 1+ kx) = m0(1+ kx, 1+ lx) = m0(1− kx, 1− lx).
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Proof. We can assume that k ≤ l. We write (without loss of generality)
a = 1+ a1x+ a2x
2 + a3x
3 + . . . and b = 1+ b1x+ b2x2 + b3x3 + . . .
with a1 ≤ b1. The condition ab ≡ cd mod xm is then
a1 + b1 = k+ l , a2 + a1b1 + b2 = kl , a3 + a2b1 + a1b2 + b3 = 0 , . . . ;
we look at the first m− 1 equations. The condition ‖a‖+ ‖b‖ ≤ ‖c‖+ ‖d‖ is
a21 + b
2
1 + a
2
2 + b
2
2 + a
2
3 + b
2
3 + . . . ≤ k2 + l2 .
Write a1 = k+ α; then b1 = l− α, α ≤ (l− k)/2, and
k2 + l2 ≥ a21 + b21 = k2 + l2 − 2α(l− k− α) ,
which implies that α ≥ 0. If α = 0, then (a, b) = (c, d), and we are done. So we now
assume that α ≥ 1. Since α ≤ (l − k)/2, this is not possible when l − k ≤ 1, which proves
case (3).
When m ≥ 3, then the coefficient of x2 gives us that
a2 + b2 = kl− a1b1 = −α(l− k− α) ,
which implies that
k2 + l2 − (a21 + b
2
1) = 2α(l− k− α) ≥ a22 + b22 ≥
α2(l− k− α)2
2
and therefore that
α(l− k− α) ≤ 4 .
This is impossible when l− k ≥ 6, which proves case (1).
The remaining cases are
(α, l− k) = (1, 2) , (1, 3) , (1, 4) , (1, 5) , (2, 4) .
Then a2 + b2 = −1, −2, −3, −4, −4, and ‖a2‖ + ‖b2‖ ≤ 2, 4, 6, 8, 8, respectively. In the
cases (1, 5) and (2, 4), we must have that a2 = b2 = −2, which implies that a3 = b3 = 0;
this leads to a contradiction for m ≥ 4 unless (k, l) = (−2, 2). In the case (1, 3) with
{a2, b2} = {0,−2}, we obtain a similar contradiction unless k ∈ {−2,−1}. We consider the
remaining cases in turn.
• l = k+ 2, a1 = k+ 1 = b1, a2 = −1, b2 = 0.
This gives that ‖a3‖ + ‖b3‖ ≤ 1 and a3 + b3 = k + 1, which is impossible unless
k ∈ {−2,−1, 0}.
• l = k+ 3, a1 = k+ 1, b1 = k+ 2, a2 = b2 = −1.
This gives that ‖a3‖ + ‖b3‖ ≤ 2 and a3 + b3 = 2k + 3, which is impossible unless
k ∈ {−2,−1}.
• l = k+ 4, a1 = k+ 1, b1 = k+ 3, {a2, b2} = {−1,−2}.
This gives that ‖a3‖+ ‖b3‖ ≤ 1 and a3+ b3 = 3k+ 5 or 3k+ 7, which is impossible
unless k = −2.
This proves case (2). The exceptional values can be determined by the algorithm sketched
after the proof of Corollary 4.4. 
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We can also deal with (c, d) = (1 + kx, l). Such a pair (with |l| > 1 and k 6= 0; note that
|l| = 1 is covered by Lemma 5.1) is robust if and only if |k| ≥ |l|/p, where p is the smallest
prime divisor of l. We give a result for slightly larger |k|. Note that by changing the sign
of x or of d = l, we can assume without loss of generality that k, l > 0.
Lemma 5.2. Let l ≥ 5; let k ≥ 1 if l is prime and k >√p2 + l2/p2 otherwise, where p is the
smallest prime divisor of l. If k ≤ l2/2, then m0(1+ kx, l) = 1.
Proof. We have to show that the only pair of polynomials a = a0 + a1x, b = b0 + b1x such
that 1 ≤ a0 ≤ b0, ‖a‖ + ‖b‖ ≤ 1 + k2 + l2 and ab ≡ l + klx mod x2 is (a, b) = (1 + kx, l).
The last condition is equivalent to the pair of equations
a0b0 = l and a0b1 + a1b0 = kl .
If a0 = 1 and therefore b0 = l, then we have to solve b1 + la1 = kl under the condition
that a21 + b
2
1 ≤ k2. The equation implies that l divides b1. Writing b1 = lβ, we have that
a1 = k−β and (k−β)2+l2β2 ≤ k2 ≤ (l+1)2. Since l ≥ 5, 4l2 > (l+1)2, which implies that
β ∈ {−1, 0, 1}. If β = 0, then (a, b) = (1 + kx, l) as desired. In the other cases, we obtain
that l2 ≤ 2k − 1 ≤ l2 − 1, a contradiction. If l is prime, then (1, l) is the only possibility
for (a0, b0), so in this case, we are done.
Now assume that 1 < a0 ≤ b0; then a0 ≥ p. It is easy to see (using the Cauchy-Schwarz
inequality, for example) that a0b1 + a1b0 = kl implies that
a21 + b
2
1 ≥
k2l2
a20 + b
2
0
.
From
k2l2
a20 + b
2
0
≤ a21 + b21 ≤ 1+ k2 + l2 − (a20 + b20)
we conclude that
k2 ≤ (a20 + b20)
1+ l2 − (a20 + b
2
0)
l2 − (a20 − b
2
0)
= a20 + b
2
0 +
a20 + b
2
0
l2 − (a20 + b
2
0)
.
Since p ≥ 2, we have that a20 + b20 ≤ 4 + l2/4, which together with l ≥ 5 implies that the
last fraction is strictly less than 1. Since k2 and a20 + b
2
0 are both integers, we must have
that k2 ≤ a20 + b20 ≤ p2 + l2/p2, contradicting our assumption on k. So the case under
consideration is impossible; this finishes the proof. 
Remark 5.3. For the robust pairs (1+ kx, l) with l > 1 that are not covered by Lemma 5.2,
it appears that m0(1 + kx, l) ≤ 2, except for m0(1 + 2x, 4) = 4 and m0(1 + 3x, 9) = 3. It
should be possible to prove this, but the arguments seem to get rather technical.
Remark 5.4. Experiments suggest that better bounds are likely to be true in other cases as
well.
(1) For c = 1, d = 1−kx2 with k ≥ 2 not a square,m0(c, d) seems to grow at most linearly
with k:
k 2 3 5 6 7 8 10 11 12 13 14 15 17 18 19 20 21 22 23 24
m0 8 11 23 23 20 29 34 37 39 44 46 48 54 69 71 66 66 58 59 76
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(2) It looks like m0(1, 1+ kx2) = 4 when k ≥ 6.
(3) It appears that m0(1, 1+ kx− kx2) = k2 − 2k when k ≥ 3 or k ≤ −5.
(4) For c = 1, d = 1+ kx3, k not a cube, m0(c, d) appears to grow linearly with k again:
k 1 2 3 4 5 6 7 9 10 11
m0 3 12 13 14 16 24 26 26 31 35
(5) We have that m0(1, 1 + 2xk) = 4k for all k ≥ 1. (For comparison, the bound from the
proof above is 32(k+ 1).)
(6) It looks like m0(1, 1+ 3xk) = 3k when 3 - k (with exceptions for k = 4 and k = 8) and
m0(1, 1+ 3x
k) = 13l when k = 3l.
(7) It appears that the growth of m0(1, 1+ kxk) is quadratic in k:
k 1 2 3 4 5 6 7 8
m0 1 8 13 16 26 48 37 66
Heuristically, we expect that the weight of any pair has to grow after increasing m by a
bounded amount, which would translate into a bound that is linear in ‖c‖+‖d‖. However,
it turns out that this is wrong. We define, for δ ∈ Z≥1 and α > 0,
µα(δ) = lim sup
‖c‖+‖d‖→∞
m0(c, d)
δ(‖c‖+ ‖d‖)α ,
where (c, d) runs over all robust pairs with deg(cd) = δ. We write Tm(c, d) for the set Tm
defined in (4.1) for the pair (c, d).
We note that it is easy to see that m0(c(xn), d(xn)) ≥ nm0(c, d) (if (a, b) ∈ Tm(c, d), then
(a(xn), b(xn)) ∈ Tnm(c(xn), d(xn))), which implies that µα(nδ) ≥ µα(δ).
Proposition 5.5.
µ1(1) ≥ 1
2
, µ2(2) ≥ 1
144
, µ2(3) ≥ 3
200
, µ2(4) ≥ 25
1568
,
and
lim inf
k→∞ µ2(k) ≥
25
1568
.
Proof. For δ = 1, consider c = 1 and d = (k+1)−kx for k ∈ Z\{−1, 0}. Since d is primitive,
(c, d) is clearly robust. We have that
(a, b) :=
(
1− x,
1− xk
2
1− x
+ k
)
∈ Tk2
(
1, (k+ 1) − kx
)
(note that ‖a‖ + ‖b‖ = 2 + (k + 1)2 + k2 − 1 = 2k2 + 2k + 2 = ‖c‖ + ‖d‖), which shows
that m0(1, d) ≥ k2. This implies that
µ1(1) ≥ lim
|k|→∞
k2
1 · (2k2 + 2k+ 2) =
1
2
.
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For δ ≥ 2, we consider the following general construction. Take positive integers L, M
and N and fix a factorization 1− xL = ΦΨ with Φ(0) = Ψ(0) = 1. We set
t = Φ
1− xLMN
1− xLM
and u = Ψ
1− xLM
1− xL
;
then tu = 1 − xLMN ≡ 1 mod xLMN. We further fix a primitive polynomial p ∈ Z[x] such
that deg(Φp) = δ. Then for k ∈ Z \ {0},
t
(
u+ kp(1− xLM)
) ≡ 1+ kpΦ mod xLMN
and
‖t‖+ ‖u+ kp(1− xLM)‖ = N‖Φ‖+ ‖u+ kp‖+ k2‖p‖
= N‖Φ‖+M‖Ψ‖+ 2k2‖p‖+O(k) .
Consider c = 1 and d = 1 + kpΦ. We note that d is primitive when k ∈ gZ, where g is
the content of p − p(0). We can then choose k = `g, where ` is a prime not dividing the
leading coefficient of p; then d is irreducible by the Eisenstein criterion applied to d˜. Also,
‖c‖+ ‖d‖ = ‖1‖+ ‖1+ kpΦ‖ = k2‖pΦ‖+O(k). So we can choose M and N satisfying
N‖Φ‖+M‖Ψ‖ ≤ k2(‖pΦ‖− 2‖p‖)−O(k) ;
then (t, u+ kp(1− xLM)) ∈ TLMN(c, d) and m0(c, d) ≥ LMN. The maximal value of LMN
is obtained when
N‖Φ‖ ≈M‖Ψ‖ ≈ ‖pΦ‖− 2‖p‖
2
k2 ,
which gives
m0(c, d) ≥ LMN ≈
L
(‖pΦ‖− 2‖p‖)2
4‖Φ‖‖Ψ‖ k
4
and so, letting |k|→∞ (through values such that d is primitive and irreducible),
µ2(δ) ≥ L
4δ‖Φ‖‖Ψ‖
(
1− 2
‖p‖
‖pΦ‖
)2
.
For δ = 2, we take Φ = 1 − x, L = 1, p = 1 − x (or Φ = 1 + x + x2, L = 3, p = 1), which
gives the bound 1/144. For δ = 3, we take Φ = 1 + x + x2, L = 3, p = 1 + x, which gives
the bound 3/200. For δ = 4, we take Φ = 1+ x+ x2 + x3, L = 4, p = 1+ x, which gives the
bound 25/1568.
For δ = 4ν, we have µ2(δ) ≥ µ2(4) by the discussion above. For δ = 4ν + j with ν ≥ 1
and j ∈ {1, 2, 3}, we use Φ = 1 + xν + x2ν + x3ν, L = 4ν, p = xj(1 + xν), which gives that
µ2(δ) ≥ 4ν4ν+j 251568 ; this implies the last claim. 
Remark 5.6. Computations indicate that the pairs (Φ,p) we have chosen in the proof give
the optimal limit value for degrees up to 4. Furthermore, it appears that (1+x+x2+x3, 1+x)
leads to the overall maximal limit value. We have not attempted to prove this, though.
Experimental evidence suggests that in the degree 1 case, the pairs achieving a new maxi-
malm0 (for all pairs of no larger weight) are indeed of the form given in the proof (starting
from weight 86), and the pair (a, b) giving the maximum is also as given in the proof. For
degrees 2, 3 and 4, from some point on, the pairs giving large values of m0 are also of
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FIGURE 1. Maximal values of m0(1, d) for robust pairs (1, d) of given weight
‖1‖ + ‖d‖ = w and with degd = 2. Red dots indicate values obtained by
pairs covered by the construction in the proof of Proposition 5.5. The red
curve is m0 = 172w
2 +
√
3
27
w3/2, the blue curve is m0 = w.
the same general form as those in the proof above (or slight variations thereof, where u is
multiplied by some small degree polynomial q). This is illustrated for degree 2 in Figure 1.
This is a strong indication that the construction in the proof is essentially optimal, which,
in conjunction with Remark 5.6, leads us to propose the following conjecture.
Conjecture 5.7.
µ1(1) =
1
2
, µ2(2) =
1
144
, µ2(3) =
3
200
, µ2(4) =
25
1568
,
and
lim
k→∞µ2(k) =
25
1568
.
This would imply that for any fixed degree δ, there is a constant Cδ such that for all robust
pairs (c, d) with deg(cd) = δ, we have the following upper bound:
m0(c, d) ≤ Cδ(‖c‖+ ‖d‖)2 .
It appears likely that this can be strengthened to
m0(c, d) ≤ C(deg c+ degd)(‖c‖+ ‖d‖)2
with a constant C. Feeding this into the proof of Theorem 1.6, this would imply that we
can improve the bound for N0 to
N0 ≤ (deg c+ degd)max{4, 2C(‖c‖+ ‖d‖)2} .
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6 An improvement of the algorithm determining m0
When ‖c‖ + ‖d‖ is not very small, the sets Tm defined in (4.1) can get rather large, which
makes the algorithm sketched after the proof of Corollary 4.4 rather slow. Here we describe
how we can reduce the size of the sets we have to consider, which gives a more efficient
algorithm.
In a first step, we determine a lower bound µ on m0 by reducing the sets Tm to the (say)
1000 pairs (a, b) with smallest weight ‖a‖ + ‖b‖ (if #Tm > 1000) before computing Tm+1
from Tm. The heuristic here is that the pairs of smallest weight have the best chance of
producing a pair for large m.
The second step is then to construct the sets Tm successively as in the original algorithm,
but to prune them of as many pairs as possible without changing the final result, with the
goal to keep the sets small. We can remove a pair (a, b) from Tm when m > deg(cd) and
we can show that any extension (a+ a1xm, b+ b1xm) with
dega1,degb1 < m1 = min{m,µ−m} and (a+ a1xm)(b+ b1xm) ≡ cd mod xm+m1
would have ‖a‖+‖a1‖+‖b‖+‖b1‖ > ‖c‖+‖d‖. We can get a lower bound for ‖a1‖+‖b1‖
if we allow real instead of integral coefficients. Writing ab = cd + hxm, we have to solve
the following linear system in the coefficients of a1 and b1:
ba1 + ab1 ≡ −h mod xm1 .
If M is the matrix such that this system is (a1, b1)M = −h (where we identify a1, b1
and h with their coefficient vectors), then the minimum is given by the squared Euclidean
length η of hM+, whereM+ = (M>M)−1M> is the pseudoinverse ofM. So we compute η,
and if η > ‖c‖+‖d‖−(‖a‖+‖b‖), then we know that (a, b) does not have any descendents
in Tm+m1 and so will not lead to a better lower bound on m0 than µ. We can therefore
discard (a, b) in this case. This leads to considerably smaller sets Tm than before.
An alternative approach (that has the advantage of requiring only a modest amount of
memory) is to use a best-first search that at each level always expands the pair (a, b) of
smallest weight that has not yet been considered. As soon as we find a terminal node, i.e.,
a pair (a, b) with ab 6= cd that cannot be extended further, we have a lower bound form0,
which we can use to prune the search tree as described above. When we find another
terminal node at a higher level m, then we update the lower bound.
7 Some examples
We present some applications of our algorithm. We begin with a generalization of the
family that figured in the MO question mentioned in the introduction. In the following,
r ∈ Z[x] is the polynomial defined in Section 1; recall that it has the property that any
reciprocal factor of fN divides r.
Example 7.1. Let k be an integer with |k| ≥ 3. Then there is an integer Nk ≥ 2 such that
for all N > Nk, the polynomial xN − kx2 + 1 is irreducible over Q.
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This follows by taking c(x) = 1 and d(x) = 1 − kx2 in Corollary 1.3. Note that here
r = k(x4 − kx2 + 1), so (since |k| > 2) r has no cyclotomic factors, implying that the
non-cyclotomic part of fN is fN itself.
If in addition, k is not a square, then d is irreducible, so (c, d) is robust, and our Theo-
rem 1.6 applies. For the original question with k = 7, we find that m0(1, 1 − 7x2) = 20
(see Remark 5.4), so we can take N7 = 40. Checking smaller N separately, we find that
xN − 7x2 + 1 is irreducible for all N ≥ 5 and for N = 3, whereas
x4 − 7x2 + 1 = (x2 − 3x+ 1)(x2 + 3x+ 1) .
We similarly find that xN−kx2+1 is irreducible for N ≥ 5 when 3 ≤ k ≤ 24 (and k is not a
square). Our implementation of the procedure that determines m0 gets quite slow beyond
that point, but it is certainly tempting to conjecture that the statement remains true for
larger k.
We remark that for k ≤ −3, we can easily show that the polynomial is irreducible for all
N ≥ 3: Comparing the polynomial with its dominant term and using Rouche´’s theorem,
we see that it has exactly two roots of absolute value < 1 (and none of absolute value 1),
which are complex conjugate, so would have to be roots of the same irreducible factor.
But then any other factor would have all its roots of absolute value strictly larger than 1,
which is impossible. (This is a variant of Perron’s criterion; see Example 7.3 below.)
Note that for 0 < |k| ≤ 2, we do indeed get arithmetic progressions of N such that
xN − kx2 + 1 is reducible: N ≡ 4 mod 12 for k = 1, N ≡ 1 mod 3 for k = −1, everything
for k = 2, and N ≡ 0 mod 4 for k = −2.
Example 7.2. We can also deal with xN − 4x2 + 1, even though the pair (1, 1 − 4x2) is not
robust. In this case, it is not hard to show that (up to a common sign change and order)
for m > 12, the set Tm defined after the proof of Corollary 4.4 consists of the pairs
(1, 1− 4x2) , (1+ 2x, 1− 2x) ,
(1+ 2x+ xm−1, 1− 2x− xm−1) , (1+ 2x− xm−1, 1− 2x+ xm−1) ,
(1+ 2x+ 2xm−1, 1− 2x− 2xm−1) and (1+ 2x− 2xm−1, 1− 2x+ 2xm−1) .
Assume we are given G with G(x)G(x−1) ∼ fN(x)fN(x−1); write G ∼ xNa(x−1) + b(x) as
before. If N is odd (and large), then (a, b) ∈ T(N+1)/2 and ‖a‖ + ‖b‖ = ‖fN‖ = 18. This
forces (up to sign and order)
(a, b) = (1, 1− 4x2) or (a, b) = (1+ 2x± 2x(N−1)/2, 1− 2x∓ 2x(N−1)/2) .
In the first case, G ∼ fN. In the second case, we easily see that G(x)G(x−1) 6∼ fN(x)fN(x−1),
for example by comparing coefficients of x(N−1)/2. If N is even, then (up to sign and re-
placing by the reversed polynomial) G(x) = xNa(x−1) + γxN/2 + b(x) with (a, b) ∈ TN/2
satisfying ‖a‖+ ‖b‖+ γ2 = 18. This rules out
(a, b) = (1+ 2x, 1− 2x) and (a, b) = (1+ 2x± xN/2−1, 1− 2x∓ xN/2−1) ,
since γ2 would have to be 8 or 6. Then γ = 0, and we have essentially the same two cases as
for oddN, with the slight difference thatG(x) = xN+2xN−1±2xN/2+1∓2xN/2−1−2x+1 has a
small gap between the middle two terms in the “bad” case; we still obtain a contradiction,
though.
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For families of the form xN − k2x + 1 with k ≥ 3, the size of the sets Tm does not stabi-
lize as for k = 2, but grows fairly quickly, so a simple analysis like the one above is no
longer possible. It may still be true, however, that for large enough m, these sets can be
described using finitely many “patterns”, which might make the situation amenable to a
similar analysis.
Example 7.3. We fix k, l ∈ Z with k 6= l and consider the polynomial
fN = x
N + kxN−1 + lx+ 1 for N ≥ 3 .
(When k = l, then fN is reciprocal, so that Theorem 1.2 does not apply.) We recall Perron’s
irreducibility criterion [Per07, Theorem I] (or [Pra04, Theorem 2.2.5]), which says that a
polynomial
f = xN + aN−1x
N−1 + . . .+ a0 ∈ Z[x] with a0 6= 0
is irreducible when |aN−1| > 1+ |a0|+ . . .+ |aN−2|. This shows that fN is irreducible for all
N ≥ 3 whenever ∣∣|k| − |l|∣∣ ≥ 3. (When |l| is the larger absolute value, then we apply the
criterion to f˜N.)
This leaves (up to symmetry) the cases l = k + 1, l = k + 2 and −2 ≤ k + l ≤ 2. We note
that
r(x) = (k− l)
(
x2 + (k+ l)x+ 1
)
= (k− l)f2(x) ,
so that possible reciprocal irreducible factors for N > N0 must be cyclotomic (since they
divide fN for two different N) and are as follows.
k+ l = −2 : x− 1 | fN for all N
k+ l = 2 : x+ 1 | fN for N ≡ 0 mod 2
k+ l = 1 : x2 + x+ 1 | fN for N ≡ 2 mod 3
k+ l = 0 : x2 + 1 | fN for N ≡ 2 mod 4
k+ l = −1 : x2 − x+ 1 | fN for N ≡ 2 mod 6
We also note that except when k + l = −2, we have that f3 has no rational root and is
therefore irreducible. Also, f4 has no rational root unless k + l = ±2. It is easy to see that
the only factorization of f4 as a product of two quadratics is (up to exchanging k and l)
x4 − 3x3 + 3x+ 1 = (x2 − x− 1)(x2 − 2x− 1) .
Similarly, we find that the only factorization of f5 as a product of a quadratic and a cubic,
apart from the systematically occurring factor x2 + x+ 1 when k+ l = 1, is
x5 − 2x4 + x+ 1 = (x2 − x− 1)(x3 − x2 − 1) .
Except for the systematically occurring factor x2 + 1 when k + l = 0, there is only the
following factorization of f6 into a quadratic and a quartic.
x6 − 2x5 + 2x+ 1 = (x2 − x− 1)(x4 − x3 − x− 1) .
There are no factorizations into two cubics. (Writing
x6 + kx5 + lx+ 1 = (x3 + sx2 + tx± 1)(x3 + ux2 + vx± 1)
and comparing coefficients gives three equations to be solved for s, t, u, v ∈ Z. In both
cases, the equations define an affine curve of genus 1. Its projective closure is in both
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cases isomorphic to the elliptic curve with label 20a4 in the Cremona database, which has
exactly two rational points, both of which are at infinity for our affine models).
If we exclude for now the cases with max{|k|, |l|} ≤ 2, then Lemma 5.1 tells us that m0 ≤ 3
in all cases of interest. So we can take N0 = 6 in Theorem 1.6. Since we have discussed
the cases 3 ≤ N ≤ 6 above, we see that in the cases l = k + 1 and l = k + 2, fN is always
irreducible, and in the cases −2 ≤ k+l ≤ 2, fN factors as the cyclotomic factor given above
times an irreducible polynomial, with the only exception of f4 when (k, l) = ±(−3, 3).
The remaining cases (with −2 ≤ k < l ≤ 2) can be dealt with using the algorithm implied
by the proof of Theorem 1.6. This finally gives the following complete list of exceptional
factorizations (for k < l).
x4 − 3x3 + 3x+ 1 = (x2 − x− 1)(x2 − 2x− 1)
x5 − 2x4 + x+ 1 = (x2 − x− 1)(x3 − x2 − 1)
x6 − 2x5 + 2x+ 1 = (x2 + 1)(x2 − x− 1)2
x7 − 2x6 + 2x+ 1 = (x3 − x− 1)(x4 − 2x3 + x2 − x− 1)
A similar analysis for
fN = x
N + kxN−1 − (lx+ 1)
(still with k 6= l) gives the following cyclotomic factors.
k+ l = 2 : x+ 1 | fN for N ≡ 1 mod 2
k+ l = 0 : x2 + 1 | fN for N ≡ 0 mod 4
k+ l = −1 : x2 − x+ 1 | fN for N ≡ 5 mod 6
The exceptional factorizations (for k < l) are:
x5 − x4 − 2x− 1 = (x2 − x− 1)(x3 + x+ 1)
x7 − 2x6 − 2x− 1 = (x3 − x2 + 1)(x4 − x3 − x2 − 2x− 1)
x8 − x7 − x− 1 = (x2 + 1)(x3 − x2 + 1)(x3 − x− 1)
Example 7.4. Let k, l ∈ Z be nonzero and coprime. Then xN + kx+ l is irreducible for all
but finitely many N if and only if k+ l 6= −1, |k− l| 6= 1 and (k, l) 6= (1, 1), (−1, 1), (1,−1).
We have seen in Section 3 that the polynomial is reducible for N in certain residue classes
if (k, l) = (1, 1), (−1, 1) or (1,−1). If k + l = −1, then fN(1) = 0 for all N. If k − l = ±1,
then fN(−1) = 0 for all even or all odd N.
So it remains to show that fN is irreducible for all large N when (k, l) is not one of the
exceptional pairs. We have seen this for (k, l) = (−1,−1) in Section 3. In general,
r(x) = klx2 + (k2 + l2 − 1)x+ kl ,
so the only possible cyclotomic divisors are Φ1, Φ2, Φ3, Φ4 and Φ6. In the first case,
fN(1) = 0 for infinitely many N, which is equivalent to k + l = −1. In the second case,
fN(−1) = 0 for infinitely many N, which is equivalent to k − l = ±1. In the last three
cases, r must be proportional to x2 + x + 1, x2 + 1 or x2 − x + 1, respectively. This forces
(k, l) = (±1,±1), which are the cases dealt with in Section 3. In all other cases, fN must
be irreducible for N large.
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FIGURE 2. Values ofm0 for c = 1, d = 2+kx with k odd (red) and for c = 1,
d = 3 + kx with 3 - k (green), 1 ≤ k ≤ 200. The values indicated by the
hollow dots are likely, but not proven to be true (the sets Tm were cut to the
10 000 pairs of smallest weight).
We note that by Perron’s criterion (see Example 7.3), the polynomials xN ± (kx+ 1) are
irreducible for all N ≥ 2 when |k| ≥ 3. (The criterion is not applicable when |l| ≥ 2, since
the reversed polynomial is not monic.) This was part of the discussion in Example 7.3
(corresponding to (k, l) = (0, k) in the notation used there). What makes this case particu-
larly amenable to our method is the uniform (and small) bound onm0. We remark that for
|l| ≥ 2, the behavior of m0 does not appear to follow a clear pattern. For example, when
l = 2 or 3, m0 first grows, but then seems to flatten out; compare Figure 2. However, this
is misleading. Note that when |l| ≥ 2, we have that fN(l) = 0 for k = −lN−1 − 1, which
provides a factor (x− l) of fN not dividing r, implying that N ≤ 2m0. This shows that
lim sup
|k|→∞
m0(1, l+ kx)
log |k|
> 0
and in particular that
lim sup
|k|→∞ m0(1, l+ kx) =∞ .
Example 7.5. We consider trinomials fN = xN + kxN−1 + l with k, l ∈ Z, |l| ≥ 2 (the case
|l| = 1 is covered by Example 7.3), where N ≥ 3. By Perron’s criterion, fN is irreducible
whenever |k| > |l| + 1, so we can restrict to |k| ≤ |l| + 1. By Lemma 5.2, when l ≥ 5, we
have that m0(1 + kx, l) = 1 if either l is prime and k 6= 0 or |k| >
√
p2 + l2/p2, where
p is the smallest prime divisor of l. This also holds for 2 ≤ |l| ≤ 4 with the exceptions
m0(1 ± 3x,±2) = 2 and m0(1 ± 3x,±4) = 2. Except in these two cases, we can therefore
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takeN0 = 2 in Theorem 1.6. This is still true for (k, l) = (±3,±2). In the other exceptional
case, we have the factorizations
(7.1) x3 ± (3x2 − 4) = (x± 2)2(x∓ 1) .
So for N ≥ 3 and (k, l) 6= ±(3,−4), the only possible low degree factors of fN must divide
r = kx2 + (k2 + 1 − l2)x + k. We can have a factor x ± 1 when k = −l − 1 (then x − 1
divides fN for all N) or k = ±l+ 1 (then x+ 1 divides fN for all even N or all odd N). The
only other cyclotomic factors possible are x2+ 1, x2+x+ 1 and x2−x+ 1; their occurrence
would imply that l2 = k2 + 1 or l2 = k2 ∓ k+ 1, which is impossible for l 6= ±1.
Any root of fN other than ±1 must be a divisor d of l with |d| ≥ 2; d must also be a root
of r. The latter implies that d divides k, so we can write k = κd with κ ∈ Z. Then r(d) = 0
implies that l2 = (κ+1)(κd2+1), whereas fN(d) = 0 implies that−l = dN(κ+1). Combining
these relations, we get that dNl+ κd2 + 1 = 0, implying that d2 | 1, a contradiction.
Combining this reasoning with Perron’s criterion (for |k| > |l|+1), we obtain the following.
Proposition 7.6. Let k, l ∈ Z with k 6= 0, |l| ≥ 2 and either |l| prime or |k| > √p2 + l2/p2,
where p is the smallest prime divisor of l. Then for N ≥ 3, the polynomial
fN = x
N + kxN−1 + l
is either irreducible or factors as x± 1 times an irreducible polynomial, except for the factor-
izations given in (7.1).
This improves on Theorem 1 in [Har12], where the assumption 2|k| ≥ |l| + 2 is made,
which is stronger than our assumption when l is odd.
Example 7.7. Define a sequence of polynomials with coefficients in {0, 1} by h0 = 1 and
hn+1 = hn + x
k, where k > deghn is minimal with the property that hn + xk is reducible.
Then
h7 = x
35 + x34 + x33 + x32 + x16 + x15 + x3 + 1 .
In [FFN06] it is shown that h8 does not exist. This can also be deduced from our main
result, as follows. We consider
fN = x
N + h7 = x
N + x35 + x34 + x33 + x32 + x16 + x15 + x3 + 1 for N ≥ 36,
so c = 1 and
d = h7 = (x+ 1)(x
34 + x32 + x15 + x2 − x+ 1) =: ab ,
where both factors are irreducible. We have that ‖c‖ + ‖d‖ = 9 and ‖a‖ + ‖b‖ = 8; since
b 6= −a, our pair (c, d) is robust. Also,
r = dd˜− x35 = Φ7h
with a non-cyclotomic factor h of degree 64. Using that d ≡ 1 mod Φ7, it is easy to see that
Φ7 never divides fN. It is also not hard to verify that h never divides fN: we note that h has
a complex root α of absolute value ≈ 1.125. Comparing the logarithms of |d(α)| and |α|
shows that αN + d(α) = 0 has no solution N ∈ Z≥36. So Theorem 1.6 tells us that fN is
irreducible for all N > N0, and we can determine a suitable N0, as follows. We compute
m0 = 48 with the method sketched after Corollary 4.4. The proof of Lemma 4.5 shows
that N0 = max{4deg(d), 2m0} = 140 is sufficient. We then check that fN is also irreducible
for N ≤ N0. (We note that the proof in [FFN06] relies on similar ideas; see [Fil99].)
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