Gaze correction aims to redirect the person's gaze into the camera by manipulating the eye region, and it can be considered as a specific image resynthesis problem. Gaze correction has a wide range of applications in real life, such as taking a picture with staring at the camera. In this paper, we propose a novel method that is based on the inpainting model to learn from the face image to fill in the missing eye regions with new contents representing corrected eye gaze. Moreover, our model does not require the training dataset labeled with the specific head pose and eye angle information, thus, the training data is easy to collect. To retain the identity information of the eye region in the original input, we propose a selfguided pretrained model to learn the angle-invariance feature. Experiments show our model achieves very compelling gaze-corrected results in the wild dataset which is collected from the website and will be introduced in details. Code is available at https://github.com/zhangqianhui/GazeCorrection.
Introduction
Gaze correction, a specific task of gaze redirection which aims to adjust the eye gaze to any directions, just changes the gaze into a single new direction. In this paper, we focus on the task of gaze correction which is to manipulate the eye gaze to stare at the camera.
In some important life scenarios, these are a need to alter the appearance of eyes in a way that digitally manipulates the person's gaze into the camera. In same cases, it rarely happens for everyone staring at the camera while taking a group photo. Another scenario is in desktop videoconferencing systems where the eye contact is extremely important and the gaze also can express attributes such as attentiveness, confidence, and requirement. Unfortunately, eye contact and gaze awareness are lost in most videoconferencing systems. Because videoconferencing participants look at their monitors and not directly into the camera. In general, eye correction has practical importance in these application scenarios.
The early research for gaze correction depends on special hardware, for example stereocameras [6, 30] , kinect sensor [14] or transparent mirrors [13, 18] . Recently, some methods based on machine learning have attained very high-quality synthesized images with corrected gaze, such as DeepWarp [8] . DeepWarp uses a deep architecture to directly predict an image-warping flow field with the coarseto-fine learning process. However, it requires the paired face dataset labeled with accurate, specific information for head pose and eye angles while the collection of training image depends on particular hardware. Moreover, DeepWarp would suffer from the failure in the wild images with large variations in head pose. Another major type is based on the 3D model, such as GazeDirector [28] . The main idea of GazeDirector is to model the eye region in 3D instead of trying to predict a flow field directly from an input image. However, it is not easy to model realistically in details.
Compared with the previous methods, our model is simple and novel. We leverage the image inpainting model with a fully convolutional network as the basis of our model to learn to fill in the missing eye regions with new contents representing corrected eye gaze. In the process of training and testing, our inpainting model does not require the data with the specific eye angle and head pose information. Thus, the training data is easy to collect and use. Similar to the previous inpainting model [11] , we use the global and local discriminator architecture D for performing the adversarial loss to improve the quality of the inpainted region. Moreover, to preserve the identity information in eye region of the original input, we propose a Self-Guided Pretrained Model to extract the angleinvariance features which would be as the input of the network to guide the learning process of the generator and discriminator. Finally, to improve the quality of inpainted result and stabilize the adversarial learning, we add a self-supervised module for discriminator and generator. We compare our approach with existing baseline methods for correcting the gaze in the wild image. Qualitative and quantitative evaluations demonstrate that our model can achieve more compelling results.
Overall, our main contributions include:(1) A simple and novel image inpainting model for gaze correction is proposed. Qualitative and quantitative assessment demonstrate the effectiveness and superiority of the proposed model. (2) A Self-Guided Pretrained Model to extract the angle-invariance features is proposed and the features would be as an input of the inpainting model to preserve identity information of the original eye region. (3) A novel self-supervised learning module to improve the quality of inpainted result and stabilize the adversarial training.
Related Work
Generative Adversarial Networks: Generative Adversarial Networks [9] is a powerful implicit generative model to produce a model distribution that mimics a given target distribution, and it has been applied to many fields, such as low-level image processing tasks (image in-painting [20, 12] , image super-resolution [15, 16, 27] ), high-level semantic or style transfer [21, 33, 24, 32] , video prediction and generation [25, 3] and even classical computer vision problem (Object detection [26] ).
Image Inpainting: Image inpainting, an important task in computer vision and graphics, aims to fill the missing pixels of an image with plausibly synthesized contents. Most of the previous methods for image inpainting can be mainly divided into two classes. One is based on traditional diffusion or patch methods with low-level features. For example, PatchMatch [2] , a fast nearest neighbor field algorithm, which allows for real-time, high-level image inpainting has been proposed. In summary, based on low-level features, these traditional methods are not effective to fill in holes on complicated semantic structures and unable to generate novel objects not found in the source image. The other is the learning-based method. Recently, CNN-based and GAN-based methods have shown promising performance on image inpainting [19, 11] . However, we argue that these methods would suffer the limitations for face inpainting, where the inpainting result does not preserve the identity information of the original input. Similar to the previous paper [7] which depends on the reference image, we propose a self-guided method to learn the angle-invariance features which would be the input of the inpainting network to guide the inpainting process for preserving the identity information.
Eye Gaze Manipulation: The previous methods for gaze manipulation can be divided into three classes: 1) hardware-driven, 2) rendering and synthesis, 3) learning-based.
The hardware support is indispensable in early research. Kollarits et al. [13] tried to make use of half-silvered mirrors to allow the camera to be placed on the optical path of the display. Yang et al. [31] aimed to address the eye contract problem with a novel view synthesis, and they use a pair of calibrated stereo cameras and a face model to track the head pose in 3D. Generally, these hardware-based methods are costly.
Some researchers try to render the eye region based on 3D fitting model, which replaces the original eye with synthesizing new eyeballs. Banf et al. [1] used an example-based approach for deforming the eyelids and slide the iris across the model surface with texture-coordinate interpolation. To fix the limitation caused by the use of a mesh where the face and eyes are joined, GazeDirector [28] regards the face and eyeballs as separate parts, synthesizes more high-quality images especially for large redirection angles. These methods for the common gaze manipulation can be applied for eye correction, but they suffer from the problem where rendering eyes realistically is a challenge.
The core idea for most of the method based on machine learning is to use large training set labeled with specific eye angle and head pose information to learn the warping field. The warping field is used to relocate eye pixels in the original image, thus realizing gaze redirection. Ganin et al. [8] proposed a novel deep model based on the convolutional network as a predictor, which helps them to achieve a high-quality result. We present a novel method for gaze correction. With an encode-decode architecture as a generator and adversarial process, we can learn from the face image to fill in the missing regions with new contents representing corrected eye gaze. Compared with those learningbased methods, our training dataset is unpaired and collected from the website, where the dataset is not labeled with specific eye angle and head pose information, thus, is easy to collect and use. Furthermore, these models are hard to achieve high-quality results for gaze correction in the wild images.
Methods
As shown in Fig. 1 , our model consists of two parts. One is the generator G is used for inpainting network. We leverage one global discriminator D g with using the entire face as input and one local discriminator D l with using the local eye region as input to perform the adversarial learning with generator G. Additionally, D l would also perform a self-supervised learning by classifying the right and left eyes. The other is a Self-Guided Pretrained model which is based on autoencoder to reconstruct and translate image between different domains to learn the angle-invariance features l. We will introduce two parts of our model in details.
Generator G Trained with Unpaired Data for the Inpainting: We begin with introducing our training data which consists of two domains {x i } n 1 ∈ X and {y i } m 1 ∈ Y . Domain X: 256 × 256 face images with eyes staring at the camera; domain Y : 256 × 256 face images with eyes staring at somewhere else. Given a masking function M : remove eye region of face data (M − : crop out eye region) and denote the eye-masked face as X c and Y c , thus,
When n → ∞ with the same masking function R, the distribution P X c for X c and P Y c for Y c should be identical, i.e. P X c = P Y c . Given a function G to map X c to X, we will have X = G(X c ), and G(Y c ) ⊆ X. This is the theoretical basis of our method. Therefore, we can use the data from domain X as training data, the data from domain Y as test data. With this mapping function G trained on domain X, we can correct the gaze direction of the test data in the domain Y to stare at the camera. Note that, our training data is unpaired where every instance of domain X does not have the corresponding groundtruth in the domain Y . While the theoretical analysis is still approximately reasonable when the training data is very ample in X.
Next, we introduce the learning of generator G. As shown in Fig. 1 , G is designed to be an autoencoder to fill in the missing regions with the contents representing corrected eye gaze. Different from the architecture of [11] , we use the fully-connected networks instead of dilated convolution in the bottleneck. For the objective function of generator G, a reconstruction loss L rec is necessary, where we use L1 distance between the outputX (i.e., G(X c )) and groundtruth X. It is defined as:
Self-Supervised Adversarial Training: To avoid the inpainted results tending to be blurry with rec only as an objective function, we employ two discriminators to perform adversarial loss for improving the visual quality of inpainted result. Additionally, we add a self-supervised learning module for discriminator to stabilize the training of adversarial networks and further improve the quality of inpainted results. As shown in Fig. 1 , D g and D l are based on ConvNets. D g takes the entire image X andX as the input to ensure the generated contents are semantically coherent on the global region, while D l uses the local patch M − (X) and M − (X) as inputs for training to achieve more realistic and sharper contents. We concatenate the final fully-connected output of D g and D l into one output which is as the input of sigmoid to predict the probability of the image being real. The objective function for discriminator D (including D g and D l ) and generator G is defined as:
Inspired by the previous paper [4] , we propose a simple and novel self-supervised module. In details, we simple add a classification learning to divide the left eye and right eye for local discriminator. We desire this additional loss on the image classification task could improve the ability of representation for local discriminator and stabilize its training. As shown in Fig. 1 , we augment the discriminator with a left-right-eye classification loss, which results in the final adversarial loss functions:
where p ∈ P is the position of eye where p = 0 means left eyes, p = 1 means right eyes. Q(P |X) is the local discriminator's predictive distribution over the position of eyes.
Self-Guided Pretrained Model for disentangled representation: Obviously, this inpainting process is hard to preserve the consistency of the identity information (e.g., iris color, eye shape) between X andX. Recently, ExemplarGAN [7] , which is a novel method for the task of closed-to-open inpainting in natural images, tried to use the exemplar information to produce high-quality, personalized inpainting results. However, the reference image, generally speaking, is not always available in reality. Inspired by their idea, we can pretrain a model to attain the angle-invariance features which are as inputs of G and D to guide their training process for preserving the identity information of the eye region. To learn the angle-invariance features, we denote a small training data as {z 
With the decoder network D de , we firstly reconstruct the original input. The reconstruction objective function autoencoder for E en and D de is defined as:
Then, to learn the translation between M − (z a ) and M − (z b ), we swap their latent vector c which is similar to the previous paper [29] . The objective function for the translation is defined as:
With autoencoder + translation as the overall objective function for E en and D de trained on paired data, we can disentangle vector c for representing the angle information in the latent space while vector l can be as the angle-invariance features. Note that we use the existing gaze dataset to pretrain this model for disentangled representation.
When training the inpainting model with taking M − (X) as an input of E en for attaining the angleinvariance features to guide the inpainting of X, we call this pretrained model as Self-Guided Pretrained Model and refer to this autoencoder with swapping the latent code as SAE.
Overall Objective function for G and D: As shown in the Fig. 1 , the angle-invariance features l is as the input of generator G and discriminator D. Taking local eye region M − (X) as the
means outputing l). Then, we would have new X (i.e., G(X c , l)). Moreover, to measure the distance between the inpainted eye region M − (X) and M − (X) in perceptual space, we try to minimize L2 distance of angle-invariance features l encoded from M − (X) and M − (X). In summary, the overall objective functions for G and D are shown as:
The more details about the network architecture have been shown in the supplementary material B.
Experiments
In this section, we first introduce the details of our dataset, network training and baseline models. Next, we demonstrate the validity of Self-Guided Pretrained Model for learning the angle-invariance features. Then, we compare the proposed model with baselines by qualitative and quantitative assessment. Finally, the proposed self-supervised learning module would be investigated. For brevity, we refer to our method as GazeGAN.
Dataset
NewGaze Dataset: To evaluate the proposed model, we have investigated the benchmark datasets. However, none of them meet our task for eye correction in the wild. Thus, we collected a new dataset called NewGaze dataset. NewGaze consists of 30000 images. These unpaired data, which is collected from the CelebA-ID and the website, consists of two domains. Domain X: 25000 face images with eyes staring at the camera; domain Y : 5000 face images with eyes staring at somewhere else. We crop all images (256 × 256) with face detection algorithm and compute the eye mask region by using facial landmarks detection algorithm. As described above, we use all data of domain X to train our model, while all data in domain Y is just as the test dataset. Note that no matter paired data is not labeled with the specific eye angle or head pose information, thus, is very easy to collect. 2 . Similar to the pre-precessing methods for NewGaze dataset, we would crop and resize them to 256 × 256 for training and testing. The training set would be used for training our self-guided pretraining model.
Training Details
The proposed Self-Guided Pretrained model is trained on 1-sized batches with learning rate 0.01. For the training of main model, λ s , λ r and λ p is 1. To stable the training process, we use spectral normalization [17] for every layer in discriminator D. The optimizer is Adam with β 1 = 0.5 and β 2 = 0.999. The training batch is set to 16. The learning rate of our inpainting model is 0.0001 for the first 20000 iterations, and it will be linearly decayed to 0 over the remaining iterations.
Baseline Models
Image Inpainting: GazeGAN can be regarded as an inpainting model. Thus, we adopt the classical deep inpainting model GLGAN [11] as a baseline and train it on the NewGaze dataset.
Image Translation: Image translation model, such as, StarGAN [5] has achieved high-quality results in facial attribute manipulation. We train StarGAN on the NewGaze dataset to learn the translation between the domain X and domain Y . Eye Manipulation: DeepWarp [8] has achieved the state-of-the-art gaze manipulation results based on the deep model which uses convolution neural network to predict the flow field for modifying the direction of gaze. We would compare our model with DeepWarp.
We use the public code of GLGAN 3 , and StarGAN 4 . For DeepWarp without published code, we implement it by ourselves. DeepWarp requires the paired training image labeled with eye angle and head pose information as inputs. Thus, we train it using the Columbia gaze dataset [23] and test it in the NewGaze and Columbia dataset.
Learning the angle-invariance features
We use paired data to train SAE to learn the angle-invariance features l, which would be as an input of generator G and discriminator D to guide the inpainting for retaining the identity information of the eye region in the original input. We take an opposite approach to validate if l is angle-invariant: when the disentangled features c represents the angle features in the latent space, the remaining features l should be angle-invariant. Thus, we should validate if the feature c i is a linear correlation with horizontal or vertical eye angle. As shown in left of Fig. 2(b) , we show 7 samples for each person with different horizontal angles in the top, and give the curve of c 1 over these 7 samples in the bottom. For original Autoencoder(OAE), we also train it using the paired dataset for comparison. We can observe that c 1 encoded from SAE is nearly linear with different eye angles as input while the c 1 has the similar value for the same angle from different person (See SAE for P1 and P2). The other curves (See OAE for P1 and P2) are very irregular means that OAE can not disentangle angle feature in the latent space. As shown in right of Fig. 2(b) , a similar conclusion could be attained.
To further demonstrate the effectiveness of Self-Guided Pretrained model for learning the angleinvariance features, we train GazeGAN without concatenating the features l as the input of D and G, and refer to this variant as GazeGAN(W/O). As shown in the Fig. 2(a) , the inpainted face for GazeGAN can better preserve the identity information (iris color and eye shape) of the original face compared with the results of GazeGAN(W/O).
Eye correction
In this section, we provide the comparison experiments with baseline methods on the NewGaze dataset for the task of eye correction, and use some metrics to evaluate the inpainting results quantitatively. Note that we do not use any post-processing algorithm for these models, including GazeGAN.
Qualitative results: As shown in the last row of Fig. 3 , GazeGAN can succeed in correcting the eyes into looking at the camera, which validates the effectiveness of the proposed method. In comparison to StarGAN, GazeGAN attains more obvious correction results. StarGAN can obtain compelling results in style or texture translation, but it is hard to get the natural geometric translation. It is explained that StarGAN is based on cycle-consistency loss, which requires the mapping between two domains should be continuous and inverse to each other. According to the invariance of Domain Theorem, the intrinsic dimensions of the two domains should be the same. However, the intrinsic dimensions of domain Y are much higher than domain X. Furthermore, compared with GLGAN, GazeGAN demonstrates its superior advantage in preserving the identity information (iris color and eye shape) of the original input. For example, as shown in the 2nd column, the correction result of GazeGAN has a more identical iris color than GLGAN. We can explain that the angle-invariance features from the proposed Self-Guided Pretrained model contain the identity information from the original input which could guide the inpainting for preserving the consistency of the color and structure. As shown in the 4th row, the results of DeepWarp are very blurry and do not show an obvious correction for these inputs compared with our model. Additionally, we test our model and DeepWarp on Columbia test data. The test result has been shown in Fig. 4 and GazeGAN could attain much sharper result than DeepWarp.
As shown in Fig. 5 , we show more high-quality gaze correction results with different head poses.
More results can be found in the supplementary material A or an anonymized project page 5 .
Quantitative Evaluation Protocol: The qualitative evaluation has validated the effectiveness and advantage of our proposed GazeGAN in correcting the eye angle. To further demonstrate the previous evaluation with quantitative methods, we employ two tactics: Inception scores and FID to evaluate the generated sample quality in the eye region.
Inception Scores(IS) proposed by [22] uses the pretrained inception model to compute the scores on all test results to evaluate the maintenance of meaningful objects and the variety. Higher IS corresponds to higher quality images. Compared to IS, Fréchet Inception distance (FID) is more consistent with human evaluation in assessing the realism and variation of input samples. Lower FID means that the input samples are of better quality.
In addition to these two evaluations mentioned above, we conduct a user study in a survey to assess the results of the eye correction from different models. In details, given an input face image in NewGaze test dataset, we would show the corrected results from different models to 30 respondents who were asked to select the best one based on perceptual realism and the ability of gaze correction. This study prepares 50 questions for every respondent.
Quantitative results: Table 1 shows the evaluation results of IS and FID experiments on the corrected images from different models. The proposed model GazeGAN attains a higher IS and FID scores comparing with GLGAN, e.g., 3.10 ± 0.12 for GazeGAN and 2.87 ± 0.07 for GLGAN which demonstrates GazeGAN can produce more photo-realistic inpainting results. We can have a similar conclusion comparing with DeepWarp. The qualitative evaluation shows StarGAN is hard to learn the apparent translation, but StarGAN attains a very high score, e.g., 28 .34 for FID scores, higher than other methods. We explain that StarGAN can generate high-quality samples and tends to learn the reconstruction instead of translation by using the Wasserstein GAN with gradient penalty [10] as the objective. The last column of Table 1 shows the evaluation results of the user study, and it shows the voting for GazeGAN is 35.40%, higher than other models, e.g., 29.60% for StarGAN, 21.87% for GLGAN, 13.13% for DeepWarp.
In general, GazeGAN can achieve very compelling and competitive gaze correction results in the wild image.
Ablation Study for Self-Supervised Learning
We propose a self-supervised adversarial learning module to improve the quality of inpainted result and stabilize the networks for adversarial learning. Our method is very simple and just augment the discriminator and generator with a classification loss for left-and-right eyes. For validating the effectiveness of this self-supervised learning, we conduct the quantitative experiments using IS and FID scores to evaluate the quality of inpainted samples.
As shown in Table. 2, we compare GazeGAN with self-supervised learning and GazeGAN without self-supervised learning module (GazeGAN(W/O)) over multiple different training iterations. The scores of GazeGAN with self-supervised learning attain higher IS and FID scores in most of cases, which demonstrates the effectiveness of self-supervised learning to improve the quality of inpainted results. In general, our self-supervised learning is very simple, but effective. Moreover, this module is very easy to be augmented into other facial image tasks with adversarial learning.
Conclusion
In this paper, we have presented a simple and novel model, GazeGAN, for gaze correction in the wild image. The novelty is we leverage the inpainting model with self-supervised generative adversarial networks to learn from the face image to fill in the missing eye regions with new contents representing corrected eye gaze. Moreover, our method is very simple, the proposed GazeGAN does not require the training data been labeled with specific eye angle and head information, even the majority of training data without the corresponding groundtruth between different domains. To preserve the identity information of the original input, Self-Guided Pretrained model proposed could learn the angle-invariance features for guiding the inpainting process in the training and testing.
GazeCorrection:Self-Guided Eye Manipulation in the wild using Self-Supervised Generative Adversarial Networks
Supplementary materials are shown below. The network architectures of GazeGAN are shown in Table 3 , Table 4 and Figure 6 : More results of GazeGAN for gaze correction in the wild.
