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Abstract
Let Γ be a finitely generated discrete group and let M˜ be a Galois Γ-covering of a smooth compact
manifold M . Let u : X → BΓ be the associated classifying map. Finally, let SΓ∗ (M˜) be the analytic
structure group, a K-theory group appearing in the Higson-Roe analytic surgery sequence · · · → SΓ∗ (M˜)→
K∗(M)→ K∗(C∗Γ)→ · · · . Under suitable assumptions on the group Γ we construct two pairings, first
between SΓ∗ (M˜) and the delocalized part of the cyclic cohomology of the complex group ring of Γ, and
secondly between SΓ∗ (M˜) and the relative cohomology H
∗(M → BΓ). Both are compatible with known
pairings associated with the other terms in the Higson-Roe sequence. In particular, we define higher rho
numbers associated to the rho class ρ(D˜) ∈ SΓ∗ (M˜) of an invertible Γ-equivariant Dirac type operator on
M˜ . This applies, for example, to the rho class ρ(g) of a positive scalar curvature metric g on M , if M
is spin. Regarding the first pairing we establish in fact a more general result, valid without additional
assumptions on Γ: indeed, we prove that it is possible to map the Higson-Roe analytic surgery sequence
to the long exact sequence in even/odd-graded noncommutative de Rham homology
· · · j∗ // H∗−1(AΓ) ι // Hdel∗−1(AΓ) δ // He∗(AΓ)
j∗ // · · ·
with AΓ a dense holomorphically closed subalgebra of C∗rΓ and Hdel∗ (AΓ) and He∗(AΓ) denoting versions
of the delocalized homology and the homology localized at the identity element, respectively.
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1 Introduction
Let Γ be a discrete group and M˜ →M a Galois Γ-covering of a smooth compact manifold M . In this context
Higson and Roe [12] employ large scale index theory to construct a long exact sequence of K-theory groups
· · · → K∗+1(C∗(M˜)Γ)→ K∗+1(D∗(M˜)Γ)→ K∗+1(D∗(M˜)Γ/C∗(M˜)Γ)→ · · ·
We call this sequence the Higson-Roe exact sequence or the Higson-Roe analytic surgery sequence.
This sequence organizes and captures a large amount of primary and secondary higher index information
about geometric operators defined on M and M˜ . In particular, in a canonical way
K∗(C∗(M˜)Γ) ∼= K∗(C∗redΓ) ,
the K-theory of the reduced C∗-algebra of Γ, and
K∗+1(D∗(M˜)Γ/C∗(M˜)Γ) ∼= K∗(M) ,
the K-homology of M (this latter isomorphism is called Paschke duality). Moreover, under these isomor-
phisms the connecting homomorphism of the long exact sequence K∗+1(D∗(M˜)Γ/C∗(M˜)Γ)→ K∗(C∗(M˜)Γ)
becomes the Baum-Connes assembly map KΓ∗ (M˜)→ K∗(C∗redΓ). Setting
SΓ∗ (M˜) := K∗+1(D
∗(M˜)Γ),
we can rewrite the Higson-Roe surgery sequence as
· · · → K∗+1(C∗redΓ)→ SΓ∗ (M˜)→ K∗(M) µ−→ K∗(C∗redΓ)→ · · ·
In geometric applications, the group K∗(C∗redΓ) is the home of index invariants associated to Γ-equivariant
geometric operators M˜ . For example, if M has a spin structure, the C∗-algebraic index of the associated
spin Dirac operator on M˜ lives in K∗(C∗redΓ); similarly, if M is oriented the C
∗-algebraic analytic signature
of M , defined in terms of the signature operator on M˜ , is an element in this group.
The group SΓ∗ (M˜) is called the analytic structure group by Higson and Roe. It is the home of secondary
invariants. In particular, if M is a spin manifold with a positive scalar curvature metric g, one obtains
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a secondary invariant ρ(g) ∈ SΓdimM (M˜), called the rho class of g, which captures information about the
positive scalar curvature metric g, and allows often to distinguish different bordism classes of such metrics.
Similarly, if N
f−→ M is an oriented homotopy equivalence, then we have a rho class ρ(f) ∈ SΓdimM (M˜) and
this class can distinguish triples N ′
f ′−→ M and N f−→ M that are not h-cobordant or, put it differently,
triples that define distinct elements in the manifold structure set S(M).
More generally, the rho class can be defined for any L2-invertible Γ-equivariant Dirac operator D˜ on M˜ ,
ρ(D˜) ∈ SΓdimM (M˜); in fact, we can allow for invertible smoothing perturbations of such operators, see [31].
As already mentioned, there are two main domains where the Higson-Roe exact sequence is used: sig-
nature invariants of orientable manifolds, as part of surgery theory to classify smooth manifolds, and clas-
sifications of metrics of positive scalar curvature. The first domain is organized in the celebrated surgery
exact sequence of Browder, Novikov, Sullivan and Wall, and the connection between topology and analysis
is made systematic by the construction of a map of exact sequences, from the surgery exact sequence in
topology to the Higson-Roe analytic surgery sequence. This is carried out originally in [12–14] using analytic
homological algebra. A more direct construction of this map, based on certain higher index theorems, is
given in [31]. This second approach is in fact inspired by the precursor work [30], where the Stolz exact
sequence for positive scalar curvature metrics (compare [30, Proposition 1.27]) is mapped to the Higson-Roe
exact sequence. The Stolz exact sequence is the analogue, in the world of positive scalar curvature metrics,
of the surgery exact sequence in differential topology; it organizes questions about existence and (bordism)
classification of Riemannian metrics of positive scalar curvature in a long exact sequence of groups, but
where the main terms are somewhat hard to analyze directly.
The results of Piazza-Schick about the Stolz surgery sequence [30] were established in odd dimensions. Sub-
sequently, Xie and Yu gave a different treatment of these results, valid in all dimensions and based on Yu’s
localization algebras (see [39], [37]). The even dimensional case of the results of Piazza-Schick was later
settled in [41], using suspension. Yet different treatments of these results were given by Zeidler in [40] and
by Zenobi in [43].
Both for the surgery sequence in topology and for the Stolz sequence for positive scalar curvature metrics,
the map to the Higson-Roe exact sequence allows to apply all the tools from C∗-algebraic index theory and
C∗-algebra K-theory to obtain information about the geometrically defined sequences. In this toolbox we
find, in particular, homological methods. This has a long history for primary index invariants: in the
seminal paper of Connes and Moscovici [7], under favourable assumptions on the group Γ, for example if Γ
is Gromov hyperbolic, a pairing between the group K∗(C∗redΓ) and the cohomology of Γ was defined. When
applied to the index class of a Dirac operator this pairing produced numbers called the higher indeces of the
operator. The pairing employs in a crucial way the transition from the group cohomology of Γ to the cyclic
cohomology of CΓ. The higher index theorem of Connes and Moscovici gives an explicit geometric formula
for these numbers.
Lott, inspired by the work of Bismut on the family index theorem, gave a different treatment of the
Connes-Moscovici theorem, both for defining the higher indeces and for computing them. This approach
employs in a crucial way the Chern character homomorphism of Karoubi, from K∗(C∗redΓ) ≡ K∗(AΓ) to the
noncommutative de Rham homology groups H∗(AΓ), with AΓ a suitable smooth subalgebra of C∗redΓ. Lott
establishes an explicit formula for the Chern character of the index class and this formula is valid without
any assumption on Γ; only in a second stage, under the same assumptions of Connes and Moscovici, for
example if Γ is Gromov hyperbolic, the Chern character of the index class is paired with the CΓ-cyclic
cocycles associated to group cocycles for Γ.
We extract the following information from the above discussion: by mapping the index class first to
noncommutative de Rham homology and then pairing the result with cyclic cohomology (this second step
under additional assumption on Γ) it has been possible to define higher indices for a Γ-equivariant Dirac
operator on M˜ .
One goal of this work is to give an answer to the following question: can one define higher rho numbers
associated to the rho class ρ(D˜) ∈ SΓdimM (M˜) of an invertible Γ-equivariant Dirac operator?
4 Paolo Piazza, Thomas Schick and Vito Felice Zenobi
We shall give a positive answer to this question in two ways. First, following [4], denote by HC∗(CΓ; 〈x〉)
the summand of the cyclic cohomology of CΓ supported on a conjugancy class 〈x〉 of Γ. If Γ is Gromov
hyperbolic, we prove that there is a pairing
(·, ·) : HC∗(CΓ; 〈x〉)× SΓ∗ (M˜)→ C ∀x 6= e. (1.1)
Secondly, under different assumptions on Γ that are for example satisfied by groups that are Gromov hyper-
bolic or of polynomial growth, we prove that there is a well defined pairing
(·, ·)rel : H∗(M u−→ BΓ)× SΓ∗ (M˜)→ C . (1.2)
We shall now put these two results in context. The first result should be thought of as the analogue of the
Connes-Moscovici pairing but done here for the group SΓ∗ (M˜), which is the recipient of secondary invariants,
instead of K∗(C∗redΓ), which is the recipient of primary invariants.
Following Lott’s approach to the Connes-Moscovici higher index theorem, we shall in fact solve a much
more general problem. Indeed, without any additional assumption on the group Γ we shall map the whole
Higson-Roe analytic surgery sequence to a long exact sequence in non-commutative de Rham homology:
· · · j∗ // H∗−1(AΓ) ι // Hdel∗−1(AΓ) δ // He∗(AΓ)
j∗ // · · · (1.3)
with AΓ a dense holomorphically closed subalgebra of C∗redΓ. In a second stage, building on work of
Puschnigg and also Meyer, we pair the “delocalized parts” of the cyclic cohomology of CΓ, HC∗del(CΓ; 〈x〉),
with elements in Hdel∗ (AΓ), the “delocalized part” of the noncommutative de Rham homology of a (suitable)
smooth subalgebra AΓ of C∗redΓ. It is only at this point that we need to make additional assumptions on
the group Γ, for example that Γ is Gromov hyperbolic. In this case the smooth subalgebra AΓ is the one
constructed by Puschnigg in [32]. Thus, under this additional assumption we show that there is a well
defined pairing
〈·, ·〉 : HC∗(CΓ; 〈x〉)×Hdel∗ (AΓ)→ C ∀e 6= x ∈ Γ (1.4)
and we can therefore define the higher rho number associated to the rho class ρ(D˜) and a class τ ∈
HC∗del(CΓ; 〈x〉) as
ρτ (D˜) := 〈τ,Chdel(ρ(D˜))〉. (1.5)
As an easy application of our analysis we prove that by pairing the rho class ρ(D˜) with the delocalized trace
associated to a non-trivial conjugacy class < g >, τ<g>(
∑
γ αγγ) :=
∑
γ∈<g> αγ , we obtain precisely the
delocalized eta invariant of Lott ([24],[32]):
〈τ<g>,Chdel(ρ(D˜))〉 = η<g>(D˜) .
More generally, using our results, the delocalized Atiyah-Patodi-Singer index theorem in K-theory [31, 43]
and the higher APS index theorem in noncommutative de Rham homology [18] we are able to show (if M is
a boundary) that
Chdel(ρ(D˜)) = −%Lott(D˜) in H∗(AΓ)del
where on the right hand side appears the higher rho invariant of Lott.
The mapping of the Higson-Roe analytic surgery sequence to an homological sequence was a program
that had been already proposed in [30]. One might wonder why it took so long to achieve it. The problem
is that the algebra D∗(M˜)Γ is “very large”; what made the difference for the present work is the description
given by the third author of the surgery sequence through the adiabatic groupoid [43], involving much smaller
algebras. Here we use a slight variation of this description, see [42]. In [42] the compatibility between the
Higson-Roe approach and the approach via groupoids is carefully discussed.
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The mapping of the Higson-Roe surgery sequence to homology already appears in the work of Deeley
and Goffeng, see [8]. However, their solution passes through the geometric realisation of the Higson-Roe
sequence, where geometric means a` la Baum-Douglas; more precisely, in the work of Deeley-Goffeng one
maps out of the Higson-Roe surgery sequence by inverting the isomorphisms going from the the geometric
realization of the Higson-Roe sequence to the true Higson-Roe surgery sequence. Inverting explicitly these
isomorphisms, especially for the part involving SΓ∗ (M˜), is a difficult problem. Our Chern characters, on
the other hand, are computable by direct calculations. It remains an interesting problem to show the full
compatibility of the two results.
We finally come to the second paring, the one with the relative cohomology H∗(M u−→ BΓ). There is
certainly a pairing, obtained via the Chern character
H∗(M)×K∗(M)→ C . (1.6)
Let us identify H∗(Γ) = H∗(BΓ). As already pointed out, if Γ is Gromov hyperbolic or of polynomial
growth, we have the Connes-Moscovici pairing, rewritten as
H∗(BΓ)×K∗(C∗redΓ)→ C (1.7)
Writing the Higson-Roe analytic surgery sequence with Paschke duality
· · · → SΓ∗ (M˜)→ KΓ∗ (M˜) µ−→ K∗(C∗redΓ)→ SΓ∗−1(M˜) · · ·
and comparing it with the long exact sequence
· · · ← Hn+1(M u−→ BΓ)← Hn(M)← Hn(BΓ)← Hn(M u−→ BΓ)← · · ·
we understand that SΓ∗ (M˜) should be paired with H
n(M
u−→ BΓ) with ∗ = n( (mod 2)). This is precisely
what we achieve in the second part of this article. Crucial for this result is an Alexander-Spanier description
of H∗(M u−→ BΓ), the new description by Zenobi of the group SΓ∗ (M˜), together with arguments directly
inspired by the work of Connes and Moscovici. We show that the pairing (1.2) exists if Γ satisfies the Rapid
Decay (RD) condition and has a combing of polynomial growth (for example, if Γ is Gromov hyperbolic).
The paper is organized as follows. In Section 2 and Section 3 we recall the alternative description, due to the
third author, of the Higson-Roe surgery sequence and the realization of the rho class of an invertible Dirac
operator in this new context. This new realisation of the surgery sequence employs Γ-equivariant pseudod-
ifferential operators on M˜ in an essential way. In Section 4.1 we recall the definition of Karoubi’s Chern
character and we extend it to the relative case. In Section 5 we discuss results of Lott on pseudodifferential
operators on M˜ with coefficients Ω∗(CΓ). Section 6 is devoted to one of the the main result of this paper,
the mapping of the analytic surgery sequence to homology. As already remarked, this mapping is valid for
any finitely generated discrete group Γ. In this section we also compare the delocalized Chern character of
the % class associated to an invertible Dirac operator D˜ to Lott’s class %Lott(D˜) and show that at least if
M is a boundary Chdel(ρ(D˜)) = −%Lott(D˜) ∈ Hdel∗ (AΓ). In Section 7, assuming the group Γ to be Gromov
hyperbolic, we finally define the higher % numbers associated to classes in HC∗del(CΓ; 〈x〉). In Section 8 we
discuss carefully how to realize the relative cohomology groups H∗(M u−→ BΓ) in terms of locally zero Γ-
equivariant Alexander-Spanier cocycles on M˜ ; we use this description and the pseudodifferential realization
of SΓ∗ (M˜) in order to define, under suitable assumptions on Γ, the pairing H
∗(M u−→ BΓ)× SΓ∗ (M˜)→ C.
As this article is rather long, we would like to summarize at this point our main results:
(1) the development of a relative Chern character in the setting of relative non-commutative de Rham
homology, see Section 4.2;
(2) the mapping of the analytic surgery exact sequence to non-commutative de Rham homology for a
general discrete group Γ, see Theorem 6.33;
6 Paolo Piazza, Thomas Schick and Vito Felice Zenobi
(3) the isomorphism H∗λ,pol(CΓ; 〈x〉) ∼= H∗λ(CΓ; 〈x〉) for Γ hyperbolic, which says that the cyclic cohomology
of the group ring can be calculated using cochains of polynomial growth along each conjugancy class,
see Corollary 7.12;
(4) the construction of the pairing HC∗(CΓ; 〈x〉)×SΓ∗ (M˜) −→ C, ∀〈e〉 6= 〈x〉 ∈ 〈Γ〉 for hyperbolic groups,
see Theorem 7.15, and the definition of higher %-numbers given in Definition 7.16;
(5) the description of H•(M u−→ BΓ) using suitable Alexander-Spanier cocycles, vie the isomorphism
H•AS,0,Γ(M˜)
Γ
∼=−→ H•(M u−→ BΓ), see Proposition 8.11;
(6) the construction of the pairing H∗(M u−→ BΓ)×SΓ∗ (M˜) −→ C for discrete groups with property RD and
with a combing of polynomial growth, see Theorem 8.33, and the corresponding definition of higher
%-numbers given in Definition 8.34.
The results of this paper relative to hyperbolic groups were announced in a seminar at Fudan University in
January 2019. At the same time the article by Chen, Wang, Xie and Yu [5] appeared, giving, among other
things, a different treatment of some of the same results. The two articles have a non-trivial intersection
but also a non-trivial symmetric difference. For example, in [5], bulding on [38], the convergence of Lott’s
delocalized eta invariant is established under very general assumptions; we don’t discuss at all this problem
in this paper. On the other hand, items (2), (5) and (6) in the summary given above are results treated here
and not in [5]. Notice that the techniques employed for the common results are completely different.
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2 The relation between the structure algebra D∗(M˜)Γ and Ψ0Γ(M˜)
Let Ψ0Γ,c(M˜) be the algebra of Γ-equivariant 0th-order pseudodifferential operators on M˜ with Schwartz
kernel of Γ-compact support. Let Ψ0Γ(M˜) denote the C
∗-closure of Ψ0Γ,c(M˜) in the bounded operators of
L2(M˜). Recall the algebra D∗c (M˜)
Γ of finite propagation pseudolocal bounded operators on L2(M˜) and its
C∗-closure D∗(M˜)Γ. We don’t repeat the details of the definitions of these algebras, as we are actually not
using them. Directly from the definition of D∗c (M˜)
Γ and the properties of pseudodifferential operators, we
understand that if P ∈ Ψ0Γ,c(M˜) then P ∈ D∗c (M˜)Γ. One might then wonder what is the precise relationship
between the algebra Ψ0Γ(M˜) and the algebra D
∗(M˜)Γ, at least as far as K-theory is concerned. The next
subsection, based on [42], gives an answer to this question.
We shall consider the mapping cone C*-algebra of a *-homomorphism ϕ : A → B. We will use both
notations K∗(A
ϕ−→ B) and K∗(ϕ) for denoting the K-theory of this mapping cone. This is also called the
relative K-theory of ϕ. In the realization of K∗(ϕ) as in [1, Section 2.3], elements of K0(ϕ) are given by
homotopy classes of triples [p0, p1; qt] with p0, p1 projections over A and qt a path of projections over B such
that ϕ(pi) = qi for i = 0, 1. Furthermore, elements in K1(ϕ) are couples [u, f ] with u a unitary over A and
f a path of unitary over B joining ϕ(u) and the identity.
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2.1 Realizing the surgery sequence with pseudodifferential operators.
Consider the classic short exact sequence of pseudodifferential operators
0→ C∗r (X˜ ×Γ X˜)→ Ψ0Γ(M˜) σ−→ C(S∗M)→ 0
where we recall that Ψ0Γ(M˜) denotes the C
∗-closure of Ψ0Γ,c(M˜) in the bounded operators of L
2(M˜). Con-
sider the natural inclusion C(M)
m−→ Ψ0Γ(M˜), with m denoting the map that associates to f ∈ C(M) the
multiplication operator by the equivariant lift f˜ of f . This induces a long exact sequence in K-theory for
the mapping cones C∗-algebras:
· · · ∂ // K∗(0 ↪→ C∗r (X˜ ×Γ X˜))
i∗ // K∗(C(M)
m−→ Ψ0Γ(M˜))
σ∗ // K∗(C(M)
pi∗−→ C(S∗M)) ∂ // · · · .
(2.1)
where pi : S∗M → M is the bundle projection of the cosphere bundle. Observe that K∗(0 ↪→ C∗r (X˜ ×Γ X˜))
is nothing but K∗(C∗r (M˜ ×Γ M˜)⊗ C0(0, 1)).
In [42] the author proves the existence of a canonical isomorphism of long exact sequences
// K∗+1(C∗(M˜)Γ) //
∼=

K∗+1(D∗(M˜)Γ) //
∼=

K∗+1(D∗(M˜)Γ/C∗(M˜)Γ)
∼=

// · · ·
// K∗(C∗r (M˜ ×Γ M˜)⊗ C0(0, 1)) // K∗(C(M) m−→ Ψ0Γ(M˜)) // K∗(C(M) pi
∗
−→ C(S∗M)) // · · ·
(2.2)
We remark that the mapping cone C∗-algebra Cpi∗ , that is C(M) pi
∗
−→ C(S∗M), is isomorphic to C0(T ∗M).
Indeed recall that, if f : X → Y is a continuous map of topological spaces, then the mapping cone of f is the
quotient of X × [0, 1] unionsq Y by the relation (x, 1) ∼ f(x) and (x, 0) ∼ (x′, 0). It is easy to see that the algebra
of continuous functions on the mapping cone of f vanishing at [X × {0}] is isomorphic to the mapping cone
C*-algebra of f∗ : C(Y ) → C(X). Since the mapping cone of pi is the one-point compactification of T ∗X,
one has that the mapping cone C*-algebra associated to pi∗ is isomorphic to C0(T ∗M).
Let us consider the pair sequence of m
· · · // K∗(C(M)⊗ C0(0, 1)) // K∗(Ψ0Γ(M˜)⊗ C0(0, 1)) // K∗(m)
(ev0)∗ // K∗(C(M)) // · · ·
where the map ev0 is given by the following composition
K∗(m) // K∗(pi∗) ∼=
// K∗(C0(T ∗M))
j∗ // K∗(C(D∗M))
i∗
∼=
// K∗(C(M)) .
Here, pi∗ : C(M)→ C(S∗M) is the pull-back map through the bundle projection, j : T ∗M → D∗M is given
by a diffeomorphism between the cotangent bundle and the open codisk bundle, and i : M → D∗M is the
inclusion. If the Euler characteristic of M is zero, then j∗ is the 0 map and, consequently, so is (ev0)∗. To
prove that j∗ = 0 consider the following exact sequence
· · · // K∗(C0(T ∗M)) j∗ // K∗(C(D∗M)) // K∗(C(S∗M)) // · · · . (2.3)
Then it is easy to see that its boundary map is given by the composition of the suspension isomorphism
K∗(C(S∗M)) → K∗+1(C0(T ∗M \ M)) and the inclusion ι : C0(T ∗M \ M) → C0(T ∗M). Indeed, if the
Euler characteristic of M is zero, the cotangent bundle of M admits a nonzero section ξ. Then take a
diffeomorphism ϕ between T ∗M and the open disc bundle D˚∗M and a diffeomorphism ψ between D˚∗M and
Uξ, a tubular neighbourhood of the image of ξ. The morphism h = ψ◦ϕ induces a morphism h∗ : C0(T ∗M)→
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C0(T
∗M \M) such that ι∗ ◦ h∗ = Id: K∗(C0(T ∗M)) → K∗(C0(T ∗M)). This means that ι∗ is surjective
and, by exactness of (2.3), that j∗ is zero. This tells us that K∗(Ψ0Γ(M˜))→ K∗+1(m) is surjective and then
any class in K∗+1(m) can be lifted, up to Bott periodicity, to K∗(Ψ0Γ(M˜)). Observe that this is always true
for ∗ + 1 = dimM odd. Thus, when the Euler characteristic of M is zero, we have the following surjective
morphism of exact sequences:
· · · // K∗+1(C∗r (M˜ ×Γ M˜)) //

K∗+1(Ψ0Γ(M˜)) //

K∗+1(C(S∗M)) //

· · ·
· · · // K∗(C∗r (M˜ ×Γ M˜)⊗ C0(0, 1)) // K∗(C(M) m−→ Ψ0Γ(M˜)) // K∗(C(M) pi
∗
−→ C(S∗M)) // · · ·
(2.4)
We shall use this information in order to simplify some of our formulas.
3 Rho classes
3.1 Analytic properties of pi≥(D˜)
Assume that D˜ is a Dirac type operator on M˜ which is L2-invertible. Let pi≥ : R→ R be the characteristic
function of [0,∞). Functional calculus then allows us to define pi≥(D˜) as a bounded operator on L2(M˜). We
shall need more precise properties of this operator and these are given in the next two propositions.
3.1 Proposition. The bounded operator pi≥(D˜) is an element in the C∗-closure Ψ0Γ(M˜) of Ψ
0
Γ,c(M˜).
Proof. First recall that there is a chopping function f : R→ [−1, 1] which is odd, monotonically increasing,
smooth, “quasi-Schwarz”, with limt→∞ f(t) = 1 and such that its Fourier transform has compact support.
Note that this Fourier transform has a singularity at zero and is smooth outside. Then f(D˜) is a pseudod-
ifferential operator of order zero, which is Γ-compactly supported because of finite propagation speed and
the compact support of fˆ . By the mapping properties of f , pi≥(D˜) = pi≥(f(D˜)). Because C∗-algebras are
closed under continuous functional calculus and because f(D˜) is invertible, pi≥(f(D˜)) is contained in the
C∗-closure of Ψ0Γ,c(M˜).
3.2 Proposition. If D˜ is L2-invertible, then pi≥(D˜) belongs to any holomorphically closed *-algebra A such
that
Ψ0Γ,c(M˜) ⊂ A ⊂ Ψ0Γ(M˜).
Proof. With the choice of f as in the previous proof, so that f(D˜) ∈ Ψ0Γ,c(M˜), we observe that pi≥(f(D˜)) is
obtained by holomorphic functional calculus; indeed for any T ∈ Ψ0Γ,c(M˜) invertible in Ψ0Γ(M˜) we have
pi≥(T ) =
(T ◦ (√T ∗T )−1) + 1
2
.
It then follows that pi≥(f(D˜)) belongs to any algebra closed under holomorphic functional calculus which
contains Ψ0Γ,c(M˜).
3.3 Remark. The same reasoning applies to the operator defined by the sign function, sign(D˜).
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3.2 Rho classes and K-theory of pseudodifferential operators
We want to give the new realisation of the ρ classes in the setting of relative K-theory, see [42]. Let M˜ be a
Galois Γ-covering of a closed smooth manifold M . Let D˜ be an L2-invertible Γ-equivariant Dirac operator
on M˜ .
3.4 Definition. • If dimM is even, then ρ(D˜) is defined as the class in K0(m) given by[(
1+ 0
0 0
)
,
(
0 0
0 1−
)
;
(
cos2(pi2 t)1+ cos(
pi
2 t) sin(
pi
2 t)χ(D˜)−
cos(pi2 t) sin(
pi
2 t)χ(D˜)+ sin
2(pi2 t)1−
)]
(3.5)
where 1+ is the projection which defines the C(M)-module C(M,E+) of continuous sections of the even
part E+ of the Clifford bundle E, entering into the definition of D˜, and 1− is defined correspondingly
using the odd part of E.
• If dim tM is odd then ρ(D˜) is defined as the class in K1(m) given by [1, 1 + pi≥(D˜)(z − 1)], with
z ∈ S1 ⊂ C.
It is proved in [42] that these definitions are compatible with the original ones, as given in [30], through the
isomorphism (2.2). Notice that in the odd dimensional case we know that K1(Ψ
0
Γ(M˜)⊗ C0(0, 1))→ K1(m)
is surjective. In fact, the ρ class we have just defined is the image, up to suspension isomorphism, of the
class in K0(Ψ
0
Γ(M˜)) given by [pi≥]. Put it differently, [pi≥] ∈ K0(Ψ0Γ(M˜)) is a natural lift of ρ(D˜) ∈ K1(m).
In the sequel, we shall be interested in pairing ρ(D˜) ∈ K1(m) with suitable delocalized cyclic cocycles. Since
the kernel of K1(Ψ
0
Γ(M˜)⊗ C0(0, 1)) → K1(m) is K0(C(M)) (up to suspension isomorphism) and since this
group pairs trivially with such delocalized cocycles, we conclude that in the odd dimensional case we can
focus solely on K0(Ψ
0
Γ(M˜)) and on [pi≥] ∈ K0(Ψ0Γ(M˜)).
3.6 Example. Let g be a Γ-equivariant metric with positive scalar curvature on a spin Γ-covering M˜ of M .
Then we will denote by %(g) ∈ K∗(m) the %-class associated to the spin Dirac operator D˜ defined on the
spinor bundle. Recall that it is L2-invertible because the scalar curvature is positive.
4 Non-commutative de Rham homology and Chern characters
4.1 Non-commutative de Rham homology
For the material in this section we refer the reader to [16]. Let A be a unital Fre´chet algebra. A Fre´chet
differential graded algebra (DGA) (Ω•, d), with Ω• =
⊕
Ωi, is said to be a DGA over A if Ω0 = A. Let Ωab,•
denote the vector space quotient of Ω• by the closure of the graded commutators [Ω•,Ω•]. Notice that d
induces a differential on Ωab,• since d[ωi, ωj ] = [dωi, ωj ] + [ωi, dωj ]. Define the de Rham homology H∗(Ω•, d)
as the i-th homology group of the complex (Ωab,•, d). To be able to apply standard homological algebra,
we use non-reduced homology, i.e. we quotient by the image of the differential, and not its closure. Here,
our conventions differ from part of the literature. However, there is the canonical map from unreduced to
reduced homology, and our invariants are lifts of the previously constructed ones (where applicable), and
thus contain a priori even more information.
4.1 Example. Let Ω̂•(A) be the universal differential graded algebra of A, constructed using the projective
tensor product. Then set
H∗(A) := H∗(Ω̂•(A)).
Observe that, by universality, we always have a map of complexes θ : Ω̂•(A)→ Ω• for any Freche´t DGA Ω•
over A. Consequently, one always has a map θ∗ : H∗(A)→ H∗(Ω•).
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Now consider a homomorphism of Fre´chet algebras ϕ : A → B. We will work with relative non-
commutative de Rham homology in this context and work out the basics for this now.
4.2 Definition. A pair of DGAs over ϕ is given by a homomorphism of DGAs Φ• : ΩA• → ΩB• with (ΩA, dA)
a DGA over A, (ΩB , dB) a DGA over B and Φ0 = ϕ. The universal pair over φ is given by the homomorphism
of DGAs Ω•(ϕ) : Ω̂•(A)→ Ω̂•(B), obtained by the universal property of Ω̂•(A).
By general principles, we can associate to a pair over ϕ the mapping cone complex
C(Φ)• := ΩAab,•+1 ⊕ ΩBab,•
which is equipped with the differential
dΦ :=
(
dA 0
−Φ•+1 dB
)
.
4.3 Definition. Define the relative non-commutative de Rham homology of the pair Φ• : ΩA• → ΩB• as the
homology of the mapping cone complex and denote it by H∗(Φ). The universal relative non-commutative de
Rham homology of ϕ is the homology of the mapping cone complex of Ω•(ϕ) and is denoted by H∗(ϕ).
4.2 Chern characters
Let (Ω•, d) be a DGA over A. We are going to recall the definition of the Chern character
Ch: K0(A)→ Heven(Ω•, d). (4.4)
For this, consider a class [p] ∈ K0(A), where p is an n × n matrix over A, and denote by E the finitely
generated projective module pAn. Then ∇ := p ◦ d ◦ p : E → E ⊗A Ω1 is a connection and its curvature
Θ := ∇2 is an A-linear endomorphism of E with coefficients in Ω2 explicitely given by pdpdp.
4.5 Definition. The degree 2k part of the Chern character of [p] ∈ K0(A) associated to the DGA (Ω•, d)
is defined as the class of
Ch2k([p]) :=
1
k!
Tr(Θk) ∈ H2k(Ω•, d).
To be rigorous we should keep track of Ω• in the notation for the Chern character, but we will avoid to
do that in order to lighten the notation.
We want to define a relative version of the Chern character. To this end we need to prove a transgression
formula for the absolute Chern character. Let pt be a smooth path of projections in Mn(A), with t ∈ [0, 1].
We regard it as a projection p˜ over C∞[0, 1]⊗̂A. Moreover, if (Ω∗, d) is a Freche´t DGA over A, then we can
canonically associate to it the following Freche´t DGA over C∞[0, 1]⊗̂A(
(C∞[0, 1]⊕ C∞[0, 1]dt)⊗̂Ω∗, D := dt ∧ ∂
∂t
⊗ id + id⊗d
)
.
The connection p˜ ◦D ◦ p˜ is equal to
pt ◦ d ◦ pt + pt ◦ dt ∧ ∂
∂t
◦ pt (4.6)
and its curvature (p˜ ◦D ◦ p˜)2 is equal to
Θt + Ξt ∧ dt
for some path of 1-forms Ξt and with Θt being the curvature of the connection pt ◦ d ◦ pt.
4.7 Lemma. The path Ξt of A-linear morphisms with coefficient in Ω1 is given by ptdptp˙t + ptp˙tdpt.
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Proof. First recall that the equality pt = p
2
t implies that p˙t(1 − pt) = ptp˙t. It follows that ptp˙tpt = 0 and
that 0 = d(ptp˙tpt) = d(ptp˙t)pt + ptp˙tdpt. By a direct calculation we see that
(p˜ ◦D ◦ p˜)2 −Θt = pt ◦ d ◦ pt ◦ dt ∧ ∂
∂t
◦ pt + pt ◦ dt ∧ ∂
∂t
◦ pt ◦ d ◦ pt =
= (pt ◦ d ◦ pt ◦ ∂
∂t
◦ pt + pt ◦ ∂
∂t
◦ pt ◦ d ◦ pt) ∧ dt.
(4.8)
Now apply the coefficient of dt in the last line to an element xt ∈ p˜(C∞[0, 1]⊗An). Then
ptd(pt
∂
∂t
(ptxt)) + pt
∂
∂t
(ptd(ptxt)) =
=ptd(pt(p˙txt + ptx˙t)) + pt
∂
∂t
(ptdptxt + ptdxt) =
=ptdpt(p˙txt + ptx˙t) + ptd(p˙txt + ptx˙t) + pt(p˙tdptxt + ptdp˙txt + ptdptx˙t + p˙tdxt + ptdx˙t) =
=(ptdptp˙t + ptp˙tdpt)xt
(4.9)
and the result follows.
It follows that the 2k-degree component of the Chern character of p˜ is of the following form
Ch2k(p˜) = Ch2k(pt) + Ch2k−1(pt) ∧ dt. (4.10)
We call Ch2k−1(pt) in the above formula the transgression Chern character.
4.11 Lemma. The transgression Chern character is explicitly given by
Ch2k−1(pt) =
1
k!
Tr
(
Θk−1t Ξt
)
(4.12)
and satisfies the transgression formula
∂
∂t
Ch2k(pt) = −dCh2k−1(pt). (4.13)
It is functorial for algebra maps f : A→ B covered by a DGA map F : ΩA• → ΩB• .
Proof. The first statement is given by a direct calculation of Ch2k(p˜) as follows
1
k!
Tr
(
(Θt + Ξt ∧ dt)k
)
=
1
k!
Tr
Θkt + k−1∑
j=0
Θjt (Ξt ∧ dt)Θk−j−1
 =
1
k!
Tr(Θkt ) +
1
(k − 1)!Tr(ΞtΘ
k−1
t ) ∧ dt.
Here we used the fact that Tr is linear and zero on graded commutators. Moreover, since Ch2k(p˜) is closed
with respect to the differential D and Ch2k(pt) is closed with respect to d, applying D to (4.10) we obtain
(4.13). Functoriality follows directly from (4.12).
4.14 Corollary. For the smooth path of projections pt, we have
Ch2k(p0)− Ch2k(p1) = d
∫ 1
0
Ch2k−1(pt)dt. (4.15)
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Now we are ready to define the relative Chern character. Recall that the relative K-group K0(ϕ) is
defined via homotopy classes of triples (p0, p1; qt) where p0 and p1 are projections over A and qt is a path
of projections over B such that q0 = ϕ(p0) and q1 = ϕ(p1). The equality (4.15) allows to give the following
definition.
4.16 Definition. The degree 2k − 1 part of the relative Chern character of [p0, p1; qt] ∈ K0(ϕ) associated
to a pair of DGAs Φ• : ΩA• → ΩB• over ϕ is defined as
Chrel2k−1([p0, p1; qt]) :=
(
Ch2k(p0)− Ch2k(p1),
∫ 1
0
Ch2k−1(qt) dt
)
∈ H2k(Φ). (4.17)
4.18 Proposition. The relative Chern character of a class in K-theory does not depend on the choice of a
representative.
Proof. Let (ps0, p
s
1; q
s
t ) be a smooth path of relative K-cycles for ϕ. We can see q
s
t as a projection q˜ over
C∞[0, 1]2 ⊗B. Consider the Freche´t DGA (C∞[0, 1]2 ⊗ (1⊕ dt⊕ ds⊕ dt ∧ ds))⊗ ΩB• with differential
D := ds ∧ ∂
∂s
+ dt ∧ ∂
∂t
+ dB .
Let E be the module associated to q˜ and let us equip E with the connection q˜Dq˜. Its curvature is given by
Θ˜ = (qst ds ∧
∂
∂s
qst + q
s
t dt ∧
∂
∂t
qst + q
s
t d
Bqst )
2
which is the sum of four terms
Θ = Θt,s + Ξt,s ∧ dt+ Σt,s ∧ ds+ Ψt,s ∧ dt ∧ ds.
Then the degree 2k component of the Chern character of q˜ is given by
Ch2k(q˜) = Ch2k(q
s
t ) + Ch
t
2k−1(q
s
t ) ∧ dt+ Ch
s
2k−1(q
s
t ) ∧ ds+ Ch2k−2(qst ) ∧ dt ∧ ds (4.19)
where Ch
t
2k−1 and Ch
s
2k−1 are the transgression Chern characters in 4.10 with respect to the parameter t
and s respectively, whereas Ch2k−2(qst ) is a form in Ω
B
2k−2. Now, applying D to (4.19), we obtain that 0 on
the left side is equal to
0 = DCh2k(q˜) =
(
ds ∧ ∂
∂s
+ dt ∧ ∂
∂t
)
Ch2k(q
s
t ) + d
B
(
Ch
t
2k−1(q
s
t ) ∧ dt+ Ch
s
2k−1(q
s
t ) ∧ ds
)
+
(
− ∂
∂s
Ch
t
2k−1(q
s
t ) +
∂
∂t
Ch
s
2k−1(q
s
t ) + d
BCh2k−2(qst )
)
∧ dt ∧ ds.
(4.20)
In particular, ∂∂sCh
t
2k−1(q
s
t ) +
∂
∂tCh
s
2k−1(q
s
t ) + d
BCh2k−2(qst ) = 0. So we have that∫ 1
0
(
Ch
t
2k−1(q
0
t )− Ch
t
2k−1(q
1
t )
)
dt =
∫ 1
0
∫ 1
0
∂
∂s
Ch
t
2k−1(q
s
t )dt ∧ ds =
−
∫ 1
0
∫ 1
0
(
∂
∂t
Ch
s
2k−1(q
s
t ) + d
BCh2k−1(qst )
)
dt ∧ ds = −
∫ 1
0
(
Ch
s
2k−1(q
s
0)− Ch
s
2k−1(q
s
1)
)
ds+ dBω =
− Φ2k−1
(∫ 1
0
(
Ch
s
2k−1(p
s
0)− Ch
s
2k−1(p
s
1)
)
ds
)
+ dBω
(4.21)
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for some ω ∈ ΩB2k−1. This imply that
Chrel2k ([p
0
0, p
0
1; q
0
t ])− Chrel2k ([p10, p11; q1t ]) =(
(Ch2k(p
0
0)− Ch2k(p10))− (Ch2k(p01)− Ch2k(p11)),
∫ 1
0
(Ch2k−1(q0t )− Ch2k−1(q1t ))dt
)
=(
dA
∫ 1
0
(
Ch
s
2k−1(p
s
0)− Ch
s
2k−1(p
s
1)
)
ds,−Φ2k−1
(∫ 1
0
(
Ch
s
2k−1(p
s
0)− Ch
s
2k−1(p
s
1)
)
ds
)
+ dBω
) (4.22)
where we have applied (4.15) to the first entry. The last term is a boundary in the mapping cone complex.
This, together with fact that evidently Chrel2k is unchanged under stabilizations, concludes the proof.
4.23 Remark. Notice that the definition of Ch(pt) is coherent with the formula [21, (1.46)], since up to
commutators
ΞtΘ
k−1 = (ptdptp˙t + ptp˙tdpt)(ptdptdpt)k−1 =
= (ptdptdpt)
k−1ptdptp˙t + ptp˙tdpt(ptdptdpt)k−1 =
= (ptdptdpt)
kp˙t + ptp˙t(1− pt)(dptdpt)k−1dpt =
= (p˙tpt + ptp˙t(1− pt))(dptdpt)k−1dpt =
= ((1− pt)(ptp˙t − p˙t) + ptp˙t)dpt(dptdpt)k−1 =
= ((pt − 1)p˙t + ptp˙t)dpt(dptdpt)k−1 =
= (2pt − 1)p˙tdpt(dptdpt)k−1
(4.24)
which is exactly the integrand in [21, (1.46)].
Let us now consider the odd case. Let [u] be a class in K1(A). By suspension, it corresponds to a class
[pt] ∈ K0(A⊗̂C∞0 (0, 1)). Then we have the following definition.
4.25 Definition. The 2k+ 1-th Chern charater of [u] ∈ K1(A) associated to the DGA ΩA• is defined as the
class
Ch2k+1([u]) :=
∫ 1
0
Ch2k+1(pt) dt ∈ H2k+1(ΩA). (4.26)
4.27 Remark. Of course, there is also a direct description of Ch2k+1([u]) in terms of the invertible element
u. We use suspension because it is more convenient for our treatment of relative K-theory.
Let [u; vt] be a relative class in K1(ϕ); thus vt is a path of invertible elements from ϕ(u) to the identity.
Then by suspension, it corresponds to a class [p0t , p
1
t ; q
s
t ] in the relative K-theory of ϕ ⊗ id : A⊗̂C∞0 (0, 1) →
B⊗̂C∞0 (0, 1), where these projectors are explicitly given in [29, pag. 322].
4.28 Definition. The degree 2k part of the relative Chern character of [u, vt] ∈ K1(ϕ) associated to a pair
of DGAs Φ• : ΩA• → ΩB• over ϕ is defined as the relative class
Chrel2k ([u; vt]) :=
(∫ 1
0
Ch2k+1(p
0
t ) dt−
∫ 1
0
Ch2k+1(p
1
t ) dt,
∫ 1
0
∫ 1
0
Ch2k(qt,s) ∧ ds ∧ dt
)
∈ H2k(Φ). (4.29)
The fact that the odd absolute and relative Chern characters are well-defined and functorial is proved
exactly as in the proof of the Proposition 4.18.
We note that relative and absolute Chern character are compatible to each other in the following sense:
4.30 Proposition. For an algebra homomorphism φ : A→ B and a homomorphism of DGAs Φ: ΩA• → ΩB•
covering φ, the following diagram is commutative:
K∗(φ) //
Chrel2k+1+∗

K∗(A)
Ch2k+∗

H2k+1+∗(Φ)
∂ // H2k+∗(ΩA)
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Proof. This is a direct consequence of the definitions and holds on the cycle level: the natural map K∗(φ)→
K∗(A) is given by projection onto the A-summand of a cycle, and the same applies to the boundary map
H2k+1+∗(Φ) → H2k+∗(ΩA), and the A-summand of the relative Chern character is precisely the absolute
A-Chern character.
4.31 Definition. We define the total Chern character K∗(A) → H[∗](ΩA) as the product of the Ch∗+2k.
Here, we write H[∗](ΩA) :=
∏
k∈ZH∗+2k(ΩA), homology made Z/2-periodic, and correspondingly for the
relative Chern character K∗(φ)→ H[∗+1](Φ).
Finally, we will need the following result.
4.32 Lemma. Let β be a projector over (the unitalization of) C0((0, 1) × (0, 1)) representing the standard
generator of K0(C0((0, 1)× (0, 1))). Then we have the identity∫ 1
0
∫ 1
0
Ch2k−2(p⊗ β)dt ∧ ds = Chfrm−ek(p) ∈ H2k(A) for all [p] ∈ K0(A).
Proof. First notice that H∗(S((0, 1) × (0, 1))) is isomorphic to R if ∗ = 2 and is 0 otherwise. In particular
the integration of forms ∫ 1
0
∫ 1
0
: H∗(S((0, 1)× (0, 1)))→ R
gives the explicit isomorphism and
∫ 1
0
∫ 1
0
Tr(βdβdβ) = 1. Then one has the following calculations
Ch2k(p) = Ch2k(p)⊗ 1
= Ch2k(p)⊗
∫ 1
0
∫ 1
0
Tr(βdβdβ) =
∫ 1
0
∫ 1
0
Ch2k(p)⊗ Tr(βdβdβ)
=
∫ 1
0
∫ 1
0
Ch2k(p⊗ β) =
∫ 1
0
∫ 1
0
Ch2k−2(p⊗ β)dt ∧ ds.
In the last equality we used formula (4.19). For the last but one equality we observe that
Ch2k(p⊗ β) = Tr(p⊗ βd(p⊗ β)d(p⊗ β))k = Tr(p⊗ β(dp⊗ β + p⊗ dβ)k);
thus the equality follows because all the terms in the integral which involve higher powers of dβdβ disappear.
4.3 The homology exact sequence of group algebras
We refer the reader to [8, Section 4.1]. Let AΓ a *-algebra Fre´chet completion of CΓ. The inclusion CΓ ↪→ AΓ
induces the following morphism of DGAs
j : Ω∗(CΓ)→ Ω̂∗(AΓ)
and we will keep the same notation for the morphism induced between the abelianized DGAs.
4.33 Definition. Let us denote by Ωe∗(CΓ) the sub-DGA of Ω∗(CΓ) generated by those forms g0dg1 . . . dgn
such that g0g1 . . . gn = e ∈ Γ. Moreover, denote by Ωdel∗ (CΓ) the complementary space to Ωe∗(CΓ) in Ω∗(CΓ)
spanned by g0dg1 . . . gk with g0g1 . . . gk 6= e ∈ Γ.
We define the closed subcomplex (Ω̂e∗(AΓ)ab, d) of (Ω̂∗(AΓ)ab, d) as the closure of j(Ωe∗(CΓ)ab), and we
denote the associated homology group by He∗(AΓ). Consider the resulting short exact sequence of complexes
0 // Ω̂e∗(AΓ)ab
jˆ // Ω̂∗(AΓ)ab q // Ω̂del∗ (AΓ)ab // 0 (4.34)
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where Ω̂del∗ (AΓ)ab := Ω̂∗(AΓ)ab/Ω̂e∗(AΓ)ab. We then have the associated long exact sequence of homology
groups
. . . // H∗(AΓ) // Hdel∗ (AΓ)
δΓ // He∗+1(AΓ) // H∗+1(AΓ) // . . . (4.35)
Whereas Ωe∗(CΓ)ab is a direct summand of Ω∗(CΓ)ab, it is not clear and in general false that Ω̂e∗(AΓ)ab is
a chain complex direct summand of Ω̂∗(AΓ)ab. Therefore, in general we can’t expect that (4.35) splits into
short exact sequences. To talk of the “localized” and “delocalized” parts of the homology is therefore not
really appropriate (although frequently done).
5 Pseudodifferental operators and smooth subalgebras
In this section we shall give a detailed recapitulation of classical facts about pseudodifferential calculus in
the Mishchenko-Fomenko setting and holomorphically closed algebras of pseudodifferential operators, mostly
following the work of John Lott.
5.1 Lott’s isomorphisms
We want to work rather explicitly with the space of sections of the Mishchenko bundle and with certain
classes of pseudodifferential operators on it. For this, it is useful and necessary to consider a couple of
identifications. We use the following setup:
• a compact smooth manifold M without boundary;
• a Γ-principal bundle M˜ →M , where Γ acts from the right and we denote by Rγ : M˜ → M˜ the (right)
action map for γ ∈ Γ;
• a smooth vector bundle E →M and its equivariant lift E˜ to M˜ ;
• this gives rise to several Mishchenko bundles, e.g. VCΓ := M˜ ×ΓCΓ, VC∗rΓ := M˜ ×ΓC∗rΓ, the first a flat
bundle of CΓ-right modules (fiberwise free of rank one) on M , the latter such a bundle of C∗rΓ-right
modules; more generally if Γ acts on an algebra A, we will denote by VA the bundle M˜ ×Γ A;
• Γ acts from the right on the space of functions C∞(M˜) via f · γ := R∗γ−1f , i.e. (f · γ)(x) = f(xγ−1);
• Γ acts from the left on C∞(M˜ ; E˜ ⊗ CΓ) via γ ·∑g∈Γ fg g := ∑g∈ΓR∗γfg γg. This commutes with the
right Γ-action which just multiplies on the right in the argument.
5.1 Lemma ([23]). There is a canonical identification of CΓ-modules
L : C∞c (M˜ ; E˜)
∼=−→ C∞(M˜ ; E˜ ⊗ CΓ)Γ ∼=−→ C∞(M ;E ⊗ VCΓ).
The second isomorphism is a tautological one, just rewriting what a section of an associated bundle is in
explicit terms. The first isomorphism is given by
s 7→
∑
g∈Γ
(R∗gs) g.
We shall now pass to pseudodifferential operators, concentrating first on the smoothing ones. Recall that,
by definition, the smoothing operators Ψ−∞(M,VCΓ) are the smooth sections of the bundle
HomCΓ(pr
∗
2VCΓ, pr∗1VCΓ)→M ×M.
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This bundle is an associated bundle for the obvious right action of Γ×Γ on M˜×M˜ and the left representation
given by Γ× Γ→ EndCΓ(CΓ) (CΓ with right CΓ-module structure)
(γ1, γ2) · φ = Lγ1 ◦ φ ◦ L−1γ2 .
Recalling that EndCΓ(CΓ) ∼= CΓ by means of the map φ 7→ φ(e), the action simply becomes on CΓ
(γ1, γ2) · g = γ1gγ−12 .
To justify and explain our claim about HomCΓ(pr∗2VCΓ, pr∗1VCΓ)→M ×M , we observe that HomCΓ(E ,F) =
F ⊗CΓ E∗ for two free finitely generated right CΓ-modules, where E∗ = HomCΓ(E ,CΓ). For us, E = CΓ
which has an additional Γ-action (by multiplication from the left), and γ ∈ Γ acts on the left on E∗ via
(γ · f)(x) := f(γ−1x) for x ∈ E and f ∈ E∗ inherits a canonical action of γ ∈ Γ by left multiplication in
the argument by γ−1. Under the identification CΓ ∼= HomCΓ(CΓ,CΓ) this action becomes multiplication by
γ−1 on the right and this finally gives the description of the associated bundle as claimed. Then we have
the following identifications
Ψ−∞(M,VCΓ) ≡ C∞(M ×M,Hom(pr∗2V, pr∗1V)) ∼= C∞(M˜ × M˜,EndCΓ(CΓ))Γ×Γ ∼= C∞(M˜ × M˜,CΓ)Γ×Γ.
If k1, k2 ∈ C∞(M˜ × M˜,CΓ)Γ×Γ, where ki =
∑
g∈Γ(ki)g g and f ∈ C∞(M˜,CΓ)Γ is of the form
∑
g∈Γ fg g,
the product and the action are given by
(k1 ∗ k2)g(x, z) =
∑
h∈Γ
∫
M˜/Γ
(k1)gh−1(x, y) · (k2)h(y, z) dy; (k1f)g(x) =
∑
h∈Γ
∫
M˜/Γ
(k1)gh−1(x, y)fh(y) dy
where we use that the expressions, as functions of y, are Γ-invariant by the invariance properties we assume.
Of course, the integral over M˜/Γ can also be written as an integral over a fundamental domain.
Let us also fix the following identification Ψ−∞Γ,c (M˜) ∼= C∞c (M˜ ×Γ M˜), which associates to a smoothing
Γ-equivariant operator with compact support its kernel, which is a smooth Γ-equivariant function on M˜×M˜
with respect to the diagonal action of Γ and with Γ-compact support.
5.2 Proposition. [23, Proposition 6] We have the following isomorphism of *-algebras
C∞c (M˜ ×Γ M˜) ∼= C∞(M˜ × M˜,CΓ)Γ×Γ, k 7→
∑
γ∈Γ
R∗(γ−1,e)k γ (5.3)
where R∗g,hk(x, y) := k(xg
−1, yh−1). It is given by AdL, the adjoint of the canonical isomorphism
L : C∞c (M˜)→ C∞(M˜,CΓ)Γ.
All of this applies in a straightforward way if we add another auxiliary Γ-equivariant vector bundle. Moreover
L clearly extends to an isomorphism of C∗rΓ-modules and the isomorphism (5.3) extends to an isomorphism
of C*-algebras
AdL : C
∗(M˜, L2(M˜, E˜))Γ → K(EMFC∗rΓ(M˜, E˜)) (5.4)
where EMFC∗rΓ(M˜, E˜) is the C∗rΓ-module of the L2-sections of E ⊗ VC∗rΓ and C∗(M˜, L2(M˜, E˜))Γ is the Roe
algebra associated to the Γ-equivariant C0(M˜)-module L
2(M˜, E˜).
Now let us consider the *-algebra Ψ0Γ,c(M˜, E˜) of Γ-equivariant Γ-compactly supported pseudodifferen-
tial operators of order 0 on M˜ . We can extend AdL to an isomorphism between the multiplier algebra
of C∗(M˜, L2(M˜, E˜))Γ and the multiplier algebra of K(EMFC∗rΓ(M˜, E˜)), which is B(EMFC∗rΓ(M˜, E˜)), see [Lance,
Section 2]. This extension maps isomorphically the *-algebra Ψ0Γ,c(M˜, E˜), which is certainly contained in
the multiplier algebra of C∗(M˜, L2(M˜, E˜))Γ, to its image in B(EMFC∗rΓ(M˜, E˜)).
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5.5 Definition. Denote by Ψ0CΓ(M˜, E˜) the image of Ψ
0
Γ,c(M˜, E˜) through AdL in B(EMFC∗rΓ(M˜, E˜)).
Notice that elements in Ψ0CΓ(M˜, E˜) are of the form
∑
γ∈ΓR
∗
(γ−1,e)T (x, y) γ where T (x, y) is the kernel of an
operator in Ψ0Γ,c(M˜, E˜); thus R
∗
(g,e)T (x, y) has pseudodifferential singularities on the (e, g)-translate of the
diagonal of M˜ × M˜ .
5.6 Remark. Note that the image of Ψ0Γ,c(M˜, E˜) under AdL is a proper subalgebra of the Mishchenko-
Fomenko algebra Ψ0MF (M,E ⊗ VCΓ). Indeed, let us consider the multiplication by an element γ ∈ Γ; this is
certainly a 0th order pseudodifferential operator in the Mishchenko-Fomenko calculus. An easy computation
shows that this operator is the image under AdL of the bounded operator R
∗
γ−1 which is not an element in
Ψ0Γ(M˜, E˜).
5.2 Pseudodifferential operators with coefficients in differential forms on CΓ
All we did in the previous section can be extended to the situation where coefficients in non-commutative
differential forms are taken into account.
Let Ω∗(CΓ) denote the universal differential algebra associated to CΓ. Recall that it has basis as a vector
space over C {g0dg1 . . . dgk} and the multiplication is given by the following formula
(g0dg1 . . . dgk)(gk+1dgk+2 . . . dgn) =
k∑
j=1
(−1)n−jg0dg1 . . . d(gjgj+1) . . . dgn + (−1)ng0g1dg2 . . . dgn
whereas the differential is given by
d(g0dg1 . . . dgk) = dg0dg1 . . . dgk and de = 0
First we fix some notation:
• if ω = g1 ⊗ · · · ⊗ gn, then we set dω := dg1dg2 . . . dgn ∈ Ω∗(CΓ) and pi(ω) := g1g2 . . . gn ∈ Γ.
• Observe that the elements of the form pi(ω)−1dω constitute a basis of Ω∗(CΓ) over CΓ.
• Let EMFCΓ (M˜, E˜) denote the right CΓ-module of sections C∞(M˜, E˜ ⊗ CΓ)Γ.
• Let EMFΩ∗(CΓ)(M˜, E˜) denote the right Ω∗(CΓ) -module C∞(M˜, E˜ ⊗ Ω∗(CΓ))Γ.
5.7 Definition. Let us define a subalgebra Ψ0Ω∗(CΓ)(M˜, E˜) of the bounded Ω∗(CΓ)-linear operators on the
module EMFΩ∗(CΓ)(M˜, E˜) in the following way. Elements in Ψ0Ω∗(CΓ)(M˜, E˜) are given by sums of the following
type
T =
∑
λ,ω
R∗(λ−1,e)Tω ⊗ λpi(ω)−1dω
where Tω are the distributional kernels of Γ-equivariant Γ-compactly supported 0-order pseudodifferential
operators on M˜ and where the second factor acts by right multiplication in the Ω∗(CΓ) tensor factor in
C∞(M˜, E˜ ⊗ Ω∗(CΓ))Γ.
5.8 Remark. Consider an element T in Ψ0Ω∗(CΓ)(M˜, E˜), let us highlight that the only coefficients R
∗
(λ−1,e)Tω
with pseudodifferential singularities on the diagonal of M˜ × M˜ are those of λpi(ω)−1dω ∈ Ωe∗(CΓ) which, in
our basis, is equivalent to say that λ 6= e ∈ Γ.
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5.3 MF calculi associated to dense holomorphically closed subalgebras of C∗rΓ
If now AΓ is a dense and holomorphically closed *-subalgebra of C∗rΓ, then Ψ−∞MF (M,E ⊗ VAΓ) is dense
and holomorphically closed in Ψ−∞MF (M,E ⊗ VC∗rΓ) ⊂ K(EMFC∗rΓ(M˜, E˜)). This follows from [25, Section 6]. Of
course, this implies that Ψ−∞MF (M,E ⊗ VAΓ) is dense and holomorphically closed in K(EMFC∗rΓ(M˜, E˜)).
5.9 Definition. We define Ψ0AΓ(M˜, E˜) as the *-subalgebra
Ψ0CΓ(M˜, E˜) + Ψ
−∞
MF (M,E ⊗ VAΓ) ⊂ Ψ0MF (M,E ⊗ VC∗rΓ).
Analogously, let Ψ0
Ω̂∗(AΓ)(M˜, E˜) denote the *-subalgebra
Ψ0Ω∗(CΓ)(M˜, E˜) + Ψ
−∞
MF (M,E ⊗AΓ VΩ̂∗(AΓ)) ⊂ Ψ0MF (M,E ⊗ VΩ̂∗(C∗rΓ)).
5.10 Remark. Recall that the notation Ω̂∗ for the universal differential algebra of a Fre´chet algebra A
means that we are using the projective tensor product in its definition, see for instance [23, Section 2].
5.11 Proposition. The *-subalgebra Ad−1L (Ψ
0
AΓ(M˜, E˜)) is dense and holomorphically closed in Ψ
0
Γ(M˜, E˜).
The corresponding result is true for operators with coefficients in forms.
Proof. Consider the algebras J := C∗(M˜, L2(M˜, E˜))Γ, B := Ψ0Γ(M˜, E˜), I := Ad−1L (Ψ−∞(M,E ⊗ VMF,AΓ))
and A := Ad−1L (Ψ0AΓ(M˜, E˜)). All the hypotheses of [17, Theorem 4.2] are verified and the result follows.
Notice that [17, Equation (4.4)] has a misprint. It should contain A instead of B.
6 Mapping analytic surgery to homology
6.1 Lott’s connection and delocalized traces
Let h : M˜ → [0, 1] be a cut-off function for the Γ-action on M˜ , namely a smooth function such that∑
g∈Γ
R∗gh(x) = 1 ∀x ∈ M˜.
Notice that, since the action of Γ is cocompact, h can be chosen with compact support.
6.1 Definition. Lott’s connection ∇Lott : EMFCΓ (M˜, E˜)→ EMFΩ1(CΓ)(M˜, E˜) is defined by
∇Lott
(∑
λ∈Γ
R∗λf λ
)
:=
∑
λ,g∈Γ
R∗gλh ·R∗λf ⊗ λg−1dg.
6.2 Remark. Notice that this definition is coherent with the original definition of Lott [23, Equation (41)],
which is given by ∑
g∈Γ
hR∗g−1f ⊗ dg for f ∈ EMFCΓ (M˜, E˜). (6.3)
In Definition 6.1 we have written the expression (6.3) in our basis {g−1dg} of Ω1(CΓ) instead of the basis
{dg}. It is shown in [23, Proposition 9] that ∇Lott is indeed a connection.
By standard arguments we can extend Lott’s connection to EMFΩ∗(CΓ)(M˜, E˜) and we keep the notation
∇Lott for the extended connection. The curvature of Lott’s connection Θ := (∇Lott)2 is an element in
HomCΓ(EMFCΓ (M˜, E˜), EMFΩ2(CΓ)(M˜, E˜)). One has naturally a connection on Ψ0Ω∗(CΓ)(M˜, E˜) defined in the fol-
lowing way
∇Lott(T) = [∇Lott,T]
and it is immediate to see (∇Lott)2(T) = ΘT−TΘ and that ∇Lott(Θ) = 0.
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6.4 Remark. Let now AΓ be any Fre´chet completion of CΓ contained in C∗rΓ. The proof of [23, Proposition
9] applies using AΓ, therefore ∇Lott is a well-defined connection on EMFAΓ (M˜, E˜) and everything we saw so
far still holds in this setting.
6.5 Definition. In [23, Section II], Lott defines a Ω̂∗(AΓ)ab-valued trace
TR: Ψ−∞
Ω̂∗(AΓ)(M˜, E˜)→ Ω̂∗(AΓ)ab ; T 7→
∑
λ,ω
∫
F
Tr(R∗(λ−1,e)Tω(x˜, x˜))dvol(x˜)λpi(ω)
−1dω,
where T =
∑
λ,ω R
∗
(λ−1,e)Tω ⊗ λpi(ω)−1dω with Tω smoothing Γ-equivariant kernels on M˜ . Here, F is a
fundamental domain for the action of Γ on M˜ and Tr is the fiberwise trace of vector bundle homomorphisms.
In this section, we will define in a similar fashion a delocalized trace on Ψ0
Ω̂∗(AΓ)(M˜, E˜). Recall that, as a
vector space, Ω∗(CΓ) decomposes into the direct sum Ωe∗(CΓ)⊕Ωdel∗ (CΓ). In turn, always as a vector space,
Ψ0Ω∗(CΓ)(M˜, E˜) splits into the direct sum Ψ
0
Ωe∗(CΓ)(M˜, E˜) ⊕ Ψ
0
Ωdel∗ (CΓ)
(M˜, E˜). Then we have a projection
pidel : Ψ
0
Ω∗(CΓ)(M˜, E˜) → Ψ0Ωdel∗ (CΓ)(M˜, E˜). Recall that, thanks to Remark 5.8, if we consider an element in
the image of pidel then the restriction to the diagonal of its kernel is smooth. Hence we can give the following
definition.
6.6 Definition. Let T be an element of Ψ0Ω∗(CΓ)(M˜, E˜). Define
TRdel0 (T) :=
∫
x˜∈F
Tr (pidel(T)(x˜, x˜)) dvol(x˜) ∈ Ωdel∗ (CΓ)ab,
where F is a fundamental domain for the action of Γ on M˜ .
Unrolling the definition, we obtain TRdel0 (T) =
∑
λ6=e,ω
∫
F Tr(R
∗
(λ−1,e)Tω(x˜, x˜))dvol(x˜)λpi(ω)
−1dω, where
it is important to notice that the sum is finite. Furthermore it is straightforward, as for TR, to see that
TRdel0 is a trace and that Definition 6.6 does not depend on the choice of the fundamental domain F .
We now want to extend the definition of the delocalized trace to Ψ0
Ω̂∗(AΓ)(M˜, E˜). To this end, let
us consider a smooth function χ on M˜ × M˜ such that it is equal to 1 on the diagonal and is properly
supported, namely the projections pi1, pi2 : M˜ × M˜ → M˜ are proper on the support of χ. Then an element
T =
∑
λ,ω R
∗
(λ−1,e)Tω ⊗ λpi(ω)−1dω ∈ Ψ0Ω̂∗(AΓ)(M˜, E˜) decomposes as T = T0 + T∞, where
T0 =
∑
λ,ω
R∗(λ−1,e)(χTω)⊗ λpi(ω)−1dω.
Observe that T0 ∈ Ψ0Ω∗(CΓ)(M˜, E˜) and that T∞ ∈ Ψ−∞Ω̂∗(AΓ)(M˜, E˜).
6.7 Definition. We define TRdel : Ψ0
Ω̂∗(AΓ)(M˜, E˜)→ Ω̂∗(AΓ)
del
ab by
TRdel(T) := TRdel0 (T0) + TR(T∞).
6.8 Remark. It is straightforward to see that this definition does not depend on the choice of the properly
supported function χ. Moreover, notice that TRdel is a well-defined map with values in Ω̂∗(AΓ)del, but it is
a trace only if we pass to te quotient Ω̂∗(AΓ)delab .
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6.9 Proposition. If T ∈ Ψ0Ω∗(CΓ)(M˜, E˜), then
dTRdel0 (T) = TR
del
0 ([∇Lott,T]) ∈ Ω∗(CΓ)delab .
Proof. Let T be given by the sum
∑
ω,λR
∗
(λ−1,e)Tωλpi(ω)
−1dω. A direct calculation gives
[∇Lott,T] =
∑
ω,γ
R∗γhTω γ
−1dγ · pi(ω)−1dω +
∑
ω
Tω pi(ω)
−1dω −
∑
ω,γ
TωR
∗
γhpi(ω)
−1dω · γ−1dγ.
Passing to the Mishchenko-Fomenko context and applying TRdel we obtain
TRdel0 ([∇Lott,T]) =
∫
x˜∈F
∑
λ6=e,ω,γ
Tr
(
R∗γλ−1h(x)R
∗
(λ−1,e)Tω(x, x)
)
λγ−1dγ · pi(ω)−1dω
+
∫
x˜∈F
∑
λ6=e,ω
Tr
(
R∗(λ−1,e)Tω(x, x)
)
λdpi(ω)−1dω
−
∫
x˜∈F
∑
λ6=e,ω,γ
Tr
(
R∗(λ−1,e)Tω(x, x)R
∗
γh(x)
)
λpi(ω)−1dω · γ−1dγ.
(6.10)
Remeber that this expression takes place in Ω∗(CΓ)delab , where
λpi(ω)−1dω · γ−1dγ = pi(ω)−1dω · γ−1dγ · λ
= pi(ω)−1dω · (γ−1d(γλ)− dλ)
= (γ−1d(γλ)− dλ) · pi(ω)−1dω.
Then the third term of 6.10 is equal to
−
∫
x˜∈F
∑
λ6=e,ω,γ
Tr
(
R∗γh(x)R
∗
(λ−1,e)Tω(x, x)
)
γ−1d(γλ) ·pi(ω)−1dω+
∑
λ6=e,ω
Tr
(
R∗(λ−1,e)Tω(x, x)
)
dλ ·pi(ω)−1dω
that in turn, after chanching the first summation over γ to the summation over µ = γλ, is equal to
−
∫
x˜∈F
∑
λ6=e,ω,µ
Tr
(
R∗µλ−1h(x)R
∗
(λ−1,e)Tω(x, x)
)
λµ−1dµ·pi(ω)−1dω+
∑
λ6=e,ω
Tr
(
R∗(λ−1,e)Tω(x, x)
)
dλ·pi(ω)−1dω.
(6.11)
Now, observing that the first term in (6.11) is equal to the opposite of the first term in (6.10), it follows that
(6.10) becomes
TRdel0 ([∇Lott,T]) =
∫
x˜∈F
∑
λ 6=e,ω
Tr
(
R∗(λ−1,e)Tω(x, x)
)
λdpi(ω)−1dω +
∑
λ6=e,ω
Tr
(
R∗(λ−1,e)Tω(x, x)
)
dλ · pi(ω)−1dω =
=
∫
x˜∈F
∑
ω,λ6=e
Tr
(
R∗(λ−1,e)Tω(x, x)
)
d(λ · pi(ω)−1dω) =
=dTRdel0 (T).
(6.12)
Notice that, due to the fact that the support of the kernel of Tω is Γ-compact, the sums over λ are finite.
6.13 Proposition. Let T ∈ Ψ−∞
Ω̂∗(AΓ)(M˜, E˜), then
dTR(T) = TR([∇Lott,T]) ∈ Ω̂∗(AΓ)ab.
Proof. The proof is analogous to the one of Proposition 6.9.
6.14 Corollary. If T ∈ Ψ0
Ω̂∗(AΓ)(M˜, E˜), then
dTRdel(T) = TRdel([∇Lott,T]) ∈ Ω̂∗(AΓ)delab .
Higher rho numbers, surgery and homology 21
6.2 Results in relative K-theory and homology
Let us fix the following algebraic setting: A is a Fre´chet algebra, dense and holomorphically closed in a
C*-algebra A; moreover let I ⊂ A be a closed ideal and B ⊂ A a closed subalgebra such that I ∩B = {0}.
6.15 Remark. Because of the condition I ∩B = {0} we have a split α for the following exact sequence
0 // I // I +B // B //
αyy
0 ,
which gives an isomorphism K∗(I) ∼= K∗(I +B)/α∗(K∗(B)).
Let ∂ : K∗(B → A/I) → K∗+1(0 → I) be the boundary map associated to the following short exact
sequence
0 // (0→ I) // (B → A) // (B → A/I) // 0 ,
where (B → A) and (B → A/I) denote the mapping cone algebras and (0 → I) is a way of writing the
suspension of I as a mapping cone.
6.16 Lemma. The following diagram is commutative
· · ·K∗−1(I) //ι∗◦S //
S

K∗(B → A) //
id

K∗(B + I → A) ∂
′
//
∼=q∗

K∗(I)
S

S // · · ·
· · ·K∗(0→ I) //ι∗ // K∗(B → A) // K∗(B → A/I) ∂ // K∗+1(0→ I) // · · ·
(6.17)
where q : (B + I → A)→ (B → A/I) is the quotient by (I → I), S is the suspension isomorphism and ∂′ is
the following composition
K∗(B + I → A) // K∗(B + I) // K∗(B + I)/α∗(K∗(B)) K∗(I)
∼=oo .
The top row could be interpreted as the long exact K-theory sequence of a hypothetical extension 0 →
(B → A) → (B + I → A) → (I → 0) → 0. Of course, as B is not assumed to be an ideal in B + I, this is
not an extension of C∗-algebras. Nonetheless, the lemma uses the split α to obtain the associated K-theory
sequence, and gives explicitly the relevant maps.
Proof. We only need to check the commutativity of the third square and this consists in chasing the following
diagram.
K∗(B + I → A)
∂′
++//
i∗
!!
∼=q∗

K∗(B + I) //
S

K∗(B + I)/α∗(K∗(B))
λ
∼=uu
K∗(I)
S

∼=oo
K∗+1
(
B
B+I
)
K∗+1 (0→AI→A)
∼=uu
∼=

µ
∼=
55
K∗+1
(
B→A
B+I→A
)∼=
OO
∼=

K∗+1
(
0→A
0→A/I
)
∼=
uu
K∗(B → A/I) //
∂
33
K∗+1
(
B→A
B→A/I
)
K∗+1(0→ I)oo
ν
∼=
ii
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Here K∗+1
(
B → A
B → A/I
)
denotes the K-theory of the double mapping cone ((B → A) → (B → A/I)) (the
same holds for the other similar K-groups). The map i∗ is given by the composition of the suspension
isomorphism and the natural inclusion; λ is induced by the obvious map K∗(B + I) → K∗+1(B → B + I)
and it is well defined on the quotient by α∗K∗(B) because its restriction to α∗K∗(B) factors through
K∗+1(B → B) = 0; µ denotes the quotient by
(
0→ A
0→ A
)
composed with the Bott periodicity; ν is induced
by the inclusion of I into A. The only part which is not clearly commutative is the right hand-side trapezoid,
but this can be easily proved using [43, Lemma 3.6]. We leave the details to the reader, knowing that A, B
and C in the notation of [43, Lemma 3.6] are here represented by
(
0→ A
I → A
)
,
(
0→ A
0→ A/I
)
and (0→ I) and
that ∂B is the isomorphism given by the composition of the Bott periodicity and the inverse in K-theory of
the inclusion of I in (A→ A/I) and ∂C is just the suspension isomorphism.
Let ΩI , ΩB and ΩA be DGAs over I, B and A, respectively, equipped with DGAs morphisms over the
natural inclusions of Fre´chet algebras. Moreover, assume that ΩI ∩ΩB = {0} ⊂ ΩA and that ΩI +ΩB ↪→ ΩA
is an inclusion of DGAs over the inclusion I +B ↪→ A. As for K-theory in Remark 6.15 we have a split α of
the sequence
0 // ΩI // ΩI + ΩB // ΩB //
αxx
0 ,
which is compatible with the Chern character. In particular, we have a map δ′ : H∗+1(ΩI + ΩB → ΩA) →
H∗(ΩI), defined analogously to ∂′ by
H∗+1(ΩI + ΩB → ΩA) // H∗(ΩB + ΩI) // H∗(ΩB + ΩI)/α∗(H∗(ΩB)) H∗(ΩI)
∼=oo . (6.18)
6.19 Remark. In contrast to the K-theory situation, it would not have been necessary to make this compli-
cated definition of δ′: we can form the quotient complex whenever we have a subcomplex (leaving the world
of DGAs). And indeed, in the case at hand δ′ is induced by the quotient map in the following short exact
sequence of complexes
0 // (ΩB → ΩA) // (ΩI + ΩB → ΩA) // (ΩI → 0) // 0 . (6.20)
The induced boundary map is given by the composition of the suspension of chain complexes and the
inclusion of (0→ ΩI) into (ΩB → ΩA). We use the more complicated description to simplify the comparison
of the K-theory and the homology side.
By the definition of the boundary maps in homology, the following diagram
· · · // H∗+1(ΩB → ΩA) //
=

H∗+1(ΩI + ΩB → ΩA) δ
′
//
q∗∼=

H∗(ΩI) //
∼=

· · ·
· · · // H∗+1(ΩB → ΩA) // H∗+1(ΩB → ΩA/ΩI) δ // H∗(0→ ΩI) // · · ·
(6.21)
is commutative. Here ΩA/ΩI is the quotient DGA over A/I and δ is the boundary map associated to the
exact sequence of DGAs
0 // (0→ ΩI) // (ΩB → ΩA) // (ΩB → ΩA/ΩI) // 0 .
6.22 Theorem. The following diagram is commutative
· · · // K∗+1(I)
Ch

ι∗◦S // K∗(B → A) //
Chrel

K∗(B + I → A)
Chrel

∂′ // K∗(I)
Ch

// · · ·
· · · // H[∗+1](ΩI) // H[∗+1](ΩB → ΩA) // H[∗+1](ΩI + ΩB → ΩA) δ
′
// H[∗](ΩI) // · · ·
(6.23)
Higher rho numbers, surgery and homology 23
Proof. We have different definitions of the Chern character for even and odd K-theory, therefore, we have
to prove the commutativity of 6 different squares. First, consider the diagram
K∗−1(I)
S
∼=
//
Ch

K∗(0→ I) ι∗ //
Chrel

K∗(B → A)
Chrel

H[∗+1](ΩI)
≡ // H[∗+1](0→ ΩI) ι∗ // H[∗+1](ΩB → ΩA)
(6.24)
For ∗ even, Ch: K1(I)→ Hôdd(ΩI) is defined via the suspension isomorphism and Chôdd, which also enters
Chrel. In this case, it is an immediate consequence of the definitions that the left square of (6.24) commutes.
If ∗ is odd, by definition Chrel◦S : K0(I)→ Hêv(0→ ΩI) is computed from the double suspension. Explicitly,
if p is a projector over I, then Chrel ◦ S(p) = [0, ∫ 1
0
∫ 1
0
Chêv(p ⊗ β) dt ∧ ds] ∈ Hêv(0 → ΩI), where β is the
Bott projector as in Lemma 4.32. By this lemma, this class equals Ch(p) under the identification H∗(ΩI) ≡
H∗(0 → ΩI). Therefore, the left square of (6.24) always commutes. The right square of (6.24) commutes
because of naturality of the relative Chern character, Lemma 4.11. This also gives the commutativity of the
middle square of (6.23). Naturality also implies the commutativity of the rightmost square of (6.23), as δ′
is just obtained by the composition of induced maps. Finally, (6.24) is a factorisation of the leftmost square
of (6.23) which therefore also commutes.
6.3 Mapping the analytic surgery sequence to noncommutative de Rham ho-
mology
In this section we shall use the tools developed in Section 4 to map the analytic surgery exact sequence to
the non-commutative de Rham homology exact sequence (4.35). We shall use ideas of Connes, Gorokhovsky
and Lott, see [6, 9].
Notice that the pair
(
Ψ0Ω∗(AΓ)(M˜, E˜),∇
Lott
)
is not a complex, because the square of Lott’s connection
∇Lott is not zero. Nevertheless, the triple(
Ψ0Ω∗(AΓ)(M˜, E˜),∇
Lott
,Θ
)
does verify the hypotheses of [6, Lemma 9, III.3], which produces in a canonically way the following complex.
6.25 Definition. Let us define (Ω∗(Ψ0AΓ(M˜, E˜)), d) as the following complex over Ψ
0
AΓ(M˜, E˜):
• as a vector space, Ω∗(Ψ0AΓ(M˜, E˜)) is
Ψ0Ω∗(AΓ)(M˜, E˜)⊕X ·Ψ0Ω∗(AΓ)(M˜, E˜)⊕Ψ0Ω∗(AΓ)(M˜, E˜) ·X ⊕X ·Ψ0Ω∗(AΓ)(M˜, E˜) ·X
where X is a degree 1 auxiliary variable.
• The algebra structure is defined by setting X2 = Θ and T1XT2 = 0 for all Ti ∈ Ψ0Ω∗(AΓ)(M˜, E˜).
• The differential d is defined by dX = 0 and dT = ∇LottT + XT + (−1)degTTX. One easily checks
that d2 = 0.
The same construction applies to
(
Ψ−∞Ω∗(AΓ)(M˜, E˜),∇
Lott
)
and we obtain a subcomplex Ω∗(Ψ−∞AΓ (M˜, E˜))
of Ω∗(Ψ0AΓ(M˜, E˜)).
Now we want to extend form valued traces to these new complexes.
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6.26 Definition. Let us consider an element of Ω∗(Ψ0AΓ(M˜, E˜)), it is of the form T11 + T12X + XT21 +
XT22X. Then set
TR
del
(T11 + T12X +XT21 +XT22X) := TR
del(T11)− (−1)degT22TRdel(T22Θ) ∈ Ω∗(AΓ)delab . (6.27)
The extension TR: Ω∗(Ψ−∞AΓ (M˜, E˜))→ Ω∗(AΓ)ab of TR is defined analogously.
6.28 Lemma. The map TR
del
: Ω∗(Ψ0AΓ(M˜, E˜))ab → Ωdel∗ (AΓ)ab, defined in (6.27), is a morphism of
complexes. The same is true for TR: Ω∗(Ψ−∞AΓ (M˜, E˜))ab → Ω∗(AΓ)ab.
Proof. Let T11 + T12X + XT21 + XT22X be an element of Ω∗(Ψ0AΓ(M˜, E˜)), then by Proposition 6.9 we
have
TR
del
(d(T11 + T12X +XT21 +XT22X)) =
= TRdel
(
[∇Lott,T11]
)− (−1)degT22TRdel ([∇Lott,T22]Θ) =
= TRdel
(
[∇Lott,T11]
)− (−1)degT22TRdel ([∇Lott,T22Θ]) =
= dTRdel (T11)− (−1)degT22dTRdel (T22Θ) =
= dTR
del
(T11 + T12X +XT21 +XT22X) .
(6.29)
and hence the lemma follows. The proof for TR is identical.
6.30 Lemma. Let Ω∗(C∞(M,E)) be the subcomplex of Ω∗(Ψ0AΓ(M˜, E˜)) generated by C
∞(M,E), then we
have that
(1) Ω∗(C∞(M,E)) ∩ Ω∗(Ψ−∞AΓ (M˜, E˜)) = {0},
(2) TR
del
sends Ω∗(C∞(M,E))) to zero.
Proof. First observe that ∇Lottf is zero for any smooth function f on M . Then notice that the support
of any element in Ω∗(C∞(M,E)) is contained in the diagonal of M˜ × M˜ and hence the lemma follows
immediately.
We are now in the position to define our maps from the analytic surgery exact sequence to (4.35). This
will employ Definitions 4.16 and 4.28 for the relative Chern characters.
We first observe that there is a canonical isomorphism of long exact sequences
· · · ∂ // K∗(0→ Ψ−∞AΓ (M˜))
i∗ //

K∗(C∞(M)
m−→ Ψ0AΓ(M˜))
σ∗//

K∗(C∞(M)→ Ψ0AΓ(M˜)/Ψ−∞AΓ (M˜)) ∂ //

· · ·
· · · ∂ // K∗(0→ C∗r (X˜ ×Γ X˜))
i∗ // K∗(C(M)
m−→ Ψ0Γ(M˜))
σ∗ // K∗(C(M)
pi∗−−→ C(S∗M)) ∂ // · · ·
The first two vertical arrows are isomorphism because they are induced by inclusions of dense holomorphi-
cally closed subalgebras. The third homomorphism is induced by the symbol map and it is an isomorphism
because of the Five Lemma.
We can think to the exact sequence
· · · ∂−→ K∗(0→ Ψ−∞AΓ (M˜))
i∗−→ K∗(C∞(M) m−→ Ψ0AΓ(M˜)) σ∗−→ K∗(C∞(M)→ Ψ0AΓ(M˜)/Ψ−∞AΓ (M˜)) ∂−→ · · ·
as a smooth version of the analytic surgery sequence.
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6.31 Definition. (1) Let x be a class in K∗(0→ Ψ−∞AΓ (M˜)). Then define
ChΓ(x) := TR[∗−1]
(
Chrel(x)
)
∈ H[∗−1](AΓ).
Here
Chrel : K∗(0→ Ψ−∞AΓ (M˜))→ H[∗−1]
(
0→ Ω(Ψ−∞AΓ (M˜))
)
, (6.32)
and TR∗ is a compact notation for
(0,TR)∗ : H∗
(
0→ Ω(Ψ−∞AΓ (M˜))
)
→ H∗(AΓ).
(2) Let y be a class in K∗(C∞(M)→ Ψ0AΓ(M˜)). Then define
ChdelΓ (y) := TR
del
[∗−1]
(
Chrel(y)
)
∈ Hdel[∗−1](AΓ).
Here
Chrel : K∗(C∞(M)→ Ψ0AΓ(M˜))→ H[∗−1]
(
Ω(C∞(M))→ Ω(Ψ0AΓ(M˜))
)
and TR
del
∗ is a compact notation for
(0,TR
del
)∗ : H∗
(
Ω(C∞(M))→ Ω(Ψ0AΓ(M˜))
)
→ Hdel∗ (AΓ).
(3) Let z be a class in K∗(C∞(M)→ Ψ0AΓ(M˜)/Ψ−∞AΓ (M˜)). Recall from Lemma 6.16 that
q∗ : K∗(C∞(M) + Ψ−∞AΓ (M˜)→ Ψ0AΓ(M˜))→ K∗(C∞(M)→ Ψ0AΓ(M˜)/Ψ−∞AΓ (M˜))
is an isomorphism. Then define
CheΓ(z) := j
−1 ◦ (TR,TRdel)[∗−1]
(
Chrel(q−1∗ (z))
)
∈ He[∗](AΓ).
Here
Chrel : K∗(C∞(M) + Ψ−∞AΓ (M˜)→ Ψ0AΓ(M˜))→ H∗
(
Ω(C∞(M)) + Ω(Ψ−∞AΓ (M˜))→ Ω(Ψ0AΓ(M˜))
)
and
(TR,TR
del
) :
(
Ω(C∞(M)) + Ω(Ψ−∞AΓ (M˜))→ Ω(Ψ0AΓ(M˜))
)
→
(
Ω̂(AΓ)→ Ω̂del(AΓ)
)
is the morphism of mapping cone complexes; the isomorphism j (which is of degree −1) is induced by
the inclusion of Ω̂e(AΓ) into
(
Ω̂(AΓ)→ Ω̂del(AΓ)
)
.
Observe that we can extend the map of complexes TR to Ω(C∞) + Ω(Ψ−∞AΓ ) by setting it to be zero on
Ω(C∞). Indeed, although it is not a direct sum of DGA, Ω(C∞) + Ω(Ψ−∞AΓ ) is a direct sum of complexes
and then this extension makes sense, using Lemma 6.28.
The following theorem is one of the main results of this article.
6.33 Theorem. The following diagram, with vertical maps as in Definition 6.31, is commutative:
· · · ∂ // K∗(0→ Ψ−∞AΓ (M˜))
i∗ //
ChΓ

K∗(C∞(M)
m−→ Ψ0AΓ(M˜))
σ∗ //
ChdelΓ

K∗(C∞(M)
pi∗−→ Ψ0AΓ(M˜)/Ψ−∞AΓ (M˜))
CheΓ

∂ // · · ·
· · · // H[∗−1](AΓ) // Hdel[∗−1](AΓ)
δ // He[∗](AΓ) // · · ·
(6.34)
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Proof. In the following, we write C∞, Ψ0AΓ and Ψ
−∞
AΓ as shorthands for C
∞(M),Ψ0AΓ(M˜) and Ψ
−∞
AΓ (M˜),
respectively. By Lemma 6.16, we have the following isomorphism of long exact sequences
· · · ∂′ // K∗+1(Ψ−∞AΓ ) S //
S

K∗(C∞ → Ψ0AΓ) //
id

K∗(C∞ + Ψ−∞AΓ → Ψ0AΓ) ∂
′
//
q∗

· · ·
· · · ∂ // K∗(0→ Ψ−∞AΓ ) // K∗(C∞ → Ψ0AΓ) // K∗(C∞ → Ψ0AΓ(M˜)/Ψ−∞AΓ (M˜)) ∂ // · · ·
(6.35)
and by Theorem 6.22 the following diagram is commutative:
· · · ∂′ // K∗+1(Ψ−∞AΓ ) S //
Ch

K∗(C∞ → Ψ0AΓ) //
Chrel

K∗(C∞ + Ψ−∞AΓ → Ψ0AΓ) ∂
′
//
Chrel

· · ·
· · · δ′ // H[∗+1](Ω(Ψ−∞AΓ )) S // H[∗+1](Ω(C∞)→ Ω(Ψ0AΓ)) // H[∗+1](Ω(C∞) + Ω(Ψ−∞AΓ )→ Ω(Ψ0AΓ)) δ
′
// · · ·
(6.36)
Furthermore the following commutative diagram of complexes
0 // (Ω∗(C∞)→ Ω∗(Ψ0AΓ)) //
TR
del

(Ω∗(C∞) + Ω∗(Ψ−∞AΓ )→ Ω∗(Ψ0AΓ)) //
(TR,TR
del
)

Ω∗+1(Ψ−∞AΓ ) //
TR

0
0 // Ω̂del∗ (AΓ) // (Ω̂∗(AΓ)→ Ω̂del∗ (AΓ)) // Ω̂∗+1(AΓ) // 0
(6.37)
induces a map of long exact sequences in homology. Finally observe that we have a further isomorphism of
exact sequences given by
· · · // H∗(Ω̂del(AΓ)) δΓ //
=

H∗+1(Ω̂e(AΓ)) //
∼= j

H∗+1(Ω̂(AΓ)) // //
=

· · ·
· · · // H∗(Ω̂del(AΓ)) // H∗(Ω̂(AΓ)→ Ω̂del(AΓ)) // H∗+1(Ω̂(AΓ)) // · · ·
(6.38)
where the arrow in the middle is induced by the inclusion of Ω̂e∗(AΓ) into Ω̂∗(AΓ). As the mapping of exact
sequences in (6.34) is given by the composition of the inverse of (6.35) followed by (6.36), (6.37) and the
inverse of (6.38), the result follows.
6.4 The algebraic index and the localized Chern character CheΓ
In the next section we will deal with the delocalized Chern character ChdelΓ . In the current subsection, we
want to recognize the localized CheΓ as a well known homomorphism involving the algebraic index.
6.39 Remark. Before proceeding with this section, we need to recall some facts about relative algebraic
K-theory, without entering into the details. Observe that the equivalence relation used in the algebraic
world between two idempotent e0 and e1 over A is to be stably conjugated by an invertible element z over
A. Hence the elements in the relative K-group Kalg0 (A
ϕ−→ B) are given by triples [e0, e1; z], where e0, e1 are
idempotents over A and z is an invertible element over B which conjugate ϕ(e0) into ϕ(e1). If A is a dense
holomorphically closed subalgebra of a C∗-algebra, this definition of relative K-theory is equivalent to the
one used so far.
In the algebraic setting, given two idempotent e0, e1 which are conjugated by an invertible element z,
they are homotopic through a path ft defined as in (3.5). This is sufficient to define Ch
rel
alg : K
alg
0 (A →
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B) → Heven(Ω(A) → Ω(B)) exactly as in Definition 4.16: notice indeed that
∫ 1
0
Ch(ft)dt can be explicitly
calculated and it is given by a completely algebraic expression in e0, e1 and z.
We now recall the definition of the algebraic index, see for instance [7, Definition 5.2]. Set Σ :=
Ψ0AΓ(M˜)/Ψ
−∞
AΓ (M˜) ' Ψ0CΓ(M˜)/Ψ−∞CΓ (M˜), the algebra of complete symbols. The isomorphism is obtained
by cutting Schwartz kernels in a neighbourhood of the diagonal.
The algebraic index
IndCΓ : K0(C
∞(M)→ Σ)→ K0(Ψ−∞CΓ (M˜))
is defined in the following way. A class in K0(C
∞(M) → Σ) is given by a triple [e0, e1;σ], whereei ∈
Mn(C
∞(M)) is the projection associated to the vector bundle Ei, and where σ is an invertible complete
symbol such that e0 = σ
−1e1σ, where we identify ei with its image in the complete symbol algebra. Let
then P and Q be two pseudodifferential operators in Ψ0CΓ(M˜ ; E˜0, E˜1) and Ψ
0
CΓ(M˜ ; E˜1, E˜0), respectively,
corresponding to σ and σ−1. Concretely, P = e1Ae0 and Q = e0Be1 where A,B ∈ Ψ0CΓ(M˜,Cn) with
symbols σ, σ−1. Then S = 1E0 −QP, T = 1E1 − PQ ∈ Ψ−∞CΓ (M˜, E˜0 ⊕ E˜1) and IndCΓ([e0, e1;σ]) is given by
[CM(P,Q)]− [diag(0, 1E1)] ∈ K0(Ψ−∞CΓ (M˜)) where
CM(P,Q) :=
(
S2 S(1E0 + S)Q
TP 1E1 − T 2
)
∈M2(Ψ−∞CΓ (M˜ ; E˜0 ⊕ E˜1)+). (6.40)
6.41 Lemma. In the above situation, as we can make our choices so that CM(P,Q) is almost local and since
the class does not depend on choices, we see that the image of TR∗ ◦Ch ◦ IndCΓ belongs to Heven(Ωe∗(CΓ)) ⊂
Heven(Ω∗(CΓ)).
Using the lemma, we define
6.42 Definition.
CheΓ,alg := TR∗ ◦ Ch ◦ IndCΓ : K0(C∞(M)→ Σ)→ Heeven(CΓ).
In fact, we can say much more:
6.43 Proposition. Assume that [e0, e1;σ] ∈ K0(C∞(M)→ Σ) is a Dirac class. Then
TR∗ ◦ Ch ◦ IndCΓ([e0, e1;σ]) =
[∫
M
AS(M,σ) ∧ ωLott
]
∈ Heeven(CΓ),
where AS(M,σ) is the corresponding Atiyah-Singer integrand and where ωLott(M) ∈ Ω∗(M) ⊗ Ω∗(CΓ) is
Lott’s bi-form, a bi-form which is closed in both arguments and that appears naturally in Lott’s treatment of
the Connes-Moscovici higher index theorem.
Proof. This follows from Lott’s higher index theorem for operators of Dirac type. For this particular state-
ment we employ the version of Lott’s theorem given in [9, Section 5] (just take B equal to a point there),
see also [10, Appendix A]. In this references the left hand side is paired with a cyclic cocycle; however, as
explained in [20], see in particular Definition 11 and Theorem 4 (1) there, one can give a statement directly
at the level of non-commutative de Rham classes.
The formula before (6.40) for IndCΓ is an explicit implementation of the composition of K0(C∞(M) →
Σ)→ K0(Ψ0CΓ(M˜)→ Σ) and the excision isomorphism, given by the inverse ofK0(Ψ−∞CΓ (M˜))
∼=−→ K0(Ψ0CΓ(M˜)→
Σ). Equivalently, IndCΓ is the boundary map for the extension of pairs of algebras 0→ (0→ Ψ−∞CΓ (M˜))→
(C∞(M) → Ψ0CΓ(M˜)) → (C∞(M) → Σ) → 0, composed with the suspension isomorphism. It is then a
direct consequence of Theorem 6.22 that the following square is commutative, where we use that the top
row is the K-theory ∂′ of Theorem 6.22:
K0(C
∞ + Ψ−∞CΓ → Ψ0CΓ)
∼= //
Chrel

K0(C
∞ → Σ) IndCΓ // K0(Ψ−∞CΓ )
Ch

Hodd(Ω∗(C∞) + Ω∗(Ψ−∞CΓ ))→ Ω∗(Ψ0CΓ)
δ′c=S◦pr // Heven(Ω∗(Ψ−∞CΓ )).
(6.44)
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6.45 Remark. Before stating the main proposition of this section, it is worth to notice that, as explained
in Remark 6.39, the following square is commutative:
Kalg0 (C
∞ + Ψ−∞CΓ → Ψ0CΓ)
Chrelalg

i∗
∼=
// K0(C∞ + Ψ−∞AΓ → Ψ0AΓ)
Chrel

Hodd(Ω(C
∞) + Ω(Ψ−∞CΓ )→ Ω(Ψ0CΓ)) // Hodd(Ω(C∞) + Ω(Ψ−∞AΓ )→ Ω(Ψ0AΓ))
where the horizontal maps are induced by the inclusions. Moreover, by naturality also the following diagram
commutes:
Hodd(Ω(C
∞) + Ω(Ψ−∞CΓ )→ Ω(Ψ0CΓ))

(TR,TR
del
)∗ // Hodd(Ω(CΓ)→ Ωdel(CΓ))

Heven(Ω
e(CΓ))
j∗

∼=
jalg∗oo
Hodd(Ω(C
∞) + Ω(Ψ−∞AΓ )→ Ω(Ψ0AΓ))
(TR,TR
del
)∗ // Hodd(Ω̂(AΓ)→ Ω̂del(AΓ)) Heven(Ω̂e(AΓ))∼=
joo
and it follows that we have the following algebraic characterization of CheΓ:
CheΓ = j∗ ◦ (jalg)−1 ◦ (TR,TR
del
)∗ ◦ Chrelalg ◦ (i∗)−1.
Now we are in the position of proving the following result.
6.46 Proposition. Let j : Ωe∗(CΓ) ↪→ Ω̂e∗(AΓ) be the natural inclusion. The localized Chern character
factors through the algebraic one, specifically
CheΓ = j∗ ◦ CheΓ,alg : K0(C∞(M)→ Σ)→ Heeven(AΓ). (6.47)
Moreover, if [e0, e1;σ] ∈ K0(C∞(M)→ Σ) is defined by a Dirac-type operator, then
CheΓ([e0, e1;σ]) = j∗
[∫
M
AS(M,σ) ∧ ωLott
]
(6.48)
with AS(M,σ) equal to the Atiyah-Singer integrand corresponding to σ and with ωLott(M) ∈ Ω∗(M)⊗Ω∗(CΓ)
equal to Lott’s bi-form.
Since K0(C
∞(M)→ Σ) is generated modulo torsion by Dirac classes and since the range of TR∗ ◦ Ch ◦
IndCΓ is a vector space, Proposition 6.46 gives a complete description of the homomorphism Ch
e
Γ.
Proof. We only have to prove (6.47), given that (6.48) follows directly from Proposition 6.43. The main
difficulty is that CheΓ,alg involves taking the K-theoretic index map, whereas Ch
e
Γ doesn’t. However, the
commutativity of (6.44) is the commutativity of the top rectangle in the following diagram. It follows then
immediately that it commutes:
K0(C
∞ + Ψ−∞CΓ → Ψ0CΓ)
Chrel

∼= // K0(C∞ → Σ) IndCΓ // K0(Ψ−∞CΓ )
Ch

Hodd(Ω(C
∞) + Ω(Ψ−∞CΓ )→ Ω(Ψ0CΓ))
δ′c=S◦pr //
(TR,TR
del
)

Heven(Ω(Ψ
−∞
CΓ ))
TR

Heven(Ω
e(CΓ))
∼= // Hodd(Ω(CΓ)→ Ωdel(CΓ)) S◦pr // Heven(Ω(CΓ))
Here δ′c is defined in (6.18), i.e. indeed is induced by the projection onto Ω(Ψ
−∞
CΓ → 0) composed with suspen-
sion to Heven(Ω(Ψ
−∞
CΓ )). Consequently, the composition of the lower row is the inclusion Heven(Ω
e(CΓ)) ↪→
Heven(Ω(CΓ)). Equality (6.47) then follows from Remark 6.45.
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6.5 Comparison with Lott’s % form
Let D˜M an L
2-invertible Γ-equivariant Dirac operator on a Galois Γ covering M˜ → M . This subsection is
devoted to a comparison of our class ChdelΓ ([%(D˜M )]) with the higher rho invariant of Lott. For simplicity
we assume that M is odd dimensional.
Under the additional assumption that Γ is of polynomial growth, the higher rho invariant of Lott appeared
for the first time in [24], as the delocalized part of its higher eta invariant. Lott’s higher eta invariant, defined
in [24] under the same assumptions, is an element
ηLott(D˜M ) ∈ Ω̂∗(AΓ)ab ,
with AΓ ⊂ C∗redΓ the algebra of rapidly decreasing functions on Γ. It was conjectured in [24] that the
higher eta invariant was the boundary correction term in a higher Atiyah-Patodi-Singer index theorem. The
conjecture was settled in [18]. Later, following an idea of Lott [25], the higher eta invariant and the higher
Atiyah-Patodi-Singer index theorem were established for any finitely generated discrete group, see [19]. In
this generality the algebra AΓ ⊂ C∗redΓ can be taken to be the Connes-Moscovici algebra, using crucially
that the latter is the projective limit of involutive Banach algebras with unit. Wahl extended these results
even further, allowing AΓ ⊂ C∗redΓ to be any projective limit of involutive Banach algebras with unit. Thus,
following Wahl, in the sequel we shall assume that we have a projective system of involutive Banach algebras
with units (Aj , ιj+1,j : Aj+1 → Aj)j∈N satisfying the following conditions:
(i) A0 = C∗redΓ;
(ii) the map ιj+1,j : Aj+1 → Aj is injective for any j;
(iii) the induced map ιj from the projective limit A∞ to Aj has dense image;
(iv) for any j > 0 the algebra Aj is holomorphically closed in A0 ≡ C∗redΓ
(v) CΓ is a subalgebra of each Aj .
Under these assumptions we can consider AΓ := A∞, an involutive m-convex Fre´chet algebra with unit.
Wahl defines the higher eta invariant as an element ηLott(D˜M ) ∈ Ω̂∗(AΓ)ab . As already remarked, the
Connes-Moscovici algebra B∞ satisfies these hypothesis. If Γ is Gromov hyperbolic then a particular algebra
AΓ defined by Puschnigg in [32] and discussed in detail in Section 7.2 also satisfies these hypothesis. By
extending to the non-commutative context the arguments given in Chapter 10 of [3], one can prove that
because of the invertibility assumption on D˜ the following equality holds:
dηLott(D˜M ) =
∫
M
AS(M) ∧ ωLott(M) in Ω̂∗(AΓ)ab
with AS(M) the local Atiyah-Singer integrand and ωLott(M) ∈ Ω∗(M) ⊗ Ω∗(CΓ) denoting again Lott’s bi-
form. Following [33], we define Lott’s higher rho invariant {ηLott(D˜M )} as the image of ηLott(D˜M ) in the
quotient Ω̂del∗ (AΓ)ab = Ω̂∗(AΓ)ab/Ω̂e∗(AΓ)ab. Since ωLott(M) is localized at the identity element by [23],
d{ηLott(D˜M )} = 0 in Ω̂del∗ (AΓ)ab
and we obtain
%Lott(D˜) := [{ηLott(D˜M )}] ∈ Hdeleven(AΓ).
(From now on we shall omit the curly brackets from the notation.)
We want to compare %Lott(D˜) with our class Ch
del
Γ ([%(D˜M )]), which are both elements of the group
Hdeleven(AΓ). For simplicity, we carry this out in the bounding case, where we can use deep results from higher
APS index theory. Thus, we assume that there exists a cocompact Γ-covering with boundary W˜ →W with
product metric near the boundary, and a Γ-equivariant odd Z2-graded Dirac operator D˜W on W˜ such that
∂W˜ = M˜ and such that the boundary operator of D˜+W is equal to D˜M . Under this additional assumption,
our strategy is the following: using the delocalized Chern character, we wish to connect the delocalized APS
index theorem in K-theory, proved in [30], with the delocalized APS index theorem in noncommutative de
Rham homology. The latter is obtained from the following higher index formula, proved in [18, 19, 34] and
stated below for the benefit of the reader:
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6.49 Proposition. There exists a well defined APS index class IndΓ,b(D˜W ) ∈ K0(AΓ) such that
Ch(IndΓ,b(D˜W )) =
[∫
W
AS(W ) ∧ ωLott(W )− ηLott(D˜M )
]
∈ Heven(AΓ). (6.50)
In this formula, ωLott(W ) is an explicit bi-form, which still is concentrated at the identity element of the
group.
By applying q∗ : Heven(AΓ) → Heven(AΓ)del to both sides and using that ωLott(W ) is concentrated at
the identity element, we obtain the delocalized APS index theorem in noncommutative de Rham homology:
q∗(Ch(IndΓ,b(D˜W ))) = −ρLott(D˜M ) in Hdeleven(AΓ) . (6.51)
We now want to show that, on the other hand,
q∗(Ch(IndΓ,b(D˜W ))) = ChdelΓ (%(D˜M )) in H
del
even(AΓ) (6.52)
thus obtaining the desired comparison, viz.
ChdelΓ (%(D˜M )) = −ρLott(D˜M ) .
We would like to obtain (6.52) by employing the delocalized APS index theorem in K-Theory proved in [30].
However, since we are using a different description of the analytic surgery sequence, we shall first need to
reformulate the delocalized APS index theorem in K-theory in our new setting. To this end, we recall and
slightly modify results due to the third author, see [43].
We start by observing that in the above geometric setting we have the following b-groupoid,
˚˜
W ×Γ ˚˜W ∪ M˜ ×Γ M˜ × R⇒W.
This is a Lie groupoid given, in a more rigorous way, by the blow-up of M˜ ×Γ M˜ in W˜ ×Γ W˜ . In order to
lighten the notation we will denote by G(M) the groupoid M˜ ×Γ M˜ , by G(W,M) the b-groupoid, and by
G(W˚ ) the groupoid
˚˜
W ×Γ ˚˜W .
We have the following commutative diagram of K-theory groups
K0(C
∗
r (G(W˚ )))
j∗

S
∼=
// K1(C∗r (G(W˚ )⊗ C0(0, 1)))
jc∗
i∗
**
K0(Ψ
0
Γ(
˚˜
W )) // K1(C0(W˚ )→ Ψ0Γ( ˚˜W ))
∼= // K1(C∗r (G(W˚ )
[0,1)
ad ))
K0(Ψ
0
Γ(M˜))
SΨ // K1(Ψ0Γ,R(M˜ × R))
∂Ψ
OO
// K0(C(M)→ Ψ0Γ,R(M˜ × R))
∂c
OO
∼= // K0(C∗r ((G(M)× R)[0,1)ad ))
∂ad
OO
(6.53)
In this diagram:
• S denotes the suspension isomorphism;
• i is the natural inclusion of C∗r (G(W˚ )⊗ C0(0, 1))) into C∗r (G(W˚ )[0,1)ad );
• j and jc are the natural inclusions of C∗r (G(W˚ )) into Ψ0Γ( ˚˜W ) and of C∗r (G(W˚ ) ⊗ C0(0, 1)) into the
mapping cone of C0(W˚ )→ Ψ0Γ( ˚˜W ) respectively.
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Next we define the homomorphisms ∂Ψ, ∂c, ∂ad and SΨ, thus completing the description of the above
diagram.
For the homomorphisms ∂Ψ, ∂c, ∂ad, we consider Ψ0Γ,b(W˜ ), the C*-closure of the 0-order b-pseudodifferential
operators on W , which is the same as the C*-closure of the compactly supported 0-order pseudodifferential
operators on G(W,M). Then the restriction to the boundary gives rise to the following short exact sequences
0 // Ψ0Γ(
˚˜
W ) // Ψ0Γ,b(W˜ ) // Ψ
0
Γ,R(M˜ × R) // 0, (6.54)
where Ψ0Γ,R(M˜ × R) are the suspended operators on M˜ , namely operators on M˜ × R which are translation
invariant on R. Then ∂Ψ is the boundary morphism associated to (6.54). Analogously, one defines ∂c and
∂ad. Finally, the map SΨ in (6.53) is given by the composition of the suspension isomorphism S followed
by the homomorphism ι∗ induced by the inclusion ι : Ψ0Γ(M˜) ⊗ C0(R) → Ψ0Γ,R(M˜ × R) given by Fourier
transform in the R direction.
Let us now consider the Γ-equivariant Dirac b-operator D˜W on W˜ . Since D˜M , the operator on the
boundary, is L2-invertible we know that D˜W is fully elliptic and there is a well-defined b-index class
IndΓ,b(D˜W ) ∈ K0(C∗r (G(W˚ ))). This index class precisely corresponds to the one appearing in (6.50) through
the isomorphisms K0(C
∗
r (G(W˚ ))) = K0(C
∗
redΓ) = K0(AΓ).
In this context, Zenobi [43, Equation (3.3)] has defined the adiabatic rho class %ad(D˜M ) as an element
in K0(C
∗
r (G(M)
[0,1)
ad )). The delocalized APS index theorem (in K-theory) in the groupoid framework, [43,
Theorem 3.7], states that
i∗(S(IndΓ,b(D˜W ))) = ∂ad(%ad(D˜M )). (6.55)
We want to use this fundamental equality in order to prove the identity (6.52). To this end we consider
the b-groupoid G([0, 1), {0}). We have the following commutative diagram:
0 // Ψ0Γ(M˜)⊗ C∗r ((0, 1)× (0, 1))
ι′

// Ψ0Γ(M˜)⊗ C∗r (G([0, 1), {0}))
ι′′

// Ψ0Γ(M˜)⊗ C0(R)
ι

// 0
0 // Ψ0Γ(
˚˜
W ) // Ψ0Γ,b(W˜ ) // Ψ
0
Γ,R(M˜ × R) // 0
(6.56)
with ι from above and where ι′′ is defined by the fact that over a collar neighbourhood of the boundary
G(W,M) is isomorphic to G(M)×G([0, 1), {0}). Finally, ι′ is the restriction of ι. We denote by id⊗ ∂ the
K-theory boundary map of the first row. Notice that ∂ is the isomorphism which sends the generator of
K1(C0(R)) to the generator ofK0(C∗r ((0, 1)×(0, 1))), namely the class of a rank one projector e ∈ K(L2(0, 1)).
Now consider x ∈ K0(Ψ0Γ(M˜)), then by naturality and by the above remarks
∂Ψ(SΨ(x)) = ∂Ψ(ι∗(Sx)) = ι′∗(id⊗ ∂(Sx)) = ι′∗(x⊗ e).
Consider now the class [pi≥(D˜M )] =: [pi≥] ∈ K0(Ψ0Γ(M˜)) given by the projection on the positive spectrum
of the Dirac operator D˜M on M˜ . We know from [42, Section 5.3] that [pi≥] is sent to the adiabatic rho
class %ad(D˜M ) ∈ K0(C∗r (G(M)[0,1)ad )) by the composition of the homomorhisms appearing in the bottom
row in (6.53). By using the delocalized APS index theorem in the groupoid framework, i.e. the equality
i∗(S(IndΓ,b(D˜W ))) = ∂ad(%ad(D˜M )), and by a simple diagram chase in (6.53), we see that the difference
j∗(IndΓ,b(D˜W ))− ∂Ψ(SΨ([pi≥]))
is in the image of K0(C0(W˚ )) and is therefore local in the sense that its Chern character lies in the image
of He(AΓ).
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We then have the following sequence of equalities
q∗(ChΓ(IndΓ,b(D˜W ))) = ChdelΓ (j∗(IndΓ,b(D˜W )))
= ChdelΓ (∂
Ψ(SΨ([pi≥])))
= ChdelΓ ([pi≥]⊗ e)
= ChdelΓ ([pi≥])
(6.57)
where the second equality employs the fact that ChdelΓ is zero on local terms whereas the last equality is
given by Corollary 4.32 or, explicitly, by the fact that the trace of the tensor product is the product of the
traces and that the trace of e is 1. Summarizing:
q∗(ChΓ(IndΓ,b(D˜W ))) = ChdelΓ ([pi≥]) (6.58)
which is the equality we wanted to show. The following proposition is then the combination of (6.58) and
(6.51).
6.59 Proposition. If M˜ = ∂W˜ and D˜M = D˜
+,∂
W as above, then
ChdelΓ ([%(D˜M )]) = −%Lott(D˜M ) in Hdeleven(AΓ).
At least in the bounding case this answers a question raised by Lott in [24, Remark 4.11.3]. We leave the
general non-bounding case to future investigations; we expect the techniques in [9, Section 5] to play a crucial
role.
7 Higher %-numbers from delocalized higher cocycles on CΓ
7.1 Cyclic cohomology of group algebras
Let Γ be a discrete group. First, let us recall the definition of the cyclic set ZΓ, for more background see for
instance [35, Section 9.7]. Here ZnΓ := Γ
n+1 and the degeneracies, the face maps, and the cyclic structures
are defined in the following way:
∂i(g0, . . . , gn) :=
{
(g0, . . . , gigi+1, . . . , gn), for i < n
(gng0, g1, . . . , gn−1), for i = n
σi(g0, . . . , gn) := (g0, . . . , gi, e, gi+1, . . . , gn),
t(g0, . . . , gn) := (gn, g0, . . . , gn−1).
Now, for x ∈ Γ, let Zn(Γ, x) denote the subset of ZnΓ consisting of all (g0, . . . , gn) such that the product
g0 · · · gn is conjugate to x. As n varies these subsets form a cyclic subset Z(Γ, x) of ZΓ.
The Hochschlid cohomology HH∗(CΓ) is given by the cohomology of the cochain complex C∗(ZΓ)
associated to the simplicial object underlying ZΓ. In particular, we have that
HH∗(CΓ) =
∏
〈x〉∈〈Γ〉
HH∗(CΓ; 〈x〉) (7.1)
which corresponds to the decomposition H∗(ZΓ) =
∏
〈x〉∈〈Γ〉H
∗(Z(Γ, x)). Here, 〈Γ〉 is the set of conjucacy
classes in Γ, and 〈x〉 denotes the conjugacy class of x.
7.2 Definition. Define C∗pol(CΓ; 〈x〉) as the subcomplex of the Hochschild complex C∗(CΓ; 〈x〉) associ-
ated to Z(Γ, x) whose elements are cochains of polynomial growth, i.e. functions f : Z(Γ, x) → C with
|f(g0, . . . , gn)| ≤ C(1 + l(g0) · · · l(gn))N for suitable C,N . Denote by HH∗pol(CΓ; 〈x〉) its cohomology.
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Let Γx := {g ∈ Γ | gx = xg} be the centralizer of x in Γ. By [35, Proposition 9.7.4], for all x ∈ Γ the
inclusion Γx ↪→ Γ induces a homotopy equivalence ι : Z(Γx, x)→ Z(Γ, x) of cyclic sets with homotopy inverse
ρ : Z(Γ, x)→ Z(Γx, x), explicitly defined in the following way. First, choose representatives of minimal word
length for the right Γx-coset in Γ. Given (g0, . . . , gn) ∈ Zn(G, x), let yi the chosen coset representative such
that yi(gi+1 . . . gng0 . . . gi)y
−1
i = x and set
ρ(g0, . . . , gn) := (yng0y
−1
0 , y0g1y
−1
1 , . . . , yn−1gny
−1
n ). (7.3)
Moreover, the simplicial homotopy between the identity map of Z(Γ, x) and ι ◦ ρ is given by
hj(g0, . . . , gn) := (g0y
−1
0 , y0g1y
−1
1 , . . . , yj−1gjy
−1
j , yj , gj , . . . , gn); j ∈ {0, . . . , n}. (7.4)
7.5 Remark. Observe that the simplicial cochain complex associated to Z(Γx, x) is exactly the standard
bar complex which defines the group cohomology H∗(Γx;C). Hence we have that the group cohomology
H∗(Γx;C) is the simplicial set cohomology H∗(Z(Γx, x)), which in turn is isomorphic to HH∗(CΓ; 〈x〉) :=
HH∗(Z(Γ, x)) by means of the pull-back map ρ∗.
Let us assume from now on that Γ is hyperbolic. Then Γx is hyperbolic for all x ∈ Γ, see [11, Section
8.5.M]. We fix a finite symmetric set of generators S of Γ and let l be the associated word-length function.
We assume that the Cayley-graph G(Γ, S) is δ-hyperbolic. For every element γ ∈ Γ we choose a word w(γ)
of minimal length representing it and fix an element σ(γ) of minimal word length l(γ) in the conjugancy
class 〈γ〉. We recall the statement of [32, Lemma 4.1].
7.6 Lemma. For given R > 0 there exists a constant C(R) > 0 such that the following holds. Let γ ∈ Γ be
written as a word w(γ) in the generators S and assume that ming∈〈γ〉 l(g) ≤ R. Then some cyclic permutation
of w(γ) represents an element of length less than C(R) in Γ.
As a consequence, we have the following result.
7.7 Lemma. If Γ is hyperbolic, the pull-back of cochains through ρ sends cochains of polynomial growth on
Z(Γx, x) to cochains of polynomial growth on Z(Γ, x). The same is true for the simplicial homotopy {hj}.
Proof. Start with g0, . . . , gn ∈ Γ such that g0 . . . gn ∈ 〈x〉. Abbreviate Gi := gi+1 . . . gng0 . . . gi. The
construction of ρ and of the simplicial homotopy is based on the elements y0, . . . , yn which depends on
g0, . . . , gn. We show that their lenght is bounded linearly in the length of the gi, which immediately implies
the statement.
First, observe that each Gi is conjugated to x. Using Lemma 7.6, there is C > 0 (depending only on
l(x)) such that we find a subword ai of Gi and l(aiGia
−1
i ) ≤ C. Note that, as a subword of a product of the
gi, l(ai) ≤
∑n
k=0 l(gk). Secondly, the set of elements of 〈x〉 of length ≤ C is finite. Therefore, there is D > 0
depending only on C and x and bi with l(bi) ≤ D and such that biaiGia−1i b−1i = x. Now, also yiGiy−1i = x,
therefore biai and yi belong to the same Γx-coset. By minimality,
l(yi) ≤ l(biai) ≤ D +
n∑
k=0
l(gi).
Let now f : Γn+1x → C be a cochain of polynomial growth, i.e. |f(g0, g1, . . . , gn)| ≤ C(1 + l(g0) · · · l(gn))N for
some C,N . It follows now immediately from the definition of ρ that also ρ∗f has polynomial growth, as
|ρ∗f(g0, . . . , gn)| = |f(yng0y−10 , . . . , yn−1gny−1n )| ≤ C(1 + l(yng0y−1o ) · · · l(yn−1gny−1n ))N
≤ C(1 + (l(yn) + l(g0) + l(y0)) · · · (l(yn−1) + l(gn) + l(yn)))N
which, using our preparation, is bounded by a polynomial in l(g0), . . . , l(gn) (even of unchanged degree).
The same argument applies to the chain homotopy and the result follows.
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7.8 Proposition. Let Γ be a hyperbolic group. Then the inclusion of complexes C∗pol(CΓ; 〈x〉) ↪→ C∗(CΓ; 〈x〉)
induces an isomorphism HH∗pol(CΓ; 〈x〉) ∼= HH∗(CΓ; 〈x〉).
Proof. By [28, Corollary 5.3], since hyperbolic groups admit a combing of polynomial growth, the natural
inclusion of complexes C∗pol(Γx;C) ↪→ C∗(Γx;C) induces an isomorphism between H∗pol(Γx;C) and H∗(Γx;C);
here C∗pol(Γx;C) is the subcomplex of the bar complex C∗(Γx;C) whose elements are cochains with polynomial
growth on Γx. Now, by Lemma 7.7 ρ
∗ preserve the polynomial growth of cochains and we have the following
commutative square
H∗pol(Γx;C)
∼= //
ρ∗

H∗(Γx;C)
ρ∗

HH∗pol(CΓ; 〈x〉) // HH∗(CΓ; 〈x〉).
(7.9)
Since the symplicial homotopy {hj} preserves polynomial growth, ρ∗ induces an isomorphism on both sides
of the square and the result follows.
The cyclic cohomology of CΓ, denoted by HC∗(CΓ), is by definition the cohomology of the total complex
of the bicomplex B∗(CΓ), see [22, Section 2.4.3]. Recall that the first coloumn of B∗(CΓ) is exactly the
Hochschild complex of CΓ (and the other columns are shifted copies of that complex). Recall that projection
onto the first column induces the Connes periodicity exact sequence
· · · // HHn(CΓ) B // HCn−1(CΓ) S // HCn+1(CΓ) I // HHn+1(CΓ) B // · · · (7.10)
Observe now that, since ZΓ =
⋃
Z(Γ, x) is a disjoint union of cyclic subset, we have that also B∗(CΓ)
decomposes as
∏
〈x〉∈〈Γ〉 B∗(CΓ; 〈x〉). This decomposition is compatible with the construction of (7.10).
7.11 Proposition. Let Γ be a hyperbolic group. Let B∗pol(CΓ; 〈x〉) be the subcomplex of B∗(CΓ; 〈x〉) whose
elements are cochains of polynomial growth. Then the natural inclusion induces an isomorphism
HC∗pol(CΓ; 〈x〉) ∼= HC∗(CΓ; 〈x〉).
Proof. Consider the commutative diagram
→ HHnpol(CΓ; 〈x〉)

B // HCn−1pol (CΓ; 〈x〉)

S // HCn+1pol (CΓ; 〈x〉)

I // HHn+1pol (CΓ; 〈x〉)

B // HCnpol · · ·

→ HHn(CΓ; 〈x〉) B // HCn−1(CΓ; 〈x〉) S // HCn+1(CΓ; 〈x〉) I // HHn+1(CΓ; 〈x〉) B // HCn · · ·
By induction, starting with the trivial cases n = −2 and n = −1, the 5-lemma and Proposition 7.8 for
HH imply the isomorphism for HCn for all n ≥ −2.
Finally, let C∗λ(CΓ) be the subcomplex of C∗(CΓ) given by cyclic cochains, originally used by Connes
to define cyclic cohomology. It is known that the inclusion of C∗λ(CΓ) into the first column of B∗(CΓ)
induces an isomorphism H∗λ(CΓ) ∼= HC∗(CΓ). One can check that this isomorphism is compatible with the
decomposition with respect to conjugancy classes and that it restricts to the subcomplexes of cochains with
polynomial growth. As a consequence, we have the following result.
7.12 Corollary. If Γ is an hyperbolic group, then H∗λ,pol(CΓ; 〈x〉) ∼= H∗λ(CΓ; 〈x〉).
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7.2 Extendig cocycles for hyperbolic groups
Let Γ be a Gromov hyperbolic group. We want to use cyclic cohomology to study primary and secondary
invariants of Dirac operators. This is possible due to a dense and holomorphically closed subalgebra of
C∗r (Γ), that we will denote by AΓ, constructed by Puschnigg in [32]. For this algebra we thus have that
K∗(AΓ) ∼= K∗(C∗r (Γ)). Moreover, Puschnigg proves that any delocalized trace τ on CΓ, which is supported on
a finite number of conjugancy classes, extends to AΓ. We will show that this is true also for higer delocalized
cocycles. Recall from Corollary 7.12 that the summand HC∗(CΓ, 〈x〉) supported on 〈x〉 is computed by
C∗λ,pol(CΓ; 〈x〉), the subcomplex of cyclic cochains of polynomial growth supported on CCn(CΓ; 〈x〉).
7.13 Proposition. If τ is a delocalized cyclic n-cocycle over CΓ which is supported on 〈x〉 and of polynomial
growth, then it extends to a cyclic cocycle over AΓ.
Proof. By [32, Proposition 5.6] we have the following commutative diagram
CCn(CΓ)⊗ Cnλ,pol(CΓ; 〈x〉)
pi〈x〉⊗id //
++
calg

CCn(CΓ; 〈x〉)⊗ Cnλ,pol(CΓ; 〈x〉)

CCn(AΓ)⊗ C∗λ,pol(CΓ; 〈x〉))
piA〈x〉⊗id ++
ss
CCn(l
1
RDΓ; 〈x〉)⊗ Cnλ,pol(CΓ; 〈x〉
ι∗ ∼=

C CCn(AΓ; 〈x〉)⊗ Cnλ,pol(CΓ; 〈x〉)
ι−1∗ ◦cRD
oo
(7.14)
A crucial property of AΓ, estabilished in [32, Proposition 5.6, a)] is the existence of the (continuous) pro-
jection piA〈x〉 : CC∗(AΓ) → CC∗(AΓ, 〈x〉), extending the corresponding one for CΓ. This gives the diagonal
arrow piA〈x〉. In [32, Proposition 5.6, b)] the map ι∗ is constructed and shown to be an isomorphism.
By the very definition of l1RDΓ, the canonical pairing calg between CCn(CΓ) and Cnλ,pol(CΓ; 〈x〉) (which
factors through CCn(CΓ; 〈x〉)) extends by continuity uniquely to a well defined pairing cRD : CCn(l1RDΓ; 〈x〉)⊗
Cnλ,pol(CΓ; 〈x〉) → C. In other words, the diagram without the dashed arrow commutes. The dashed arrow
(the extension of the pairing sought for) is defined as the composition of piA〈x〉 ⊗ id and ι−1 ◦ cRD.
7.3 Higher % numbers
In this subsection, let Γ be an hyperbolic group. Recall from the proof of Proposition 7.13 that Puschnigg
constructs a topological projection from Ω̂∗(AΓ) to the part localized at the conjugancy class of the neutral
element, Ω̂e∗(l
1
RDΓ). Using Proposition 7.13 and Corollary 7.12, we obtain immediately the following result.
7.15 Theorem. Let Γ be an hyperbolic group and let M˜ be a Galois covering of a smooth compact manifold
M with covering group Γ. Then there exists a well-defined pairing
K∗+1
(
C(M)→ Ψ0Γ(M˜)
)
×HC∗(CΓ; 〈x〉)→ C
given by
(ξ, [τ ]) 7→ 〈ChdelΓ (ξ), τ〉
for ξ ∈ K∗+1
(
C(M)→ Ψ0Γ(M˜)
)
and τ ∈ C∗λ,pol(CΓ; 〈x〉).
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7.16 Definition. Let D˜ be a generalized Dirac operator which is Γ-equivariant on the Galois Γ-covering
M˜ of a compact smooth manifold M . Suppose that D˜ is L2-invertible. Then define its higher %-number
associated to [τ ] ∈ HC∗(CΓ; 〈x〉) as
%τ (D˜) :=
〈
ChdelΓ
(
%(D˜)
)
, τ
〉
∈ C,
where %(D˜) is defined as in Definition 3.4.
7.17 Example. Let g be a metric with positive scalar curvature on a spin manifold M of dimension n with
fundamental group Γ; then define the higher %-number associated to [τ ] ∈ HC∗−1(CΓ; 〈x〉) as
%τ (g) := 〈ChdelΓ (%(g)) , τ〉 ∈ C
where %(g) ∈ K∗
(
C(M)→ Ψ0Γ(M˜)
)
is the %-class of the spin Dirac operator for the metric g.
Recall from (2.4) that, if the dimension of M is odd, we have a surjective map
K0(Ψ
0
AΓ(M˜))→ K1(C(M)→ Ψ0AΓ(M˜)),
given by the composition of the suspension isomorphism and the natural inclusion. Moreover, by Lemma
4.32 the triangle
K0(Ψ
0
AΓ(M˜)) //
TR
del◦Ch ))
K1(C(M)→ Ψ0AΓ(M˜))
ChdelΓ

Hdeleven(AΓ)
is commutative. Therefore, given a metric with positive scalar curvature g on an odd dimensional manifold
M , we can express ChdelΓ (%(g)) by TR
del
(Ch[pi>]), as in Section 3.2. In order to calculate the higher %-number
associated to a even dimensional cyclic cocycle τ , we then proceed as in the following proposition.
7.18 Proposition. Let τ be a cyclic cocycle of degree 2k of polynomial growth with support contained in a
conjugancy class 〈x〉 of Γ. Then ρτ (g) is given by the following expression∑
g0...g2k∈〈x〉
1
k!
∫
M˜×···×M˜
Tr(χ(x0)P (x0g0, x1)h(x1)P (x1g1, x2) . . . h(x2k)P (x2kg2k, x0)) τ(g0 . . . , g2k) dx0 . . . dx2k
(7.19)
where P is the Schwartz kernel of pi≥(D˜g) and where χ is the characteristic function of a fundamental domain
F for the action of Γ on M˜ .
Proof. First observe, using the notation of Section 6 that (PdPdP )2 = PdPdPdPdP and that PdPdP =
P [∇Lott, P ][∇Lott, P ] + PΘP . Moreover, using that P [∇Lott, P ]P = 0,
P [∇Lott, P ][∇Lott, P ] + PΘP = P [∇Lott, P ][∇Lott, P ] + P (∇Lott)2P + P [∇Lott, P ]P∇Lott
= P [∇Lott, P ]∇LottP + P (∇Lott)2P
= P∇LottP∇LottP
= (P∇LottP )2.
(7.20)
Hence we have that ChdelΓ,k(pi≥) is given by
TR
del
((P∇LottP )2k).
In order to obtain an explicit formula for this we use the version of ∇Lott given by (6.3). A direct calculation
then gives (7.19).
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The same result applies to any L2-invertible Γ-equivariant Dirac type operator on an odd dimensional
manifold M˜ .
7.21 Example. Let τ be a 0-cocycle supported on the conjugancy class 〈x〉 in Γ. Then
%τ (g) =
∑
γ∈〈x〉
1
2
∫
F
D˜
|D˜| (xγ, x)dvol(x)τ(γ)
which is exactly the delocalized η-invariant of Lott obtained in [24, Section 4.10.1].
8 Higher % numbers from relative cohomology H∗(M → BΓ)
When looking at the Higson-Roe sequence · · · → K∗(M) → K∗(C∗Γ) → SΓ∗−1(M˜) → K∗−1(M) → · · · we
realize that, at least morally, K(C∗Γ) is closely related to K∗(BΓ). Consequently, there should be a second
source of information on the relative term (the structure set SΓ∗−1(M˜)) in terms of the difference between M
and BΓ. In this section, we make this idea precise: we construct a pairing between the analytic structure
set SΓ∗ (M˜) and the relative cohomology H
∗(M → BΓ;R), at least for suitable groups. To achieve this and
to arrive at explicit formulas, we start with a new and convenient cocycle model for H∗(M → BΓ;R), using
suitable Alexander-Spanier cochains on M˜ .
8.1 Alexander-Spanier cochains and singular cohomology
8.1 Definition. Let CqAS(M˜)
Γ be the vector space of all (not neccessarily continuous) functions ϕ : M˜q+1 →
R which are invariant with respect to the diagonal action of Γ on M˜q+1. Define δ : CqAS(M˜)Γ → Cq+1AS (M˜)Γ
by the standard formula
(δϕ)(x0, . . . , x
q+1) =
q+1∑
i=0
(−1)iϕ(x0, . . . , xˆi, . . . , xq+1)
which makes {C•AS(M˜)Γ, δ} a cochain complex.
An important subcomplex of C•AS(M˜)
Γ is given by locally zero cochains. An element ϕ ∈ C•AS(M˜)Γ is
said to be locally zero if there is an open neighborhood of the diagonal M˜ ⊂ M˜q+1 on which ϕ vanishes. We
denote by CqAS,0(M˜)
Γ the vector space of all such functions, forming a subcomplex of C•AS(M˜)
Γ.
We thus obtain the following exact sequence of cochain complexes
0 // C•AS,0(M˜)
Γ // C•AS(M˜)
Γ // C
•
AS(M˜)
Γ // 0 (8.2)
where C
•
AS(M˜)
Γ is the quotient complex. Let us denote in the following way the associated cohomology
groups, forming the associated long exact sequence,
. . . // H•AS,0,Γ(M˜) // H
•
AS,Γ(M˜)
// H
•
AS,Γ(M˜) // . . . . (8.3)
We first identify H•AS,Γ(M˜) with H
•(Γ). In order to do that fix a point z in M˜ and consider the inclusion
i : Γ ↪→ M˜ given by i(γ) = zγ. Observe that i is Γ-equivariant.
8.4 Proposition. The map i∗ : C•AS(M˜)
Γ → C•AS(Γ)Γ induces an isomorphism in cohomology, indeed is a
chain homotopy equivalence.
38 Paolo Piazza, Thomas Schick and Vito Felice Zenobi
Proof. Let us fix a bounded measurable fundamental domain F for the action of Γ on M˜ such that z ∈ F .
Let µ : M˜ → Γ be the map with µ(x) = γ for x ∈ Fγ, and notice that µ is Γ-equivariant. Observe that
µ ◦ i = idΓ and r := i ◦ µ is the map which sends x ∈ Fγ to zγ. To prove that i∗ induces an isomorphism in
cohomology we construct a cochain homotopy K : CkAS(M˜)
Γ → Ck−1AS (M˜)Γ between id and r∗, setting
K(ϕ)(x0, . . . , xk−1) :=
k−1∑
j=0
(−1)j+1ϕ(r(x0), . . . , r(xj), xj , . . . , xk−1)
for ϕ ∈ CkAS(M˜)Γ. Of course, since r is Γ-equivariant, so is K. We have
δK(ϕ)(x0, . . . , xk) =
k∑
i=0
(−1)iK(ϕ)(x0, . . . , xˆi, . . . , xk) =
=
k∑
i=0
(−1)i
i−1∑
j=0
(−1)j+1ϕ(r(x0), . . . , r(xj), xj , . . . , xˆi, . . . , xk)
+
k∑
j=i+1
(−1)jϕ(r(x0), . . . , r̂(xi), . . . , r(xj), xj , . . . , xk)
 ,
(8.5)
K(δϕ)(x0, . . . , xk) =
k∑
j=0
(−1)j+1δϕ(r(x0), . . . , r(xj), xj , . . . , xk) =
=
k∑
j=0
(−1)j+1
(
j∑
i=0
(−1)iϕ(r(x0), . . . , r̂(xi), . . . , r(xj), xj . . . , xk)
+
k∑
i=j
(−1)i+1ϕ(r(x0), . . . , r(xj), xj , . . . , xˆi, . . . , xk)
 .
(8.6)
Comparing the terms of the two expressions we see that they cancel out perfectly, except for the term for
i, j = 0 from the second sum which gives −ϕ(x0, . . . , xk) and the term for i, j = k from the second sum
which gives ϕ(r(x0), . . . , r(xk)), which means that δK +Kδ = r
∗ − id. The proposition follows.
8.7 Remark. We have the following variant of the cochain homotopy K in the proof of Proposition 8.4,
which preserves continuous or smooth Alexander-Spanier cochains. Let h : M˜ → [0, 1] be a compactly
supported smooth cut-off function as in Section 6.1. Then define
Kϕ(x0, . . . , xk) :=
∑
γ0,...,γk∈Γk+1
R∗γ1h(x0) · · ·R∗γkh(xk)
k∑
j=0
(−1)j+1ϕ(zγ0, . . . , zγj , xj , . . . , xk)
The construction in 8.4 is the same construction with h the characteristic function of the fundamental domain
F . The above argument again applies, using that ∑γ∈ΓR∗γh(x) = 1 for each x ∈ M˜ .
8.8 Remark. Notice that C•AS(Γ)
Γ is precisely the standard cobar complex used to define H•(Γ;R).
Next we identify the remaining cohomology groups in (8.3) as certain singular cohomology groups. Let BΓ
be a classifying space for Γ, EΓ→ BΓ a universal covering (a universal principal Γ-bundle). Let µ : M → BΓ
the map classifying the Γ-covering M˜ → M , with Γ-equivariant lift µ˜ : M˜ → EΓ. Using naturality of the
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constructions, we get a commutative diagram of cochain complexes
C•AS(Γ)
Γ =−−−−→ C•AS(Γ)Γx∼ x∼
C•AS(EΓ)
Γ µ˜
∗
−−−−→∼ C
•
AS(M˜)
ΓyfE yfM
C
•
AS(EΓ)
Γ µ˜
∗
−−−−→ C•AS(M˜)Γ
The first vertical maps are induced by the inclusions Γ→ M˜ and Γ→ EΓ given by g 7→ zg and g 7→ µ˜(z)g
respectively. They are both chain homotopy equivalences by Proposition 8.4. Therefore also µ˜∗ is a chain
homotopy equivalence. For the quotients by the locally zero cochains, we note in addition that the pullback
defines canonical vertical isomorphisms
C
•
AS(BΓ)
µ∗−−−−→ C•AS(M)y∼= y∼=
C
•
AS(EΓ)
Γ µ˜
∗
−−−−→ C•AS(M˜)Γ
(8.9)
Now, fM is surjective with kernel C
•
AS,0(M˜)
Γ. We get a sequence of cochain maps
C•AS,0(M˜)
Γ ∼−→ C•(fM ) ∼←−
µ˜∗
C•(fM ◦ µ˜∗) = C•(µ˜∗ ◦ fE) fE−−→ C•(µ˜∗) ∼= C•(µ) =: C•AS(M → BΓ) (8.10)
The first map is induced by the inclusion and is the standard chain homotopy equivalence between the
mapping cone of a surjection and the kernel. If the extension of chain complexes is 0→ A• j−→ B• q−→ C• → 0,
it sends a ∈ An to (j(a), 0) ∈ Bn ⊕ Cn−1 = Cn(q), which is the mapping cone complex. The second map
is the standard map induced by g from the mapping cone of a composition A•
f−→ B• g−→ C• to the one of
f : Cn(g ◦ f) = An ⊕ Cn−1 3 (a, c) 7→ (f(a), c) ∈ Bn ⊕ Cn−1 = Cn(g). It is standard and easy to see that
this is a chain homotopy equivalence or homology isomorphism if and only if f : A• → B• is. Because of
Proposition 8.4, the map induced by µ˜∗ here is a chain homotopy equivalence (and implicitly, we have in
mind to use a chain homotopy inverse of it). The next map, fE , is obtained the same way. The isomorphism
at the end implements the isomorphism (8.9). Finally, we use the definition of the relative cohomology of
M → BΓ defined via Alexander-Spanier cochains. Because M is a manifold and BΓ a CW-complex, this is
canonically isomorphic to the relative singular cohomology.
8.11 Proposition. (Higson’s Lemma) The sequence of cochain maps of (8.10) defines a canonical isomor-
phism
H•AS,0,Γ(M˜)
Γ ∼=−→ H•(M u−→ BΓ).
Proof. It only remains to prove that fE : C
•
AS(EΓ)
Γ → C•AS(EΓ)Γ is a cohomology isomorphism. Note that
the cohomology in both cases is the cohomology of Γ in a canonical way, and therefore there already is a
canonical isomorphism between the two cohomology groups. We will explain this, and will show that fE
induces precisely this canonical isomorphism. This also makes the identification asserted in the proposition
truly canonical.
We start with the free simplicial set generated by the vertices Γ, considered as a (discrete) set. Being
free, this is contractible, and the associated chain complex . . .Z[Γ3] → Z[Γ2] → Z[Γ] → Z is acyclic. Note
that it consists of free Z[Γ]-modules, therefore is a free resolution of the trivial Z[Γ]-module Z. Applying
the functor HomZΓ(·,R) yields the complex C•AS(EΓ)Γ, whose homology therefore canonically is H•(Γ;R).
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Note that our cochain equivalence with the bar complex C•AS(Γ)
Γ is obtained from a chain equivalence of
the underlying free resolutions, and also µ˜∗ is such a cochain equivalence.
To get the canonical identification of H
•
AS(EΓ)
Γ with H•(Γ), we use singular homology as intermediate
step. Let ∆•(X) the singular cochain complex of a space X. Let ∆•0(X) the subcomplex of cochains φ
which are locally 0, i.e. by definition for which an open covering {Ui} of X exists such that φ vanishes on all
singular simplices σ : ∆• → X whose image is contained in one of the Ui. Define ∆•(X) := ∆•(X)/∆•0(X).
There is a canonical map C•AS(X) → ∆•(X) dual to the map between the singular chain complex
∆•(X) and the Alexander-Spanier chain complex Z[X•+1] which sends a singular simplex to the tuple of its
endpoints. It induces C
•
AS(X)→ ∆
•
(X).
It is a standard result, compare [26, Section 8.8], that for spaces with a nice local topology, in particular
for CW-spaces like our BΓ or M , these maps are chain homotopy equivalences, which we combine here with
the projection induced isomorphisms with equivariant cochains on EΓ
C
•
AS(BΓ)
∼−−−−→ ∆•(BΓ) ∼←−−−− ∆•(BΓ)y∼= y∼= y∼=
C
•
AS(EΓ)
Γ ∼−−−−→ ∆•(EΓ)Γ ∼←−−−− ∆•(EΓ)Γ
(8.12)
Finally, as EΓ is contractible, the singular chain complex of EΓ provides another resolution of Z (by
free ZΓ-modules), and the canonical map to the Alexander-Spanier chain complex (which is a Z[Γ]-module
map) is automatically a chain equivalence. After taking HomZ[Γ](·,R) this induces, once again, the standard
cohomology isomorphism for different ways to compute group cohomology. Combining this information with
(8.12) we obtain the diagram
C•AS(EΓ)
Γ ∼−−−−→ ∆•(EΓ)ΓyfE y∼
C
•
AS(EΓ)
Γ ∼−−−−→ ∆•(EΓ)Γ.
It follows that our map fE is a chain equivalence, and, because all the other maps induce the canonical
isomorphisms, that it induces the canonical isomorphism between different ways to compute group cohomol-
ogy.
8.13 Proposition. In (8.2), the inclusion of the subcomplexes of smooth and antisymmetric cochains induce
cohomology isomorphism. Here, a cochain ϕ is antisymmetric if ϕ(x0, . . . , xn) = sgn(σ)ϕ(xσ(0), . . . , xσ(n)),
for all the permutations σ ∈ Sn+1.
Proof. By [7, Lemma 1.1 and Lemma 1.4], for calculating H
•
AS,Γ(M˜) one can use the subcomplex of smooth
antisymmetric Alexander-Spanier cochains ϕ. Analogously H•(Γ) can be calculated by means of the sub-
complex of antisymmetric group cochains c. This implies by the five lemma the same for H•AS,0,Γ(M˜).
8.14 Definition. Define the subcomplex C•AS,0,pol(M˜)
Γ of C•AS,0(M˜)
Γ consisting of smooth skew-symmetric
cochains of polynomial growth, namely cochains ϕ such that
|ϕ(x0, . . . , xn)| ≤ K
∏
(1 + d(xi, xi+1))
k
for some K > 0 and all k ∈ N. Set
H∗pol(M → BΓ) := H∗(C•AS,0,pol(M˜)Γ).
8.15 Proposition. In our situation, the canonical inclusion induced map
H∗pol(M → BΓ)→ H∗(M → BΓ) (8.16)
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is an isomorphism if and only if H∗pol(Γ)→ H∗(Γ) is an isomorphism. In particular, (8.16) is an isomorphism
if Γ is a group with a polynomial combing, e.g. a hyperbolic group or more generally an automatic group, or
if Γ has polynomial growth.
Proof. First, our proof of Proposition 8.4 works also for the subcomplexes of polynomial growth. This implies
that C•AS,pol(M˜)
Γ → C•AS(M˜)Γ is a cohomology isomorphism if and only if C•AS,pol(Γ)Γ → C•AS(Γ)Γ is one,
i.e. if and only if H∗pol(Γ)→ H∗(Γ) is an isomorphism. Finally, we get a diagram with pullback isomorphisms
C
•
AS(M)
∼=−−−−→ C•AS,pol(M˜)Γy= yipol
C
•
AS(M)
∼=−−−−→ C•AS(M˜)Γ,
because in C only equivalence classes of cochains defined locally near the diagonal play a role, and locally
the polynomial growth condition becomes a boundedness condition, but due to the compactness of M locally
every smooth cochain automatically is bounded, so that indeed C
•
AS,pol(M˜)
Γ is isomorphic to CAS(M). The
first statement then follows from the five lemma.
By [28, Corollary 5.3], if Γ admits a combing of polynomial growth, in particular if Γ is hyperbolic, then
H∗pol(Γ)→ H∗(Γ) is an isomorphism. The same holds groups of polynomial growth by [27]. This concludes
the proof.
8.2 Lifting H∗(M → BΓ) to relative cyclic cocycles
We continue to fix a smooth compact manifold M and a Γ-covering M˜ →M .
8.17 Lemma. Given χ ∈ CkAS,0(M˜)Γ smooth and antisymmetric and A0, . . . , Ak ∈ Ψ0Γ,c(M˜, E˜), then the
(formal) expression
τχ(A0, . . . , Ak) =
∫
F
Tr
(∫
M˜k
A0(x0, x1)A1(x1, x2) . . . Ak(xk, x0)χ(x0, . . . , xk)dx1 . . . dxk
)
dx0 (8.18)
where Aj(x, y) is the Schwartz kernel of Aj and F is a measurable fundamental for M˜ →M
(1) makes sense and gives a well defined value in C (independent of F),
(2) vanishes if all the Aj are local operators, i.e. the support of the Schwartz kernel is supported on the
diagonal (e.g. if the Aj are the operators of multiplication with a smooth function),
(3) is antisymmetric under cyclic permutations of the Aj,
(4) satisfies τ∂χ = bτχ where ∂ is the Alexander-Spanier differential and b the cyclic differential.
Proof. To establish (1), by assumption, there exists δ > 0 such that χ(x0, . . . , xk) = 0 if d(xi, xj) < δ for
i, j = 0, 1, . . . , k. Choose a smooth Γ-equivariant function α : M˜ × M˜ → [0, 1] which is 1 in a neighborhood
of the diagonal and 0 outside the δ/2-neighborhood of the diagonal. Set β := 1−α. To simplify the notation
we assume k = 1, it will be clear how the argument generalizes.
We observe that B0(x, y) := A0(x, y) · β(x, y) is smooth and therefore a smoothing operator. The
composition of B0 with A1 therefore is well defined and a smoothing operator with smooth kernel
(B0 ◦A1)(x0, x2) =
∫
M˜
A0(x0, x1)A1(x1, x2)β(x0, x1) dx1.
Note that the composition makes sense and the integral is over a compact subset of M˜ due to the Γ-
compactness of the supports of A0 and A1. If we multiply with f(x0)g(x1) for smooth functions f, g, the
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kernel (x0, x2) 7→
∫
M˜
A0(x0, x1)A1(x1, x2)β(x0, x1)f(x0)g(x1) dx1 is (by definition) the Schwartz kernel of
the composition of mf , B0,mg, A1 which again is smoothing and indeed depends continuously on the func-
tion (x, y) 7→ f(x)g(y). Note that by the Γ-compact support condition, for fixed x0, x2 only the values of
f(x)g(y) on a compact subset of M˜ × M˜ enter. As the span of functions of the form (x, y) 7→ f(x)g(y) is
dense in all continuous functions of two variables and similarly for three variables. By continuity we therefore
also define
∫
M˜
A0(x0, x1)A1(x1, x2)β(x0, x1)χ(x0, x1, x2) dx1. The operator C0 := A0−B0 has Schwartz ker-
nel A0(x, y)α(x, y) with support in the δ/2-neighborhood of the diagonal. Define B1(x, y) := A1(x, y)β(x, y),
again a smoothing kernel. As before, the function (x0, x2) 7→
∫
M˜
C0(x0, x1)A1(x1, x2)β(x1, x2)χ(x0, x1, x2) dx1
is well defined and smooth, obtained as Schwartz kernel of a composition which involves the smoothing op-
erator B1. Finally, observe that α(x0, x1)α(x1, x2)χ(x0, x1, x2) is identically 0, as the product of the first
two factors has support on the δ/2-neighborhood of the diagonal where χ vanishes identically. Using
β(x0, x1)− β(x0, x1)β(x1, x2) + α(x0, x1)α(x1, x2) + β(x1, x2)
=β(x0, x1)α(x1, x2) + α(x0, x1)α(x1, x2) + β(x1, x2) = α(x1, x2) + β(x1, x2) = 1,
we therefore define∫
M˜
A0(x0, x1)A1(x1, x2)χ(x0, x1, x2) dx1 :=∫
M˜
A0(x0, x1)A1(x1, x2)β(x0, x1)χ(x0, x1, x2) dx1 +
∫
M˜
A0(x0, x1)A1(x1, x2)β(x1, x2)χ(x0, x1, x2) dx1−
−
∫
M˜
A0(x0, x1)A1(x1, x2)β(x0, x2)β(x1, x2)χ(x0, x1, x2) dx1.
The support condition on χ implies that this expression is independent of the chosen function α. By Γ-
invariance, the final integral appearing in (8.18) is independent of F (indeed, the function descends to a
smooth function of x0 ∈M).
Concerning (2)the formula clearly gives 0 if all the Schwartz kernels have support on the diagonal.
To prove (3), the reduction as in the proof of (1) shows that the expression which defines τχ reduces to
the L2-trace (the integral over F over the diagonal) of a composition of a smoothing Γ-equivariant operator
with bounded Γ-invariant operators. We can then use the trace property of the L2-trace [2] and get
τχ(Ak, A0, . . . , Ak−1) =
∫
F
Tr
(∫
M˜k
Ak(x0, x1)A0(x1, x2) . . . Ak−1(xk, x0)χ(x0, . . . , xk)dx1 · · · dxk
)
dx0
=
∫
F×M˜k
Tr (A0(x0, x1)A1(x1, x2) . . . Ak(xk, x0)χ(xk, x0 . . . , xk−1)) dx0 · · · dxk
where we note that commuting the operators involves commuting the contribution of χ. Using the skew-
adjointness χ(xk, x0, . . . , xk−1) = (−1)kχ(x0, . . . , xk) gives the desired formula.
The last property (4) is checked by a standard straightforward calculation, compare [7, Lemma 2.1].
8.19 Corollary. Let mc : C
∞(M) → Ψ0Γ,c(M˜) be the inclusion as Γ-equivariant multiplication operators.
Formula (8.18) defines a homomorphism
H•(M → BΓ) ∼=−→ H•AS,0,Γ(M˜)→ HC•(C∞(M) mc−−→ Ψ0Γ,c(M˜))
given by [χ] 7→ [(0, τχ)].
Proof. By Lemma 8.17 (2) and (4), m∗c(τχ) = 0, i.e. (0, τχ) indeed is a relative cyclic cocycle, provided χ is a
de Rham cocycle, and (0, τ∂χ) = b(0, τχ). It follows that the assignement gives a well defined map between
the homology groups.
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8.3 Rapid decay
We next need a different kind of smooth subalgebra of pseudodifferential operators. In this section we shall
assume that Γ has property (RD). We recall the definition below. Consider the Lie groupoid G := M˜×ΓM˜ ⇒
M . Let us recall some basic definition.
8.20 Definition. A length function on G is a proper and continuous function l : G→ R+ such that l(γγ′) ≤
l(γ) + l(γ′), l(γ) = l(γ−1), and l(x) = 0 for all x ∈M and γ, γ′ ∈ G composable.
8.21 Example. Let d be any proper Γ-invariant distance function on M˜ . Let [x˜, y˜] be an element of G.
Then l([x˜, y˜]) := d(x˜, y˜) is a proper length function on G.
Let us fix a non-zero length function l on G. Define for m ∈ N the following norms on C∞c (M˜ ×Γ M˜):
‖f‖2m,l = max
{
sup
x∈M
∫
s−1(x)
|f(x˜, y˜)|2|1 + l(x˜, y˜)|2m, sup
y∈M
∫
r−1(y)
|f(x˜, y˜)|2|1 + l(x˜, y˜)|2m
}
. (8.22)
8.23 Definition. Set S2l (M˜ ×Γ M˜) := invlimm∈N Lm,l, where Lm,l is the completion of C∞c (M˜ ×Γ M˜) with
respect to the norm ‖ · ‖m,l. We say that G has property (RD) with respect to l if there exists m ∈ N and
C > 0 such that
‖f‖red ≤ C‖f‖l,m ∀f ∈ C∞c (M˜ ×Γ M˜),
where ‖ · ‖red denotes the norm of the reduced groupoid C*-algebra.
Recall that, by definition, the finitely generated group Γ itself has property (RD) if it has property (RD)
as a groupoid over {∗}, i.e. if G = Γ×Γ Γ⇒ {∗} has. In other words, there must exist C > 0 and m ∈ N such
that ‖f‖2red ≤ C
∑
g∈Γ |f(g)|2(1 + l(g))2m for all f ∈ C[Γ], where l(·) is the word length function associated
to a finite set of generators.
8.24 Proposition. If the finitely generated group Γ has property (RD) then M˜ ×Γ M˜ is also (RD) with
respect to the length function l : [x˜, y˜] 7→ d(x˜, y˜), where the metric d on M˜ is induced from a Riemannian
metric on M via pullback.
Proof. Let F be a bounded measurable fundamental domain for the action of Γ on M˜ .
Fix u ∈ L2(M˜) and f ∈ C∞c (M˜ ×Γ M˜). We also use the letter f for its Γ-equivariant pullback to M˜ ×M˜ .
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Then
|f ∗ u|2
L2(M˜)
=
∑
g∈Γ
∫
Fg
∣∣∣∣∣∑
h∈Γ
∫
Fh
f(x˜, y˜)u(y˜) dy˜
∣∣∣∣∣
2
dx˜
≤
∑
g∈Γ
∫
F
∣∣∣∣∣∑
h∈Γ
∫
F
|f(x˜g, y˜h)| |u(y˜h)| dy˜
∣∣∣∣∣
2
dx˜
≤
∫
F
∑
g∈Γ
|
∑
h∈Γ
∫
F
∣∣∣∣∣∣∣ f(x˜g, y˜h)︸ ︷︷ ︸
=f(x˜,y˜hg−1)
∣∣∣∣∣∣∣
2
dy˜

1/2
︸ ︷︷ ︸
=:vf(x˜,gh−1)
(∫
F
|u(y˜h)|2 dy˜
)1/2
︸ ︷︷ ︸
=:vu(h)
|2 dx˜
=
∫
F
∑
g∈Γ
|vf(x˜, ·) ∗ vu(·)(g)|2
≤
∫
F
‖vf(x˜, ·)‖2red ·
∑
h∈Γ
|vu(h)|2 dx˜
≤ C
∫
F
∑
g∈Γ
|vf(x˜, g)|2 (1 + l(g))2m ·
(∑
h∈Γ
∫
F
|u(y˜h)|2 dy˜
)
≤ CC ′
∫
F
∑
g∈Γ
∫
F
|f(x˜, y˜g)|2 (1 + d(x˜, y˜g))2m dy˜ dx˜︸ ︷︷ ︸
=
∫
x∈M
∫
s−1(x)|f(x˜,y˜)|2(1+d(x˜,y˜))2m
· |u|2
L2(M˜)
≤ CC ′ vol(M) sup
x∈M
∫
s−1(x)
|f(x˜, y˜)|2 (1 + d(x˜, y˜))2m︸ ︷︷ ︸
‖f‖2m,l
· |u|2
L2(M˜)
The first inequality uses the elementary fact that the L2-norm is unconditional (i.e. the norm of a convolution
is majorized if the functions are replaced by their absolute value functions). The second inequality is the
Cauchy-Schwartz inequality for the integral over F .
Then we use that
h 7→ vu(h) =
∫
F
(
|u(y˜h)|2 dy˜
)1/2
∈ l2(Γ); g 7→ vf(x˜, g) =
(∫
F
∣∣f(x˜, y˜g−1)∣∣2 dy˜)1/2 ∈ C[Γ].
The forth inequality is property (RD) for Γ. Finally, we use the Milnor-Svarc result that the map Γ → M˜
given by g 7→ x˜g is a quasi-isometry, with constants uniform for x in the compact subset F , to obtain the
fifth inequality. As C,C ′ do not depend on f and u, we have proved that M˜ ×Γ M˜ has property (RD).
8.25 Proposition. The *-algebra S2l (M˜ ×Γ M˜) is dense and holomorphically closed in C∗r (M˜ ×Γ M˜).
Proof. The proof of the corresponding result [15, Theorem 4.2] for r-discrete groupoids also works in this
case, replacing sums over the r-fibers by integrals. This follows an idea which already appeared in [7], and
more concretely in [36, Section 4].
8.26 Definition. Set
S2,∞l := {f ∈ S2l : f is smooth and ‖f‖m,l,α,β <∞ ∀m,α, β},
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where ‖f‖2m,l,α,β is defined as
max
{
sup
x∈M
∫
s−1(x)
|∇αx∇βyf(x˜, y˜)|2|1 + l(x˜, y˜)|2m, sup
y∈M
∫
r−1(y)
|∇αx∇βyf(x˜, y˜)|2|1 + l(x˜, y˜)|2m
}
.
8.27 Proposition. The *-algebra S2,∞l is dense and holomorphically closed in C
∗
r (M˜ ×Γ M˜).
Proof. It is immediate that S2,∞l is a dense semi-ideal in S
2
l . Then we use [17, Prop 3.3] to conclude.
8.28 Proposition. Denote by Ψ0Γ,rd(M˜) the sum Ψ
0
Γ,c(M˜) + S
2,∞
l (M˜ ×Γ M˜). It is a *-algebra and it is
dense and holomorphically closed in Ψ0Γ(M˜).
Proof. The proof of this proposition follows verbatim the proof of [17, Corollary 7.9]. It is enough to replace
G, Ψ0(G), S(G, φ) and Ψ0s(G) there with X˜ ×Γ X˜, Ψ0Γ,c(M˜), S2,∞l (M˜ ×Γ M˜) andΨ0Γ,rd(M˜), respectively.
8.4 Extending higher cyclic cocycles associated to classes in H∗pol(M
u−→ BΓ)
Let χ : M˜k+1 → R by a smooth anti-symmetric k-dimensional delocalized Alexander-Spanier cocycle of
polynomial growth. Take the corresponding cyclic cocycle τχ as in Lemma 8.17 and Corollary 8.19, defined
on the algebra Ψ0Γ,c(M˜). In this section we are going to prove that χ extends continuously to the algebra
Ψ0Γ,rd(M˜). Recall that this algebra is defined as the sum of Ψ
0
Γ,c(M˜) and S
2,∞
l (M˜ ×Γ M˜) of Definition 8.26.
Hence it is sufficient to prove the following Lemma.
8.29 Lemma. The cyclic cocycle τχ extends continuously to the algebra S
2,∞
l (M˜ ×Γ M˜).
Proof. Indeed it is sufficient to prove that it extends to S2l (M˜ ×Γ M˜). To this end we have to show that
τχ is continuous with respect to some seminorm of the type (8.22). We shall apply the method used in
[7, Proposition 6.5]. By the polynomial growth of χ we know that there exists a constant C > 0 and an
integer n ≥ 0 such that
|χ(x0, x1, . . . , xk)| ≤ C(1 + d(x0, x1))2n . . . (1 + d(xk−1, xk))2n (8.30)
for all x0, x1, . . . , xk ∈ M˜ .
Let A0, . . . , Ak be elements in C
∞
c (M˜×ΓM˜) and put Bi(x, y) := |Ai(x, y)|(1+d(x, y))2n for i = 0, . . . , k−1
and Bk(x, y) := |Ak(x, y)|. Then
|τχ(A0, . . . , Ak)| =
∣∣∣∣∫F Tr
(∫
M˜k
A0(x0, x1) · · ·Ax(xk, x0)χ(x0, . . . , xk) dx1 . . . dxk
)
dx0
∣∣∣∣
≤ C
∫
F
(∫
M˜k
B0(x0, x1)B1(x1, x2) . . . Bk(xk, x0)dx1 . . . dxk
)
dx0
= C
∫
F
(B0 ∗B1 ∗ · · · ∗Bk)(x0, x0)dx0
≤ C ′ sup
x∈F
|B0 ∗B1 ∗ · · · ∗Bk(x, x)|
≤ C ′′‖B0 ∗B1 ∗ · · · ∗Bk‖red
≤ C ′′‖B0‖red‖B1‖red . . . ‖Bk‖red
(8.31)
where in the last but one step we use the fact that the map C∗r (G) → C0(G(0)), given by the restriction to
the units, is a continuous conditional expectation of C*-algebras.
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Then, since the groupoid has the property (RD), we have that
|τχ(A0, . . . , Ak)| ≤ C ′′′‖B0‖l,m‖B1‖l,m . . . ‖Ak‖red
≤ C ′′′‖A0‖l,m+n‖A1‖l,m+n . . . ‖Ak‖m
(8.32)
which gives the desired result.
Propositions 8.11 and 8.15, Lemma 8.29, and Corollary 8.19 now give the following result.
8.33 Theorem. Let Γ be a discrete group with property (RD). Let M˜ → M be a Γ-covering of a compact
manifold M . Then there is a well-defined homomorphism
Ξ: H∗pol(M → BΓ)→ HC∗(C∞(M) m−→ Ψ0Γ,rd(X˜))
Using Proposition 8.28 we then get a well defined pairing
H∗pol(M → BΓ)×K∗+1
(
C(M)→ Ψ0Γ(M˜)
)
→ C,
explicitly given by associating to (α, x) the number 〈Ξ(α), x〉, where the pairing between cyclic cohomology
and K-theory has been used.
If, in addition, H∗pol(Γ)→ H∗(Γ) is an isomorphism, we can replace H∗pol(M → BΓ) by the usual relative
cohomology H∗(M → BΓ). Examples of groups which satisfy both conditions are hyperbolic groups or groups
of polynomial growth [27, 28].
8.34 Definition. Let D˜ be a generalized Dirac operator which is Γ-equivariant on the Galois Γ-covering
M˜ of a compact smooth manifold M . Suppose that D˜ is L2-invertible. Then define its higher %-number
associated to [α] ∈ H∗−1(M → BΓ) as
%α(D˜) :=
〈
Ξ(α), %(D˜)
〉
∈ C,
where %(D˜) is defined as in Definition 3.4.
8.35 Example. Let g be a metric with positive scalar curvature on a closed spin manifold M of dimension
n with fundamental group Γ; we define the higher %-number associated to g and to α ∈ H∗−1(M → BΓ) as
%α(g) := 〈Ξ(α), %(g)〉 ∈ C,
where %(g) ∈ Kn
(
C(M)→ Ψ0Γ(M˜)
)
is the %-class of the spin Dirac operator for the metric g.
8.36 Remark. In Section 8, we use the “difference” between M and BΓ to pair with the analytic structure
group SΓ∗ (M˜). In Sections 6 and 7, we use the delocalized group cohomology, coming from the difference
between BΓ and C∗Γ. This reflects a two-step approach to the fact that SΓ∗ (M˜) is the relative term in the
Higson-Roe exact sequence, the other two terms determined by M and C∗Γ.
We leave it as a challenge to combine these two approaches into one “universal” target: one should
construct a relative (cyclic homological) group between the homology of M and the cyclic homology of a
smooth subalgebra AΓ of C∗Γ, and construct a Chern character from the Higson-Roe exact sequence to a
suitably defined “universal” exact sequence in cyclic homology, involving precisely the homology of M , of
AΓ and the relative term, with pairings with the dual cohomology groups.
8.37 Remark. Our construction of the delocalized Chern character in Section 6 depends on Zenobi’s de-
scription (recalled in Section 2) of the analytic structure group with algebras of pseudodifferential operators.
Using the original definition of the structure group with Roe algebras, one knows that SΓ∗ (M˜) is functorial
in M . Indeed, one uses this to define a universal analytic structure group S∗(Γ) which replaces SΓ∗ (EΓ) and
is defined as the colimit of SΓ∗ (M˜i) for a sequence of manifolds M1 →M2 → . . . whose homotopy colimit is
BΓ. Note that, in general, dim(Mi)
i→∞−−−→∞. It is now a challenge, which we leave for future research to
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(1) give an workeable description of functoriality of SΓ∗ in terms of the description of Section 2
(2) with the goal to prove that our delocalized Chern character (with fixed target) is natural for this
functoriality of SΓ∗ .
In particular, this would allow us to define the delocalized Chern character on the universal delocalized
structure group.
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