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The Ph.D. project “Offshore Wind Power: Grid Connection and Reliability” is carried out at DONG 
Energy in cooperation with Risø National Laboratory - DTU and Aalborg University. This work is part of 
the project “Offshore wind power – Research-related bottlenecks” and it was funded by the Danish Research 
Agency, Ministry of Science, Technology and Innovation (2104-04-0005), DONG Energy A/S and the 
Danish Academy of Wind Energy (DAWE).  
The aim of the project is to investigate the influence of wind farms on the reliability of power systems. 
This task is particularly important for large offshore wind farms, because failure of a large wind farm might 
have significant influence on the balance of the power system, and because offshore wind farms are normally 
more difficult to access than onshore installations.  
Reliability and generation of a wind farm depends on wind speed conditions, the wind turbines themselves, 
the system layout and the grid connection; besides, the offshore environment poses new challenges to face 
for the installers, such as the dimension of the wind farm and the difficulty of reaching failed components in 
case of harsh weather. Each component that affects the assessment must be included and proper models for 
them are investigated in this thesis. 
The project provides a survey of available offshore wind farm reliability models, and a new model that 
accounts for all relevant factors that influence the evaluations is developed. According to this representation, 
some simulations are performed and both the points of view of the wind farm owner and the system operator 
are evaluated and compared. A sequential Monte Carlo simulation is used for these calculations: this method, 
in spite of an extended computation time, has shown flexibility in performing reliability studies, especially in 
case of wind generation, and a broad range of results which can be evaluated. 
The modelling is then extended to the entire power system considering conventional power plants, 
distributed generation based on wind energy and CHP technology as well as the load and transmission 
facilities. In particular, the different models are used to represent two well-known test systems, the RBTS 
and the IEEE-RTS, and to calculate their reliability in order to verify the considered representations by 
comparing the obtained reliability results with the ones available in literature. Moreover, the reliability of the 
power system in West Denmark is investigated considering its current scenario and some possible future 
developments, where onshore as well as offshore wind generation and the load increase, whereas some 
conventional power plants might be dismantled. The discussed reliability results refer both to the generation 
adequacy assessment and to the composite reliability analysis in order to provide a different and broad set of 
results. 
The investigations of this work are carried out by performing simulations of steady-state conditions as well 
as dedicated reliability analyses using Matlab and the power system analysis tool Power Factory from 
DIgSILENT. 
Results of these different analyses should provide new instruments and considerations in order to perform 
reliability evaluations of power systems in which a large amount of wind energy is incorporated. The results 
can also be used to evaluate which further aspects may be relevant for the system operator and the wind farm 
owner when large wind farms are connected to the transmission system and also to analyse the reliability of 






Ph.d.-projektet "Offshore Wind Power: Grid Connection and Reliability" er udført på DONG Energy i 
samarbejde med Risø DTU – Nationallaboratoriet for Bæredygtig Energi og Aalborg Universitet. Dette 
arbejde er en del af projektet "Offshore wind power – Research-related bottlenecks", og det blev finansieret 
af Forskningsstyrelsen, Ministeriet for Videnskab, Teknologi og Udvikling (2104-04-0005), DONG Energy 
A/S og Danish Academy of Wind Energy (DAWE). 
Formålet med projektet er at undersøge vindmølleparkers indflydelse på elsystemers pålidelighed. Det er et 
særligt vigtigt emne i forhold til store havmølleparker, fordi hvis en stor havmøllepark havarerer, kan det 
have betydelig indflydelse på balancen i elsystemet, og fordi havmølleparker normalt er vanskeligere at nå 
frem til end landmøller.  
En vindmølleparks pålidelighed og produktion afhænger af vindhastigheden, vindmølleteknologien, 
mølleparkens layout og nettilslutning. Desuden stiller havmiljøet installatørerne over for nye udfordringer, 
såsom parkens dimensioner og vanskeligheder med at nå frem til de havarerede komponenter i tilfælde af 
hårdt vejr. Denne afhandling beskriver de faktorer, der påvirker vurderingen, og undersøger de mest 
brugbare modeller til analyse af disse faktorer. 
Projektet indeholder et overblik over de tilgængelige modeller til undersøgelse af havmølleparkers 
pålidelighed, og en ny model, der tager hensyn til alle relevante faktorer, som påvirker evalueringen, er 
udviklet. I henhold til denne beskrivelse er der udført simuleringer, og både vindmølleparkejerens og 
elsystemoperatørens interesser evalueres og sammenlignes. Disse beregninger er udført med en sekventiel 
Monte Carlo-metode, der, på trods af længere beregningstid, har vist stor fleksibilitet i udførelsen af 
pålidelighedsundersøgelser, især i forbindelse med vindproduktion, og samtidig opnås et stort udvalg af 
resultater, som kan bruges i vurderingen. 
Modelleringen udvides herefter til at omfatte hele systemet; det vil sige inklusive centrale kraftværker, 
decentral produktion baseret på både vindenergi og kraftvarmeteknologi (CHP), last og 
transmissionskomponenter. De forskellige modeller er så anvendt til at repræsentere to velkendte model-
elsystemer, RBTS og IEEE-RTS, og til at beregne deres pålidelighed for at verificere de fremsatte teser ved 
at sammenligne de opnåede resultater med dem, der er tilgængelige i litteraturen. Desuden vurderes 
pålideligheden af det nuværende scenarie og mulige fremtidige scenarier for elsystemet i det vestlige 
Danmark, hvor vindproduktionen udvides med både havmøller og landmøller, og belastningen stiger, mens 
nogle konventionelle kraftværker kan nedlægges. De beregnede resultater for pålidelighed refererer både til 
en ”generation adequacy assessment” og en ”composite reliability analysis” med henblik på at nå en bred 
række af resultater.  
Undersøgelserne i dette projekt udføres ved hjælp af simuleringer af steady-state-betingelser samt 
dedikerede pålidelighedsanalyser ved hjælp af Matlab og elsystem-analyseværktøjet Power Factory fra 
DIgSILENT.  
Resultaterne af de forskellige analyser bør give nye instrumenter og overvejelser med henblik på at udføre 
pålidelighedsevalueringer af elsystemer, hvor en stor mængde af vindenergi er tilsluttet. Samtidig kan 
resultaterne bruges til at vurdere, hvilke yderligere aspekter der kan være relevante for elsystemoperatør og 
vindmølleparkejer, når store vindmølleparker er forbundet til transmissionssystemet, og til at analysere 
pålideligheden af fremtidige konfigurationer af elsystemer, når en stor mængde vindenergi er sluttet til 
systemet. 
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Cumulative transition rate for the aggregated wind farm probability table (section 
4.3.1) 
[occ/y] 
μi Transition rate from state i to state i-1 [occ/y] 
μY Mean/expectation value of a set of data Y  
σ
2
Y Variance of a set of data Y  
σY Standard deviation of a set of data Y  
σn,Y Normalised standard deviation of a set of data Y  
YZ Correlation coefficient of two sets of data Y and Z, [-1,1] [-] 
conf Value for assessing the confidence interval  [-] 
h Weighting factor for SS [-] 
Ω Continuous or discrete set [-] 










Chapter 1.  
Introduction 
1.1 Background 
Electricity has earned increasing relevance since it was first used in the beginning of the 20th 
century and now it dominates most of human activities in industrialised countries. Due to this 
acquired relevance, the main effort of power system planners and operators has been put in ensuring 
safe and reliable supply of electricity to customers at reasonable costs. For this purpose, reliability 
issues have become increasingly important since the beginning of the 1950s and now reliability is 
one of the main fields to consider in the design, control and expansion of power systems. 
In a general sense, reliability can be defined as the overall ability of a system to perform its 
function adequately, for the period of time intended, under the operating conditions intended [1]. 
This definition applies to all fields where reliability has to be evaluated and therefore it is valid for 
power systems as well. 
In order to perform reliability investigations of power systems, it is possible to arrange three 
functional zones (or segments) in which a power system can be categorised [2], i.e. generation, 
transmission and distribution (Figure 1-1). This division is appropriate here as most utilities are 
either divided into these functional zones for organisation, planning, operation and analysis or are 
just responsible for one of them. According to these segments, it is possible to create three 
hierarchical levels (HL), which provide a basic framework for power system reliability evaluation 
[2], [3]. 
 
Figure 1-1. Hierarchical level structure for categorised power systems in reliability studies [2]. 
Hierarchical Level I (HLI) assessment, also named as "generating capacity reliability assessment", 
refers mainly to the evaluation of the amount of generating capacity that must be installed in order 
to satisfy the system load and to perform necessary corrective or preventive maintenance with an 




acceptable level of risk [2]. The effects of both transmission and distribution facilities are neglected.  
Hierarchical Level II (HLII) analysis, which is also called either “composite system reliability 
assessment" or "bulk power system reliability evaluation", considers both generation and 
transmission systems. General techniques for HLII adequacy evaluation are based on the problem of 
assessing generation and transmission facilities in respect to their ability to supply electrical energy 
at the load points. The inclusion of the transmission facilities usually results in a significant increase 
in computational effort and analysis complexity [3].  
Hierarchical Level III (HLIII) assessment, also known as "complete power system reliability 
evaluation", includes all three functional zones, starting with generation and ending at the individual 
consumer load points. The objective of an HLIII study is to obtain suitable indices at actual 
consumer load points. The HLIII analysis is not usually performed in a real system due to the 
computational complexity of this assessment. This evaluation is therefore normally considered only 
in the distribution functional zone, in which the effects of HLII can be incorporated as input to the 
distribution system [3].  
Beside the basic three hierarchical levels, the assessment can also be performed separately on any 
system subset such as generating stations, switching stations and substations, in order to examine 
the effect of a particular topological change within the subset, or to create an equivalent component 
for reliability evaluation in one of the three hierarchical levels [2], [3]. 
In addition to these conventional representations of the different functional zones, it must be 
considered that power systems have evolved towards a new structure in the last 15 years [4]. The 
installation of distributed generation units and the use of renewable sources have created several 
new aspects to take into account. From a reliability point of view, new elements, such as variability 
and randomness of the “fuel”, e.g. wind or sun, and control of the generation managed by private 
operators have been introduced with new challenges that power system owners have to look upon in 
order to avoid problems during the normal operation of the system [4]. 
Regarding for instance wind generation, such installations have widely increased in the past years: 
with a worldwide increase of installed capacity from 4844 MW in 1995 to 90521 MW at the 
beginning of 2008 [5], [6], wind energy represents the renewable source with the highest growing 
rate in the last 10 years.  This renewable source has shown its effectiveness and many countries 
have already moved their interest from onshore to offshore locations due to the congestion of sites 
on land. Moreover, offshore installations can provide an increase of production due to better wind 
conditions, but new drawbacks must be also taken into account. First of all, offshore sites can 
represent a problem for repair/maintenance actions during periods of harsh weather, i.e. winter. 
Secondly, they are expected to have larger installed capacity than onshore installations, and, due to 
the variability of the wind, this may cause problems in the energy balance of the power system. 
These aspects must be considered in reliability analysis of power systems and new models and 
techniques must be defined in order to assess it. 
1.1.1 Reliability Assessment of Power System 
 Reliability assessment of power systems can be referred to two main subjects: system adequacy 
assessment and system security assessment [2]. System adequacy investigates if the existing 
facilities of the system are sufficient to satisfy present and future consumer load demands or system 
operational constraints. It relates to the functional zones of the system (generation of demanded 
energy and its transmission/distribution to load points). Steady state system conditions are usually 
considered in adequacy evaluation and these assessments are mainly used in power system planning 





[2]. System security is a measure of the ability of the system to respond to dynamic and transient 
disturbances that may occur within the system. It relates to the response of the system to whatever 
perturbation it is subjected to. Contingency events, such as the unexpected loss of generation and 
transmission facilities, which can lead to dynamic, transient or voltage instability of the system, are 
considered in security evaluation. Security assessment is used in both power system planning and 
operation [2]. 
Beside these two analyses, a more recent technique is based on the so-called well-being analysis 
[7], [8], [9]. It refers to the definition of a set of operating states in which the power system may 
reside and the calculation of some aspects of these states, such as probability, duration and 
frequency. A system may be in a healthy state when both generation and transmission facilities can 
meet a predefined deterministic criterion, e.g. N-1; in a marginal state, when the load is sufficiently 
supplied, but a predefined deterministic criterion cannot be satisfied; in an at-risk state, when the 
load cannot be properly supplied and some load curtailments occur. The purpose of performing this 
analysis is that it is interesting for the operation and planning perspective to evaluate deterministic 
aspects, since they are simple to implement, easy to understand and easy to assess for planners in 
relation to severe conditions of power systems [8]. But a deterministic analysis of power systems 
itself may provide an insufficient overview of its behaviour, since probabilistic aspects, e.g. 
component failure, renewable generation, etc., cannot be properly included, and many assumptions 
are usually required. Therefore, a well-being analysis represents a good solution, since it combines 
probabilistic methods with deterministic assessments, and enables a comprehensive investigation of 
the power system reliability [9].  
Reliability evaluation can be considered for a wide range of analyses, referring to design, 
operation or planning issues of power systems. Some typical studies that can be grouped in the three 
mentioned categories are described in the following [10]: 
- Reliability assessment of large systems, where a high level of details and accuracy is usually 
required for modelling and calculations; 
- Transfer capability studies, where the adequacy of selected transmission solutions is 
investigated with a complexity as in the previous case; 
- Studies of interconnected systems, where the adequacy is assessed for economic exchange 
and emergency assistance with a simplified model, usually representing generators and loads 
in each systems; 
- Reliability studies of area supply systems, where small systems such as local supply networks 
and stations are evaluated for reliability purpose; 
- Identification of system weakness in order to plan future reinforcement expansions of the 
system; 
- Economic studies, where costs or marginal costs due to changes in network configuration and 
loading are calculated for various scenarios and then used for forecasting production and 
establishing the costs of external constraints. 
Different kinds of approaches can be used to assess the reliability of a power system: some 
techniques are based on deterministic analyses and some on probabilistic methods [2]. The former 
is the solution used in the past in practical applications when reliability became a relevant issue in 
power system analysis and it normally investigates the worst case scenarios. Typical criteria are [2]: 
- Planning of generating capacity, where installed capacity equals the expected maximum 
demand plus a fixed percentage of the expected maximum demand; 




- Operating capacity, where spinning capacity equals the expected load demand plus a demand 
equal to one or more of the largest units; 
- Planning of network capacity, generally set by the (N-1) or (N-2) criteria, depending on the 
redundancy of the system. 
In order to apply deterministic techniques, the system must be artificially constrained into a fixed 
set of values which have no uncertainty or variability. This point represents the main drawback of 
these methods: the stochastic behaviour of the system, i.e. forced outages of system components 
and variability of generation, is not taken into account and this reduces their applicability [2]. 
Probabilistic methods have been developed later and they can provide more meaningful 
information to be used in design and resource planning and allocation since they consider 
probabilistic aspects of a system. Two main approaches can be considered for these techniques [2], 
[3]:  
- Analytical methods, where the system is represented by mathematical models, and direct 
analytical solutions are used to evaluate a-priori reliability indices from the model; 
- Monte Carlo simulations that estimate a-posteriori reliability indices by simulating the actual 
random behaviour of the system, either in a random or in a sequential way. 
Both techniques have advantages and disadvantages and can be very powerful with the proper 
application. The main advantage of the analytical approach lies in its relative compactness, which 
on the one hand can be enhanced by making suitable approximations, but which on the other hand 
can oversimplify the model and give unrealistic results. Monte Carlo simulations may be preferable 
if, for example, the distributions of some of the output indices are required and time dependent or 
chronological issues have to be considered. 
The above-mentioned well-being analysis is a sort of combination of the described solutions, i.e. 
deterministic and probabilistic: in this way, advantages of the different methods can be mixed and 
some interesting results computed [7]. 
In the next two sections, different models and approaches are presented according to available 
literature: HLI assessment is presented in section 1.2, whereas reliability evaluations with HLII 
analysis are discussed in section 1.3. 
1.2 Generating Capacity Reliability Assessment 
Generating capacity analysis refers to HLI and it has been developed over the last 60 years. 
Depending on the purpose of the analysis, different approaches have been considered, based mainly 
on probabilistic methods. The most interesting and developed analytical methods are based on static 
capacity adequacy or on frequency and duration (F&D) approach [2]. Typical examples of the 
former technique are the loss of load expectation or probability (LOLE or LOLP) methods and the 
loss of energy expectation (LOEE) methods: basic indices calculated with these approaches 
evaluate the expected number of days or hours that the load may exceed the available capacity and 
the energy not supplied due to insufficient installed capacity in a given period. Instead the F&D 
approach provides information on both the frequency of occurrences of an insufficient capacity 
condition and the duration for which it is likely to occur. 
Simulations are basically computed using the Monte Carlo method that can be performed either 
by a random approach (also called non-sequential, non-chronological or state sampling technique 
[2], [3]) where random basic intervals of the system lifetime are chosen, or by sequential methods 
(or chronological or state duration sampling technique) where basic intervals are simulated in 






In both probabilistic approaches, the two main components of HLI, loads and generating units, 
must be modelled in a suitable way. Similar approaches can be considered for the analysis of two or 
more interconnected systems [2] where the tie capacity of interconnecting lines is included in the 
simulation. A Monte Carlo method for the reliability evaluation of multi-area generation system is 
also presented in [11]: this approach is based on direct sampling of generating unit states, the 
clustering techniques and the correlative normal distribution sampling technique of load states
1
: 
then, a linear programming model is used to minimise the total load curtailment (for HLII analysis). 
In [3], an approach for reliability evaluation of individual generating stations in planning and 
design is developed. This technique may be suited for reliability analyses of large generating 
stations with a substantial impact on overall system reliability, and it may highlight the effect of 
different alternative station configurations when that station is planned. The model has been 
developed considering the standard configuration of conventional generating units, it considers both 
adequacy and security assessment, and ad-hoc indices are defined for it. 
When wind energy is included in a reliability assessment, both probabilistic methods are used for 
analysis. Generic analytical approaches are used in [12]-[17], whereas the Monte Carlo method is 
applied for both the sequential approach [3], [18]-[20] and random simulation in [21] and [22]. 
In order to model the stochastic behaviour of all components, the most used solution in literature 
is the exponential distribution based on a homogeneous Markov chain. Due to some limitations of 
this model for cost parameter calculation, an alternative model called the Weibull-Markov model 
has been developed in [23]: this approach should not slow down the calculation process and it 
should allow a wider range of possible applications.  
Many authors apply their reliability models and techniques to two generic power systems that 
have been developed in order to ensure comparisons among results from different approaches. The 
power system presented in [24] and [25] is called Roy Billinton Test System (RBTS) and it is a 
small system with six buses, nine transmission lines and 11 generating units, whereas in [26] and 
[27] an IEEE task force has created a larger power system called IEEE Reliability Test System 
(IEEE-RTS), which consists of 24 buses, 38 lines/transformers and 32 generating units. A detailed 
description of the two power systems is provided in Appendix A. 
The main models of loads and generating units, both conventional and distributed, are presented 
in the following sections. 
1.2.1 Conventional Generating Units 
Conventional generating units are usually modelled as a multi-state unit [2], [3], [28] where the 
simplest and most common model is the two-state representation. Other solutions (three-state or 
multi-state) are considered as well in order to take into account possible derated states of a unit and 
its practical functions. For instance, for peak load units, a four-state model is commonly considered: 
its standard definition is presented in [2], [29] and it basically presents the four states (reserve 
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 A correlation sampling technique is used in [11] in order to generate a normally distributed random vector, in which 
each component corresponds to a particular bus load, in order to include uncertainties in load values and preserving at 
the same time the correlation among load buses. The approach consists of generating a normal distribution random 
vector with zero mean and variance equal to 1. Then, by means of an appropriate lower triangular matrix, a correlative 
normal distribution random vector is generated, where mean and variance are different from zero and unity respectively, 
and a correlation is preserved among these values. A detailed description of the approach is also given in [43]. 




shutdown, in service, forced out not needed and forced out needed) and different ways for 
calculating typical parameters of these states. Two possible modifications of this method are shown 
and compared in [29]. Examples of two-, three- and four-state models (from [29]) are shown in 
Figure 1-2. 
If planned outages (maintenance) must be included in the generating unit, a realistic method, used 
with the analytical approach, consists of dividing the year into intervals over which the units on 
planned outages remain unchanged [2]. A faster method is also considered in [30]: convolution and 
deconvolution formulae are used with the load model for each week in order to decrease the number 
of calculations in the assessment. 
A complete set of data of conventional power plants for reliability assessments are expected 
failure and repair rates of each unit. These two values can be used for the definition of availability, 
Mean Time To Failure (MTTF), Mean Time To Repair (MTTR), cycle frequency and cycle time of 
the power plant [2]. 
 
Figure 1-2. a) Two-, b) three- and c) four-state [29] model for representing components for reliability 
studies. 
1.2.2 Load  
For analytical methods, load can be modelled both as a daily peak load where each day is 
represented by its daily peak and as an hourly peak load where the hourly peak load is the reference 
value [2]. Their respective cumulative curves are the daily peak load variation curve and the load 
duration curve. In the second case, the area under the curve represents the energy required in the 
given period. 
For simulation approaches, load can be modelled in a chronological or non-chronological way, 
depending on the considered Monte Carlo method. Examples of stochastic models for load curves 
are presented [21], [24], [26], [31]. In Figure 1-3, examples of load curves are given: in Figure 
1-3.a), a normalised chronological load curve is shown, as it can be used for reliability studies with 
F&D analysis, whereas in Figure 1-3.b), the relative load cumulative distribution function for static 





reliability studies is presented. In the latter, the x-axis is represented by percentage values, which 
depend on the chosen time interval of analysis; in the former, the x-axis is sequential and it can be 
measured in e.g. hours. 
 
Figure 1-3. Example of a) chronological and b) non-chronological load curves. 
1.2.3 Wind Farms 
A wind installation poses some new issues in the analysis of power system reliability. The wind 
energy is intermittent and non-dispatchable, whereas wind speed is highly site-specific and variable. 
Each wind turbine generator in a wind farm does not have an independent capacity distribution due 
to its dependence on the same wind speed; other problems are related to the non-linear relationship 
between wind turbine output power and wind speed [3].  
The reported work on modelling of wind power generation refers mainly to probabilistic methods 
both in the analytical and in the simulation domain. Older studies refer to the first approach, 
considering separate multi-state generation models for both conventional and unconventional unit 
groups [12]-[14]. Another analytical method for generating capacity adequacy assessment including 
wind energy based on a load modification approach has been presented in [15] and [16]; it takes 
into account the uncertain and variable nature of the wind, failure rates of wind turbines and 
considers the use of wind farms for both base and peak load operations. Reference [32] defines an 
offshore wind farm reliability model that can provide output power information and that can be 
used for optimisation analysis. The model emphasises the wind farm design, including components, 
i.e. wind turbines, transformers, cables, buses, and converters, and different system configurations. 
The probability that a certain percentage of wind power cannot be sent to the grid system due to 
component failures is evaluated. Since the model focuses on generation and transmission system 
reliability, wind speed variability’s effect is weakened in the evaluation and is only considered as an 
occurrence probability. 
The most evident deficiency of these solutions is that the chronological characteristics of the wind 
speed and its effects on wind power output cannot be considered. 
A model for wind turbines based on a sliding window technique is presented in [17]; it defines a 
window of hours before and after the current hour, and from it an Effective Forced Outage Rate for 
Wind plants (EFORW) is calculated. EFORW measures the statistical expectation that the wind 
plant will not achieve a given output level over a specified time period. With this value, the wind 




plant is then convolved in the standard capacity outage table. This approach take into account the 
variability of the wind speed, and it can include availability of each wind turbine. 
Reference [33] presents a method for generating reliability assessment of wind farms based on an 
analytical approach that takes into account the stochastic and chronological nature of the wind, the 
failure and repair rates of the wind turbines, their output curves, wind spatial correlation and wake 
effects. Failure and repair rates assume different values, depending on whether they refer to design 
or extreme wind speed conditions. The internal grid of the wind farm and the preventive 
maintenance are neglected in the model. This model is very detailed and takes into account many 
aspects for a reliability evaluation, but it requires extensive computational time when a large 
number of wind turbines and wind speed states are considered. 
Simulation approaches have been considered in the past years. System models for a random 
Monte Carlo method are presented in [21]: in this paper, chronology is taken into account assuming 
seasonal, weekly and daily cycles for the load, conventional generating units and small combined 
power plants. In [22], a non-sequential Monte Carlo method is presented as well where many wind 
farm groupings in areas are modelled based on weekly cumulative power functions. In many other 
studies [3], [18]-[20], [34], [35], a sequential Monte Carlo approach is considered in order to 
appreciate the chronological nature of the system. 
A model based on the Markov chain is presented in [35]. A wind speed time series is built from 
historical data, dividing the measurements into two chains; high and low wind speed. Then, 
including the hub height and the wind turbine power curve, a model for the output power of the 
wind turbine is created. No wind turbine failure rates are taken into account. This model has been 
used in [35] to evaluate the reliability issue in remote areas together with hydro plants and storage 
capacity. 
Reference [34] describes a wind generation model for stochastic simulation of an electric energy 
system based on a sequential approach. The wind generation model is divided into three 
components; wind speed model, wind turbine model and wind farm model. Hourly measurements, 
hub height variations, correlation between wind speeds of different wind farms, a two-state model 
for forced outages of each wind turbine and wake effects in the wind farm are included. Forced 
outages of the internal grid in the wind farm, different wind speeds in the area of installation and 
scheduled outages are, however, neglected. 
When the attention is moved to offshore installations, new aspects must be included in the 
analysis, especially regarding the transmission system within the wind farm and the environment of 
the site. For instance, the first issue is considered in [36] and [37]. In [36], advantages and 
drawbacks of three different wind farm cablings are investigated from the reliability point of view 
using a sequential Monte Carlo simulation with the results that show which configuration may be 
preferred and the importance of redundancy. Reference [37] also focuses on the reliability of 
different collection grids within an offshore wind farm: three other topologies are analysed as well, 
and the reliability of the wind farm is assessed with the software SubRel from ABB. Considerations 
on the influence on reliability of the electrical and marine environments are provided as well. 
According to the discussed references, it is possible to detect a set of factors, which influences the 
reliability of a wind farm, both in onshore and offshore installations. However, the main problem is 
that these factors have not been included in a complete model yet, and a comprehensive 
representation is needed in order to include these generating units in the power system reliability 
assessment. 





1.3 Composite System Reliability Assessment 
As previously mentioned, a composite or bulk system includes the major generation and 
transmission facilities used for production and transfer of electric energy to the point of delivery 
[38], [39]. For reliability evaluation purposes, the system may be represented with HLII elements, 
and reliability indices measure the ability to deliver electricity to all points of utilisation within 
accepted standards and in the desired amount [38]. This assessment is important both to determine 
if there is sufficient capacity in the system to generate the required energy to meet the system load 
and if the transmission network can sufficiently transport the energy generated to load bus points 
[2]. 
1.3.1 System Adequacy Reliability Evaluation  
The most relevant components for representing the power system in HLII analysis are generating 
units, loads and transmission facilities. The first two elements are modelled in literature as for HLI 
analysis, also if in this case, load curves, both chronological and non-chronological, must be known 
for each bus of the system [38]. Transmission facilities are usually modelled as a two-state model 
(Figure 1-2.a)), even though some tie-capacity uncertainties can be taken into account with a multi-
state model or with discrete probability distribution [2]. 
As for HLI systems, both analytical and simulation methods can be used to evaluate the reliability 
of the system. An analytical method based on conditional probability approach is presented in [2] 
and a probabilistic production cost technique in [40], [41]. However, from the available literature, it 
seems that simulation methods, especially Monte Carlo approaches, are usually preferred in HLII 
reliability evaluation since they are more flexible, and more detailed aspects, such as transmission 
limitations, correlations between random variables, non-ideal electricity markets, reservoir 
operating rules, bus load uncertainty, chronology and weather effects, can be included in the 
models. The main drawback of simulation techniques is the increment of computational effort that 
increases when the required accuracy and the complexity of the representation [31], [40], [42] 
increase. 
Different Monte Carlo solutions have been developed for HLII reliability evaluation considering 
several approaches based on different assumptions and modelling. Sequential solutions can usually 
provide more detailed results, and frequency aspects can be included in the analysis. Non-sequential 
approaches are more simple to implement and require less computational effort, but cannot be used 
for F&D evaluations. 
In [2], [40], [41], basic approaches are considered with both non-chronological and chronological 
solutions. Besides, in [2], some extensions to the basic approach are listed in order to include the 
most relevant aspects in the analysis. 
In order to account for bus load uncertainty and correlation, a method has been developed in [43] 
where the tabulating technique
2
 is used for the first issue, whereas the correlation sampling 
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 A tabulating technique is a method used in [43] to draw normally distributed random numbers in order to simulate bus 
load uncertainty. The method consists of a discretisation of a continuous normal cumulative probability distribution 
function: this function is divided into a set of subintervals and it is possible to define a table formed by the subinterval 
number, the value of the normal cumulative function and the values of a normally distributed random number. Picking 
the value randomly from this table, it is possible to obtain load uncertainties. This method is described in detail in [43]. 






 is utilised for the second issue in order to evaluate some reliability indices. 
Reference [31] uses a sequential Monte Carlo approach, and another model to represent different 
bus load conditions is developed. At the end of the paper, a comparison between sequential and 
non-sequential techniques is made, considering an approximated load model for the second case.  
In [44], the authors consider a non-sequential approach based on system state transition sampling 
(called the pseudo-chronological approach in [45]). Instead of considering single component states 
and durations, state transitions of the whole system are analysed. This approach can be performed 
only with the assumption of exponential distributions for all state residence times. Due to this 
assumption it is possible to include duration considerations in the reliability evaluation of the 
system and then obtain a wider range of system indices. In [46], a power system with HVDC links 
is analysed with the system state transition sampling technique presented in [44]: both a HVDC link 
as an interconnection between a remote generation facility and the power system and as a line 
embedded in the AC system are considered in the analysis.  
The system state sampling Monte Carlo technique is applied to the IEEE-RTS [26] and to the 
model of the power system that supplies the city of Caracas, Venezuela (AES-ELECAR) [47]. Here 
both a base model and contingency events are analysed with generation re-dispatch and load 
curtailments by means of a full AC load flow. 
The impact of different kinds of Flexible AC Transmission Systems (FACTS) is presented in 
[48]-[52]: Unified Power Flow Controller (UPFC), Thyristor Controlled Series Capacitors (TCSC), 
Static Synchronous Series Compensator (SSSC), Static Var Compensator (SVC) and Thyristor 
Controlled Phase Angle Regulator (TCPAR) are included in reliability evaluations of different 
power systems and their influence on the reliability indices is analysed. Reliability models for all 
these transmission components are developed, and in some of the references the combination of 
FACTS devices with HVDC links [49], [50] is considered as well. 
In [45], the method presented in [44] is improved in order to extend the analysis to large power 
systems accounting for both accuracy and computational effort. The network is divided into 
distinctive areas (equipment outage, optimisation and external areas), and using the Ward reduction 
network techniques [53], load flows and reliability indices are calculated. Some cost evaluation can 
be included in the analysis with this method. 
Reference [54] compares the three previously mentioned Monte Carlo approaches, i.e. sequential, 
state transition sampling and state sampling techniques. After a short presentation of each of the 
three, they are applied to a test system with an annualised load for reliability evaluation and some 
indices and computational efforts are compared. 
In [34], a classical sequential method is discussed with the incorporation of some wind farms. 
Wind farms are assumed to be peak load units, and scenarios with the separation of the system into 
islands are considered as well. 
An approach to calculate voltage collapse related bulk reliability indices as well as their impact on 
the traditional reliability indices is described in [55]. In the method, the adequacy analysis of each 
selected system state is performed in two steps, considering different load shedding (the first to 
restore the solvability of the system and the second to remove any operational limit violations) and 
optimal load flow calculations based on direct interior point algorithm
4
,  in order to evaluate the two 
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 See footnote 1. 
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 The direct interior point algorithm is a strategy that consists in applying the interior point method to the original 
nonlinear programming problem, i.e. the optimal power flow in this case. A detailed description of this technique is 
given in [59]. 





sets of reliability indices. This method can be applied in both enumeration and Monte Carlo 
techniques. 
 In order to decrease the long computational time usually required for Monte Carlo simulations, 
some methods have been developed in order to improve it. These methods are mainly based on 
Variance Reduction Techniques (VRT): instead of generating each sample in a completely random 
way from the whole population, some methods are used in order to choose samples that reduce the 
computational time without decreasing, sometimes even increasing the accuracy of the calculation. 
Some of the possible alternative methods are: 
- Complementary random variables [41], [56] or Antithetic variates [31] where for each sample 
also its complementary value is chosen for the simulation. This approach requires fewer 
samples to get a good spread of the samples; 
- Dagger sampling [41], [56] is similar to complementary random variables, but it is especially 
applicable to random variables with only two possible outcomes and the probability is low for 
one of the two; 
- Control variates [41], [42], [56], where a simplified analytical model is used to improve the 
result of the Monte Carlo simulation; the residual is related to the difference between the 
“true” (detailed function) and its approximation; 
- Importance sampling [42], [56] where the residual is related in this case to the ratio between 
the “true” value and its approximation; 
- Stratified sampling [41], [56], where the samples are divided in different subpopulations 
(called strata) in order to collect samples with similar properties in the same stratum and thus 
reduce the variance; 
- Correlated sampling [41] is a method based on a similar principle as the control variate: the 
difference between two separate systems with similar properties is studied; a typical 
application is to study what happens if an existing system is slightly modified. 
As presented in [41], some of the techniques can be combined in order to mix their advantages 
and then further improve the calculation. 
1.3.2 System Security Reliability Evaluation 
As stated in section 1.1.1, in addition to the system adequacy evaluation it is possible to consider 
system security assessment, which involves the analysis of dynamic conditions. These dynamic 
conditions refer to the ability of the power system to withstand disturbances arising from faults or 
unscheduled removal of bulk power supply equipment [2], [57], [58]. Thus, this assessment refers 
mainly to the operating analysis of a power system. The system security assessment has been 
studied in the last years, but few results have been collected and many further developments can 
still be obtained. 
One of the works related to this topic is presented in [58]: a list of five possible operating states of 
the power network, in which adequacy and security constraints are satisfied, and their connection 
are defined (normal, alert, emergency, extreme emergency and restorative state). Hence, all events 
that lead to one of the considered states are identified, and reliability indices for each of them, both 
at system and at bulk load points, (state probabilities and frequencies) are calculated by means of an 
AC load flow. Since the discussed calculation requires extensive computational time, sensitivity 
methods and sorting out identical contingencies are used for its reduction. This method discussed in 




[58] has been improved in [60], where the list of indices at bulk load points is extended and the fast 
decoupled load flow method is applied in order to further reduce the computational time. The most 
relevant critique moved to this approach refers to the assumption that “dynamic conditions of the 
system are not considered” [60], therefore the method is still within the domain of the system 
adequacy evaluation. The authors proposed a solution to this problem: extending some of the 
constraints to transient and dynamic conditions.  
In the presented thesis, the attention is focused on the system adequacy evaluation, and system 
security assessments are not considered. However, results of these types of calculations can be of 
interest to future development of methods and models described in this thesis.  
1.4 Software for Calculations 
All results presented in this thesis are calculated with a Pentium 2GHz by using two different 
programs: Matlab 7.3.0.267 and DIgSILENT Power Factory.  
DIgSILENT Power Factory is an integrated power system analysis tool covering the broad range 
of standard and highly sophisticated applications: different functions can be used, from load flow 
calculation over optimisation issues to stability analysis. In particular the use of a DIgSILENT 
Programming Language (DPL) allows definition of scripts in order to use some available functions 
and to perform some calculations which require several iterations automatically. Version 14.0 built 
420 is used in this thesis: this built is an unreleased version of the beta version 14.0 built 504, 
available on the market from April 2008. The two builts present similar features, and no 
improvements have been noted in respect to the functions used for this thesis. This justifies the 
choice of using an unreleased version of the software, in spite of the availability of another.  
1.5 Problem Formulation 
According to the current available literature, the importance of wind generation has been 
recognised in power system operation and planning: for this purpose, different representations and 
techniques have been developed for generation and reliability investigations of these installations. 
However, the main deficiency of these models is the lack of a complete inclusion of all the factors 
that influence generation and reliability of wind farms, as discussed in section 1.2.3. New aspects 
can be highlighted in offshore installations compared to onshore wind farms and technologies, and 
the design of each component can play a relevant role in these evaluations. Besides, wind farms’ 
reliability and generation are often considered from the owner’s point of view, whereas the 
Transmission System Operator’s (TSO) position is not accounted for so far. Another important 
issue is the reliability of the complete power system, to which the wind generation is connected. An 
increase of wind penetration may lead to an improvement of the total reliability, but the replacement 
of conventional power plants with wind installations should be considered in detail, since these two 
types of generation do not provide the same level of reliability. In other words, the capacity factor 
of wind generation is much lower than at a conventional power plant and therefore more attention 
has to be paid to the assessment of power system reliability. These considerations might be relevant 
for the power system in West Denmark (WDKPS). Several future scenarios suggest an increase of 
both onshore and offshore wind penetration, and in some scenarios wind power might replace 
dismantled power plants. Therefore, possible future evolutions of the system must be deeply 
analysed in order to assess which consequences can be expected from the increase of wind 
generation. 





The overall problem of the project is: 
The definition of reliability models for power generation and consumption in power systems with 
a high wind power penetration, taking into account the availability of different components and the 
stochastic and chronological behaviour of power production and load consumption. 
This means that the following aspects must be considered: 
1 Wind farm modelling 
▪ Choice of the best approach to assess generation and reliability of a wind farm based on 
some comparisons of analytical and simulation methods; 
▪ Definition of the factors that influence wind generation and their modelling in order to 
include them into a complete and comprehensive model; 
▪ Use of the model for sensitivity analyses, in order to evaluate how different parameters 
influence the reliability of the system;  
▪ Application of the model to different wind farm layouts. 
2 Generation adequacy analysis (HLI) 
▪ Development of an aggregated representation for the model built in part 1; 
▪ Definition and inclusion in the model of loads, conventional generation units and other 
generation sources; 
▪ Reliability analyses of different power system, in order to verify the model and test its 
applicability; 
▪ Reliability analyses of present and future scenarios for the WDKPS. 
3 Composite system reliability analysis (HLII) 
▪ Definition and inclusion of transmission facilities into the model of part 2; 
▪ Definition of possible analyses, which can be performed, and choice of the most suitable 
one for the purpose of this work; 
▪ Reliability analyses of different power systems in order to verify the model and test its 
applicability; 
▪ Reliability analyses of present and future scenarios for the WDKPS. 
Based on these considerations, this project provides a survey of available offshore wind farm 
reliability models, and a new representation that accounts for all relevant factors that influence the 
evaluation is developed. According to the model, some simulations are performed and the points of 
view of wind farm owners and system operators are investigated and compared. Results of these 
different analyses should  
- provide new instruments and considerations in order to perform reliability evaluations of 
power systems where a large amount of wind energy is included,  
- evaluate which aspects may be more relevant for the system operator and the wind farm 
owner when large wind farms are connected to the transmission system, and 
- assess the reliability of future configurations and behaviours of power systems when a large 
amount of wind energy is injected into the system.  
Financial issues are not considered in this thesis. In connection with financial issues, reliability 
studies are a relevant part for investigating both wind installations and power systems and they 




should be combined with the reliability approaches described here in order to obtain a complete and 
comprehensive assessment of the power systems being analysed. This combination is interesting, 
since it is always necessary to find a balance between high reliability levels and reasonable costs. In 
respect to this issue, also market-related definitions are not taken into account in order to define the 
variations of different types of generation in the system. In particular CHP production and 
conventional power plants dispatch their powers according to the actual electricity market. 
However, in this thesis, CHP installations generate according to their history in the past seven years, 
whereas conventional plants produce when they are available, as normally performed in HLI 
analysis, or based on a dispatchment which is proportional to their installed capacity. This may lead 
to some approximations, which in any case do not influence the results significantly.  
The purpose of the discussed methods is to consider system adequacy assessment of power 
systems, where static aspects are investigated and dynamic and transient issues are not taken into 
account. Besides, the evaluation focuses on those aspects of the system that refer to active power 
balance and component overloading, whereas issues such as voltage stability and reactive power 
balance are not taken into account: this limitation is posed in order to reduce the number of 
variables to be assessed and to allow the use of a DC load flow analysis, which may help in 
reducing the computation time. 
The discussed methods are applied to a model of the WDKPS in order to assess its reliability. 
Since it is interesting to analyse the reaction of the power system to the inclusion of large offshore 
installations, interconnections to neighbouring countries, i.e. Germany, Sweden and Norway, are 
neglected in this thesis in order to observe how it reacts as a stand-alone system. Future 
configurations of the WDKPS (2010 and 2025) are also considered with new installations for power 
plants, wind installations, load demand and transmission facilities, whereas it is assumed that CHP 
generation maintains a constant installed capacity. These new elements are defined according to the 
evolutions of the power system as forecasted by the Danish TSO. In some scenarios, conventional 
power plants are dismantled, depending on their assumed lifetime (35-45 years), whereas future 
offshore wind farms are represented by a standard layout, because information on their possible 
configurations are not yet available. In case of onshore distributed wind generation and load 
demand, since it is not known where new installations will be made available, it is assumed that 
both elements have an equal increase in the system, which in each bus is proportional to their 
present installed capacity. Finally, in case of the transmission facilities, new lines, cables and 
transformers are installed in order to avoid overloading and bottlenecks in power transmission. 
Another important approximation regards the reliability figures used for all components in the 
system. These values should be obtained from data recorded from the availability history of each 
element. However, due to the recent development of offshore wind installations, it is difficult to 
collect enough information in order to define proper values for offshore components. The data used 
here are based on reliability values recorded for onshore wind installations and “guessed” values for 
offshore wind farms, considering improvements and problems which may occur. The obtained 
values for reliability and generation of offshore wind farms may therefore be approximated in 
respect to real calculations. However, methods, approaches and comments provided for the different 
analyses hold true anyway. 
The model of the WDKPS is defined in DIgSILENT Power Factory, and some of the functions 
available in the software, e.g. load flow analysis, optimal power lows, DPL scripts, etc, are used. 
However, due to some limitations, especially in the use of optimal power flows, alternative 
approached are defined in order to assess the HLII analysis of the WDKPS. Some of the discussed 
models are also implemented in Matlab, e.g. synthetic wind speed generator, plots of convergence 





issues and probability distribution functions, in order to take advantage of its powerful 
mathematical tools. 
1.6 Outline of the Thesis 
The outline of the thesis follows the procedure described in section 1.5. 
Chapter 2 presents the theoretical background behind probability and reliability assessment 
according to available literature in order to give the basic definitions utilised in the rest of the thesis. 
Firstly, some probability aspects used later in the analyses are presented. Secondly, the reliability 
indices for the different hierarchical levels are defined. Then, the main characteristics of general 
analytical methods and Monte Carlo simulations when these techniques are applied to reliability 
assessments are discussed. 
In chapter 3, a new model for synthetic generation of wind speed time series is discussed. This 
tool is necessary in order to provide inputs to assess reliability and generation of offshore wind 
farms. The model is developed considering a birth and death Markov chain, where state transition 
rates are used instead of the transition matrix for evaluating each state residence time. The 
procedure is based on two steps: in the first step, statistics related to a set of measurements are 
extrapolated and a wind speed probability table is defined, as suggested in available references, 
whereas in the second step, wind speed time series are defined according to the information of the 
obtained probability table. The model is verified by considering four statistical aspects, i.e. seasonal 
variations, autocorrelation functions, average values and probability distribution functions. 
In chapter 4, models and techniques for assessing generation and reliability of offshore wind 
farms are discussed. After an overview of current and future offshore installations, a list of nine 
factors, which influence wind generation, is defined according to the available literature. These 
aspects are highlighted in different works and there is a lack of complete models that include all of 
them. Reliability results from an analytical method based on F&D issues and a sequential Monte 
Carlo simulation are compared in order to choose the method which appears most suitable for 
reliability assessments. With the chosen approach, the influence that each of the nine factors has on 
the model is then investigated: generation and reliability of four wind farm layouts are assessed 
with this model in order to show some of its applications. In this chapter, the comparison of two 
softwares, i.e. Matlab and DIgSILENT Power Factory, is presented as well in order to highlight 
advantages and drawbacks of using them for reliability assessments. 
Chapter 5 presents HLI reliability assessments of different power systems. Models of the different 
components, e.g. conventional power plants, distributed generation, offshore wind farm and system 
load, are presented and discussed together with an approach based on a classical sequential Monte 
Carlo simulation. The considered technique is applied to different power system layouts: firstly, a 
reliability evaluation of the RBTS and of the IEEE-RTS is performed in order to compare the 
obtained results with the results available in literature. Secondly, the approach is applied to the 
WDKPS: some sensitivity studies are performed in order to investigate how some of the system 
parameters, e.g. installed distributed wind generation and wind turbine reliability figures, influence 
the reliability of the power system. Furthermore, current and future configurations of the power 
system are analysed, considering possible evolutions of the system, especially in case of variations 
in the installed wind capacity, in order to evaluate differences between current and future layouts. A 
detailed description of the three analysed power systems is given in Appendix A. 
In chapter 6, models and techniques defined in previous chapters are updated in order to perform 
an HLII reliability analysis of different systems. Two approaches are considered here; one based on 




standard HLII solutions, with load flow and optimal power flow calculations, and one based on an 
alternative analysis, where optimal power flows are not needed. The former is based on a classical 
HLII analysis and is applied to the RBTS in order to verify its validity with some results available 
in literature; the latter is defined in this thesis and is used to assess the reliability of both the RBTS 
and current and future configurations of the WDKPS. 
In chapter 7, a summary of the conclusions of the thesis and future works are presented and 
discussed. 
 





Chapter 2.  
Probabilistic Methods for Reliability Assessment 
Reliability calculations may be performed considering deterministic and probabilistic approaches 
[2]. In the past when reliability became a relevant issue for power system analysis deterministic 
techniques were used, e.g. worst-case scenario analysis, and they are still used today for general 
studies. But, to apply deterministic techniques, the system had to be artificially constrained into a 
fixed set of values which have no uncertainty or variability. The main drawback of deterministic 
techniques is that they do not assess the system’s stochastic behaviour, e.g. forced outages of 
system components, variability of generation, etc [2], and this might represent a problem in the 
study of the current structure of power systems where renewable sources play a relevant role. 
Probabilistic methods were developed later and can provide more meaningful information for 
design, resource planning and resource allocation since they consider the stochastic aspects of a 
system. As mentioned in chapter 1, two main techniques can be considered for probabilistic 
approaches [2]: analytical methods and Monte Carlo simulations. Both techniques have advantages 
and drawbacks and they may be used for both static capacity adequacy (termed as random or non-
sequential in Monte Carlo simulation) and F&D studies (called sequential in Monte Carlo 
simulation). F&D analysis provides information on both frequency and duration of insufficient 
capacity conditions, whereas the static approach evaluates expected results as a number of days or 
as unsupplied energy when the demand exceeds production.  
In this chapter, the main features of these two probabilistic techniques are discussed in order to 
provide a theoretical background for the rest of this thesis. In section 2.1, some definitions of 
probability theory are presented. They are summarised here and used in the rest of this work. 
Section 2.2 provides a list of reliability indices which are typically calculated with the discussed 
methods. Defined indices refer to the generation of a wind farm, to HLI assessment results and to 
the analysis of power systems from an HLII point of view. In section 2.3, the main elements of an 
analytical method are presented, both for generation adequacy (section 2.3.1) and composite system 
reliability assessment (section 2.3.2). In section 2.4, the basic theory of Monte Carlo simulations is 
briefly defined. These simulations may be performed considering three different approaches, which 
are based on sequential or static issues. The approaches are described in sections 2.4.1.1 to 2.4.1.3, 
whereas a short comparison of the three solutions based on the available literature [44], [54] is 
discussed in section 2.4.1.4. Due to the long computation time required for Monte Carlo 
simulations, some approaches for its reduction are analysed in section 2.4.2. These solutions are 
based on VRT, since reduced variance may result in the possibility of reaching the same accuracy 
after fewer samples and therefore reduce computation time. In section 2.4.3, some considerations on 
the modelling of components for assessment of power system reliability with Monte Carlo 
simulations are given. 
Chapter 2 – Probabilistic Methods for Reliability Assessment  
 18 
2.1 Background of Probability Theory 
In this section, the definition of some probability expressions and functions is given [40], [62], in 
order to provide a general nomenclature valid for the rest of this thesis. The presented formulae are 
described in both continuous and discrete domain for completeness purposes, even if only the latter 
is actually used in the rest of the thesis, due to the discrete nature of the results provided by 
reliability assessments. 




, the probability 
that an observation of X belongs to a given continuous or discrete set Ω is given by the density 
function fX(x), i.e. 




XX xfdxxfXP      (2-1) 
The probability that xX  is given by the distribution function FX(x), i.e. 







XX tfdttfxXPxF     (2-2) 
and the probability that xX   is given by the duration curve  xF X
~
, i.e. 
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The expectation value of the set of observations of X over a continuous or discrete set Ω is given 
by 




XXX xxfdxxfxXE      (2-4) 
and its variance can be defined as 





2222  (2-5) 
A series of properties applies to the expectation value and variance, as presented in [62]. 









respectively, it is possible to define the covariance as  
               YEXEXYEYEYEXEXEYXCov ,   (2-6) 
and the correlation coefficient as  
 








YX     (2-7) 
It must be highlighted, that equation (2-7) is equal to zero if X and Y are independent. 
2.2 Reliability Index Definitions 
In order to quantify the reliability assessment of a power system, the most common solution is to 





define a set of indices, which represents different aspects in respect to critical system conditions. 
Most of the indices presented in this section can be calculated using both mentioned approaches, 
even though some of them can be computed only by an F&D analysis. Most of the presented indices 
are used in this thesis to quantify reliability assessment of power systems.  
Considering a wind farm model for reliability investigations, it is possible to assess its generation 
and reliability by calculating the following indices [32], [33], [34]: 
- IWP (Installed Wind Power, [MW]) is the sum of the rated power of all the installed wind 
turbines; 
- IWE (Installed Wind Energy, [MWh]) is the product of the installed wind power and the 
number of hours in the period of the analysis; 
- EAWE (Expected Available Wind Energy, [MWh]) is the energy generated in the period in 
question without taking into account any component outage;  
- EGWEWWTF (Expected Generated Wind Energy With Wind Turbine Failures, [MWh]) is 
equal to index EAWE including wind turbine failures; 
- EGWEWWTCF (Expected Generated Wind Energy With Wind Turbine and Cable Failures, 
[MWh]) is equal to index EAWE including both wind turbine and internal cable failures; 
- EGWE (Expected Generated Wind Energy, [MWh]) is the sum of energy that all the available 
wind turbines can produce in the period in question including failures of all components, i.e. 
wind turbines, internal cables and connectors to shore; 
- WFCF (Wind Farm Capacity Factor, [%]) is the ratio of EGWE to IWE and it represents the 
capacity factor of the wind farm; 
- WFGR (Wind Farm Generation Ratio, [%]) is the ratio of EGWE to EAWE and it represents 
the percentage of available energy lost in the wind farm due to component outages [32]. 
The relationship between the defined indices can be observed in Figure 2-1. 
 
Figure 2-1. Relationship between reliability indices for wind farm generation and reliability 
assessment. 
When a generation adequacy assessment (HLI) is performed, a list of system indices has been 
defined in literature [2], [3]: 
- LOLE (Loss Of Load Expectation, [h/y]) is the expected annual number of hours during 
which the system cannot entirely supply the load; 
- LOLF (Loss Of Load Frequency, [occ/y]) is the expected annual number of occurrences in 
which the system cannot entirely supply the load; 
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- LOEE (Loss Of Energy Expectation, [MWh/y], (also known as Expected Energy Not 
Supplied, EENS) is the expected annual amount of energy that the system cannot provide to 
supply the load; 
- LOLD (Loss Of Load Duration, [h/occ]) is the average duration of each occurrence when a 
load is not supplied; 
- ENSI (Energy Not Supplied per Interruption, [MWh/occ]). 
Finally, when also transmission facilities are included in the assessment, i.e. HLII analysis, two 
different sets of indices can be defined [4]; one which provides information on the global system 
reliability and one that refers to load bus indices. In this case, global indices can be defined as [2]: 
- ENI (Expected Number of Interruption, [occ/y]) is the expected annual number of system 
interruptions; 
- ENLC (Expected Number of Load Curtailment, [occ/y]) is the expected total annual amount 
of load curtailments that the system may experience; 
- EENS (Expected Energy Not Supplied, [MWh/y]) is the expected annual amount of energy 
that the system cannot provide to supply the load; 
- EDLC (Expected Duration of Load Curtailment, [h/y]) is the expected annual number of 
hours during which the system cannot entirely supply the load; 
Furthermore, in this last case it is possible to define average indices per interruption, per load bus 
and per load curtailment [2]. In case of load-bus indices, similar indices such as ENLC, EENS and 
EDLC [2] can be calculated. Moreover, for analyses that include voltage and reactive power issues, 
other indices for all buses can be defined as well [38], [39]. 
2.3 Analytical Techniques 
When an analytical approach is used for reliability assessment, the power system under analysis is 
usually represented by mathematical models, and direct analytical solutions are used to evaluate a-
priori reliability indices [2]. This means that the system is represented by states and that a capacity 
table with all the required information for each state is calculated. Depending on the aim of the 
study, either a static or an F&D analysis can be performed. The former is simpler to implement and 
less input data are needed, but few information can be extracted from the results. The latter usually 
requires more data about the components in the system and more approximations may be required, 
but a broader set of results can be assessed, such as the residence time of different states and time-
related indices, and more comprehensive results can be obtained. Both approaches have been used 
in available literature, as mentioned in chapter 1. In section 2.3.1, the general approach used to 
assess the reliability of a power system from an HLI point of view is described, whereas analytical 
HLII studies on power systems are presented in section 2.3.2. Since an F&D analysis also includes 
static results, only the former is described here, whereas a short description of the elements required 
for this analysis for an evaluation of the latter is provided at the end of both sections. Examples of 
these approaches can be found in available literature, e.g. [2], [28], [30], [40] and [41]. 
Considering the components which are relevant for power system reliability assessment, it is 
necessary to consider generating units for an HLI analysis and transmission lines for an HLII 
analysis. Besides, the load of the system requires a suitable representation as well. All models 
require a good level of accuracy, and all aspects which influence their availability must be included. 





2.3.1 Generation Adequacy Assessment 
In order to include a generation unit into an analytical F&D analysis, some parameters which 
define the component must be set up. The number of these parameters depends on the kind of model 
used to represent the component, e.g. two-states or multi-states as discussed in chapter 1. Common 
parameters which are required for F&D analysis are described in the following: 
- For a two-state model, failure and repair rates of the component are sufficient. The 
first/second parameter represents the transitions to the failed/operation state that the 
component would experience within a certain time span (usually one year), if it stays in 
operation/failed state during the entire time span. These two parameters are transition rates 
and they are measured in [occ/y]; 
- For a multi-state model, a set of transition rates which describe the connections between the 
different states of the components is needed. The number of these transition rates varies 
depending on the model used for representing the components and on the number of 
connections between the states (see Figure 1-2).  
When these parameters are available, it is possible to define a capacity outage probability table [2] 
for each generating unit in order to represent the component for reliability calculations. The 
elements to include in the table are listed in the following, as described in [2]. 




- State transition rate λ represents the rate at which the system transits from the current state ith 





i  statein time residence state
i  statethe from  systemthe of stransition of number recorded
   (2-8) 
where the “state residence time” is the total period of time under analysis during which the 
component is in state i
th
. From another point of view, a transition state represents the number 
of occurrences which the system would leave the state assuming that it spends the entire 
period in question in the state. 
- State frequency fi represents the frequency of encountering the current system state i
th
. It is 
measured in [occ/y] and it can be calculated as 

j
jii pf       (2-9) 
where 
j
j is the sum of all the transition rates departing from the current state. 
- Mean state duration di represents the mean length of time spent by the system in state i
th
. It is 






d        (2-10) 
- Cumulative probability Pri of system state i 
iii pPrPr  1      (2-11) 
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where Pri-1 is the cumulative probability of the state with power just below that of state i; 
- Cumulative frequency Fi of system state i [occ/y] 
iii fFF  1      (2-12) 
where Fi-1 is the cumulative frequency of the state with power just below that of state i; 
If more than one generating unit is installed, it is necessary to create a system capacity table that 
represents the global generation in the system. Reference [2] uses a recursive approach based on 
convolution formulae [40] to define this table. The method consists of combining the probability 
table of each unit by adding them to the global capacity table one by one. Recursive expressions for 
a state of exactly Q MW in forced outage after unit g is added can be defined as [2] 
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     QpQPrQPr ggg  1      (2-16) 
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  (2-17) 
where  
- 1g indicates similar quantities before the unit g is added 
- Ng is the number of generating units, 
- Ci is the MW of forced outage of unit i
th
, 
-  QPrg  is the cumulative probability, 
-  QFg  is the cumulative frequency,  
- Y is the capacity outage state just above X, 
- if X < Ci  
▪   01  ig CQp , 
▪   11  ig CQPr ,  
▪   0,1  ig CQ  





▪   0,1  ig CQ  
▪   01  ig CQF   
-   01 CFg  
-      122 CFCFCF ggg   
- g equal to 1 or 2 refers to the first or second generating unit included in the table respectively. 
It is also necessary to define a probability table for representing the system load. In particular, if 
the sequential load curve during the period under analysis is available, some statistical information 
can be extracted from the curve in order to define the table. The table must contain all information 
that defines the load for each state, such as generated power, probability, frequency and transition 
rates. A simplified approach for this can be found in [2] and a more detailed model is described in 
[33]. 
With the computed system capacity table including all generating units in the system and the load 
probability table, it is possible to compute the F&D indices of interest [2]. The combination of 
discrete levels of available capacity and discrete levels of system load creates a set of discrete 
capacity margins mk defined as 
ink LCsm       (2-18) 
where Li is the power of load state i and Csn the power of capacity state n. A negative margin 
represents a state in which the system load exceeds the available capacity and depicts a system 
failure condition. Information related to each margin state can be calculated as (assuming that the 
probability of occurrence of two or more events in a single small increment of time is negligible) 
[2] 
     ink LpCspmp       (2-19) 
ink LCsm ,,, 
       (2-20) 
ink LCsm ,,, 
       (2-21) 
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md       (2-23) 
It must be noticed that identical margin states can be combined together. After having sorted the 
margin states in descending order, cumulative values can be calculated as 
     kkk mpmPrmPr  1     (2-24) 
      kkkkk mpmFmF ,,1        (2-25) 
When the margin table is completely defined, reliability indices can be evaluated. As an example, 
system index LOLE can be evaluated as [2] 
   period the of lengthmargin  negative firstPrLOLE    (2-26) 
whereas LOEE is 
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    
i
i margin  negative the of durationi margin  negative of powerLOEE  (2-27) 
In case of a static analysis, only probabilities of each state need to be defined for each component 
in the system. It must be highlighted here that the state probabilities for a two-state modelled 
component are known as availability and unavailability. This information can be used to define the 
capacity outage probability table of the component (only equation (2-11) is necessary here) and then 
of the global system. In this case, the load can be defined by its cumulative curve, which can be 
based on either each daily peak load (known as daily peak load variation curve) or on its hourly 
load values (duration curve) [2]. The choice of one load model clearly influences the type of indices 
that can be calculated. 
The main problem of this approach regards the exponential increase of size of the capacity table 
when the system consists of several components. This aspect may produce memory problems in 
performing the calculations. Different solutions have been proposed to reduce the number of states 
[2]. Similar states can be aggregated into a unique state and states with a probability of occurrence 
lower than a certain tolerance might be neglected. However, these are approximations and may lead 
to the calculation of inaccurate results. 
2.3.2 Composite System Reliability Assessment 
If a composite system reliability analysis is of interest, transmission facilities must be included in 
the model. Generating units can be modelled as in a HLI analysis, with the definition of a capacity 
table for each unit. In case of the load, the data available in the previous section are needed, but they 
must be provided for each load bus. Transmission lines are usually included in the power system as 
a two-state model, since it can be assumed that they are either fully operating or out of service. 
When all component models are available, it is not possible to define only a capacity table for the 
entire system as in the previous section. Availability and capacity of each line influence the 
possibility of transmitting the energy where loads are located and it is not necessarily true that if 
enough generation is available in the system all loads can be satisfactorily supplied. A method to 
define a complete representation of the system that includes all aspects might be based on defining a 
set of system vectors, where the combination of states of each component in the system is included. 
Another method is presented in [2] and is based on the conditional probability approach.  
With one of these techniques, each state in which the power system may reside can be defined, 
and the required analyses can be performed. The simplest analysis is to consider only continuity of 
service, which means that lines overloading is not an issue. After that, active power issues might be 
included in the analysis, considering continuity of service and limitations of component operation. 
This requires DC load flow analysis, whereas aspects related to reactive power transmission are 
neglected. Finally, if voltage constraints must be included in the analysis as well, AC load flow 
calculations become necessary for the assessment. 
The main problem with these approaches is that the number of system states may rapidly increase 
with the number of components in the system. Reference [2] suggests some approaches in order to 
reduce the number of states; the simplest solution is to specify the contingency level, e.g. first order, 
second order, etc, up to which system states can be defined. Besides, system states with a 
probability of occurrence lower than a specified minimum tolerance might be neglected. The 
combinations of these two solutions, together with the inclusion of those states which result from 
outage dependence, i.e. common failure mode and station-related events (if information about them 
are available) might represent a suitable approximation. However, it must be kept in mind that all 





these assumptions simplify the model, and they may thus lead to a mismatch in the final results. 
Due to the difficulty in defining the complete model of the power system for HLII analysis and 
due to the approximations that the representation requires to avoid an excessive number of states, 
the use of Monte Carlo simulations has become more popular in the latest years for these types of 
studies [31], [40], [42]. However, it must be highlighted that the choice of one method depends on 
the purpose of the assessment and that useful results can be obtained also with the described 
approach. 
2.4 Monte Carlo Simulations 
Since it is not always possible to directly calculate expectation values according to their 
definition, it is necessary to use an alternative method to obtain them. A solution may be a Monte 
Carlo approach, which is based on estimation of the properties of the variable by random 
observations. It evaluates a-posteriori reliability indices by simulating the system’s actual stochastic 
behaviour, either randomly or sequentially. A theoretical introduction to Monte Carlo simulation are 
presented in [2], [40], [41], [56] and [63], whereas several applications of this approach to power 
system reliability analysis is described in [2], [3], [17], [21], [22], [31], [34], [41], [56] and [63]. 
The basic idea is that the expectation value of a random variable can be estimated by random 


















 is the set of independent samples with expected value  YE [65]. The 
expectation  YmE is an estimation of  YE : this can be proved by 
 






















































  (2-29) 
since Ym is a random variable with a certain expected value and a certain variance, which can be 
obtained as [65] 








































However, during the simulation,  YmVar  and  YVar  are not known, but it is possible to calculate 
an estimation of them as 
 




























   (2-31) 
if a large number of samples NMC is considered [41]. 
An interesting practical aspect of equation (2-31) is that it can be reformulated as 
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  (2-32) 
Equation (2-32) shows its utility in case several results are calculated during each sample and if it 
is not possible (or of interest) to store all of them. After each sample it is sufficient to update the 
estimation of Ym and
2
Ys  without storing the results calculated during the sample. At the end of the 
simulation, only the final values are available as computed with equations (2-28) and (2-32). 
An interesting advantage of using Monte Carlo simulations is that it is possible to estimate density 
functions of the calculated random variables in order to complete the information on expectation 
value and variance. The most straightforward method for this is to simply store all samples yi and at 
the end of the simulation to estimate fY(x) as the number of samples yi divided by the total number 
of samples NMC. For continuous random variables, the probability that two identical samples are 
collected is extremely low, which makes the estimated density function appear strange. In this case 
it is probably preferable to represent the result as a duration curve [41]. In case of a large amount of 
samples which cannot be stored, the sample space can be divided into a number of segments and the 
share of samples belonging to each segment can be estimated. 
When a Monte Carlo simulation is performed, it is also necessary to define some stopping criteria 
in order to obtain results with sufficient accuracy and reasonable computation time length. The 
number of samples can be decided in advance if similar systems have been simulated previously. 
An alternative method is to compare the so-called coefficient of variation βMC to a relative 








       (2-33) 
for the simulated number of samples. When equation (2-33) is verified, the simulation is stopped; 
otherwise further samples are simulated and included in the analysis. 
References [40] and [41] suggest an additional condition as stopping criterion when power 
systems are analysed. Since 2
Ys  is an estimation of the real variance, the following two conditions for 










      (2-34) 
Finally, it may be of interest to evaluate some confidence intervals of the estimates in order to 
take into account the uncertainty of the results. Assuming that the estimates are normally distributed 
around the true value Y [41], i.e.   YYY mVarNm , , the confidence level is the probability 
that Y is within the interval confYm   
))(mp(-))(mp(  ))(m p( YYYYYY     (2-35) 
where  is the confidence interval. The confidence level can then be evaluated as 













































    (2-36) 






  ,     (2-37) 
it is possible to calculate the confidence interval conf. 
Table 2-1. Calculation of confidence intervals [41] 




2.4.1 Simulation Approaches in Reliability Evaluation 
In available literature [2], [56], [63], three main approaches have been proposed in order to 
evaluate the reliability of a power system using a Monte Carlo simulation: 
- State sampling  
- State duration sampling  
- System state transition sampling  
In the following sections, (2.4.1.1 to 2.4.1.3), the three solutions are briefly described, whereas in 
section 2.4.1.4 a comparison of the solutions is shortly presented according to the work published in 
[44], [54] and a few comments on main advantages and drawbacks of each technique are given. 
2.4.1.1 State Sampling Approach 
A system state depends on the combination of all component states and each component state can 
be determined by sampling the probability of the component appearing in that state. 
Assuming that a system S has m components, that component failures are independent events and 
that the i
th
 component Si has r states with state probabilities pj (where j is one of the r states of the 
component), then the simulation can be performed following this procedure: 
1. For each component ith 
a. Generate a U(0,1)-distributed random number Ui 
b. Define the state Si,j of the component based on its state probabilities and on the drawn 
number Ui 
2. Define the system state S = (S1,j ... Sk,j ... Sm,j)  
3. Calculate the required reliability index function F(S) 
4. Repeat the previous steps 1-3 NMC times 
5. Calculate the expectation of the reliability index function as 









)(     (2-38) 
where G is the set of system states and n’(S) is the occurrences of state S. 
This method is also known as non-sequential Monte Carlo simulation. 
2.4.1.2 State Duration Sampling Approach 
The state duration sampling approach (or sequential Monte Carlo simulation) is based on 
sampling the probability distribution of the duration of each component state. Chronological state 
transition processes for all components are firstly simulated by sampling, then the chronological 
system state is created by combining  each component state. When this method is applied, it is 
necessary to know for each component all transition rates between each component state. 
This approach can be summed up in the following steps: 
1. Specify the initial state of each component, e.g. initially all components are assumed to be 
100% available 
2. Sample the duration Tres,i of each i
th
 component residing in its present state by means of a 
U(0,1)-distributed random number Ui 
3. Repeat the previous step in the given time span and record sampling values of each state 
duration for all components; an up-down cycle curve as in Figure 2-2.a)-c) is obtained for 
each component (in Figure 2-2 a time span of 8760 hours is assumed) 
4. Combine the chronological component state transition process in order to obtain the 
chronological system state transition process, e.g. Figure 2-2.d considers three power plants as 
system components and shows the available generation in the system 
5. Conduct system analysis in order to calculate the reliability index function F(S) 
6. Calculate E[F] as shown in equation (2-38). 
In order to calculate the duration of each component state, it is necessary to define which kind of 
distribution function the operating and repair state of the component follow. The following 
solutions, based on the inverse transform method, are possible [2], [63]: 
- Exponential function  











where µX is the expectation value from equation (2-4), the variance from equation (2-5) can 
be calculated as µX
 2
 and Uj is a sequence of uniformly distributed random numbers. 
- Normal distribution [2] 
- Weibull distribution 













































where A is the scale parameter and k is the shape parameter. 
- Gamma distribution 






























ln    (2-41) 
where  B  is the gamma function [62]. 
It must be noticed that exponential distribution is suitable for time-to-failure calculations, whereas 
the Weibull function can be used for the time to repair [23]. In this thesis, due to the available 
information on component availability, the exponential distribution is used for both representing 
time-to-failure and time-to-repair distributions, as performed in many works available in literature, 
e.g. [2], [40]. 
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Figure 2-2. Up-down cycle for different types of components: a) Two-state components, b) Three-state 
components, c) Four-state components, and d) Chronological system state transition curve. 
2.4.1.3 System State Transition Sampling Approach  
System state transition sampling approach [44] focuses on the state transition of the whole system 
instead of component states or component state transition processes.  
It is assumed that a system has m components in state Sk (k = 1…r) and that the state duration of 
each component follows an exponential distribution function with transition rate λi and density 
function fi(t). Hence, the transition of the system state depends randomly on the state duration of the 
component which departs earlier from its current state, and the duration Tres,k of system state Sk is a 








 .      (2-42) 
When the system departs from state k, the probability that this transition is caused by departure of 
the j
th












      (2-43) 
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Therefore, the next system state can be generated, placing in the interval (0,1) the probabilities of 
m possible reachable states and generating a U(0,1)-distributed random number. If the random 
number falls into the interval with probability pj, this means that the transition of the j
th
 component 
leads to the next system state. Following this procedure along the period of interest, it is possible to 
evaluate the reliability index function E[F] and consequently its expected value. 
2.4.1.4 Comparison of Different Methods 
The three discussed methods are compared in available literature [44], [54] considering a 
reliability analysis of composite power systems. According to these references, the state sampling is 
considered the simplest approach to implement. Few reliability data, e.g. probability of each state of 
each component, are normally needed, and modelling of components and of their behaviour is quite 
standardised (generation, load, etc). Moreover, it is necessary to generate only uniformly distributed 
random numbers. This means that sampling from distribution functions is not required. However, 
this approach is not suitable for F&D analysis of power systems, since time-related information is 
not implemented into the simulation.  
State duration sampling is the most complete technique. Results of the state sampling analysis are 
integrated with chronological reliability studies of power systems. Besides, the probability 
distribution of each index can be easily evaluated, which may help to predict the behaviour of the 
power system. The main drawbacks are the long computation time usually required for the complete 
simulation, the large demand for storage of results, especially if further manipulations are of 
interest, and the large amount of reliability data that must be available for each component, i.e. at 
least all transition rates, which are not always available, must be known. 
The last method can be used to assess F&D reliability indices without storing too many results of 
the analysis. Furthermore, a smaller number of random numbers is needed, since only few random 
numbers are required to produce each current system state and its duration. The main problem 
consists in the fact that only exponential distribution functions can be used to represent component 
availability. If the availability of components cannot be represented with this distribution function, 
the method cannot be used. Furthermore, it can be said that this method is suitable when all 
components in the system have similar behaviour and their availability depends only on the 
availability of the subcomponents. When other aspects influence availability, e.g. the availability of 
the wind in a wind farm, the definition of the system elements may encounter some problems and 
further approximations may be required. 
2.4.2 Variance Reduction Techniques 
Since the variance measures how much a random variable deviates from its expectation value, it is 
normally desirable to have small values for this parameter, as this results in better accuracy of a 
Monte Carlo simulation, as shown by the coefficient of variation in equation (2-33). In order to 
reduce the value, it is possible either to increase the number of samples, however, this increases the 
computation time of the simulation, or to use some alternative methods, i.e. VRT that may produce 
better estimates without changing the number of samples. The purpose of VRT is to manipulate the 
way each sample of a Monte Carlo simulation is defined in order to both preserve the randomness 
of the method and decrease the variance of the estimation. Moreover, the effectiveness of VRT can 
be improved by combining two or more of these techniques as shown in [40], [42], [56], [66], [67]. 
Some VRT available in literature are listed in the following: 





- Complementary random variables  
- Dagger sampling 
- Control variates  
- Correlated sampling 
- Stratified sampling 
- Importance sampling 
Few details are given in the rest of this section about these techniques. More detailed descriptions 
can be found in [2], [41], [56] and [63]. 
2.4.2.1 Complementary Random Variables 
The complementary random variables (CRV) approach [40], [41], [56], [63] is the easiest 
technique to apply, and it is based on the modification of the random generator so that it generates 
series of interdependent random values. This gives a better spread of the samples in the simulation 
and the same accuracy is reached after a smaller number of samples. 
Assuming that
1Ym and 2Ym are two different estimates of the expectation value Y of a certain 
random variable, i.e.     YYY mEmE  21 , it is possible to define the average of the estimates as 















   (2-44) 
Moreover, it may be shown that the variance of the average is 


















  (2-45) 
Equation (2-45) shows that the variance of the average might be less than the variance of 1Ym  and 
2Ym , respectively. Above all, the covariance may become negative. A straightforward method to 
generating two estimates having a negative covariance is to use complementary random numbers.  
If U is uniformly distributed in the interval [0,1], then the complementary random number of U is 
given by U* = 1 – U. Obviously, U* is also a U(0,1)-distributed random variable and the correlation 
coefficient from equation (2-7) is equal to –1, i.e. the strongest possible negative correlation. 
Random numbers of an arbitrary distribution are obtained by transforming U(0,1)-distributed 
random numbers. Assuming that Y is a random variable with an arbitrary probability distribution 
fY(y) and that Y has been obtained by transforming U, i.e.  UfY 1 , while Y* has been obtained 
from U* using the same transformation, standard transformations maintain at least part of the 
negative correlation between U and U*; thus, Y and Y* might also be negatively correlated. 
A practical aspect concerning the use of CRV is that it is not necessary to have two separate 
estimates of 
Ym based on the original samples and the complementary random numbers respectively. 
Rather than managing two series of NMC observations each, it is thus possible to consider y1, …, 
yNmc and y1
*, …, yNmc*, as one single series of 2NMC observations and calculate expectation value and 
variance as 


































  (2-46) 






























 is the 2NMC -vector that contains both initial and complementary random 
numbers. 
The formulae stated for state sampling can be used right away, even though the samples are not 
really independent. Complementary random numbers can create a negative correlation between the 
input, Y, but in order to achieve a reduction of variance, a negative correlation is required between 
the observations of the variable which is actually sampled, i.e. the output, X = g(Y). Hence, the 
strong negative correlation between U and U* is attenuated twice; first, when U is transformed to Y 
and U* to Y*, and then when X = g(Y) and X* = g(Y*) are calculated. If complementary random 
numbers are to be of any use, it is required that the total attenuation is not too large. Most 
transformations are such that the negative correlation is maintained, but some probability 
distributions, above all extremely asymmetrical distributions, may substantially weaken the 
correlation [41]. 
2.4.2.2 Dagger Sampling  
Dagger sampling (DS) [41], [56], [63] and CRV are based on similar ideas. However, DS is 
especially appropriate for random variables with only two possible outcomes where the probability 
is low for one of the two. 
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    (2-48) 
where p < 0.5. Usually, samples are created by using the inverse transformation method. This 
method is based upon transforming a U(0,1)-distributed random number to the desired distribution 
using the inverse of the distribution function of the variable. In DS a scale between 0 and 1 is 
divided into subintervals with the width p instead. The number of subintervals, which is referred to 
as the dagger cycle length, is thus equal to the largest integer S which is less than or equal to 1/p. In 
addition to a number of subintervals, there may also be remainder part. The subtlety of dagger 
sampling is that one single random number generates S samples. This is done by creating a U(0,1)-
distributed random number, and if this random number falls into subinterval k then the outcome 
becomes yk = B, while the remaining yi, i = 1, …, S, i ≠ k, are equal to A. If the random number falls 
into the remainder part then the outcome is A in all samples. It can be shown [41] that the 
covariance is negative, which means that the variance of the estimate might be less than for simple 
sampling. Some simple applications of the method are described in [41] and [56].  
It must be finally highlighted that, as for complementary random variables, it may occur that the 
negative correlation of the inputs is attenuated in the output. This situation must be avoided as much 
as possible in order to keep the effectiveness of the method to a high level.  
2.4.2.3 Control Variates  
The control variates (CV) method [40], [42], [41], [56], [63], [68] is based on the idea of sampling 





the difference between the results of the desired problem and of a simplified model to which a 
solution is known. 
Assuming that Y is a random variable with an expectation value   YYE  , and Z is another 
random variable, called control variate, of which its expectation value   ZZE  is known, it is 
possible to define a new random variable X, so that 
 ZCV ZYX        (2-49) 
Since it is possible to prove that X has the same expectation value as Y 
            YEEZEYEZYEXE ZCVCVZCV     (2-50) 
and the variance of X is given by 
          ZYCovZVarYVarZYVarXVar CVCVZCV ,2
2   , (2-51) 
the variance of X can be reduced considering two random variables with strong positive correlation 
in order to obtain 
   ZYCovZVar CVCV ,2
2       (2-52) 
If the last equation is satisfied, it is possible to perform Monte Carlo simulation sampling X 
instead of Y in order to improve the estimation of the expectation value  YE , which is the same for 
both random variables. In many cases (and in this thesis too), the coefficient αCV is assumed to be 
equal to 1. 












      (2-53) 
where ρYZ is the correlation coefficient between Y and Z as defined in equation (2-7). The last 
equation shows that the effectiveness of the method depends on the correlation coefficient between 
Y and Z; the more they are correlated, the more effective the method is. 
Some applications of this method to power systems are presented in [40], [42], [68]. In the two 
latter, the reliability of a composite system is analysed considering the expected power not supplied 
due to generation and transmission capacity problems. Reference [40] considers instead a CV for 
probabilistic production cost simulation. The analytical results are obtained by means of minimising 
the total operation cost of the system with a linear programming problem, then the Monte Carlo 
simulation is performed and for each generated scenario, the indices of interest are calculated using 
both approaches. 
2.4.2.4 Correlated Sampling  
Correlated sampling (CS) [41], [56], [63] is a method based on a similar principle as the CV: the 
difference between two separate systems, which have similar properties, is studied. A typical 
application is to study what happens if an existing system is slightly modified. 
Considering two random variables X1 and X2 and assuming that the difference Z = (X1-X2) 
between the expectation values of the two variables should be studied, then expected value and 
variance can be calculated as 
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       2121 XEXEXXEZE      (2-54) 
         212121 ,2 XXCovXVarXVarXXVarZVar    (2-55) 
If the two random variables are strongly positively correlated to each other, it is possible that 
simple sampling of Z is more efficient than sampling X1 and X2 separately. 
The benefits of CS are completely dependent on whether or not the two studied variables X1 and 
X2 are sufficiently positively correlated to produce a variance reduction. As mentioned earlier, the 
process starts with input with known probability distributions. To apply CS, it is necessary to have 
one system g1 with output X1 and another system g2 with output X2. The two systems can either use 
the same input or inputs with different probability distributions. Apparently it is more likely that X1 
and X2 are positively correlated in the first case, because the correlation only depends on how 
similar the two systems g1 and g2 are. In the other case, the correlation is attenuated, since different 
transformations are used to create Y1 and Y2 respectively.  
A disadvantage of CS is that even though the estimate of E[X1 - X2] is very good, this does not 
mean that very accurate estimates of E[X1] and E[X2] are obtained. According to [56], there is no 
general procedure that can be implemented in this method. However, it can be useful when either 
the effect of a small change is to be calculated or when the difference in a parameter in two or more 
similar cases is of more interest than its absolute value, i.e.: sensitivity analysis. 
2.4.2.5 Stratified Sampling  
The idea of stratified sampling (SS) [2], [40], [56] is to divide the system into different 
subpopulations, referred to as strata, and to draw more samples into the subintervals that give 
greater contributions to the final results. If the strata are properly chosen, this approach results in 
gained efficiency decreasing the variance of the results and improving some practical aspects, for 
instance different parts of the system can be studied using different methods. 
Considering a random variable Y defined in the sample space Ω and assuming that Ω is divided in 
Lstrata strata, where stratum h comprises the outcome Ω h, which is a subset of Ω, the following 
definitions hold true [41] 
 h
h
       (2-56) 
jiji          (2-57) 
A weight factor h that corresponds to the part of the population which belongs to the stratum, is 









      (2-58) 
where NMC,h is the total number of samples in stratum h, NMC is the total number of samples in the 
population and p is the probability that an outcome of Y belongs to a particular stratum h. Assuming 
Lstrata separate random variables   hLhhih yY   ...1 , the expectation value hYm of each stratum may 















     (2-59) 





if it is not possible to obtain it analytically as  hYE . 





















    (2-60) 
using both  hYE and hYm , as previously calculated. 
The variance can be calculated for each stratum h and for the whole population as 



























   (2-61) 




































  (2-62) 
and the last equation gives a lower value than the variance of simple sampling if strata have been 
chosen properly. 
The total number of samples NMC can be spread in the set of strata by means of the Neyman 
















      (2-63) 
where 
hY






















     (2-64) 
when it cannot be computed analytically. 
When the stratified sampling approach is used, two important decisions have to be made [41]: 
- The number of strata in which to divide the scenarios of the problem (parameter Lstrata) and 
which scenarios belong to each stratum. 
- The number of samples to be included in each stratum (NMC,h). 
For the first decision, two solutions have been proposed in literature: The strata tree approach [41] 
and the minimisation of the variance of the estimate [56], [65]. An example of application of the 
former is given in [40]. 
In relation to the second decision, the Neyman allocation formula can be used. It calculates the 
necessary number of samples for each stratum and it can be proved [69] that, if NMC,h is proportional 
to Ph, i.e. the size of the subregion, then the variance of the stratified sampling method is less or 
equal to the variance of the simple sampling approach [40], [41], [56].  
2.4.2.6 Importance Sampling  
Importance sampling (IS) [42], [41], [56], [63] improves the estimate in a similar manner as 
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stratified sampling, concentrating samples to the most significant parts of the population. This effect 
is achieved by modifying the random number generation so that another probability distribution is 
used in place of the real one.  References [41] and [56] show two examples of this application 
where this VRT is used in order to define the new probability distribution for calculating an integral 
with a Monte Carlo simulation. A similar approach can be followed for power system reliability, 
and [63] suggests that this technique might be suitable for sampling load and hydrological states. 
However, both [76] and [56] agree in the difficulty of finding a proper importance sampling density 
function, which suits the approach without the risk of increasing the variance of the solution [56]. A 
solution [63] for this can be found by using trials with Monte Carlo simulation, but this may further 
increase the computation time of the analysis. 
2.4.3 Models for Monte Carlo Simulations 
In order to perform a reliability assessment of a power system using Monte Carlo simulations, it is 
necessary to define models for the components which are part of the system and to choose the most 
suitable technique which ensures satisfactory accuracy of the results. 
In order to represent each component of a power system for reliability assessment with Monte 
Carlo simulations, similar input data as presented in section 2.3 must be available. Generating units 
and transmission lines must be characterised by their transition rates, whereas the system load curve 
for the period under analysis must be known. However, due to the nature of this technique, the load 
does not require further manipulations to be represented in a table form. For sequential approaches, 
the load can be directly applied to each sample, whereas for non-sequential analysis, only its 
duration curve needs to be defined. In case of other components, it is not necessary to define 
capacity tables and aggregation processes, but it is sufficient to apply equations presented in section 
2.4.1, depending on the chosen approach. For example, in case of a generating unit, which can be 
represented by a two-state model for a sequential Monte Carlo simulation, once its failure and repair 
rates are known, an up-down cycle as in Figure 2-2.a)-c) can be obtained and then combined with 
the cycles of other units in the system to generate the chronological system state transition curve for 
the period under analysis, as shown in Figure 2-2.d). When this is available for one sample of the 
simulation, it is compared to the sequential load curve of the system and, if the load is higher than 
the available generation in a certain hour of the period of analysis, reliability indices are updated. 
This approach can be repeated for a large number of samples until a specific accuracy is reached, 
and it allows to obtain HLI reliability indices for the system under study. 
When HLII analysis is performed, it is necessary to include load flow calculations and optimal 
power flow analysis in each sample of the simulation. This is necessary in order to evaluate more 
detailed aspects of the power system, aspects which become relevant when transmission facilities 
are included in the model, i.e. overloading of components, insufficient transmission capacity, etc. 
Furthermore, if some of these critical events occur, the optimisation of generation and transmission 
flows might be of interest in order to investigate if the power system may solve these problems or if 
some demands must be curtailed. Thus, the inclusion of these additional analyses may provide a 
better overview of the response of power system reliability to critical situations. However, it must 
be kept in mind that they required increased computation time and this may represent an issue for 
large power systems. 
In the next chapters, different applications of Monte Carlo simulations to power systems are 
presented, considering the modelling of the components which are part of the power systems and 
the parameters which influence the reliability most. 






In this chapter, a general description of probabilistic techniques for assessing the reliability of a 
power system is presented. Some probability functions and definitions are presented in section 2.1, 
whereas some well-known indices usually used to estimate power system reliability are given in 
section 2.2. The presented indices can be used to assess the generation of a single wind farm, for 
generation adequacy assessment or for composite reliability analysis. In section 2.3, analytical 
methods for investigating power system reliability are defined, both for HLI and HLII analysis. 
Input data for the models are described both for static and F&D studies, and the main steps to 
perform the analysis are provided. In section 2.4, Monte Carlo simulations are presented. In 
available literature, three main techniques are available, based on either non-sequential or sequential 
definitions. Due to the long computation time normally required for Monte Carlo simulations, some 
VRT can be used in order to reduce the variance of the results and therefore to reach the required 
accuracy with less samples. In section 2.4.2, six of the most commonly used VRT are briefly 
described and theoretical reasons for their effectiveness are shown. Finally, a brief description of 
the main issues in relation to the use of these techniques for power system reliability assessment is 
provided. 
The next chapters of this thesis provides analyses of the applications of the two described 
probabilistic approaches to different power systems, especially considering F&D and sequential 
representations of components in order to provide suitable models of power systems with large 
wind penetration. 









Chapter 3.  
Synthetic Wind Speed Time Series Generator 
When generation and reliability of a wind farm have to be assessed, it is necessary to model all 
elements that contribute to its definition properly. One of the most important aspects is the wind, 
which is the “fuel” of this type of power plant. Reliability and generation of a wind farm are 
influenced by wind randomness and variability. Moreover, due to time-related factors which 
characterise the wind, it is necessary to provide an input to the model which includes all possible 
events that can occur. For these reasons, a detailed and efficient representation of wind speed is 
needed in order to perform a comprehensive investigation of wind generation with the available 
methods. One of the inputs to these tools must consist of a set of wind speed time series, which 
characterises the site of installation and preserves its chronological and stochastic nature.  
Wind measurements can be directly applied as input to the models without any further 
manipulation. This approach reduces the effort for analysing wind information, but measurements 
have to be recorded for several years with a wide range of possible conditions in order to fulfil the 
discussed requirements of completeness. If these data are not available, it is necessary to generate 
synthetic time series. Thus, it is necessary to model a synthetic wind speed time series generator 
that works according to the statistics of the fewer available measurements and that preserve the 
stochastic and random behaviour of the wind. Different models are available in literature. At 
University of Saskatchewan [3], [18]-[20], a time series representation has been developed based on 
Auto-Regressive Moving Average (ARMA) models considering different orders of the function in 
order to fit the wind measurement data in the most suitable way. Some corrections for negative 
wind speed values in this model are also considered in [18]. Eltra (now Energinet.dk) developed a 
model for the stochastic behaviour of the wind to incorporate in the software SIVAEL, which is 
used for operational simulation of a power system with related heating areas [70]. This model may 
be utilised to perform capacity reserve assessment with forecasting of some hours ahead. Other 
wind speed time series have been developed based on Markov chains. At National Renewable 
Energy Laboratory (NREL) in Colorado, a wind speed simulation tool is considered based on a state 
transition matrix with wind data from a single year [71], while at Chalmers University, the model 
includes only two wind conditions (above and below the wind yearly mean) and the height of the 
hub [35]. Reference [33] defines a wind speed series based on a birth and death Markov chain, 
considering wind speed state residence times represented by either an exponential or an unknown 
distribution. Reference [34] defines an hourly wind speed model based on the Weibull distribution 
and a Markov transition matrix. A similar approach has been followed in [72], whereas in [73] a 
statistical bottom-up approach based on Markov chains for the generation of synthetic time series of 
wind power, output and prediction error is described. 
According to these references, all available methods for wind speed definition can be categorised 
into two main groups; one based on ARMA models and one on Markov chain processes. Both 
approaches present advantages and drawbacks, but both can be very powerful with the proper 
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application. In this chapter, a technique based on the latter is discussed and compared to a new 
solution for evaluating the residence time of the current wind state. In particular, the model is 
defined according to a birth and death Markov chain where wind state transition rates are used 
instead of the transition matrix for evaluating each state residence time. The procedure is based on 
two steps. In the first step (section 3.1.1), the statistics related to the measurements are extrapolated 
and a wind speed probability table is defined, whereas in the second step (section 3.1.2), wind speed 
time series are generated according to the information of the probability table. The model is then 
verified by considering four statistical aspects (section 3.3), i.e. seasonal variations, autocorrelation 
functions, average values and probability distribution functions. Conclusions and possible 
improvements of the synthetic generator are discussed in section 3.4. 
3.1 Model Description 
The used approach for generating synthetic wind speed time series is described in this section. 
The input data used for the model are some available wind speed measurements and the output is a 
set of one-year synthetic wind speed time series with hourly steps. The wind measurements used to 
show how the presented method works are recorded at the Horns Rev location in the North Sea 
close to the Danish west coast. Data are measured as 10-minute average values from 14 May 1999 
to 13 May 2006. The amount of available values should be equal to 368208, i.e. 2557 days × 24 
hours/day × 6 measurements/hour, but due to some equipment outages, there are only 339492 
values available. Moreover, since the time series of interest must be based on hourly steps, available 
data are averaged into hourly values by calculating the mean value of the wind speed during each 
hour. The set of available measurements are represented in Figure 3-1. 
With the defined input data, the model is developed in two steps: 
- Definition of a wind speed probability table with F&D information (section 3.1.1) 
- Definition of a set of wind speed time series from the calculated table (section 3.1.2) 



























Figure 3-1: Hourly wind speed measurements from Horns Rev, Denmark from 14 May 1999 to 13 May 
2006. 





3.1.1 Definition of the Wind Speed Probability Table 
In this section, the approach described in [33] for the definition of a wind speed probability table 
is presented. Wind speed is a continuous physical phenomenon that evolves randomly in time and 
space. Since each value of time can be associated to a random number, a stochastic process can be 
used to model the wind speed. Therefore, wind speed can be considered as a stochastic process with 
a continuous state space, the wind speed value (that can be discretised), and a continuous parameter 
space, the time [33].  
In order to represent the wind speed in such a way that considers both probability and F&D 
characteristics of the wind speed, a birth and death Markov chain with a finite number of states is 
used [33]. The following assumptions are made for the definition of the wind speed probability 
table: 
- The annual wind speed values in a period are represented by a set of wind speed states. 
- The wind speed model is statistically stationary, i.e. the stochastic behaviour of the wind 
speed is the same at all points of time irrespective of the point of time being considered. 
- The distribution of residence times in a given state of the birth and death process is 
exponential. The probability of a transition from a given wind speed state to another state is 
directly proportional to the long-term average probability of existence of the new state. 
- From a given wind speed state, only the case of transitions to immediately adjacent states is 
considered. 
 
Figure 3-2. Example of birth and death Markov chain. 
Figure 3-2 shows an example of the used Markov chain: a system with n states is represented 
together with its transition rates (i and i for right and left movements respectively) to adjacent 
states.  
The third assumption requires further explanation. Figure 3-3 represents the residence times of 
wind speed states 5 and 20 according to the available measurements with hourly step. Using a 
maximum likelihood estimator method, both distributions have shown an exponential trend. A 
similar behaviour can be considered for the other wind speed states and this justifies the discussed 
assumption. 
The parameters of the wind model are calculated from wind speed records. Measured values are 
sampled at regular intervals, e.g. an hour in the presented case, and information that need to be 
extracted in order to calculate the model parameters are the number of transitions from state i to j = 
i ± 1 Nws,ij and the residence time duration of each state before going to a different state Dws,ij (if 
some transitions occur between nonadjacent wind speed states, the residence time duration is 
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estimated by a linear proportion of the sampling time). State statistics are calculated as 

























     (3-1) 
 
Figure 3-3. Residence time for wind speed states 5 and 20 of the measurement data. 
- State frequency [occ/y] 
1,,1,,,   iiwsiiwsiws NNf      (3-2) 
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where Nws is the total number of wind speed states.  
With the obtained data, a finite state Markov chain with exponentially distributed residence time 










       (3-4) 
This procedure requires a small number of parameters to be calculated, but they should be 
generated from a wind speed record that is long enough to ensure good approximation.  
In Table 3-1, the wind speed probability table extracted from available measurements is shown. 
“State” indicates the number of the wind speed state, “Wind Speed” indicates the wind speed range 
associated with the state, “Probability” is the state probability, “Frequency” is the state frequency, 
“Duration” is the average state duration, “Up” and “Down” indicate the state transition rates 
respectively for going to the adjacent up state and down state. 
Two relevant issues, which must be taken into consideration for modelling synthetic wind speed 
generators, are the seasonal variation of the wind speed and the correlation of wind speeds at 
different hours. The influence of these aspects on the model is discussed in detail in section 3.3. 





Here only short comments are given. 














1 0-0.5 1.3E-03 8.7E+00 1.5E-04 6766.04 0.00 
2 0.5 - 1.5 1.1E-02 8.3E+01 1.3E-04 6838.24 794.24 
3 1.5 - 2.5 2.6E-02 2.2E+02 1.2E-04 5434.35 2829.39 
4 2.5 - 3.5 4.1E-02 3.6E+02 1.1E-04 5313.82 3504.64 
… … … … … … … 
16 14.5 - 15.5 3.5E-02 3.1E+02 1.1E-04 3780.08 5052.28 
17 15.5 - 16.5 2.5E-02 2.3E+02 1.1E-04 4042.09 5190.98 
18 16.5 - 17.5 2.0E-02 1.8E+02 1.1E-04 3842.75 5152.29 
19 17.5 - 18.5 1.2E-02 1.3E+02 9.9E-05 4056.80 6042.77 
20 18.5 - 19.5 7.7E-03 8.3E+01 9.4E-05 4230.91 6469.20 
… … … … … … … 
40 38.5 - 39.5 5.5E-06 4.2E-01 1.3E-05 38653.99 38653.99 
41 39.5 - 40.5 2.0E-05 4.2E-01 4.8E-05 10468.79 10468.79 
42 40.5 - 41.5 2.0E-05 4.2E-01 4.8E-05 10468.79 10468.79 
43 41.5 - 42.5 2.5E-03 2.1E+02 1.2E-05 0.00 83750.32 
 
Concerning the first issue, some information about seasonal variations of the wind speed, i.e. high 
average wind speed in winter, low average wind speed in summer, may be lost when using a yearly 
wind speed probability table. In this thesis, the problem is solved using a probability table for each 
month of the year. This is possible because it can be assumed that monthly data have a similar 
stationary property to annual measurements. This approach might preserve some of the relevant 
information about seasonal aspects. A comparison of results using a yearly table or 12 monthly 
tables is shown in section 3.3. 
The second problem regards the correlation among subsequent values of the time series. In order 
to preserve the correlation between values of the measurements, it might be necessary to define the 
statistical parameters of the table as conditional values, where conditional means that they are 
correlated with the values of previous hours. For example, considering a first order correlation, the 
statistics of the measurements are extrapolated by considering, for the wind speed at step k, the 
value of wind speed at step k-1. In this way, for each state of the table, four “conditional” transition 
rates are defined: two rates (up and down) that are used when there is a lower wind speed at step k-
1, and two rates (up and down again) that are used when there is a higher wind speed at step k-1. 
After having defined this larger amount of parameters, the calculation follows the procedure 
previously described. A similar approach is used for second order correlation (eight conditional 
transition rates are evaluated, and the correlation goes back to step k-2) and for third order 
correlation (16 conditional transition rates are defined, and the correlation goes back to step k-3). It 
is shown in section 3.3.2 how this aspect influences the model. 
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3.1.2 Definition of the Wind Speed Time Series 
With the wind speed probability table defined in the previous section, it is possible to generate a 
set of synthetic wind speed time series with the procedure presented here. The current wind speed 
can reside in one of the different mutually exclusive states presented in Table 3-1 and, after being in 
the current state for a certain amount of time, it moves to one of the two adjacent states (if the 
current state is the first or the last one in the table, the wind speed can move only to the up or down 
state respectively). Since the phenomenon can be described by an exponential distribution [33] and 
the transition rates of each state are known, it is possible to calculate the time series using the 
following procedure: 
- Initialisation of the wind speed vector wind(h) = ws1 and the time variable t = 0. In the case 
presented here, the initial wind speed value is chosen close to the average wind speed of the 
measurements, i.e. 9 m/s. 
- For the generic step ith, two random numbers Ui1 and U
i
2, one for the up transition rate and 
one for the down transition rate, are uniformly generated in the interval (0,1). 
- The Time To Up (TTU) and Time To Down (TTD) of the current state are evaluated by 






















     (3-6) 
where Lsim is the duration of the simulation period expressed in hours, i.e. for one year, Lsim is 
8760 h, for one month of 31 days it is 744 h and so on, λuws,i,+ is the up transition rate and 
λws,i,- is the down transition rate of state ws
i
. The smallest of the two values calculated from 
equations (3-5) and (3-6) defines which new state the current wind speed moves to and also 
how long it will stay in the current state before moving to a that state, i.e. if TTU < TTD it is 
assumed that the current wind speed goes to the upper state after TTU hours. 
- Vector wind and variable t are updated, so that: 
iii TTUtt  1      (3-7) 









” (in equations (3-7) and (3-8) it is assumed that 
the wind speed moves up from the current state). It must be noted that, if t
i
 belongs to the 
same hour of t
i-1
, vector ws is not updated, as the wind enters and leaves the current state 
during the same hour. 
- Steps 2-4 are repeated until t is equal to or exceeds Lsim. 
The main advantage of this approach is that both statistical characteristics of the measurements 
and randomness of the phenomenon are taken into account. The main drawback regards the 
computation time. In fact the generation of each time series might be time-consuming and this issue 
can be important when the model is part of more extensive calculations. This problem can be 
overcome by defining and storing a set of synthetic wind speed time series in advance i.e. before 
performing the desired study, and by returning to them when needed. Since all time series are 





calculated just once, the computation time is considerably reduced. 
3.2 Example of Operation of the Synthetic Generation  
A step-by-step numerical example of the model is given in this section in order to simplify its 
understanding. After the wind speed probability table is obtained, e.g. Table 3-1, and vector wind 
(set to 9 m/s) and variable t (0 h) are initialised, the loop described in section 3.1.2 can be 
performed. Two random numbers are firstly drawn and TTU and TTD are calculated with equations 
(3-5) and (3-6). Assuming that  
TTD = 2.4 h 
TTU = 3.5 h, 
the two variables are updated to 
t
(1)
 = 2.4 h 
hour  = [1 2] 
wind = [9 9] 
and it is recorded that after 2.4 hours, the wind speed moves to the down state, i.e. 8 m/s. Vector 
hour is defined in order to register the correlation between wind speed values and time. 
Again two new random numbers are calculated, so that for example 
TTD = 0.4 h 
TTU = 1.7 h, 
the variables are updated to 
t
(2)
= 2.8 h 
hour = [1 2] 
wind = [9 9] 
and it is recorded that the wind speed moves again one step down, i.e. 7 m/s. It must be noticed here 




 belong to the same hour, i.e. 
hour 2. That means that the wind speed enters and leaves the current state during the same hour. 
Two new random numbers are generated and the following values are obtained 
TTD = 5 h 
TTU = 3.5 h. 
Then the other parameters are updated to 
t
(3)
 =6.3 h 
hour = [1 2 3 4 5 6] 
wind = [9 9 7 7 7 7] 
and it is recorded that the wind speed moves to the upper state, 8 m/s. The loop is repeated until 
variable t exceeds 8760 h. When this occurs, the hourly wind speed time series is obtained and the 
outputs of the model are represented by 
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hour = [1,2,3, … 8759,8760] 
wind = [9,9,7 … 12,13] 
A synthetic wind speed time series defined with the presented procedure is shown in Figure 3-4.a) 
and a zoom on its first 200 hours is presented in Figure 3-4.b). Seasonal variations and 
autocorrelation issues are not included in the timw series presented in the figure. 
3.3 Statistical Verification of the Model 
The model is verified by considering the following aspects, as suggested in [72] and [74]: 
- Seasonal characteristics 
- Autocorrelation function 
- Average wind speeds 
- Probability distribution functions 
A set of 1000 synthetic time series is generated for the verification process. Unless something else 
is stated, the comparison of synthetic time series to measurements of years 2000, 2001, 2002 and 
2003 is performed. Only these four years are used because they are years with the largest amount of 
available information. Measurements from 1999 and 2006 are partial, whereas measurements from 
2004 and 2005 provide a reduced amount of information due to outages in the measurement 
equipment. Partial or incomplete wind speed years are, however, used for the definition of the wind 
speed probability table. 
 
Figure 3-4. Example of synthetic wind speed time series: a) entire curve, b) zoom on its first 200 hours. 
3.3.1 Seasonal Characteristics 
As mentioned in section 3.1.1, real wind speeds have a seasonal characteristic that must be 
considered when the phenomenon has to be simulated, as it can be noticed in Figure 3-1. Higher 
average values of wind speed are reached in winter time, whereas these values are lower during the 
summer. Considering the model discussed in this paper, it might be possible to define a wind speed 
probability table for each month of the year. In this case, 12 tables may replace the yearly one. In 
order to follow this approach, it may be advisable to use wind speed measurements for a long 
interval, i.e. some years, in order to have more information for each month. A comparison of time 
series from different wind speed probability tables is shown in Figure 3-5. 
Observing the three curves in Figure 3-5, it can be noticed that, whereas plots a) and c) have a 





similar seasonal behaviour, i.e. high wind speed at the beginning and at the end of the year, low 
wind speed in the middle, plot b) has a completely random trend, with high and low wind speed 
averages distributed over the entire year. Besides, in plot b), a wind speed above 24 m/s is reached 
during the month of May, and this does not represent a realistic situation according to the available 
measurements. Based on these considerations, the 12 probability tables are used for all further 
studies in this section, unless otherwise stated. 




























































Figure 3-5. Wind speed time series: a) original measurements (year 2004), b) synthetic wind speed time 
series based on yearly probability table, c) synthetic wind speed time series based on 12 monthly 
probability tables. 
3.3.2 Autocorrelation Functions 
An important issue for validating a synthetic time series is to compare how much the correlation 
of its values is similar to the correlation of the values in the original measurements. In case of wind 
speed time series, the autocorrelation function (ACF) is usually used for this purpose. 
The ACF of a random process describes the correlation between the processes at different points 
in time [74]. Let Xt be the value of the process at time t (where t may be an integer for a discrete-
time process or a real number for a continuous-time process). If Xt has mean μX and variance σ
2
X, 
then the definition of ACF is 







     (3-9) 
where E[] indicates the expected value and l is the lag. If the function is well defined then this 
definition has the property of being in the range (-1,1) with 1 indicating perfect correlation and -1 
indicating perfect anti-correlation; uncorrelation is expressed by a null value. 
The ACF is applied here to both measurements and synthetic time series considering up to the 
third-order correlation as discussed in section 3.1.1. ACFs are compared in Figure 3-6.  
Observing the curves in Figure 3-6, it can be noted that ACFs with second and third order are 
closer to the original measurements. This means that at least a second-order correlation must be 
used for the definition of the model. Moreover, considering only the two mentioned best cases, the 
second-order function has an autocorrelation that decreases faster than the measurements. This 
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means that the values of this time series are less correlated. The opposite happens for the third-order 
function, where the ACF decreases more slowly and the values are more correlated, especially for 
small values of the lag. The choice of one of the two orders is not straightforward because the 
randomness included in the model generates many possible cases for both solutions, some with the 
ACF more similar to the measurements and some more different than them. The problem can be 
observed in Figure 3-7. In order to decide which the better choice for representing the model is, it is 
necessary to consider other statistical aspects. 

























Figure 3-6. Comparison of different ACFs for measurements and synthetic time series (lag = 100 
hours). 

























Figure 3-7. Comparison of different ACFs for measurements and synthetic time series (lag = 100 
hours): extreme cases with second- and third-order correlation. 
If seasonal considerations are taken into account, plots for the variation of the time series during 
one year are shown in Figure 3-8. All functions respect the seasonal characteristic, independent of 
their order. However, comparing plots b), c) and d) to plot a), plots c) and d) seem to provide a 
better representation of the time series concerning variations of the wind speed. This aspect, which 





is related to the correlation of the values, can be noted by observing the density of the black curves 
in the figures. 















































































Figure 3-8.  Seasonal variation for different correlation orders: a) measurements, b) zero-order 
correlation, c) second-order correlation, d) third-order correlation. 
3.3.3 Average Wind Speeds 
The average value of a time series is a relevant aspect for comparing a synthetic time series to a 
set of measurements. If the average value is not the same, the synthetic time series cannot be 
considered to provide a good representation of the measurements.  
In Figure 3-9, three cases, i.e. zero-order, second-order and third-order correlation in subplots a), 
b) and c) respectively, are compared, considering one-year time series. 
 
 Figure 3-9. Comparison of different average wind speed values: a) zero-order correlation, b) second-
order correlation, c) third-order correlation. 
The following colours are used in each subplot of Figure 3-9: 
- Red lines represent average wind speeds of original wind measurements (years 2000 to 2003); 
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- The blue line is the total average of the available measured data (based on the seven years of 
data) which is equal to 9.18 m/s; 
- The black line is the average wind speed values of each of the 1000 sampled years; 
- The green line indicates the total average of the 1000 sampled years, which are equal to 9.26 
m/s for case a) and 9.25 m/s for cases b) and c). 
All time series (original and simulated) are rounded up/down to the closest integer. 
In all cases, the difference between original average and simulated values is less than 1%. 
Theoretically, the values should be equal, but some approximations that make these values different 
are made in the definition of the probability tables. Moreover, it must be considered that a more 
accurate value should be obtained for an infinite set of simulated time series, whereas only 1000 
cases have been considered here. It might be assumed that the average values will become more 
similar when the number of simulations is increased. A similar situation can be observed if the 
average wind speed for measurements and synthetic time series is analysed in each month. The 
average of each month with different orders of correlation is shown in Table 3-2. Average values 
with first-order correlation are not shown in Table 3-2 because the case provides results similar to 
the case of zero order. In the table, it can be observed that results are in general similar to the 
measurements. The difference varies between 0.43% and 4.5%. These results are acceptable 
considering that the simulation is based on a collection of statistical values calculated from the 
measurements and random components added to the model. It is also expected that the results are 
sensitive to the initial seed chosen for the random number generator. Different errors are foreseen if 
the initial seed is changed. 










Year 9.181 9.269 (+0.0095) 9.250 (+0.0075) 9.252 (+0.0077) 
January 10.179 10.217  (+0.38) 10.018  (-1.58) 10.111  (-0.66) 
February 10.472 10.010  (-4.41) 10.033  (-4.19) 10.009  (-4.43) 
March 9.704 9.630  (-0.76) 9.581  (-1.27) 9.583  (-1.24) 
April 8.411 8.539  (1.53) 8.522  (+1.32) 8.612  (+2.39) 
May 8.101 8.260  (+1.97) 8.347  (+3.04) 8.335  (+2.89) 
June 8.822 8.634  (-2.12) 8.731  (-1.03) 8.734  (-0.99) 
July 7.558 7.347  (-2.78) 7.448  (-1.45) 7.476  (-1.08) 
August 7.704 7.963  (+3.37) 7.874  (+2.21) 7.869  (+2.15) 
September 9.249 9.164  (-0.91) 9.166  (-0.89) 9.158  (-0.98) 
October 10.171 10.655  (+4.76) 10.541  (+3.64) 10.521  (+3.44) 
November 10.639 10.642  (+0.04) 10.592  (-0.43) 10.579  (-0.56) 
December 10.185 10.228  (+0.42) 10.217  (+0.31) 10.106  (-0.78) 
 
Considering the use of a second- or third-order correlation, another advantage regards extreme 
wind speed events. For example during measured December 1999, a rare event occurred since the 
wind speed reached values of 42 m/s during a storm. This event represents an uniqueness and it 
generates some problems in the calculation of the time series. In Figure 3-10, the wind speed time 
series for the month of December measured in 1999 (a) is compared to the simulated time series (b) 





obtained with zero-order correlation and to the simulated time series (c) obtained with second-order 
correlation. It can be noted that, whereas the high wind speed event in the measurement, e.g. above 
30 m/s, lasted a few hours, the simulated zero-order case high wind speed event lasts more than 50 
hours. The reason for this can be justified with the rareness of the event. In reality, when the wind 
speed goes up to 42 m/s, it only passes the wind speed states twice before this value, e.g. between 
35 and 42 m/s: once when the wind speed increases and once when it decreases. If the wind speed 
does not reach these values again, e.g. above 35 m/s, in all the other available measurements, the 
transition rates for going up and down are equal and very high as shown in Table 3-1. When these 
transition rates are used for the synthetic generation, and the wind speed is above 35 m/s, it can go 
equally up or down, whereas in reality it would go up if it were the first time at this state or down if 
it were here for the second time. This explains why the wind speed lasts so long in plot b). This 
problem does not occur when some correlation is included in the wind speed generator (c): in fact, 
since the movement of wind speed at step k depends on some of the values in previous steps, then 
when a rare event occurs, this event usually lasts a short time and once it starts decreasing, it is 
unlikely that it begins to increase again. 





























































Figure 3-10. Wind speed time series: a) the month of December during measured year 1999, b) a 
synthetic time series with zero-order correlation, c) a synthetic time series with second-order 
correlation. 
3.3.4 Probability Distribution Functions 
Wind speed measurements usually follow a Weibull distribution: this means that synthetic time 
series must have the same distribution for a correct representation. In Figure 3-11.a)-b), examples of 
probability distributions for years 2000 and 2001 are shown, both from the available data (bar 
diagrams) and from the theoretical representation (solid lines).  
For theoretical representations, Weibull parameters AW and kW are extracted using a maximum 
likelihood estimator in this thesis, and the probability function is evaluated by  



































    (3-10) 
In Figure 3-11, it is also possible to observe the probability distributions of some simulated 
synthetic wind speed time series using second- and third-order correlations (Figure 3-11.c)-d) and 
Figure 3-11.e)-f), respectively).  
As expected, both measured and simulated wind speeds have the typical Weibull shape. In order 
to prove this, a logarithmic representation of the cumulative distribution function is used. The 















1      (3-11) 
and applying natural logarithm to equation (3-11), it is possible to obtain 
        WW AxkxF lnln1lnln       (3-12) 
Hence, if a logarithmic scale is used for the x-axis, it is possible to plot the first term of equation 
(3-12) as a straight line, which would verify the assumption that the distribution of the displayed 
data is Weibull-like. 
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Figure 3-11, Probability distribution functions for two measured years (2000 and 2001 in a) and b), 
respectively) and for second- and third-order correlated synthetic wind speed time series (in c)-d) and 
e)-f), respectively). 
This approach is applied to both the theoretical cumulative distribution function and the data 
obtained from the measured/simulated time series: a comparison of the six cases of Figure 3-11 is 
shown in Figure 3-12. Black lines represent the logarithmic distributions of the theoretical equation, 
and blue curves describe empirical data. Theoretical lines are straight as previously mentioned; 
empirical lines tend to theoretical curves for high values of ln(x), but some larger differences can be 
observed for low values of ln(x). This problem occurs for both measurements and simulated time 





series, and it can be explained considering that the probability function at 0 m/s is larger than zero 
in the measured/simulated data, whereas it is equal to zero when equation (3-11) is used. Since the 
empirical cumulative distribution function of wind class i
th
 is calculated as a sum of all probabilities 
of wind classes smaller than it, it is clear that the initial probability of 0 m/s highly influences the 
cumulative values, especially for low wind classes.  
Furthermore, the fact that the wind speed classes are rounded up/down to the closest integer, 
influences this difference even more. This last aspect can be noted in Figure 3-12.a: the log-
cumulative distribution function of year 2000 is calculated considering wind speed classes with 
steps of 0.01 m/s instead of 1 m/s, and the relative empirical curve is shown (red line). The obtained 
logarithmic curve has values which are closer to the theoretical line.  
Since similar differences between theoretical and empirical logarithmic curves occur in the 
distribution of both measured and simulated time series, it can be concluded that the discussed 
model sufficiently represents the behaviour of the wind speed measurements. However, a better 
representation of the wind speed might be obtained by reducing the sampling step of wind classes 
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Figure 3-12. Comparison of theoretical and empirical cumulative distribution functions in logarithmic 
scale for two measured years (2000 and 2001 in a) and b), respectively) and for second- and third-
order correlated synthetic wind speed time series (in c)-d) and e)-f), respectively). 
3.4 Conclusions and Future Works 
This chapter deals with the generation of synthetic wind speed time series, which might be 
necessary when wind farm generation and reliability have to be assessed and available 
measurements are not sufficiently long for a complete and comprehensive evaluation. Based on a 
set of seven years of measurements from Horns Rev, Denmark, wind speed statistical data are 
extrapolated and stored in a wind speed probability table. From this table, a set of synthetic time 
series with hourly steps is generated. In order to verify some statistical aspects of the time series, 
some considerations on autocorrelation functions, wind speed average values, distribution functions 
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and seasonal characteristics are given. According to the considerations provided in sections 3.1 and 
3.3, the model for the synthetic wind speed generator is defined with the following characteristics: 
- The model is based on a birth and death Markov chain with a finite number of states. 
- The wind speed model is statistically stationary. 
- The distribution of residence times in a given state of the birth and death process is 
exponential. 
- The probability of a transition from a given wind speed state to another state is directly 
proportional to the long-term average probability of existence of the new state. 
- From a given wind speed state, only the case of transitions to immediately adjacent states is 
considered. 
- In order to preserve seasonal characteristics of the measurements, 12 wind speed probability 
tables are defined, one for each month of the year. 
- Either second- or third-order correlation must be included in the model (the movement of 
wind speed at step k depends on the values of wind speed at steps k-1, k-2 and eventually k-3) 
for maintaining the data correlation. Conditional transition rates are defined, and the choice of 
the order depends on the amount of input data: both solutions can provide satisfactory results. 
However, it must be kept in mind that second-order correlation gives slightly under-correlated 
results, and third-order correlation produces over-correlated solutions. Furthermore, 
conditional transition rates help as well to solve problems with rare events in measurements. 
Some relevant aspects have not been considered in the presented development. For example, wind 
speed measurements present some diurnal variations that generate some evident distinctions among 
measurements in different periods of a day, i.e. night and day. This aspect has not been included 
here, but it represents an interesting improvement for future works: a possible solution for it may be 
to further split the 12 probability tables into day and night data and relate the two tables for night 
and day of the same month with some parameters that can be extracted from the measurements.  
Another aspect that can be useful when defining seasonal characteristics of the synthetic wind 
speed could be the correlation between measurements of wind speed and air temperature. This 
approach could substitute or integrate the use of the 12 monthly probability tables and help to define 
a more realistic wind speed time series. A problem in this approach could be represented by the 
necessity of defining information about the temperature of the system that must be available from 
measurements and for a long interval of time. This aspect may be of interest as well for future 
development of the model. Besides, if the synthetic wind speed is used for analysing power 
systems, the correlation between wind and temperature could represent a useful solution for 
correlating load demand and wind generation, since the load demand is normally dependent on the 
season and therefore on the temperature, i.e. in some power systems, high temperatures during the 
summer cause increases in load demand due to the increase of use of air conditioning. 
The presented approach has been developed in order to provide inputs for a sequential Monte 
Carlo simulation, as it will be shown in chapter 4. However, it is assumed that the same approach 
can be useful in any kind of analysis where wind speed time series are required. 
 
 




Chapter 4.  
Wind Farm Generation and Reliability Assessment 
According to the discussion in chapter 1, many countries have developed an interest in wind 
generation over the last 20 years. This interest has increased wind generation’s relevance in 
planning and operation of power systems. Apart from component availability as for conventional 
power plants, wind installations are characterised by variability and uncertainties of their “fuel”, the 
wind, and this plays an important role in the assessment of power system reliability. Furthermore, in 
the last years, many investors have already moved their interest from onshore to offshore 
installations due to better wind conditions at e.g. North Sea locations, and due to the lack of 
available space on land in e.g. Denmark and Germany. For this reason, it is necessary to define 
models and techniques which are suitable to represent wind generation for reliability assessments 
and which take into account those factors which are not important on shore, but which influence 
wind generation off shore.  
This issue is analysed in this chapter: after an overview of current offshore installations (section 
4.1), a list of nine factors, which influence wind generation, is defined according to the available 
literature, with particular attention to those elements which are relevant off shore (section 4.2). Two 
different techniques, i.e. an analytical method and a Monte Carlo simulation, which can be used for 
reliability assessments, are compared in section 4.3 in order to choose the method which appears 
more suitable for these calculations. With the chosen approach, the influence that each of the nine 
factors has on the model are investigated in section 4.4: generation and reliability of four wind farm 
layouts are assessed with this model in order to show its applicability. In this section, the 
comparison of two software applications (Matlab and DIgSILENT Power Factory) is presented as 
well in order to show advantages and drawbacks in using them for reliability assessments. Finally, 
some conclusions are given in section 4.5. 
4.1 Current Status of Offshore Wind Farms 
As mentioned before, wind installations, which were first considered to be generating units in the 
late 1970s-early 1980s, have earned an increasing interest in the past twenty years: today the 
onshore sites in some countries are already fully occupied resulting in a rapidly growing interest in 
offshore solutions. After some years of technology testing (1991-2001), the first offshore wind farm 
was put into operation in 2002 in Denmark: Horns Rev is built in the North Sea close to the Danish 
west coast. This wind farm comprises 80 wind turbines and has a total capacity of 160MW. After 
this, many other projects have been planned and some of them are already fully operating or are 
about to be commissioned. Some of the projects, which are already in service or whose installation 
have been approved, appears from the below Table 4-1 [75]. At present, many other projects are 
under evaluation, especially in the United Kingdom, and an overview of them can be found in [76]-
[79]. Different features of the considered installations are presented in Table 4-1: some information 
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regard the wind farm itself and others refer to its main components, e.g. wind turbines, offshore 
substation, power transmission system. Further comments on system elements are given later in 
section 4.2. It can be noted that most of the listed wind farms are or will be placed in the North Sea: 
this can be explained with the advantageous wind conditions present in this area and with the 
relatively shallow waters, which suits the current available technology for wind turbine foundations. 
Moreover, it must be mentioned that most of the installed projects have a maximum capacity of 
160MW. This is mainly due to economical and technological reasons, e.g. Horns Rev, or to 
regulation limitations, i.e. the United Kingdom, where a fixed number of installable wind turbines 
per wind farm could not be exceeded for environmental reasons. However, larger wind farms have 
been planned for future installations as it appears from Table 4-1 and the current sizes will soon be 
outmatched by future constructions. The dimension of the wind farm is highly dependent on the 
number of wind turbines: the more wind turbines are to be installed, the larger the space is. The 
investment cost of the wind farm is usually proportional to the size of the wind farm: investment 
costs vary from 1170 €/kW (Barrow) to 2250 €/kW (North Hoyle), and the costs can be assumed to 
be site-specific [75]. 
Table 4-1. Some built or planned offshore wind farms [75] 
Name 
Wind Farm Wind Turbine 

























Horns Rev DK 2002 160 20 YES 270 80 2 Vestas 36/150 14-20 1 
Nysted DK 2003 165.5 24 YES 270 72 2.3 Bonus - 10 - 
Samsø DK 2003 23 - NO 32.3 10 2.3 Bonus - 3,5 - 
Arklow Bank I IRE 2003 25 - NO - 7 3.6 GE - 7-12 - 
North Hoyle UK 2003 60 10 NO 113 30 2 Vestas - 6.5-8 2 
Scroby Sands UK 2004 60 - NO 75 30 2 Vestas - 2,3 3 
Kentish Flat UK 2005 90 10 NO 105 30 3 Vestas - 10 3 
Barrow UK 2006 90 10 YES 145 30 3 Vestas 33/132 7.5 1 
Egmond NED 2007 108 30 NO >200 36 3 Vestas - 10-18 3 
Burbo UK 2007 90 10 NO - 25 3.6 Siemens - 10 3 
Q7-WP NED 2008 120   YES 270 60 2 Vestas   >23   
Gunfleet Sands UK 2009 108+64 - YES - 30 3.6 - - 7 - 
Horns Rev 2 DK 2009 215 - YES - 95 2.3 - - 42 1 
Thornton Bank BEL 
2008-
2010 
216-300 - YES >500 60 3.6-5 Repower 36/150 27-30 2 
Butendiek GER 2009 240 - - 400 80 3 Vestas - 34 - 
4.2 Factors of Relevance in the Assessment 
According to the state of the art in chapter 1, several models for wind farm generation and 
reliability assessment have been described in available literature, using different probabilistic 
techniques and showing the relevance of many aspects which influence the evaluation. However, 




there is a lack for a model that combines all factors mentioned in different works in order to have a 
comprehensive and detailed representation of a wind farm for reliability analysis. Furthermore, in 
the past years, the attention of investors has moved from onshore to offshore sites due to lack of 
space on shore, better wind resources and reduced visual impact. However, offshore wind farms 
pose new challenges for the modelling of the wind farm and additional issues must be considered in 
order to represent these installations. 
Based on available literature, the following factors have shown their relevance for a realistic and 
detailed analysis of wind generation: 
1. Randomness and variability of the wind speed 
2. Wind turbine technology 
3. Power collection grid in the wind farm 
4. Grid connection configuration 
5. Offshore environment 
6. Different wind speeds at the installation site 
7. Hub height variations 
8. Wake effects and power losses 
9. Correlation of output power for different wind farms 
These factors influence the model in different ways, since they are applied to different elements of 
the wind farm. Factors 1 and 7 play a relevant role in the definition of the wind speed. Factors 2 to 4 
depend on the choice of the components (wind turbine and cables). Finally, the other aspects either 
influence both wind speed and components definition, e.g. factors 5, 6 and 8, or they become 
necessary when several installations are connected to the power system (factor 9). Each of these 
elements is individually discussed in the following sections. 
4.2.1 Randomness and Variability of the Wind Speed 
Wind speed represents an important input in wind farm modelling for reliability assessment: in 
particular, its variability and randomness are very relevant for the assessment. Since it is common 
practice to assess the generation of the wind farm at a specific site, a set of wind speed 
measurements is usually required in order to characterise the current configuration.  
As discussed in chapter 3, a suitable tool for the definition of wind speed inputs is the use of a 
synthetic wind speed time series generator: different methods based on either ARMA or Markov 
chain models are available in literature, e.g. [3], [71], [72]. In this thesis, the synthetic wind speed 
time series generator described in chapter 3 is used. Wind speed time series are created according to 
a birth and death Markov chain, where transition rates of each wind state are used instead of the 
classical transition matrix for evaluating the residence time of each state. 
Another interesting solution for representing the wind blowing through a wind farm is to use a set 
of measurements which is long enough to correctly represent the wind conditions at the site of 
installation. For this purpose, the wind time series from the regional climate model REMO, 
provided by Max Planck Institute for Meteorology, Hamburg, Germany [80] can be used. The 
database consists of hourly values from 1979 to 2003 at the resolution of approximately 50 km 
covering the entire European continent. For a complete description of the model refer to [80] and 
[81]. For the work presented here, 13×13 grid points located over and around Denmark are used. A 
representation of the grid points with wind speed average for year 2000 and some Danish offshore 
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wind farm locations used as reference (Horns Rev, Middelgrunden and Nysted) are shown in Figure 
4-1.  
 
Figure 4-1. Reanalysis data for year 2000 (13×13 grid) [80]. 
In this figure, it is possible to note how the wind speed average varies on and off shore. The shape 
of Denmark can be recognised in the middle-bottom part of the plot (light blue area), which 
represents low average wind speed locations. Average wind speeds increase moving away from 
shore and the highest average values are reached on the left side of the map, i.e. the North Sea (dark 
red area). An example of three wind time series for the location of the three mentioned offshore 
wind farms in Denmark is shown in Figure 4-2 (year 2000): it can be seen that the three time series 
are different, but they preserve a certain correlation, which is reasonable considering the distances 
between the wind farms. 



























Figure 4-2. Example of some of the available wind speed time series at the three locations of the wind 
map in Figure 4-1 (first 1000 hours of year 2000) [80], [81]. 
 




4.2.2 Wind Turbine Technology 
Wind turbines are responsible for extracting electricity from the wind. Different wind turbines are 
currently available on the market: they are based on different technologies meaning that different 
components are employed for their construction. For this reason, the choice of machines may 
influence the reliability of the system, considering that different components have different 
availability, i.e. failure rate, MTTR and maintenance. Furthermore, different machines have 
different power curves, which make some solutions more suitable than others depending on wind 
conditions at the installation site. An overview of possible technologies is presented in [82]-[85], 
where main characteristics and features of wind turbine concepts employed in offshore installations 
are discussed. In an offshore environment, machines with a large rated capacity are usually adopted 
in order to profit from the advantageous wind speed conditions [75]. Sizes vary from 2 to 3.6 MW 
per wind turbine (Table 4-1) since this is the technology currently available in the market. However, 
larger turbines have been developed, e.g. 4.5 to 7 MW, and it may be assumed that future projects 
will use these new solutions. 
For the reliability studies analysed in this work, the wind turbine availability model is normally 
independent of the employed technology and is usually defined with a two-state representation 
(Figure 1.2.a), which means that the machine is either fully available or out of service. Preventive 
maintenance is not added to most of the considered models since it might be scheduled during low 
wind periods [33] and may be performed in a short time due to the relatively simple machines used 
in wind farms [34]. 
Wind turbine power curves can be defined both from manufacture information and from 


































   (4-1) 
where  
- WTP is the output power of a wind turbine 
- ciws is the cut-in wind speed of a wind turbine 
- cows is the cut-out wind speed of a wind turbine 
- rws is the rated wind speed of a wind turbine 















































































































































Figure 4-3. Wind turbine power curves from different manufacturers and from equation (4-1). 
A comparison of power curves available in the market (WTPC1-WTPC3) and calculated with 
equation (4-1) (WTPC4, considering cut-in wind speed equal to 3 m/s, rated wind speed equal to 13 
m/s and cut-out wind speed equal to 25 m/s) is shown in Figure 4-3. WTPC1 and WTPC2 have cut-
in wind speeds equal to 4 m/s and cut-out wind speeds equal to 25 m/s, whereas WTPC3 has values 
equal to 3.5 m/s and 30 m/s, respectively. In particular this last curve presents a larger area and 
therefore a better production can be obtained if this type of wind turbine is installed. However, in 
order to profit from the increased cut-out wind speed of the machines, the wind speed at the 
installation site must be very high. If instead the wind speed at the site present lower values, other 
wind turbines might be more effective, since they can extract more power from the available wind. 
The choice of one manufacture depends on the available wind conditions at the site of installation, 
and a detailed study must be performed in order to choose the most suitable machine. Finally, the 
case of WTPC4 has been included here in order to show which kind of results equation (4-1) can 
provide: the curve is very dependent on the input data, i.e. cut-in, cut-out and rated wind speed, and 
different shapes can be obtained varying these parameters. In this thesis, WTPC1, WTPC2 and 
WTPC3 are used in different studies, depending on the purpose of the analysis and on available 
information on wind speed conditions at the installation site. 
4.2.3 Power Collection Grid in the Wind Farm 
Offshore wind farms usually occupy larger areas than onshore installations, mainly because more 
machines are employed and therefore a larger power collection grid length is required. This 
introduces the issue of wind farm internal cable failures into reliability studies: since more cables 
are utilised, the probability of a failure increases.  
Regarding the layout of the internal grid, the most common practice has been to operate the 
internal cable networks as pure radial feeders, since it is costly to provide offshore redundant 
connections. So far assessments show that the cost of redundant connections is higher than the gain 




obtained through improved reliability. However, operational experience in relation to offshore 
transmission installations is sparse [75]. Furthermore, the wind turbine positions are first of all 
chosen in order to optimise the wind source. The internal grid layout is consequently determined in 
order to find a balance among transmission losses, reliability issues and economical aspects. Based 
on the available projects [75]-[79], it can be noted that almost all installations are based on 
cluster/string configurations without redundancy, e.g. Horns Rev layout [86]. A unique exception to 
the standard layout is represented by the North Hoyle wind farm where a redundant cabling system 
is installed [75]. The choice of the configuration seems to allow the connection to shore to transmit 
the generated energy even if a failure occurs in one of the internal grid cables; however, it is not 
known if problems related to component overload may occur in the system in case of component 
failure. 
Experience on submarine cable installations before the construction of offshore wind farms was 
primarily derived from transmission systems and especially from HVDC links. In relation to these 
systems, cable damage due to trawling or dragged anchors was known. However, it should be 
considered that these cables are normally laid in deep waters, and that these cables are not always 
embedded [75]. So the failure rates of HVDC links may not necessarily be applicable in relation to 
offshore wind farms. If damage during construction or failures during installation or commissioning 
are disregarded, the offshore wind farms presently in operation may not have experienced many 
cable failures [75]. At the present time, the only known case of post-commissioning cable damage 
is anchor damage to a cable in the Arklow Bank wind farm [75]. For DONG Energy’s and 
Vattenfall’s portfolios of offshore wind farms, an assessment of the total cable lengths and the 
number of years of operation without failures [75] indicate that failure rates could be significantly 
reduced compared to what was expected in previously assessed generic values, e.g. based on 
experience from HVDC links. This reduced probability of failures can be justified by the following 
elements: 
- Cables are buried. It has been normal practice in wind farms to use cables embedded in the 
seabed, i.e. for internal cables as a minimum 1 m, for transmission cables 1-3 m and in areas 
close to the coast 5 m.  
- Wind farms are located in shallow waters. 
- Cables between wind turbines are easily identified by fishing/ship traffic. 
This seems to indicate that cable failures are not a major issue, and consequently the practice of 
single connections is validated. However, more operational experience is required in order to draw 
any decisive conclusion on this matter. 
The inclusion of these components into reliability and generation assessment of wind farms was 
neglected in early offshore wind farm reliability modelling, but interest has grown in recent 
publications [32], [36], [37], [87]. For instance, reference [36] uses a sequential Monte Carlo 
simulation to evaluate wind farm reliability with three possible internal cablings. Collected data for 
available technology and cable faults showed a preferred configuration and the importance of 
redundancy. Wind turbine failure rates are not considered in the analysis and an HLII analysis is 
used due to the large number of considered transmission components. Reference [32] considers the 
whole wind farm electrical grid to obtain information on wind farm output power from an analytical 
approach, whereas [37] compares three offshore wind farms’ collection grids, including cables, 
breakers, switches and nacelle transformers, but it neglects wind turbine failures and the offshore 
transformer and uses a probability table to define wind speed input. Reference [87] evaluates grid 
components’ individual influence on system reliability.  
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Since power collection grids basically consist of transmission cables, a two-state model is usually 
considered for these components. Furthermore, common mode failures are neglected since it is 
normally assumed that all failures are independent. In the rest of the thesis, components of the 
power collection grid are named “internal cables”. 
4.2.4 Grid Connection Configuration 
The power generated off shore is transmitted to shore by means of the wind farm’s grid 
connection. As for power collection grids, the interest on grid connection solutions for reliability 
assessment is increased for offshore installations. Failure of these components may cause the loss of 
all or of a large part of the generated power and, even if availability figures for these cables are 
usually low, their failure may lead to extreme situations.  
Current solutions are based on AC technology. Depending on the size of the wind farm, the 
number and the rated voltage of the connectors to shore are variable, and different options have 
been utilised. For instance, smaller wind farms may have several connectors rated at medium 
voltage, e.g. Burbo Bank offshore wind farm has a 90 MW capacity and three connectors to shore 
rated at 33kV used for transmitting the power to shore, whereas larger installations may use one 
cable rated at high voltage, e.g. Horns Rev has a 160-MW capacity and a 150kV cable is used. In 
this last case, it is common practise to install an offshore substation, where the voltage is stepped up 
before transmission to shore. This component may experience failures as well and consequently 
increase the unavailability of the wind farm. 
In addition to these solutions, there are several ongoing studies considering the possibility of 
using HVDC techniques for the connection, but practical experiences have not been gained yet. An 
example of this can be found in [88], where different layouts with both HVAC and HVDC solutions 
are presented and discussed.  
Finally, it must be highlighted that various concepts have been applied to the division between the 
wind-farm internal power system and the transmission grid. In general, the necessary transmission 
system from the offshore location to the transmission grid is part of the wind farm. In Denmark the 
transmission system, including offshore substations, is built, owned and operated by the TSO. In 
terms of reliability this has an impact on the wind farm reliability and availability as a generating 
unit. However, in terms of the overall power system reliability the ownership boundaries are 
irrelevant. The divided ownership may possibly lead to different optimisation criteria and different 
reimbursement schemes for lost generation, etc, which may have an impact on reliability. 
Regarding the modelling of these components, considerations provided for the power collection 
grid hold true here as well. In the rest of the thesis, components of the grid connection configuration 
are defined as “connectors to shore”. In case of the presence of an offshore substation, failures of 
the offshore transformer are included in reliability figures for connectors to shore. This is a 
reasonable approximation, since offshore transformers and connectors to shore can be seen as a 
series of components for reliability analysis [2]. 
4.2.5 Offshore Environment 
Due to the relatively recent development of offshore installations, the available maintenance and 
failure/repair information on offshore wind farms is very limited. However, it is possible to find 
some studies where onshore data are “guessed” at offshore locations in order to have some 
hypothetical figures useful for reliability studies. 
An example of this issue is the work performed in the DOWEC project as presented in [82] and 




[83]. Data for onshore wind farm failures and maintenance in Germany, Denmark and the USA are 
collected in these references. Availability figures, which consider different wind turbine concepts, 
future evolutions and necessary offshore installation improvements, are shown. A similar approach 
is presented in [37], where onshore wind farm installation figures are adjusted to offshore 
conditions. The analysed figures are failure rates and MTTR, and the influence of marine and 
electrical environment on the figures is considered. In [37], comments refer to main electrical 
components of offshore wind farm collection grids, e.g. breakers, cables and transformers, whereas 
wind turbine failures are excluded from the analysis. 
All three mentioned references consider the following issues as being relevant for offshore 
installations: 
- The time to repair can significantly increase during harsh weather, e.g. winter, because the 
time to reach and repair a failed component is related to the bad weather window’s length 
- The number of failures may increase due to marine conditions or possibly due to an 
installation site’s closeness to a sailing route (even if this case is more unlikely to occur) 
- Component quality should be improved in order to compensate the two previous problems. 
4.2.6 Different Wind Speeds at the Installation Site 
Wind conditions are usually defined by a single time series (either measured or synthetic), which 
is often assumed to be valid for all wind turbines in the wind farm. In reality, the wind speed varies 
in the area around its average value as a function of time and space, so the output power of each 
running wind turbine at each considered time is not equal to the others. This problem increases as 
the size of the area increases, and it can become a relevant issue for large offshore wind farms [33], 
[37], [89]. 
The available literature on reliability evaluation takes this problem into account only in [33], 
while in [34] it is assumed negligible, since the hourly mean value averages the short-term 
variations that occur during the considered hour.  
To evaluate this issue, several publications analyse the general problem with aggregated models 
of extended-area, large wind farm output power. For instance, the methodology presented in [89] is 
a simplified multi-turbine power curve approach to simulate the smoothing effects on the 
aggregated power output from a number of wind turbines within an area. An aggregated model, 
which takes into account area dimension and statistical data of available wind speed measurements, 
is generated for both wind turbine power curve and wind speed time series, and it might be used as 
input for a wind farm model for reliability studies. Also wind speed models based on multi-
dimension characteristics are used for this purpose [90], [91], even if these are very detailed 
solutions which can introduce a level of details too large for the purpose of this work. 
4.2.7 Hub Height Variations 
Values of wind speed are usually measured at a certain reference height, where the measurement 
equipment is installed. If the mast height is close to the hub height, data can be directly used for any 
calculation without further manipulations, but if the difference between the two locations is 
significant, measured wind speed might be scaled [34]. There are different formulae that can be 
used for this purpose, but the most common one is presented in [84, pp 114-115] and shown in the 
following: 































wshws      (4-2) 
where index 1 refers to the mast height, index 2 to the hub height, ws is the wind speed in m/s, h the 
height in m and z0 is the roughness length. The roughness length is a coefficient that depends on the 
structure of the surface where the wind is measured: examples of roughness length values are 
shown in Table 4-2 [5].  
Table 4-2. Example of roughness length values [5] 
Surface type Roughness length [m] 
Open sea or sand 0.0001-0.001 
Snow 0.001-0.005 
Mown grass or steppe 0.001-0.01 
Long grass or rocky ground 0.04-0.1 
Forests, cities or hilly areas 1-5 
4.2.8 Wake Effects and Power Losses 
The spatial arrangement of the wind turbines influences the output power by means of wake 
effects, which reduce the total wind farm output to a fraction of what would be obtained if each 
wind turbine stood alone. Other elements, which reduce the current output of the wind farm, are 
electrical and control system losses: they may sensibly influence the generation depending on size 
and design of the wind farm. Measurements of losses from installed wind farms are in the order of 
2.8% (measured value for Horns Rev) to 3.75% (simulated value for Horns Rev 2) at rated 
generation. In available literature, more detailed models consider these aspects in the assessment of 
the wind farm generation, e.g. [33], [34]. Usually an efficiency coefficient, which depends on wind 
direction, number of wind turbines and their spatial arrangement, is used for this purpose. As an 
example, [34] assumes an efficiency coefficient equal to 90-95%, which includes power losses as 
well as wake effects. However, the use of a single value is a limitation since both aspects depend on 
the current wind speed through the wind farm. For this reason a more detailed description is needed, 
where both wake effects and power losses are independently defined as a function of wind speed.  
4.2.9 Correlation of Output Power for Different Wind Farms 
If several wind farms are connected to the power system under analysis, it is necessary to consider 
the correlation between wind speed conditions and therefore wind turbine output powers at different 
sites. The correlation is always lower than 1 and it decreases with the distance between locations: its 
definition depends on several factors such as local climatic and topographical characteristics, and it 
is difficult to define a full-detailed model. There are many works referring to this issue and different 
methods have been followed. For instance, [21], [34] and [92] refer to this aspect with different 
approaches: reference [21] uses a reference value for the power production and add weighted noise 
to this reference; reference [34] defines wind speed time series according to a Markov process, and 
the correlation is maintained by using the same Markov transition matrix for all sites in the same 




region; reference [92] considers the unknown wind speed at a location by interpolating available 
wind speeds at other sites. The problem of these techniques is that either large amounts of 
measurements from different sites are needed or strong approximations must be made in order to 
constrain correlation into the model. For the synthetic wind speed generator previously discussed, it 
is difficult to apply these methods, due to lack of sufficient information about the wind conditions at 
different sites. Since the development of this model is outside the scope of this thesis, another way 
to correlate the output power of different offshore wind farms has been considered. A solution may 
be to apply the data from Reanalysis to the different wind farms [80]. The database preserves the 
correlation of the different points of the system and it provides a sufficient set of information if 
different wind installations are connected to the power system of interest. 
4.2.10 Models for the Wind Farm 
According to the listed factors, it is possible to define a general model for assessing wind farm 
reliability. Both probabilistic approaches presented in chapter 2 can be applied, even though the 
same types of output results cannot be calculated due to the different natures of the methods. The 
model can be divided into four main blocks, as shown in Figure 4-4. Inputs to the model are the 
wind speed data (block a.) and the component availability data (block b.). Using the two input 
blocks, it is possible to generate the complete wind farm model (block c.) from which the output of 
the wind farm can be assessed (block d.). Outputs of the model can be in the form of both reliability 
indices and chronological output power curves (different time steps can be used, but, for reliability 
studies, hourly values are usually chosen): the latter is useful to evaluate the wind generation in 
each hour of the year, and it may be used as input for sequential reliability analysis of a power 
system. The former provides a quantification of the yearly production of the wind farm: different 
indices have been defined in the current literature and the ones used in this thesis are defined in 
chapter 2. An important consideration regarding the output of the model concerns the distinction 
between the generation and the reliability of a wind farm: in this thesis, they refer to two different 
aspects of the wind farm 
- The generation of a wind farm indicates the current production of the wind farm, measured in 
MW (hourly) or MWh (yearly). It shows how much the wind farm is able to generate and 
inject into the power system to which it is connected. From the model in Figure 4-4, the 
generation can be represented by both output power time series and indices such as EAWE, 
EGWEWWTF, EGWEWWTCF and EGWE. This issue is interesting for both wind farm 
owner and TSO. The latter has to keep power and energy balance in the power system, the 
former wants to optimise its profit. 
- The reliability of the wind farm, considering the definition provided in chapter 1, indicates the 
ability of the wind farm to perform its function adequately for the period intended under the 
operating conditions intended. This means that the reliability of a wind farm depends on 
unavailability of components and wind speed: if they are available, the wind farm reliability 
shows better values. This issue can be better observed in indices WFCF and WFGR and it is 
more relevant for the owner of the wind farm, since the maximisation of its investment is 
strongly dependent on the availability of the installation. 
In order to model the nine factors, some approaches are defined in the rest of this section 
according to definitions and assumptions that are used in the rest of the thesis for the analysis of a 
wind farm. In some cases, different solutions are presented for the modelling of a factor: when they 
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are employed in further analyses, it is stated which approach has been chosen. Some factors do not 
need a particular discussion regarding their modelling: as an example, wind farm components 
(factors 2 to 4) can be defined as a two-state model and with reliability figures (failure rate and 
MTTR), but particular considerations on them are not necessary. Therefore, additional comments 
are not provided here for them. The same is done for factors 7 and 9. 
 
Figure 4-4. Wind farm reliability model: block diagram and relevant aspects. 
4.2.10.1 Models for Randomness and Variability of the Wind Speed (Factor 1) 
If a set of synthetic wind speed time series is necessary, the approach followed in chapter 3 is 
used and further information are not provided here. If instead wind speed data at several locations 
are needed, the Reanalysis database can be utilised as previously discussed in sections 4.2.1 and 
4.2.9. However, in order to utilise these time series for the analysis of different offshore wind farms, 
it is necessary to keep in mind the following aspects: 
- The Reanalysis data are defined at 10 m height. This means that it is necessary to scale the 
value to the hub height of the wind farm; equation (4-2) is applied for this purpose. The 
choice of hub height is made depending on the site of installation and after comparison of the 
available energy from the database with available measurements. Further considerations on 
this issue are given in chapter 5. 
- The set of Reanalysis data may not coincide with the location of a wind farm, e.g. compare 
Horns Rev and available data in Figure 4-1. In this case, the set of data closest to the location 
of the wind farm is used. This may generate some approximations in the evaluation of the 
wind farm output, but, since the Reanalysis data are characteristic for the whole area around a 
measurement spot, this assumption should provide good representation. Another solution 
might be to interpolate the wind speed time series of the two locations closest to the wind 
farm. However, this approach may produce unrealistic wind speed time series and it is not 
considered to be a suitable solution to the problem. 
- Comparing the time series of Reanalysis to some measurements available at Horns Rev for 
years 2000-2003 (measurement from now on in this section), some differences can be noted. 
For example in Figure 4-5, cumulative distribution functions of measurements and Reanalysis 




time series are shown (all time series scaled from the respective height to100 m with equation 
(4-2)): the measurements’ cumulative distribution functions present a larger area, which can 
be explained with the higher average wind speed of the measurements (Table 4-3). This is 
mainly due to the fact that the measurements characterise a precise location, whereas the 
Reanalysis data represent an average wind speed for the entire area, and therefore most of the 
peak values are smoothed, and slightly lower average values and cumulative distribution 
functions area can be explained. However the differences are small and the Reanalysis data 
can be assumed to be a good representation of the wind speed needed for the considered 
analysis. 




















































































Figure 4-5. Cumulative distribution functions for years 2000-2003 of measurements at Horns Rev 
(blue curves) and of Reanalysis database (red curves). 
Table 4-3.Yearly average wind speed for different years 
[m/s] 2000 2001 2002 2003 
Reanalysis 10.0651 9.4787 9.8283 8.8652 
Measurements 10.3952 9.5052 9.7809 8.9751 
 
According to the issues previously discussed, wind speeds from the Reanalysis database can be 
used for assessing the reliability of different wind farms, and since measurements are available both 
for both offshore and onshore wind, the generation of onshore wind can be assessed as well (section 
5.1.4).  
4.2.10.2 Models for Offshore Environment (Factor 5) 
As discussed in section 4.2.5, the offshore environment mainly influences the availability of 
components and their repair time. For instance, the value of MTTR is higher at offshore locations 
than at onshore sites due to the longer time that may be required to reach and repair faulty 
components. General approaches [37] consider higher values for MTTR with a constant variation 
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during the year. However, when sequential issues are included into the analysis, it might be taken 
into account that MTTR values vary over the year. If a monthly variation is for instance considered 
for system cables, a representation of MTTR as in Figure 4-6 can be of interest (blue curve). The 
highest values, i.e. MTTR = 2160 h [37], are used for winter months when it is assumed that it is 
more difficult to reach offshore locations due to harsh weather. The lowest values, i.e. MTTR = 720 
h [37], are used in the summer months, whereas it is assumed that during spring and autumn MTTR 
has a linear variation. This model defines more realistically the behaviour of repair time for some 
components in a wind farm and it might be especially suitable for cables and connectors to shore, 
where the difference between MTTR is larger than in the case of wind turbines. In Figure 4-6, a 
representation of a constant MTTR for cables and connectors is shown as well (red curve), 
assuming a value of 1440 h, in order to visualise the difference between the two curves. For wind 
turbines, it seems more suitable to use constant MTTR. A faulty machine might be more easily 
reached for repair actions even during harsh weather and therefore the variation of MTTR during 
the year is less influenced. 























Figure 4-6. MTTR for internal cables and connectors to shore: constant (red line) and monthly 
variable (blue line) representation. 
4.2.10.3 Models for Different Wind Speeds at the Installation Site (Factor 6) 
Offshore wind farms may occupy larger areas compared to onshore installations. The output of 
each running wind turbine may differ from the others due to different input wind speed and this 
may influence the generation of the wind farm (factor 6). 
In order to take this issue into account, the method proposed here is to use an aggregated model as 
described in detail in [89] in order to consider the consequences of factor 6. This approach 
considers that both the wind turbine power curve and the wind speed time series are influenced by 
the distribution of the wind turbines at the site. A methodology to generate a qualified estimate of 
the time series of the aggregated power generation from planned wind turbine units distributed in an 
area where limited wind time series are available is defined. The method takes into account the 
smoothing effects in both time and space and it can be used for including these two aspects into a 
wind speed time series. 
Input data to the model are: 




- a wind speed time series representative of the area 
- a standard wind turbine power curve representative of the set of wind turbines 
- the dimension of the area where the wind farm is installed. 
The model can be obtained following this procedure [89]: 
1. Specify a representative dimension DWF for the area of interest (= extension of the area, in this 
thesis, DWF is considered as the main diagonal of the wind farm) 
2. Specify for the area: 
▪ the wind speed distribution, represented by the Weibull parameters 
▪ the mean wind speed MWS  
▪ the wind turbulence intensity IWS. 
3. Generate a new wind speed time series from the original ones by applying a moving block-
average to the elements in the original time series in a timeslot around the specific time 




















ws      (4-3) 
where wsj is the new wind speed time series value, wst is the old one and Navg is the number of 






T        (4-4) 
tTN propavg       (4-5) 
where Tprop is the propagation time and Δt is the time step in the measurements as shown in 
Figure 4-7, i.e. for a 10-minute average wind speed measurement, DWF=20km and MWS=8 
m/s, then Tprop=20/8=2.5 and Navg =2.5*6=15, where 6 is the number of values in one hour of 
measurements, i.e. 10-minutes data.  






,     (4-6) 
  where IWS is the turbulence intensity in the area as shown in Figure 4-8 and find the actual 
standard deviation  
WSnWSWS M ,       (4-7) 
by which a normal distribution can be generated, as plotted in Figure 4-9. 
5. Define the aggregated multi-turbine power curve by applying the normal distribution on the 
standard single-turbine power curve as 
    
i
isiWTjmWT pwsPCwsPC ,,     (4-8) 
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where PCm,WT(wsj) is the j
th
 element of the discrete multi-turbine power curve, PCWT(wsj) is 
the j
th
 element of the discrete single-turbine power curve and ps,i is the probability of the 
spatial distribution obtained from σWS (usually the used wind range is ±5 m/s around the j
th
 
element of the power curve). 
6. Apply the wind speed Weibull distribution in time to the single and multi-turbine power 
curves in order to obtain the two normalised energy production distribution plots (in annual 
KWh/m
2
 – m/s) and adjust the offset of the spatial wind speed distribution until the energy 
productions are equal. 
7. Up-scale the normalised multi-turbine power curve to the desired aggregated power curve. 
8. Generate the wind power time series for the area by applying the aggregated power curve to 
the block-averaged wind speed time series. 
This model may be combined with the available set of wind speed time series in order to include 
factor 6 into the analysis. The relevance of this aggregated model in the evaluation of the results 























(C) Risø 2004  
Figure 4-7.  Relationship between the dimension DWF and the propagation time Tprop for various 
































(C) Risø 2004  
Figure 4-8.  The normalised standard deviation on the distribution of the wind speeds at the individual 
wind speed units at any given time as a function of the dimension DWF and the wind turbulence 
intensity IWS [89]. 




A comparison of normalised power curves varying the value of DWF is presented in Figure 4-10, 
whereas in Figure 4-11 the difference between the original and the moving block average wind 
speed time series is shown for the first 300 hours of the simulation. In both figures, it can be clearly 
seen that the factor which is the most influencing is the dimension of the area. Observing Figure 
4-11, it can be noticed that there is a large difference between the original wind speed time series 
and the moving-average ones: this might be explained considering the value of Navg that, in the 
presented case, is equal to 17 for all the wind speed values in the measurements. A constant value of 
Navg is maybe not a good approximation in case of highly steep curves or for high wind speed 
values when the wind moves more quickly, since the smoothing effects in these cases may be too 
high In order to solve this problem, it might be possible to calculate not the general value of Navg 
from the value of the mean wind speed value MWS as shown in equations (4.3) and (4.4), but a 
specific value of Navg for each measurement using the original wsi instead of MWS in the formulae. 
This approach would define a different value of Navg for each measured wind speed and should 
avoid such large differences that can be seen in Figure 4-11. However, in this thesis, Navg is fixed 
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(C) Risø 2004  
Figure 4-9.  Example of the probability distribution function for the wind speeds for the individual 
wind turbines in an area at a given time (DWF = 200 km, MWS = 8 m/s, IWS = 10%) [89]. 

































Figure 4-10. Normalised wind turbine power curve: original and aggregated for different area 
dimensions. 
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Figure 4-11. Original and aggregated wind speed time series for different area dimensions. 
4.2.10.4 Models for Wake Effects and Power Losses (Factor 8) 
In [34], a constant efficiency coefficient that includes both wake effects and power losses is 
defined in order to include these aspects into the model. However, this is a very general approach 
and more detailed solutions can be used. First of all, in order to calculate the indices defined in 
chapter 2, these two values must be separately defined: wake effects influence all generation 
indices, i.e. EAWE, EGWEWWTF, EGWEWWTCF and EGWE, since it refers to the input wind 
speed, whereas power losses participate only in the definition of index EGWE, since it depends on 
the layout of the wind farm. An aggregated efficiency coefficient cannot distinguish between the 
two effects, and incomplete results might be obtained. Besides, it must be considered that both 
effects are depending on the current wind speed through the wind farm and even the use of two 
separate average values might represent a problem, especially when chronological aspects have to 
be included in the analysis. For example, a constant wake effect applied to the output power time 
series means that a constant value is used for each output power, even if the values to apply depend 
on the wind speed that generates that output power. This may lead to a too large value in some cases 
and a too small value in others, and consequentially to mismatch in the real output of the wind farm. 
For this reason, different approaches are defined here in order to consider this issue. 
In case of the wake effects, a percentage value for each input wind speed is defined with the 
measurements from Horns Rev [93]. These data are calculated as averages of the different wake 
effects obtained for different wind directions. The curve is shown in Figure 4-12: it can be noted 
that these effects are very large for low wind speeds, e.g. 60% at 4 m/s, whereas they decrease down 
to almost zero (0.1%) at cut-out wind speed. This curve is then applied to the wind farm under 
analysis. In reality, wake effects depend on the layout of the wind farm and on the wind direction, 
and a different curve for each wind farm should be defined. However, it is assumed here that wake 
effects in Horns Rev might represent a generic behaviour that can be used for all the wind farms and 
that this approach is suitable for the purpose of this analysis. 
In case of power losses, a similar approach is followed, where power losses of available wind 
farms can be extracted for each wind speed state and a curve similar to the one of wake effects can 
be obtained. In this thesis, a unique value for both internal cables and connectors to shore is used. 
This is due to the available information from which the power losses used are extracted. The main 




problem with this approach is that it is not possible to calculate index EGWEWWTCF since power 
losses of internal cables and connectors to shore should be known separately. 
System losses can also be evaluated by load flow calculations: thus the losses can be more 
precisely evaluated for each situation. However, the use of load flow requires additional time for 
calculations, and this solution should be avoided in probabilistic approaches whenever possible.  























Figure 4-12. Average wake effects curve measured at Horns Rev [93]. 
4.3 Comparison of Probabilistic Techniques 
In this section, two different probabilistic approaches are applied to a wind farm layout in order to 
compare them and choose the most appropriate solution for further analysis. The two techniques are 
based on analytical models with F&D models and on sequential Monte Carlo simulation, as 
discussed in chapter 2. 
In order to perform the comparison, two offshore wind farms layouts are considered: 
- An offshore wind farm (wind farm 1) with 25 wind turbines, 22 internal grid cables, three 
connectors to shore (between nodes 23-26, 15-26 and 7-26) and the layout shown in Figure 
4-13.a) [94] (a “x” indicates a wind turbine and a line represents an internal cable (blue lines) 
or a connector to shore (black lines)).  
- An offshore wind farm (wind farm 2) with nine wind turbines, six internal grid cables, three 
connectors to shore (between nodes 3-10, 6-10 and 9-10) and the layout shown in Figure 
4-13.b).  
Both wind farms have the same electrical components. Furthermore, internal cables are assumed 
to be 700 m long and connectors to shore have a length of 10 km. 
The two techniques require different definitions and assumptions in order to be used; however, it 
is possible to consider some common aspects that are relevant for the presented calculations. 
- The period of analysis is chosen equal to one year with hourly steps, i.e. 8760 hours. 
- Components of the wind farm included in the analysis are wind turbines, cables of the internal 
grid and connectors to shore. Each component is characterised by its failure rate and its 
MTTR. Data are presented in Table 4-4 and are defined according to the considerations in 
section 4.1. Reliability figures for wind turbines are obtained from [82], whereas data for 
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cables and connectors come from [37]. The MTTR for cables and connectors is chosen as an 
average between summer and winter values [37]. It must be pointed out that all data are based 
on assumptions and not on measurements due to the recent development of offshore wind 
farms. Thus, presented data should be considered as indicative and not as strict definitions. 
Moreover, all components are represented by a two-state model (Figure 1.2.a)), i.e. each 
component is either in full service or out of service [2]. 
- In order to translate wind speeds into the power domain, the wind turbine power curve shown 
in Figure 4-14 is used here. Rated power for all wind turbines is chosen equal to 3 MW for 
both wind farms. 
 
Figure 4-13. Wind farm layouts used for the simulation: a) wind farm 1; b) wind farm 2. 
Table 4-4. Component data for reliability calculations 
 No. Size Failure rate MTTR Availability 
Wind turbine 25/9 3 MW 1.5 1/y 490 h/y 92.01 % 
Internal cable  22/6 0.7 km 0.015 1/y/km 1440 h/y 99.83 % 
Connector to shore 3/3 10 km 0.015 1/y/km 1440 h/y 97.61 % 























Figure 4-14. Normalised wind turbine power curve used for the comparison of methods. 




- Factors 6 to 9 are not included in the two models, since their definition does not influence the 
comparison. In case of factor 5, MTTR for cables and connectors to shore is considered 
constant over the year. 
- In order to define the number of wind turbines “effectively” available, i.e. number of wind 
turbines connected to the PCC and in service themselves, a Pseudo Breadth First Search 
(PBFS) method is used [95]. The PBFS method is an algorithm used to define the path of 
vertices to which a source vertex is connected, given a graph of vertices connected somehow 
[95]. The method is described considering the wind farm layout shown in Figure 4-15. The 
presented layout is a simplified representation of wind farm 1, but two redundant cables are 
included (green lines) in order to explain the approach. In Figure 4-15, the set of nodes is 
indicated with numbers from 1 to 26, and all possible connections between nodes are 
indicated with blue/green lines (internal/redundant cables) or black lines (connectors to 
shore). The source node is the PCC and the goal of the PBFS method is to define, for each 
hour of the simulation, a vector with the list of nodes that are connected to the PCC in the 
current wind farm layout. This method can be useful to define this path vector when some 
components fail in the wind farm. A vector list, used to store the set of nodes connected to the 
source node PCC, is initialised with the number of the PCC node, i.e. 26. Defining the PCC as 
the source node, the vector list is defined, inserting which nodes of the system are directly 
connected to the source node. In the case studied here, nodes 9, 17 and 23 are the nodes of 
interest. The vector becomes 
list = [26 9 17 23] 
1 2 3 4 5 6 7 8 9
10 11 12 13 14 15 16 17





Figure 4-15: Wind farm layout and node number for explanation of the PBFS method. 
Besides, another vector called tree is defined here where the list of connections between 
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After this first step, the set of new nodes added to vector list (9, 17 and 23) are used as 
temporary source nodes and, for each node in this set, a new search for connection is 
performed with the following updated vectors 














Then, nodes 8, 16, 23 and 25 become the temporary source nodes and the procedure is 
repeated until all connected nodes have been visited once. The two complete vectors look like 











These two vectors are used for calculating the number of available wind turbines effectively 
connected to the PCC: in this case, the number of effectively available wind turbines is 25, 
and it is possible to calculate the total output power of the wind farm for the wind speed value 
at the current hour. In order to clarify the approach, another example is presented with some 
components out of service and redundant cables put into operation. The wind farm layout is 
shown in Figure 4-16 where two wind turbines (at nodes 5 and 20), one internal cable 
(between nodes 3 and 4) and one connector to shore (26-9) are out of service: the two 
redundant cables are activated. Performing a calculation as in the previous case, the final 
vectors become 











1 2 3 4 5 6 7 8 9
10 11 12 13 14 15 16 17





Figure 4-16: Wind farm layout for the second example for explanation of the PBFS method. 
and the total number of effectively available wind turbines is 20, since two wind turbines are 
not available and three are not connected to the PCC due to a failure in a cable. Both 




redundant cables are activated since one of the connectors to shore is out of service. Since the 
PBFS method requires some computational time in case of a sequential Monte Carlo 
simulation, the method is applied to the simulation only when, at the current hour, a 
component (either cable or connector to shore) changes its state in respect to its condition in 
the previous hour. Wind turbine failures do not imply a new PBFS routine since they do not 
change the topology of the wind farm: a change of wind turbine state does not cause vectors 
list and tree to change.  
- Wind speed input data are based on the wind speed measurements from Horns Rev described 
in chapter 3.  
In the two following sections, the two techniques for the comparison are briefly described 
highlighting their most relevant aspects; results and their comparisons are presented in section 4.3.2. 
4.3.1 Analytical Approach 
When an analytical approach is used for reliability assessment, the system under analysis is 
usually represented by mathematical models, and direct analytical solutions are used to evaluate a-
priori reliability indices from the models as described in chapter 2. This means to represent the 
system by states and build a table with all the needed F&D information for each state. References 
[2], [15], [16], [32], [33] and [40] describe different analytical methods for power system reliability 
analysis with the inclusion of wind generation. References [15], [16], [32] and [40] consider only a 
static evaluation, whereas [33] analyse the reliability problem considering an F&D approach. In the 
former solutions, only wind turbine availability and wind speed state probabilities are required, 
whereas in the latter, wind turbine failure and repair rates and wind speed frequency and duration 
data are required as well. The main advantage of the F&D analysis is the possibility of obtaining 
some information about the residence time of different states and calculating some time-related 
indices. However, this process increases the computational time and some other assumptions have 
to be made in order to simplify the model. In order to compare results of this analysis with the ones 
of the sequential Monte Carlo simulation, only the F&D approach is considered here. When wind 
farms are introduced into a power system reliability assessment, availability and variations in time 
of the wind must be taken into account. 
The standard process for the definition of the reliability model of a wind farm is based on the 
following steps [33]: 
1. Definition of the wind speed state table 
2. Definition of the wind turbine model 
3. Definition of the wind farm capacity table. 
After having obtained the wind farm capacity table, generation and reliability of a wind farm can 
be easily assessed. This approach is valid if only wind turbine failures are of interest, since it 
provides a compact representation of the problem. If instead failures of both power collection grid 
and grid connections of the wind farm are of interest, it is necessary to include them by means of 
other solutions. Reference [32] shows how it may be possible to consider wind turbine, cable and 
connector failures in the model for a static analysis; however, the approach can be easily extended 
to an F&D study. The method needs the same input data as [33] (such as wind speed probability 
table and availability data for wind turbines and cables) with which it defines a system state vector 
used for the reliability assessment. Details of this approach are presented later in this section. In 
order to clarify some aspects of the approach, some numerical examples are shown. These examples 
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refer to the wind farm in Figure 4-13.a) (50 components), but the approach is valid for any kind of 
wind farm. 
The first part of the approach refers to the analytical representation of the wind speed, which is the 
“fuel” of the wind farm. A wind speed probability table can be defined for this purpose and 
afterwards used for the intended calculations. In this work, the wind speed probability table is 
defined according to the method presented in section 3.1.1, where a table as the one in Table 3-1 
can be used. The table presented here refers to the measurements available at Horns Rev: However, 
it can be assumed that the presented approach is valid if measurements at other locations are 
available. 
Regarding components in the wind farm, it is assumed that each component can be represented 
with a two-state model, since it is reasonable to expect that each component might be either fully in 
or fully out of service. Reliability figures are provided according to failure rates and MTTR as 
previously discussed.  
When the wind speed capacity table is known, it is possible to associate the wind farm model with 
the system component availability data. For each of the wind farm states, a vector that includes a 




SS Sws ......      (4-9) 
where wsi is the i
th
 wind speed state (i = 1…43 from Table 3-1), Sj is the status of component j (1 if 
available, 0 if out of service) and NWF is the total number of components in the wind farm. For the 






In order to define the set of system states, the following assumptions are made: 
1. Failure and repair of each component are statistically independent. 
2. Two connected system state vectors are different for no more than one element, i.e. it is 
assumed that the system moves from a state only due to the change of status of one of its 
components or of the wind speed. 
3. Due to the high number of states, it is assumed that a maximum number of three components 
may be out of service in the same wind farm state. For the previous example, the total number 
of states is reduced from the initial 4.84×10
16 
states to 1068894. 









,,,       (4-10) 
where Acomp,j and Ucomp,k are availability and unavailability of components j and k respectively, NA is 
the number of operating components in state i, NU is the number of components out of service in 
state i and pws,z is the probability of wind speed state z in system state i. Due to assumption 3), in 
order to have the sum of all state probabilities equal to 1, it is necessary to normalise all values. 
State transition rates (measured in [occ/y]) are defined as a vector  
 iji         (4-11) 
that includes all possible transitions λ of system state i to system state j and that has the length of the 
number of states that are connected to state i. The other F&D parameters are calculated as  




- State frequency [occ/y] 
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d        (4-13) 
- State energy [MWh] 
8760,  iiWFi pPE      (4-14) 
where PWF,i is the generated power of state i. 
All these values are needed for an F&D analysis, since they provide information on the duration 
of each event and its frequency of occurrence. 
Due to the size of the problem, it may be convenient to reduce the total number of states with an 
aggregation procedure in order to obtain a representation that can be handled more easily in further 
calculations. This process is performed by aggregating states with similar output power in the same 
new state. For example for wind farm 1, an aggregation step of 5 MW is chosen, e.g. states with 
generation between 7.5 and 2.5 MW are aggregated into the same state, and the output power of the 
new state is calculated by weighting the output powers of the original states that are aggregated into 
the new state with their respective probabilities. Particular aggregation steps are used for the first 
two and the last two new states: original states that generate the exact rated power and the exact 
zero power are aggregated respectively into the first and the last new states. Original states that 
produce between the rated power (excluded) and the rated power minus 2.5 MW, i.e. half of the 
aggregating step, are aggregated into the second state, whereas the second last new state is formed 
by the original states that generate between zero production (excluded) and 2.5 MW. This procedure 
is chosen in order to reduce the approximations of the aggregation process: the total yearly energy 
generated by the wind farm is exactly the same with both full and aggregated table. 
As an example of the approach, considering a wind farm with 50 components and a wind speed 
table with 43 states (Table 3-1), the assumptions previously mentioned and with the data presented 
in Table 4-4, it is possible to obtain an aggregated table as in Table 4-5. The original 1068894 states 
are aggregated into 18 new states that are characterised by a set of parameters: “State” indicates the 
number of the system state, “Power” the output power of the state, “Probability” the state 
probability, “Frequency” the frequency of occurrence per year of the state, “Frequency up/ 
Frequency down” the cumulative transition rates of the current state for moving up or down, 
respectively, “Duration” the average duration of the state and “Energy” is the expected energy 
produced by the wind farm state assuming a period of one year. 
It must be explained why the presented aggregated transition rates are called cumulative. During 
the aggregation procedure, it must be kept in mind that, since all the state information is aggregated, 
it is not possible to distinguish all transition rates of each new state. For this reason, two cumulative 
transition rates are defined for each new state, one for up states, i.e. to states with larger generation, 
and one for down states, i.e. to states with smaller generation: each of these rates represents the 
transition rate of the new state for going to all states with a larger (or smaller) generation. After 
having calculated the probability pi-agg of the new state as the sum of probability of all original 
aggregated states, these cumulative transition rates are computed as 


















 ,      (4-15) 
where λij is the set of transition rates of the original state i to other states, N± are the total numbers of 
states with larger (+) or lower (-) generated power, pi is the probability of state i aggregated in state 
i-agg and Ni-agg is the number of original states aggregated in the new state. The other F&D 
parameters are calculated with equations (4-12) to (4-14).  
Similar wind farm capacity tables can be defined for the other wind farm defined in the previous 
section and the calculation of their reliability is presented later in section 4.3.3. 
















1 7.50E+01 1.47E-02 2.43E+01 0.00E+00 1.66E+03 6.03E-04 9641.654 
2 7.36E+01 6.13E-03 5.25E+01 3.80E+03 4.77E+03 1.17E-04 3948.449 
3 6.99E+01 1.16E-01 2.11E+02 2.57E+02 1.56E+03 5.50E-04 71245.62 
4 6.51E+01 6.98E-02 2.79E+02 1.48E+03 2.51E+03 2.50E-04 39817.29 
5 6.10E+01 4.14E-02 3.40E+02 3.77E+03 4.45E+03 1.22E-04 22150.35 
6 5.58E+01 4.86E-02 4.01E+02 3.81E+03 4.43E+03 1.21E-04 23747.95 
7 5.10E+01 4.66E-02 3.52E+02 3.45E+03 4.10E+03 1.32E-04 20783.94 
8 4.47E+01 4.34E-02 3.41E+02 3.67E+03 4.19E+03 1.27E-04 16972.56 
9 4.13E+01 4.83E-02 4.13E+02 4.06E+03 4.47E+03 1.17E-04 17493.72 
10 3.38E+01 6.83E-02 6.02E+02 4.33E+03 4.49E+03 1.13E-04 20219.88 
11 3.08E+01 2.38E-02 2.10E+02 4.34E+03 4.48E+03 1.13E-04 6403.42 
12 23.388 6.80E-02 6.09E+02 4.50E+03 4.46E+03 1.12E-04 13926 
13 21.419 2.10E-02 1.89E+02 4.54E+03 4.44E+03 1.11E-04 3941.953 
14 1.50E+01 8.52E-02 7.61E+02 4.57E+03 4.36E+03 1.12E-04 11186.29 
15 8.79E+00 8.24E-02 7.09E+02 4.53E+03 4.07E+03 1.16E-04 6346.871 
16 4.32E+00 7.77E-02 6.19E+02 4.35E+03 3.62E+03 1.25E-04 2941.813 
17 1.96E+00 5.78E-02 4.99E+02 4.88E+03 3.76E+03 1.16E-04 991.8062 
18 0.00E+00 8.06E-02 2.21E+02 2.75E+03 0.00E+00 3.64E-04 0 
 
Wind farm indices, as defined in section 2.2, are calculated in the following way 
rWTWT PNIWP ,      (4-16) 
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ipWFGR      (4-21) 
where NWT is the number of wind turbines in the wind farm, NWS is the number of wind speed 
states, NWFPT is the number of states in the wind farm probability table, N
*
WFPT is the number of 
states in the non-aggregated wind farm probability table which cause a portion of generated power 
not to be delivered due to component failures, PCWT(wsi) is the value of wind turbine power curve 
for wind speed i. It must be highlighted here that indices EGWEWWTF and EGWEWWTCF 
cannot be calculated with the presented study due to the use of system state vectors. 
4.3.2 Monte Carlo Simulation 
A Monte Carlo simulation estimates a-posteriori reliability indices by simulating the actual 
random behaviour of the system, either in a random or in a sequential way [2]. As previously 
mentioned, a sequential Monte Carlo technique is used here in order to evaluate generation and 
reliability of an offshore wind farm and to compare the results with the analytical analysis of section 
4.3.1.  
The approach followed here is a standard Monte Carlo simulation, where the following steps are 
considered [2]: 
1. Definition of wind farm layout and component data. 
2. Calculation of the wind speed probability table. This table is defined according to the method 
presented in chapter 3 with the final result shown in Table 3-1. 
3. During each sample (a year of 8760 h), 
a. Calculation of a synthetic wind speed time series with the method described in chapter 3. 
b. Random definition of the hourly availability of each component. Failure and repair 
residence times of each component are assumed to be exponentially distributed (equation 
(2-39)). Data for all components are presented in Table 4-4. 
c. During each hour of the sample, 
i. Definition of the number of effectively available wind turbines. The term 
“effectively” means that the wind turbine is connected to the PCC at the current hour 
and, if available, produces energy: this calculation is performed with the described 
PBFS method [95]. 
ii. Evaluation of the wind farm output power. 
iii. Calculation of wind farm indices. 
d. Evaluation of the stopping criteria for the simulation. As stopping criteria, both maximum 
number of samples and coefficient of variation calculated for index EGWE are 
considered, as described in chapter 2. Index EGWE is chosen for assessing the accuracy 
of the simulation, since it represents the most interesting output of the analysis, i.e. 
complete output energy of the wind farm. 
4. Calculation of the final indices with equation (2-28). 
It must be highlighted here that the assumptions 2 and 3 used for the analytical method are not 
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valid anymore for the Monte Carlo simulation. It is still assumed that failure and repair actions of 
different components occur independently (assumption 1), but more than three components can be 
out of service at the same time and it may be possible that more than one component fails 
independently during the same hour. These two events can be considered with a Monte Carlo 
simulation, since the approach is more flexible and more elements can be included. 
4.3.3 Comparison of the two Methods 
In this section the results of the two described probabilistic techniques are compared for the 
reliability assessment of offshore wind farms.  
For the analytical method, the wind farm capacity table is shown in Table 4-5 for wind farm 1 and 
in Table 4-6 for wind farm 2. In this second case, the step to aggregate the table is chosen equal to 3 
MW and 12 aggregated final states are obtained with the method presented in section 4.3.1. 
For the Monte Carlo simulation, a maximum number of samples equal to 1000 and a limit of 
coefficient of variation equal to 0.2% are chosen. Moreover, in order to include autocorrelation into 
the synthetic wind speed time series generator, a second-order model as described in chapter 2 is 
used. 
For both approaches, the calculated reliability indices are presented in Table 4-7 together with 
required computation times and number of samples needed to reach the desired accuracy (only for 
the Monte Carlo simulation). 
First of all, it must be noticed that the results presented in Table 4-7 do not strictly require an 
F&D or sequential calculation to be obtained and this would not explain the computational effort 
used for the representation of the two models. However, the aim of this analysis is to show how to 
adopt the two probabilistic approaches for evaluating the wind farm generation and which 
requirements are needed for adding the wind farm model into HLI or HLII analyses. When one of 
these studies is performed, it becomes relevant to have an F&D or sequential representation due to 
the stochastic nature of the wind: therefore, the choice of the procedure is justified. 
Indices 4 and 5 are not calculated with the analytical method, because, using state vectors, it is not 
possible to distinguish causes of contingency due to single component failures, i.e. it is not possible 
to evaluate the wind farm generation taking into account only wind turbine or internal cable 
failures. 
Observing how the wind farm generation varies including different component failures (indices 3, 
4 and 5), it can be explained why the inclusion of internal grid cable and connector failures may be 
relevant for the analysis. The difference between index 3 and index 4 (only wind turbine failure 
considered) is about 7.5-7.6% and it is justified by the availability of a wind turbine (approximately 
92% in Table 4-4). The difference between indices 4 and 5 is about 0.5%, whereas indices 5 and 6 
differ by 2%. This can be verified by considering the availability of the other components in Table 
4-4. 
Index WFCF indicates the capacity factor of the wind farm and it is approximately 43-44%. This 
value is high if compared to onshore installations, but it can be reasonable for offshore sites [5]. 
Index WFGR that represents the generation of the wind farm in respect to the availability of its 
components has a value of approximately 91-92% of the total generation. This can be explained 
considering the values assumed for the availability of each component as shown in Table 4-4. The 
analytical analysis applied to wind farm 1 gives a higher value for index WFGR if compared to the 
result of a Monte Carlo simulation. This can be justified by the use of an approximation of the 
definition of the vector states. Since only up to three failures are considered, some states that 




increase the unavailability of the park are neglected, which results in a small overestimation of the 
value for index WFGR. 
















1 2.70E+01 4.86E-02 7.93E+01 0.00E+00 1.63E+03 6.12E-04 11487.64924 
2 2.61E+01 4.46E-02 1.92E+02 1.73E+03 2.58E+03 2.32E-04 10189.05415 
3 2.35E+01 1.03E-01 3.44E+02 1.12E+03 2.20E+03 3.01E-04 21300.3619 
4 2.06E+01 8.41E-02 5.20E+02 2.69E+03 3.49E+03 1.62E-04 15169.28348 
5 1.74E+01 8.72E-02 6.40E+02 3.36E+03 3.98E+03 1.36E-04 13272.17964 
6 1.49E+01 5.36E-02 3.84E+02 3.32E+03 3.84E+03 1.40E-04 6988.857445 
7 1.21E+01 8.97E-02 7.68E+02 4.19E+03 4.38E+03 1.17E-04 9532.876378 
8 8.63E+00 8.84E-02 7.86E+02 4.45E+03 4.43E+03 1.13E-04 6682.256218 
9 5.71E+00 8.85E-02 7.70E+02 4.43E+03 4.26E+03 1.15E-04 4428.000854 
10 2.85E+00 1.33E-01 6.90E+02 2.85E+03 2.35E+03 1.93E-04 3310.839843 
11 9.66E-01 9.86E-02 5.30E+02 3.17E+03 2.20E+03 1.86E-04 834.532605 
12 0.00E+00 8.06E-02 2.21E+02 2.75E+03 0.00E+00 3.64E-04 0 
Table 4-7. Results for the comparison of the two methods 
   Wind Farm 1 Wind Farm 2 









1. IWP MW 75 75 27 27 
2. IWE MWh 657000 657000 236520 236520 
3. EAWE MWh 318900.2 322875.8 114804.1 116267.3 
4. EGWEWWTF MWh - 298700.4 - 107496.2 
5. EGWEWWTCF MWh - 297172.3 - 107353.2 
6. EGWE MWh 291759.6 291423.3 103195.9 104931.1 
7. WFCF MWh 0.4441 0.4436 0.4363 0.4436 
8. WFGR MWh 0.9218 0.9095 0.907 0.9094 
- CPU time s 2569 2517 41 2350 
- No. of samples - - 950 - 1000 
 
Comparing the indices obtained using the two techniques, it can be noticed that values are quite 
similar. Smaller differences can be observed for case 1 (from 0.1% for WFCF to 1.3% for WFGR), 
whereas they are slightly larger for case 2 (from 0.2% for WFGR to 1.7% for EGWE). Differences 
can be justified by the assumptions made. This proves that both solutions can be adopted for the 
evaluation and, from the numerical point of view, similar results can be obtained. 
Considering now the computational time required by the two methods, it can be noticed that the 
analytical one applied to wind farm 1 needs the same time as the Monte Carlo analysis to be 
completed and this is mainly caused by the huge amount of states of the problem (the computational 
time is considerably reduced for a smaller system). In case of wind farm 2, the analytical approach 
is much faster than the other technique. Moreover, it can be expected that the analytical approach 
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would require more time than the Monte Carlo simulation if a large wind farm is considered. 
However, the advantage of the analytical analysis is that most of the needed time is used for 
generating the wind farm capacity table and, after it has been calculated once, it can be stored and 
utilised directly for further calculations. This observation is not valid for the Monte Carlo approach 
where the simulation must be performed every time the wind farm generation is to be evaluated. 
The compact representation of the problem provided by the analytical method has a main 
drawback in the representation of the zero production state, e.g. state 18 in Table 4-5. In this state, 
three situations are included: wind speed lower than the cut-in wind speed, wind speed higher than 
the cut-out wind speed and component failures that cause complete loss of generation. Since these 
three conditions are aggregated together, it is not possible to distinguish the different reasons for 
zero production and this would represent a relevant reduction in the applications of the method, 
especially if extreme events are to be analysed. A solution for this problem can be found in avoiding 
the aggregation of the wind farm table, but this would lead to a table of many states, which would 
exponentially increase the computational time and decrease the ease of handling the representation. 
This problem does not occur in the Monte Carlo simulation, since all system conditions can be 
distinguished during the calculation. 
Finally, considering the Monte Carlo simulation, it is possible to plot the probability distribution 
function of each index. As an example, the distribution function of indices EGWE and WFGR are 
shown in Figure 4-17 for both wind farms: plots a)-b) are for wind farm 1 and c)-d) for wind farm 
2. The use of these probability distribution functions can be of help in the prediction of the 
behaviour of an index and its frequency of occurrence. 




































a) Wind farm 1







































c) Wind farm 2
 
Figure 4-17. Probability distribution functions of index EGWE for a) wind farm 1 and b) for wind 
farm 2 and index WFGR for c) wind farm 1 and d) for wind farm 2. 
4.3.4 Conclusions on Comparison of the Methods 
In order to assess the generation of a wind farm, two different probabilistic techniques are 
modelled and compared in this section. One calculation is performed by an analytical method with 
F&D analysis and one by a sequential Monte Carlo simulation in order to evaluate advantages and 
drawbacks of their use. Reliability indices, as defined in chapter 2, computational times and 




feasibility of future studies are considered for this purpose. Both methods provide similar numerical 
results and on the one hand, the analytical analysis, after having being calculated once, represents 
the fastest solution. However, this depends on the number of components in the wind farm, and 
some limitations may occur for very large system, i.e. many components which increase the number 
of states. On the other hand, using a Monte Carlo simulation, all states in which a wind farm might 
reside can be distinguished and index distribution functions can be obtained from the computation. 
Thus, Monte Carlo simulations provide larger flexibility for the index calculations, and a wider 
range of results can be obtained. According to this, this approach is used in the rest of this thesis for 
reliability evaluations of power systems with a large amount of installed wind capacity both for HLI 
and HLII analyses. 
4.4 The Influence of the Nine Factors on the Assessment 
The influence of the nine relevant factors discussed in section 4.1 on the assessment of generation 
and reliability of an offshore wind farm is analysed in this section using a sequential Monte Carlo 
simulation. The model for the wind installations is based on the description in Figure 4-4 and it is 
applied to four wind farm layouts: 
- Burbo Bank offshore wind farm (WF1) with 25 wind turbines (rated at 3 MW), power 
collection grid with 22 cables and three connectors to shore (Figure 4-18.a)) 
- Horns Rev wind farm (WF2), with 80 wind turbines (rated at 2 MW), 80 internal cables and 
one connector to shore (Figure 4-18.b)) 
- A small wind farm (WF3), with nine wind turbines (rated at 3 MW), six internal cables and 
three connectors to shore (Figure 4-18.c)) 
- Another small wind farm (WF4) with a layout similar to WF3 but with a redundant 
connection as shown in Figure 4-18.d). It must be highlighted here that it is assumed that both 
redundant cables are put into operation if at least one of the connectors to shore fails. Besides, 
no limitation in the power transmitted to shore is considered for any connector. 
The layout of WF1 is used to show how each of the discussed aspects influences the model, 
whereas the other three are used only to show how to apply it to different wind farm configurations 
(section 4.4.1). Besides, generation and reliability of WF1 and WF2 are evaluated with two 
different software applications in section 4.4.1, i.e. Matlab and DIgSILENT Power Factory in order 
to compare their main features, advantages and drawbacks when they are used for the proposed 
investigations. 
In order to compare how the different aspects influence the wind farm generation, the seven cases 
listed and described in the following are considered. 
- Case 1) uses basic models for the sequential Monte Carlo simulation (section 0) without 
accounting for any of the factors listed in section 4.1 and directly utilising wind speed 
measurements as input to the model. Wind speed data are recorded at the Horns Rev location 
as described in chapter 2. Only data for four years between 2000 and 2003 are defined, since 
they represent the most complete years in the set of measurements, whereas other years are 
either partial, e.g. 1999 and 2006, or there is a lack of information due to equipment failure. 
Availability data for wind farm components are presented in Table 4-8. For all wind farm 
layouts, a fixed length of internal cables and connectors to shore is assumed (Table 4-8): this 
approximation is acceptable here, since it does not influence the results of the comparison. 
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Data in Table 4-8 are obtained from [82] for wind turbines and [37] for cables and connectors. 
The same wind turbine power curve is used for all cases with the curve presented in Figure 
4-14. 
 
Figure 4-18. Wind farm layouts: a) Burbo Bank, b) Horns Rev, c) small wind farm, d) small wind farm 
with redundancy. 
Table 4-8. Component data for basic analysis 
 Length  Failure rate MTTR Availability 
Wind turbine - 1.55 1/y 490 h/y 92.01% 
Cable 0.7 km 0.015 1/y/km 1440 h/y 99.83% 
Connector 10 km 0.015 1/y/km 1440 h/y 97.59% 
 
- Case 2) considers the same model as in case 1), but the synthetic wind speed time series 
generator from chapter 2 is used instead of direct measurements in order to have a broader 
range of input to the model. This case is used as reference case for the comparison with the 
others (factor 1). 
- Case 3) is defined as case 2) but with monthly variable MTTR for cables and connectors to 
shore as shown in Figure 4-6 (factor 5). Values are defined in section 4.2.10.2. 
- Case 4) is similar to case 2) but different wind speeds at the wind farm site are considered 
(factor 6). In order to do this, an aggregated model for wind turbine power curve and for wind 
speed time series is included in the model as described in section 4.2.10.3. Two simulations 
are performed for this case: the wind farm’s dimension DWF is chosen equal to either 10 km 




(real assumption for WF1, case 4.1) or 30 km (case 4.2). This second representation is not 
realistic for WF1, but in this way it is possible to better observe the influence of the 
aggregation on the results.  
- Case 5) uses the model of case 2), but different heights of hubs and measurement mast are 
considered (factor 7). The approach is the one described in section 4.2.7: the set of available 
measurements recorded at 62 m are scaled to 100 m, which is the supposed height of wind 
turbine hubs, and input data for the synthetic wind speed generator are extracted from these 
scaled time series. It has been decided to scale the measurements and not each synthetic time 
series in order to speed up the simulation, since equation (4-2) is applied only once before the 
wind speed probability table is defined. The roughness length is chosen equal to 0.0001 m as 
suggested in Table 4-2 for offshore sites. 
- Case 6) is as case 2) but with different availability parameters of system components (factors 
2 and 5). The availability of the wind turbines in the model is modified in order to analyse 
how changes of wind turbine components may improve the generation of the wind farm. 
Three different sub-cases are considered here, decreasing the failure rate or the MTTR or both 
values: data for these sub-cases are presented in Table 4-9 and they are extracted from [82], 
[83] and [96]. It can be noted in the table that the change of both parameters increases the 
availability of the wind turbines: hence, an increase of generation is expected. 
Table 4-9. Components data for case 6 
 Failure rate MTTR Availability 
Case 2 1.55 1/y 490 h/y 92.01% 
Case 6.1 1.10 1/y 490 h/y 94.19% 
Case 6.2 1.55 1/y 220 h/y 96.25% 
Case 6.3 1.10 1/y 220 h/y 97.31% 
 
- Case 7) use the definitions of case 2) but wake effects and power losses (factor 8) are included 
in the results. In order to compare different options for this factor, two sub-cases are 
considered: in case 7.1), final indices are multiplied by an efficiency coefficient as suggested 
in [34]. For both effects, values of 96.5% are chosen in order to have a total efficiency 
coefficient equal to 93% [34]. In case 7.2), the approach described in section 4.2.10.4 is 
followed, with both wake effects and power losses defined as a function of the wind speed. 
Specific simulations are not performed for aspects 3 and 4, but they are considered by means of 
the indices that are calculated in each simulation: in particular a comparison of indices EAWE, 
EGWEWWTF, EGWEWWTCF and EGWE shows why it is relevant to include failures of power 
collection grid and of connectors to shore in the analysis. Moreover, effects of aspect 9 are not 
directly investigated with the discussed model, because they only become relevant when a power 
system with several wind farms included is analysed. 
As previously mentioned, a sequential Monte Carlo simulation is used in order to compare the 
influence of the different factors: a standard procedure is followed as described in chapter 2. The 
main steps of the analysis are given in the following list, considering a sample length of one year 
with hourly steps. 
1. Definition of wind farm layout and component data 
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2. *Application of equation (4-2) for scaling of wind speed measurements to hub height (case 5) 
3. Definition of wind speed characteristics from available measurements 
4. *Application of the aggregated model (case 4) 
5. Then, for each sampled year, 
a. *Calculation of a synthetic wind speed time series (cases 2) to 7)) 
b. Definition of the hourly availability of each component 
c. Then hourly, 
i. Definition of the effectively available wind power 
ii. Definition of the wind farm output power 
iii. *Application of wake effects and power losses to the hourly output power (case 7.2)) 
iv. Calculation of wind farm indices 
d. Evaluation of the result accuracies 
6. Calculation of the final indices by averaging the sampled results 
7. *Application of the efficiency coefficient (case 7.1). 
The presented procedure is used for the complete model of the wind farm. Elements marked with 
stars (*) are applied only when they are included in the analysis. Simulations are performed with a 
maximum number of samples equal to 1000. Only this parameter is chosen as stopping criterion in 
order to have the same amount of samples for each case and facilitate the comparison.  
For the considered cases, results are shown in Table 4-10. Calculated indices are included as well 
as the time required for the simulation and the coefficient of variation reached after the indicated 
number of samples. Simulation accuracy is controlled for index EGWE, which is the most 
interesting value, since it represents the expected output of the wind farm. In Figure 4-19, indices 
EAWE, EGWEWWTF, EGWEWWTCF and EGWE are visualised for the different cases and when 
all the factors are included in the model (“Case TOT” from Table 4-11). 
























IWP MW 75 75 75 75 75 75 75 75 75 75 75 
IWE GWh 657.00 657.00 657.00 657.00 657.00 657.00 657.00 657.00 657.00 657.00 657.00 
EAWE GWh 327.05 322.40 322.33 376.32 380.57 338.91 323.09 322.65 322.34 311.11 297.04 
EGWEWWTF GWh 302.68 297.90 298.01 347.72 351.65 313.39 305.35 310.89 313.78 287.48 274.50 
EGWEWWTCF GWh 301.13 296.36 296.62 345.95 349.83 311.84 303.99 309.36 312.26 - - 
EGWE GWh 295.42 290.34 290.95 339.17 342.73 306.18 298.17 303.97 305.95 270.38 261.06 
WFCF % 44.96 44.19 44.28 51.62 52.17 46.60 45.38 46.27 46.57 41.15 39.74 
WFGR % 90.98 90.78 90.96 90.07 89.99 90.97 92.85 94.64 95.30 86.91 89.12 
Comp. time s ~2125 ~2790 ~2967 ~3055 ~3089 ~2717 ~2672 2781 ~2752 ~2790 ~2974 
Coeff. of var. % 0.271 0.200 0.205 0,204 0.193 0.192 0.200 0.182 0.191 0.200 0.206 
 
First of all, the relevance of factors 3 and 4 can be observed in the values of indices EAWE, 
EGWEWWTF, EGWEWWTCF and EGWE, where different failing components are considered for 
their definition (Table 4-10 and Figure 4-19). The wind farm output decreases when more failing 




elements are included in the analysis, and the lowest value is obtained when all three components 
are assumed as non-ideal. Therefore, it can be concluded that the availability of cables and 
connectors influence the generation of the wind farm, and a more complete representation is 
obtained if they are included in the model. 
Considering case 1) and case 2) it can be noted that both simulations produce similar results and 
differences can be justified by both input data and the use of a Monte Carlo simulation. For 
example, values of index EGWE are slightly different due to the input wind speed data. In case 1), 
four years of measurements (2000 to 2003) are used, whereas the synthetic generator utilises the full 
range of measurements as input to the model (from May 1999 to May 2006). Years 2000-2003 have 
a larger average value than the seven years of measurements and this explains the differences in the 
results.  
 
Figure 4-19. Graphic of the indices from Table 4-10. 
Figure 4-20 shows that the behaviour of the simulations is different in the two cases. In case 1), 
the probability distribution of index EAWE is characterised by four peaks as expected since four 
wind speed time series are repeatedly used as input in the simulation. In case 2) instead, the 
distribution function is smoother due to the fact that the input wind speed time series changes at 
every sample. This justifies the use of a synthetic wind speed time series generator: it provides a 
wider and more complete range of wind speed time series to the analysis and therefore a more 
comprehensive set of results. 
Considering convergence issues, Figure 4-21 and Figure 4-22 show the convergence and the 
coefficient of variation of index EGWE for cases 1) and 2) respectively. Case 2) requires a smaller 
number of samples in order to reach the same accuracies (Figure 4-22). However, in Figure 4-21 the 
index converges to the final value more slowly and the system is still far away from a steady-state 
condition when a small coefficient of variation, e.g. 0.5%, is reached. The smaller number of 
samples and the slower convergence can be explained considering again Figure 4-20. As previously 
mentioned, the probability distribution function of case 1) shows four peaks that correspond to the 
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four wind speed measurements used as input. Each output value oscillates around the steady-state 
condition that depends on its wind speed input, e.g. one of the four peaks. Therefore, the final result 
is a sort of average among the four steady-state points and a certain amount of samples is necessary 
before the inclusion of each additional sample does not sensibly influence final results. This also 
explains why, when the desired coefficient of variation is reached, the simulation maintains a stable 
behaviour. In case 2), the use of a synthetic wind speed time series as input provides only one value, 
i.e. the steady-state value, which each output oscillates around. Moreover, since the coefficient of 
variation is evaluated according to the current estimated value, i.e. the estimated value that depends 
only on the number of already performed samples, the number of samples for reaching the required 
accuracy is not sufficient in order to avoid that different outputs influence the final result of the 
simulation. For this reason, the two simulations present this different behaviour regarding the 
convergence of their results. 






















Case 1) 4-years PDF
EGWE mean in Case 1)
Case 2) Synthetic PDF
EGWE mean in Case 2)
 
Figure 4-20. Probability distribution functions of EGWE in case 1) and case 2). 




























 Figure 4-21. Convergence of EGWE in case 1) and case 2). 
Finally, considering the computation time of the two simulations, it can be noted that case 1) is 




approximately 10 minutes faster than case 2), i.e. 0.6 s slower per sample. This is reasonable, 
because in case 2) a synthetic wind speed time series is generated for each sample and some 
additional time is thus required. If a set of pre-stored synthetic time series is recalled in case 2), the 
computation time decreases to approximately 2200 s, which is similar to the computation time of 
case 1). As expected for this situation, both cases require the same computation time. 
Comparing case 3) to case 2), it can be noted that, even though the average MTTR is the same, i.e. 
approx 1440 hours, and EAWE is slightly higher for case 2), the total generation of case 3) (index 
EGWE) is higher, i.e. approximately 0.2%. This can be explained by the fact that, in each sample, it 
is assumed that the wind farm is fully available at the very first hour of the sampled year. This 
means that even if faults occur randomly, they are more unlikely to occur at the beginning of the 
year, i.e. when the MTTR is higher, and therefore a shorter time to repair and higher generation can 
be expected. However, since the difference is very small, the model can be considered valid also for 
the analysis performed here. A future development may consider evaluating the generation of the 
wind farm for its entire lifetime, e.g. 20 years, instead of for a single year in order to solve the 
problem of the initial state of the system.  
In case 4), the main consideration regards the fact that the chosen dimension of the area must be 
larger than 10 km in order to influence the results. It must also be considered that the used model 
from [89] has been developed for broader areas and that it is based on empirical considerations. 
However, the use of the aggregated model shows that the wind farm output is larger than the case in 
which it is not considered. This can be explained considering that the wind speed time series is 
aggregated in order to smooth all high and low peaks in the time series. Therefore low wind speeds 
are not considered as well as very high ones (as it can be seen in Figure 4-11) and this increases the 
generation of the wind farm.  



























Figure 4-22. Coefficient of variation of EGWE in case 1) and case 2). 
If case 5) is compared to the reference case, it can be noted that the generation is approximately 
5.2% higher than in the reference case. The height of the wind speed has been increased and this 
produces better wind conditions, e.g. EAWE. One important issue about the use of equation (4-2) 
must be mentioned: since the wind farm generation is evaluated here using integer wind speed 
values, i.e. wind speed states in the model, the use of equation (4-2) becomes interesting if the wind 
speed moves to the next wind speed state. This means that Factor 7 must be taken into account only 
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if the difference between hub and mast heights is significant. This can be observed in Figure 1-1: 
equation (4-2) is applied to the original measurements, considering two different hub heights, i.e. 
100 m and 150 m. The case with a hub height of 150 m is used only in Figure 4-23 in order to 
highlight the influence of hub heights. In the figure, it is possible to note that for high values of 
wind speeds, the influence of equation (4-2) is relevant, whereas for low wind speeds, the difference 
between original and scaled time series can be neglected. Moreover, the greater the difference 
between mast and hub heights, the more relevant the difference between original and scaled wind 
speeds, especially for high wind speed. For these reasons, it can be concluded that the use of 
equation (4-2) is relevant for assessing wind farm generation, because it has some influence if mast 
and hub heights are sufficiently different. 
In case 6) it can be noted that the use of better reliability figures for the wind turbines increase the 
total generation. It is therefore an important issue to reduce both parameters. However, due to the 
recent development of offshore installations, it is not easy to collect enough information on 
reliability figures of wind farm components. The values used are only “guessed” values according 
to onshore data, and more advanced studies must be performed in order to obtain a more accurate 
and realistic set of values. 
Finally, considering case 7), it can be noted how both wake effects and system electrical losses 
decrease the generation of the wind farm. Wake effects decrease all indices, except WFGR, whereas 
power losses are only included in indices EGWE, WFCF and WFGR. Differences in the values of 
the two cases are due to the different values used for representing wake effects and power losses, 
and a comparison cannot be performed here. Index EGWEWWTCF cannot be calculated in both 
cases, unless the power losses caused by power collection grid and connectors to shore are 
separated into two curves. It must also be highlighted that, if only the indices of Table 4-10 are of 
interest, the use of an efficiency coefficient for both effects is an useful solution in order to assess 
the generation of the wind farm. The total generation from the simulation can be decreased by 
applying the chosen averages for wake effects and power losses. If instead the scope of the analysis 
is to define sequential time series of the wind farm generation, i.e. hourly power time series, the 
approach of case 7.2) is more effective. When a constant coefficient is used for both effects and it is 
applied to the time series of interest, each hourly value is scaled according to the same value: this 
does not provide a realistic representation. For example, in the case of wake effects, more 
generation is lost in percentage for low wind speeds than in the case of high wind speeds (see 
Figure 4-12), but this cannot be included in the time series if a constant coefficient is used for wake 
effects. This can lead to time series where high generation peaks are too smoothed and low peak 
generation are not smoothed enough. An example of this can be observed in Figure 4-24: the 
measured output of Horns Rev for 200 hours in 2005 (blue curve) is compared to the output 
obtained with the discussed model in case of fixed (red curve) or variable (black curve) wake 
effects and power losses
5
.  
Apart from some mismatches between measured and simulated time series
6
, it is possible to notice 
                                                 
5
 These output power time series are obtained considering measured wind speeds at Horns Rev for 2005 from the 
database defined in chapter 3. The wind speed measurements are scaled to 100 m with a roughness length of 0.0001 m 
using equation (4-2), and the wind turbine power curve in Figure 4-14 is used. Both constant wake effects and constant 
power losses are chosen equal to 0.965. 
6
 These differences can be explained by the fact that a simulation can never represent the exact behaviour of 
measurements. Even if the same input wind speed is used as in this case, different assumptions can be made for storing 
the measurements, e.g. time step of the measurements, and for defining the used hourly time series, e.g. hourly average 
or instantaneous value. Moreover, the number of available wind turbines in the wind farm during each hour is not 




why it is important to use variable wake effects and power losses: on the one hand for high 
production, the simulated case with variable effects (black curve) show values in the same order of 
the measurements, whereas with fixed coefficients the output generation (red curve) is lower. On 
the other hand for low generation, the case with fixed coefficients presents hourly values which are 
higher than in the two other cases. 

























Original wind speed at 62m
Scaled wind speed to 100m
Scaled wind speed to 150m
 
Figure 4-23. Influence of hub height consideration in wind speed time series. 






















Model with Variable Effects
Fixed with Variable Effects
 
Figure 4-24. Effects of variable or constant wake effects and power losses on the output of the wind 
farm. 
                                                                                                                                                                  
known for the measurements, whereas the simulation randomly defines this value: hence, it can happen that a different 
number of wind turbines generate power at the same hour. Finally, some failures in the equipment cause problems in the 
measurement of some output value, e.g. between hours 2824 and 2840, and therefore in the comparison of the time 
series. 
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4.4.1 Application of the Complete Model 
According to previous discussions, a calculation with the full model is presented in Table 4-11 for 
the four wind farm layouts shown in Figure 4-18. The results are obtained considering the following 
elements for the definition of the model: 
- A synthetic wind speed generator is used to create the wind speed input to the model with a 
second-order autocorrelation (chapter 3). 
- The wind turbine availability data are from Table 4-9, case 6.3), whereas data on internal 
cables and connectors to shore are from Table 4-8. 
- The aggregated model is used for both wind turbine power curve and wind speed time series 
(section 4.2.10.3). 
- Equation (4-2) is used to scale the original wind speed measurement recorded at 62 m to the 
assumed hub height, which is equal to 100 m and a roughness length of 0.0001 m. 
- Wake effects and power losses are defined as a function of the wind speed (section 4.2.10.4). 
The results show how the model can be applied to different wind farm layouts in order to assess 
their generation and reliability. Regarding the two small wind farms (WF3 and WF4), it can be 
noted that the two installations differ only for the inclusion of redundant cables in WF4. This can be 
observed by comparing indices EAWE, EGWEWWTF and EGWE. The first two indices have the 
same values in both cases, since the same simulation is performed and therefore the same results are 
calculated. The last index is different for the two wind farms: this is reasonable, considering that the 
reliability in WF4 is greater than in WF3 due to the use of redundant cables. When a connector to 
shore fails in WF4, redundant cables are put into operation and the power not transmitted by the 
failed component is transmitted to shore by the two others. 
Table 4-11. Results with all the aspects included in the model for the four wind farms; for WF1 and 
WF2 the calculations are performed in both Matlab and DIgSILENT Power Factory 
 Unit WF1 WF2 WF3 WF4 







IWP MW 75 75 160 160 27 27 
IWE GWh 657.00 657.00 1401.60 1401.60 236.52 236.52 
EAWE GWh 366.10 365.37 782.90 779.46 131.24 131.24 
EGWEWWTF GWh 356.48 355.81 762.23 758.99 127.76 127.76 
EGWEWWTCF GWh - - - - - - 
EGWE GWh 340.11 338.33 724.18 716.97 121.98 124.37 
WFCF % 51.77 51.50 51.67 51.15 51.57 52.58 
WFGR % 93.21 93.15 92.86 92.56 93.32 95.18 
Computation time s ~3006 ~2880 ~5701 ~3274 ~2692 ~4241 
Coeff. of variation % 0.173 0.180 0.268 0.299 0.176 0.117 
 
Comparing some of the indices in the table for all installations, it can be noted that the wind farm 
with the smallest WFGR is WF2, where there is only one connector to shore and if the connector 
fails all generation is lost, whereas WF4 is the case with the largest WFGR, since three connectors 
are used and two additional redundant cables are installed to overcome failures of transmission to 




shore components. The same comments hold true for WFCF, even if the difference in values is not 
as large as for WFGR. The computation time depends on the size of the wind farm and on the 
inclusion of redundant cables, since additional loops are needed in the code in order to control if 
and when they have to be put into operation. Regarding the accuracy of the simulation, case WF4 
has the best accuracy, since, due to redundant cables, the distribution of the output of each sample is 
not too dispersed, but is always close to the final result. The opposite occurs for WF2, where, due to 
the presence of a single connector to shore, the distribution of output for each sample is broader and 
a larger number of samples is needed in order to obtain similar accuracy. This can be observed in 
Figure 4-25: the values of WFGR from all samples for WF4 are less distributed than for the other 
cases and this explains that simulation converges to the expected value in a faster way. The opposite 
can be noted for WF1 where values of WFGR are more distributed and samples with very low 





































































Figure 4-25. Probability distribution functions of index WFGR for the four wind farm layouts. 
As mentioned before, the use of different software applications for evaluating the generation of a 
wind farm is presented as well in the table. The results obtained with Matlab are compared to the 
ones calculated with DIgSILENT Power Factory. The purpose of this comparison is to choose the 
most suitable tool for further analysis when other types of generation and transmission facilities are 
included in the model. First of all, comparing the required computation time, it can be noted that 
DIgSILENT Power Factory is faster than Matlab, and when increasing the size of the wind farm it 
becomes even more convenient, e.g. the time required for WF2 is reduced considerably. However, 
it must be kept in mind that DIgSILENT Power Factory does not generate any synthetic wind speed 
time series: a set of 1000 yearly wind speed time series are simulated in advance with Matlab (this 
takes approximately 0.6 s per sample), stored and recalled by DIgSILENT Power Factory when the 
simulation is performed. The reason for this approach is that DIgSILENT Power Factory is suitable 
for performing power system analysis, but the definition of wind speed time series may cause some 
problems if defined with this software. Therefore, Matlab is used for this purpose, since it is able to 
handle numerical calculations as required for the synthetic wind speed time series generator faster 
and easier. 
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On the one hand, DIgSILENT Power Factory provides a simpler way to define the power system 
and its components, due to its graphical interface for designing power system layouts. On the other 
hand, Matlab has an advantage in the storage and handling of results. All time series and variables 
can be easily stored in Matlab Workspace: each recorded value when required can be recalled, 
accessed and possibly modified with simple operations. In case of DIgSILENT Power Factory, the 
same amount of data can be stored in its results-files and each single recorded value can be 
extracted and modified. However, these two last aspects require more complicated programming 
operations, which make this software less easy to handle for further studies of power system with 
stored results, especially when large amount of data have to be taken into account.  
Finally, considering the calculated reliability indices in Table 4-11 it can be noted that both 
software applications provide similar results, as it can be expected considering that a sequential 
Monte Carlo simulation based on the same assumptions and definitions is performed: differences on 
the results can be justified considering that different random number sequences are used in the two 
softwares for each sample of the simulation. This leads to different expected results, as it normally 
occurs when this probabilistic approach is used. 
Based on these considerations, it can be concluded that the choice of software for wind farm 
assessment is related to the type of study that has to be performed; DIgSILENT Power Factory 
offers easy implementation of the model and faster calculations for any wind turbines (and its 
convenience increases with the size of the system), whereas Matlab is more useful if a large amount 
of information has to be stored and detailed studies of the wind farm behaviour during the 
simulation have to be analysed. Hence, in the rest of this thesis, both softwares are used for the 
reliability analysis of power systems: DIgSILENT Power Factory for the general simulation of a 
power system and Matlab as auxiliary software in order to perform those calculations which may 
require too much effort in DIgSILENT Power Factory, e.g. generation of synthetic wind speed time 
series. 
4.5 Conclusions 
In this chapter, assumptions, models and techniques to assess the generation of an offshore wind 
farm are discussed. In section 4.2, a list of nine factors which influence the analysis are discussed 
and the methods followed to represent them are described.  
1. Randomness and variability of the wind speed 
2. Wind turbine technology 
3. Power collection grid in the wind farm 
4. Grid connection configuration 
5. Offshore environment 
6. Different wind speeds at the installation site 
7. Hub height variations 
8. Wake effects and power losses 
9. Correlation of output power for different wind farms. 
 These factors are extracted from available literature and they have to be combined in order to 
obtain a complete model for investigating generation and reliability of a wind farm.  
In section 4.3, two different probabilistic techniques for the generation assessment of offshore 
wind farms are modelled and compared: one solution is based on analytical methods with F&D 




analysis and one on sequential Monte Carlo simulation. The comparison is performed by means of 
reliability indices, the computational time and the feasibility of future studies. Both methods 
provide similar numerical results and on the one hand, the analytical analysis, after having been 
calculated once, represents the fastest solution: however, this depends on the number of components 
in the wind farm and some limitations may occur for very large systems. On the other hand, when 
using a Monte Carlo simulation all states in which a wind farm might reside can be distinguished 
and index distribution functions can be obtained from the computation. Thus, Monte Carlo 
simulations present a larger flexibility for the index calculations and a wider range of results can be 
obtained. According to these considerations, this approach is used in the rest of this thesis for 
reliability evaluations of power systems with a large amount of installed wind capacity both for HLI 
and HLII analyses. 
In section 4.4, the relevance of the nine factors on the assessment is discussed by applying a 
sequential Monte Carlo simulation to different wind farm layouts. According to the model described 
in section 4.2 and the comments provided in section 4.4, final conclusions regarding the discussed 
model are summarised in the following. 
- A broad range of possible wind speed time series provides a more comprehensive output of 
the wind farm output and therefore a larger overview of possible wind farm behaviours can be 
observed (Figure 4-20). This justifies the use of a synthetic wind speed time series generator 
as presented in chapter 3. 
- Large differences between measuring mast and hub heights must be considered in order not to 
underestimate the output power. However, if the difference is small, this aspect is negligible. 
- If a wind farm occupies a large area, hourly wind speed values may be different for wind 
turbines located in places far from each other. A solution for this could be to introduce a 
model for aggregation, which operates on both the wind turbine power curve and the wind 
speed time series as suggested in [89]. This approach causes a higher generation, since the 
effect of aggregation is to smooth very high and very low peaks of the wind speed time series. 
- At offshore locations, the availability of components is influenced by the environment to a 
greater degree than applies to onshore installations. Therefore, larger values are used here 
(Table 4-8). Moreover, since the MTTR can be considerably different depending on the 
season, a monthly MTTR is used here (Figure 4-6) with higher values in the winter months, 
lower values in the summer and values with linear variations in other seasons. The difference 
in the result is very small, if variable MTTR is considered and this might be caused by the use 
of a sample length of one year. 
- Wake effects and power losses can play a relevant role in the power generation of a wind 
farm. The latter reduces the output of the wind farm due to electrical losses in the wind farm 
grid; the former depends on the location of wind turbines in the wind farm and is responsible 
for reducing the available wind speed. These two aspects can be defined with efficiency 
coefficients by which the output of the wind farm is multiplied. However, a more detailed 
definition of these two aspects can be obtained by the definition of two curves as a function of 
the wind speed: the hourly output power, which depends on the current wind speed and on the 
availability of different components, is multiplied by the relative value of wake effects and 
power losses in order to obtain the complete definition of the wind farm output power. 
- Availability of cables and connectors to shore was not considered in reliability assessments of 
onshore wind farms, but their importance has increased for offshore locations due to larger 
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dimensions of the wind farms as it can be noted by looking at indices EAWE, EGWEWWTF, 
EGWEWWTCF and EGWE (Table 4-10 and Figure 4-19).  
The use of two software applications, i.e. DIgSILENT Power Factory and Matlab, for assessing 
the reliability and the generation of an offshore wind farm (Table 4-11) is also compared in section 
4.4.1: it shows that both programs can be used for this purpose. DIgSILENT Power Factory offers 
easy implementation of the model due to its interface and faster calculations for large wind 
installations, whereas Matlab is more useful if a large amount of information has to be stored for 
detailed studies of the wind farm behaviour during the simulation and to perform such calculations 
that refer mainly to numerical issues than to power system analysis. For these reasons, DIgSILENT 








Chapter 5.  
HLI Analysis of Power System 
The purpose of assessing the reliability of a power system from the HLI point of view is to 
evaluate whenever the generation installed in the system is able to supply the demand satisfactorily 
neglecting limitations and constraints posed by transmission and distribution facilities. For this 
reason, the system is usually modelled with aggregated representations (Figure 5-1) and the 
generation may include sources of different nature such as renewable and conventional power 






Figure 5-1: Aggregated representation of a power system for HLI analysis  
(PCC = Point of Common Coupling). 
In the first section of this chapter (section 5.1), the models used to represent the components of 
the power system are described: conventional power plants, distributed generation based on CHP 
technology and wind energy, offshore wind farms and the system load. Moreover, the procedure for 
the used sequential Monte Carlo simulation is defined as well. Particular attention is paid to the 
representation of wind distributed generation: two different approaches are described and compared 
in section 5.1.4 in order to model this source in the most suitable way. In section 5.2, the presented 
Monte Carlo technique is applied in order to evaluate the reliability of two different test systems for 
validation purposes: the RBTS and the IEEE-RTS, as presented in Appendix A. Both index values 
and index probability distribution functions are compared to the results obtained with different 
techniques in available literature. In section 5.3, the method is applied to the WDKPS, where all 
presented models are used. First of all (section 5.3.1), a sensitivity analysis of the power system 
reliability is performed in order to investigate how changes of some system parameters, i.e. wind 
turbine reliability figures and installed onshore wind generation, influences the assessment and to 
verify the correct function of the models. In section 5.3.2, the reliability of current and future 
scenarios of the WDKPS is evaluated and compared: different configurations are investigated 
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considering the variation of installed offshore and onshore wind capacity, the increase of the system 
load and the dismantling of conventional power plants. This comparison refers to reliability indices 
and to index probability distribution functions. Finally, some conclusions from the chapter are given 
in section 5.4. 
5.1 Models and Aspects for the Analysis 
Due to the nature and the structure of today’s power systems, different elements must be 
considered for reliability analyses and proper representations of them have to be defined. The main 
purpose of the presented work is to analyse the reliability of the power system in West Denmark. 
For this reason, the following components are analysed and modelled: 
- Conventional power plants 
- Offshore wind farms 
- Distributed generation, based on both wind energy and CHP technology 
- System load. 
As discussed in chapter 1, the available literature describes different techniques, which can be 
suitable for the reliability assessment of power systems. Considering that deterministic approaches 
are not useful due to the stochastic nature of wind generation (chapter 2), reliability modelling in 
the past years has considered probabilistic techniques. In particular, it is possible to distinguish two 
different methods: one based on analytical models and one on Monte Carlo simulations. Both 
solutions can be regarded as non-chronological or sequential, they both present advantages and 
drawbacks and can be very powerful with proper application. As discussed in chapter 4, sequential 
Monte Carlo simulations are more flexible and they may provide a broader range of results. Due to 
these reasons, this technique is used in this chapter. The main steps of the used sequential Monte 
Carlo simulation are presented below. 
1. Definition of system layout and simulation parameters 
2. Then, for each sample, i.e. one year with hourly steps 
a. For each conventional power plant with m derated states 
i. Generate a set of random numbers U equal to the number of departing states from the 
current state 
ii. Calculate the times Tres to enter in each of the possible new states using equation (2-
39) (residence times of each conventional power plant are assumed exponentially 
distributed) 
iii. Choose the state with the lowest value for Tres 
iv. Assume the chosen state as the current one and repeat steps 2.a.i, 2.a.ii and 2.a.iii until 
the end of the period under analysis is reached 
b. For each wind farm site  
i. Extract or generate the hourly wind speed time series 
ii. Detect the number of effectively available wind turbines in the wind farm for each 
hour 
iii. Calculate the hourly output power time series of the wind farm 
c. Define hourly time series for power from distributed generation (both wind and CHP) 




d. Define hourly time series for system load 
e. Then, for each hour, 
i. Define the total available generation in the system, adding all values from the 
calculated time series 
ii. Compare available generation and current demand 
iii. In case of load larger than the generation, update the reliability indices 
f. Update the sample’s indices 
3. Repeat step 2. until at least one of the two stopping criteria (chapter 2) is satisfied 
4. Calculation of expected values of final indices (chapter 2) using equation (2-38) and other 
system characteristics, e.g. index probability distribution functions. 
The reliability indices considered here are the ones presented in section 2.2 for HLI analysis; 
besides, some of the indices that evaluate generation and reliability of a wind farm are used as well 
in order to assess the operation of each offshore wind farm in the system. Some of the discussed 
results are also presented in the form of probability distribution functions. This is one of the 
advantages of using a Monte Carlo simulation. Probability distribution functions are useful in order 
to determine how each index varies during the operation of the power system under analysis, to 
predict the behaviour of the system and its critical conditions during its function. 
In the next sections, the different models used to represent the components of a power system are 
discussed. In particular, representations of conventional power plants, system load, offshore wind 
farm, distributed CHP and wind generation are described in sections 5.1.1 to 5.1.5. 
5.1.1 Conventional Power Plants 
Conventional power plants have represented the base of any power system since electricity was 
first used in the beginning of the 20
th
 century. Different technologies are available for power 
production, i.e. thermal, nuclear, etc, which imply the use of different fuels, i.e. oil, coal, gas, etc, 
for the operation of the plant. Main characteristics of these units are that they have large capacities, 
i.e. hundreds of MW, they are located in few points along the power system (they are also known as 
centralised power plants) and they are 100% controllable if their components are in service. Before 
the penetration of distributed generation reached large values, conventional power plants were used 
to satisfy the entire system demand. Nowadays, depending on the amount of installed distributed 
and renewable units in the system, power plants are still used to keep the balance of the system, but 
also to compensate variations and lack of generation from these new decentralised sources [4]. 
Especially in case of large wind penetration, fast response is required for some of the conventional 
power plants in order to be able to compensate sudden variations of wind production. Depending on 
the technology behind each power plant, the speed to response to power variations is different: coal 
power plants require some hours to change their production, whereas gas turbines are much faster. 
Based on these issues, the dispatch of each conventional power plant is defined day by day in the 
electricity market in order to decide the required generation in the power system and the amount 
and responsibility for backup and compensation supply. In Scandinavia, Nordel (www.nordel.org) 
controls and operates the energy market, where bids for generation and absorption of power are 
defined in order to balance the entire system. 
The relevance of these installations for the investigation of power system reliability is clear. For 
the studies presented here, conventional power plants are usually represented with two- or multi-
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state models. In the latter, each plant is defined with derated states, where the generation can be full, 
partial or equal to zero, whereas in the former, the power plant can be either fully available or out of 
service. The use of derated states allows a more detailed representation of the plant, but the required 
amount of information regarding each state is not always easy to obtain. Especially in case of 
sequential reliability analysis, as performed in this thesis, the required data for each state are its 
transition rates. For a two-state model, transition rates are also known as failure rate and MTTR, 
whereas in case of multi-state representation, all rates that define the connection of two states must 
be available. 
As described in the procedure of a sequential Monte Carlo simulation applied to reliability 
assessment (section 5.1), it is necessary to generate for each conventional power plant in the system 
an up/down cycle for each sample of the simulation where the hourly available generation of the 
considered power plant is defined. Considering a conventional power plant with three possible 
states, e.g. 100%, 50% and 0% of the installed capacity, a three-state model can be used to represent 
the power plant for reliability study (Figure 5-2). Assuming that each state residence time can be 
described with an exponential distribution, the up/down cycle can be calculated by (2-39), 
according to each state transition rate. For a three-state model, assuming that state 1 in Figure 5-2 is 
the current state, two residence times are calculated and the smallest of the two defines to which 
new state the power plant moves and after how long time it moves. Repeating this sequence for the 
period of time under analysis (normally one year), the up/down cycle for the considered power plant 
becomes available. An example of possible cases for up/down cycles of power plants represented as 
a three-state model is shown in Figure 5-3: a power system with three conventional power plants is 
assumed and a possible up/down cycle for each power plant is presented in plots a)-c). Assuming a 
total installed capacity equal to 100 MW, the total available capacity in the system from the 
conventional power plants is shown in Figure 5-3.d).  
In case of a two-state representation, only one residence time is calculated for the current state, 
whereas for multi-state models, the number of residence times to be drawn depends on the number 












λ = failure rate
µ = repair rate
 
Figure 5-2. Example of three-state model for representing conventional power plants. 
Finally, it must be mentioned that for an HLI assessment, the generation of conventional power 
plants is analysed considering their available capacities and not their dispatched power. This means 
that the up/down cycle is defined according to the total amount of available capacity of each power 
plant and not according to the power that they dispatch to the system. This approach is justified by 
the type of performed analysis, since HLI studies investigate if the installed generation is sufficient 




to supply the system demand without including considerations on the current dispatch of each plant. 













































































Figure 5-3. Examples of up/down cycle for conventional power plants represented as a three-state 
model: plots a)-c) represent possible cycles for different power plants, whereas plot d) shows the 
aggregated available generation in the power system. 
5.1.2 Load Curves 
The load in a power system depends on the required amount of electricity demanded by each 
customer connected at the distribution level. Different types of customers require different amounts 
of electricity depending on the nature of their activity: an example of classification of customers is 
proposed be the Standard Industrial Classification that considers seven types of customer sectors, 
such as residential, commercial, government & institutions, office & building, small industrial, 
large industrial and agricultural [97]. Other classifications are also possible and they may lead to 
different definitions. Each sector has a different daily pattern for power demand and this pattern 
depends on seasons, days and hours of the day. For instance, it can be expected that the large 
industrial sector has a quite large and stable demand along days and seasons, due to large and 
continuous production, whereas small industrial users may have daily, weekly and seasonal 
patterns, due to decrease of production at night, during weekends and on summer holidays. More 
comments on this issue can be found in [97].  
According to the demand of each customer in each hour of a year, it is possible to obtain the 
hourly demand of each sector at each bus of the system. Adding the hourly load of each bus, it is 
possible to obtain the aggregated chronological representation of the system load: an example of 
different load curves is presented in Figure 5-4.b), where the aggregated system load of the power 
system in West Denmark for years 2000-2006 is shown, according to the measurements available at 
[98]. It can be noted that the load curves of different years have similar behaviours: the demand is 
large in winter and it decreases during summer with minimum demand during July when the 
summer holidays are usually held, and at the end of the year, during the Christmas holidays. 
Observing the curve for year 2000 (Figure 5-4.b)), the weekly variation of the load can also be 
observed where the demand is higher during weekdays and lower during weekends. The main 
difference concerns the yearly peak load, which can vary in different years. 
Based on these considerations, it is normal practise [2] in HLI analyses to use a fixed aggregated 
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load curve, i.e. the same curve is used in all samples of the simulation. Besides, in case of a 
sequential Monte Carlo simulation, the system load has to be in the form of an aggregated 
chronological curve. As previously discussed, the aggregation is necessary, since in order to know 
the system load, it is not relevant to know the location of each load bus, it is sufficient to know the 
total demand for each hour of the period under analysis. The chronological nature of the curve is 
needed in order to perform a sequential simulation. Examples of some representations for system 
loads are shown in Figure 5-5: the normalised 8760-hour curve for the WDKPS is shown in plot a), 
as obtained in Appendix B, whereas the normalised load representation for the IEEE power systems 
is presented in Figure 5-5.b) (data in Appendix A). Both curves are scaled to the yearly peak load of 
the power system to which they are applied and they are compared to the hourly available 
generation in order to assess the reliability of the system, as described in the procedure of section 
5.1. The difference in the two curves can be explained by the fact that they refer to two different 
power systems, located in sites where customers have different demands.  



















































Figure 5-4. a) Complete set of available measurements for the system load in West Demark (2000-
2006) and b) available measurements of year 2000 [98]. 
b)a)




















































Hours [h]  
Figure 5-5. Example of aggregated sequential system loads: a) WDKPS and b) IEEE test systems [2]. 
In Figure 5-5.a), the power curve is obtained from the Danish power system, where the power 




demand is high in winter, but decreases in summer since the temperature is not high enough to 
justify the use of air conditioning devices. It is uncertain where the load curve in Figure 5-5.b) is 
obtained from, but it can be noted that the high demand in summer suggests a power system where 
the use of air conditioning apparatus is relevant. In both curves, the load demand decreases in spring 
and autumn: in case of Figure 5-5.a), the decrease is smoother, due to the temperature’s increase (or 
decrease during autumn) that is slower in spring, whereas in Figure 5-5.b) variations are steeper, 
due to a location with very fast increase of temperature in spring (or decrease in autumn). 
5.1.3 Distributed CHP Generation 
The CHP technology has been part of the Danish power system the last 60 years [99]: in the 
beginning, CHP plants were operating as central generators, whereas in the past 20 years they have 
developed as decentralised units. The technology is based on steam extraction with optional full 
condenser operation and, excluding the capacity used for heat production, electrical power can be 
dispatched in a normal way [99]. Units are highly dispersed in the system due to the need for highly 
dispersed heat supply, and their sizes vary from a few hundred kW (where the unit is usually an 
engine) to 100 MW (gas turbines and combined cycle plants). Independently of the technology of 
the generator, the production of heat and power is proportional and the latter is tied together with 
the heat demand. Since the variations in power are larger than those in heating, some problems 
during the operation may occur: a solution for this is based on the accumulation of heat as hot water 
in heat accumulators, which allows a temporary, i.e. depending on the size of the storage tank, 
decoupling of the electricity production from the heating demand [99]. However, pure electricity 
production was not allowed in the past years due to CO2 subsidies, even though this was more 
profitable for the plant owner. As stated in [99], the most used solution in Denmark for dispatching 
electricity CHP production was based on the so-called three-rate tariff: depending on the hour of the 
day, a different price is paid for power generation, according to peak, medium and off-peak 
situation of the power system. This strategy influences the development of CHP installations: in 
order to have more flexibility in the production, i.e. decoupling heat and power, almost all CHP 
units are equipped with heat accumulators. Today, this approach is mixed with the use of market 
price, at which some units sell their production. This approach may cause a different daily 
behaviour of the CHP generation than in the case of the old three-tariff analysis. However, 
observing daily trends in the curves of different years [98], it can be noted that similar behaviour 
can be observed, i.e. operating on market conditions changes situations in short/extreme periods and 
this would help the system to stabilise prices, but it does not really influence the CHP generation. 
This justifies the use of an aggregated average curve, as discussed later in this section and in 
Appendix B. Another important issue of these plants related to heat-power generation is the fact that 
forecast for electricity production must be based on a heating forecast and therefore the same 
uncertainties as for weather forecast influence electricity production forecast. This issue must be 
taken into account in operation of the power system in order to keep its energy balance. 
An example of CHP generation is shown in Figure 5-6.a), where the total power production from 
CHP units in the power system in West Denmark is presented for years 2000-2006: the behaviour of 
a single year (2000) is plotted in Figure 5-6.b) as well. 
It can be observed from Figure 5-6 that the variation of CHP during different years is similar: 
higher values can be noted in winter and lower values in summer. The same applies for weekdays 
and weekends, days and nights respectively. Therefore, the considerations presented for the load 
(section 5.1.2) are valid as well for representing distributed CHP generation.  
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The CHP generation in the power system has to be represented in a chronological way in order to 
fulfil the requirements of the sequential Monte Carlo simulation. Moreover, an aggregated 
representation that takes into account all the installed CHP capacity is sufficient for an HLI 
analysis, i.e. it is not necessary that information on the generation at each bus is available. As 
discussed at the beginning of this section, the CHP in reality depends on both economical and 
weather issues. However, for the purpose of the analysis presented here, where interest is on 
modelling wind generation and its influence on power system reliability, a suitable model can be 
represented by an average yearly curve that is used during each sample of the analysis. This is 
justified by the yearly curves in Figure 5-6, which seem to show similar behaviour in different 
years. The approach followed to describe the average curve is discussed in Appendix B and the 
final average curve, normalised to per unit, is shown in Figure 5-7. 








































Figure 5-6. a) Complete set of available measurements for the distributed CHP generation in West 
Demark (2000-2006) and b) available measurements of year 2000 [98]. 


























Figure 5-7. Aggregated normalised CHP curve for the WDKPS. 




5.1.4 Distributed Wind Generation 
Onshore wind generation has very different characteristics compared to other power production 
units: it is based on rather small installations, is geographically dispersed and non-dispatchable. 
When wind power is implemented as a large part of the production capacity, problems arise because 
the power generation is not dispatchable. In Denmark currently 2730 MW of onshore distributed 
wind generation is installed of which 533 MW are in the eastern part of the country and 2195 MW 
in the western part [100] (see the dispersion of distributed wind generation in West Denmark in 
Figure 5-8). In particular this last value represents approximately 30% of the installed generation 
capacity in the power system: this percentage is high and its variations can sensibly influence the 
energy balance of the system. Variations are due to availability and variability of the wind across 
the country and dispersion of installations in the power system: besides, it must be kept in mind that 
the output of each installed wind turbine is correlated somehow to the outputs of the others. Wind 
speed varies in time and space and it can be expected that similar conditions are observed in 
different locations; the closer the sites are, the more similar the wind conditions are. In respect to 
this issue, local wind variations are faster than regional changes and this smoothes the wind 
generation at different locations, which therefore looks more similar. These two aspects, variability 
and correlation, must be taken into account when this type of generation has to be modelled for 
power system analyses. 
In case of reliability assessment with a sequential Monte Carlo simulation, distributed wind 
generation must be represented by an aggregated power time series that provides the available 
power from onshore wind installations at each hour of the period under analysis. However, it is not 
possible to consider an approach similar to the one used for CHP generation, even though both 
technologies are small and dispersed. The wind production depends on the available wind in the 
country, which does not give a similar behaviour in all considered years. This can be observed in 
Figure 5-9, where the distributed wind generation in West Denmark is shown for years 2000-2006 
[98]. Apart from the variation of peak values, due to increase of installed wind capacity (see Figure 
5-10, where the variation of number of installed wind turbines and of installed capacity in West 
Denmark is shown [100]), it is not possible to define a pattern for all curves and define an 
aggregated representation as for CHP generation. Moreover, if the production from different wind 
locations is considered, it is necessary to take into account that the wind blowing through them is 
correlated, and therefore a relationship between outputs of different sites has to be included in the 
representation. 
This issue can be relevant here if for example onshore distributed wind generation and offshore 
wind farms are connected to the power system: the output of the offshore wind farms must be 
correlated to the aggregated curve of the distributed wind generation. When the Monte Carlo 
simulation is performed, each sample with low wind conditions must characterise both sources; the 
same in case of high wind conditions. If this aspect is not considered, the generation of each wind 
installation can act independently from the others, but this can lead to a mismatch in system 
generation and therefore provide unrealistic results for the reliability assessment. Due to the 
dispersion of distributed wind generation (Figure 5-8), this aspect is partially smoothed. However, 
the reduced dimensions of the country do not allow to neglect that each single output of a wind 
turbine is both different but correlated to the production of the others.  
In order to include these aspects, the evaluation of the total wind generation in a power system 
taking into account its main characteristics requires a detailed model that may need the following 
information: 
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- The location of each wind turbine 
- The wind speed time series through each wind turbine each year 
- The power curve of each wind turbine. 
It is apparent from this list that these data are not always available and therefore other solutions 
have to be found in order to represent this generation. In the next two sections, two approaches are 
described for this purpose: one technique uses an empirical representation in order to correlate 
known wind power outputs to the ones in other locations (section 5.1.4.1) and the other applies the 
information of the Reanalysis database (section 5.1.4.2).  
 
Figure 5-8. Wind turbines installed in Denmark at 31/12/2006 [101]. 

















































Figure 5-9. a) Complete set of available measurements for the distributed wind generation in West 
Demark (2000-2006) and b) available measurements from year 2000 [98]. 
 
Figure 5-10. Variation of number of installed wind turbines and of distributed wind capacity in 
Denmark [100]. 
5.1.4.1 Approach with Empirical Power Curves 
Considering the three main inputs to the model mentioned in section 5.1.4, it is possible to 
consider that: 
- The total amount of installed wind capacity is known in WDKPS  
- The synthetic wind speed in one location of the power system is defined, i.e. Horns Rev 
- Some measurements for wind speed at Horns Rev (chapter 4) and distributed wind generation 
time series (years 2000-2006) can be obtained as well [98].  
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According to these data, in this section a method based on an empirical procedure is presented in 
order to find a relation that correlates the available wind speed in a single location and the 
aggregated output power from distributed wind generation. In this way, it might be possible to 
calculate the aggregated output of the entire distributed wind generation, given the input wind speed 
in the location of an offshore wind farm, where the wind speed is known. This solution can also be 
practicable in order to use synthetic wind speed time series obtained from the method described in 
chapter 3, when these are the only available data for the analysis of the system. 
The available data from the real power system are the hourly distributed wind generation (WDG 
in the rest of this section) for years 2000 to 2006 [98] and some wind speed measurements (WMS in 
the rest of this section) recorded at Horns Rev between 1999 and 2006. Due to the lack of 
information in WSM, the only useful data for examining the correlation are in years 2000 to 2003, 
during which a sufficient amount of values are recorded. Four years are sufficient for this purpose 
of the modelling: however, the longer the amount of wind measurements is, the more accurate the 
model should become. Moreover, it must be considered that the installed capacity of wind 
generation has changed during the years under analysis [102]. Therefore, a monthly installed 
capacity is defined as reference values for each year, as shown in Figure 5-11. Dividing each value 
of the wind generation time series by its relative monthly installed capacity, it is possible to 
calculate a normalised time series which helps some comparisons presented later in this section. 
































Figure 5-11: Monthly variation of installed capacity of wind turbines (years 2000 to 2003). 
The followed procedure is based on the next steps, which are used to define and verify the 
proposed method: 
1. A pre-analysis of some statistical data for WMS and WDG shows the results presented in 
Table 5-1. The normalised energy of each year of the WDG from [98] and the correlation 
calculated by equation (2-7) between WMS and WDG is shown in the table. The correlation 
during the same year varies from 0.45 (in 2001) to 0.76 (in 2000) with an average correlation 
of 0.57. Besides, normalised yearly energy of the WDG varies between 1800 and 2200 
MWh/MW. These aspects, together with the time-related parameters and maximum and 
minimum peak values, have to be preserved in the developed model. 




Table 5-1. Normalised energy of WDG and correlation between WMS and WDG 
 2000 2001 2002 2003 
Cross-correlation WMS-WDG [-] 0.7582 0.4541 0.5805 0.5084 
Normalised energy WDG [MWh/MW] 2217.5 1816.5 1947.5 1860.3 
 
2. WMS at Horns Rev and WDG time series for same years are combined in order to extract an 
empirical power curve for each year (Figure 5-12). With these power curves it should be 
possible, applying it to the yearly WMS, to obtain again each yearly WDG. An example of 
this can be observed in Figure 5-13 for year 2000. The two complete curves can be observed 
in a) for the WDG and in b) for the calculated empirical wind generation (EWDG in the rest 
of this section) from the empirical power curve, whereas the comparison of the two curves 
for 500 h is in Figure 5-13.c).  





































Figure 5-12: Empirical power curves extracted from WMS and WDG time series for years 2000-2003. 











































Figure 5-13: Comparison of WDG and EWDG time series for year 2000. 
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Moreover, correlation between the curves and normalised energies in the two cases are 
presented in Table 5-2. It can be observed from these results that both normalised curves 
produce the same energy during the same year (Table 5-2) and that the correlation among the 
time series is similar to the correlation in Table 5-1. This suggests that the EWDG is highly 
correlated with the WMS and less with the WDG. Besides, it can be noted in Figure 5-13 that 
different peaks can be observed between WDG and EWDG time series. The latter has lower 
high peaks and the curve never presents very low values. This can be explained with the 
empirical power curve in Figure 5-12, where it is showed that there is no zero production, 
and powers for high wind speeds are much lower than 1. 
Table 5-2. Comparison of statistics for WDG and EWDG time series 
 2000 2001 2002 2003 
Cross-correlation  WDG - EWDG [-] 0.78893 0.47305 0.63027 0.54785 
Normalised energy 
WDG [MWh/MW] 2.2175 1.8165 1.9475 1.8603 
EWDG [MWh/MW] 2.2175 1.8165 1.9475 1.8603 
 
3. Based on the power curves previously extracted, an average empirical power curve can be 
calculated in order to have a general representation for the complete system that correlates 
wind at one location and wind generation. It must be taken into account that some features of 
the measurements, e.g. correlation, yearly energy, peaks, etc, must be preserved in the 
average model. Based on these considerations, the black curve shown in Figure 5-14 is 
obtained. The values are calculated as an average of the four available curves and then they 
are manually manipulated in order to provide a good representation that fits data of measured 
time series. This average empirical power curve is applied to the available WMS, and the 
results are compared with available data for WDG. In Figure 5-15, these time series 
(AEWDG in the rest of this section) are compared to the case compared in point 2. The 
AEWDG has higher peaks compared to the EWDG and this is due to the manual 
manipulation of its average power curve.  






































Figure 5-14: Measured and average empirical power curves that relate WMS to WDG power. 




The difference of AEWDG and WDG is still evident, even though it is smaller than in the 
previous case. Besides, small values of the generation are obtained with AEWDG, but low 
generation is still higher than in the original case. Comparing the statistics in Table 5-3, it can 
be noted that the correlation is in the same order as in case of Table 5-2. Energies are 
different in the new calculation, but this can be explained considering that an average power 
curve is used. However, values in the two cases are in the same order and this can be 
assumed as a good approximation. Finally, considering the correlation between AEWDG and 
WMS in Table 5-3, it can be observed that the correlation is very high, i.e. larger than 0.90, 
and these values are more different than the ones in Table 5-1. This aspect is further analysed 
in the next point. The correlation between WDG and AEWDG is instead of the same order as 
the correlation presented in Table 5-2 for WDG and EWDG. 
4. Correlations of WMS with WDG (Table 5-1) and with AEWDG (Table 5-3) present different 
values with the presented method: this is due to the fact that, if WMS are applied directly to 
the average empirical power curve, no uncertainty is included in the model and it is assumed 
that WDG and WMS at one location are directly related. This uncertainty is included here 
considering the approach described in [21]. For each hourly value of AEWDG PDG,h, the 
following equation is applied in order to include some randomness in the power value: 
hDGnoisehDGhDGr PUkPP ,,,,       (5-1) 
where knoise is a noise factor which is set equal to 1.6 to get a correlation around 0.6 according 
to [21] and U is a uniformly distributed random number between -0.5 and 0.5. If the hourly 
result of equation (5-1) exceeds 1 after applying this uncertainty, the value is brought back to 
1, whereas if the value becomes negative, the new time series is fixed to zero. An example of 
different time series for year 2000 and some statistics of the curves are shown in Figure 5-16 
and Table 5-5, respectively.  















































Average empirical wind generation  
Figure 5-15: Comparison of WDG, EWDG, EAWDG time series year 2000. 
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Table 5-3. Comparison of statistics of the WMS, WDG and AEWDG time series 
 2000 2001 2002 2003 
Cross-correlation  
WMS - AEWDG [-] 0.9309 0.9364 0.9292 0.9356 
WDG - AEWDG [-] 0.7672 0.4296 0.6113 0.4978 
Normalised energy 
WDG [MWh/MW] 2217.5 1816.5 1947.5 1860.3 
AEWDG [MWh/MW] 2204.7 1856.1 1953.6 1710.5 
The purpose of including uncertainties into the model to decrease the correlation between 
WMS and the AEWDG is reached, as shown in Table 5-5. However, Figure 5-16.d) shows 
that the inclusion of uncertainty causes the time series to have more variations than in the 
original case. This is reflected also in the correlation between this time series and the one of 
the WDG (Table 5-5) that decreases compared to previous cases. Average correlation values 
are in the order of 0.47, which can be considered as a good approximation of the 0.57 from 
point 1. Besides, energies are slightly lower than the case without random component. 
Finally, taking a look at the distribution functions of WDG and AEWDG with and without 
uncertainty (Figure 5-17), a different behaviour can be noticed. If uncertainties are not 
included (plot b)), the probability distribution is very different from the other two. No very 
low values of generation, i.e. the bar at zero MW/MW exist, and some production around 
0.6-0.7 MW/MW does not show any value. This last aspect can probably be explained with 
the shape of the empirical power curve (Figure 5-12) that is very steep for wind speeds 
between 15 and 20 m/s. The two other distributions (a) and  c)) present more similar shapes, 
even if some differences can be noted anyway: WDG (a) has more hours with very low 
power, i.e. first bar, whereas plot c) shows more values at the second bar, where the 
generation is around 0.1 MW/MW: this can again be explained with the average empirical 
power curve, which never produces zero power based on its definition, whereas the obtained 
low values are due to the included random component. Besides, the values with 1 MW/MW 
are much larger in case c) than in case a). 














































Avg. Empirical wind generation
Avg. random empirical wind generation  
Figure 5-16: Comparison of wind generation, AEWDG time series with and without random 
components for year 2000. 




Table 5-4. Comparison of statistics of the WMS, WDG and AEWDG with random component time 
series 
 2000 2001 2002 2003 
Cross-correlation  
WMS – AEWDG with random [-] 0.78106 0.76341 0.76252 0.77964 
WDG – AEWDG with random [-] 0.63703 0.34688 0.48435 0.42178 

























































Figure 5-17: Probability distribution function of WDG and AEWDG with and without random 
components. 
According to the given comments, the presented approach shows an average representation of the 
distributed wind generation in the entire power system based on the available wind measurements in 
a single location. The presented model has some deficiencies compared to the real data, especially 
considering correlation of data and high and low peaks of the power time series. A partial solution 
to this problem may consider the introduction of correlated coefficient to include the random 
component into the model. An approach similar to the one used for the synthetic wind speed time 
series (chapter 3) can be used and this may solve the high variability that the average empirical 
wind generation has (Figure 5-16.d)) and the problem with peaks. This solution is not considered 
here, but it can represent a future improvement of the model. 
5.1.4.2 Approach with the Reanalysis Database 
Another approach to make available the distributed wind generation of a power system is to 
consider the use of the Reanalysis database. Considering the three inputs to the model as mentioned 
in section 5.1.4, the following approximations can be considered: 
- The location of each wind turbine in the country is not known; however, the installed capacity 
connected to each 60kV bus is available (Table A.16). 
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- The wind speed time series through each wind turbine in each year is not available; too many 
data would be necessary. However, the Reanalysis database provides a set of wind speed time 
series for different zones in the system and the wind speed of each zone is assumed to be 50 
km from the closest other wind speed time series 
- The power curve of each wind turbine is different, since different technologies are used for 
different machines. However, it is possible to use the power curve presented in Figure 5-18, 
which is the normalised aggregated power curve for the wind distribution that characterise 
West Denmark [103]. 


























Figure 5-18: Normalised aggregated power curve for the distributed wind generation in West 
Denmark [103]. 
Based on this available information, West Denmark can be divided into zones, which are centred 
on each measurement spot of the Reanalysis database on Danish land. The installed capacity of each 
zone is known by adding the installed capacity of all 60kV buses in the zone: assigned zone to each 
60kV bus can be read in Table A-16 of Appendix A. Using the power curve in Figure 5-18, and 
applying the relative wind speed time series in each zone, it is possible to calculate the total wind 
generation of the zone by summing up the hourly generation at each bus. The system aggregated 
wind generation time series can be evaluated by summing up the generation of each zone. 
Normalising these hourly time series by the installed wind capacity, it is possible to obtain the 
normalised distributed wind generation for the considered year. If this procedure is repeated for the 
set of available years in Reanalysis (1979-2003), a set of 25 normalised aggregated wind generation 
time series is obtained and it can be used to represent the distributed wind generation in the power 
system under analysis. Some examples of the obtained curves (years 2000 to 2003) are shown in 
Figure 5-19 (blue curves). 
It must be pointed out here that, in order to preserve the yearly generated energy in the system, it 
is necessary to scale the available wind speed from Reanalysis, which is measured at a height of 10 
m. Equation (4-2) is used for this purpose, but since it is not possible to define a roughness length 
which is representative of the whole country, the scaling is performed manually in order to obtain a 
generation which matches some available measurement of the total distributed wind generation in 
the country [98]. A roughness length equal to 0.1 m and an average hub height of 20 m are chosen 
for this purpose. 




This approach allows representation of the wind generation in a proper way. However, it must be 
kept in mind that the approximations described in the following may affect the results. 
- Some wind turbines, which are connected to a 60kV busbar and assigned to a certain zone, 
may be physically located in another zone. This can be explained with the broad distribution 
of onshore wind turbines across the country (Figure 5-8). However, due to the fact that wind 
speed time series in adjacent zones are not too different, this can be assumed as a reasonable 
assumption. 
- The use of one wind speed for all distributed wind generation in a zone is a good solution for 
approximating average behaviour of the production, but, observing [100], some variations can 
be noted in the generation of wind turbines located in the same zone, but far from each other. 
This aspect is even more evident, when the considered zone contains both offshore and 
onshore locations. 
- The use of the same power curve for all locations may also produce similar output for 
different locations, even if the use of different wind speed time series and of different 
installed capacities should help differentiating the output of different zones. 
- The manual definition of the parameters of equation (4-2) influences the calculation, since 
more values should be used depending on the location of each wind turbine. 
These assumptions are reflected considering the comparison of the calculated curves with the one 
measured in [98] for years 2000-2003. Considering cross-correlation and normalised output 
energies (Table 5-5), it can be noted that values of the former are equal to approximately 0.61 to 
0.67, whereas the difference of output energies is in the order of 1.5 (2003) to 18% (2002). 
Regarding normalised energies, the difference is quite large for some cases (2001 and 2002 have a 
difference larger than 10%). This can be explained with the fact that, apart from the assumptions 
previously mentioned, it has to be remembered that the installed capacity during each month of each 
year varies (see Figure 5-10 and Figure 5-11). For this reason, it is not easy to perform the 
normalisation of the measured time series from [98], since only monthly values of installed capacity 
are known here. This may cause some mismatches in comparing the values of measured and 
simulated time series as it can be observed in the table.  
Table 5-5. Comparison of original and simulated time series for the use of the Reanalysis database. 
 2000 2001 2002 2003 
Cross-correlation  [-] 0.6685 0.6293 0.6107 0.6288 
Normalised energy 
Original [MWh/MW] 2.2175 1.8165 1.9475 1.8603 
Reanalysis [MWh/MW] 2.3678     2.0950  2.3049     1.8875 
 
Similar considerations hold true for the difference in the cross-correlation. Especially the use of 
aggregated elements as in the approximation weakens the correlation of different time series. Both 
mentioned aspects can also be observed in Figure 5-19: in some cases, peak values are different for 
the two time series and this can be explained with the variable installed capacities over the year in 
the measured generation. 
With the described approach, a set of 25 normalised hourly wind power time series is defined. In 
order to perform an HLI analysis with a sequential Monte Carlo simulation, normalised time series 
are firstly scaled according to the assumed installed capacity of distributed wind generation in the 
power system. Besides, the choice of a time series for the current sample is done sequentially. This 
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means that for samples 1 to 25, time series 1 to 25 are used; for sample 26, time series 1 is used 
again and this procedure is repeated until the simulation stops. 











































































































Figure 5-19: Example of normalised distributed wind generation time series from both measurements 
and aggregated model (2000-2003). 
5.1.4.3 Comparison of Models for Distributed Wind Generation 
Considering the two approaches discussed in the two previous sections, the one based on 
aggregation of time series according to the Reanalysis database is chosen for further calculations in 
this chapter for HLI analysis. The first method shows some advantages in case that the wind speed 
in a single location is available and the rest of distributed wind generation in the power system has 
to be defined, but the discussed inaccuracies of this representation make this model less interesting 
if compared to the case where more than one wind speed time series is available.  
Besides, the second approach needs few changes in order to be applied in case of HLII analysis. 
Here, the distributed generation at each bus of the power system has to be known, and the use of the 
Reanalysis database may represent an interesting solution. This aspect is described in detail in 
chapter 6, where the reliability assessment of composite systems is investigated. 
5.1.5 Offshore Wind Generation 
As discussed in chapter 4, nine factors may influence generation and reliability of an offshore 
wind farm. Some of the factors refer to the components of the wind farm, others to the input wind 
speed, and another relevant issue is the correlation among outputs of different wind farms. Based on 
these considerations and on the comments of chapter 4, the following elements are used to model 
each offshore wind farm in this chapter, unless otherwise stated: 
- A set of wind speeds are extracted from the Reanalysis database [80] as input to the model. In 
this way, a large set of input data is used and the correlation among the outputs of different 
installations is preserved. 
- Three types of components are assumed to be part of a wind farm: wind turbines, internal 
cables and connectors to shore. Reliability data for each of them depend on the performed 
simulation and they are provided later in the chapter. 




- A constant MTTR is used for internal cables and connectors to shore, since it provides similar 
results as in the case of monthly variable parameters, especially when the simulation is 
performed for a period of one year. 
- The difference of wind speeds for wind turbines in the wind farm are considered in the model 
by the use of Reanalysis database. This is due to the fact that the data from Reanalysis already 
represent an average over the considered area: since data from a spot are used as input wind 
speed to the wind farm, it is assumed that it considers the variations of wind values in the 
area. Hence, the aggregated model described in [89] and in section 4.2.10.3 is not used here. 
- Wind speeds from Reanalysis are measured at 10 m and they are therefore scaled to 100 m 
with equation (4-2) with a roughness length equal to 0.0001 m [5]. 
- Wake effects and power losses are included in the model by means of curves which are a 
function of the wind speed as discussed in section 4.2.10.4. It has been shown in chapter 4 
that this solution is more suitable when time series have to be used to represent the output of a 
wind farm. 
- The correlation between the outputs of different wind farms is preserved using the Reanalysis 
database. 
For each wind farm in the system, the output of this representation has to be in the form of time 
series in order to provide hourly values of the wind power that can be used as input to the sequential 
analysis of the power system. In this chapter, wind farm indices are considered as well in order to 
assess generation and reliability of each offshore wind farm in the system, but they are not used for 
the investigation of the whole power system reliability. 
5.2 Model Verification 
In this section, the discussed reliability method is applied to two power systems in order to verify 
it with some HLI results available in literature. The RBTS and IEEE-RTS are considered, and a 
detailed description of both is given in Appendix A. The verification is performed using a 
sequential Monte Carlo simulation and by comparing reliability indices and index probability 
distribution functions. Due to the available information regarding the system load curve, the sample 
length is equal to 8736 h. The considered test systems consist of conventional power plants and 
system load, whereas distributed generation and offshore wind farms are not part of the model: this 
means that only partial verification of the discussed approach can be assessed, since not all of the 
models are included in the considered power systems.  
As described in Appendix A, both power systems have conventional power plants based on 
different technologies, among them are hydro installations. In order to facilitate the comparison 
with the available results, it is assumed that all power plants do not experience energy limitations, 
i.e. hydro power plants are considered to be as conventional power plants and therefore able to 
generate at any time if their components are in service. In order to simplify the verification of the 
model, any planned outage (maintenance) is also neglected. This may slightly overestimate the 
reliability of the system, but, since the unavailability of components under maintenance is known, it 
should not represent a problem for the operation of the power system. These two assumptions are 
justified by [26] and [104] respectively: according to [104], where the IEEE-RTS is analysed with 
an analytical approach and its results are compared to the ones of [2], maintenance aspects are 
excluded from the analysis. In [26], where the first version of the IEEE-RTS is described, the 
capacity probability table of the system is firstly evaluated without energy-limited power plants, i.e. 
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considering hydro power plants as conventional power plants, and this version of the table is used 
as basic case for further studies on the system. Similar assumptions hold true for RBTS as well.  
5.2.1 Analysis of the RBTS 
The RBTS is a small power system developed by the University of Saskatchewan for educational 
purposes [24]. The installed generation capacity is equal to 240 MW and the yearly peak load is 185 
MW. Reliability data for all components are presented in Appendix A as well as the chronological 
load curve used in the system (see also Figure 5-5.b)). 
Results are calculated with the sequential Monte Carlo simulation described in section 5.1 and 
they are shown in Table 5-6 under column “Simulation” together with computation time, number of 
samples and coefficient of variation reached by index LOEE (the most critical index, [2]) at the end 
of the performed analysis. Index values under column “Reference [105]” refer to the analysis 
presented in [105], according to an analytical (column “Analytical”) and a sequential Monte Carlo 
simulation (column “Monte Carlo”) applied to the power system. Reference [3] uses only the latter 
analysis to investigate the reliability of RBTS (column “Monte Carlo”). Two references are 
presented here for the comparison in order to show how results may vary using different 
approaches. Besides, under column “Simulation”, results of two cases are considered, where two 
different initial seeds for the random number generator are used. All comments provided in the 
following refer to case 1, whereas case 2 is included in the table in order to show how the same 
simulations with different input data may lead to similar, but not identical, results. 
Table 5-6. Results for the HLI reliability assessment of the RBTS 
Indices Unit Reference [105] Reference [3] Simulation 





Case 1 Case 2 
LOLE h/y 1.0919 1.0901 1.1282 1.1487 1.0626 
LOEE MWh/y 9.8613 9.9268 10.311 10.126 9.6209 
LOLF occ/y - 0.229 0.2194 0.2307 0.2153 
LOLD h/occ - - 5.1414 4.9788 4.9354 
Sample - - 100000 - 20000 20000 
Simulation time s - - - 11611 12572 
Coefficient of variation % - 1 - 3.97 4.22 
 
The results in Table 5-6 show that the performed simulation provides results which are similar to 
the ones in available literature. Some differences may be noted, but this can be explained 
considering the use of a Monte Carlo method. Performing an analysis of a power system with this 
technique never provides exact results due to the random nature of the approach. Therefore, even if 
two simulations use the same approach and code, but the random number generator starts with 
different initial seeds, the expected results are different. Furthermore, this difference depends on the 
number of samples used in the simulation: the more samples used, the less the coefficient of 
variation becomes and the closer the results should be. In Table 5-6, the results of an analytical 
approach are shown: its indices are similar to the Monte Carlo simulation of the same reference, 
but, as shown in [3], a wide range of results close to each other is possible (the largest difference is 
equal to 5% for LOLE between “Simulation” and [105]). Regarding the parameters of the 
simulation, only [105] presents some values for number of samples and reached coefficient of 




variation: since the number of samples of the two analyses is different, it is not easy to compare the 
values. However, the expected number of samples NMC,exp required by a Monte Carlo simulation in 











     (5-2) 
where βMC is the required coefficient of variation and Y is the index of which the coefficient of 
variation is evaluated. With this equation applied to the performed simulation, the value of NMC,exp 
is equal to approximately 100000 for LOLF and 314908 for LOEE. If the coefficient of variation in 
[105] is calculated for LOLF, the reference and the performed simulation show similar results. 
However, nothing is mentioned in [105] regarding which index is used to calculate the value and a 
final conclusion cannot be drawn for this issue. 
 
Figure 5-20. Probability distribution functions of a) loss of load [h/y] and b) loss of energy [MWh/y] 
for RBTS from [105] (left plots) and from the performed simulation (right plots). 
Table 5-7. Specific values from the distribution probability functions 
Values from distribution 
functions 
Reference [105] Simulation 
Loss of load = 0 h/y  86.49 % 86.22% 
Loss of load > 6 h/y 5.72% 5.46% 
Loss of load > 33 h/y 0.31% 0.44% 
Loss of energy > 220 MWh/y 1.18% 1.24% 
 
In Figure 5-20 probability distribution functions of indices loss of load a) (LOLE in Table 5-6) 
and loss of energy b) (LOEE in Table 5-6) are shown for both [105] (left plots) and the performed 
simulation (right plots). First of all, it has to be highlighted that probabilities of zero LOLE and of 
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zero LOEE are not shown in the figure in order to facilitate the comparison, since these values are 
not included in plots from [105]. However, in [105] it is mentioned that the probability of zero loss 
of load is equal to 86.49% for the presented analysis (see Table 5-7), whereas in the performed 
simulation this value corresponds to 86.22%, which makes the two studies similar. In all probability 
distribution functions, the last bar (at 33 h/y for LOLE and at 220 MWh for LOEE) represents the 
probability of being above the mentioned values: a comparison of these values is shown in Table 
5-7. Comparing the plots in Figure 5-20, it can be noted that in case of loss of energy, the two 
distributions look similar with the highest probability for the first bar (excluding the case of zero 
loss of load) and decreasing values of probability until the last bar where the probability increases 
since it represents a sum of probabilities larger than that of the last value. In case of the loss of load 
(plots in Figure 5-20.a)), the two analyses have different behaviours: in case of [105], the 
probability firstly increases increasing the loss of load, and then it decreases until the last bar. In the 
presented simulation, the distribution does not follow any particular pattern: it starts decreasing with 
the increase of loss of load, but for some larger values, probabilities are larger than for smaller 
values. However, the differences are small and they can be explained with the uncertainty 
introduced by the Monte Carlo simulation, which never calculates exactly the same results, even for 
the same power systems. 
Considering the different aspects discussed in this section, it can be concluded that the model is 
verified when applied to the RBTS. Indices from references and the performed simulation are close 
to each other (Table 5-6) and probability distribution functions with similar behaviours can be 
obtained in the two cases. 
5.2.2 Analysis of the IEEE-RTS 
The IEEE-RTS is a 24-bus composite system developed by the Subcommittee on the Application 
of Probability Methods in the IEEE Power Engineering Society to provide a common test system 
useful to compare the results computed with different methods [26], [27]. The IEEE-RTS consists 
of 32 generating units ranging from 12 MW to 400 MW with a total installed capacity of 3405 MW 
of which 300 MW (6 units of 50 MW) are hydro plants and an hourly load curve with an yearly 
peak value of 2850 MW. Reliability data for all generating units and the definition of the load can 
be found in Appendix A. 
Results from two references and the simulation performed with the discussed method are 
presented in Table 5-8: column “Reference [2]” refers to an analytical analysis with hourly load and 
no rounding up/down of the capacity outage table, whereas the column “Reference [63]” considers 
a sequential Monte Carlo simulation with an approach similar to the one presented in chapter 2: the 
simulation is performed for 2500 samples and values for neither the reached accuracy nor the 
computation time are available. As for the RBTS, the results of two cases are included in Table 5-8 
for the performed simulation: indices of case 1 are used in this section for the comparison with the 
ones available in literature, whereas case 2 is presented just to show how the results of a sequential 
Monte Carlo simulation may vary when a different initial seed for the random number generator is 
utilised. 
The considerations provided for the RBTS (section 5.2.1) regarding the comparison of results are 
valid also in the IEEE-RTS. Index values are similar between references and performed simulation, 
and the differences can be justified by the assumptions made for the analytical approach and by the 
use of Monte Carlo simulations. 




Table 5-8. Results for the HLI reliability assessment of the IEEE-RTS 
Indices Unit Reference [2] Reference [63] Simulation 
  Analytical  Monte Carlo Case 1 Case 2 
LOLE h/y 9.3942 9.3716 9.4879 9.6038 
LOEE MWh/y 1176.0000 1197.445 1186.281 1204.648 
LOLF occ/y - 1.9192 1.9253 1.9505 
LOLD h/occ - - 4.9280 4.923763 
Sample - - 2500 20000 20000 
Simulation time s - - 21689 22313 
Coefficient of Variation % - - 1.69 1.7376 
 
A comparison of probability distribution functions for indices LOEE, LOLF and LOLE between 
[63] and the performed simulation is shown in Figure 5-21.a)-c): in the plots for the latter case, the 
size of y-axis is scaled to 2500 years from the calculated 20000 samples in order to help along the 
comparison with the plots from [63]. It can be noted that both studies present similar results and 
distributions look similar with similar numbers for low and high values of the indices. It must be 
highlighted here that the performed simulation has a number of extreme cases (approximately 3.4% 
of the total number of samples) where the value of LOEE is larger than 8000 MWh: the used limits 
for the plots are defined in order to have an easier comparison of the results. Since nothing is 
mentioned about this issue in [63], either the reference has no extreme cases, i.e. the small amount 
of samples required by the reference is justified since the simulation has less extreme cases that 
create instability in reaching the final results, or the [63] has extreme cases as well that are not 
included here in order to provide a better view of the plot, i.e. reference and simulation might have 
similar results. 
In Figure 5-22.a)-b), the convergence of index LOEE is presented for both studies. In case of the 
performed simulation, the full range of samples (20000) and a zoom on the first 2500 samples is 
presented in Figure 5-22.b.i) and Figure 5-22.b.ii), respectively. It must be observed that the y-axis 
is resized between 0 to 2500 MWh in order to have a clearer representation of the convergence: in 
reality indices reach values up to approximately 5900 MWh/y at the beginning of the simulation. 
The performed simulation requires a number of samples much larger than the reference (Figure 
5-22): more than 2500 samples are needed in order to reach stable solutions; as shown in Figure 
5-22.b.i), where the convergence of LOEE is plotted for all 20000 samples.  
It can be observed that a number of samples (approximately 4000 to 4500) lower than 20000 
would have provided satisfactory results as well. Many explanations can be given to explain this 
increase of number of required samples compared to [63], but it is difficult to draw a final 
conclusion since the information in the reference are not particularly detailed. This can be due to the 
following issues: 
- The reference stops the simulation at 2500 considering the reached accuracy to be satisfactory 
(accuracy which is not mentioned in [63]). 
- The reference uses some variance reduction technique that speeds up the convergence of the 
simulation decreasing the number of required samples (aspect not mentioned in [63]). 
Considering the different aspects discussed in this section, it can be concluded that the model is 
verified when applied to the IEEE-RTS: indices from [63] and from the performed simulation 
present similar values (Table 5-8) and probability distribution functions show similar behaviours in 
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the two cases. the main doubt concerns the convergence of the indices, since the performed 
simulation presents values which are higher than the ones plotted in the reference. However, since 
[63] does not mention this aspect, it is difficult to draw final conclusions from it.  
 
Figure 5-21. Probability distribution functions of indices a) LOEE, b) LOLF and c) LOLE for IEEE-
RTS from [63] (left plots) and from the performed simulation (right plots). 
a) Convergence of LOEE – Reference [63] b) Convergence of LOEE – Simulation




























LOEE = 1176 MWh/y
 
Figure 5-22. Convergence of index LOEE a) for IEEE-RTS from [63] and from the performed 
simulation b.i) for full number of samples, b.ii) for first 2500 samples). 




5.3 Analysis of the West Denmark Power System 
In this section, the reliability of the WDKPS is analysed from the HLI point of view, considering 
its current configuration, as presented in Appendix A with the data from [106]-[112], and some of 
its possible future scenarios. The power system can be represented with the elements shown in 
Figure 5-23: conventional power plants, CHP and distributed wind generation, Horns Rev and the 
load are part of the current layout, whereas Horns Rev 2 and other offshore wind farms are included 
in future configurations. Figure 5-23 can be seen as a detailed representation of Figure 5-1. 
Generations from each component are added together in order to obtain the aggregated system 
generation of Figure 5-1. 
 
Figure 5-23. HLI representation for current and future scenarios of the WDKPS. 
In order to assess the reliability of the WDKPS, a sequential Monte Carlo simulation is used, with 
the procedure described in section 5.1. For each type of generation, an hourly time series is defined 
in order to know the available total production in the power system during each hour of the 
simulation. As presented before, different models are used for the different generation technologies 
and more details can be found in section 5.1. In the rest of this section, two analyses are performed: 
in section 5.3.1 a sensitivity study is considered in order to evaluate how the variation of some 
parameters in the system can influence the reliability. In this way, it is possible to test some of the 
developed models. No available data, which can be used to compare and verify the discussed 
models, are available in literature for the reliability of the WDKPS. But, whereas the representation 
of conventional power plants can be controlled using other power systems as performed in section 
5.2, the efficiency of models for both offshore and onshore wind installations cannot be 
investigated. For this reason, it is necessary to perform some sensitivity studies which can show if 
the system responds in a correct way to the variations of its parameters. After this verification, 
current and future scenarios of the WDKPS are analysed in section 5.3.2. 
5.3.1 Sensitivity Studies of the WDKPS 
In this section the current layout of the WDKPS as described in Appendix A is considered in 
order to perform some sensitivity studies and verify the response of the power system to variations 
of its parameters. Since the part of the model concerning conventional generation has been tested 
using the RBTS and the IEEE-RTS, here the main effort is put on verifying the models of offshore 
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wind farms and onshore distributed wind generation and how they influence the reliability of the 
power system. The distributed CHP generation is included in the model as a deterministic element 
(section 5.1.3) and therefore its influence on the calculations is not taken into account here. These 
sensitivity studies are needed in order to test the described models since there are no available 
results regarding the reliability response of the WDKPS to use for a comparison. 
The analyses are performed considering some parameters of the system, which are modified in 
order to observe how the system reacts to their changes. A comparison of the results is then shown 
and some comments are given. The parameters taken into account for modification are: 
- Failure rates and MTTR of wind turbines 
- Installed capacity of the aggregated onshore distributed wind generation. 
Models of the different components are the ones presented in sections 5.1.1 to 5.1.5 and further 
comments are not given here. Five cases are defined in order to perform the discussed analyses, and 
the values assumed for the different parameters are presented in Table 5-9: bold numbers indicate 
the parameters that have been changed in each case in respect to the reference parameters (case 1). 
Table 5-9. Values of system parameters for sensitivity analyses 
System parameter Unit Case 1 Case 2 Case 3 Case 4 Case 5 
Inst. conventional power plants MW 3579 3579 3579 3579 3579 
Inst. CHP generation MW 1550 1550 1550 1550 1550 
Inst. distributed wind generation MW 2200 2200 2200 2420 1980 
Yearly peak load MW 3737 3737 3737 3737 3737 
Wind turbine failure rate 1/y 1.55 1.10 2.00 1.55 1.55 
Internal cable failure rate 1/km/y 0,015 0,015 0,015 0,015 0,015 
Connector to shore failure rate 1/km/y 0,015 0,015 0,015 0,015 0,015 
Wind turbine MTTR h 490.83 310.43 700.00 490.83 490.83 
Internal cable MTTR h 1440.00 1440.00 1440.00 1440.00 1440.00 
Connector to shore MTTR h 1440.00 1440.00 1440.00 1440.00 1440.00 
 
All simulations are performed with the described procedure of sequential Monte Carlo 
simulations. As stopping criterion for the simulation, only the maximum number of samples is 
considered: this choice of not checking the coefficient of variation of LOEE is due to the fact that it 
is interesting to have a large amount of results to facilitate the comparison of different cases. It must 
also be highlighted here that each case is analysed with the same random number sequence: wind 
farm generation is defined and stored in advance and only its hourly generation is recalled during 
the simulation (only one random number is needed during each sample in order to choose which 
stored year to include in the analysis), and other random numbers are drawn only to define 
conventional power plant availability. Since the same amount of random numbers is used in each 
sample, the exact simulation can be repeated and, apart from saving some computation time by pre-
storing the wind farm analysis, the comparison of indices from the different cases can be more 
easily performed. 
The results of the five cases are presented in Table 5-10 for power system indices and in Table 
5-11 for the indices of the offshore wind farm. In Table 5-10, the number of samples, the 
computation time and the reached coefficient of variation of index LOEE that is reached at the end 
of the simulation are presented as well. 




Comparing results in Table 5-11, it can be noted that the offshore wind farm included in the 
model behaves as expected. When availabilities of wind turbines are improved (case 2), the wind 
farm increases its generation in a way which is dependent on the assumed improvement. For 
example in case 2, the availability of each wind turbine is increased by approximately 4.61% and so 
is the generation of the wind farm, which is increased by approximately 4,1%, e.g. differences 
between indices EGWE in cases 1 and 2. An opposite behaviour can be observed when the 
availability of the wind turbines is decreased (case 3). A wind turbine’s availability is decreased by 
approximately 5.8% and so is index EGWE, which drops by 5.7%. 
Cases 2 and 3 also show that the variation in wind farm generation due to a change in component 
availability slightly affects the total reliability of the power system (Table 5-10, smaller reliability 
indices in case 2 and larger in case 3). This can be expected considering that the wind farm, which 
has an installed capacity of 160 MW, represents a small portion of the whole installed generation 
capacity in the system, i.e. approximately 2%. In order to observe the influence of these availability 
variations in the wind farm generation, it is necessary to have a much larger amount of offshore 
installations. However, since the same simulation is performed for each case, i.e. the same random 
number sequence, the variation of indices reflects the increase or decrease of installed offshore 
generation: the reliability of the system improves in case 2, whereas it decreases in case 3. 
Table 5-10. Power system reliability indices from sensitivity studies 
  Case 1 Case 2 Case 3 Case 4 Case 5 
LOLF occ/y 0.181 0.181 0.184 0.173 0.192 
LOLE h/y 0.471 0.472 0.476 0.452 0.499 
LOEE MWh/y 58.109 58.050 58.768 55.747 61.396 
DOI h/occ 2.597 2.600 2.592 2.607 2.601 
AENS MWh/occ/y 123.478 123.092 123.410 123.308 122.989 
Time s 48850 48350 48962 48625 48094 
Accuracy % 5.810 5.810 5.784 5.916 5.667 
No. of samples - 10000 10000 10000 10000 10000 
Table 5-11. Wind farm reliability indices from sensitivity studies 
 Unit Case 1 Case 2 Case 3 Case 4 Case 5 
IWP MW 160 160 160 160 160 
IWE GWh 1402 1402 1402 1402 1402 
EAWE GWh 664.188 664.188 664.203 664.187 664.187 
EGWE GWh 585.669 609.665 552.274 585.669 585.669 
WFCF [%] 41.79 43.50 39.40 41.79 41.79 
WFGR  [%] 88.17 91.79 83.16 88.17 88.17 
 
When the total amount of distributed wind generation is changed (cases 4 and 5), it is possible to 
note a different behaviour in the system compared to previous cases. Generation and reliability of 
the offshore wind farm are not influenced by the variation in distributed wind generation, whereas 
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power system reliability indices are (Table 5-10). This is reasonable, considering that the installed 
wind capacity is equal to 2200 MW, which represents nearly 30% of the total installed capacity and 
its variation can influence the response of the system to failures significantly. An increase of 
distributed wind generation equal to 10%, i.e. approximately 3% of the total installed generation 
capacity, as defined in case 4, shows an improvement of the total reliability indices between 3.93% 
for LOLF and 4.30% for LOLE. An opposite behaviour can be observed in case 5. 
Plots regarding the convergence of the simulations can be observed in Figure 5-24: convergences 
of index LOEE are presented in plots a) and b) (zoom on its last 2000 samples), whereas the 
variation of the coefficient of variation is shown in plots c) and d) (zoom on its last 2000 samples). 
All cases present the same curve for the convergence, only the value of each sample is shifted 
according to the configuration of each case. The reason for this behaviour is that the same random 
number sequence is used in each simulation, as discussed before. As it might be expected from the 
results in Table 5-10, the convergence of index LOEE in each case has exactly a similar trend as in 
case 1, but the values are either smaller when more generation is available, i.e. cases 2 and 4 where 
wind turbines reliability figures are better and distributed wind generation is higher respectively, or 
larger when there is less generation available, i.e. cases 3 and 5. Same considerations can be given 
for the plots of the coefficient of variation in Figure 5-24.c)-d). Cases with worse reliability, i.e. 
cases 3 and 5, show a faster convergence of LOEE, whereas the opposite can be observed when the 
system reliability improves, i.e. cases 2 and 4. A simulation converges faster if events that 
contribute to the assessment of the indices occur more often, as in case with worse reliability: this is 
because each sample provides a value of each index which is less influencing on the expected 
results, bringing the values closer to the expected result. In particular, the closer a single value is to 
zero, the slower the convergence of the system becomes. This aspect is discussed as well in section 
5.3.2 when future scenarios of the WDKPS are presented. 



























































































Figure 5-24. Simulation convergences: a) convergence of index LOEE and b) zoom on the last 2000 
samples; c) coefficient of variation and d) zoom on the last 2000 samples. 
Finally, probability distribution functions of different indices can be observed in Figure 5-25. For 
cases 1, 2 and 3 in Table 5-11, the probability distribution function of index EGWE of the wind 




farm is shown a), whereas plots for ENS (Energy Not Supplied per sample), FOI (Frequency Of 
Interruption per sample) and DOI (Duration Of Interruption per sample) in each sample are 
presented in b), c) and d), respectively, according to the results in Table 5-10 for cases 1, 4 and 5. It 
can be seen that when some parameters of the system are modified, its response varies accordingly, 
e.g. EGWE distribution is shifted to higher values (left) comparing cases 1 with case 2 and to lower 
values (right) between cases 1 and 3. In the other three plots, the same probability distribution can 
be observed in all cases: this is reasonable, considering that the same random sequence is used in all 
three simulations. Case 5 has larger values compared to case 1, whereas case 4 has smaller value. 
This cannot be seen in Figure 5-25, but it is clear observing Table 5-10, and it is consistent with the 
assumptions made for the definition of the different cases. 































































































Figure 5-25. Probability distribution functions of different reliability indices for sensitivity studies: a) 
EGWE, b) ENS, c) FOI, d) DOI. 
Considering the analyses provided in this section, it can be concluded that the presented models 
can be used to represent the different elements of the WDKPS. The reliability of the power system 
reacts in a proper way to the variation of some of its parameters and this shows that the described 
approach can be used for investigating the reliability of the WDKPS. 
5.3.2 Analysis of Future Scenarios 
In this section, the reliability of WDKPS with several offshore connected wind farms is assessed. 
The main purposes of this study are to show how some of the methods described in previous 
sections can be applied to practical cases and to analyse how the reliability of the WDKPS changes 
when several large offshore wind farms are connected. The power system is considered as a stand-
alone configuration, which means that all interconnectors with neighbouring countries (Germany, 
Sweden and Norway) are neglected: this choice is made in order to assess the reliability of WDKPS 
when it operates as a stand-alone system. 
The reliability of five possible scenarios [113]-[115] is investigated here: 
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- Scenario 1 – 2007 where the current configuration of WDKPS is considered (load, distributed 
wind and CHP generation, conventional power plants) and Horns Rev is the only offshore 
wind farm connected to the system 
- Scenario 2 – 2010 where an additional offshore wind farm is included (Horns Rev 2) and the 
yearly peak load is increased by 4.38% as foreseen in [113] 
- Scenario 3 – 2025 where several offshore wind farms are connected to the power system and 
the yearly peak load is increased by 23% [125]. Considered future wind farms are listed in 
below [115]: 
▪ Horn Rev 2 (200 MW) 
▪ Horn Rev 3 (5x200 MW) 
▪ Ringkøbing (5x200 MW) 
▪ Jammerbugt (4x200 MW) 
▪ Djursland (2x200 MW) 
-   whereas Horns Rev is supposed to be out of operation (life time of 20 years). 
- Scenario 4 – 2025 where the configuration is similar to scenario 3, but less offshore wind 
farms are installed, whereas more onshore wind generation is available [113], [114]. The 
considered offshore wind farms are: 
▪ Horn Rev 2 (200 MW) 
▪ Horn Rev 3 (5x200 MW) 
▪ Jammerbugt (3x200 MW) 
▪ Djursland (2x200 MW) 
- Scenario 5 – 2025 where the configuration of the power system proposed in [114] is 
considered with a reduction of conventional power plants and the installed wind capacities as 
in scenario 4. A minor increase of peak load is assumed, which is raised by 5.5% compared to 
the peak load in scenario 1 [114]. 
Wind farms included in scenarios 3 to 5 are currently not part of any project under development, 
but they are just indications of possible locations of future offshore installations [115]. Since there 
are no available data regarding the possible configuration of these wind farms, a preliminary 
analysis among different possible configurations is performed in section 5.3.2.1 in order to evaluate 
the layout which provides best generation and reliability. In particular, a base 200-MW layout is 
considered with different wind turbine sizes (2.3 MW, 3.6 MW and 5 MW) and, once the best 
configuration is chosen, the base module is used in order to model the considered wind farms. 
Further details on this part are given in section 5.3.2.1, whereas the reliability analyses of the five 
scenarios are presented in section 5.3.2.2 
5.3.2.1 Choice of Configuration for a 200-MW Module 
In this section, the base layout for the 200-MW module is chosen in order to define future 
offshore wind farms for the WDKPS. In order to represent the wind farms that might be operating 
in West Denmark in 2025 [115], it is necessary to proceed by making some assumptions, which 
eliminate the uncertainties on the installations’ characteristics. These uncertainties are due to the 
fact that the considered wind farms have only been planned, but no projects have been presented yet 
for their development. 




In order to choose the base 200-MW module, the idea is to define different configurations and to 
use in further analyses the layout which provides best generation and reliability considering wind 
variations and component availability. In reality, losses in the system and economical issues should 
be included as well in the evaluation of the best configuration, but these aspects are out of the scope 
of this work and they are not considered further in the rest of this thesis. 
The following assumptions and design criteria are used for the analysis: 
- The current technology for all components is used without taking into account future 
improvements and developments. Also the placement of the machine has been decided in 
order to provide a square design and no cable redundancy is installed. In case of the wind 
turbines, three analysed configurations are based on different sizes. In particular, 
▪ Case 1: Wind turbine sized at 2.3 MW, 87 wind turbines arranged as in Figure 5-26.a) 
▪ Case 2: Wind turbine capacity equal to 3.6 MW, 56 wind turbines arranged as in Figure 
5-26.b) 
▪ Case 3: Wind turbine size equal to 5 MW, 40 wind turbines arranged as in Figure 5-26.c). 
- Internal cables and connectors to shore are chosen in order to ensure the transmission of the 
required power. However, since the purpose of the analysis does not require load flow 
calculation, general component characteristics are used, without taking into account any 
optimal design of each wind farm.  
 
Figure 5-26. Wind farm layouts analysed to find the layout with the best generation and reliability. 
- Wind speed input data are based on the Reanalysis database. The simulation is performed by 
using iteratively the 25 available years of wind speed from Reanalysis: this means that after 
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the first 25 years, the simulation returns to use the wind speed of year 1 and so on for the rest 
of the simulation. A set of 25 wind speed time series is sufficient in order to include a good 
level of uncertainty in the Monte Carlo simulation in respect to the wind speed data. This 
aspect is further discussed in section 5.3.2.2. For each layout, the same wind speed is used: 
time series at location 1 in Figure 5-27 are used for the evaluation. 
- Availability data for wind turbines and internal cables used for the analysis are shown in 
Table 5-12. Wind turbines with different sizes are assumed to have the same availability 
figures: this might be not realistic according to some studies, e.g. [116], which show that 
bigger wind machines may present larger failure rates. However, due to the lack of 
information on reliability figures of offshore components, the approximation made might be 
reasonable. Connectors to shore are assumed ideal in this analysis. This choice is justified by 
the fact that the presented configurations represent the base 200 MW module of the wind 
farm. Since each wind farm may consist of a combination of several modules, it is not known 
how many connectors to shore will be used to transmit the power of the whole wind farm, e.g. 
the wind farm Horns Rev 3 consists of five modules and it might be possible that some 
modules are combined for the transmission of the power to shore and therefore the number of 
connectors to shore will be less than five. Besides, since the installed capacity of each wind 
farm is the same, the same connectors to shore are used in all layouts, and the assumption of 
ideal components does not affect the comparison. Non-ideal connectors to shore are used in 
section 5.3.2.2, where the total HLI analysis is performed. 
 
Figure 5-27. Assumed wind farm locations for the choice of input wind speeds. 
Table 5-12. Reliability data for wind turbines and internal cables 
 Failure rate MTTR Availability 
Wind turbine 1.10 1/yr 310 h 96.25% 
Internal cable 0.015 1/y/km 1440 h 99.75% 
 
- Wind turbines for case 1 and case 2 have the same normalised power curve and different 
nominal power (2.3 MW and 3.6 MW, respectively). Cut-out wind speed is equal to 25 m/s, 
and the normalised curve (curve 1 in the rest of the chapter) can be seen in Figure 5-28. In 




case 3, the power curve has a different shape and a different cut-out wind speed, i.e. 30 m/s: 
the normalised power curve for the 5MW wind turbine (according to Repower, 5 MW wind 
turbine) can be observed in Figure 5-28 (curve 2 in the rest of the chapter). As it can be seen 
in Figure 5-28, the area below curve 2 is larger due to the higher cut-out wind speed, and it 
might be possible to profit from this advantage if the wind speed in the location of the wind 
farm presents high values. However, if the wind speed is low, curve 1 seems to be more 
profitable. Additional comments on this issue are given later in this section. 
- Regarding the model for generation and reliability assessment of offshore wind farms 
presented in chapter 4, the following aspects are considered in the analysis:  
▪ A constant MTTR over the year for internal cables is assumed 
▪ No aggregate model is used for wind speed time series and wind turbine power curve. 
This is due to the fact that the data from Reanalysis already represent an average over the 
considered area 
▪ Wake effects and power losses are assumed constant for any wind speed input value and 
equal to 0.965 and 0.965 respectively, which gives an efficiency coefficient of 0.93 [34] 
(as discussed in chapter 4, when only indices are compared, it can be reasonable to use 
only constant efficiency coefficient for wake effects and power losses) 
▪ The correlation among wind speed time series is ensured by the Reanalysis database: 
however, correlation does not represent an issue here because only a wind farm at a time 
is considered. 
- An output power control is applied to cases 1 and 2 in order to keep the generation at a 
maximum of 200 MW, since the installed capacity is slightly higher (200.01 MW and 201.6 
MW, respectively) due to the capacity of each wind turbine and the chosen number of 
machines. This assumption is made in order to help along the comparison. However, a case 
for each of the two wind farms where the output power control is switched off is discussed as 
well in the following part of this section. 
































2.3 MW and 3.6 MW wind turbine
5.0 MW wind turbine
 
Figure 5-28. Normalised power curves for the considered wind turbines. 
Based on these aspects, a sequential Monte Carlo simulation is performed in order to assess the 
reliability of the three configurations. The simulation is run with a stopping criterion of maximum 
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number of samples which is chosen equal to 2000. Results of the three cases are presented in Table 
5-13 where a list of different indices used to evaluate the yearly generation of the wind farm is 
considered. In each simulation the desired coefficient of variation is lower than 0.5%, and the 
computation time for the three cases varies approximately between 5800 s (case 2) and 6300 s (case 
1). For each wind farm layout, cases a) and b) refer to the use of different initial seeds for the 
random number generator: case c) also has a different initial seed, but the output power control is 
switched off and the wind farm can generate more than 200 MW depending on its installed 
capacity. 
First of all, some comments on the results of each case must be made. Comparing simulations a) 
and b) in Table 5-13, it can be observed that different simulations, i.e. different initial seeds of the 
random number generator, provide similar results after 2000 samples, and the small differences can 
be justified considering the use of a sequential Monte Carlo simulation and the reached value of 
coefficient of variation (smaller than 0.5%). For cases 1 and 2, index EGWA has the same value in 
simulations a) and b): this can be explained considering that the two configurations use the same 
input wind speed, the same wind turbine power curve and have the same installed capacity. The 
value of EGWA changes when the installed capacity is different (simulation c)) due to the installed 
output power control. For case 3, a third simulation is not included because the output power 
control is not used. 
Comparing now the results of different cases, it can be observed that the system with the highest 
generation is case 2, where the 3.6 MW wind turbine is used. This can be noted by comparing 
indices EGWE and WFCF: the expected wind generation is above 880 GWh and this value is not 
exceeded in the other cases. Values of EGWE are close for cases 1 and 2 and smaller for case 3. 
This can be explained with the use of different power curves and same wind speed inputs. The wind 
speed has most of the values below 25 m/s and the advantage of having a greater cut-out wind speed 
is not useful here. Including simulation c) in the comparison, the largest generation is still the one of 
case 2: this is expected since case 2 has the largest installed capacity if the output power control is 
not activated. 
Considering the reliability of the wind farm by means of index WFGR, it can be noted that the 
case with slightly best reliability is case 3. Values of index WFGR are close for all simulations and 
the difference between different cases is less than 0.5%. Besides, as previously mentioned, it is 
assumed here that all kinds of wind turbines have the same reliability figures: this is just an 
approximation and, with more data available, these results may vary.  
Table 5-13. Results of the comparison of different configurations of the base 200-MW module 
  
WF 200 MW 
WT 2.3 MW 
WF 200 MW 
WT 3.6 MW 
WF 200 MW 
WT 5.0 MW 
Legend 
(a) = Seed 2 
(b) = Seed 3 
(c) = Seed 4  
no power control 
(a) (b) (c) (a) (b) (c) (a) (b) 
IWP MW 200.00 200.00 200.00 200.00 200.00 201.60 200 200.00 
IWE GWh 1752.00 1752.00 1752.00 1752.00 1752.00 1766.02 1752.00 1752.00 
EAWE GWh 956.36 956.36 956.36 956.36 956.36 964.0½ 893.28 893.28 
EGWEWWTF GWh 889.68 889.66 889.76 889.76 889.70 896.62 831.18 830.88 
EGWE GWh 879.55 879.71 880.99 880.99 881.42 888.08 824.84 824.36 
WFCF [%] 50.20 50.21 50.28 50.28 50.31 50.29 47.08 47.05 
WFGR [%] 91.97 91.99 92.12 92.12 92.16 92.12 92.34 92.29 
 




Considering these results, it can be concluded that with the assumptions made, the reliability of 
the wind farm does not play a relevant role since the difference among analysed cases due to wind 
farm unavailability is fairly small. The most influencing element is the power curve in respect to the 
input wind speed. For the analysis performed here, curve 1 shows a better suitability for the used 
wind speed conditions: however, this suitability might change if better wind speed conditions are 
used, i.e. with higher values. Based on the previous consideration, case 2 without output power 
control devices is used as base module for the design of the planned wind farms. 
Finally, a comment on the use of Reanalysis database as input wind speed is made in the 
following. In chapter 3, it has been said that in order to reduce the uncertainty of the input of a 
Monte Carlo simulation applied to wind generation, it is necessary to have a wide range of wind 
speed time series that helps to provide a more comprehensive study of the problem. For this reason, 
a synthetic wind speed generator was used. Probability distribution functions of index EGWE when 
either the synthetic generator or a set of measurements were compared, and the former showed a 
better distribution of possible outputs (Figure 4-20 is shown again in Figure 5-29 in order to 
simplify the comparison here).  
Observing the same probability distribution function for the case considered now where 25 yearly 
wind speed time series of the Reanalysis database are used (Figure 5-30 calculated for case 3.a: the 
absolute value is different due to different sizes of the wind farms, but the relevant issue here is the 
shape of the probability distribution function), it is possible to note that 25 different input represent 
a suitable assumption when a sequential Monte Carlo simulation is used for this analysis. The curve 
does not present many peaks and it is smoother than the case with the four yearly wind 
measurements as input. This means that the simulation considers several cases and not just the ones 
around the input values providing a more comprehensive analysis of the wind farm (see section 4.4 
for more explanation regarding this issue). 






















Case 1) 4-years PDF
EGWE mean in Case 1)
Case 2) Synthetic PDF
EGWE mean in Case 2)
 
Figure 5-29. Probability distribution functions of EGWE obtained with two different input wind 
speeds: one based on four wind speed time series and one based on synthetic wind speed time series 
(from chapter 4, Figure 4-20). 
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Figure 5-30. Probability distribution function of EGWE for case 3.a. 
5.3.2.2 Analysis of Different Scenarios for the WDKPS 
In this section, an HLI analysis of the WDKPS is performed for current and future scenarios in 
order to see how its reliability changes with the inclusion of several offshore wind farms. The 
following elements are included in the model: 
- Conventional power plants 
- Aggregated load 
- Distributed CHP generation 
- Distributed wind generation 
- Offshore wind farms 
▪ Horns Rev (for all scenarios 1, 2 and 3) 
▪ Horns Rev 2 (for scenarios 2 and 3) 
▪ Horn Rev 3, Ringkøbing, Jammerbugt (800 MW or 600 MW) and Djursland (for 
scenarios 3 to 5) 
In order to perform the analysis, the following assumptions and design criteria have been 
considered. 
- Installed capacities for each type of power plants and peak load increase are presented in 
Table 5-14. Columns 3 and 4 show absolute and relative increases of load in different 
scenarios in respect to scenario 1, whereas columns 5 to 8 present the assumed installed 
capacity of conventional power plants (CPP), distributed CHP generation (CHP), distributed 
wind generation (WDG) and offshore wind generation (OWF). The last two columns indicate 
absolute and relative increases of the total installed generation with respect to scenario 1.  
- The installed capacity of conventional power plants is defined according to the current status 
of the system as discussed in Appendix A. The three-state model used for most of the units is 
shown in Figure 5-2: each power plant can generate 100%, 50% or 0% of the installed 
capacity and it is assumed that states 2 and 3 are not connected due to the lack of information 
regarding the connection of these two states. A two-state model is instead used for 




Esbjergværket plant, unit 4. As discussed in Appendix A, Herningværket plant is considered 
here as a conventional power plant. No reliability data are available for this plant and the 
same two-state model and reliability values as in Esbjergværket, unit 4 are used. Considered 
power plants with their installed capacities are presented in Table 5-15 for each of the 
considered scenarios [114]. Availability data for scenario 5 are based on the data used in 
scenario 1: in case of Fynsværket plant, unit 8, a two-state model is used for the simulation 
with the data from Esbjergværket, unit 4. 
















Tot gen.  
incr. 
[MW] [%] [MW] [MW] [MW] [MW] [MW] [%] 
Scenario 1 2007 3737 - 3579 1550 2200 160 7539 - 
Scenario 2 2010 3901 4.38 3579 1550 2400 369.3 7948.3 5.43 
Scenario 3 2025 4597 23.01 3579 1550 2400 3434.9 11013.9 46.09 
Scenario 4 2025 4597 23.01 3579 1550 3200 2225.3 10604.3 40.66 
Scenario 5 2025 3945 5.55 2317 1550 3200 2225.3 9342.3 23.92 
Table 5-15. Power plants included in the considered scenarios 
CPP Block 
Scenario 1 Scenario 2 Scenarios 3-4 Scenario 5 
[MW] [MW] [MW] [MW] 
Endstedværket B3 626 626 626 30 
Fynsværket 
B3 266 266 266 - 
B7 374 374 374 443 
B8 - - - 36 
Nordjyllandsværket 
B2 295 295 295 - 
B3 372 372 372 425 
Skærbækværket B3 392 392 392 436 
Studstrupværket 
B3 350 350 350 - 
B4 350 350 350 376 
Esbjergværket 
B3 377 377 377 412 
B4 88 88 88 - 
Herningværket - 89 89 89 159 
 
- For distributed CHP generation, the aggregated power curve presented in Appendix B is used. 
According to the data available in [98], the peak value of CHP generation is approximately 
1250 MW for years 2000-2006 in spite of an increasing installed capacity up to approximately 
1750 MW in 2006. In Table 5-14, used values take into account the installed capacity in the 
country (excluding Herningværket which is considered CHP in [98], but which is assumed to 
be a conventional power plant in the present section) and a peak value of approximately 1250 
MW, as the available measurement suggested. This approach allows us to use the aggregated 
curve and to preserve yearly energy and peak value as in the real system. It is assumed in this 
analysis that the installed capacity of CHP does not increase in any of the scenarios: this is 
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consistent with [113] and it allows us to consider the influence that wind generation has on 
the total generation of the system when all the other players of the system are kept fixed. 
- The distributed wind generation is defined according to the Reanalysis database as defined in 
section 5.1.4.2: a set of 25 normalised hourly wind power time series is defined, it is scaled to 
the assumed installed capacity of distributed wind generation in the power system and the 
choice of a time series for a sample is made sequentially, i.e. for samples 1 to 25, time series 1 
to 25 are used, for sample 26 the first time series is used again, and this procedure is repeated 
until the simulation stops. 
- For the considered wind farms, the approach used to define each input wind speed time series 
is the same used in the previous section. Wind speed time series are chosen according to the 
locations in Figure 5-27:  
▪ Horns Rev 1 and 2 with wind speed 1 
▪ Horns Rev 3 with wind speed 2 
▪ Ringkøbing with wind speed 3 
▪ Jammerbugt with wind speed 4 
▪ Djursland with wind speed 5. 
- Components for offshore wind farms are chosen depending on the design of each wind farm. 
A list of wind turbine sizes and other elements are presented in Table 5-16. Reliability figures 
for wind turbines and internal cables are shown in Table 5-12, whereas reliability data for 
connectors to shore are shown in Table 5-17. The layout of wind farms for scenarios 3 to 5 is 
displayed in Figure 5-31. In case of multiple connectors to shore, it is assumed that the power 
is equally transmitted by each connector: this means that, for example, in case of Horns Rev 
3, where the installed capacity is equal to 1008 MW, each of the three connectors to shore is 
rated at 336 MW. 





No. of wind 
turbines 
Wind turbine  
size  
[MW] 






Horns Rev 160 80 2 1 21 
Horns Rev 2 209.3 91 2.3 1 45 
Horns Rev 3 5×201.6 280 3.6 3 30 
Ringkøbing 5×201.6 280 3.6 3 15 
Jammerbugt (1) 4×201.6 224 3.6 2 25 
Jammerbugt (2) 3×201.6 168 3.6 2 25 
Djursland 2×201.6 112 3.6 1 25 
Table 5-17. Connectors to shore availability data 
 Failure rate MTTR Availability 
Connectors to shore 0.005 1/y/km 1440 h 99.92% 
 
- The aggregated load time series of the system, obtained in Appendix B, is scaled in different 
scenarios according to their expected growth [113], [114]. The expected consumed energy in 




years 2010 and 2025 is used [113], [114], together with the expected equivalent peak hours 
defined by the aggregated power curve and equal to 5814 h. By dividing the expected energy 
with the equivalent peak hours, it is possible to obtain the expected peak load for each 
considered scenario. For instance, a consumption of 22674 GWh is expected in 2010 [113], 
which results in an expected peak value of 3901 MW.  
- In reality, each wind farm has the connectors to shore divided into two sections; one going 
from the offshore platform to shore, i.e. the sea cable, and one from shore to the point of 
connection to the transmission grid, i.e. the land cable. Since one of the purposes of the 
present study is to consider the offshore generation of different wind farms, it is assumed that 
the PCC of each wind farm corresponds to the point on shore where the land cables start. This 
assumption may lead to a larger availability of each wind farm, since land cables may have a 
considerable length, but this is supposed not to give problems in the evaluation of the total 
reliability of the power system. Moreover, this assumption is justified by the fact that the 
performed analysis is an HLI and that land cables might be considered part of the 
transmission facilities that are neglected in this kind of analysis. 
 
Figure 5-31: Assumed layouts of the five considered offshore wind farms. 
- The inclusion of offshore wind farms into the simulation may require a long computation time 
due to the large number of components of each wind farm. In order to solve this problem, the 
simulation is performed in two separate steps: In the first one, a set of years is simulated for 
each wind farm and the number of effectively available wind turbines, e.g. wind turbines in 
service and connected to PCC, in each hour of each year is stored together with the total 
available capacity of the connectors to shore in service. With this information, it is possible to 
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calculate for a certain simulated year, the generation of the wind farm in a certain hour. This 
stored information is used in the simulation of the power system (second step) in order to 
perform a complete reliability analysis. In each sample, a pre-stored year is randomly chosen 
for each wind farm included in the analysis, and the total generation of the wind farm is 
therefore calculated in each hour and added to the total generation of the system. This 
approach reduces the total computation time because stored data are calculated only once and 
used every time the simulation of the total power system is performed. The advantage of this 
approach is shown later when comments on the results are provided. 
- Wake effects and power losses are defined as a function of the wind speed with the 
representations described in chapter 4. 
The reliability of each scenario is analysed by a sequential Monte Carlo simulation. The stopping 
criteria are the maximum number of samples which is chosen equal to 10000, and the control of the 
coefficient of variation which should be less than a required tolerance of 2%. Results of each 
simulation are presented in Table 5-18: required computation time, reached coefficient of variation 
and number of samples are included as well. 
Observing the computation time, it can be noted that the time per sample increases when the 
number of wind farms in the system increases. This is expected, since the more wind farms are 
included in the system, the more hourly power time series must be generated and therefore the 
longer computation time is required.  
Regarding the pre-storage of the hourly generation of wind farms, a certain amount of seconds is 
required in order to calculate the hourly available generation of each wind farm in each sample, 
depending on the size of the wind farm, e.g. time varies between approximately 21 s, required for 
Horns Rev 3, the largest wind farm, and approximately 5 s for Horns Rev 1, the smallest one. As an 
example, in Table 5-18 a time per sample of approximately 13 s is required in scenario 3 and it does 
not include wind farm analyses since they are performed in advance and results are recalled when 
needed. If wind farm generation assessments are not performed in advance, the total computation 
time may increase considerably (time per sample above 100 s) and the total time required for the 
simulation would become much larger. For this reason, it is a good solution to pre-store hourly 
wind farm generation and use it during the total evaluation of the power system, in order to avoid 
problems with the computation time. 
Table 5-18. Result of the comparison of the five considered scenarios 
  Unit Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5 
LOLE h/yr 0.181 1.126 13.317 16.600 670.315 
LOLF  occ/yr 0.472 0.415 4.418 5.416 100.466 
LOEE  MWh/yr 58.050 163.065 2369.097 2936.166 203950.039 
DOI  h/occ 2.600 2.715 3.014 3.065 6.672 
AENS MWh/occ/y 123.092 393.307 536.237 542.128 2030.038 
Time s 48350 68406 59571 37016 2688 
Coeff. of variation % 5.810 4.167 1.950 1.950 1.950 
No. of samples - 10000 10000 4514 3611 251 
 
Comparing the results of different scenarios, it can be observed that the reliability of the system 
becomes worse in the future scenarios. First of all, it must be noted that the power system is 
assumed to be operating as a stand-alone system, and lack of generation cannot be compensated by 




an increase of imported energy from neighbouring countries. Therefore, the presented results must 
be taken as reference values and not as a complete and comprehensive assessment of the power 
system. 
The reason for the variation in the system reliability can be justified by considering the 
configuration of future scenarios. It is actually assumed that the increase of peak consumption is 
compensated by an increase of installed wind generation. Even if the increase of total installed 
generation is larger than the increase of peak load, i.e. percentage values in Table 5-14, all added 
generation depends on the available wind at the different locations. Since the wind time series at 
different locations are correlated, it is likely that, in case of high wind, wind generation increases in 
the whole country, whereas the opposite occurs in case of low wind. This means that, in this last 
case, the available wind generation is much lower than the installed wind capacity and this may 
justify the increase of loss of loads and of energy not supplied. In other words, wind generation has 
a capacity credit which is lower than the one of conventional power plants: the installation of 100 
MW of conventional power plants is not equivalent to the installation of the same amount of wind 
generation due to the variability of wind over the period of operation of the power system. 
Furthermore, this aspect shows why it is relevant to include the correlation of wind speed into the 
simulation: completely uncorrelated data may have produced different results, probably with a sort 
of compensation among different wind installations, which would have made the system apparently 
more reliable. 
The difference of results in scenarios 3 and 4 cannot be justified only by the different amount of 
installed type of wind generation, i.e. approximately 400 MW in Table 5-14. In fact, the 
replacement of offshore installed MW with the same amount of onshore installations is not 
equivalent: the former has larger capacity factor, e.g. 45-50% against approximately 25-30%, [5], 
[113], and a larger wind production can be expected for scenario 3. 
In scenario 5, a particular case can be observed, since the generation alone is not sufficient to 
supply the demand in the system and reliability indices become much worse than in previous 
scenarios. This is reasonable considering the configuration of the system: in respect to scenario 1, 
the load is increased by 5.5% and the generation is increased as well, but a large portion of 
conventional generation is replaced by onshore and offshore wind farms, which increases the 
instability of the system. In this case, the importance of having sufficient interconnections to 
neighbouring countries is apparent. 
Final comments on Table 5-18 regard the convergence of the simulation. Figure 5-32 shows the 
convergence of index LOEE, Figure 5-33 the coefficient of variation of LOEE and Figure 5-34 the 
probability distribution function of index ENS per sample for the five considered scenarios. In 
particular, it can be noted that different configurations converge in different ways, and that 
scenarios 1 and 2 reach a coefficient of variation after 10000 samples which is much larger than the 
one in scenarios 3, 4 and 5. This can be justified considering the probability distribution function of 
ENS as it can be seen in Figure 5-34: in scenarios 1 and 2, most of the samples have a value of ENS 
equal to zero, e.g. 87.7% and 74.4% of the total number of samples, respectively, and therefore a 
larger number of samples is needed in order to make the simulation to converge to the final values.  
Besides, few samples with large values of index ENS are present as well and this means a further 
increase of oscillations. In case of scenarios 3 and 4, the probability distribution shows that the 
possible outputs of index ENS are better distributed among the possible values and therefore, after a 
smaller number of samples, an output further from the expected result is less influencing for the 
convergence of the simulation. This aspect is accentuated in scenario 5 where the generation is not 
sufficient and large losses of energy are expected in each sample of the simulation: even in extreme 
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samples, new results do not sensibly influence final values and the convergence is reached much 
more quickly than before. 





































Figure 5-32: Convergence and coefficient of variation for LOEE for the five scenarios. 


































Figure 5-33: Coefficient of variation for LOEE for the five scenarios. 
Considering now the generation of the different wind farms included in the simulation, all indices 
are summarised in Table 5-19. Some of the considered indices assess the generation of each wind 
farm, e.g. EAWE and EGWE, and others show how much energy is extracted from the available 
wind, e.g. WFCF, depending on wind turbine power curves, wake effects, power losses and 
component failures, and how much energy is lost in internal grid and transmission to shore due to 
component failures and power losses, e.g. WFGR.  
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Figure 5-34: Probability distribution function of ENS per sample for the five scenarios. 
Table 5-19. Assessment of the generation of different wind farms 
  Horns Rev 
Horns Rev 
2 







IWP MW 160.00 209.30 1008.00 806.40 604.80 403.20 1008.00 
IWE GWh 1401.60 1833.47 8830.08 7064.06 5298.05 3532.03 8830.08 
EAWE GWh 664.19 964.40 4551.01 3616.47 2712.46 1524.59 4699.68 
EGWE GWh 609.00 863.17 4144.94 3293.02 2472.28 1382.50 4296.71 
WFCF [%] 43.45 46.67 46.94 46.62 46.66 39.14 48.66 
WFGR [%] 91.70 89.49 91.08 91.06 91.15 90.68 91.43 
 
By comparing for example Horns Rev 1 and Horns Rev 2, where the same wind speed time series 
are used, it can be noted that the latter has a higher WFCF in spite of losing more energy in the 
system due to component failures and power losses, i.e. WFGR is smaller. This can be explained by 
the used wind turbine power curve, which is able to produce more in the case of Horns Rev 2 and 
therefore ensure a better WFCF for the wind farm. The wind farm located at Ringkøbing has the 
best WFCF and this is mainly due to the better wind conditions that are available at that site, i.e. 
yearly average wind speeds are higher here compared to other locations where the worst wind 
conditions can be observed at Djursland (Figure 5-27). Horns Rev 1 has the best index WFGR, 
whereas the difference in the wind farms included in scenarios 3, 4 and 5 can be justified by the 
different length of connectors to shore which are used in different wind farms (Table 5-16). The 
lowest WFGR is observed for Horns Rev 2, where the used single connector to shore is longer than 
in all the other wind farms. The failure rate of this connector to shore is larger, i.e. it depends on the 
length, and, when it fails, the full generation of the wind farm is lost. This can also be seen in the 
case of Djursland, where a single connector to shore is used and index WFGR is smaller than in the 
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other cases. However, the length of this cable is less than in Horns Rev 2 and this justifies the 
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Figure 5-36: Probability distribution function of WFCF for different wind farms. 
These aspects can be observed in Figure 5-35 and Figure 5-36, where the probability distribution 




of indices WFGR and WFCF for all wind farms are displayed. Wind farms with a single connector 
to shore, i.e. Horns Rev 1 and 2 and Djursland, may experience samples where WFGR, and 
consequently WFCF, are below 30 and 15%, respectively. This is due to the mentioned fact that the 
failure of the connector to shore causes the full loss of generation of the wind farm: if the time to 
repair of the component is large, values of WFGR and WFCF might be very low. For the other 
wind farms, where multiple connectors to shore are installed, it is very unlikely that the full 
generation is completely lost, because it is very unlikely that two or more connectors to shore are 
out of service at the same time. Comparing WFGR for wind farms Horns Rev 3 and Ringkøbing, 
which have the same layout, it is possible to note that minimum values of WFGR for the latter are 
larger than in the former. This can be explained with the different lengths of the connectors to 
shore: Horns Rev 3 has longer connectors to shore, and therefore those components are more likely 
to fail and reduce the output energy of the wind farm. 
5.4 Conclusions 
In this chapter, models, techniques and applications of HLI analyses of power systems are 
presented and discussed. Elements such as conventional power plants, system load, offshore wind 
farms, distributed CHP and wind generation are considered, and suitable models to represent them 
for reliability analyses are described (section 5.1). Particular attention is paid to both offshore and 
onshore wind generation: two different approaches are presented to define the latter (section 5.1.4) 
in order to take into account those aspects, i.e. variation and availability of the wind source, 
correlations of output powers from different wind installations, etc that characterise this form of 
generation. The former has been described in detail in chapter 4 and only the main features of the 
model are recalled in section 5.1.5 
In order to verify models for system load and conventional power plants, the reliability of two 
power systems (the RBTS and the IEEE-RTS) from available literature is investigated. Results 
calculated with the presented approach are compared to the ones available in literature, considering 
both the values of reliability indices and their probability distribution functions (section 5.2). 
According to the comments in sections 5.2.1 and 5.2.2, it can be concluded that the presented 
procedure represents a suitable model for reliability studies. In spite of lack of information on some 
aspects of the references, both literature and the performed simulation yield similar results; besides, 
from the probability distribution functions it can be noted that the power systems have similar 
responses to reliability assessments. 
With the verified model, an HLI analysis of the WDKPS is performed in section 5.3. All the 
mentioned elements are included in the power system representation, and different assessments are 
performed considering both sensitivity studies of the present configuration and future developments 
of offshore and onshore generation in the system. The power system is considered as a stand-alone 
system, which means that it is assumed that interconnections with neighbouring countries are 
neglected. Sensitivity studies are considered (section 5.3.1) by modifying wind turbine reliability 
figures and installed onshore distributed wind capacity: these variations show that the choice of 
certain components, i.e. their availability, influences the reliability of a power system: besides, if 
the installed wind capacity is relatively small compared to the rest of the generation, its influence on 
the power system reliability is marginal. However, it is expected that its influence might increase if 
wind installation increases in size and penetration. This can be observed in both offshore wind 
capacity, which is small and its changes do not influence the total reliability of the system, and 
onshore capacity that represents nearly 30% of the total installed capacity and its increase or 
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decrease causes improvements or deterioration, respectively of the power system reliability. The 
WDKPS is also analysed  considering its current and possible future scenarios: differences in 
scenarios refer to a variation of offshore wind installations considering the current status of the 
system (2007), the status in 2010 (two offshore wind farms) and three different configurations in 
2025, when up to 3400 MW of offshore capacity might be installed. The best layout for these future 
wind farms is chosen based upon which layout provides the best reliability and generation of the 
wind farm. This part is described in section 5.3.2.1. With the chosen configuration, different HLI 
analyses are performed (section 5.3.2.2) for each of the five scenarios and results are compared in 
Table 5-18. The presented reliability indices show that the increase of offshore wind generation 
does not necessarily mean an improvement of system reliability, mainly due to the correlation of 
power outputs of different wind farms, located both onshore and offshore, which may cause a lack 
of generation in case of low wind conditions in the entire power system and due to the capacity 
factor of wind installations, which cannot always be used to balance the increase of demand or to 
replace dismantled conventional power plants. It is therefore necessary to perform accurate and 
detailed reliability assessment of the power system before installing new large offshore wind farms 
and reducing conventional power plants, since the conventional power plants have to cooperate in 
compensating the variability of the wind and providing the stability for the system from a reliability 
point of view. 
 




Chapter 6.  
HLII Analysis of Power System 
A standard HLII analysis is normally used to evaluate if generation and transmission facilities of a 
power system are sufficient to supply the system demand, respecting the constraints posed by the 
components. Possible problems that may occur are [10]:  
- Loss of loads due to curtailments 
- Transfer limitations 
- Exceeding of bus voltage limits 
- Islanding operation 
- System collapses. 
A general study of power system reliability may require monitoring all these parameters in order 
to avoid any problems in the system due to possible contingencies. In this work, the interest is 
mainly paid to the ability of the system to supply active power to all loads avoiding component 
overload and load curtailments. This kind of analysis is chosen in order to reduce the size of the 
problem, i.e. fewer variables have to be checked resulting in reduced computation time, and to 
provide a sufficient accuracy to assess the reliability of a power system with a large amount of 
installed offshore wind generation. 
The power systems analysed here include models of conventional power plants, distributed 
generation, offshore wind farms, distributed load and transmission facilities. The simulation is 
performed with a sequential Monte Carlo simulation: this approach is chosen since it can provide a 
wide range of both static and F&D results. Due to its structure, the simulation requires a large 
amount of time: some proposals to reduce it are also discussed. 
The software used for the analysis is DigSILENT Power Factory version 14.0.415. As discussed 
in chapter 4, DigSILENT Power Factory can be more useful for this kind of studies than Matlab, 
since it has an ad-hoc interface for the definition of electrical components and some of its functions, 
i.e. load flow and OPF, have already been implemented and can be directly applied to the analysis 
without any further definitions.  
In this chapter, an introduction of the models defined for the analysis is presented in section 6.1, 
where the representations for HLI analysis from chapter 5 are updated in order to perform HLII 
studies. The standard HLII approach is described in section 6.2 and it is applied to the RBTS. In 
section 6.3, a short description regarding the general procedure for a well-being analysis is provided 
as well in order to present an interesting solution for reliability analysis, which can be part of future 
works on the subject.  In section 6.4, an alternative approach for HLII analysis is defined in order to 
overcome some problems in the use of OPF for large power systems when the standard method is 
performed. This second procedure analyses the reliability of the power system considering different 
critical states in which the system may reside, and it evaluates which components, i.e. lines and 
cables, transformers and loads, may be more critical for the operation of the system. This alternative 
method is firstly applied to the RBTS in order to compare its results with the ones of the standard 
Chapter 6 - HLII Analysis of Power Systems 
 148 
analysis, and secondly to the current and future scenarios of the WDKPS in order to assess its 
reliability. The conclusions of the chapter are summarised in section 6.5. 
6.1 Models for the Analysis 
In order to perform an HLII analysis, it is necessary to model generation, consumption and 
transmission facilities of the power system in a suitable way. All elements that belong to the power 
system from an HLII point of view have to be included in the analysis. In particular, in this chapter 
the following elements are of interest: 
- Conventional power plants  
- Offshore wind farms  
- Transmission lines and cables  
- HV/HV and HV/MV transformers 
- Distributed generation based on CHP technology and wind energy 
- Distributed loads. 
Stochastic models have to be defined for each type of component in order to include its 
failure/repair events in the analysis. Furthermore, the variability of renewable generation must be 
included as well. Since a sequential Monte Carlo simulation based on hourly steps is performed 
here, the hourly state of each component must be known in order to have a snapshot of the whole 
system in each hour and assess its reliability. 
Two power systems are considered in this chapter: the RBTS, which is used in order to test part of 
the described approaches by means of comparing the results available in the literature, and the 
WDKPS, which is analysed in order to present an application of the model and to provide some 
reliability assessment of its current and future scenarios. In the rest of this section, models and 
assumptions made for the different elements of the two power systems are presented with particular 
attention to those representations which need some additional definitions compared to the models 
developed for HLI analysis (chapter 5). Due to the wide and comprehensive possible 
representations that can be used to model the different elements of a power system for an HLII 
analysis, the following discussions focus only on the elements which are needed in the 
investigations analysed in this thesis. 
6.1.1 Conventional Power Plants 
Reliability models for conventional power plants are defined in the system with a two- or a multi-
state representation as for HLI analysis. The choice of one of the two models depends on available 
information on the considered plants, especially regarding the existence of derated states and of 
their failure rates and MTTR. In case of the RBTS, each plant is represented by a two-state model 
and availability parameters are given in Appendix A. 
In case of the WDKPS, the available data regarding conventional power plants is the same as 
presented in chapter 5 for HLI analysis, where it is shown that three-state models are appropriate for 
most of the plants. Moreover, in order to reduce the number of components in the power system, 
units of the same power plant connected to the same busbar are aggregated in a single power plant. 
These aggregations are shown in Table 6-1, together with pre- and post-aggregation number of 
states (columns 4 and 8 respectively). It must be noted that, Studstrupværket has two units which 
are not aggregated because they are connected to different voltage levels, i.e. 150kV and 400kV 




busbars respectively. In relation to the previous HLI analyses, Herningværket is not considered as a 
conventional power plant, but it is included in the CHP generation (see Appendix A). 
Table 6-1. Power plants included in the power system: original and aggregated models 
HLI analysis  HLII analysis 
Unit Block 
Installed 
capacity No. state Unit Block 
Installed 
capacity No. state 
[MW] [MW] 
Enstedværket B3 626 3 Enstedværket B3 626 3 
Fynsværket 
B3 266 3 
Fynsværket Agg. 640 9 
B7 374 3 
Nordjyllandsværket 
B2 295 3 
Nordjyllandsværket Agg. 667 9 
B3 372 3 
Skærbækværket B3 392 3 Skærbækværket B3 392 3 
Studstrupværket 
B3 350 3 
Studstrupværket 
B3 350 3 
B4 350 3 B4 350 3 
Esbjergværket 
B3 377 3 
Esbjergværket Agg. 465 6 
B4 88 2 
6.1.2 Distributed Generation 
In the power systems being analysed, distributed generation is installed only in WDKPS. Both 
wind and CHP technologies are considered and different approaches are used in order to include 
them into the simulation. Both types of generation are connected to medium voltage, i.e. 60kV: 
hence, the power system is modelled including 150/60kV transformers and 60kV busbars by which 
all distributed generation is connected to the rest of the network. 
For CHP technology, the hourly available generation of each CHP installation is defined 
according to the aggregated curve defined in Appendix B and shown in Figure 6-1. The installed 
capacity at each 60kV bus is known and the curve in Figure 6-1 is used in order to provide the 
needed hourly variation. This approach leads to the use of the same curve in each CHP location, 
which means that all peaks occur at the same hour and that similar behaviour can be observed at all 
buses (only installed capacities are different). This is clearly an approximation which can lead to 
mismatches in the results, since the considered behaviour does not reflect the real situation of the 
power system. However, the purpose of the analysis is to consider how wind generation affects the 
system, whereas variations of CHP generation are not of interest in the presented study. Since the 
used method allows a model of the system that generally represent the average behaviour of the 
power system the assumption made is considered reasonable here. 
In case of distributed wind generation, an approach similar to the one discussed in section 5.1.4.2 
is used. The WDKPS is divided into zones according to the available wind speed information from 
Reanalysis [80]. For each bus in each zone, the installed wind capacity is known and the output 
time series of each bus is calculated considering the aggregated power curve from Figure 5-18 and 
the set of 25 wind speed time series for the years 1979-2003. In this way, 25 power time series are 
available for each bus. The set keeps the correlation among different output power locations, since 
input wind speed time series are correlated as well as differences in onshore wind generation, which 
occur due to the distance between them. Some approximations must be remembered for the 
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considered model regarding the physical location of some wind turbines, the scaling of the 
Reanalysis data from 10 m to a more realistic height with equation (4-2) and the use of the 
aggregated power curve for the entire system (Figure 5-18). A more detailed description of these 
issues can be found in section 5.1.4.2. 


























Figure 6-1. Aggregated normalised CHP curve for the WDKPS. 
6.1.3 Offshore Wind Farms 
Offshore wind farms are a part of the power system in West Denmark, whereas they are not used 
in case of the RBTS considered here. The model used for these installations is the one described in 
chapter 4 and therefore no further comments are given here. The complete model is shown in Figure 
4-4 and the factors of relevance used in this chapter are included in the model for HLI analysis 
(section 5.1.5). Regarding the components of the wind farm, i.e. wind turbines, internal cables and 
connectors to shore, their length and size are case-dependent and they are presented when the 
simulations are performed. As discussed in chapter 5, reliability data for offshore wind turbines are 
difficult to extract due to the recent use of this environment. Examples of general values for the 
three components are presented in Table 6-2. Given the MTTR from [96], the failure rate is chosen 
in order to have an availability of approximately 96%, as suggested in [75]. A constant MTTR is 
used for internal cables and connectors to shore, since it provides similar results as in the case of 
monthly variable parameter (see chapter 4), especially when the simulation is performed for a 
period of one year. 
Table 6-2. Reliability data for wind farm components 
 Failure rate MTTR Availability 
Wind turbine 1.10 1/yr 310 h 96.25% 
Internal cable 0.015 1/y/km 1440 h 99.75% 
Connectors to shore 0.005 1/y/km 1440 h 99.92% 
 
For each wind farm in the system, its output power has to be in the form of time series in order to 
provide hourly values that can be used as input to the sequential analysis of the power system. In 
this chapter, reliability and generation indices for the considered wind farms are not discussed, since 




the wind installations included in the WDKPS can refer to the results presented in chapter 5.  
Since the available generation of each wind farm does not depend on the rest of the power system 
and in order to reduce the number of components of the system, the wind farm can be aggregated as 
a single generator connected to its PCC. The output of this generator is the hourly power that 
includes both wind speed variability and component failure/repair events. With this representation, 
the hourly wind generation can be assessed, stored before the HLII simulation is run and used for 
the total study of the power system, which also facilitates the reduction of the computation time. 
6.1.4 Load Curves 
As in the case of HLI analysis, the load has to be in form of a chronological curve with hourly 
steps, but for HLII studies, it is necessary to know the yearly curve of the load at each bus of the 
system. For this definition, a large amount of data has to be available and this is not always 
possible: hence some approximations must be considered. 
 In case of RBTS, there are five load buses in the system. For each of them information about how 
to divide the load into sectors, which have different hourly, daily and weekly characteristics 
throughout the year, is available [97]. In order to perform an HLII analysis of the system, the 
sector’s yearly load curves in each bus are aggregated into a single load curve [97], which 
represents the assumed load at the relative bus. Load curves at each load-bus for the first week of 
the year are shown in Figure 6-2.a), whereas the total aggregated curve for the entire system is 
presented in Figure 6-2.b). More details on the definition of each curve can be found in Appendix 
A. 




































b) Total yearly aggregated curve 
 
Figure 6-2. Hourly load curve for RBTS: a) first week for each load bus, and b) total system 
aggregated curve for the entire year. 
In case of the WDKPS, the load is defined in a similar way as distributed CHP generation. The 
considered demand at each busbar is connected to the respective 60kV busbar, where the local peak 
load is known, and the aggregated normalised curve defined in Appendix B (see Figure 6-3) is used 
in order to vary the load value in each hour of the simulation. 
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Figure 6-3. Average normalised load curve for the WDKPS. 
The peak load of the aggregated curve is equal to 3737 MW for year 2007 [113], but the sum of 
each single peak value at each busbar is equal to 4238 MW [108], [111], since those peaks do not 
occur at the same hour. In order to generate a more realistic representation, the peak load of each 
busbar is scaled to obtain a total peak load in the system equal to 3737 MW. This is an 
approximation which may influence the assessment, since reducing the peak load may cause a 
reduction of line loading and therefore a reduced possibility for detecting critical situations in the 
power system. However, it is not possible to obtain more detailed information on load variations at 
each busbar and therefore the assumption made is currently the only one that can provide a proper 
representation of the system. 
6.1.5 Transmission System 
For HLII analysis, transmission facilities have to be included in the model of the power system 
being analysed. Lines, cables and transformers are usually modelled as a two-state model in 
reliability studies and this approach is followed in this thesis as well. It is assumed that component 
failures are all independent and common mode failures are not considered, e.g. failure of a line does 
never affect other lines, even though they are installed on the same tower. 
Table 6-3. Reliability figures for lines, cables and transformers in the two power systems 
Power System  Component Failure rate MTTR 
RBTS 
Line  0.02 1/y/km 10 h  
Transformer 0.02 occ/y 768 h 
  Failure rate MTTR 
WDKPS 
Line 0.00071 1/y/km   250 h 
Cable  0.00122 1/y/km 16 h  
Transformer 0.003 occ/y 100 h  
 
Availability data for all transmission components of the two power systems are presented in Table 
6-3. Data for RBTS are published in [25]: in this case, transformers are assumed ideal components 




in order to help the comparison with published results. For the WDKPS, availability figures are 
assumed based on [117], whereas data on component configurations are extracted from [106]-[111]. 
It must also be mentioned that in the WDKPS loads are connected to the rest of the grid by one to 
three 150/60kV transformers, depending on their size and their position in the network (Appendix 
A, Figure A-8). 
6.1.6 Description of the Monte Carlo Simulation 
As described in previous chapters, the reliability assessment of a power system is performed in 
this thesis by means of a sequential Monte Carlo simulation. Also in case of HLII analysis, the use 
of this technique provides a more comprehensive set of results, especially in case of stochastic 
generation connected to the network. The chronological behaviour of different sources can be 
included in the analysis and both index values and probability distribution functions can be 
calculated. However, as previously discussed, all elements of the power system are more difficult to 
represent, since their hourly values have to be known in each bus of the system and this causes 
problems in case of distributed generation depending on wind or on market prices. Furthermore, 
different types of analysis can be considered here depending on the purpose of the study. A standard 
HLII analysis can be performed in order to assess the indices defined in chapter 2, where the focus 
is put on the assessment of load curtailments and energies not supplied both at system and bus 
levels. This approach is used in this thesis to investigate the reliability of different power systems 
and more definitions and comments are given in section 6.2. Due to the need for several load flows 
and optimal power flow calculations, long computation times are usually required for the 
assessment. In order to reduce the influence of this issue on the analysis some VRT are applied 
here, e.g. control variate and complementary random variables. 
 Another more recently developed approach is the so-called “well-being analysis”. Its purpose is 
that it is interesting for the operation and planning prospective to evaluate deterministic aspects, 
since they are simple to implement, easy to understand and to judge by planners in relation to severe 
conditions of power systems [8]. However, a deterministic analysis of power systems itself may 
provide an insufficient overview of its behaviour, since probabilistic aspects, e.g. component 
failure, renewable generation, etc, cannot be properly included and many assumptions are usually 
required. Therefore, a well-being analysis can represent a good solution, since it combines 
probabilistic methods with deterministic assessments and a complete overview of the power system 
reliability can be provided. In section 6.3, a brief description of the approach is given, considering 
its main definitions, assumptions and results. However, due to the long computation time required 
for this analysis in DigSILENT Power Factory, it is not further used for the reliability analysis of 
the considered power systems, but it can represent a good solution for future studies related to the 
work presented in this thesis. 
6.2 Standard HLII Analysis 
As discussed in the introduction to this chapter, the investigation of power system reliability from 
the HLII point of view requires the use of different tools depending on the type of study and it may 
require long computation time. In this thesis, only loss of loads and transfer limitation issues are 
analysed, whereas reactive power and voltage analyses are not taken into account. For this reason, 
the main issue here is to assess whenever the available generation is sufficient to supply the current 
demand, taking into consideration the limitations due to transmission facilities, i.e. lines, cables and 
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transformers. In these types of analysis, new tools need to be included: overloading and losses of 
components must be evaluated and therefore load flow calculations have to be used. Besides, in 
case of problems at a certain hour of the analysis, some optimisation analysis must be included as 
well in order to see if the problem can be solved, and if not, if the curtailment of exceeding load can 
be minimised. Introducing these tools in the analysis requires a new structure of the approach as 
presented in the next section. The model is applied to the RBTS and the WDKPS in order to assess 
their reliability from an HLII point of view. It must also be taken into account that long computation 
time is required and this may influence reaching a good accuracy of the results.  
6.2.1 Description of the Technique 
Based on the models of components described in section 6.1, the sequential Monte Carlo 
simulation used in this section is described in the following. It is defined according to a standard 
procedure [63] and a few comments regarding its parts are given later in the section. 
1. Parameters of the power system and of the simulation are defined 
2. For each sample 
a. Components’ histories (up/down cycle of each non-ideal component) are defined on 
hourly base. All components’ histories are combined into a matrix, which is sorted by 
hours in ascendant order and it is known that between two following hours (rows) in the 
matrix, the topology of the power system does not change. Hourly values of load and 
wind generation may of course vary along the interval. This divides the length of each 
sample into intervals. 
b. For each defined interval until the end of the sample length 
i. The topology of the system is updated according to the component changes that 
occur at the very first hour of the interval  
ii. If all components are in service, the simulation goes to point 2.b.iv 
iii. If minimum one component is out of service 
1 Worst-case scenarios are defined and a DC load flow is calculated 
a If any component is overloaded or any load is not fully supplied, each 
hour of the interval is analysed with a DC load flow varying both the 
load demand and the wind generation; therefore for each hour 
i. If any component is overloaded or any load is not fully 
supplied, an AC OPF is performed 
1. If the overloading is removed without shedding any 
load, the simulation goes to the next hour 
2. Otherwise, bus and system reliability indices are 
updated 
ii. Otherwise the simulation moves to the next hour 
b Otherwise the simulation goes to point 2.b.iv 
iv. The simulation moves to the next interval 
c. All bus and system indices are updated 
d. The stopping criteria are controlled: if none of them are satisfying, the simulation moves 
to point 2.a, otherwise it goes to point 3. 




3. Final indices of the simulation are calculated. 
The system is represented with the models described in previous sections: DigSILENT Power 
Factory is used for this purpose and the respective type and a stochastic model are assigned to each 
component. Nodes and busbars are normally assumed to be ideal components as well as switches 
and breakers. Each wind farm is defined as an ideal generator, since its output power is calculated 
in advance and each of its values includes both wind variability and component reliability, i.e. the 
stochastic nature of the wind farm is not included in the generator, but in its generation.  
The history of each component (point 2.a) is defined for the period of interest on an hourly basis 
in order to obtain an up-down cycle like in Figure 5-3. Representations and definitions depend on 
the model of each component and on its stochastic parameters. The matrix used to store the 
information about the history of all components contains the following values in each row: 
- The component that changes its state 
- The hour at which the component changes its state (changing hour) 
- The new state which the component goes to at the changing hour 
Therefore, this matrix contains the complete history of the topology of the power system for the 
sample being studied, except for the load and distributed generation, which are defined separately. 
It is known when the system changes due to failure/repair events and it is known when the system 
maintains a fixed topology.  
Worst case scenarios are considered (2.b.iii.1) in order to reduce the number of load flow 
calculations and accordingly the computation time. As worst-case scenarios the following cases are 
considered for each interval: 
- Hour with highest aggregated load value 
- Hour with minimum sum of CHP and wind generation (both distributed and offshore)  
- Hour with the largest difference between the load and the sum of CHP and wind generation 
(both distributed and offshore). 
The use of this approach may reduce the number of performed load flow calculations and this 
could help to speed up the analysis. However, it may lead to some approximations, since it can 
occur that an interval may be dropped for further analysis, especially in case of wind generation 
included in the system, even if it presents problems which do not coincide with the worst case 
scenarios. However, the probability that this will occur is very low and it can be neglected in the 
proposed analysis. 
The DC load flow calculations (2.b.iii.1.a) are used in order to assess if the power system 
encounters a problem, i.e. component overloading or loss of load during the current hour. If a 
problem occurs, further analysis, i.e. OPF, are required. A DC load flow is chosen here, since 
reactive power issues and voltage violations are not of interest in the simulation. Moreover, DC 
calculations are usually faster than AC load flows and this may help to reduce the computation 
time.  
AC OPF (2.b.iii.1.a.i) is evaluated in such hours when a load flow calculation has detected some 
violations in the power system regarding components’ overloading. The purpose of an OPF is to 
optimise the operation of the system in order to re-dispatch the generation and to solve the detected 
problems. The OPF is performed in order to optimise (minimise) the cost of load shedding in the 
system, controlling active power generation and without violating transfer capability and active 
power limitations. Another parameter that needs to be defined for the optimisation problem is the 
cost of curtailment for each load that contribute to the optimisation process (loads that cannot be 
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shed do not require this cost definition). In this way, a priority is assigned to each load in such a 
way that the more expensive is the shedding of the load, the less this load is curtailed in critical 
situations. 
The used OPF is defined in DigSILENT Power Factory and it is based on an iterative interior-
prior algorithm: for further details, refer to [61]. It must be pointed out that a DC OPF would be 
more suitable for the study performed here due to the type of analysis. However, this tool is still not 
yet available in DigSILENT Power Factory for load shedding minimisations. When it will be 
included in future versions of the software, as expected, it will become a useful solution for the 
analysis performed here in order to speed up the simulation.  
The set of indices (2.b.iii.1.a.i.2) calculated with the presented approach is the one given in 
chapter 2. All indices (2.c) are evaluated according to the standard Monte Carlo procedure [63] and 
both the coefficient of variation of index EENS, that has proved to be the most critical index 
regarding convergence issues [63], and a maximum number of samples are generally used as 
stopping criteria (2.d). When one of the two criteria is met, the results of the simulation are 
considered satisfactory and the simulation is interrupted. 
Due to the long computation time usually required by Monte Carlo simulations, further analyses 
are also performed using VRT, which are implemented in order to speed up the calculations. As 
discussed in chapter 2, the purpose of these techniques is to manipulate the way each sample of a 
Monte Carlo simulation is defined, in order to both preserve the randomness of the method and 
decrease the variance of the estimation, which may help decrease the computation time. Two 
approaches are used for the considered simulation; one based on CV and one on CRV. According to 
the discussion in chapter 2, the CV technique is applied here considering the solution of an HLI 
analysis performed on the same power system as control variates Z. This can be applied because the 
main assumption, when a CV technique is applied, is that random variables Y and Z are correlated. 
Since the results of an HLI analysis are necessarily correlated with results of an HLII analysis, the 
discussed approach can be used for the case being analysed. 
The described approach is applied to the RBTS (section 6.2.2) with a comparison to different 
available results in the literature and considering the efficiency of the mentioned VRT. Moreover, 
few comments on the application of the method to the WDKPS are given in section 6.2.3. 
6.2.2 Analysis of the RBTS 
The proposed method is applied to the RBTS in order to verify its validity by comparison of the 
obtained results with the ones available in the literature, e.g. [97] and [120]. In order to perform an 
HLII analysis, it is necessary to define load priorities for the switching action in case of load 
curtailments. In references [97] and [120], three philosophies are considered: Pass-I policy, Pass-II 
policy and Priority order policy. The first two philosophies consider load curtailments according to 
the position of the load in respect to the fault location; the third predefines a priority order for each 
load according to its importance. In the presented comparison, due to the available options provided 
by DigSILENT Power Factory, the Priority order policy is used for the simulation. DigSILENT 
Power Factory defines the load priority according to the cost of curtailments of each load in the 
system i.e. the OPF tries to minimise the cost of load shedding, which is the objective function, and 
therefore the Priority order seems the most appropriate solution for this study. Priority order policy 
used in [97] and [120] and values defined in the software are shown in Table 6-4: the costs do not 
refer to any real reference and they are used here only to define the priority order for the loads in the 
system. 








[97], [120]  
Cost of load shedding  
in Power Factory 
[$/MVA] 
Load Bus 2 1 1.4 
Load Bus 3 5 1 
Load Bus 4 3 1.2 
Load Bus 5 2 1.3 
Load Bus 6 4 1.1 
 
Based on these considerations, several simulations are performed for the RBTS power system using 
the presented sequential Monte Carlo simulation. Results of system reliability indices together with 
a number of samples, computation times and coefficients of variation are presented in Table 6-5, 
whereas in Table 6-6 results of load bus reliability indices are shown. Index PAllOn in Table 6-5 
indicates the probability of having all components of the system in service. 
The presented results are calculated for four cases, where the inclusion of different VRT are 
considered according to the following scheme in order to assess how the different VRT may 
influence the analysis. 
- Case 1: no VRT are used 
- Case 2: only CV is used 
- Case 3: only CRV is used 
- Case 4: both CV and CRV are used. 
In order to provide a broader set of results for the comparison, system reliability indices for each 
case are computed with two different simulations (a-cases and b-cases in Table 6-5), where the only 
difference is in the choice of different initial seed for the random number generator.  
Before analysing the results, it must be pointed out that the total aggregated load curve used for 
the HLI analysis, i.e. used in cases 2.a and 4.a as control variates, does not correspond to the curve 
utilised in HLI analysis (chapter 5). The curve previously used was defined according to global 
system information for the load (Figure 5-5.b)), whereas here the load curve is defined as the sum 
of the load curves in each bus. Following this approach, a different curve is obtained as shown in 
Figure 6-2.b, with a total peak load equal to 179.5 MW. This explains why the results from HLI 
analysis presented in Table 6-5 (column “HLI”) differ from other results presented in chapter 5, 
Table 5-6. 
Comparing the values in the tables, it can be noted that different simulations provide results of the 
same order, even if some differences can be observed. The first reason for this can be explained 
with the use of a Monte Carlo simulation, since each simulation uses a different random number 
sequence, which does not permit to repeat the same analysis and therefore exactly the same results 
cannot be expected. Furthermore, these differences can be justified considering that some 
parameters used in [97] and [120] are unknown: thus, the same assumptions cannot be made. In 
particular, load priority philosophies are similar, but not equal. DigSILENT Power Factory 
optimises the objective function, i.e. cost of load shedding, according to economical aspects: more 
important loads are classified depending on their cost in case of need for load curtailment. Instead 
references [97] and [120] classify load priorities in respect to the merit order of Table 6-4. Thus, it 
is possible that, depending on DigSILENT Power Factory evaluations, the economical optimisation 
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results in avoidance or reduction of the shedding of load compared to the references. This can be 
observed for example for load in bus 2 (Table 6-6): reliability indices are equal to zero in 
DigSILENT Power Factory simulations, whereas they are not in [97]. 
Table 6-5. Reliability system indices for RBTS with the standard HLII analysis 






















ENI int/y 1.7 1.72 0.74 1.61 1.51 1.58 1.56 1.61 1.53 1.58 1.59 
PAllOn h/y - - 0.81 0.79 0.79 0.79 0.79 0.79 0.79 0.79 0.79 
ELC MW/y - 19.79 2.70 15.98 15.06 16.35 15.42 15.98 15.62 16.35 15.78 
EENS MWh/y 147.11 152.97 36.27 171.87 163.11 182.07 169.66 171.87 172.96 182.07 176.94 
EDLC h/y - 13.32 - 15.86 14.94 16.39 15.51 15.86 15.87 16.39 16.23 
Comp. Time s 5157 - - 11834 10268 10769 10368 10545 10451 11012 10589 
Coeff. Var. % <5 - - 3.52 3.87 2.93 3.04 3.75 3.74 2.91 2.93 
No. Sample - 1000 - - 1000 1000 1000 1000 1000 1000 1000 1000 
Table 6-6. Reliability bus indices for RBTS with the standard HLII analysis 
Indices Unit Ref [97] Ref [120] Case 1.a Case 2.a Case 3.a Case 4.a 
Load bus 2 
ENLC int/y 0.089 - 0 0 0 0 
ELC MW/y - - 0 0 0 0 
EENS MWh/y 1.09 - 0 0 0 0 
EDLC h/y - - 0 0 0 0 
Load bus 3 
ENLC int/y 0.641 - 1.027 1.027 0.992 0.992 
ELC MW/y - - 9.885 9.883 10.266 10.265 
EENS MWh/y 19.05 - 55.157 55.148 63.565 63.551 
EDLC h/y - - 4.266 4.266 4.623 4.622 
Load bus 4 
ENLC int/y 0.497 - 0.013 0.013 0.012 0.012 
ELC MW/y - - 0.001 0.001 0.0007 0.0007 
EENS MWh/y 14.96 - 0.0024 0.0024 0.0013 0.0013 
EDLC h/y - - 0.03 0.03 0.024 0.024 
Load bus 5 
ENLC int/y 0.024 - 0.02 0.02 0.013 0.013 
ELC MW/y - - 0.063 0.063 0.014 0.014 
EENS MWh/y 0.274 - 0.517 0.517 0.027 0.027 
EDLC h/y - - 0.084 0.084 0.026 0.026 
Load bus 6 
ENLC int/y 0.933 - 0.789 0.789 0.793 0.793 
ELC MW/y - - 7.749 7.749 7.933 7.933 
EENS MWh/y 111.73 - 116.194 116.194 118.479 118.479 
EDLC h/y - - 11.637 11.637 11.819 11.819 




Comparing coefficients of variation and computation times in Table 6-5, it can be noted that [97] 
requires a shorter time for the computation of 1000 samples. In the simulation, the proposed 
approach is based on available functions of DigSILENT Power Factory, where the repetition of 
several OPF, as required for the present analysis, demands large computation effort. However, the 
coefficient of variation is smaller for the proposed method: in Figure 6-4.b it can be noted that the 
proposed approach reaches a coefficient of variation equal to 5% after approximately 350 samples 
for cases 3.a and 4.a and after 500 samples for cases 1.a and 2.a. Due to the lack of information 
regarding some definitions in the references, it is not possible to justify this difference. However, 
the same behaviour has been observed in chapter 5 for HLI analysis and the similarities in the 
indices may justify the results. 
Now, comparing the results obtained by using different VRT, it can be noted that similar values 
are calculated in each case and small differences can be justified by the use of different random 
number sequences. Most interesting observations can be made for the coefficient of variation: the 
use of VRT effectively increases the accuracy of the results. In particular, the inclusion of CV into 
the calculations provides reliability indices with a coefficient of variation nearly 0.7% lower than 
without it. The use of CRV does not show any improvements, as it can be noted in Table 6-5 and 
Figure 6-4. Comparing cases 1.a (no VRT) and 3.a (CRV), the coefficient of variation is even 
higher when CRV is included, whereas it is slightly lower in case 3.b if compared to case 1.b 
(0.13% decrease). This suggests that the inclusion of CRV does not really improve the accuracy of 
the simulation when the number of samples is kept constant. The improvement of coefficient of 
variation between cases 1.b and 3.b can be justified with the use of different initial seed for the 
random number generator. The main reason for this can be explained with the applied 
complementary random numbers for the definition of availability time series. When this technique 
is utilised, samples are coupled in pairs. During the first sample, a random number sequence is 
generated, stored and used, whereas in the second sample, the complementary random number 
sequence is calculated from the first sequence and the reliability of the power system assessed. 
Since the random numbers are used for defining sequential time series with the availability of each 
component in the system, it may occur that the sequence of numbers generated in the first sample 
does not have sufficient values for the second sample. Therefore, new random numbers must be 
added to the complementary sequence and this may reduce the correlation between each pair of 
samples. This fact together with the considerations of section 2.4.2.1 explains the reason for the 
ineffectiveness of the VRT applied to the RBTS. This factor is, however, dependent on each 
simulation and it may become profitable, when the reliability of a different power system is 
assessed. 
As mentioned, the use of CV is instead more advantageous for reducing the computation time of 
the simulation. However, it must be pointed out that, due to the use of control variates based on HLI 
results, it is not possible to calculate the reliability indices in each load bus, since the HLI analysis 
provides only system indices. This aspect must be taken into account if the analysis focuses on bus 
indices, since the accuracy of the results is not improved by the use of CV, i.e. CV has no effects on 
the results. If instead system indices are of interest, the approach shows its effectiveness. This 
aspect can be observed for example in Table 6-6 that compares results for cases 1.a and 2.a: exactly 
the same values are computed due to the lack of results from HLI analysis for the definition of 
control variates variables. The same applies if case 3.a is compared to case 4.a. 
Finally, convergence of index EENS and probability distribution function of the energy not 
supplied (ENS) per sample can be observed for all four a-cases in Figure 6-5. In Figure 6-5.b, the 
probability distribution function can be approximated with a negative exponential function, which is 
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typical for highly reliable power systems such as the RBTS. Furthermore, it must be highlighted 
that in cases 2.a and 4.a the distribution function has no values close to zero, but the minimum value 
which ENS can assume is 36.27 MWh. This can be explained by the use of CV; the estimated value 
calculated in each sample is the difference between the ENS of the current HLI analysis and the 
ENS of the current HLII analysis. When both analyses provide the same value, i.e. the difference is 
equal to zero, the current value of ENS is equal to the control variates values, i.e. 36.27 MWh from 
Table 6-5, which represents the minimum value of ENS which the simulation can have. This aspect 
cannot be observed in cases 1.a and 3.a, since CV is not used and values of ENS can be equal to 
zero, i.e. all demand is supplied during the sample. Similar plots can be obtained for all b-cases and 
the same considerations hold true. In order to compare the probability distribution function of ENS 
with the one stated in [97], the two plots in Figure 6-6 can be observed. In respect to Figure 6-5.b, 
the distribution is different, since a different definition of the bar values is provided in order to 
facilitate the comparison to the reference.  
The two distributions have similar behaviours, even if small differences can be noted, as in the 
case of the first bar, i.e. ENS between 0 and 50 MW. In the reference, the value is approximately 
equal to 41.8%, whereas in case of the performed simulation, this value is equal to 37.3%. 
However, these values are in the range of the reached coefficient of variation and the difference in 
results can be considered consistent with the consideration provided in this section. 
b)a)

































































Figure 6-4. Coefficients of variation for the four a-cases: a) all samples, b) zoom on last 650 samples. 
b)a)














































Figure 6-5. Index EENS for the four a-cases: a) Convergence and b) Probability distribution function. 





Figure 6-6. Probability distribution functions for ENS a) for [97], and a) for case 1.a. 
The results presented in this simulation show some differences compared to similar analyses in 
available literature [97], [120]. However, these differences might be explained by some 
approximations which make the two simulations similar, but not equal, and therefore different 
results might be expected. According to these considerations, the presented model might be further 
used for future HLII analysis of power systems. 
6.2.3 Analysis of the WDKPS 
The same approach might be applied to the WDKPS in order to evaluate the reliability of this 
power system considering an HLII analysis. However, the simulation cannot be performed at the 
present time with the discussed approach due to some limitations in the use of OPF. In particular, 
this function, which is needed to re-dispatch generation and power flows in the system when 
component overloading occurs, shows some difficulties in converging when it is applied to a large-
scale system, as in the case of WDKPS. For this reason, an alternative approach is discussed in 
section 6.4 in order to overcome this problem. A pseudo HLII analysis is defined, where the ability 
of the system to supply the load respecting transmission and generation constraints is evaluated 
without the use of any OPF. 
6.3 Well-being Analysis 
In this section, a brief description of the main characteristics of a well-being reliability analysis is 
given [7]-[9]. This approach might be combined together with or used instead of the standard 
method from section 6.2, since it evaluates the reliability of a power system from a different point 
of view. A well-being analysis consists of the definition of a set of operating states in which the 
power system may reside and the calculation of some statistical aspects of these states, such as 
probability, average duration and frequency. A system may be in healthy state, when both 
generation and transmission facilities can meet a predefined deterministic criterion, e.g. N-1; in a 
marginal state, where the load is sufficiently supplied, but a predefined deterministic criterion 
cannot be satisfied; in an at-risk state, when the load cannot be properly supplied and some load 
curtailments occur. When a sequential Monte Carlo simulation is used, the following nine reliability 
indices might be evaluated: 
- Probability, average duration and frequency of healthy state 
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- Probability, average duration and frequency of marginal state 
- Probability, average duration and frequency of at-risk state 
whereas models for the components of the power system are equal to the ones in a conventional 
HLII analysis (section 6.1). As a general approach, the following steps can be considered (elements 
marked with * indicate possible solutions to reduce the computation time of the analysis as 
described later in this section): 
1. Definition of the power system together with the parameters of the analysis 
2. Definition of the priority indices of the transmission lines* 
3. Then, for each sample 
a. Components’ histories (up/down cycle of each non-ideal component) are defined on 
hourly base. All components’ histories are combined into a matrix, which is sorted by 
hours in ascendant order and it is known that between two following hours (rows) in 
the matrix, the topology of the power system does not change. Hourly values of load 
and wind generation may of course vary along the interval. This divides the length of 
each sample into intervals 
b. Assessment of the HLI indices of the system, if a CV technique is included in the 
model*. 
c. For each of the predefined intervals 
i. The topology of the system is upgraded. 
ii. Worst case scenario is checked* and if it shows problems, the simulation 
goes to 3.c.iii; otherwise it moves to the next interval (3.c.i). 
iii. Then for each hour of the interval 
1. A load flow calculation is performed in order to check if any problem 
occurs: if so, an OPF calculation is then considered in order to 
minimise the load shedding in the system with constraints on active 
generation limits and component overloading. 
2. If a load curtailment occurs after an OPF calculation, the at-risk 
indices are updated. 
3. If a load curtailment does not occur, an N-1 calculation is performed 
for each of the in-service components. 
a. If a load curtailment occurs for one of the N-1 calculations, 
the marginal indices are updated. 
b. If a load curtailment does not occur for any of the N-1 
calculations, the healthy indices are updated. 
iv. The system indices are updated according to the previous calculations. 
d. The coefficient of variation of the final sample indices is calculated and the simulation 
is stopped if either a predefined accuracy or a maximum number of samples is 
reached. 
4. The final indices are calculated and stored for further analysis. 
Due to the long computation time required for the calculation as already discussed for the 
standard approach, different solutions might be adopted in order to reduce the length of the analysis. 




- VRT can be used in order to reduce the number of samples required by the simulation to 
reach the desired accuracy. The purpose of VRT is to reduce the variance of the indices and 
therefore to increase the speed of the analysis [41]. A brief description of VRT theory and of 
the different techniques can be found in chapter 2. For CV (point 3.b), results from an HLI 
analysis might be used as control variable (see also section 6.2.1). 
- A worst case scenario analysis (point 3.c.iii) is used before each interval. The hour with the 
largest load of the interval is chosen and it is checked if a load curtailment occurs in this case. 
If it occurs, then each hour of the interval is analysed, otherwise the simulation moves to the 
next interval. In this way, the number of load flow is reduced with a reduction of the total 
computation time. If distributed generation is connected to the power system, other worst 
cases can be found in section 6.2.1. 
- As discussed in [9], a contingency list might be defined in order to reduce the number of 
components to check when an N-1 analysis is performed for the current state of the system 
(point 2). Basically, a contingency list consists of the components which are more critical for 
the system according to its current topology. The following strategies are known solutions to 
defining most critical components to be included in the contingency list: 
▪ The largest available unit in the system at the current hour [118]. 
▪ Transmission lines are ranked according to their priority index (PI), which is a parameter 
that measures how much a particular component outage might affect the system [118]. 






















      (6-1) 
where NL is the number of branches in the network, Pi the active power of line i, Pi
*
 the 
transmission capacity of line i, αi is the number of parallel lines for branch i and wi is the 
weighting factor of line i. PI values can be pre-calculated before any simulation in case of 
system peak load both when all lines are in service and when one or more lines are out of 
operation. The remaining lines are then ranked according to the PI. During each sample 
for each hour when it is requested, i.e. when marginal or healthy states have to be 
detected, most critical lines are included in the contingency list and the state of the system 
is analysed. 
▪ A similar approach can be used in order to include in the contingency list the lines whose 
failure may cause load curtailments. In that case another PI (PIcurt) is calculated, but the 
active power is substituted by the current curtailed load and the transmission capacity is 
replaced by the current required load. All lines whose failure causes load curtailment and 
therefore causes a value of PIcurt larger than zero, are included in the contingency list 
reducing the approximation in the calculation. Lines which radially connect the system 
are not included in this calculation. This second PIcurt becomes relevant in small system 
where the loss of a component can be critical. 
- Normally, it can be assumed that the system is N-1 reliable. This means that when all 
components are in service, the system is in healthy state. This assumption may not be correct 
for small power systems and it can be verified by pre-calculating the response of the system in 
this case. The use of this assumption should speed up the calculation and reduce the number 
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of performed load flows and OPF, i.e. all hours with all components in service are directly 
considered as healthy state without any additional analysis. 
The main drawback of the presented method regards the computational time that the calculation 
requires. Since several load flows and OPF have to be computed in each sample, it is necessary to 
keep in mind that the computation effort is huge and that it increases if the size of the power system 
increases. For this reason, no simulations are presented in this thesis with the discussed approach. 
The large amount of required OPF is responsible for the considerable computation time and 
satisfactory results cannot be obtained in this case. 
In the literature, e.g. [9], it is possible to find examples of this approach when applied to the two 
IEEE power systems, i.e. the RBTS and the IEEE-RTS. In case of RBTS, a reinforced configuration 
is considered, where an additional line is used to connect the radial load 6 to the rest of the power 
system. Without this new layout, the system would never be in healthy state, since the N-1 criterion 
would never be verified. 
6.4 Alternative HLII Analysis 
In this section, models and methods for an alternative HLII analysis of different power systems 
are described. Due to some problems at present time in performing OPF analyses for large-scale 
power systems, this function has to be removed from the simulation and an alternative approach is 
needed in order to assess the reliability of a power system from an HLII point of view. The RBTS is 
firstly studied with this new approach in order to compare the obtained results with the results from 
standard HLII analyses (section 6.2.2). Moreover, the impact of large offshore wind generation on 
the WDKPS is analysed as well, considering some of the scenarios described in chapter 5 for HLI 
analysis. The following parts are considered for the definition of the power system and their 
modelling is based on the description of section 6.1: 
- Conventional power plants 
- Distributed CHP generation 
- Distributed wind generation 
- Offshore wind generation 
- Distributed load 
- Transmission system, including HV lines, HV cables, HV/HV and HV/MV transformer. 
In the following section, the presented approach is described, whereas its application to the two 
studied power systems is discussed in sections 6.4.2 and 6.4.3 respectively. 
6.4.1 Description of the Alternative HLII Approach 
In order to adapt the standard HLII analysis to the current available DigSILENT Power Factory 
functions, an alternative approach is defined for the assessment. It is assumed that the system can 
reside in one of the following states, depending on its current operation: 
- State 1: the system is performing its function, supplying the required demand and avoiding 
components overloading. Calculated indices are frequency, probability and duration of the 
state during the interval under analysis, i.e. one year; 
- State 2: the system experiences lines or transformer overloading, but the generation is 
sufficient for supplying the load. Also here, frequency, probability and duration of the state 




are evaluated. Besides, every time this state occurs, overloaded components are removed from 
the system, a new load flow is calculated, components eventually overloaded are removed and 
the operation is performed until either the system does not experience any overloaded 
components or a cascade effect causes the system to crash. In this second case, additional 
results are stored (unit is hours per year), which indicate how many hours a line or 
transformer overload may cause a cascade effect of the whole system (cascade effect 1) or 
how many hours it may lead to the inability of the system to supply all the demand  (cascade 
effect 2). In this last case, the generation is normally sufficient, but overloading of 
transmission facilities may prevent the transmission of generation where the demand is 
located, whereas in the first case, it is assumed that a system will experience this state if more 
than a certain number of transmission facilities (lines, cables and transformers, when included 
in the analysis) have been disconnected due to overloading problems; 
- State 3: the system cannot supply the demand because the system generation is not sufficient. 
Frequency, probability and duration of the state are calculated as well as the amount of energy 
that would be necessary to supply the complete load. It must be pointed out that the energy 
not supplied can be calculated only for this state, since in state 2 it is not possible to correlate 
load reduction and line/transformer overloading without optimising generation and 
transmission of the system, which would require an OPF analysis. 
In addition to the mentioned indices, some average values are calculated: for each state, the 
duration per occurrence is assessed, whereas for state 3, the energy not supplied per interruption and 
energy not supplied per hour are computed as well. It can be noted from these definitions that the 
set of indices provides a kind of worst-case analysis, since in case of any problems in the system, a 
generation re-dispatch is not performed, i.e. an OPF would be necessary, and therefore it is not 
possible to completely detect when the system experiences a critical condition that leads to load 
shedding, or a situation, which can be solved without any further problems. Furthermore, additional 
results are obtained for other components: 
- For each line and transformer, average number of failures per sample, average number of 
components overloading and average duration of the overloading per sample are stored 
together with maximum and minimum overloading that the component experiences during the 
entire simulation; 
- For each load-bus, energy not supplied, frequency of interruption and duration of interruption 
are assessed: these values refer to the case when the load is disconnected from the rest of the 
grid, i.e. the load is isolated and no HV connections are available to supply the demand. 
In order to quantify the results calculated from this analysis, the following indices are defined 
based on the previous comments: 
- For each system state 
▪ FOS = Frequency Of State [occ/y] (for all states) 
▪ POS = Probability Of State [-] (for all states) 
▪ DOS = Duration Of State [h/y] (for all states) 
▪ EENS = Expected Energy Not Supplied [MWh/y] (for state 3) 
▪ AENS = Average Energy Not Supplied [MWh/int] (for state 3) 
▪ ELNS = Expected Load Not Supplied [MWh/h/y] (for state 3) 
▪ DOO = Duration of Occurrence [h/occ] (for all states) 
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▪ DC1 = Duration Of Cascade effect 1 [h/y] (for state 2) 
▪ DC2 = Duration Of Cascade effect 2 [h/y] (for state 2) 
- For each line or transformer 
▪ ENF = Expected Number of Failures [occ/y] 
▪ ENOL = Expected Number Of Overloading [occ/y] 
▪ EDOL = Expected Duration Of Overloading [h/y] 
▪ LMax = maximum overloading reached by the component 
▪ LMin = minimum overloading reached by the component 
- For each bus load 
▪ EENS = Expected Energy Not Supplied [MWh/y] 
▪ EDOI = Expected Duration Of Interruption [h/y] 
▪ EFOI = Expected Frequency Of Interruption [occ/y]. 
According to these definitions, the presented work does not provide a complete HLII assessment 
of the power system, but it can be used as a pre-study in order to obtain an initial overview of 
possible problems that the entire system may encounter and of the most critical components for the 
power system. 
Based on these considerations, the assessment is performed according to the following steps: 
1. The layout of the power system and the parameters of the simulation are defined 
2. For each sample 
a. Components’ histories (up/down cycle of each non-ideal component) are defined on 
hourly base. All components’ histories are combined into a matrix, which is sorted by 
hours in ascendant order and it is known that between two following hours (rows) in 
the matrix, the topology of the power system does not change. Hourly values of load 
and wind generation may of course vary along the interval. This divides the length of 
each sample into intervals 
b. For each interval (until the end of the sample length, i.e. one year) 
i. The topology of the system is updated according to the component changes 
that occur at the very first hour of the interval  
ii. If all components are in service, the system is in state 1; relative indices are 
updated for the whole interval and the simulation goes to point 2.b.iv. 
iii. If minimum one component is out of service or in a derated state. 
1. A DC load flow is calculated for worst-case scenarios (defined later 
in this section). If any component is overloaded, each hour of the 
interval is analysed with a DC load flow varying both load demand 
and generation for each hour 
a. If any conventional power plant is overloaded, the system 
resides in state 3; relative indices are updated and the 
simulation moves to the next hour. 
b. If any transmission line or transformer is overloaded, the 
system resides in state 2; relative indices are updated and the 




simulation moves to the next hour. Moreover, possible 
cascade effects are analysed. 
c. Otherwise the system is in state 1; relative indices are updated 
and the simulation moves to the next hour. 
2. Otherwise the simulation goes to point 2.b.iv. 
iv. Otherwise the simulation moves to the next interval. 
c. Indices for the current sample are assessed. 
d. Stopping criteria are controlled: if none of them are satisfying, the simulation moves 
to point 2.a, otherwise it goes to point 3. 
3. The final indices of the simulation are calculated. 
As worst-case scenarios (2.b.iii.1), which represent a sort of pre-analysis of each interval in order 
to reduce the number of needed load flow calculations and therefore the computation time, the 
following cases are considered for each interval: 
- Hour with highest aggregated load value 
- Hour with minimum sum of CHP and wind generation (both distributed and offshore)  
- Hour with the largest difference between the load and the sum of CHP and wind generation 
(both distributed and offshore). 
Comparing the presented approach with the one used for standard HLII analysis, it can be noted 
that OPF calculations, which should be included in order to check if a critical hour with component 
overload may be solved without shedding any load, are not implemented. The simulation is 
performed for a large number of samples and the coefficient of variation is calculated for each index 
of the three states, i.e. FOS, POS, DOS and EENS: the highest one after each sample is used to 
control the stopping criterion of the simulation. 
Due to the large amount of time usually required for the HLII analysis, the inclusion of VRT into 
the simulation is considered here as well. As for the standard analysis, two approaches have been 
used for the considered simulation, one based on the CV approach and one on the CRV technique. 
Regarding the first approach, it is highlighted here that the CV technique is applied considering the 
solution of an HLI analysis performed on the same power system to define a control variates, as for 
the standard approach. 
6.4.2 Analysis of the RBTS 
In this section, the RBTS is analysed with the alternative HLII analysis proposed in the previous 
section. Different simulations are performed considering the inclusion or non-inclusion of VRT into 
the model. In particular, four cases are analysed, as listed in the below: 
- Case 1: no VRT are used 
- Case 2: only CV is used 
- Case 3: only CRV is used 
- Case 4: both CV and CRV are used. 
This comparison is performed in order to assess how VRT affect the analysis and which VRT is 
more suitable for the presented study. In the calculated results, the different results of the four cases 
are presented only for the global assessment of the power system, since HLI analysis can provide 
some results only for this part of the analysis. Each simulation is performed with the presented 
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sequential Monte Carlo simulation, considering a maximum number of samples equal to 10000. The 
coefficient of variation is not used as a stopping criterion here, in order to have the same amount of 
results for each simulation and facilitate the comparison. Results are shown in Table 6-7 to Table 
6-9, according to these definitions 
- Table 6-7 shows the reliability results for the three described states together with the accuracy 
reached by each simulation and the computation time for the four cases; moreover, the first 
column shows the results of an HLI analysis of the system used for the CV; 
- Table 6-8 describes the results for the lines in the system only for case 1; 
- Table 6-9 presents some reliability values for the load-bus only for case 1. 
Table 6-7. Reliability results of RBTS from the alternative HLII analysis 
   HLI 








State 1 FOS  occ/y  1.756 2.807 2.804 2.817 2.819 
 POS - 0.99956 0.999151 0.999146 0.9991 0.999139 
 DOS   h/y   8732.158 8728.586 8728.542 8728.431 8728.475 
 DOO  h/occ  - 3109.578 3112.667 3098.815 3095.753 
State 2 FOS  occ/y  0 1.059 1.0593 1.073 1.073 
 POS - 0 0.000413 0.000413 0.000400 0.000423 
 DOS   h/y   0 3.607 3.607 3.693 3.692 
 DC1   h/y   0 0.0063 0.0063 0.0029 0.0029 
 DC2 h/y 0 0.493 0.4929 0.492 0.492 
 DOO  h/occ  0 3.405 3.405079 3.441 3.441 
State 3 FOS  occ/y  0.7563 0.749 0.747 0.745 0.748 
 POS  - 0.000439 0.000430 0.000435 0.000400 0.000435 
 DOS   h/y   3.835 3.7584 3.802 3.846 3.803 
 EENS  MWh/y  36.659 35.575 35.725 35.811 35.650 
 DOO  h/occ  - 5.014 5.091 5.164 5.085 
 AENS MWh/occ - 47.465 47.844 48.075 47.674 
 ELNS  MWh/h  - 9.465 9.397 9.310 9.374 
Sim. Data Comp. Time s - 48440 48136 47562 49623 
 C. Var. no CV % 2.03 2.96 2.96 2.89 2.89 
 C. Var. CV % - - 0.3 - 0.32 
 
From the results in Table 6-7, it can first of all be seen that all VRT provide similar results, which 
proves also the efficiency of the model. The system is in state 1 most of the time, as it can be 
expected for a well-designed system. Besides observing the results for state 2, it can be noted that 
when the system is in this state (approximately 3.6 h/y), only 0.1% of the time the system 
experiences a critical situation due to cascade effect 1, when more than half of the lines are 
disconnected from the system, e.g. compare DOS to DC1, and 13% of the time the generation 
cannot be transmitted to supply the demand, e.g. compare DOS to DC2. In all other cases 
(approximately 87%), the system reacts to the failure, overloaded lines are disconnected and the 
system operates without further problems. State 3 occurs less frequently than the other two states: 
index EENS shows the expected additional energy which should be available in order to supply the 




system demand. Summing these values to the energies in Table 6-9, a total value of approximately 
146 to 150 MWh is obtained. Comparing this value to the one in section 6.2.2 for the standard HLII 
analysis, it can be noted that it is close to the value obtained using the other approach 
(approximately 150 MWh in references and 175 MWh in performed simulations). This result proves 
that a connection can be found between the two analyses, where the presented study can be used in 
order to verify the other calculations and as an alternative method for the study. Finally, considering 
the coefficient of variations, it can be noted that a very low value can be obtained with the use of 
CV (approximately 0.3%). It must be remember here that this value should be adjusted with the 
coefficient of variation from the HLI analysis (column “HLI”): since the control variable from HLI 
is summed up to the HLII results, the two coefficients of variation, which represent errors, should 
be added together for the complete result [62]. However, regarding the obtained small coefficient of 
variation, which refers to index EENS for state 3, it is calculated according to the difference 
between the HLI and the HLII results. Since these values are very close in each sample, the control 
variables are very low (lower than 1 MWh for EENS) and therefore, when it is added to the result of 
the HLI analysis, the difference between HLI and final results is very low, causing a very low value 
for the coefficient of variation. On the other hand, this suggests that the use of CV is not very 
effective for the considered power system, since it does not improve the results provided by an HLI 
analysis considerably. However, it can be expected that for a large-scale system where the control 
variable assumes higher values, the CV provides an effective solution. When CRV is used, a small 
improvement of the coefficient of variation is obtained: however, it might depend on the different 
random number sequence used and not on a real effectiveness of the method, as for the standard 
analysis. 












1 1.4916 (1.5) 0.4706 1.5647 126.5167 100.0012 
2 4.9409 (5.0) 0.0396 0.1767 192.1073 100.0399 
3 3.9965 (4.0) 0.0501 0.2135 166.8549 100.0806 
4 1.0045 (1.0) 0.0026 0.0106 113.5231 100.0692 
5 0.9837 (1.0) 0.0002 0.0004 121.157 104.7525 
6 1.4869 (1.5) 0.4723 1.535 128.6751 100.0055 
7 4.9527 (5.0) 0.0335 0.1444 168.583 100.081 
8 1.0012 (1.0) 0.0001 0.0002 146.8965 136.0402 
9 1.0046 (1.0) 0 0 - - 







Load_bus2 0 0 0 
Load_bus3 0 0 0 
Load_bus4 0 0 0 
Load_bus5 0.1648506 0.0149 0.0026 
Load_bus6 111.4308 11.0318 0.994 
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In case of line analysis (Table 6-8), it can be noted that lines behave as expected, since they 
experience an expected number of failures per year close to the failure rates applied to the model, 
e.g. for each line compare calculated values with values between brackets, which are the failure 
rates given in Appendix A. Regarding overloading issues, it can be observed that each line 
experiences overload during the simulation, a part from line 9. This is reasonable considering that 
line 9 radially connects load bus 6 to the rest of the grid. The line is well-designed and since it must 
transmit only the power to supply load 6, it never experiences overloading. Line 8 has the largest 
minimum overloading and comparing indices ENOL and EDOL, it can be seen that they have low 
values. This suggests that the system experiences a rare event during which the line is overloaded. 
This event occurs only in few samples of the simulation (eventually only in one sample) and this 
justifies the obtained results. Lines which experience longer average overloading are lines 1 and 6: 
this is reasonable, since these lines transmit power to the load-bus with the highest peak load. When 
a deficiency in the system occurs and these lines become overloaded, the system may require longer 
time to return to stable operation, since the demand of load is higher in this part of the system. 
Finally, it must be observed that line 2 has the largest overloading. This can be explained 
considering that the line has a low nominal capacity; besides, it supplies the second highest load in 
the system (load 4). If some of the other lines connecting the load-bus are out of service, this line 
must transmit a larger amount of power and it can more easily get heavily overloaded. 
Regarding Table 6-9, it can be noted that load-buses 5 and 6 are the only buses in the system that 
experience islanding operation during the performed simulations. In case of load bus 6, this can be 
expected, since there is only one radial connection able to supply the expected demand and its 
failure isolates the load at the bus which therefore must be shed. In regard to load-bus 5, the event 
of load curtailment occurs only a few times lasting a short time and a low expected energy not 
supplied. This is reasonable for the configuration of the power system: load bus 5 is connected to 
the rest of the grid by two lines, Line 5 and Line 8, which both have a failure rate equal to 1occ/y 
and a MTTR equal to 10 h/y (Appendix A). This means that unavailability for each line is equal to 
0.00114 and a probability of contemporary failure of both lines equal to 1.3x10
-6
, which represents 
an expected time equal to 0.0113 h/y for having both lines out of service at the same time, as also 
calculated in Table 6-9. This justifies the results and proves the correct operation of the simulation 
for the calculation of load reliability. 
According to these considerations, it can be seen that the proposed analysis provides a set of 
results that gives a general overview of the system and of the criticality of its components. Some of 
the results are similar to the ones obtained with a conventional HLII analysis, even if OPF 
calculations are not performed and therefore the obtained results may represent a worst-case 
scenario, since some critical situations might be solved with an optimisation of the problem. 
Furthermore, it must be considered that the RBTS is a small-scale power system and larger 
differences in results might be obtained for a more realistic power system. 
6.4.3 Analysis of the WDKPS 
The reliability of the WDKPS is assessed with the discussed alternative HLII analysis in order to 
show an application of the method on a large-scale system and to estimate how much its reliability 
is influenced by the increase of installed wind generation. For this reason, different scenarios are 
considered in order to compare the present situation with future possible developments. In the 
presented study, three scenarios are analysed as shown in Table 6-10, where installed capacities for 




different types of generation and annual peak loads are shown. Columns 3 and 4 show absolute and 
relative increases of the total load in different scenarios in respect to scenario 1, whereas columns 5 
to 8 present the assumed installed capacity of conventional power plant (CPP), distributed CHP 
generation (CHP), distributed wind generation (WDG) and offshore wind generation (OWF). The 
last two columns indicate absolute and relative increases of the total installed generation in respect 
to scenario 1. 
In scenario 1, the configuration of the power system is the one presented in [107]-[109] and 
updated with the information available in [111], where upgrades of the system up to 2007 are 
discussed. The only offshore wind farm is Horns Rev and the peak load is defined according to 
[113]. Main data for the current scenario of the WDKPS are given in Appendix A and the complete 
power system is shown in Figure A-8, Figure A-9 and Figure A-10 where some examples of 150-
60kV buses with connected distributed generation, the 150kV transmission and generation system 
and the 400kV transmission and generation system are shown respectively. 
Table 6-10. Installed capacities in each scenario 
  
 Load peak 
Load 
incr. 
CPP CHP WDG OWF TOT gen 
Tot Gen 
incr. 
 MW % [MW] [MW] [MW] [MW] [MW] [%] 
Scenario 1 2007 3737 - 3490 1641 2219 160 7510 - 
Scenario 2 2010 3901 4.38 3490 1641 2400 369.3 7900.3 5.20 
Scenario 3 2025 4597 23.01 3490 1641 3200 2225.3 10556.3 40.56 
 
Scenario 2 has a configuration similar to the one in scenario 1: a second offshore wind farm is 
connected, Horns Rev 2, whereas distributed wind generation and the load are increased according 
to [113] (see Table 6-10). Since information is not available regarding how the onshore wind 
generation increase will be distributed among the different system buses, the increase is 
proportionally spread among all locations. Furthermore, the capacity of the 400kV lines between 
Kassø and Revsing is increased to 2760 A as foreseen in [111]. 
In scenario 3, distributed wind generation and load demand are increased according to [113] (their 
increase is again proportionally distributed among all locations), whereas a new configuration of 
offshore generation is considered: 
- Horns Rev (160 MW) is removed from the system, since a life-time of 20 year is assumed for 
the wind farm 
- Offshore wind farms Horns Rev 3 (1008 MW), Jammerbugt (604.8 MW) and Djursland 
(403.2 MW) are connected to the system, whereas Horns Rev 2 is still operating (209.3 MW). 
The chosen configurations for all future wind installations are based on the discussion in section 
5.3.2.2 (scenario 4) and their main data are summarised in Table 6-11. 
As suggested in [113], in order to connect a large amount of wind generation at the West Danish 
coast, two new 400kV lines are built between Endrup and Idomlund (close to the west coast) in 
scenario 2025. The lines transmit power between the two mentioned buses and a new 400kV busbar 
in Blåbjerg, to which it is assumed that Horns Rev 3 will be connected [111]: these three new 
components are shown in red in Figure A-10. Three 400/150kV transformers are installed in 
Blåbjerg in order to inject the power of the two offshore wind farms into the 400kV system. Data 
for these components are presented in Table 6-12 according to the information provided in 
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Appendix A. In the same table, data of the two new 400kV lines are also included. 








Wind turbine  
size  
[MW] 






Horns Rev 160 80 2 1 21 
Horns Rev 2 209.3 91 2.3 1 45 
Horns Rev 3 5x201.6 280 3.6 3 30 
Jammerbugten (2) 3x201.6 168 3.6 2 25 
Djursland 2x201.6 112 3.6 1 25 
 
Besides, in order to avoid that some of the 150/60kV transformers are overloaded during normal 
operation due to the increase of installed onshore wind capacity and of the loads in scenario 3, some 
additional components are included in the system: new transformers are listed in Table 6-12 and 
their data are available in Appendix A. The size of each component is chosen in order to have a 
transformer capacity at each bus which is higher than the installed distributed generation, based 
both on CHP and wind. Moreover, these components are the same as already used in the other 
scenarios, even though this may lead to overdesigning the power system. In Table 6-12, the capacity 
volume needed at the bus is indicated (column “Needed additional capacity”) as well as the size of 
the used component (column “Component type”) for each of the new transformers. 
Distributed CHP generation and conventional power plants do not vary in all scenarios. There are 
no plans for decommissioning conventional power plants in West Denmark [119] within the next 20 
years and [113] suggests a constant development in CHP generation until 2025. 
Table 6-12. Additional transmission components included in scenario 3 in order to avoid overloading 
during the normal operation of the power system 










BBJ5-IDU5 IDU 400 BBJ 400 - 90 KAS5TJE-T 
END5-BBJ5 END 400 BBJ 400 - 56 KAS5TJE-T 
BBJ3-BBj2-1,2,3 BBJ 150 BBJ 400 1200 - IDU5-IDU3 
BBR3-BBR2-3 BBR 150 BBR 60 ~15 - T45MVA 
HVV3-HVV2-3 HVV 150 HVV 60 ~46 - T75MVA 
MAL3-MAL2-2 MAL 150 MAL 60 ~15 - T45MVA 
STS3-STS2-2 STS 150 STS 60 ~5 - T45MVA 
 
In order to speed up the simulation, the generation of each wind farm is calculated and stored in 
advance, and results are recalled by the sequential Monte Carlo simulation when needed during 
each sample. Since the available generation of each offshore wind farm is calculated at the point 
where offshore cables become part of the onshore transmission system (see chapter 5), each wind 
farm, which is modelled as a single generator in DigSILENT Power Factory, is connected to the rest 
of the network by onshore cables, which are rated at 150kV and have an availability equal to the 




one of the other cables in the transmission system (Table 6-3). 
It must also be mentioned that loads of the WDKPS are connected to the rest of the grid by one to 
three 150/60kV transformers, depending on their size and their position in the network (see Figure 
A-8). Moreover, distributed generation might be connected to the same buses. If a failure occurs in 
one or more of these transformers, the load might be either completely disconnected from the grid 
or its supply might be limited by the reduction of capacity that transformers can transmit. In the first 
case, it is assumed that the load experience a complete shedding, independently of the availability 
of the distributed generation at the same bus. In the second case, overloading of transformers is 
checked, but load curtailments do not occur. 
The sequential Monte Carlo simulation is performed for the reliability assessment of the power 
system. Stopping criteria are based on checking the coefficient of variation, which should reach a 
value below 2%, and on a maximum number of samples equal to 1000. The usefulness of VRT is 
shown for scenario 1 in Table 6-14, where the results without VRT (case 1), including only CV 
(case 2), only CRV (case 3) or both techniques (case 4) are shown. For the two other scenarios, both 
VRTs are used and only one column of results is presented: row “C. Var no CV” in scenarios 2 and 
3 show the value of coefficient of variation that the simulation would have reached if the two 
scenarios had been analysed only with CRV, i.e. case 3, even if the results for this case are not 
included in the table in order to compact the results of the presented calculations. Moreover, Table 
6-13 shows the results of an HLI analysis for each scenario, as they are used to include the CV 
techniques in the simulation. Some differences can be observed between the results of Table 6-13 
and the results from the HLI analysis in chapter 5. This is due to the different definitions of installed 
capacities in the system and to the use of load and generation at each bus instead of an aggregated 
representation.  
Table 6-13. Results of the three scenarios for an HLI analysis, as used for the CV studies 
 Indices Unit Scenario 1 Scenario 2 Scenario 3 
State 1 
FOS  occ/y  1.261 1.553 7.512 
POS - 0.9999 0.9998 0.9977 
DOS   h/y   8759.28 8758.50 8739.81 
State 2 
FOS  occ/y  0 0 0 
POS - 0 0 0 
DOS   h/y   0 0 0 
DC1   h/y   0 0 0 
DC2   h/y   0 0 0 
State 3 
FOS  occ/y  0.261 0.553 6.512 
POS - 4.4E-05 1.7E-4 2.3E-3 
DOS   h/y   0.697 1.489 20.17 
EENS  MWh/y  91.75 207.73 3634.04 
Sim. Data Coeff. Var.
7 % 2.285 3.96 1.13 
 
Other results are presented in Appendix C: 
                                                 
7
 Different values for the coefficient of variation are due to the different number of samples which are used to assess the 
HLI reliability indices presented here. 
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- In Table C-1, results related to all lines in the power system are shown: number of failure, 
hours per year during which the line experiences overloading, number of overloads and 
maximum and minimum overloading in each line during the performed simulations are 
described;  
- Similar results are shown for the transformers in Table C-2; 
- Indices for all loads in the system are presented in Table C-3: frequency of interruption, hours 
of interruption and energy not supplied due to isolating events for each load are presented in 
the table. 
Table 6-14. Results from HLII analysis for different simulations performed on the three scenarios 
   Scenario 1 Scenario 2 Scenario 3 














FOS  occ/y  1.3 1.285 1.322 1.270 1.653 8.571 
POS - 0.9999059 0.999914 0.999899 0.9999106 0.9997824 0.99708294 
DOS   h/y   8759.176 8759.246 8759.114 8759.217 8758.094 8734.447 
DOO   h/occ 6737.828 6818.499 6625.654 6899.033 5299.585 1019.087 
State 2 
FOS  occ/y  0.019 0.019 0.008 0.008 0.036 1.099 
POS . 3.08E-6 3.08E-6 6.16E-6 6.16E-6 2.397E-5 6.19E-4 
DOS   h/y   0.027 0.027 0.054 0.054 0.21 5.42 
DC1   h/y   0 0 0 0 0 2.325 - 2.937 
DC2   h/y   0.017 0.017 0 0 0 0.002 
DOO   h/occ 1.421 1.421 6.75 6.75 5.833 4.932 
State 3 
FOS  occ/y  0.281 0.266 0.314 0.262 0.617 6.477 
POS - 8.92E-5 4.52E-5 9.27E-5 4.54E-5 1.915E-4 2.296E-3 
DOS   h/y   0.781 0.7081 0.812 0.710 1.678 20.114 
EENS  MWh/y  108.426 92.885 97.684 92.171 237.523 3621.494 
DOO  h/occ  2.780 2.666 2.586 2.714 2.721 3.105 
AENS MWh/occ 385.857 349.680 311.095 352.296 385.213 559.144 
ELNS  MWh/h  138.830 131.182 120.300 129.806 141.585 180.048 
Sim. Data 
Comp. Time s - ~55400 - ~56700 ~75700 ~104000 
No. sample - 1000 1000 1000 1000 1000 1000 
C. Var. no CV % 13.78 13.78 12.88 12.88 10.6 3.54 
C. Var. CV % - 1.09 - 0.26 0.98 0.05 
 
The results presented for the reliability assessment of the WDKPS are completed by Figure 6-7, 
where index EENS is calculated with different initial seeds of the random number generator for the 
three scenarios. In the figure, values of index EENS are shown together with their limits, as they are 
defined by the coefficient of variation reached by each value at the end of each simulation. Some of 
the results are those shown in Table 6-14 (red squares in Figure 6-7), whereas the others have not 
been presented in this thesis, but they are included here in order to visualise how index EENS can 
vary, if the initial seed is changed. Considering the coefficients of variation displayed in Figure 6-7 
for cases 2 and 4, it must be highlighted that the values in Table 6-14 (row “C.Var CV”) are 
adjusted according to the accuracy which is reached for the HLI results, i.e. control variables from 




Table 6-13. The coefficient of variation measures an error and its complete value can be calculated 
by considering a sum of the two coefficients of variation, as discussed in [62] for the calculation of 
the error of two input data which are added together. For example with the data presented in Table 
6-13 and Table 6-14, it is possible to calculate the complete values as 2.54%, 4.94% and 1.19% for 




















































Figure 6-7. Values of EENS for the three scenarios considering simulations for different cases and with 
different initial seeds of the random number generator. 
Considering the results for the whole system in Table 6-14, it can be noted that for all three 
scenarios, the power system spends most of the time in state 1, as it can be expected. State 2 occurs 
less often, since overloading of components are more seldom noticed, as it can also be observed in 
Table C-1 and Table C-2. In scenarios 1 and 2, lines and cables are never overloaded and the 
indices in Table 6-14 for state 2 become different than zero when transformers exceed their rated 
capacity. In case of scenario 3, state 2 remains the state in which the system spends less time, but 
values of indices increase due to the larger number of components that may be overloaded, i.e. 
increase of power to be transmitted in the system. Moreover, in state 2 of scenario 3, the system 
may experience both cascade effects. Cascade effect 2, quantified by index DC2, shows that this 
situation is noted only in few cases, approximately 0.5% of the hours when the system is in state 2. 
In case of cascade effect 1, two values are presented in Table 6-14 and this can be explained with 
some problems that occur when the simulation is performed. During the calculation of index DC1, 
in some hours the load flow calculations do not converge, after that a certain amount of 
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transmission components are removed from the system. Index DC1 is updated with an hour each 
time the system is in state 2, i.e. it presents a cascade effect where more than 40 transmission 
components are removed from the system. Since the exact number of hours when this cascade effect 
happens cannot be calculated here, due to problems in solving equations of the load flow 
calculations, two values for index DC1 are evaluated: the lowest value shows when the hours, 
during which the load flow cannot be performed, are not included in the index assessment and the 
highest when all these hours are included. Therefore, the values included here represent the limits 
between which the index DC1 can reside. The reason why cascade effects only are experienced in 
scenario 3 is the fact that the power system has a large increase of load demand and therefore of 
transmitted power. Since the layout of the WDKPS is basically kept constant in all scenarios, i.e. 
few facilities are added in scenario 3 in respect to previous cases, it is more probable that the power 
system experiences overloading and therefore cascade effects. The analysis of the results presented 
here may help to analyse which elements of the system will have more problems in future scenarios 
and will need upgrades. 
State 3 shows the case when the generation in the system is not sufficient to supply the demand at 
each load bus. The state occurs much more seldom than state 1, but it may be recognised more often 
than state 2. In state 3, also the energy not supplied is presented in form of index, i.e. EENS: its 
value increases when future scenarios are analysed as it can be expected considering the results 
discussed for the HLI analysis in chapter 5. In future scenarios the system load is increased if 
compared to scenario 1, as shown in Table 6-10. In order to compensate this variation, a higher 
capacity of wind generation, located both onshore and offshore, is assumed in the system. However, 
as previously mentioned, wind generation has a lower capacity factor than conventional power 
plants and it can be concluded here that the additional installed capacity is not sufficient to 
compensate the increase of load and ensure the same reliability as in the original scenario. 
 The computation time becomes longer, when the number of offshore wind farms is increased. 
This is due to the code used for the analysis, which requires additional time for each wind farm 
included in the system and therefore it causes an increase in the computation time. The growth of 
time occurs in spite of the pre-calculation of all offshore wind farm generation time series, which 
helps reduce the simulation time.  
Considering the use of VRT for scenario 1, it can be noted in Table 6-14  that the use of both 
techniques improves the coefficient of variation in the case where they are applied. As for the 
RBTS, the use of CV produces a large decrease of the coefficient of variation, as shown in case 2, 
where it decreases from 13.78% to 1.09%. The reason for this large improvement can be found in 
the use of control variables from an HLI analysis in evaluating the results, which might not be too 
far from the final solution of a HLII study. Since the control variable assumes small values its 
coefficient of variation is low. In this case also the use of CRV seems to produce a reduction of the 
coefficient of variation in the analysis, as it can be observed in the results from case 3. The 
reduction is smaller than in the case where CV is used, but it produces an accuracy anyway which is 
almost 1% better than in the case without VRT (case 1). However this aspect is case sensitive, as it 
can be observed in Figure 6-7. The figure shows that it is not always true that the use of CRV 
improves the accuracy of the simulation: there are some cases, where the coefficient of variation 
becomes higher when this technique is applied. This suggests that the use of the method does not 
ensure an improvement of the simulation and its use must be analysed in detail before being 
applied. The reason for this behaviour is the same provided for HLI analysis and it can be found in 
section 6.2.2. 
Finally, the combination of the two VRT gives an improvement in the accuracy of the results: the 




values obtained in Table 6-14 are a combination of solutions from cases 2 and 3. For scenarios 2 
and 3, only the results of case 4 are shown in Table 6-14; however, row “C. Var. no CV” indicates 
the coefficient of variation which is reached by the same simulation applied to case 3, i.e. only CRV 
is used. Comparing the last two rows of Table 6-14, it can therefore be observed that the accuracy 
of the simulation is improved also in the future scenarios, when VRT are applied. 
Considering now Figure 6-7, it can be observed that in all cases where CV is included in the 
simulation, i.e. cases 2 and 4, the accuracy of the results improves, i.e. coefficient of variation is 
lower than in the other cases, i.e. cases 1 and 3. This is expected, as it has been previously discussed 
in this section. Besides, cases where CV is not used show more distributed values due to their worse 
accuracy. In case of scenario 3, however, the inclusion of CV shows smaller improvements in the 
results, since the coefficient of variation reached without the inclusion of CV has values much 
lower than in the other cases. Some examples show values much lower (“Case 3 – seed 1” in 
scenario 3) or higher (“Case 3 – seed 1” in scenario 2) than the other results. This suggests that the 
considered number of samples is not sufficient and a higher amount of samples should be used in 
order to obtain a more detailed solution of the simulation. This aspect is not investigated here, but it 
may represent an interesting issue for future studies. 
The coefficient of variation decreases in future scenarios, when CV is not used, i.e. row “C. Var. 
no CV”. This occurs for the same reason as explained for the HLI analysis in chapter 5. The 
probability distribution of index EENS is more spread in scenario 3, since almost every sample has 
a loss of load. In case of scenario 1, many samples have a value of EENS equal to or very close to 
zero, i.e. the power system is more reliable, and its convergence is slower. This can be seen in 
Figure 6-8, where the probability distribution function of the energy not supplied ENS per sample 
for the three scenarios is presented considering the case without the use of CV (case 3 from Table 
6-14, it must be noticed that results of case 3 are not included in the table for scenarios 2 and 3, but 
they are used in order to calculate the plots in Figure 6-8). There are more samples with very low 
ENS in scenario 1 than in the other cases and this explains the reason for the slower convergence of 
this simulation. In scenario 3, the values of ENS are more widely distributed around the expected 
value and therefore a faster convergence can be obtained. 





a) Scenario 1 - Case 3





b) Scenario 2 - Case 3








c) Scenario 3 - Case 3
Axis Legend:
x = ENS [MWh]
y = Probability [%]
 
Figure 6-8. Probability distribution function for ENS per sample for the three scenarios for case 3, i.e. 
only CRV is included. 
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These considerations are not valid anymore if observing the coefficient of variation which is 
reached when the CV is included in the analysis. In this case, scenario 2 is the one with the lowest 
accuracy, whereas the coefficient of variation is lower for the two other cases. This is due to the fact 
that the expected control variables are low, i.e. 0.42 MWh, 29 MWh and -13
8
 MWh for scenarios 1, 
2 and 3 respectively, whereas the distribution functions of the control variables (Figure 6-9, where 
the highest bar is not completely shown in the three plots to have a better visualisation of the 
distribution functions) are less spread in case of scenario 1 and 3 and more distributed in scenario 2. 
In other words, the opposite happens of what appeared in the simulations without CV, e.g. case 4. 
Since the expected values are low, samples where the results are low in absolute value help the 
simulation to converge, whereas more distributed samples make the simulation reach the 
convergence more slowly. This is the case of scenario 2, where the distribution function of ENS 
(Figure 6-9.b) is wider than in the other cases, giving a smaller accuracy of the results. However, 
the accuracy of the analysis is improved also in this case compared to the scenario without CV, 
since the coefficient of variation improves from 10.6% to 0.98% (Table 6-14). 









b) Scenario 2 - Case 4




c) Scenario 3 - Case 4
Axis Legend:
x = ENS [MWh]
y = Probability [%]
 
Figure 6-9. Probability distribution function for ENS per sample for the three scenarios for case 4, i.e. 
both CRV and CV are included. 
In case of the lines (Table C-1), it can be noted that the expected number of failure of each line is 
similar to the input values used for the model (compare columns 3, 8 and 13 “ENF” with column 1 
“Failure Rate”). Regarding scenarios 1 and 2, even if lines and cables experience failure during the 
simulations, there are no events where any line or cable shows overloading. This can be explained 
considering two aspects: 
- The present power system is well-designed and the level of redundancy is very high, so it is 
very unlikely that any line or cable becomes overloaded; 
- The performed simulation using DigSILENT Power Factory may not produce realistic 
solutions. In fact, since the system is treated as an island, power flows are different than the 
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 Negative values are obtained because a mismatch can occur between hourly values of the aggregated onshore wind 
generation time series used in HLI and the distributed productions of wind generation used in HLII. In general, the 
difference should be positive or equal to zero, because the HLI results should always be lower than the HLII indices, 
but, due to these mismatches, it may happen that the control variables assume negative values. 




real ones. When there is overproduction and the system does not need conventional power 
plants to supply the load in order to use all generation from wind and CHP installations, the 
conventional power plants are used for that. This means that extra-generation in the system 
flows towards the locations of these plants, whereas in reality these flows do not exist.  
Considering these issues, it can be said that the considered analysis is useful in order to evaluate 
to which extent the system can supply the load, but the results that include lines and cables 
components may lead to unrealistic solutions. In case of scenario 3, similar comments are valid, as 
the one proposed for the two other scenarios. It must be noted here anyway that more lines and 
cables experience overloading in this scenario. This can be explained considering that the power 
flows in the system have increased their size, but apart from a few changes in the network, i.e. new 
transmission facilities in Table 6-12, the complete system is not upgraded to the new configuration 
of the system. This causes the system to encounter critical situations more often than in the other 
cases. 
Regarding the transformers in the system (Table C-2), it can be observed that they experience 
both failures and, in rare cases, some overloading conditions more often than in the case of lines 
and cables. This second event occurs very seldom in scenario 1, i.e. only one transformer is 
overloaded, and in scenario 2, i.e. five transformers show overloading. In these cases, the event 
occurs in those locations where two transformers are used in parallel to connect the load and 
distributed generation to the rest of the power system. This means that, when one of the two 
transformers is out of service and either the load or the generation is very high, the operating 
transformer cannot transmit all the required power and therefore it becomes overloaded. This event 
is very rare, but the overloading might be quite high and it must be considered when the system 
reliability is assessed. In case of scenario 3, overloading of transformers occurs more often due to 
the increase of the installed distributed wind generation and load. Since the increase of these 
elements is large, it is more likely that transformers get overloaded, even in cases where three of 
them are connected in parallel to transmit the power to a load bus or to extract it from that point to 
the rest of the system.  
An interesting issue regarding transmission facilities’ overloading in scenario 3 is the comparison 
of the results in Table C-2 with the results obtained by another simulation, either for a different case 
or with another initial seed for the random number generator
9
. In fact most of the components 
which experience overloading in a simulation show the same behaviour, also in the other analyses. 
This means that the presented study can be used in order to detect which components may cause 
more critical events for the power system and therefore which solutions must be adopted in order to 
avoid these situations. 
Regarding the loads (Table C-3), results show that some of the load buses in the system 
experience a load shedding during the simulation. This occurs for the loads which are connected to 
the power system by a single transformer. The total energy not supplied to the loads in the three 
scenarios presented in Table C-3 is equal to 177.54 MWh, 569.37 MWh and 950.49 MWh, 
respectively. However, these values do not provide a very interesting result for the study presented 
here, since they are very dependent on the simulations and for different cases or with different 
initial seeds, it is possible to obtain very different results, i.e. case 4 with another initial seed 
produces values of 253, 268 and 404 MWh for scenarios 1, 2 and 3, respectively. The reason for 
this can be found considering that a load is not supplied when the relative 150/60kV transformer 
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 These results are only mentioned here, but they are not included in the presented thesis. 
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fails and the load remains isolated from the rest of the system. Since the expected number of 
failures of each transformer is very low (Table C-2) and the reached accuracy is very high in each 
simulation
10
, very different results are obtained if different simulations are performed. This suggests 
that 1000 samples are not a suitable number for this analysis, which should be run for a larger 
number of samples in order to obtain more satisfactory results. This issue is not investigated in this 
thesis due to the large amount of time required by the analysis, but future simulations of current and 
future scenarios may consider a higher number of samples in order to obtain more accurate results 
for the energy not supplied to each load. Values of load not supplied for the three scenarios 
changing the initial seed of the random number generator are shown in Figure 6-10 (the three cases 
highlighted in yellow refer to the results shown in Table C-3): as previously discussed, the values 
are very variable, since they depend on the failures of the transformers that connect the loads to the 
rest of the network. In Figure 6-10 the average amount of load not supplied of the six presented 
simulations is shown as well: it is possible to notice that the average values are not far from each 
other in the three scenarios, which confirm the necessity of performing the simulation for a higher 
number of samples. According to footnote 10, results from cases 1 and 2 are shown together: when 
VRTs cannot be used, the two cases provide the same values. The same applies for cases 3 and 4. 
 
Figure 6-10. Amounts of load not supplied for the three scenarios considering simulations for different 
cases and with different initial seeds of the random number generator. 
Finally, it must be highlighted that in scenario 3 a smaller number of loads should experience 
isolation, since new transformers are installed in two buses, i.e. MAL and STS: respective loads are 
not connected with a single connection anymore and therefore the loads in these buses should never 
be disconnected from the rest of the grid. This should not decrease the amount of energy not 
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 It must be noted here that in relation to the assessment of components’ reliability indices, the mentioned VRT are not 
used and the results presented in Table C-1, Table C-2 and Table C-3 are obtained without any techniques to reduce the 
variance of the results. This is done since the discussed results refer to each bus in the system and it is not possible to 
obtain a control variable for values at each bus when an HLI analysis is used for this purpose. 




supplied, since the increase of demand of scenario 3 compensates the smaller number of 
disconnected load. 
The presented analysis shows that the alternative HLII analysis presented in this section can be 
used as an interesting tool for a preliminary analysis of a power system, as shown here for the 
WDKPS. Similar conclusions as for the HLI analysis applied to the same system are valid here 
(chapter 5). However, a more detailed overview of critical components can be obtained and 
therefore it might be easier to analyse which elements and events might produce critical situations 
for the system that have to be kept under observation. 
6.5 Conclusions 
In this chapter, different HLII analyses applied to power systems are discussed in order to show 
different solutions and provide different assessments of their reliability. First of all, a general 
description of the models of power system’s components, which are needed for HLII analysis, is 
discussed in section 6.1: elements such as conventional power plants, distributed generation both 
from wind energy and CHP technology, offshore wind generation, distributed load and transmission 
facilities are presented. Since these representations are similar to the ones described in chapter 5 for 
the HLI analysis, only their upgrades to the HLII studies are described in section 6.1. Three types of 
HLII analyses are then considered: 
- A standard HLII simulation (section 6.2), which is applied to the RBTS in order to verify the 
validity of some of the considered models 
- A well-being analysis (section 6.3), which is described only in theory due to the considerable 
computation time required for its assessment 
- An alternative HLII approach (section 6.4), which is applied to both the RBTS and the 
WDKPS, in order to compare their results with the one provided by the standard analysis and 
to show an application of it for large power systems. 
All described simulations are performed with sequential Monte Carlo simulations which are 
defined separately for each kind of discussed technique. The obtained results from the standard 
HLII analysis show that the performed analysis can be considered a repetition of the analyses 
available in the literature, even if some different assumptions have to be made due to the use of 
different tools for the analysis. 
When the alternative HLII approach is used, it can be noted that it produces results which can be 
considered as a worst-case of the standard HLII analysis, since OPF are not utilised in order to try 
to solve the problems in the system by minimisation of the load shedding and re-dispatching of the 
generation. However, some results related to the ones of an HLI analysis can be observed. 
Moreover, a general overview of all components can be obtained, i.e. lines, cables, transformers and 
loads, and its criticality for the correct operation of the system can be investigated. This alternative 
method can therefore be used in order to provide a preliminary HLII assessment of a power system 
and to compare its results with the ones of a standard evaluation. 








Chapter 7.  
Conclusions 
7.1 Summary  
Since one of the most important aspects in the life of industrialised countries is electricity, it has 
become relevant for power system operators and planners to ensure a satisfactory supply of the 
energy demand. One of the issues refers to the reliability of the power system, and its interest has 
grown considerably over the past 60 years. Models of power system components have been defined 
and techniques for reliability assessment have been developed. Besides, in the last 15 years, the 
relevance of new issues has increased in regard to reliability investigations: the use of renewable 
and distributed sources as well as private owners of generation units pose new challenges in terms 
of analysing and controlling the operation of the system. 
In many countries, renewable sources based on wind generation have been installed and they help 
provide energy for the balance of the system. In the last 25 years, many countries have increased the 
wind installations, especially onshore and the attention of many investors have already moved to 
offshore locations, where wind conditions are better and larger wind farms can be installed with 
minor problems regarding land congestions and visual impact. Apart from variability of the wind 
and availability of components, which characterised any type of wind installation, offshore wind 
farms introduce new aspects which should be considered in order to preserve the correct operation 
of the power system. Offshore wind farms are usually installed in large aggregations, i.e. the loss of 
a complete wind farm may lead to considerably lack of energy in the system, and repair actions may 
require longer time, especially in case of harsh weather when damaged components cannot be 
reached. These aspects must all be considered when reliability analysis of a power system is 
assessed.  
The presented thesis focuses on these issues: the main objective is to define the most suitable 
models and techniques to evaluate the reliability of a power system when large-scale offshore 
installations are connected to it. All components that influence the reliability of a system must be 
modelled for the analysis: conventional power plants, distributed generation, offshore wind farm, 
loads and transmission facilities are considered, and this with  particular attention to wind 
generation, where a lack of models that include all important aspects of influence is detected in 
available literature. 
First of all, the modelling of offshore wind installations is considered in this thesis. Nine factors 
which influence both generation and reliability of the wind farm can be detected. These aspects are 
listed below: 
1. Randomness and variability of wind speed 
2. Wind turbine technology 
3. Power collection grid in the wind farm 
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4. Grid connection configuration 
5. Offshore environment 
6. Different wind speeds at the installation site 
7. Hub height variations 
8. Wake effects and power losses 
9. Correlation of output power for different wind farms. 
These factors influence the model in different ways, since they are applied to different elements of 
the wind farm. Factors 1 and 7 play a relevant role in the definition of the wind speed, which is one 
of the most important elements that has to be defined in order to assess the output of a wind farm 
properly. Factors 2 to 4 depend on the choice of the components, i.e. wind turbine and cables, 
whereas the other aspects either influence both wind speed and components definition, e.g. factors 
5, 6 and 8, or they become necessary when several installations are connected to the power system 
(factor 9).  
Regarding factor 1, different solutions are available to define the input wind speed, some based on 
measurements and others on synthetic wind speed time series generators. The former of the two 
needs to be available for a long interval of time in order to preserve a broad range of possible 
conditions of the wind that may blow through the wind farm. The latter can be based on different 
methodologies: the most commonly used approaches are ARMA models and Markov chains. The 
main difficulties with these techniques are in the definition of the models, which should preserve 
the main statistical characteristics of the wind conditions in the site of interest, and at the same time 
provide a wide range of time series which can represent a comprehensive set of input data for the 
model of the wind farm. In this thesis, a new synthetic wind speed time series generator based on a 
birth and death Markov process is defined, where state transition rates are used instead of the 
transition matrix for the definition of each wind state residence time. Two steps are used to define 
the time series: in the first one, the statistics related to the measurements are extrapolated and a 
wind speed probability table is calculated, whereas in the second one wind speed time series are 
generated according to the information of the probability table. The model is also verified by 
considering four statistical aspects, such as seasonal variations, autocorrelation functions, average 
values and probability distribution functions. 
According to the nine factors, a model for calculating generation and reliability of offshore wind 
farms is defined in this thesis, including the most suitable representations for these aspects. With the 
developed models, different approaches can be used to perform the analysis: the most common ones 
are based on probabilistic methods; based either on analytical models or on Monte Carlo 
simulations. A comparison of these two techniques is considered in this thesis in order to choose the 
best solution for this kind of analyses: both methods are very powerful with proper applications, but 
the use of sequential Monte Carlo simulation shows a better suitability here. In spite of the longer 
computation time, the results of a Monte Carlo simulation provide more detailed results which are 
of interest for wind installations, such as time-related indices and sequential representation of the 
output power, i.e. power time series. Moreover, index probability distribution functions can be 
evaluated and they can be useful in the analysis of the response of the wind farm and predict its 
behaviour. 
The influence of the nine factors on generation and reliability of a wind farm are discussed using 
the developed Monte Carlo simulation. Generation and reliability of different wind farms are 
assessed and the following can be concluded: 




- A broad range of possible wind speed time series, as obtained from a synthetic wind speed 
time series generator, provides a more comprehensive output of the wind farm output, and 
therefore a broader overview of possible wind farm behaviours can be observed as well as 
reliability reaction of the power system. 
- Large differences between mast and hub heights must be considered in order not to 
underestimate the output power; however, if the difference is small, this aspect is negligible. 
- If a wind farm occupies a large area, hourly wind speed values may be different for wind 
turbines located far from each other. A solution for this could be to introduce a model for 
aggregation, which operates on both the wind turbine power curve and the wind speed time 
series, e.g. as suggested in [89]. This approach causes a higher generation, since the effect of 
aggregation is to smooth very high and very low peaks of the wind speed time series. 
- Due to offshore locations, components’ availabilities are influenced by the environment more 
than in onshore installations. Moreover, since the MTTR can be considerably different 
depending on the season, a monthly-dependent MTTR is used as well with higher values in 
winter months, lower values in summer and values with linear variations in other seasons. The 
difference in the result is very small if variable MTTR is considered, and this might be caused 
by the use of a sample length of one year. 
- Wake effects and power losses can play a relevant role in the power generation of a wind 
farm. The latter reduces the output of the wind farm due to electrical losses in the wind farm 
grid; the former depends on the location of wind turbines in the wind farm and is responsible 
for reducing the available wind speed. These two aspects can be defined with efficiency 
coefficients by which the output of the wind farm is multiplied. However, a more detailed 
definition of these two aspects can be obtained by the definition of two curves as a function of 
the wind speed: the hourly output power, which depends on the current wind speed and on the 
availability of different components, is multiplied by the relative value of wake effect and 
power losses in order to obtain the complete definition of the wind farm output power. 
- Availability of cables and connectors to shore was not considered in the reliability assessment 
of onshore wind farms, but its importance has increased for offshore locations due to larger 
dimensions of wind farms, as it can be noted by looking at indices EAWE, EGWEWWTF, 
EGWEWWTCF and EGWE. 
The developed model of an offshore wind farm is used to calculate the reliability of power 
systems from an HLI and an HLII point of view. In the first analysis, different models are used in 
order to represent all components of the power system, i.e. conventional power plants, system load, 
distributed CHP generation and distributed wind generation, whereas the transmission facilities are 
neglected. An important issue in modelling the wind generation located in different sites refers to 
the correlation that must be preserved in order to maintain the relationship among their productions. 
In this thesis, this aspect is preserved by using the REMO database from Reanalysis, where a set of 
wind speed time series at different locations over Europe is available for 25 years (1979-2003). The 
database replaces the use of a synthetic wind speed time series generator in order to preserve the 
correlation of different power outputs in large power systems. The discussed models are used to 
represent the power system in West Denmark (WDKPS) and to assess its reliability, considering its 
current and some future scenarios, where the installed wind capacity in the system is varied 
according to different possible configurations. Presented results show that the increase of offshore 
wind generation does not necessarily mean an improvement of system reliability, mainly due to the 
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correlation of power outputs of different wind farms (both onshore and offshore), which may cause 
a lack of generation in case of low wind conditions in the entire power system, and due to the 
capacity factor of wind installations, which cannot always be used to balance the increase of 
demand or to replace dismantled conventional power plants. Therefore it is necessary to perform 
accurate and detailed reliability assessment of the power system, before installing new large-scale 
offshore wind farms and reducing conventional power plants, since they may cooperate in 
compensating the variability of the wind and provide more stability for the system from the 
reliability point of view. 
Similar studies are performed in this thesis considering an HLII analysis, where the transmission 
facilities, i.e. lines, cables and transformers, are included in the model of the power system. At first 
a standard HLII approach is applied to the RBTS in order to verify some of the discussed models 
and compare some of the obtained results with the ones available in the literature. Performed 
calculations show a similar behaviour of both available and computed simulations, even though 
some of the initial assumptions are different, due to the different tools used for the analysis. Due to 
some limitations in using DIgSILENT Power Factory for optimal power flow calculations, an 
alternative approach for HLII analysis is also described in chapter 6. This technique does not 
consider any optimal power flow, but different states in which the power system may reside are 
investigated. This new approach is applied to both the RBTS in order to compare the new results 
with the ones previously obtained, and to the WDKPS in order to provide an example of application 
of the method and show some reliability figures for this system. Both studies show that this 
alternative technique may provide some results which are similar to the ones from a standard 
approach: this alternative method might be seen as a worst-case analysis of the HLII reliability of 
the system. This means that the alternative approach provides a sort of upper limit for the results of 
the standard HLII analysis. Moreover, it is possible to detect the most critical transmission 
components in the system, such as lines, cables and transformers in order to investigate which 
elements may be more critical for the operation of the system. In case of the WDKPS, three 
different scenarios are considered, depending on current and future configurations: results show that 
future scenarios may have lower reliability than the current one, mainly due to the increase of wind 
installations in order to compensate for the increase in system demand. Moreover, the transmission 
system needs an extensive upgrade in order to be able to operate correctly and transmit the larger 
amount of power produced in the system. 
7.2 Future Works 
One of the main issues for reliability calculations regards reliability figures for the definition of 
components’ availability. Offshore wind installations are relatively new in their development and a 
sufficient collection of failure history is not currently available. Data used in this thesis are based on 
“guessed” values from recorded databases of onshore installations. However, collection of a wider 
range of data in the future may help the complete evaluation of generation and reliability of offshore 
wind farms. 
Regarding the synthetic wind speed generator as discussed in chapter 3, some other issues can be 
included in the model: wind speed measurements normally present some diurnal variations and this 
produces some distinctions among recorded data at night and day. This aspect may represent an 
interesting improvement for future works: a possible solution for it may be to further split the 12 
probability tables into day and night data and relating the two tables for night and day of the same 
month with some parameters that can be extracted from the measurements. Another aspect that can 




be useful when defining seasonal characteristics of the synthetic wind speed could be the correlation 
between measurements of wind speed and air temperature. This approach could substitute or 
integrate the use of the 12 monthly probability tables and help to define a more realistic wind speed 
time series. A problem in this approach could be represented by the necessity of defining 
information about the temperature of the system that must be available from measurements and for 
a long interval of time. This aspect may also be of interest for future development of the model. 
Besides, if the synthetic wind speed is used for analysing power systems, the correlation between 
wind and temperature could represent an useful solution for correlating load demand and wind 
generation, since the load demand is normally dependent on the season and therefore on the 
temperature, e.g. in some power systems high temperatures in summer cause increases in load 
demand due to the increase of use of air conditioning. The correlation between system load and 
wind generation has also been considered for example in [121]. 
Another important issue which is not considered here, but which may be relevant for future 
developments of the analyses, regards the use of a longer period for each sample of a Monte Carlo 
simulation. In this thesis, the sample length is chosen equal to one year with hourly steps, but this 
choice might lead to some approximations in the results, since it is assumed that each component is 
in service at the very first hour of the current sample, i.e. the initial status of the system is reset at 
the beginning of each sample, whatever the final state of each component is at the end of the 
previous sample. It is clear that this is only an approximation which is suitable for the presented 
analysis, as discussed in several publications, but that can be avoided if a sample length equal to 
several years is considered instead. This aspect can be applied to the assessment of the whole power 
system: also in the analysis of a single offshore wind farm, it would be interesting to include this 
issue, e.g. for the supposed lifetime of the wind farm which equals to 20 years. This aspect might 
also become relevant in order to investigate the influence of monthly variable MTTR on the 
modelling of the wind farm as discussed in chapter 4. 
Regarding the model of the WDKPS, it could be interesting to consider representations of the load 
and the CHP generation which vary in different samples. A first approach might be to define some 
probabilistic curves that define the variations of these elements and apply them to different cases. A 
more realistic solution might be to include models of the electrical market into the discussed 
approach, since CHP generation depends mostly on the electricity price: this would generate a more 
detailed and realistic representation of the power system and more information about its reliability 
can be evaluated. For the same reason, the inclusion of interconnections to neighbouring countries 
might represent an interesting improvement for future analysis of the model. This may allow 
calculations of the complete reliability of the system, further investigations of its reliability and how 
reliability might improve or deteriorate when the balance that the system has to maintain is 
influenced by other factors. Also this issue might be represented in a more detailed way by the use 
of marked models for the power system in North Europe. 
The HLII analysis presented in this thesis is not complete and an alternative approach is presented 
in order to assess the reliability of large power systems, such as the WDKPS. The discussed method 
provides a set of results which may give some information on the reliability of the system and can 
be used as reference for future analyses. However, a larger number of samples has to be considered 
for future simulations in order to obtain more accurate results, especially in case of components, i.e. 
transmission facilities and loads, where VRT cannot be used. Furthermore, the use of standard HLII 
analyses may represent a more interesting approach to obtain a set of results for the system in order 
to evaluate its ability in supplying the load and respecting generation and transmission constraints, 
when the available generation can be re-dispatched in case of problems in the system. In particular, 
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the described well-being analysis represents a suitable solution to investigate the states in which the 
power system may reside. A future well-being analysis of the WDKPS could show some interesting 
results and ensure a detailed assessment of the reliability of the system. These elements may 
become feasible with the inclusion of optimal power flow calculations in the discussed model. 
As shown in many of the presented results, the computation time of sequential Monte Carlo 
simulations is the main drawback of this technique, which increases, increasing with dimensions 
and complexity of the power system under analysis. In order to improve this aspect, two variation 
reduction techniques are used in this thesis; one based on complementary random variables and one 
on control variates. The latter shows its effectiveness and it helps to reduce the computation time of 
the simulation. The latter instead does not produce any significant improvements for the considered 
calculations. Therefore, the model can be further improved including other techniques which may 
help to reduce the computation time. In available literature, the use of importance sampling and 
stratified sampling has been discussed and they have been applied for the HLII analysis of power 
systems. These two techniques can be included in the presented model and help reduce the 
computation time of the analysis. 
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Appendix A.  
Definition of Power Systems 
A.1  IEEE Test System 
In available literature, some power systems have been defined in order to test and compare models 
and techniques for reliability assessment. In particular, references [24], [25] describe the Roy 
Billinton Test System (RBTS) and references [26], [27] provide the definition of the IEEE 
Reliability Test System (IEEE-RTS). In this section of Appendix A, main features and data of the 
two power systems are described. 
Regarding the aggregated load for the entire power system, both cases use the same representation 
[2]. Table A-1 provides data on weekly peak load in percentage of the annual peak load [27]. If 
week 1 is January, Table A-1 describes a winter peaking system. Table A-2 gives a daily peak load 
cycle in percentage of the weekly peak valid for all seasons [27]. With the data provided in Table 
A-1 and Table A-2, a normalised daily peak load model of 364 days (52x7) can be defined, with 
Monday as the first day of the year. Table A-3 provides weekday and weekend hourly load models 
for each of the four seasons in percentage of the daily peak [27]. Combining data of the three tables, 
a normalised hourly load model of 8736 h (364x24) is defined. The normalised hourly load model 
can be observed in Figure A-1: the aggregated curve of the power system can be obtained by 
multiplying each hourly value by the assumed yearly peak load of each power system (185 MW for 
RBTS and 2850 MW for IEEE-RTS). In Figure A-1, it is possible to observe the normalised load 
curve for different time intervals. 
Table A-1. Weekly peak load in percentage of annual peak [27] 
Week Peak Load Week Peak Load Week Peak Load Week Peak Load 
1 86.2 14 75 27 75.5 40 72.4 
2 90 15 72.1 28 81.6 41 74.3 
3 87.8 16 80 29 80.1 42 74.4 
4 83.4 17 75.4 30 88 43 80 
5 88 18 83.7 31 72.2 44 88.1 
6 84.1 19 87 32 77.6 45 88.5 
7 83.2 20 88 33 80 46 90.9 
8 80.6 21 85.6 34 72.9 47 94 
9 74 22 81.1 35 72.6 48 89 
10 73.7 23 90 36 70.5 49 94.2 
11 71.5 24 88.7 37 78 50 97 
12 72.7 25 89.6 38 69.5 51 100 
13 70.4 26 86.1 39 72.4 52 95.2 
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Table A-2. Daily peak load in percentage of weekly peak [27] 








Table A-3. Hourly peak load in percentage of daily peak [27] 
 Winter weeks Summer weeks Spring/Autumn weeks 
 W 1 -8 & 44 - 52 W 18 -30 W 9-17 & 31-43 
Hour Weekday Weekend Weekday Weekend Weekday Weekend 
0 - 1 67 78 64 74 63 75 
1 - 2 63 72 60 70 62 73 
2 - 3 60 68 58 66 60 69 
3 - 4 59 66 56 65 58 66 
4 - 5 59 64 56 64 59 65 
5 - 6 60 65 58 62 65 65 
6 - 7 74 66 64 62 72 68 
7 - 8 86 70 76 66 85 74 
8 - 9 95 80 87 81 95 83 
9 - 10 96 88 95 86 99 89 
10 - 11 96 90 99 91 100 92 
11 - 12 95 91 100 93 99 94 
12 - 13 95 90 99 93 93 91 
13 - 14 95 88 100 92 92 90 
14 - 15 93 87 100 91 90 90 
15 - 16 94 87 97 91 88 86 
16 - 17 99 91 96 92 90 85 
17 - 18 100 100 96 94 92 88 
18 - 19 100 99 93 95 96 92 
19 - 20 96 97 92 95 98 100 
20 - 21 91 94 92 100 96 97 
21 - 22 83 92 93 93 90 95 
22 - 23 73 87 87 88 80 90 
23 - 24 63 81 72 80 70 85 

























































































Figure A-1. IEEE normalised load curve for different time span. 
The proposed curve in Figure A-1 is useful for HLI analysis, where an aggregated representation 
of the load is sufficient. In case of HLII analysis, it is necessary to define load data for each load 
bus in the system. According to [97], seven sectors are defined, which concur to the definition of 
the load of each bus: 
- Residential 
- Commercial 
- Government & institutions 
- Office & Building 
- Industrial - Small User 
- Large-scale user 
- Agricultural. 
Data for each sector are provided as for the aggregated load, considering percentage values of the 
sector yearly peak in each load bus. In Table A-4, the percentage allocation of the sector peak for all 
52 weeks of the residential sector is given [97]; for all other sectors, the weekly percentage 
allocation is chosen equal to 1 [97]. The hourly allocation for each section is shown in Table A-5, 
according to the following definitions [97]: 
- “Res. Avg. Day” means average (Spring/Autumn season) day for the residential sector 
- “Res. Peak Winter” means peak Winter day for the residential sector 
- “Res. Peak Summer” means peak Summer day for the residential sector 
- “Avg. Comm.” means average (Spring/Autumn) day for the commercial sector 
- “Peak Comm.” means peak (Summer/Winter) day for the commercial sector 
- “Indus.” means Industrial for all seasons 
- “Govt. & Inst.” means Government & Institutions for all seasons 
- “Peak Office & Build.” Means peak (Summer/Winter) day for the Office Building sector 
- “Avg. Office & Build” means peak (Spring/Autumn) day for the Office Building sector 
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- “Peak Agric.” means peak (Spring/Autumn) day for the Agricultural sector 
- “Avg. Agric.” means average (Summer/Winter) day for the Agricultural sector. 
Finally, the daily allocation for each sector is presented in Table A-6. With the presented data, it is 










































   (A-1) 





ix is the summation of hourly per unit values from Table A-5, yi represents weekly allocation 
(from Table A-4 for residential sector, equal to 1 for other sectors), di is the daily allocation from 
Table A-6. 
The hourly load factor calculated with equation (A-1) is a normalised value: the total hourly 
demand for each load bus is obtained by multiplying each load sector factor by the yearly peak 
value of each sector in each load bus. 
Table A-4. Weekly residential sector allocation [97] 
Week Peak Load Week Peak Load Week Peak Load Week Peak Load 
1 0.922 14 0.81 27 0.815 40 0.784 
2 0.96 15 0.781 28 0.876 41 0.803 
3 0.938 16 0.86 29 0.861 42 0.804 
4 0.894 17 0.814 30 0.94 43 0.86 
5 0.94 18 0.897 31 0.782 44 0.941 
6 0.901 19 0.93 32 0.836 45 0.945 
7 0.892 20 0.94 33 0.86 46 0.969 
8 0.866 21 0.916 34 0.789 47 1 
9 0.8 22 0.871 35 0.786 48 0.95 
10 0.797 23 0.96 36 0.765 49 0.975 
11 0.775 24 0.947 37 0.84 50 0.97 
12 0.787 25 0.956 38 0.755 51 0.98 
13 0.764 26 0.921 39 0.784 52 0.99 

































1 0.55 0.6 0.7 0.01 0.01 0.337 0.4 0.59 0.27 0.1037 0.01 0.001 
2 0.5 0.55 0.65 0.01 0.01 0.337 0.4 0.59 0.41 0.1037 0.01 0.001 
3 0.43 0.455 0.6 0.01 0.01 0.337 0.4 0.45 0.35 0.1037 0.01 0.001 
4 0.37 0.4 0.55 0.01 0.01 0.337 0.4 0.42 0.4 0.1037 0.01 0.001 
5 0.36 0.4 0.55 0.01 0.01 0.337 0.4 0.39 0.4 0.1037 0.01 0.001 




































6 0.38 0.395 0.51 0.03 0.03 0.337 0.6 0.41 0.3 0.1037 0.01 0.001 
7 0.385 0.4 0.5 0.04 0.04 1 0.7 0.75 0.55 0.1037 0.1 0.02 
8 0.425 0.45 0.54 0.25 0.35 1 0.75 0.77 0.65 1 0.2 0.1 
9 0.45 0.55 0.6 0.85 0.85 1 0.8 0.85 0.85 1 0.6 0.4 
10 0.55 0.65 0.65 0.9 0.9 1 0.85 0.84 0.8 1 0.7 0.6 
11 0.6 0.7 0.7 0.91 0.9 1 0.9 1 1 1 0.75 0.65 
12 0.7 0.8 0.8 0.92 1 1 0.92 1 1 1 0.8 0.67 
13 0.7 0.8 0.8 0.985 0.985 1 0.93 1 0.985 1 0.77 0.65 
14 0.75 0.85 0.85 0.975 0.975 1 0.96 1 0.975 1 0.85 0.68 
15 0.75 0.85 0.85 0.88 0.85 1 0.97 0.985 0.85 1 1 0.69 
16 0.75 0.85 0.85 0.865 0.865 1 0.97 0.975 0.865 1 0.97 0.76 
17 0.8 0.9 0.9 0.89 0.85 1 1 0.97 0.85 1 0.95 0.81 
18 0.85 0.95 0.95 0.9 1 1 0.98 0.965 0.9 1 0.92 0.7 
19 0.85 0.95 0.95 0.9 1 1 0.8 0.95 0.9 1 0.9 0.5 
20 0.86 1 1 0.64 0.95 1 0.75 0.95 0.68 0.5 0.75 0.35 
21 0.86 1 1 0.6 0.85 1 0.65 0.94 0.64 0.5 0.55 0.3 
22 0.8 0.9 0.9 0.42 0.75 1 0.5 0.92 0.42 0.5 0.1 0.005 
23 0.75 0.85 0.85 0.4 0.3 1 0.43 0.72 0.4 0.5 0.02 0.004 
24 0.65 0.75 0.75 0.025 0.02 1 0.12 0.52 0.025 0.5 0.01 0.003 
Table A-6. Daily percentage of the sector peak load [97] 
Day of 
the week 









Monday 0.96 1 1 1 1 1 1 
Tuesday 1 1 1 1 1 1 1 
Wednesday 0.98 1 1 1 1 1 1 
Thursday 0.96 1 1 1 1 1 1 
Friday 0.97 1 1 1 1 1 1 
Saturday 0.83 1 1 0.4 0.5 1 1 
Sunday 0.81 1 1 0.3 0.4 1 1 
A.1.1 RBTS 
The RBTS is a six-bus composite system developed at the University of Saskatchewan for 
educational purposes [24]. The single line diagram of the test system is shown in Figure A-2 [9]. 
The system has two generator buses, four load buses, nine transmission lines and 11 generating 
units. The system voltage level is 230kV: the yearly peak load is equal to 185 MW and the total 
installed generating capacity is 240 MW [24].  
Generating unit ratings and reliability data for the RBTS are shown in Table A-7: all units are 
represented with a two-state model. Additional information, i.e. type of generation, scheduled 
maintenance, derated states, unit cost data, loading orders, energy limitation data and additional 
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units, can be found in available literature [24]. 
For the transmission system, six buses and nine transmission lines are considered, as shown in 
Figure A-2, where the locations of generating units are indicated as well. Bus load data at time of 
peak load are shown in Table A-8. Table A-9 shows the transmission line data, considering both 
reliability and electrical values. Per-unit values are defined according to a base value of 100 MVA. 
Failure rates of each line correspond to a common value equal to 0.02 occ/y/km. Additional 
information, e.g. common-mode failure data, transient outage, etc, can be found in [24]. 
 
Figure A-2. RBTS single line diagram [9]. 












1 1 (G1) 40 Thermal 6 45 
2 1 (G1) 40 Thermal 6 45 
3 1 (G1) 10 Thermal 4 45 
4 1 (G1) 20 Thermal 5 45 
5 2 (G2) 5 Hydro 2 45 
6 2 (G2) 5 Hydro 2 45 
7 2 (G2) 40 Hydro 3 60 
8 2 (G2) 20 Hydro 2.4 55 
9 2 (G2) 20 Hydro 2.4 55 
10 2 (G2) 20 Hydro 2.4 55 
11 2 (G2) 20 Hydro 2.4 55 
 
Table A-10 shows customer sector allocations at different load buses for the RBTS [9]: the load 
curve in each load bus can be calculated by multiplying each sector allocation in Table A-10 by the 
relative load sector factor from equation (A-1). In Figure A-3.a), the load curve for each load bus 
during the first week of the year is shown, whereas in Figure A-3.b) the total aggregated system 




load curve is presented. In this regard it must be highlighted that the peak load of the aggregated 
curve in Figure A-3.b) is equal to 179.5 MW and not equal to 185 MW as mentioned before, since 
the peak at each load bus occurs at different hours. 





Bus load in % 
of system load 
1 0 0 
2 20 10.81 
3 85 45.95 
4 40 21.62 
5 20 10.81 
6 20 10.81 






















1 1 3 75 0.0342 0.18 0.0106 0.85 1.5 10 
2 2 4 250 0.114 0.6 0.0352 0.71 5 10 
3 1 2 200 0.0912 0.48 0.0282 0.71 4 10 
4 3 4 50 0.0228 0.12 0.0071 0.71 1 10 
5 3 5 50 0.0228 0.12 0.0071 0.71 1 10 
6 1 3 75 0.0342 0.18 0.0106 0.85 1.5 10 
7 2 4 250 0.114 0.6 0.0352 0.71 5 10 
8 4 5 50 0.0228 0.12 0.0071 0.71 1 10 
9 5 6 50 0.0228 0.12 0.0071 0.71 1 10 
Table A-10. Customer sector allocations in percentage at different load buses for RBTS [9] 








2 0 0 36.25 27.5 17.5 18.75 0 
3 0 65.29 23.41 0 4.68 5.53 1.09 
4 0 0 47.5 0 40.75 11.75 0 
5 0 0 44.5 27.75 0 18.5 9.25 
6 37 0 39.25 0 15.25 8.5 0 
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b) Total yearly aggregated curve 
 
Figure A-3. a) Hourly load curve for RBTS: first week for each load bus and b) total aggregated curve 
for the entire year. 
A.1.2  IEEE-RTS 
The IEEE-RTS is a 24-bus composite system developed by the Subcommittee on the Application 
of Probability Methods in the IEEE Power Engineering Society to provide a common test system 
useful to compare the results computed based on different methods [26], [27]. The single line 
diagram of the test system is shown in Figure A-4 [9]. The system has ten generator buses, 17 load 
buses, 38 transmission lines and transformers and 32 generating units. System voltage levels are 
230kV and 138kV: the yearly peak load is 2850 MW and the total installed generating capacity is 
3405 MW [27].  
Generating unit ratings and reliability data for the IEEE-RTS are shown in Table A-11: all units 
are represented with a two-state model. Additional information, i.e. type of generation, scheduled 
maintenance, derated states, unit cost data, loading orders, energy limitation data and additional 
units, can be found in literature [27]. 
For the transmission system, 24 buses and 38 transmission lines and transformers are considered, 
as shown in Figure A-4, where the locations of generation units are indicated as well. Bus load data 
at time of peak load are shown in Table A-12 [27]. Table A-13 shows transmission line and 
transformer data, considering both reliability and electrical values: components with length equal to 
0 miles are transformers. Per-unit values are defined according to a base value of 100 MVA. Failure 
rates of each line correspond to the same value equal to 0.02 occ/y/km. Additional information, e.g. 
common-mode failure data, transient outage, etc, can be found in [27]. 
Table A-14 shows customer sector allocations at different load buses for the IEEE-RTS [9]: the 
load curve in each load bus can be calculated by multiplying each sector allocation in Table A-10 
by the relative load sector factor from equation (A-1). Curves similar to the ones in Figure A-3 can 
be obtained as well for IEEE-RTS. 
 





Figure A-4. IEEE-RTS single line diagram [97]. 
Table A-11. Generation data for IEEE-RTS 









1 22 50 Hydro 4.42 20 
2 22 50 Hydro 4.42 20 
3 22 50 Hydro 4.42 20 
4 22 50 Hydro 4.42 20 
5 22 50 Hydro 4.42 20 
6 22 50 Hydro 4.42 20 
7 15 12 Thermal (Oil) 2.98 60 
8 15 12 Thermal (Oil) 2.98 60 
9 15 12 Thermal (Oil) 2.98 60 
10 15 12 Thermal (Oil) 2.98 60 
11 15 12 Thermal (Oil) 2.98 60 
12 15 155 Thermal Coal) 9.13 40 
13 7 100 Thermal (Oil) 7.3 50 
14 7 100 Thermal (Oil) 7.3 50 
15 7 100 Thermal (Oil) 7.3 50 
16 13 197 Thermal (Oil) 9.22 50 
17 13 197 Thermal (Oil) 9.22 50 
18 13 197 Thermal (Oil) 9.22 50 
Appendix A - Definition of Power Systems  
 206 









19 1 20 Thermal (Oil) 19.47 50 
20 1 20 Thermal (Oil) 19.47 50 
21 1 76 Thermal (Coal) 4.47 40 
22 1 76 Thermal (Coal) 4.47 40 
23 2 20 Thermal (Oil) 9.13 50 
24 2 20 Thermal (Oil) 9.13 50 
25 2 76 Thermal (Coal) 4.47 40 
26 2 76 Thermal (Coal) 4.47 40 
27 23 155 Thermal (Coal) 9.13 40 
28 23 155 Thermal (Coal) 9.13 40 
29 23 350 Thermal (Coal) 7.62 100 
30 18 400 Thermal (Nuclear) 7.96 150 
31 21 400 Thermal (Nuclear) 7.96 150 
32 16 155 Thermal (Coal) 9.13 40 





Bus load in % 
of system load 
1 108 0.038 
2 97 0.034 
3 180 0.063 
4 74 0.026 
5 71 0.025 
6 136 0.048 
7 125 0.044 
8 171 0.060 
9 175 0.061 
10 195 0.068 
11 0 0 
12 0 0 
13 265 0.093 
14 194 0.068 
15 317 0.111 
16 100 0.035 
17 0 0 
18 333 0.117 
19 181 0.064 
20 128 0.045 
21 0 0 
22 0 0 
23 0 0 








Bus load in % 
of system load 
24 0 0 























1 1 2 3 0.026 0.0139 0.2306 1.93 0.24 16 
2 1 3 55 0.0546 0.2112 0.0286 2.08 0.51 10 
3 1 5 22 0.0218 0.0845 0.0115 2.08 0.33 10 
4 2 4 33 0.0328 0.1267 0.0172 2.08 0.39 10 
5 2 6 50 0.0497 0.192 0.026 2.08 0.39 10 
6 3 9 31 0.0308 0.119 0.0161 2.08 0.48 10 
7 3 24 0 0.0023 0.0839 0 5.1 0.02 768 
8 4 9 27 0.0268 0.1037 0.0141 2.08 0.36 10 
9 5 10 23 0.0228 0.0883 0.012 2.08 0.34 10 
10 6 10 16 0.0139 0.0605 1.2295 1.93 0.33 35 
11 7 8 16 0.0159 0.0614 0.0166 2.08 0.3 10 
12 8 9 43 0.0427 0.1651 0.0224 2.08 0.44 10 
13 8 10 43 0.0427 0.1651 0.0224 2.08 0.44 10 
14 9 11 0 0.0023 0.0839 0 6 0.02 768 
15 9 12 0 0.0023 0.0839 0 6 0.02 768 
16 10 11 0 0.0023 0.0839 0 6 0.02 768 
17 10 12 0 0.0023 0.0839 0 6 0.02 768 
18 11 13 33 0.0061 0.0476 0.05 6 0.02 768 
19 11 14 29 0.0054 0.0418 0.044 6 0.39 11 
20 12 13 33 0.0061 0.0476 0.05 6 0.4 11 
21 12 23 67 0.0124 0.0966 0.1015 6 0.52 11 
22 13 23 60 0.0111 0.0865 0.0909 6 0.49 11 
23 14 16 27 0.005 0.0389 0.0409 6 0.38 11 
24 15 16 12 0.0022 0.0173 0.0364 6 0.33 11 
25 15 21 34 0.0063 0.049 0.0515 6 0.41 11 
26 15 21 34 0.0063 0.049 0.0515 6 0.41 11 
27 15 24 36 0.0067 0.0519 0.0546 6 0.41 11 
28 16 17 18 0.0033 0.0259 0.0273 6 0.35 11 
29 16 19 16 0.003 0.0231 0.0243 6 0.34 11 
30 17 18 10 0.0018 0.0144 0.0152 6 0.32 11 
31 17 22 73 0.0135 0.1053 0.1106 6 0.54 11 
32 18 21 18 0.0033 0.0259 0.0273 6 0.35 11 
33 18 21 18 0.0033 0.0259 0.0273 6 0.35 11 
34 19 20 27.5 0.0051 0.0396 0.0417 6 0.38 11 
35 19 20 27.5 0.0051 0.0396 0.0417 6 0.38 11 
























36 20 23 15 0.0028 0.0216 0.0228 6 0.34 11 
37 20 23 15 0.0028 0.0216 0.0228 6 0.34 11 
38 21 22 47 0.0087 0.0678 0.0712 6 0.45 11 
Table A-14. Customer sector allocations in percentage at different load buses for IEEE-RTS 
Load 
bus 








1 0 0 34.03 15.83 36.94 13.2 0 
2 0 0 50.05 35.26 0 14.69 0 
3 6.33 0 52.5 0 33.25 7.92 0 
4 0 0 34.52 46.22 0 19.26 0 
5 0 0 51.38 0 28.1 20.07 0 
6 8.38 0 49.7 0 29.34 10.48 2.1 
7 18.24 0 38.44 0 31.92 11.4 0 
8 0 0 55 15 11.67 16.66 1.67 
9 19.54 48.86 23.46 0 0 40.87 3.27 
10 8.77 21.92 41.54 0 20.46 7.31 0 
13 6.45 16.13 30.09 9.69 22.59 10.75 4.3 
14 0 44.07 32.42 0 20.57 2.94 0 
15 0 67.43 17.29 0 0 10.78 4.5 
16 0 42.75 25.9 17.1 0 14.25 0 
18 0 56.49 18.69 0 11.98 6.85 5.99 
19 0 61.41 30.72 0 0 7.87 0 
20 0 33.4 42.11 13.36 0 11.13 0 
A.2  The West Denmark Power System 
Reliability analyses discussed in this thesis are applied to the power system in West Denmark 
(WDKPS), considering both HLI and HLII studies. The power system is designed according to the 
information available in [98], [100], [106]-[114] and [119]. Most of these references are made 
available by Eltra, now Energinet.dk. A brief description of the main elements of the power system 
with the values used in this thesis is given in the following, considering the configuration at the 
beginning of 2007. Since the analysis presented in this thesis does not consider reactive power 
issues, the provided information refers only to the active power data. An exception is made for 
components such as lines and transformers, where a complete set of parameters are provided in 
order to completely define this model. Furthermore, information about the system is provided 
considering only the transmission and not the distribution level, since the presented model is used 
for HLI and HLII analysis.  
The power system consists of different voltage levels (Figure A-5): high voltage components are 
rated at 400kV and 150kV, whereas loads and distributed generation are connected to 60kV. The 
following components are considered for the definition of WDKPS: 
- Conventional power plants 




- Distributed generation based on CHP technology (CHPDG) 
- Distributed generation based on onshore wind generation (WDG) 
- Loads 
- Offshore wind farm (Horns Rev) 
- Transmission lines and cables 
- HV/HV and HV/MV transformers. 
These components are defined in the rest of this section. The WDKPS is connected to three 
neighbouring countries by means of different interconnections: several parallel AC lines to 
Germany (rated at 400kV, 220kV and 150kV), two parallel HVDC links to Sweden (Konti-Skan, 
one link rated at 275kV, one at 285kV) and three HVDC links to Norway (Skagerrak, rated at 
250kV and 350kV). These interconnections are not described here, since the WDKPS is analysed as 
a stand-alone system in this thesis.  
The generation of the power system consists of 11 conventional power plants with a total installed 
capacity equal to 3579 MW: in Table 4-2, some of the used data for reliability analysis are 
provided. In the table it is possible to find the operational capacity of the power plant (it does not 
correspond to the installed capacity, but, according to measurements available in [98], it represents 
the maximum operational active power of the power plant), the voltage level at which the unit is 
connected and the number of states used to represent the power plant for reliability studies. Two- 
and three-state models used for the analysis are presented in Figure A-6.a) and Figure A-6.b) 
respectively: the number of states is decided according to some measurements of the availability of 
each plant provided by DONG Energy for years 2000-2007
11
 (information regarding some power 
plants is not available for the complete period). In the three-state representation, each power plant 
can generate 100%, 50% or 0% of the operational capacity and it is assumed that states 2 and 3 are 
not connected, due to the lack of information regarding the connection of these two states [2]. 
Esbjergværket B4 is modelled as a two-state model, since available information on its reliability 
suggests this configuration.  
Due to the size of Herningsværket, two approaches are followed here for its inclusion into the 
model of WDKPS: 
- For HLI analysis, Herningsværket is considered as a conventional power plant; no reliability 
information is available for this plant and it is therefore assumed that the same two-state 
model and reliability values as in Esbjergværket B4 can be used. 
- For HLII analysis, Herningsværket is included in the distributed CHP generation, its 
availability is not modelled and the variability of its generation is dependent on the variation 
of distributed CHP generation, as discussed later in this section. 
The power system has 17 buses rated at 400kV, 71 buses rated at 150kV and 56 buses rated at 
60kV (two of these are rated to 10.5kV). A list with locations and voltage levels for the considered 
buses is shown in Table A-16. In the same table, the installed capacity for CHPDG and WDG is 
included as well, according to [108], [111] and [112]: a total capacity of 1641 MW and 2219 MW is 
installed respectively. These data refer to the end of 2004, however, it can be assumed that they 
have not varied considerably until the beginning of 2007 [111], [112]. Also peak load values in each 
bus are presented in Table A-16 [108]: these values represent the peak values that each bus with a 
                                                 
11
 Reliability figures are not published in this thesis due to confidentiality. 
Appendix A - Definition of Power Systems  
 210 
load experiences during year 2004. 
 
Figure A-5. HV transmission system in West Denmark at the beginning of 2007 [101]
 12
 . 
                                                 
12
 The following translations from Danish to English are valid for Figure A-5: ”Signatureforklaring” = ”Legend”, ”I 
drift” = ”In operation”, ”Under planlægning” = ”Future plans”, ”Jævnstrøm” = ”DC”, ”Tværgående steger angiver antal 
systemer” = ”Transverse lines indicate the number of parallel systems”, ”Havmøllepark” = ”Offshore wind farm”, 
”Kraftværker” = ”Power plant”, ”Tyskland” = ”Germany”, ”Norge” = ”Norway”, ”Sverige” = ”Sweden”. 




The transmission system [101], [106], [107] consists of 137 lines and cables rated at two voltage 
levels (115 rated at 150 kV and 22 at 400 kV): in Table A-17 and Table A-18 the considered lines 
and cables are listed for the two voltage levels. In each table, the name of a line/cable is given by 
the two buses connected by the line/cable and value “1” and “2” indicates if the connection between 
two buses is made by two parallel lines. Line/cable length is indicated as well. In Table A-18, it is 
shown that some lines/cables are divided in sub-sections, where different types of lines and cables 
are used along the installations: length of each sub-section is shown in these cases. In Table A-19 
and Table A-20, used types for lines and cables are presented: parameters such as rated voltage, 
rated current, resistance (R), inductive impedance (X), zero-sequence resistance (R0), zero-sequence 
inductive impedance (X0) and capacitive impedance (XC1+XC2) are included in the tables. 
Reliability figures for all lines are chosen according to [117], as shown in Table A-21. Some 
approximations have been made in the definition of some of the line and cable configurations due to 
the lack of information in [107]. 













Enstedværket B3 1979 626 150 3 
Fynsværket 
B3 1974 266 400 3 
B7 1991 374 400 3 
Nordjyllandsværket 
B2 1977 295 400 3 
B3 1998 372 400 3 
Skærbækværket B3 1997 392 400 3 
Studstrupværket 
B3 1984 350 400 3 
B4 1985 350 150 3 
Esbjergværket 
B3 1992 377 150 3 
B4 1983 88 150 2 
Herningsværket* B1 - 89 150 2 
* Only for HLI analysis 
 
 
Figure A-6. Two- and three-state models for conventional power plant reliability representations. 
Appendix A - Definition of Power Systems  
 212 























Abildskov ABS   - 150 60 35 30 46 73 1 
Ådalen ADL   - 150 60 6 1 98 80 2 
Ålborg Øst ÅBØ   - 150 60 6 - - 77 2 
Andst AND   - 150 60 5 10 45 77 1 
Askaer ASK   400 150 - - - - - - 
Åstrup ÅSP   - 150 60 28 16 73 59 1 
Bedsted BED   - 150 60 18 134 83 64 2 
Bilstrup BIL   - 150 60 37 107 84 103 3 
Bjørnholt BJH   - 150 60 115 27 71 115 2 
Bramdrup BDR   - 150 60 11 32 45 97 2 
Bredebro BBR   - 150 60 32 126 31 77 2 
Bredekær BDK   - 150 60 94 52 112 79 2 
Dybvad DYB   - 150 60 21 14 99 33 1 
Endrup END   400 150 -   71  (1) 
Endstedværket SHE   - 150 60 33 100 - 229 2 
Estrupvej EST   - 150 60   32 70 1 
Ferslev FER   400 150 60 10 25 85 28 1 (1) 
Fraugde FGD   400 150 60 52 37 46 93 1 (2) 
Fredensdal FRD   - 150 60 11 33 98 35 1 
Frøstrup FRT   - 150 60 4 20 97 24 1 
Fynsværket FVO   400 150 60 71 28 46 204 3 
Graderup GRP   - 150 60 23 35 46 82 2 
Håndværkervej HVV   - 150 60 2 153 70 52 2 
Hasle HAS   - 150 60 13 10 72 128 2 
Hatting HAT   - 150 60 57 26 59 163 2 
Herning HER   - 150 60 121* 57 71 152 2 
Holsted HOD   - 150 60 37 39 44 61 1 
Hornbæk HNB   - 150 60 42 80 72 33 2 
Hørning HØN   - 150 60 4 70 57 53 1 
Høskov HSK   - 150 60 1 63 98 76 1 
Hvorupgård HVO   - 150 60 13 11 72 18 1 
Idomlund IDU   400 150 60 34 44 97 122 2 (1) 
Karlsgårde KAE   400 150 60 46 31 58 97 2 
Kassø KAS   400 150 - - - - - (2) 
Kingstrup KIN   400 150 - - - - - 1 
Klim KLM   - 150 60 - - - 8 1 
Knabberup KNA   - 150 60 16 3 71 114 2 
Landerupgård LAG   400 150 -     (1) 


























Loldrup LOL   400 150 60 67 43 44 50 2 
Lykkegård LYK   400 150 60 21 41 45 57 2 
Magstrup MAG   400 150 60 23 6 59 69 2 
Malling MAL   400 150 60 4 94 73 68 1(1) 
Mårslet MSL   - 150 - - - - - - 
Mesballe MES   - 150 60 8 23 72 77 2 
Modelund MLU   - 150 60 53 17 85 76 1 
Mollerup MLP   - 150 60 16 27 72 92 1 
Mosbæk MOS   - 150 60 18 12 98 51 2 
Nibstrup NSP   - 150 60 45 29 98 54 2 
Nordjyllandsværket NEV   400 150 10.5    0 1 (1) 
Nors NOR   - 150 60 15 23 96 33 1 
Odense SØ OSØ   - 150 60 - - - 63 1 
Rev REV 400 - - - - - -  
Ribe RIB   - 150 60 18 30 44 41 1 
Ryttergård RYT   - 150 60 42 3 45 107 2 
Sdr Felding SFE   - 150 10.5 - 3 70 7 1 
Skærbækværket SKV   400 150 - - - - - (1) 
Sønderborg SØN   - 150 60 63 15 32 63 2 
Starbakke SBA   - 150 60 46 30 112 68 2 
Stovstrup STS   - 150 60 28 69 70 72 1 
Struer STR   - 150 60 29 40 83 63 2 
Studstrupværket SSV   400 150 - - - - - - 
Svendborg SVB   400 150 60 29 70 33 81 2 
Tange TAN   400 150 60 24 35 72 62 1 
Thyregod THY   400 150 60 13 42 58 50 1 
Tinghøj THØ   400 150 60 15 39 85 38 1 
Tjele TJE   400 150 - - - - - (1) 
Trige TRI   400 150 - - - - - (1) 
Tyrstrup TYS   - 150 10.5 3 2 45 7 1 
Vester Hassing VHA   400 150 - - - - - - 
Videbæk VID   150 60 44 44 41 64 64 2 
Vilsted VIL   150 60 19 19 71 46 46 2 
               * Including the capacity of Herningsværket. 
               ** This column indicates the value of the wind speed from Reanalysis to which the bus is attributed. The numeration is given considering 
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Table A-17. 400kV lines and cables [107] 
Line Name Type 
Length 
[km] 
FGD-FVO FGD5FVO 14 
FGD-KIN 1,2 FGD5LAG2 24.53 
KIN-LAG 1,2 FGD5LAG1 49.06 
LAG-SVS LAG5SKV 7.1 
KAS-LAG KAS5LAG 67.84 
KAS-REV-1 KAS5TJE-T 65.37 
KAS-REV-2 KAS5TJE-T 65.37 
REV-END KAS5TJE-T 22 
REV-ASK KAS5TJE-T 51.24 
THE-AKS KAS5TJE-T 56.54 
TJE-IDU TJE5IDU 72.46 
TJE-FER TJE5FER 62.39 
FER-NEV FER5NEV 21.48 
NEV-VHA NEV5VHA 2.81 
VHA-FER VHA5FER-T 24.2 
TRI-FER VHA5FER-T 91.4 
TRI-SSV TRI5SSV 13.3 
TRI-MAL TRI5MAL 30.32 
MAL-LAG MAL5LAG 79.22 
Table A-18. 150kV Lines and cables [107] 
Line Name Type 
Length 
[km] 
Line Name Type 
Length 
[km] 
TAN-TRI-1 772 SIMPLEX LA 1500A 35.7 END-LYK-2 281 SIMPLEX LA 725A 16 
TAN-TRI-2 772 SIMPLEX LA 1500A 35.7 FRD-HVO-1 281 SIMPLEX LA 725A 27 
ADL-ÅBØ 772 SIMPLEX LA 1380A 14.2 FRD-HVO-2 281 SIMPLEX LA 725A 27 
BDR-LAG 772 SIMPLEX LA 1380A 8.2 FRT-KLM 281 SIMPLEX LA 725A 18.7 
BED-FRT 772 SIMPLEX LA 1380A 45 HER-STR 281 SIMPLEX LA 725A 44.9 
FGD-SVB 772 SIMPLEX LA 1380A 38 HNB-TRI-1 281 SIMPLEX LA 725A 24.1 
HAS-MAL 772 SIMPLEX LA 1380A 32 HNB-TRI-2 281 SIMPLEX LA 725A 24.1 
HAS-MSL 772 SIMPLEX LA 1380A 6.7 KNA-SKV-1 281 SIMPLEX LA 725A 24.6 
HAS-TRI 772 SIMPLEX LA 1380A 25 KNA-SKV-2 281 SIMPLEX LA 725A 24.6 
HSK-HØN 772 SIMPLEX LA 1380A 15 MES-TRI 281 SIMPLEX LA 725A 25.6 
HSK-TRI 772 SIMPLEX LA 1380A 30.5 MOS-VIL 
BED-STR-1 
281 SIMPLEX LA 725A 27 
HØN-MAL 772 SIMPLEX LA 1380A 10 281 SIMPLEX LA 725A 8.3 
KAS-MAG 772 SIMPLEX LA 1380A 28.8  310 CABLE 525A 0.65 
LAG-RYT 772 SIMPLEX LA 1380A 13  281 SIMPLEX LA 725A 37.95 
LAG-SKV 772 SIMPLEX LA 1380A 7.1 BED-STR-2 281 SIMPLEX LA 725A 8.3 
LOL-TJE 772 SIMPLEX LA 1380A 11.8  310 CABLE 525A 0.65 
MAL-MSL-1 772 SIMPLEX LA 1380A 3.8  281 SIMPLEX LA 725A 37.95 
MAL-MSL-2 772 SIMPLEX LA 1380A 3.8 BJH-TAN-1 281 SIMPLEX LA 725 18.7 




Line Name Type 
Length 
[km] 
Line Name Type 
Length 
[km] 




772 SIMPLEX LA 1380A 20 END-LYK-1 281 SIMPLEX LA 725 16 
772 SIMPLEX LA 1380A 11.3 EST-LYK 281 SIMPLEX LA 725A 0.5 
772 SIMPLEX LA 1380A 13.2  310 CABLE 450A 3 
SSV-TRI-2 772 SIMPLEX LA 1380A 13.2 FRD-KLM 281 SIMPLEX LA 725 24.1 
SSV-TRI-3 772 SIMPLEX LA 1380A 13.3 IDU-STR-1 281 SIMPLEX LA 725 16.4 
SSV-TRI-4 772 SIMPLEX LA 1380A 13.3 IDU-STR-2 281 SIMPLEX LA 725 16.4 
TAN-TJE-1 636 SIMPLEX LA 1220A 13.5 IDU-VID-1 
IDU-VID-2 
281 SIMPLEX LA 725 29.2 
TAN-TJE-2 636 SIMPLEX LA 1220A 13.5 281 SIMPLEX LA 725 29.2 
FGD-FVO-1 594 SIMPLEX SA-1160 11.7 KAE-LYK-1 281 SIMPLEX LA 725 21 
FGD-FVO-2 594 SIMPLEX SA-1160 12.6 KAE-LYK-2 281 SIMPLEX LA 725 21 
FGD-OSØ-1 594 SIMPLEX SA-1160 6.3 KAE-STS-1 281 SIMPLEX LA 725 29 
FGD-OSØ-2 594 SIMPLEX SA-1160 15.4 KAE-STS-2 281 SIMPLEX LA 725 29 
ABS-FVO 594 SIMPLEX SA 990 30.2 SHE-TYS 281 SIMPLEX LA 725 45.4 
ABS-SVB 594 SIMPLEX SA 990 36.2 SKV-TYS 310 CABLE 450A 2.4 
FVO-GRP 594 SIMPLEX SA - 720 28.2  281 SIMPLEX LA 620A 17.89 
AND-MAG 454 SIMPLEX 980A 16.9 STS-VID-1 281 SIMPLEX LA 725 20.8 
BBR-KAS-1 454 SIMPLEX 980A 28.3 STS-VID-2 281 SIMPLEX LA 725 20.8 
BBR-KAS-2 454 SIMPLEX 980A 28.3 ABS-SØN 281 SIMPLEX LA 620A 22.4 
BDK-NSP 454 SIMPLEX 980A 21.2  310 CABLE 450A 11.5 
HOD-LYK 454 SIMPLEX 980A 14  281 SIMPLEX LA 725A 16.1 
HVO-NSP 454 SIMPLEX 980A 17.8 HAT-KNA 281 SIMPLEX LA 620A 23.9 
KAS-SHE-2 
KNA-THY 
454 SIMPLEX 980A 6 KAS-SHE-1.1 281 SIMPLEX LA 620A 10.9 
454 SIMPLEX 980A 4.9 KAS-SHE-1.2 281 SIMPLEX LA 620A 10.9 
454 SIMPLEX 980A 29.85 BDK-NEV 281 SIMPLEX LA 486A 42.1 
LYK-RIB-1 454 SIMPLEX 980A 26.7 NEV-SBA 281 SIMPLEX LA 486A 54.5 
LYK-RIB-2 454 SIMPLEX 980A 26.7 ADL-FER-1 454 SIMPLEX 840A 7.5 




454 SIMPLEX 980A 1.5 
MOS-TJE-1 454 SIMPLEX 980A 36 294 SIMPLEX LA 720A 9 
MOS-TJE-2 454 SIMPLEX 980A 36 454 SIMPLEX 840A 2.1 




454 SIMPLEX 980A 31.1 
 
BED-NOR 
772 SIMPLEX LA 1380A 1.8 
454 SIMPLEX 980A 31.1 772 SIMPLEX LA 1380A 2 
454 SIMPLEX 840A 31.5  
DYB-SBA 
281 SIMPLEX LA 725A 28 
DYB-VHA 
HVO-NEV-1 
454 SIMPLEX 840A 36.4 454 SIMPLEX 840A 17.3 
454 SIMPLEX 840A 8.6 
 
FER-MOS 
772 SIMPLEX LA 1380A 7.6 
HVO-NEV-2 454 SIMPLEX 840A 8.6 454 SIMPLEX 840A 1.5 
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Line Name Type 
Length 
[km] 




454 SIMPLEX 840A 24.2 
 
FER-THØ 
454 SIMPLEX 980A 24.1 
 
 
310 CABLE 840 A 0.6 454 SIMPLEX 840A 2.1 
454 SIMPLEX 840A 0.8  294 SIMPLEX LA 720A 28.9 




454 DUPLEX 1300A 33.8  281 SIMPLEX LA 725A 1.3 
400 cable 500A 1.6  
 
310 CABLE 450A 1.5 
400 cable 500A 1.6 281 SIMPLEX LA 725A 32.8 





341 SIMPLEX LA 815A 46.7  
FRT-VIL 
281 SIMPLEX LA-1310 A 17 
310 cable 450A 3 281 SIMPLEX LA 620A 25.4 
310 cable 450A 5  310 CABLE 450A 1.5 
294 SIMPLEX LA 720A 22.8  281 SIMPLEX LA 620A 11 
HNB-THØ 294 SIMPLEX LA 720A 27.2 TRI-ÅSP 281 SIMPLEX LA 725A 25.4 
LYK-SFE 294 SIMPLEX LA 720A 57.7  454 SIMPLEX 980A 25 
BIL-STR 281 SIMPLEX LA 725A 32.1 VHA-ÅBØ 454 SIMPLEX 980A 3 
    772 SIMPLEX LA 1380A 3.88 






R X R0 X0 XC1+XC2 
[kV] [A] Ω/km Ω/km Ω/km Ω/km Ω/km 
FGD5FVO 400 1.2 0.0264 0.3143 0.1671 0.7550 0.0114 
FGD5LAG2 400 1.2 0.0261 0.3167 0.1682 0.7573 0.0113 
FGD5LAG1 400 1.2 0.0260 0.3164 0.1681 0.7571 0.0113 
LAG5SKV 400 1.2 0.0225 0.3042 0.1761 0.6901 0.0117 
KAS5LAG 400 1.2 0.0214 0.2936 0.1619 0.8194 0.0121 
KAS5TJE-T 400 1.2 0.0284 0.3308 0.1853 0.6191 0.0110 
TJE5IDU 400 1.2 0.0235 0.3061 0.1732 0.7218 0.0119 
TJE5FER 400 1.2 0.0274 0.3135 0.1771 0.7019 0.0115 
FER5NEV 400 1.2 0.0261 0.3175 0.1709 0.7821 0.0113 
NEV5VHA 400 1.2 0.0249 0.3203 0.1708 0.6940 0.0113 
VHA5FER-T 400 1.2 0.0225 0.3009 0.1754 0.7764 0.0120 
TRI5SSV 400 0.735 0.0218 0.2865 0.1489 0.8000 0.0124 
TRI5MAL 400 1.2 0.0214 0.2846 0.1603 0.8054 0.0122 
MAL5LAG 400 0.72 0.0208 0.2756 0.1492 0.8666 0.0125 
KAS5TJE-T 400 1.2 0.0225 0.3009 0.1754 0.7764 0.0120 






R X R0 X0 XC1+XC2 
[kV] [A] Ω/km Ω/km Ω/km Ω/km Ω/km 




281 SIMPLEX 620A 170 620 0.1200 0.4105 0.4686 1.5543 0.0088 
281 SIMPLEX 725A 170 725 0.1200 0.4105 0.4686 1.5543 0.0088 
294 SIMPLEX 720A 170 720 0.1239 0.4243 0.3875 1.0945 0.0087 
341 SIMPLEX 815A 170 815 0.1004 0.3908 0.2747 1.0135 0.0093 
454 SIMPLEX 840A 170 840 0.1004 0.3908 0.2747 1.0135 0.0093 
454 SIMPLEX 980A 170 980 0.1004 0.3908 0.2747 1.0135 0.0093 
594 SIMPLEX 720A 170 720 0.0558 0.4025 0.3097 1.0831 0.0090 
594 SIMPLEX 990A 170 990 0.0558 0.4025 0.3097 1.0831 0.0090 
594-SIMPLEX 1160A 170 1160 0.0558 0.4025 0.3097 1.0831 0.0090 
636 SIMPLEX 1220A 170 1220 0.0519 0.3726 0.2274 0.9985 0.0099 
772 SIMPLEX 1380A 170 1380 0.0426 0.3803 0.2239 0.9463 0.0094 
454 DUPLEX 1300A 170 1300 0.0360 0.2872 0.1826 0.9805 0.0122 
310 CABLE 450 170 450 0.0550 0.2100 0.2100 0.1500 0.2922 
310 CABLE 840 170 840 0.0550 0.2100 0.2100 0.1500 0.2922 
400 CABLE 500 170 500 0.0438 0.1188 0.0438 0.1188 0.2626 
310 CABLE 525 170 450 0.0550 0.2100 0.2100 0.1500 0.2922 
 
The transmission system included in the model and presented here also consists of 107 
transformers: 14 elements connected the two high voltages (400/150kV) and 107 medium and high 
voltages (150/60-10.5kV). The list of transformers is presented in Table A-22 and Table A-23, 
respectively, with the type for this second group in Table A-24. Data for each type are divided in 
“Nominal values” (rated power, high and low voltage), “Tap Changing Values” (minimum and 
maximum voltage, step of the tap changer, minimum and maximum step) and “Electrical 
Parameters” (short-circuit voltage and its real part, no-load current and losses for magnetising 
impedance). These values are defined according to [107]. Reliability figures for all transformers are 
chosen according to [117]: failure rate is equal to 0.003 occ/y and MTTR equal to 100. 






Line 0.00071 16 
Cable 0.00122 250 
 
The load is defined considering the measurements available in [98] for the hourly load in West 
Denmark in the years 2000-2006. The aggregated load curve for the entire power system is defined 
in Appendix B: this curve is used when an HLI analysis of the WDKPS is performed, since an 
aggregated curve is sufficient for this assessment. In case of HLII analysis of the same system, a 
load curve for each bus of the system is needed. This information is not available at present time 
and another approach must be followed. The supposed capacity for each busbar is connected to the 
respective 60kV busbar, where the local peak load is known, and the aggregated curve of Appendix 
B is used in order to vary the load value in each hour of the simulation. This assumption may cause 
some approximations in the results, since all loads vary in the same way and peaks occur at the 
same hour. This can be observed as well considering that the peak load of the aggregated curve is 
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equal to 3737 MW for year 2007, but the sum of each single peak value at each busbar is equal to 
4238 MW, since in reality those peaks do not occur at the same hour. In order to generate a more 
realistic representation, the peak load of each busbar is scaled to obtain a total peak load in the 
system equal to 3737 MW. This introduces a new approximation in the model, since reducing peak 
load, may cause a reduction of line loading and therefore a lower possibility for detecting critical 
situations in the power system. However, it is not possible to obtain more detailed information on 
load variations at each busbar and therefore the assumption made is currently the only one that can 
provide a proper representation of the system.  
A similar approach is used for the definition of the hourly CHP generation in each 60kv busbar. In 
case of WDG, different methods can be followed to obtain the generation curve in each bus, as 
discussed in Chapter 5. 
The complete power system is presented in Figure A-8, Figure A-9 and Figure A-10 where some 
examples of 150-60kV buses (with one, two or three transformers) where distributed generation is 
connected, the 150kV transmission and generation system and the 400kV transmission and 
generation system are shown respectively. Red components in Figure A-10 represent the two new 
400kV lines and the new 400kV busbar installed in the 2025 configuration of the WDKPS, as 
discusses in section 6.4.3. 
Table A-22. 400/150kV transformers: elements and types [107] 
Bus  
 
Nominal Values Tap Changing Value Transformer Parameters 





Rk Xk Xno load  Pno load  
[MVA] [kV] [kV] [kV] [kV] [%] - - [%] [%] [%] [kW] 
IDU 400 410 168 135 194 1.405 14 11 0.23 12.7 0.3 75 
FGD  400 410 168 135 194 1.405 14 11 0.23 12.5 0.3 75 
FGD  400 410 168 135 194 1.405 14 11 0.23 12.7 0.3 75 
KIN 400 410 168 135 194 1.405 14 11 0.23 13.2 0.3 105 
SKV 400 410 168 135 194 1.405 14 11 0.23 13.2 0.3 105 
LAG 400 410 168 135 194 1.405 14 11 0.23 12.5 0.3 75 
END 400 410 168 135 194 1.405 14 11 0.23 12.7 0.3 75 
TRI 400 410 168 135 194 1.405 14 11 0.23 12.6 0.3 90 
TJE 400 410 168 135 194 1.405 14 11 0.24 13.2 0.3 105 
NEV 400 410 168 135 194 1.405 14 11 0.23 12.6 0.3 75 
MAL 400 410 168 135 194 1.405 14 11 0.23 12.7 0.3 75 
FER 400 410 168 135 194 1.405 14 11 0.23 12.6 0.3 90 
KAS  400 410 168 135 194 1.405 14 11 0.23 12.5 0.3 105 
KAS  400 410 168 135 194 1.405 14 11 0.23 12.5 0.3 105 
Table A-23. 150/60-11kV transformers [107] 
Bus Type Bus Type Bus Type 
  ABS   T125MVA   HAT   T120MVA   NEV   T13MVA 
  ADL   T75MVA   HER   T100MVA   NOR   T63MVA 
  ADL   T75MVA   HER   T160MVA   NSP   T100MVA 




Bus Type Bus Type Bus Type 
  AND   T160MVA   HNB   T125MVA   NSP   T100MVA 
  BBR   T75MVA   HNB   T125MVA   OSØ   T125MVA 
  BBR   T125MVA   HOD   T100MVA   RIB   T75MVA 
  BDK   T100MVA   HSK   T160MVA   RYT   T160MVA 
  BDK   T100MVA   HVO   T100MVA   RYT   T160MVA 
  BDR   T125MVA   HVV   T80MVA   SBA   T100MVA 
  BDR   T160MVA   HVV   T80MVA   SBA   T100MVA 
  BED   T100MVA   HØN   T125MVA   SFE   T13MVA 
  BED   T160MVA   IDU   T100MVA   SHE   T160MVA 
  BIL   T75MVA   IDU   T160MVA   SHE   T160MVA 
  BIL   T75MVA   KAE   T45MVA   STR   T45MVA 
  BIL   T160MVA   KAE   T100MVA   STR   T45MVA 
  BJH   T125MVA   KLM   T45MVA   STS   T100MVA 
  BJH   T160MVA   KNA   T120MVA   SVB   T125MVA 
  DYB   T100MVA   KNA   T160MVA   SVB   T125MVA 
  EST   T160MVA   LOL   T75MVA   SØN   T75MVA 
  FER   T80MVA   LOL   T75MVA   SØN   T125MVA 
  FGD   T125MVA   LYK   T75MVA   TAN   T160MVA 
  FRD   T85MVA   LYK   T75MVA   THY   T75MVA 
  FRT   T63MVA   MAG   T80MVA   THØ   T80MVA 
  FVO   T150MVA   MAG   T125MVA   TYS   T13MVA 
  FVO   T150MVA   MAL   T125MVA   VID   T75MVA 
  FVO   T180MVA   MES   T125MVA   VID   T45MVA 
  GRP   T125MVA   MES   T125MVA   VIL   T80MVA 
  GRP   T75MVA   MLP   T160MVA   VIL   T80MVA 
  HAS   T125MVA   MLU   T160MVA   ÅBØ   T80MVA 
  HAS   T125MVA   MOS   T75MVA   ÅBØ   T80MVA 
  HAT   T160MVA   MOS   T75MVA   ÅSP   T160MVA 





Tap Changing Value Transformer Parameters 





Rk Xk Xno load  Pno load  
[MVA] [kV] [kV] [kV] [kV] [%] - - [%] [%] [%] [kW] 
T125MVA 125 167 66 54 78 1.405 -13 13 0.3 12.7 0.23 54 
T150MVA 150 160 66 54 78 1.405 -13 13 0.34 13.6 0.21 74 
T180MVA 180 160 66 54 78 1.405 -13 13 0.31 12.7 0.16 103 
T75MVA 75 158 66 54 78 1.405 -13 13 0.4 12.8 0.35 50 
T45MVA  45 154 66 54 78 1.405 -13 13 0.47 11.7 0.53 55 
T100MVA  100 165 66 54 78 1.405 -13 13 0.3 12.36 0.31 51 
T85MVA  85 155 66 54 78 1.405 -13 13 0.38 12.9 0.32 43 






Tap Changing Value Transformer Parameters 





Rk Xk Xno load  Pno load  
[MVA] [kV] [kV] [kV] [kV] [%] - - [%] [%] [%] [kW] 
T120MVA  120 163 66 57 75 1.405 -11 11 0.33 11.6 0.22 90 
T13MVA  13 157 11 9 13 1.405 -9 9 0.69 16 16.32 14 
T160MVA  160 165 67 54 78 1.405 -13 13 0.34 11.3 0.18 87 
T28MVA  28 - - 54 78 1.405 -13 13 - - - - 
T63MVA 63 165 67 58 76 1.405 -11 11 0.48 12.3 0.47 35 
T80MVA 80 165 67 58 76 1.405 -11 11 0.37 12.1 0.34 53 
T125MVA 125 167 66 54 78 1.405 -13 13 0.3 12.7 0.23 54 
 
Finally, considering the only offshore wind farm currently installed in the system, data for Horns 
Rev are available in [86]. The wind farm is defined in the following way (Figure A-7): 
- 80 wind turbines rated at 2 MW 
- 80 internal cables, of which 70 between wind turbines (0.55 km), five between rows (0.8 km) 
and five to connect each row to the offshore platform (1 to 5km long) 
- One connector to shore divided in one subsea cable (21 km) and one on-land cable (35 km) 
- An offshore transformer, which is not represented in Figure A-7 
- The wind farm is connected to the bus KAE rated at 150kV (the installed WDG capacity in 
bus KAE 150 in Table A-16 does not include Horns Rev) 
- Reliability figures are not available for offshore installations: more details can be found in the 





















































































































































































































































































































































Figure A-7. Horns Rev layout. 









































































































































Figure A-8. WDKPS layout: examples of 150 and 60kV buses with distributed load and generation. 










































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure A-9. WDKPS layout: 150kV transmission and generation system. 






















































































































































































































































































































































































































































Figure A-10. WDKPS layout: 400kV transmission and generation system.  
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Appendix B.  
Aggregated Load and CHP Generation Curves  
In order to perform an HLI reliability assessment of a power system, it is not necessary to know 
the location of each load and an aggregation of the total system demand is sufficient. When this 
aggregated curve is obtained, it can also be assumed [2] that it does not change in different years 
and therefore it can be used in each sample of a Monte Carlo simulation. In this appendix, the used 
method to obtain an aggregated load curve for the power system in West Denmark (WDKPS) is 
presented (section B.1). Moreover, a similar behaviour can be observed for the CHP generation, as 
discussed in section B.2. These two curves are used in this thesis every time an HLI analysis is 
performed on the WDKPS. 
B.1 Aggregated Load Curve 
Regarding the load in the WDKPS, a set of hourly measurements for years 2000-2006 can be 
found in [98]. Available data are shown in Figure B-1.a). 



















































Figure B-1. a) Complete set of available measurements for the aggregated load in West Denmark 
(2000-2006) and b) available measurements of year 2000. 
It appears from the figure that all years show similar behaviours: peaks are concentrated in winter, 
both at the beginning and at the end of each year, whereas in the middle of each curve, a very low 
demand can be observed due to summer holidays (July), when several activities decrease their 
power demand or close down temporally. Furthermore, other low load demands can be noted 
throughout the year, as shown for the representative year 2000 in Figure B-1.b): these events occur 
during public holidays (e.g. Christmas, Easter). In order to obtain a realistic representation of the 
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system load, all these aspects must be considered in the definition of the aggregated curve. 
The solution adopted here is to consider the average of the seven normalised years of 
measurements as reference curves to which the peak load, which depends on the performed 
analysis, is applied. However, it is not possible to simply add correspondent hours of each year, due 
to the facts that each year starts with a different day and that holidays of different years fall on 
different days. These aspects lead to a mismatch of days and some pre-manipulations of data are 
needed in order to aggregate the available measurements into the final curve. 
First of all, the load demand is usually lower during holidays, even if they fall on a weekday. 
Regarding Denmark, the following events can be referred as low-demand days 
- Every weekend 
- First day of the year (1 January) 
- Weeks 7-8 (Winter holiday) 
- Maundy Thursday (Thursday before Easter) 
- Good Friday (Friday before Easter) 
- Easter Monday (first Monday after Easter) 
- Labour Day (1 May) 
- Common Prayer Day (Bededag, fourth Friday after Easter) 
- Ascension Day (Kristi Himmelfartsdag, sixth Thursday after Easter) 
- Friday after Ascension Day 
- Whit Monday (Pinsedag, eighth Monday after Easter) 
- Week 42 (Autumn holiday) 
- Constitution Day (5 June) 
- Christmas (24, 25 and 26 December) 
- Last day of the year (31 December). 
In order to provide a generic, but representative model of the load, the following assumptions are 
made according to previous considerations: 
- It is assumed that the year consists of 365 days and 8760 hours; 
- The first day of the year is a Monday; 
- Year 2001 is chosen as reference for the allocation of all mentioned holidays (this year is 
chosen since it is the only one among the available years which starts on a Monday), i.e. 
▪ First day of the year  Monday  1  January 
▪ Easter on Sunday 15 April 
▪ Common Prayer Day on Thursday 11 May 
▪ Ascension day on Thursday 24 May 
▪ Whit Monday on Monday 4 June 
▪ Constitution day on Thursday 5 June 
▪ Christmas on Tuesday 25 December) 
▪ Last day of the year on Monday 31 December) 
- Easter is considered as a normal weekend day. 
































Figure B-2. Average normalised load curve. 
The model is defined distinguishing between normal days and holidays. In case of the latter, 
measurements of all seven years are used to evaluate the average hourly load, even if the mentioned 
holiday falls on a different day in each measured year, i.e. it is assumed that every holiday has the 
same load behaviour in each year, independently of on which day of the week it falls. For example, 
Christmas falls on different days during years 2000-2006, but the average Christmas load is 
calculated considering the behaviour of the load during all seven years.   
For normal days, each day is defined by its position during the year and the average load in the 
hour of each day is calculated excluding values of the years where a holiday falls on the day. 
Considering e.g. Mondays; first of all each Monday is characterised by its position in the year (i.e. 
First Monday of the year, Second Monday of the year and so on). Then, the average load for the i
th
 
Monday of the year is calculated, including all the i
th
 Monday of the seven years of measurements, 
where a holiday does not fall on the day. This means that, for instance, since 2001, the first Monday 
of the year is also the first day of the year (a festivity), the average load of the first Monday of the 
average year is calculated as an average of the remaining six years (i.e. 2000, 2002-2006).  
When all hours of both normal days and holidays are characterised by their average value, the 
aggregated sequential load is generated and stored in a vector: each normal day is selected 
depending on its position along the year and each holiday is placed according to the selected date, 
as previously defined. 
The total load calculated with this procedure can be observed in Figure B-2. The behaviour is 
similar to the one shown in Figure B-1, with higher load demand in winter and low generation in 
summer. Considering the normalised energy absorbed in the simulated year, a comparison with the 
demanded energy in the normalised measurements is presented in Table B-1. The aggregated value 
lies among the measured average values and this shows that the performed calculation can be used 
as a proper representation of the load demand in the system. 
In order to apply the model to an HLI analysis, it is necessary to define the system peak load for 
the specific year and multiply it to the normalised load curve plotted in Figure B-2. The value for 
the yearly peak load can be chosen among the values of the measured years, as presented in Table 
B-1, or upgraded to the current peak load of the system. 
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2000 5671.2 3633.3 
2001 5594.9 3685.0 
2002 5615.6 3656.0 
2003 5513.9 3745.0 
2004 5764.2 3618.0 
2005 5681.5 3698.0 
2006 5699.5 3755.0 
Aggregated year 5624.1 - 
B.2 Aggregated CHP Generation 
A similar approach is used to define an aggregated normalised curve for the distributed CHP 
generation in West Denmark. Available hourly measurements for years 2000-2006 can be found in 
[98] and they are also shown in Figure B-3.a). 
The followed approach is the same as in section B-1 and therefore it is not discussed again here. 
Same assumptions are made and the final aggregated normalised CHP generation is presented in 
Figure B-4. The only difference is the  winter and autumn holidays which are not included in the 
definition of the aggregated curve, since it can be assumed that CHP generation is not affected by 
these two holidays. Moreover, it must be highlighted that the maximum value of the aggregated 
curve is 0.81. This is probably due to the non-concurrent use of all installed CHP capacity in the 
power system. In the measurements each year has a different installed capacity: considered yearly 
peak values for the measurements are shown in Table B-2, together with the normalised yearly 
energies in the measurements and in the aggregated CHP. It can be seen in the table that the yearly 
energy of the normalised aggregated curve is located among the yearly energies of the normalised 
measurements. 








































Figure B-3: a) Complete set of available measurements for the distributed CHP generation in West 
Demark (2000-2006) and b) available measurements of year 2000. 




























Hours [h]  
Figure B-4: Aggregated normalised CHP curve. 
Table B-2: Peak values of measurements and normalised energy for measured and defined year 
Year 




2000 1450 4.2521     
2001 1500 4292.9 
2002 1547 3992.1 
2003 1549 4037.6 
2004 1642 3822.6 
2005 1715 3488.2 
2006 1750 3124.4 
Aggregated year - 3845.2 
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Appendix C.  
Results from Chapter 6  
In this appendix some of the results obtained with the alternative HLII analysis of the WDKPS are 
presented, as calculated in section 6.4.3. The following tables refer to the components of the power 
system which are included in the models of the three different scenarios for current and future 
representations of the WDKPS. In Table C-1, results related to all lines in the power system are 
shown: number of failure (ENF), hour per year during which the line experiences overloading 
(EDOL), number of overloads (ENOL) and maximum (LMax) and minimum (LMin) overloading in 
each line during the performed simulations are described. Similar results are shown for the 
transformers in Table C-2. Finally, a result for all loads in the system is presented in Table C-3: 
frequency of interruption (EFOI), hour of interruption (EDOI) and energy not supplied (EENS) due 
to isolating events for each load are presented in the table. 
Table C-1. Results for all lines in the WDKPS for the three scenarios. 




ENF ENOL EDOL LMax LMin ENF ENOL EDOL LMax LMin ENF ENOL EDOL LMax LMin 
[occ/y] [occ/y] [occ/y] [h/y] [%] [%] [occ/y] [occ/y] [h/y] [%] [%] [occ/y] [occ/y] [h/y] [%] [%] 
NEV5-VHA-2 0.0019951 0.001 0 0 <100 <100 0.001 0 0 <100 <100 0 0 0 <100 <100 
ABS3-FVO 0.021442 0.017 0 0 <100 <100 0.015 0 0 <100 <100 0.0220 0 0 <100 <100 
ABS3-SVB 0.025702 0.022 0 0 <100 <100 0.022 0 0 <100 <100 0.0340 0 0 <100 <100 
ABS3-SØN 0.041365 0.025 0 0 <100 <100 0.06 0 0 <100 <100 0.0690 0 0 <100 <100 
ADL3-FER-1 0.00639 0.009 0 0 <100 <100 0.014 0 0 <100 <100 0.0040 0 0 <100 <100 
ADL3-FER-2 0.007881 0.01 0 0 <100 <100 0.012 0 0 <100 <100 0.0210 0 0 <100 <100 
ADL3-HVV-1 0.001952 0.001 0 0 <100 <100 0.007 0 0 <100 <100 0.0030 0 0 <100 <100 
ADL3-HVV-2 0.001952 0.003 0 0 <100 <100 0 0 0 <100 <100 0.0030 0 0 <100 <100 
ADL3-MOS 0.022365 0.019 0 0 <100 <100 0.015 0 0 <100 <100 0.0270 0 0 <100 <100 
ADL3-ÅBØ 0.010082 0.007 0 0 <100 <100 0.011 0 0 <100 <100 0.0110 0 0 <100 <100 
AND3-BDR 0.01136 0.012 0 0 <100 <100 0.019 0 0 <100 <100 0.0290 0 0 <100 <100 
AND3-MAG 0.011999 0.01 0 0 <100 <100 0.009 0 0 <100 <100 0.0100 0 0 <100 <100 
ASK3-THY 0.00366 0.006 0 0 <100 <100 0.004 0 0 <100 <100 0.0040 0 0 <100 <100 
BBR3-KAS-1 0.0639 0.015 0 0 <100 <100 0.016 0 0 <100 <100 0.0200 0 0 <100 <100 
BBR3-KAS-2 0.020093 0.019 0 0 <100 <100 0.02 0 0 <100 <100 0.0210 0 0 <100 <100 
BDK3-NEV 0.029891 0.032 0 0 <100 <100 0.026 0 0 <100 <100 0.0190 0 0 <100 <100 
BDK3-NSP 0.015052 0.018 0 0 <100 <100 0.01 0 0 <100 <100 0.0120 0 0 <100 <100 
BDR3-LAG 0.005822 0.006 0 0 <100 <100 0.003 0 0 <100 <100 0.0050 0 0 <100 <100 
BED3-FRT 0.03195 0.03 0 0 <100 <100 0.02 0 0 <100 <100 0.0360 0 0 <100 <100 
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ENF ENOL EDOL LMax LMin ENF ENOL EDOL LMax LMin ENF ENOL EDOL LMax LMin 
[occ/y] [occ/y] [occ/y] [h/y] [%] [%] [occ/y] [occ/y] [h/y] [%] [%] [occ/y] [occ/y] [h/y] [%] [%] 
BED3-NOR 0.0213 0.021 0 0 <100 <100 0.042 0 0 <100 <100 0.0350 0 0 <100 <100 
BED3-STR-1 0.0336305 0.02 0 0 <100 <100 0.065 0 0 <100 <100 0.0730 0 0 <100 <100 
BED3-STR-2 0.0336305 0.042 0 0 <100 <100 0.073 0 0 <100 <100 0.0820 0 0 <100 <100 
BIL3-STR 0.022791 0.027 0 0 <100 <100 0.022 0 0 <100 <100 0.0170 0 0 <100 <100 
BIL3-TAN-1 0.033157 0.026 0 0 <100 <100 0.037 0 0 <100 <100 0.0270 0 0 <100 <100 
BIL3-TAN-2 0.033157 0.036 0 0 <100 <100 0.044 0 0 <100 <100 0.0360 0 0 <100 <100 
BJH3-TAN-1 0.013277 0.017 0 0 <100 <100 0.021 0 0 <100 <100 0.0160 0 0 <100 <100 
BJH3-TAN-2 0.013277 0.012 0 0 <100 <100 0.008 0 0 <100 <100 0.0100 0 0 <100 <100 
DYB3-SBA 0.017679 0.015 0 0 <100 <100 0.028 0 0 <100 <100 0.0370 0 0 <100 <100 
DYB3-VHA 0.025844 0.03 0 0 <100 <100 0.033 0 0 <100 <100 0.0240 0 0 <100 <100 
END3-LYK-1 0.01136 0.007 0 0 <100 <100 0.012 0 0 <100 <100 0.0150 0.0040 0.0270 109.97 103.42 
END3-LYK-2 0.01136 0.012 0 0 <100 <100 0.012 0 0 <100 <100 0.0070 0.0040 0.0270 109.97 103.42 
EST3-LYK 0.00274 0.001 0 0 <100 <100 0.007 0 0 <100 <100 0.0070 0 0 <100 <100 
FER3-MOS 0.018176 0.016 0 0 <100 <100 0.043 0 0 <100 <100 0.0360 0 0 <100 <100 
FER3-THØ 0.02201 0.021 0 0 <100 <100 0.051 0 0 <100 <100 0.0520 0 0 <100 <100 
FER5-VHA 0.017182 0.023 0 0 <100 <100 0.012 0 0 <100 <100 0.0190 0 0 <100 <100 
FGD3-FVO-1 0.008307 0.01 0 0 <100 <100 0.005 0 0 <100 <100 0.0060 0 0 <100 <100 
FGD3-FVO-2 0.008946 0.011 0 0 <100 <100 0.007 0 0 <100 <100 0.0070 0 0 <100 <100 
FGD3-OSØ-1 0.004473 0.005 0 0 <100 <100 0.006 0 0 <100 <100 0.0010 0 0 <100 <100 
FGD3-OSØ-2 0.010934 0.008 0 0 <100 <100 0.016 0 0 <100 <100 0.0090 0 0 <100 <100 
FGD3-SVB 0.02698 0.033 0 0 <100 <100 0.018 0 0 <100 <100 0.0360 0 0 <100 <100 
FGD5-FVO 0.00994 0.01 0 0 <100 <100 0.006 0 0 <100 <100 0.0050 0.0520 0.1560 123.73 100.02 
FGD5-KIN-1 0.0174163 0.021 0 0 <100 <100 0.011 0 0 <100 <100 0.0200 0 0 <100 <100 
FGD5-KIN-2 0.0174163 0.019 0 0 <100 <100 0.024 0 0 <100 <100 0.0170 0 0 <100 <100 
FRD3-HVO-1 0.01917 0.014 0 0 <100 <100 0.012 0 0 <100 <100 0.0100 0 0 <100 <100 
FRD3-HVO-2 0.01917 0.015 0 0 <100 <100 0.017 0 0 <100 <100 0.0150 0 0 <100 <100 
FRD3-KLM 0.017111 0.02 0 0 <100 <100 0.015 0 0 <100 <100 0.0200 0 0 <100 <100 
FRD3-MOS 0.039318 0.035 0 0 <100 <100 0.079 0 0 <100 <100 0.0940 0 0 <100 <100 
FRT3-KLM 0.013277 0.012 0 0 <100 <100 0.02 0 0 <100 <100 0.0150 0 0 <100 <100 
FRT3-NOR 0.01349 0.016 0 0 <100 <100 0.034 0 0 <100 <100 0.0260 0 0 <100 <100 
FRT3-VIL 0.027674 0.026 0 0 <100 <100 0.075 0 0 <100 <100 0.0540 0 0 <100 <100 
FVO3-GRP 0.020022 0.011 0 0 <100 <100 0.019 0 0 <100 <100 0.0180 0 0 <100 <100 
GRP3-KIN 0.0061 0.007 0 0 <100 <100 0.011 0 0 <100 <100 0.0080 0 0 <100 <100 
HAS3-MAL 0.02272 0.02 0 0 <100 <100 0.029 0 0 <100 <100 0.0280 0 0 <100 <100 
HAS3-MSL 0.004757 0.003 0 0 <100 <100 0.004 0 0 <100 <100 0.0090 0 0 <100 <100 
HAS3-TRI 0.01775 0.014 0 0 <100 <100 0.008 0 0 <100 <100 0.0100 0 0 <100 <100 
HAT3-KNA 0.016969 0.022 0 0 <100 <100 0.02 0 0 <100 <100 0.0100 0 0 <100 <100 
HAT3-LAG 0.031737 0.025 0 0 <100 <100 0.042 0 0 <100 <100 0.0350 0 0 <100 <100 
HAT3-MAL 0.023998 0.03 0 0 <100 <100 0.022 0 0 <100 <100 0.0210 0 0 <100 <100 
HER3-SFE 0.016188 0.015 0 0 <100 <100 0.019 0 0 <100 <100 0.0170 0 0 <100 <100 
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ENF ENOL EDOL LMax LMin ENF ENOL EDOL LMax LMin ENF ENOL EDOL LMax LMin 
[occ/y] [occ/y] [occ/y] [h/y] [%] [%] [occ/y] [occ/y] [h/y] [%] [%] [occ/y] [occ/y] [h/y] [%] [%] 
HER3-STR 0.031879 0.034 0 0 <100 <100 0.028 0 0 <100 <100 0.0300 0 0 <100 <100 
HNB3-THØ 0.019312 0.017 0 0 <100 <100 0.021 0 0 <100 <100 0.0150 0 0 <100 <100 
HNB3-TRI-1 0.017111 0.019 0 0 <100 <100 0.02 0 0 <100 <100 0.0070 0 0 <100 <100 
HNB3-TRI-2 0.017111 0.02 0 0 <100 <100 0.016 0 0 <100 <100 0.0200 0 0 <100 <100 
HOD3-LYK 0.00994 0.01 0 0 <100 <100 0.012 0 0 <100 <100 0.0140 0 0 <100 <100 
HSK3-HØN 0.01065 0.01 0 0 <100 <100 0.007 0 0 <100 <100 0.0050 0 0 <100 <100 
HSK3-TRI 0.021655 0.021 0 0 <100 <100 0.021 0 0 <100 <100 0.0330 0 0 <100 <100 
HVO3-NEV-1 0.006106 0.001 0 0 <100 <100 0.008 0 0 <100 <100 0.0070 0 0 <100 <100 
HVO3-NEV-2 0.006106 0.006 0 0 <100 <100 0.007 0 0 <100 <100 0.0040 0 0 <100 <100 
HVO3-NSP 0.012638 0.014 0 0 <100 <100 0.016 0 0 <100 <100 0.0140 0 0 <100 <100 
HØN3-MAL 0.0071 0.011 0 0 <100 <100 0.008 0 0 <100 <100 0.0090 0 0 <100 <100 
IDU3-STR-1 0.011644 0.008 0 0 <100 <100 0.007 0 0 <100 <100 0.0160 0 0 <100 <100 
IDU3-STR-2 0.011644 0.01 0 0 <100 <100 0.013 0 0 <100 <100 0.0140 0 0 <100 <100 
IDU3-VID-1 0.020732 0.017 0 0 <100 <100 0.023 0 0 <100 <100 0.0330 0 0 <100 <100 
IDU3-VID-2 0.020732 0.022 0 0 <100 <100 0.026 0 0 <100 <100 0.0220 0 0 <100 <100 
KAE3-LYK-1 0.01491 0.015 0 0 <100 <100 0.006 0 0 <100 <100 0.0150 0 0 <100 <100 
KAE3-LYK-2 0.01491 0.014 0 0 <100 <100 0.013 0 0 <100 <100 0.0130 0 0 <100 <100 
KAE3-STS-1 0.02059 0.024 0 0 <100 <100 0.021 0 0 <100 <100 0.0220 0 0 <100 <100 
KAE3-STS-2 0.02059 0.022 0 0 <100 <100 0.022 0 0 <100 <100 0.0240 0 0 <100 <100 
KAS3-MAG 0.020448 0.018 0 0 <100 <100 0.026 0 0 <100 <100 0.0170 0 0 <100 <100 
KAS3-SHE-1.1 0.007739 0.008 0 0 <100 <100 0.005 0 0 <100 <100 0.0130 0.0430 0.2050 162.07 100.156 
KAS3-SHE-1.2 0.007739 0.004 0 0 <100 <100 0.009 0 0 <100 <100 0.0080 0.0430 0.2050 162.07 100.16 
KAS3-SHE-2 0.007739 0.008 0 0 <100 <100 0.008 0 0 <100 <100 0.0110 0 0 <100 <100 
KAS5-LAG 0.0481664 0.045 0 0 <100 <100 0.043 0 0 <100 <100 0.0430 0.0160 0.0550 119.84 100.06 
KAS5-REV-1 0.0464127 0.06 0 0 <100 <100 0.045 0 0 <100 <100 0.0470 0 0 <100 <100 
KAS5-REV-2 0.0464127 0.045 0 0 <100 <100 0.047 0 0 <100 <100 0.0310 0 0 <100 <100 
KAS5-TYSK-1 0.01633 0.02 0 0 <100 <100 0.023 0 0 <100 <100 0.0180 0 0 <100 <100 
KAS5-TYSK-2 0.01633 0.011 0 0 <100 <100 0.011 0 0 <100 <100 0.0160 0 0 <100 <100 
KIN5-LAG-1 0.0348326 0.031 0 0 <100 <100 0.041 0 0 <100 <100 0.0400 0 0 <100 <100 
KIN5-LAG-2 0.0348326 0.032 0 0 <100 <100 0.027 0 0 <100 <100 0.0360 0 0 <100 <100 
KNA3-SKV-1 0.017466 0.017 0 0 <100 <100 0.015 0 0 <100 <100 0.0220 0 0 <100 <100 
KNA3-SKV-2 0.017466 0.023 0 0 <100 <100 0.015 0 0 <100 <100 0.0130 0 0 <100 <100 
KNA3-THY 0.0211935 0.028 0 0 <100 <100 0.027 0 0 <100 <100 0.0290 0 0 <100 <100 
LAG3-RYT 0.00923 0.008 0 0 <100 <100 0.007 0 0 <100 <100 0.0130 0 0 <100 <100 
LAG3-SKV 0.005041 0.009 0 0 <100 <100 0.004 0 0 <100 <100 0.0030 0 0 <100 <100 
LAG5-MAL 0.0555362 0.062 0 0 <100 <100 0.046 0 0 <100 <100 0.0670 0.2400 1.2010 162.47 100.03 
LAG5-SKV 0.005041 0.004 0 0 <100 <100 0.005 0 0 <100 <100 0.0030 0 0 <100 <100 
LOL3-TJE 0.008378 0.01 0 0 <100 <100 0.006 0 0 <100 <100 0.0020 0 0 <100 <100 
LYK3-RIB-1 0.018957 0.01 0 0 <100 <100 0.015 0 0 <100 <100 0.0180 0 0 <100 <100 
LYK3-RIB-2 0.018957 0.014 0 0 <100 <100 0.027 0 0 <100 <100 0.0210 0 0 <100 <100 
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ENF ENOL EDOL LMax LMin ENF ENOL EDOL LMax LMin ENF ENOL EDOL LMax LMin 
[occ/y] [occ/y] [occ/y] [h/y] [%] [%] [occ/y] [occ/y] [h/y] [%] [%] [occ/y] [occ/y] [h/y] [%] [%] 
LYK3-SFE 0.040967 0.051 0 0 <100 <100 0.046 0 0 <100 <100 0.0350 0 0 <100 <100 
MAL3-MSL-1 0.002698 0.002 0 0 <100 <100 0 0 0 <100 <100 0.0040 0 0 <100 <100 
MAL3-MSL-2 0.002698 0.004 0 0 <100 <100 0.004 0 0 <100 <100 0 0 0 <100 <100 
MES3-TRI 0.018176 0.021 0 0 <100 <100 0.025 0 0 <100 <100 0.0220 0 0 <100 <100 
MES3-ÅSP 0.01775 0.018 0 0 <100 <100 0.018 0 0 <100 <100 0.0170 0 0 <100 <100 
MLP3-TRI 0.005964 0.009 0 0 <100 <100 0.005 0 0 <100 <100 0.0090 0 0 <100 <100 
MLU3-TRI 0.0142 0.015 0 0 <100 <100 0.021 0 0 <100 <100 0.0100 0 0 <100 <100 
MOS3-TJE-1 0.02556 0.018 0 0 <100 <100 0.023 0 0 <100 <100 0.0250 0 0 <100 <100 
MOS3-TJE-2 0.02556 0.023 0 0 <100 <100 0.017 0 0 <100 <100 0.0200 0 0 <100 <100 
MOS3-VIL 0.01917 0.019 0 0 <100 <100 0.016 0 0 <100 <100 0.0190 0 0 <100 <100 
NEV3-SBA 0.038695 0.027 0 0 <100 <100 0.042 0 0 <100 <100 0.0500 0 0 <100 <100 
NEV3-VHA 0.00213 0.001 0 0 <100 <100 0.003 0 0 <100 <100 0.0010 0 0 <100 <100 
NEV5-FER 0.0152508 0.02 0 0 <100 <100 0.023 0 0 <100 <100 0.0100 0 0 <100 <100 
NEV5-VHA-1 0.0019951 0.001 0 0 <100 <100 0.002 0 0 <100 <100 0.0030 0 0 <100 <100 
REV5-ASK 0.0363804 0.044 0 0 <100 <100 0.04 0 0 <100 <100 0.0340 0 0 <100 <100 
REV5-END 0.01562 0.025 0 0 <100 <100 0.014 0 0 <100 <100 0.0200 0.4110 1.9790 132.95 100.01 
RIB3-BBR-1 0.022081 0.027 0 0 <100 <100 0.02 0 0 <100 <100 0.0200 0 0 <100 <100 
RIB3-BBR-2 0.022081 0.023 0 0 <100 <100 0.024 0 0 <100 <100 0.0310 0 0 <100 <100 
RYT3-SKV 0.008023 0.006 0 0 <100 <100 0.007 0 0 <100 <100 0.0050 0 0 <100 <100 
SHE3-SØN 0.018482 0.015 0 0 <100 <100 0.043 0 0 <100 <100 0.0480 0 0 <100 <100 
SHE3-TYS 0.032234 0.036 0 0 <100 <100 0.05 0 0 <100 <100 0.0410 0 0 <100 <100 
SKV3-TYS 0.0156299 0.016 0 0 <100 <100 0.026 0 0 <100 <100 0.0370 0 0 <100 <100 
SSV3-TRI-1 0.009372 0.005 0 0 <100 <100 0.01 0 0 <100 <100 0.0050 0 0 <100 <100 
SSV3-TRI-2 0.009372 0.012 0 0 <100 <100 0.003 0 0 <100 <100 0.0140 0 0 <100 <100 
SSV3-TRI-3 0.009443 0.009 0 0 <100 <100 0.01 0 0 <100 <100 0.0070 0 0 <100 <100 
SSV3-TRI-4 0.009443 0.01 0 0 <100 <100 0.01 0 0 <100 <100 0.0090 0 0 <100 <100 
STS3-VID-1 0.014768 0.015 0 0 <100 <100 0.016 0 0 <100 <100 0.0210 0 0 <100 <100 
STS3-VID-2 0.014768 0.012 0 0 <100 <100 0.008 0 0 <100 <100 0.0140 0 0 <100 <100 
TAN3-TJE-1 0.009585 0.008 0 0 <100 <100 0.006 0 0 <100 <100 0.0100 0 0 <100 <100 
TAN3-TJE-2 0.009585 0.011 0 0 <100 <100 0.008 0 0 <100 <100 0.0080 0 0 <100 <100 
TAN3-TRI-1 0.025347 0.019 0 0 <100 <100 0.022 0 0 <100 <100 0.0300 0 0 <100 <100 
TAN3-TRI-2 0.025347 0.021 0 0 <100 <100 0.023 0 0 <100 <100 0.0220 0 0 <100 <100 
TJE5-ASK 0.0401434 0.054 0 0 <100 <100 0.036 0 0 <100 <100 0.0270 0 0 <100 <100 
TJE5-FER 0.0442969 0.04 0 0 <100 <100 0.046 0 0 <100 <100 0.0430 0 0 <100 <100 
TJE5-IDU 0.0514466 0.051 0 0 <100 <100 0.049 0 0 <100 <100 0.0670 0.0120 0.0470 116.34 100.01 
TRI3-ÅSP 0.035784 0.03 0 0 <100 <100 0.073 0 0 <100 <100 0.0650 0 0 <100 <100 
TRI5-FER 0.06489401 0.049 0 0 <100 <100 0.072 0 0 <100 <100 0.0460 0 0 <100 <100 
TRI5-MAL 0.0215272 0.029 0 0 <100 <100 0.018 0 0 <100 <100 0.0270 0 0 <100 <100 
TRI5-SSV 0.009443 0.007 0 0 <100 <100 0.009 0 0 <100 <100 0.0070 0.0180 0.0590 146.11 100.10 
VHA3-ÅBØ 0.0048848 0.007 0 0 <100 <100 0.008 0 0 <100 <100 0.0090 0 0 <100 <100 
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ENF ENOL EDOL LMax LMin ENF ENOL EDOL LMax LMin ENF ENOL EDOL LMax LMin 
[occ/y] [occ/y] [occ/y] [h/y] [%] [%] [occ/y] [occ/y] [h/y] [%] [%] [occ/y] [occ/y] [h/y] [%] [%] 
HR_cable 0.0427 0.039 0 0 <100 <100 0.038 0 0 <100 <100 - - - - - 
HR2_cable 0.08400001 - - - - - 0.063 0 0 <100 <100 0.0760 0 0 <100 <100 
HR3_cable 0.0488 - - - - - - - - - - 0.0500 0 0 <100 <100 
BBJ5-IDU5 0.020093 - - - - - - - - - - 0.0600 0.0140 0.1360 114.08 100.02 
DJU_cable 0.0488 - - - - - - - - - - 0.0440 0 0 <100 <100 
END5-BBJ5 0.03976 - - - - - - - - - - 0.0320 0.0330 0.3410 115.94 100.03 
JEM_cable 0.061 - - - - - - - - - - 0.0680 0 0 <100 <100 
Table C-2. Results for all transformers in the WDKPS for the three scenarios. 




ENF ENOL EDOL LMax LMin ENF ENOL EDOL LMax LMin ENF ENOL EDOL LMax LMin 
[occ/y] [occ/y] [occ/y] [h/y] [%] [%] [occ/y] [occ/y] [h/y] [%] [%] [occ/y] [occ/y] [h/y] [%] [%] 
Tr ABS3-ABS2 0.003 0.003 0 0 <100 <100 0.005 0 0 <100 <100 0.0050 0 0 <100 <100 
Tr ADL3-ADL2-1 0.003 0.003 0 0 <100 <100 0.006 0 0 <100 <100 0.0030 0.0010 0.0160 103.50 100.02 
Tr ADL3-ADL2-2 0.003 0.003 0 0 <100 <100 0.004 0 0 <100 <100 0.0030 0.0020 0.0570 108.37 100.07 
Tr AND3-AND2 0.003 0.005 0 0 <100 <100 0.002 0 0 <100 <100 0.0020 0 0 <100 <100 
Tr BBR3-BBR2-1 0.003 0.003 0 0 <100 <100 0.003 0.002 0.04 138.33 100.54 0.0020 0.0010 0.0220 121.03 100.08 
Tr BBR3-BBR2-2 0.003 0.002 0 0 <100 <100 0.005 0 0 <100 <100 0.0030 0 0 <100 <100 
Tr BDK3-BDK2-1 0.003 0.002 0 0 <100 <100 0 0 0 <100 <100 0.0050 0 0 <100 <100 
Tr BDK3-BDK2-2 0.003 0.004 0 0 <100 <100 0 0 0 <100 <100 0 0 0 <100 <100 
Tr BDR3-BDR2-1 0.003 0.001 0 0 <100 <100 0.005 0 0 <100 <100 0.0020 0 0 <100 <100 
Tr BDR3-BDR2-2 0.003 0.003 0 0 <100 <100 0.002 0 0 <100 <100 0.0020 0 0 <100 <100 
Tr BED3-BED2-1 0.003 0.001 0 0 <100 <100 0.004 0.002 0.055 122.65 100.30 0.0040 0.0030 0.0810 156.01 101.28 
Tr BED3-BED2-2 0.003 0.004 0 0 <100 <100 0.004 0 0 <100 <100 0.0030 0 0 <100 <100 
Tr BIL3-BIL2-1 0.003 0.001 0 0 <100 <100 0.001 0 0 <100 <100 0.0030 0 0 <100 <100 
Tr BIL3-BIL2-2 0.003 0.004 0 0 <100 <100 0 0 0 <100 <100 0.0050 0 0 <100 <100 
Tr BIL3-BIL2-3 0.003 0.002 0 0 <100 <100 0.002 0 0 <100 <100 0.0030 0 0 <100 <100 
Tr BJH3-BJH2-1 0.003 0.001 0 0 <100 <100 0.004 0 0 <100 <100 0.0010 0 0 <100 <100 
Tr BJH3-BJH2-2 0.003 0.005 0 0 <100 <100 0.004 0 0 <100 <100 0.0020 0 0 <100 <100 
Tr DYB3-DYB2 0.003 0.002 0 0 <100 <100 0.003 0 0 <100 <100 0.0030 0 0 <100 <100 
Tr END5-END3 0.003 0.004 0 0 <100 <100 0.005 0 0 <100 <100 0.0020 0 0 <100 <100 
Tr EST3-EST2 0.003 0.003 0 0 <100 <100 0.003 0 0 <100 <100 0.0030 0 0 <100 <100 
Tr FER3-FER2 0.003 0.007 0 0 <100 <100 0.008 0 0 <100 <100 0.0020 0 0 <100 <100 
Tr FER5-FER3 0.003 0.002 0 0 <100 <100 0.004 0 0 <100 <100 0.0040 0.2820 1.5310 116.48 100.00 
Tr FGD3-FGD2 0.003 0.004 0 0 <100 <100 0.004 0 0 <100 <100 0.0030 0 0 <100 <100 
Tr FGD5-FGD3-1 0.003 0.003 0 0 <100 <100 0.003 0 0 <100 <100 0.0050 0 0 <100 <100 
Tr FGD5-FGD3-2 0.003 0.003 0 0 <100 <100 0.001 0 0 <100 <100 0.0030 0 0 <100 <100 
Tr FRD3-FRD2 0.003 0.001 0 0 <100 <100 0.004 0 0 <100 <100 0.0030 0 0 <100 <100 
Tr FRT3-FRT2 0.003 0.005 0 0 <100 <100 0.002 0 0 <100 <100 0.0040 0 0 <100 <100 
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ENF ENOL EDOL LMax LMin ENF ENOL EDOL LMax LMin ENF ENOL EDOL LMax LMin 
[occ/y] [occ/y] [occ/y] [h/y] [%] [%] [occ/y] [occ/y] [h/y] [%] [%] [occ/y] [occ/y] [h/y] [%] [%] 
Tr FVO3-FVO2-1 0.003 0.003 0 0 <100 <100 0.005 0 0 <100 <100 0.0040 0 0 <100 <100 
Tr FVO3-FVO2-2 0.003 0 0 0 <100 <100 0.003 0 0 <100 <100 0 0 0 <100 <100 
Tr FVO3-FVO2-3 0.003 0.008 0 0 <100 <100 0 0 0 <100 <100 0.0020 0 0 <100 <100 
Tr GRP3-GRP2-1 0.003 0.005 0 0 <100 <100 0.003 0 0 <100 <100 0.0020 0 0 <100 <100 
Tr GRP3-GRP2-2 0.003 0.002 0 0 <100 <100 0.004 0 0 <100 <100 0.0020 0 0 <100 <100 
Tr HAS3-HAS2-1 0.003 0.003 0 0 <100 <100 0.001 0 0 <100 <100 0.0040 0 0 <100 <100 
Tr HAS3-HAS2-2 0.003 0 0 0 <100 <100 0.002 0 0 <100 <100 0.0050 0 0 <100 <100 
Tr HAT3-HAT2-1 0.003 0.003 0 0 <100 <100 0.005 0 0 <100 <100 0.0030 0 0 <100 <100 
Tr HAT3-HAT2-2 0.003 0.002 0 0 <100 <100 0.003 0 0 <100 <100 0.0030 0 0 <100 <100 
Tr HER3-HER2-1 0.003 0.004 0 0 <100 <100 0.002 0 0 <100 <100 0.0030 0 0 <100 <100 
Tr HER3-HER2-2 0.003 0.001 0 0 <100 <100 0 0 0 <100 <100 0.0010 0 0 <100 <100 
Tr HNB3-HNB2-1 0.003 0.001 0 0 <100 <100 0.002 0 0 <100 <100 0.0040 0 0 <100 <100 
Tr HNB3-HNB2-2 0.003 0.002 0 0 <100 <100 0.004 0 0 <100 <100 0.0040 0 0 <100 <100 
Tr HOD3-HOD2 0.003 0.003 0 0 <100 <100 0.003 0 0 <100 <100 0.0040 0 0 <100 <100 
Tr HSK3-HSK2 0.003 0.003 0 0 <100 <100 0.003 0 0 <100 <100 0.0040 0 0 <100 <100 
Tr HVO3-HVO2 0.003 0.002 0 0 <100 <100 0.002 0 0 <100 <100 0.0020 0 0 <100 <100 
Tr HVV3-HVV2-1 0.003 0.003 0 0 <100 <100 0.002 0 0 <100 <100 0.0060 0 0 <100 <100 
Tr HVV3-HVV2-2 0.003 0.006 0 0 <100 <100 0.008 0 0 <100 <100 0.0010 0 0 <100 <100 
Tr HØN3-HØN2 0.003 0.004 0 0 <100 <100 0.002 0 0 <100 <100 0 0 0 <100 <100 
Tr IDU3-IDU2-1 0.003 0.002 0 0 <100 <100 0.004 0 0 <100 <100 0.0010 0 0 <100 <100 
Tr IDU3-IDU2-2 0.003 0.001 0 0 <100 <100 0.002 0 0 <100 <100 0.0050 0 0 <100 <100 
Tr IDU5-IDU3 0.003 0.003 0 0 <100 <100 0.003 0 0 <100 <100 0.0060 0 0 <100 <100 
Tr KAE3-KAE2-1 0.003 0.004 0.002 0.054 117.38 100.56 0.005 0.002 0.05 120.94 100.23 0.0010 0.0010 0.0080 123.31 101.53 
Tr KAE3-KAE2-2 0.003 0.006 0 0 <100 <100 0.003 0 0 <100 <100 0.0010 0 0 <100 <100 
Tr KAS5-KAS3-1 0.003 0.003 0 0 <100 <100 0.001 0 0 <100 <100 0 0 0 <100 <100 
Tr KAS5-KAS3-2 0.003 0.002 0 0 <100 <100 0.003 0 0 <100 <100 0 0 0 <100 <100 
Tr KIN5-KIN3 0.003 0.005 0 0 <100 <100 0.002 0 0 <100 <100 0.0020 0 0 <100 <100 
Tr KLM3-KLM2 0.003 0.003 0 0 <100 <100 0.003 0 0 <100 <100 0 0 0 <100 <100 
Tr KNA3-KNA2-1 0.003 0.001 0 0 <100 <100 0.002 0 0 <100 <100 0.0030 0 0 <100 <100 
Tr KNA3-KNA2-2 0.003 0.004 0 0 <100 <100 0.001 0 0 <100 <100 0.0050 0 0 <100 <100 
Tr LAG5-LAG3 0.003 0.007 0 0 <100 <100 0.004 0 0 <100 <100 0.0010 0 0 <100 <100 
Tr LOL3-LOL2-1 0.003 0.002 0 0 <100 <100 0.005 0 0 <100 <100 0.0030 0 0 <100 <100 
Tr LOL3-LOL2-2 0.003 0.004 0 0 <100 <100 0.004 0 0 <100 <100 0.0040 0 0 <100 <100 
Tr LYK3-LYK2-1 0.003 0 0 0 <100 <100 0.006 0 0 <100 <100 0.0030 0 0 <100 <100 
Tr LYK3-LYK2-2 0.003 0.001 0 0 <100 <100 0.005 0 0 <100 <100 0.0020 0 0 <100 <100 
Tr MAG3-MAG2-1 0.003 0.003 0 0 <100 <100 0.006 0 0 <100 <100 0.0030 0 0 <100 <100 
Tr MAG3-MAG2-2 0.003 0.002 0 0 <100 <100 0.001 0 0 <100 <100 0.0080 0 0 <100 <100 
Tr MAL3-MAL2 0.003 0.002 0 0 <100 <100 0.002 0 0 <100 <100 0.0070 0 0 <100 <100 
Tr MAL5-MAL3 0.003 0.003 0 0 <100 <100 0.002 0 0 <100 <100 0 0 0 <100 <100 
Tr MES3-MES2-1 0.003 0.003 0 0 <100 <100 0.005 0 0 <100 <100 0.0060 0 0 <100 <100 
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ENF ENOL EDOL LMax LMin ENF ENOL EDOL LMax LMin ENF ENOL EDOL LMax LMin 
[occ/y] [occ/y] [occ/y] [h/y] [%] [%] [occ/y] [occ/y] [h/y] [%] [%] [occ/y] [occ/y] [h/y] [%] [%] 
Tr MES3-MES2-2 0.003 0 0 0 <100 <100 0.003 0 0 <100 <100 0.0060 0 0 <100 <100 
Tr MLP3-MLP2 0.003 0.002 0 0 <100 <100 0.002 0 0 <100 <100 0.0030 0 0 <100 <100 
Tr MLU3-MLU2 0.003 0.001 0 0 <100 <100 0.004 0 0 <100 <100 0.0010 0 0 <100 <100 
Tr MOS3-MOS2-1 0.003 0.004 0 0 <100 <100 0.001 0 0 <100 <100 0.0010 0 0 <100 <100 
Tr MOS3-MOS2-2 0.003 0.005 0 0 <100 <100 0.003 0 0 <100 <100 0.0040 0 0 <100 <100 
Tr NEV3-NEV1 0.003 0.005 0 0 <100 <100 0.003 0 0 <100 <100 0.0020 0 0 <100 <100 
Tr NEV5-NEV3 0.003 0.005 0 0 <100 <100 0.003 0 0 <100 <100 0.0010 0.0460 0.1050 136.55 100.01 
Tr NOR3-NOR2 0.003 0.004 0 0 <100 <100 0.005 0 0 <100 <100 0.0030 0 0 <100 <100 
Tr NSP3-NSP2-1 0.003 0.003 0 0 <100 <100 0.006 0 0 <100 <100 0.0020 0 0 <100 <100 
Tr NSP3-NSP2-2 0.003 0.005 0 0 <100 <100 0.003 0 0 <100 <100 0.0010 0 0 <100 <100 
Tr OSØ3-OSØ2 0.003 0.002 0 0 <100 <100 0.002 0 0 <100 <100 0.0040 0 0 <100 <100 
Tr RIB3-RIB2 0.003 0.002 0 0 <100 <100 0.001 0 0 <100 <100 0 0 0 <100 <100 
Tr RYT3-RYT2-1 0.003 0.005 0 0 <100 <100 0.004 0 0 <100 <100 0.0050 0 0 <100 <100 
Tr RYT3-RYT2-2 0.003 0.003 0 0 <100 <100 0.005 0 0 <100 <100 0.0040 0 0 <100 <100 
Tr SBA3-SBA2-1 0.003 0.004 0 0 <100 <100 0.006 0 0 <100 <100 0.0020 0 0 <100 <100 
Tr SBA3-SBA2-2 0.003 0.003 0 0 <100 <100 0.002 0 0 <100 <100 0.0030 0 0 <100 <100 
Tr SFE3-SFE1 0.003 0.002 0 0 <100 <100 0.002 0 0 <100 <100 0 0 0 <100 <100 
Tr SHE3-SHE2-1 0.003 0.001 0 0 <100 <100 0.005 0.001 0.039 115.01 100.02 0.0030 0.0020 0.0250 118.86 101.21 
Tr SHE3-SHE2-2 0.003 0.001 0 0 <100 <100 0.004 0.003 0.026 110.87 100.43 0.0050 0.0020 0.0470 119.39 100.75 
Tr SKV5-SKV3 0.003 0.002 0 0 <100 <100 0.003 0 0 <100 <100 0.0010 0 0 <100 <100 
Tr STR3-STR2-1 0.003 0.002 0 0 <100 <100 0.004 0 0 <100 <100 0.0020 0 0 <100 <100 
Tr STR3-STR2-2 0.003 0.006 0 0 <100 <100 0.001 0 0 <100 <100 0.0010 0 0 <100 <100 
Tr STS3-STS2 0.003 0.002 0 0 <100 <100 0.005 0 0 <100 <100 0.0050 0 0 <100 <100 
Tr SVB3-SVB2-1 0.003 0.002 0 0 <100 <100 0.003 0 0 <100 <100 0.0030 0 0 <100 <100 
Tr SVB3-SVB2-2 0.003 0.005 0 0 <100 <100 0.004 0 0 <100 <100 0.0020 0 0 <100 <100 
Tr SØN3-SØN2-1 0.003 0.001 0 0 <100 <100 0.002 0 0 <100 <100 0.0010 0 0 <100 <100 
Tr SØN3-SØN2-2 0.003 0.002 0 0 <100 <100 0.001 0 0 <100 <100 0.0020 0 0 <100 <100 
Tr TAN3-TAN2 0.003 0.004 0 0 <100 <100 0.003 0 0 <100 <100 0.0030 0 0 <100 <100 
Tr THY3-THY2 0.003 0.001 0 0 <100 <100 0.003 0 0 <100 <100 0.0030 0 0 <100 <100 
Tr THØ3-THØ2 0.003 0.006 0 0 <100 <100 0.004 0 0 <100 <100 0.0010 0 0 <100 <100 
Tr TJE3-TJE5 0.003 0.002 0 0 <100 <100 0.002 0 0 <100 <100 0.0020 0 0 <100 <100 
Tr TRI5-TRI3 0.003 0.001 0 0 <100 <100 0.004 0 0 <100 <100 0.0010 0.0310 0.0850 109.34 100.01 
Tr TYS3-TYS1 0.003 0.005 0 0 <100 <100 0.002 0 0 <100 <100 0.0020 0 0 <100 <100 
Tr VID3-VID2-1 0.003 0.003 0 0 <100 <100 0.001 0 0 <100 <100 0.0020 0 0 <100 <100 
Tr VID3-VID2-2 0.003 0.002 0 0 <100 <100 0.003 0 0 <100 <100 0.0040 0 0 <100 <100 
Tr VIL3-VIL2-1 0.003 0.003 0 0 <100 <100 0.004 0 0 <100 <100 0.0030 0 0 <100 <100 
Tr VIL3-VIL2-2 0.003 0.002 0 0 <100 <100 0.002 0 0 <100 <100 0.0010 0 0 <100 <100 
Tr ÅBØ3-ÅBØ2-1 0.003 0.001 0 0 <100 <100 0.004 0 0 <100 <100 0.0040 0 0 <100 <100 
Tr ÅBØ3-ÅBØ2-2 0.003 0.002 0 0 <100 <100 0.005 0 0 <100 <100 0.0040 0 0 <100 <100 
Tr ÅSP3-ÅSP2 0.003 0 0 0 <100 <100 0.004 0 0 <100 <100 0.0040 0 0 <100 <100 
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ENF ENOL EDOL LMax LMin ENF ENOL EDOL LMax LMin ENF ENOL EDOL LMax LMin 
[occ/y] [occ/y] [occ/y] [h/y] [%] [%] [occ/y] [occ/y] [h/y] [%] [%] [occ/y] [occ/y] [h/y] [%] [%] 
Tr BBJ3-BBJ5-1 0.003 - - - - - - - - - - 0.0030 0 0 <100 <100 
Tr BBJ3-BBJ5-2 0.003 - - - - - - - - - - 0.0030 0.0030 0.1590 118.55 100.56 
Tr BBJ3-BBJ5-3 0.003 - - - - - - - - - - 0.0010 0.0030 0.1590 118.55 100.56 
Tr BBR3-BBR2-3 0.003 - - - - - - - - - - 0.0010 0.0010 0.0320 132.45 102.85 
Tr HVV3-HVV2-3 0.003 - - - - - - - - - - 0.0030 0 0 <100 <100 
Tr MAL3-MAL2-2 0.003 - - - - - - - - - - 0.0040 0.0060 0.3070 142.62 100.06 
Tr STS3-STS2-2 0.003 - - - - - - - - - - 0.0040 0.0030 0.0200 136.92 100.43 
Table C-3. Results for all loads in the WDKPS for the three scenarios. 
  Scenario 1 Scenario 2 Scenario 3 
  
EENS EDOI EFOI EENS EDOI EFOI EENS EDOI EFOI 
[MWh/y] [h/y] [occ/y] [MWh/y] [h/y] [occ/y] [MWh/y] [h/y] [occ/y] 
General Load ABS 60 14.97 0.3290 0.0030 28.94 0.6190 0.0050 18.8327 0.3490 0.0050 
General Load ADL 60 0.00 0 0 0.00 0 0 0 0 0 
General Load AND 60 14.40 0.3150 0.0050 18.12 0.3610 0.0020 11.8917 0.2100 0.0020 
General Load BBR 60 0.00 0 0 0.00 0 0 0 0 0 
General Load BDK 60 0.00 0 0 0.00 0 0 0 0 0 
General Load BDR 60 0.00 0 0 0.00 0 0 0 0 0 
General Load BED 60 0.00 0 0 0.00 0 0 0 0 0 
General Load BIL 60 0.00 0 0 0.00 0 0 0 0 0 
General Load BJH 60 0.00 0 0 0.00 0 0 0 0 0 
General Load DYB 60 2.13 0.1100 0.0020 4.77 0.2230 0.0030 6.0181 0.2550 0.0030 
General Load EST 60 11.11 0.2500 0.0040 44.87 0.9560 0.0100 94.5430 1.7930 0.0100 
General Load FER 60 6.77 0.4070 0.0070 17.05 0.9770 0.0080 0.9353 0.0620 0.0020 
General Load FGD 6O 13.59 0.2360 0.0040 12.34 0.2290 0.0040 41.4677 0.5920 0.0030 
General Load FRD 60 0.65 0.0360 0.0010 8.42 0.4010 0.0040 14.0353 0.5640 0.0030 
General Load FRT 60 12.18 0.8660 0.0050 4.99 0.3530 0.0020 3.9443 0.2330 0.0040 
General Load FVO 60 0.00 0 0 0.00 0 0 0 0 0 
General Load GRP 60 0.00 0 0 0.00 0 0 0 0 0 
General Load HAS 60 0.00 0 0 0.00 0 0 0 0 0 
General Load HAT 60 0.00 0 0 0.00 0 0 0 0 0 
General Load HER 60 0.00 0 0 0.00 0 0 0 0 0 
General Load HNB 60 0.00 0 0 0.00 0 0 0 0 0 
General Load HOD 60 20.56 0.5760 0.0030 2.95 0.0850 0.0030 20.4522 0.4600 0.0040 
General Load HSK 60 5.81 0.1400 0.0030 10.85 0.2130 0.0030 18.6400 0.3410 0.0040 
General Load HVO 60 1.42 0.1370 0.0020 0.55 0.0490 0.0020 0.6473 0.0650 0.0020 
General Load HVV 60 0.00 0 0 0.00 0 0 0 0 0 
General Load HØN 60 11.55 0.3690 0.0040 1.28 0.0450 0.0020 0 0 0 
General Load IDU 60 0.00 0 0 0.00 0 0 0 0 0 
General Load KAE 60 0.00 0 0 0.00 0 0 0 0 0 
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  Scenario 1 Scenario 2 Scenario 3 
  
EENS EDOI EFOI EENS EDOI EFOI EENS EDOI EFOI 
[MWh/y] [h/y] [occ/y] [MWh/y] [h/y] [occ/y] [MWh/y] [h/y] [occ/y] 
General Load KLM 60 1.35 0.2650 0.0030 4.04 0.8230 0.0030 0 0 0 
General Load KNA 60 0.00 0 0 0.00 0 0 0 0 0 
General Load LOL 60 0.00 0 0 0.00 0 0 0 0 0 
General Load LYK 60 0.00 0 0 0.00 0 0 0 0 0 
General Load MAG 60 0.00 0 0 0.00 0 0 0 0 0 
General Load MAL 60 14.28 0.3470 0.0020 246.71 5.8500 0.0020 0 0 0 
General Load MES 60 0.00 0 0 0.00 0 0 0 0 0 
General Load MLP 60 9.85 0.1940 0.0020 10.79 0.2000 0.0020 11.2124 0.1740 0.0030 
General Load MLU 60 3.83 0.0800 0.0010 24.03 0.5380 0.0040 5.0029 0.1010 0.0010 
General Load MOS 60 0.00 0 0 0.00 0 0 0 0 0 
General Load NOR 60 2.76 0.1440 0.0040 8.38 0.4190 0.0050 11.7646 0.4880 0.0030 
General Load NSP 60 0.00 0 0 0.00 0 0 0 0 0 
General Load OSØ 60 5.24 0.1320 0.0020 9.26 0.2330 0.0020 12.7728 0.2670 0.0040 
General Load RIB 60 2.83 0.1330 0.0020 0.37 0.0120 0.0010 0 0 0 
General Load RYT 60 0.00 0 0 0.00 0 0 0 0 0 
General Load SBA 60 0.00 0 0 0.00 0 0 0 0 0 
General Load SFE 10.5 0.00 0 0 0.00 0 0 0 0 0 
General Load SHE 60 0.00 0 0 0.00 0 0 0 0 0 
General Load STR 60 0.00 0 0 0.00 0 0 0 0 0 
General Load STS 60 1.91 0.0460 0.0020 15.81 0.3870 0.0050 0 0 0 
General Load SVB 60 0.00 0 0 0.00 0 0 0 0 0 
General Load SØN 60 0.00 0 0 0.00 0 0 0 0 0 
General Load TAN 60 6.17 0.1750 0.0040 20.27 0.5140 0.0030 2.4925 0.0540 0.0030 
General Load THY 60 1.05 0.0300 0.0010 11.25 0.3440 0.0030 15.3305 0.4480 0.0030 
General Load THØ 60 13.11 0.5910 0.0060 5.13 0.2080 0.0040 0.3731 0.0100 0.0010 
General Load TYS 10.5 0.00 0 0 0.00 0 0 0 0 0 
General Load VID 60 0.00 0 0 0.00 0 0 0 0 0 
General Load VIL 60 0.00 0 0 0.00 0 0 0 0 0 
General Load ÅBØ 60 0.00 0 0 0.00 0 0 0 0 0 
General Load ÅSP 60 0.00 0 0 58.23 1.6160 0.0040 660.1326 15.5060 0.0040 
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