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EQUIVARIANT D-MODULES ON 2× 2× 2 HYPERMATRICES
MICHAEL PERLMAN
Abstract. Let V = C2 ⊗ C2 ⊗ C2 be the space of 2 × 2 × 2 hypermatrices, endowed with the natural
group action of GL = GL2(C) × GL2(C) × GL2(C). The category of GL-equivariant coherent D-modules
on V is equivalent to the category of representations of a quiver with relations. In this article, we give a
construction of each simple object and study their GL-equivariant structure. Using this information, we
go on to explicitly describe the corresponding quiver with relations. As an application, we compute all
iterations of local cohomology with support in the orbit closures of V .
1. Introduction
Let A, B, C be two-dimensional complex vector spaces, and let V = A⊗B ⊗C be the space of 2× 2× 2
hypermatrices. This space has a natural action of GL = GL(A) × GL(B) × GL(C) with seven orbits. We
describe these orbits below (see [Lan12, Table 10.3.1]), choosing bases A = 〈a1, a2〉, B = 〈b1, b2〉, C = 〈c1, c2〉.
• The zero orbit O0 = {0}.
• The orbit O1 of dimension 4, with representative a1 ⊗ b1 ⊗ c1, whose closure O1 is the affine cone
over the Segre variety Seg(P(A) × P(B)× P(C)) ⊆ P(V ).
• The orbit O1,2,2 of dimension 5, with representative a1 ⊗ (b1 ⊗ c1 + b2 ⊗ c2), whose closure O1,2,2 is
the subspace variety
Ŝub1,2,2(V ) = {T ∈ V | ∃A′ ∈ P(A), T ∈ A′ ⊗B ⊗ C}.
The orbits O2,1,2 and O2,2,1 are defined similarly.
• The orbit O5 of dimension 7, with representative a1⊗ (b1⊗ c1+ b2⊗ c2)+a2⊗ b1⊗ c2, whose closure
O5 is the affine cone over the tangential variety to the Segre variety.
• The dense orbit O6, with representative a1 ⊗ b1 ⊗ c1 + a2 ⊗ b2 ⊗ c2.
Let S = Sym(V ∗) ∼= C[xi,j,k | 1 ≤ i, j, k ≤ 2] be the ring of polynomial functions on V , and let D = S ·〈∂i,j,k |
1 ≤ i, j, k ≤ 2〉 be the Weyl algebra of differential operators on V with polynomial coefficients. In this article
we study the category modGL(D) of GL-equivariant coherent D-modules. It is known from the general theory
that this category is equivalent to the category of representations of a quiver with relations [GMV96, LW18,
Vil94], and our analysis entails: (1) determining the quiver with relations (Q, I) corresponding to modGL(D),
(2) giving concrete constructions of the simple objects and understanding their GL-equivariant structure.
This work is part of an ongoing effort to understand categories of equivariant D-modules on irreducible
representations with finitely many orbits, such as spaces of matrices, affine cones over Veronese varieties,
binary cubic forms, and more [LRW17, LW18, Rai16, Rai17]. The information of (1) and (2) is useful in
practice because it aids in determining the filtration and composition factors of any object in modGL(D)
that one may come across, such as local cohomology H•
O
(V,OV ) with support in an orbit closure.
We begin by examining the simple objects in modGL(D). By the Riemann-Hilbert correspondence, each
simple corresponds to a GL-equivariant local system on one of the orbits. The classification in the case of
2× 2× 2 hypermatrices is as follows:
Classification of Simple Modules. There are eight simple GL = GL(A) ×GL(B) ×GL(C)-equivariant
D-modules on V = A ⊗ B ⊗ C. For all orbits O 6= O6, there is a unique simple with support O. These
modules correspond to the trivial local systems on their respective orbits, and we denote them by D0 = E,
D1, D1,2,2, D2,1,2, D2,2,1, and D5. There are two simple objects with full support: D6 = S and G6.
The holonomic duality functor fixes all of the simple modules. The Fourier transform swaps the modules
in the two pairs (S,E), (G6, D1), and all other simples are fixed.
We recall the definitions of holonomic duality functor and the Fourier transform in Section 2.2. We now
state the theorem on the quiver structure of the category of GL-equivariant coherent D-modules.
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Theorem on the Quiver Structure. There is an equivalence of categories modGL(DV ) ∼= rep(Q, I),
where rep(Q, I) is the category of finite-dimensional representations of a quiver Q with relations I. The
quiver Q is shown below.
s d5 e
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The relations on the first connected component are given by: ϕ0ψ0, ψ0ϕ0, ϕ1ψ1, ψ1ϕ1. The relations on the
second connected component are, for all (i, j, k) and (p, q, r):
αi,j,kδi,j,k − αp,q,rδp,q,r, γi,j,kβi,j,k − γp,q,rβp,q,r, βp,q,rαi,j,k, δp,q,rγi,j,k, αi,j,kβi,j,k, γi,j,kδi,j,k.
A key object used to determine which nontrivial extensions are possible is Cayley’s hyperdeterminant h ∈ S
(see Section 2.1). This polynomial has weight (−2,−2)3, and is the defining equation of the orbit closure O5.
The two connected components of the quiver Q correspond to the composition factors of the modules Sh
and Sh ·
√
h respectively, where Sh denotes the localization of S at the hyperdeterminant. We begin Section
3.2 by examining the D-module filtrations of these two modules.
Our motivation for understanding the category modGL(D) is the study of local cohomology with support
in orbit closures [LR18, LRW17, Rai16, Rai17, RW14, RW16, RWW14]. In general, for a closed subvariety
Z ⊆ V and a holonomic D-module M , the local cohomology modules HjZ(V,M) are holonomic D-modules
(see, for instance, [Lyu93]). When Z = O is an orbit closure, local cohomology is a functor on modGL(D),
and we conclude the paper by computing local cohomology of each simple object, with support in each orbit
closure. When O = Oi,j,k for (i, j, k) = (1, 2, 2), (2, 1, 2), or (2, 2, 1), the closure O is defined by the 2 × 2
minors of a flattening. For example, the defining ideal of O1,2,2 is generated by the 2× 2 minors of the 2× 4
matrix of indeterminates (yi,j) in S = Sym(A
∗ ⊗ (B∗ ⊗ C∗)) ∼= C[yi,j | 1 ≤ i ≤ 2, 1 ≤ j ≤ 4]. Thus, the
local cohomology H•
Oi,j,k
(V,OV ) is already known by [RW14]. Using long exact sequences of cohomology
and spectral sequences, these previous computations will be crucial in understanding local cohomology of
simples such as G6. As a consequence of our computations, we calculate all iterations of local cohomology
of any simple module with support in orbit closures.
Organization. In Section 2 we review the necessary background on representation theory, D-modules, and
local cohomology. In Section 3 we prove the main theorems. We conclude the paper in Section 4 with some
local cohomology computations.
2. Preliminaries
2.1. Representation Theory. Let W be a complex vector space of dimension two, and write GL(W ) for
its group of automorphisms. The irreducible finite-dimensional representations of GL(W ) are indexed by
dominant weights λ = (λ1 ≥ λ2) ∈ Z2, and we write SλW for the corresponding representation. We will
write Z2dom for the set of dominant weights throughout. Given λ ∈ Z2dom, denote by |λ| = λ1 + λ2 the sum
of the entries. Note that SλW
∗ = Sλ∗W , where λ
∗ = (−λ2,−λ1). Given a representation U of dimension n,
we write det(U) to denote the highest exterior power ∧nU . If W is the vector representation, then det(W )⊗r
is the irreducible representation S(r,r)W .
Let A, B, and C be two-dimensional complex vector spaces and let GL = GL(A)×GL(B)×GL(C). Write
Λ = {SλA⊗ SµB ⊗ SνC | λ, µ, ν ∈ Z2dom} for the set of isomorphism classes of finite-dimensional irreducible
representations of GL. We define the Grothendieck group of admissible representations Γ(GL) to be the set
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of isomorphism classes of representations of the form
(2.1) M =
⊕
(λ,µ,ν)∈Λ
(SλA⊗ SµB ⊗ SνC)⊕aλ,µ,ν ,
where aλ,µ,ν ∈ Z≥0 is the multiplicity of SλA⊗SµB⊗SνC inM . ForM as above, the correspondng element
[M ] ∈ Γ(GL) is written
(2.2) [M ] =
∑
(λ,µ,ν)∈Λ
aλ,µ,ν · [SλA⊗ SµB ⊗ SνC] .
We write 〈[M ], [SλA⊗ SµB ⊗ SνC]〉 = aλ,µ,ν for the multiplicity. A sequence ([Mr])r of elements of Γ(GL)
is convergent if for every (λ, µ, ν) ∈ Λ, the sequence of integers 〈[Mr], [SλA ⊗ SµB ⊗ SνC]〉 is constant for
r ≫ 0. Suppose that aλ,µ,ν = limr→∞〈[Mr], [SλA⊗ SµB ⊗ SνC]〉 for all (λ, µ, ν) ∈ Λ. Then we write
(2.3) lim
r→∞
[Mr] =
∑
(λ,µ,ν)∈Λ
aλ,µ,ν · [SλA⊗ SµB ⊗ SνC].
In Section 2.4 and the proof of Lemma 3.5, we will sometimes write [SλA⊗SµB⊗SνC] in the case when
one or more of λ, µ, ν ∈ Z2 are not dominant. We explain what is meant by this notation here. Let π ∈ Z2 be
one of λ, µ, ν. Let ρ = (1, 0) and consider π+ ρ = (π1+1, π2). Write sort(π+ ρ) for the sequence of integers
obtained by arranging the entries of π + ρ in non-increasing order, and let π˜ = sort(π + ρ) − ρ. In other
words, if π2 > π1+1, then π˜ = (π2−1, π1+1) and otherwise π˜ = π. Using this notation, [SλA⊗SµB⊗SνC]
is defined to be
(2.4) [SλA⊗ SµB ⊗ SνC] =
{
sgn(λ) · sgn(µ) · sgn(ν) · [Sλ˜A⊗ Sµ˜B ⊗ Sν˜C] if λ˜, µ˜, ν˜ are dominant
0 otherwise
where sgn(π) is the sign of the unique permutation that sorts π + ρ.
We now recall some results about the GL-equivariant structure of the polynomial ring S. Let Λ+ be the
set of elements (λ, µ, ν) ∈ Λ with λ2, µ2, ν2 ≥ 0, and recall V = A ⊗ B ⊗ C and S = Sym(V ∗). By [LM04,
Proposition 4.1] we have
(2.5) [S] =
∑
(λ,µ,ν)∈Λ+, d≥0
|λ|=|µ|=|ν|=d
dimC([λ]⊗ [µ]⊗ [ν])Σd · [SλA∗ ⊗ SµB∗ ⊗ SνC∗],
where [π] denotes the irreducible representation the symmetric group Σd corresponding to π, and ([λ]⊗ [µ]⊗
[ν])Σd denotes the space of Σd-invariants (instances of the trivial representation) in the tensor product. We
recall [Rai12, Corollary 4.3a], which allows us to compute these dimensions:
Lemma 2.1. Suppose that λ, µ, ν ∈ Λ+, and |λ| = |µ| = |ν| = d for some integer d ≥ 0. Set
mλ,µ,ν = dimC([λ]⊗ [µ]⊗ [ν])Σd , fλ,µ,ν = max{λ2, µ2, ν2}, eλ,µ,ν = λ2 + µ2 + ν2.
If eλ,µ,ν < 2fλ,µ,ν, then mλ,µ,ν = 0. If eλ,µ,ν ≥ d − 1, then mλ,µ,ν = ⌊d/2⌋ − fλ,µ,ν + 1, unless eλ,µ,ν
is odd and d is even, in which case mλ,µ,ν = ⌊d/2⌋ − fλ,µ,ν . If eλ,µ,ν < d − 1 and eλ,µ,ν ≥ 2fλ,µ,ν, then
mλ,µ,ν = ⌊(eλ,µ,ν + 1)/2⌋ − fλ,µ,ν + 1, unless eλ,µ,ν is odd, in which case mλ,µ,ν = ⌊(eλ,µ,ν + 1)/2⌋ − fλ,µ,ν .
Let h ∈ S be Cayley’s hyperdeterminant:
h = x21,1,1x
2
2,2,2 + x
2
1,1,2x
2
2,2,1 + x
2
1,2,1x
2
2,1,2 + x
2
2,1,1x
2
1,2,2 − 2x1,1,1x1,1,2x2,2,1x2,2,2 − 2x1,1,1x1,2,1x2,1,2x2,2,2
− 2x1,1,1x1,2,2x2,1,1x2,2,2 − 2x1,1,2x1,2,1x2,1,2x2,2,1 − 2x1,1,2x1,2,2x2,2,1x2,1,1 − 2x1,2,1x1,2,2x2,1,2x2,1,1
+ 4x1,1,1x1,2,2x2,1,2x2,2,1 + 4x1,1,2x1,2,1x2,1,1x2,2,2.
In Section 3, we study the D-module filtrations of Sh and Sh ·
√
h, where Sh denotes the localization of S at
h. In order to do so, we first discuss the GL-equivariant structure of these modules. Note that h has weight
(−2,−2)3, and is the defining equation of O5. Using convention (2.3), we have that [Sh] = limr→∞[S · h−r].
Let (λ, µ, ν) ∈ Λ. We have the following method to compute the multiplicity of [SλA⊗ SµB ⊗ SνC] in [Sh]:
(2.6) 〈[Sh], [SλA⊗ SµB ⊗ SνC]〉 = lim
r→∞
〈[S], [S(λ1−2r,λ2−2r)A⊗ S(µ1−2r,µ2−2r)B ⊗ S(ν1−2r,ν2−2r)C]〉.
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Also, since
√
h has weight (−1,−1)3, we obtain the following for [Sh ·
√
h]:
(2.7) 〈[Sh ·
√
h], [SλA⊗ SµB ⊗ SνC]〉 = 〈[Sh], [S(λ1+1,λ2+1)A⊗ S(µ1+1,µ2+1)B ⊗ S(ν1+1,ν2+1)C]〉.
We record the following for use in Section 3.2:
Lemma 2.2. Let a ≥ 0 be an integer. If a is even, then S(a,a)A⊗ S(a,a)B⊗ S(a,a)C has multiplicity zero in
Sh ·
√
h and multiplicity one in Sh. If a is odd, then S(a,a)A⊗S(a,a)B⊗S(a,a)C, S(3,1)A⊗S(2,2)B⊗S(2,2)C,
S(2,2)A⊗S(3,1)B⊗S(2,2)C, and S(2,2)A⊗S(2,2)B⊗S(3,1)C have multiplicity zero in Sh and multiplicity one
in Sh ·
√
h.
Proof. By (2.6), the multiplicity of S(a,a)A⊗ S(a,a)B ⊗ S(a,a)C in Sh is given by
(2.8) lim
r→∞
〈[S], [S(a−2r,a−2r)A⊗ S(a−2r,a−2r)B ⊗ S(a−2r,a−2r)C]〉.
We compute the multiplicity of S(a−2r,a−2r)A⊗S(a−2r,a−2r)B⊗S(a1−2r,a−2r)C in S for r ≫ 0. Let (λ, µ, ν) =
((2r− a, 2r− a), (2r− a, 2r− a), (2r− a, 2r− a)), and use notation from Lemma 2.1, setting d = 4r− 2a. In
this situation, fλ,µ,ν = 2r − a, and eλ,µ,ν = 6r − 3a. For r ≫ 0, we have eλ,µ,ν ≥ d− 1 and eλ,µ,ν ≥ 2fλ,µ,ν .
Thus by Lemma 2.1, it follows that (for r ≫ 0) mλ,µ,ν = 1 if a is even and mλ,µ,ν = 0 if a is odd. By (2.5)
and (2.8), it follows that if a is even, then S(a,a)A⊗ S(a,a)B ⊗ S(a,a)C appears in Sh with multiplicity one,
and if a is odd, then S(a,a)A⊗ S(a,a)B ⊗ S(a,a)C does not appear in Sh.
The assertions about the multiplicity of S(a,a)A ⊗ S(a,a)B ⊗ S(a,a)C in Sh ·
√
h follow from the first
paragraph and (2.7). We now prove the assertion about S(3,1)A ⊗ S(2,2)B ⊗ S(2,2)C, leaving the similar
results about S(2,2)A⊗S(3,1)B⊗S(2,2)C, and S(2,2)A⊗S(2,2)B⊗S(3,1)C to the reader. By (2.6), to compute
the multiplicity of S(3,1)A⊗ S(2,2)B ⊗ S(2,2)C in Sh, we need to determine
(2.9) lim
r→∞
〈[S], [S(3−2r,1−2r)A⊗ S(2−2r,2−2r)B ⊗ S(2−2r,2−2r)C]〉.
Set (λ, µ, ν) = ((2r− 1, 2r− 3), (2r− 2, 2r− 2), (2r− 2, 2r− 2)). Again, using the notation from Lemma 2.1,
we have d = 4r− 4, fλ,µ,ν = 2r− 2, and eλ,µ,ν = 6r− 7. For r ≫ 0, eλ,µ,ν ≥ 2fλ,µ,ν and eλ,µ,ν ≥ d− 1. Thus
(for r ≫ 0) mλ,µ,ν = 0, so by (2.5) and (2.9), the multiplicity of S(3,1)A⊗ S(2,2)B ⊗ S(2,2)C in Sh is zero, as
claimed. Finally, we show that the multiplicity of S(3,1)A⊗ S(2,2)B ⊗ S(2,2)C in Sh ·
√
h is one. Using (2.6)
and (2.7), we need to show that the following limit is equal to one:
(2.10) lim
r→∞
〈[S], [S(4−2r,2−2r)A⊗ S(3−2r,3−2r)B ⊗ S(3−2r,3−2r)C]〉.
Let (λ, µ, ν) = ((2r − 2, 2r − 4), (2r − 3, 2r − 3), (2r − 3, 2r − 3)), so that d = 4r − 6, fλ,µ,ν = 2r − 3, and
eλ,µ,ν = 6r − 10. By Lemma 2.1, we obtain that mλ,µ,ν = 1 for r ≫ 0. Thus, the limit (2.10) is equal to
one, as needed. 
2.2. Equivariant D-modules and Local Cohomology. In this section, let V be a finite dimensional
complex vector space, thought as an affine space, and let G be a connected affine algebraic group acting
on V . Let D=DV be the Weyl algebra of differential operators with polynomial coefficients. Consider the
category mod(D) of finitely-generated left D-modules with D-linear maps as morphisms. A D-module M
is G-equivariant if there is a DG×V -module isomorphism τ : p∗M → m∗M , where p : G × V → V is
the projection and m : G × V → V is the multiplication map, and τ satisfies the co-cycle conditions (see
[HTT07, Definition 11.5.2]). Write modG(D) for the full subcategory of finitely-generated G-equivariant
(left) D-modules. By [VdB99, Proposition 3.1.2], morphisms in modG(D) are automatically G-equivariant.
For Z ⊆ V a G-stable closed subvariety, write modZG(D) for the full subcategory of modG(D) consisting of
modules with support contained in Z. By the Riemann-Hilbert correspondence, simple objects in modZG(D)
correspond to G-equivariant irreducible local systems on open subsets of Z contained in the smooth locus.
Each one yields a simple object in modG(D). LetM be a G-equivariant irreducible local system on an open
subset of Z contained in the smooth locus, and write L(Z,M, V ) for the simple object corresponding toM.
This is called the intersection homology D-module. When M is the trivial local system, we simply write
L(Z, V ) for the intersection homology D-module. By [HTT07, Theorem 11.6.1], we have the following:
Theorem 2.3. Suppose that G acts on V with finitely many orbits.
(a) There is a bijective correspondence{
(O,M) | O is a G-orbit,M is an equivariant irreducible local system on O
}
↔ {simple objects in modG(D)}
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where (O,M) corresponds to L(O,M, V ).
(b) Moreover, if we fix an orbit O = G/K and set K0 to be the connected component of the identity in
K, then there is a bijective correspondence
{equivariant irreducible local systems on O} ↔ {irreducible representations of K/K0}.
The group K/K0 is called the component group of O. By this theorem, in order to determine the
number of simple GL-equivariant DV -modules supported on each orbit closure, we just need to compute the
component group corresponding to each orbit. We begin Section 3 with this analysis.
Let Z ⊆ V be closed and let U = V \ Z, with open immersion j : U →֒ V . Write j∗ and j∗ to denote
the direct and inverse image functors of quasi-coherent sheaves. These functors restrict to functors between
mod(DU ) and mod(DV ), and j∗ is right adjoint to j∗. The adjunction gives a map M → j∗j∗M , yielding
an exact sequence and isomorphisms
(2.11) 0 −→ H0Z(V,M) −→M −→ j∗j∗M −→ H1Z(V,M) −→ 0, Rkj∗(j∗M) ∼= Hk+1Z (V,M),
for k ≥ 1, where HiZ(V,M) denotes the i-th local cohomology of M with support in Z, and Rkj∗ denotes
the k-th derived functor of j∗. Since we are only working with cohomology on a single space V , we will write
HjZ(M) = HjZ(V,M) throughout. We recall the following general fact (see, for example [LW18, Lemma 3.11]
or [Rai17, Page 9]):
Proposition 2.4. Using the notation above, set c = codim(Z, V ). The intersection homology D-module
L(Z, V ) is the unique simple submodule of HcZ(V,OV ), and all other composition factors have support con-
tained in the singular locus of Z. Further, all composition factors of HjZ(V,OV ) for j > c have support
contained in the singular locus of Z.
This will be used in Section 4 to compute local cohomology of simple objects with support in orbit closures,
in conjunction with homological techniques such as spectral sequences and long exact sequences.
We now discuss two functors that will be crucial in our study of modGL(D). Let V = A⊗B ⊗C and GL
be as above. There is a self-equivalence of categories F on modGL(DV ), given by F(M) = M∗ ⊗C det(V )
(see [LW18, Section 4.3]). We will refer to this functor as the Fourier Transform. In our situation, det(V ) =
S(4,4)A⊗ S(4,4)B ⊗ S(4,4)C. By abuse of notation, consider the function F : Z2 → Z2 given by
F(λ) = λ∗ + (4, 4) = (−λ2 + 4,−λ1 + 4).
This induces a function F : Γ(GL)→ Γ(GL) given by
(2.12) F
 ∑
(λ,µ,ν)∈Λ
aλ,µ,ν · [SλA⊗ SµB ⊗ SνC]
 = ∑
(λ,µ,ν)∈Λ
aλ,µ,ν ·
[
SF(λ)A⊗ SF(µ)B ⊗ SF(ν)C
]
.
Notice that for any object M of modGL(DV ), we have [F(M)] = F([M ]). In general, if M is simple, then
F(M) will also be simple. For example, the Fourier transform of S is E = Sym(V )⊗ det(V ). This allows us
to compute multiplicities 〈[E], [SλA⊗ SµB ⊗ SνC]〉. We immediately conclude the following:
Lemma 2.5. The representation S(4,4)A ⊗ S(4,4)B ⊗ S(4,4)C has multiplicity one in E, and for a ≤ 3 the
representation S(a,a)A ⊗ S(a,a)B ⊗ S(a,a)C does not appear in E. Finally, the representations S(3,1)A ⊗
S(2,2)B ⊗ S(2,2)C, S(2,2)A⊗ S(3,1)B ⊗ S(2,2)C, and S(2,2)A⊗ S(2,2)B ⊗ S(3,1)C do not appear in E.
There is another functor on modGL(D) that permutes simple objects, the holonomic duality functor D
(see [HTT07, Section 2.6]). The duality functor is an equivalence of categories between modGL(D) and
modGL(D)op, defined via
D(M) = E xt 8DV (M,DV )⊗OV ω−1V ,
where 8 = dimV and ωV is the canonical bundle. Via the Riemann-Hilbert correspondence, the holonomic
duality functor is the Verdier duality functor on perverse sheaves. Thus, for a simple D-module M corre-
sponding to an irreducible local system M on an orbit O, the duality functor sends M to the D-module
corresponding to the dual local system M∗.
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2.3. Representations of quivers. A quiver Q = (Q0,Q1) is an oriented graph with a finite set of vertices
Q0 and a finite set of arrows Q1. An arrow α ∈ Q1 has source s(α) ∈ Q0 and a target t(α) ∈ Q0. A
directed path p in Q from a to b is a sequence of arrows α1, · · · , αk such that s(α1) = a, t(αk) = b, and
s(αi) = t(αi−1). A relation in Q is a linear combination of paths of length at least two having the same source
and target. A quiver with relations (Q, I) is a quiver Q together with a finite set of relations I. A finite-
dimensional representation W of a quiver with relations (Q, I) is a collection of finite-dimensional vector
spaces {Wa | a ∈ Q0} indexed by Q0, along with a set of linear maps {W (α) : Ws(α) → Wt(α) | α ∈ Q1}
satisfying the relations in I.
The category modGL(D) is equivalent to the category of finite-dimensional representations of a quiver with
relations (Q, I) (for the most direct proof in our situation, see [LW18, Proposition 2.5]). We now gather
a few facts for later, to be used when we determine the quiver. Given M ∈ modGL(D), write WM for the
corresponding representation of (Q, I).
(1) There is a one-to-one correspondence between simple objects in modGL(D) and vertices of Q.
(2) If M ∈ modGL(D) and N is a simple composition factor of M with multiplicity d, then the repre-
sentation WM ∈ rep(Q, I) has dimWMn = d, where n is the vertex corresponding to N .
(3) If M and N are simple objects in modGL(D), corresponding to vertices m and n in Q, then the
number of arrows from m to n is equal to dimC Ext
1(M,N).
(4) Recall the Fourier transform F and the holonomic duality functor D from Section 2.2. If m and n
are nodes of Q corresponding to simple modules M and N in modGL(D), then the number of arrows
from m to n is equal to the number of arrows from WD(N) to WD(M). Also, the number of arrows
from m to n is equal to the number of arrows from WF(M) to WF(N).
(5) Let IM be the injective hull of some simple module M , and let N be another simple module. The
number of paths from n to m is equal to the multiplicity of N as a composition factor of IM .
2.4. Witness weights. In order to determine the quiver structure of the category modGL(DV ), an impor-
tant tool will be to know a weight unique to each simple equivariant D-module M . In other words, for such
M we want to find (λ, µ, ν) ∈ Λ such that 〈[M ], [SλA⊗SµB⊗SνC]〉 6= 0 and 〈[N ], [SλA⊗SµB⊗SνC]〉 = 0
for all simple equivariant D-module N 6=M . We will call these witness weights. In this section, we discuss
how to obtain (any) weights in D1 and Di,j,k for (i, j, k) = (1, 2, 2), (2, 1, 2), and (2, 2, 1). We determine the
witness weights in Section 3.2.
To obtain weights of D1, we will push forward the structure sheaf of O1 from a desingularization of
O1. The desingularization will be a homogeneous vector bundle on a product of projective spaces, and the
problem of computing the desired weights will reduce to computing Euler characteristic of vector bundles on
this product. This is the technique used by Raicu to compute characters of simple equivariant D-modules
on Veronese cones and spaces of matrices (generic, symmetric, skew-symmetric) [Rai16, Rai17].
The setup is as follows: Let X = P(A) × P(B)× P(C) (we write P(A) for the variety of one-dimensional
subspaces in A), with projections pW : X → P(W ) for W = A, B, C, and let Y = TotX(p∗AO(1)⊗ p∗BO(1)⊗
p∗CO(1)). Consider the following diagram:
Y V ×X
V
s
pi p
where s is the inclusion, p is the projection, and π = p◦s is the composition. Then Y is a desingularization of
O1 with π
−1(O1) ∼= O1. The D-module pushforward
∫
pi OO1 from Y of the structure sheaf OO1 has support
O1, and D1 appears in its cohomology. Thus, we may obtain information about the weights that appear in
D1 from the Euler characteristic χ(
∫
pi OO1) and knowledge of the weights that appear in E.
By [Rai16, Proposition 2.10],we have the following in Γ(GL):
(2.13)
[
χ
(∫
pi
OO1
)]
= lim
r→∞
(
3∑
i=0
(−1)3−i · [χ(X,ΩiX ⊗ Lr)⊗ E]
)
,
where L = p∗AO(−1) ⊗ p∗BO(−1) ⊗ p∗CO(−1). For the remainder of the section, recall the convention (2.4).
Let [2] = {1, 2} and let ([2]1 ) denote the set of subsets of [2] of size one. In other words, ([2]1 ) = {{1}, {2}}.
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For r ∈ Z and I ∈ ([2]1 ), write (rI ) ∈ Z2 for the tuple with r in the I-th place and zero elsewhere. If I = {1},
then (rI) = (r, 0) and if I = {2}, then (rI) = (0, r). By [Rai16, Lemma 2.5], Lemma 2.5, we have that
3∑
i=0
(−1)3−i · [χ(X,ΩiX ⊗ Lr)] = −[p(V )], where [p(V )] =
∑
I,J,K∈([2]1 )
[S(rI)A⊗ S(rJ )B ⊗ S(rK)C].
Given λ ∈ Z2dom, write λ(r, I) = λ+ (rI). Let (λ, µ, ν) ∈ Λ. Combining the above, we obtain
3∑
i=0
(−1)3−i · 〈[χ(X,ΩiX ⊗ Lr)⊗ E], [SλA⊗ SµB ⊗ SνC]〉 = −〈[p(V )]⊗ [E], [SλA⊗ SµB ⊗ SνC]〉
= −
∑
I,J,K∈([2]1 )
〈[Sym(V )], [S(λ1−4,λ2−4)(r,I)A⊗ S(µ1−4,µ2−4)(r,J)B ⊗ S(ν1−4,ν2−4)(r,K)C]〉,
where the second equality follows from [Rai16, Lemma 2.3]. We summarize with the following:
Lemma 2.6. Using the notation above, the multiplicity of [SλA⊗ SµB ⊗ SνC] in [χ(
∫
pi
OO1)] is given by
lim
r→∞
− ∑
I,J,K∈([2]1 )
〈[Sym(V )], [S(λ1−4,λ2−4)(r,I)A⊗ S(µ1−4,µ2−4)(r,J)B ⊗ S(ν1−4,ν2−4)(r,K)C]〉
 .
We will use this in the proof of Lemma 3.5.
Next, we find some weights that appear in Di,j,k with multiplicity one. Let W1 and W2 be complex
vector spaces of dimensions n and m respectively, and consider W1 ⊗ W2 the space of n × m matrices.
This space has a natural action of GL(W1) × GL(W2) with k + 1 orbits, where k = min(m,n). In this
case, the component groups corresponding to each orbit are trivial, and by Theorem 2.3, there are k + 1
simple GL(W1) × GL(W2)-equivariant DW1⊗W2 -modules. C. Raicu has computed the GL(W1) × GL(W2)
structure of these simple modules [Rai16]. We will use these computations to obtain information about the
GL(A)×GL(B)×GL(C) structure of our simple modules Di,j,k = L(Oi,j,k, V ) for (i, j, k) = (1, 2, 2), (2, 1, 2),
and (2, 2, 1). In particular, we will obtain the witness weights from these previous computations.
The space V = A ⊗ B ⊗ C may be identified with the space of 2 × 4 matrices A ⊗ (B ⊗ C). Under
this identification, the orbit closure O1,2,2 is the determinantal variety of 2 × 4 matrices of rank ≤ 1. The
similar result holds for O2,1,2 and O2,2,1. Let A = {λ ∈ Z2dom | λ1 ≥ 3, λ2 ≤ 1}. Given λ ∈ A, write
λ(1) = (λ1 − 2, 1, 1, λ2) ∈ Z4dom. By [Rai16, Section 3.2], the simple DV -module D1,2,2 decomposes as a
representation of GL(A) ×GL(B ⊗ C) as follows:
(2.14) D1,2,2 =
⊕
λ∈A
SλA⊗ Sλ(1)(B ⊗ C)
Similar decompositions hold for D2,1,2 and D2,2,1. Notice that if λ = (3, 1), then λ(1) = (1, 1, 1, 1). Therefore
S(3,1)A⊗S(1,1,1,1)(B⊗C) = S(3,1)A⊗S(2,2)B⊗S(2,2)C appears in D1,2,2 with multiplicity one. We conclude:
Lemma 2.7. The following hold in Γ(GL):
〈[D1,2,2], [S(3,1)A⊗ S(2,2)B ⊗ S(2,2)C]〉 = 1, 〈[D2,1,2], [S(2,2)A⊗ S(3,1)B ⊗ S(2,2)C]〉 = 1,
〈[D2,2,1], [S(2,2)A⊗ S(2,2)B ⊗ S(3,1)C]〉 = 1.
In addition, for (i, j, k) = (1, 2, 2), (2, 1, 2), (2, 2, 1) and a = 1, 2, 3, the representation [S(a,a)A ⊗ S(a,a)B ⊗
S(a,a)C] does not appear in [Di,j,k].
The second assertion follows from the fact that (1, 1), (2, 2), and (3, 3) do not belong to the set A.
3. The category modGL(DV )
In this section we prove the main theorems. We begin by classifying the simple modules and computing
the witness weights. We go on to determine the quiver structure of the category modGL(D).
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3.1. Component groups for the orbits. By Theorem 2.3, the simple objects in modGL(D) are in one-
to-one correspondence with representations of the component groups of each orbit. We now compute the
component groups, immediately yielding the first assertion of the Classification of Simple Modules. Note
first that the component group corresponding to O1 is trivial by [LW18, Lemma 4.13], as O1 is the orbit of
the highest weight vector of V . For the following computations, we will consider an element of the group:
(3.1) g =
((
x1,1 x1,2
x2,1 x2,2
)
,
(
y1,1 y1,2
y2,1 y2,2
)
,
(
z1,1 z1,2
z2,1 z2,2
))
∈ GL.
Given an orbit O and v ∈ O, we will determine what conditions are imposed on xi,j , yi,j, and zi,j if g is in
the isotropy of v. These equations are used to find the connected components of the isotropy.
Lemma 3.1. The GL-isotropy subgroups for a1 ⊗ b1 ⊗ c1 + a1 ⊗ b2 ⊗ c2, a1 ⊗ b1 ⊗ c1 + a2 ⊗ b1 ⊗ c2, and
a1⊗b1⊗c1+a2⊗b2⊗c1 are irreducible subvarieties of GL. In particular, the component groups corresponding
to O1,2,2, O2,1,2, and O2,2,1 are trivial.
Proof. By symmetry, it suffices to prove the result for O1,2,2. Let v = a1 ⊗ b1 ⊗ c1 + a1 ⊗ b2 ⊗ c2 and
g · v =∑i,j,k fi,j,kai ⊗ bj ⊗ ck, where g is as in (3.1). If g is in the isotropy of v, then f1,1,1 = 1, f1,2,2 = 1,
and fi,j,k = 0 otherwise. Since f1,1,1 = 1, we have that y1,1z1,1 + y1,2z1,2 is nonzero. Thus, x1,2 = 0, as
f2,1,1 = x1,2(y1,1z1,1 + y1,2z1,2). The defining equations fi,j,k simplify to the following:
x2,1, x1,1y1,1z1,1 + x1,1y1,2z1,2 − 1, x1,1y2,1z2,1 + x1,1y2,2z2,2 − 1, y1,1z2,1 + y1,2z2,2, y2,1z1,1 + y2,2z1,2.
Using the isPrime function in Macaulay2 [GS], the equations above define a prime ideal in C[xi,j , yi,j , zi,j |
1 ≤ i, j ≤ 2]. Since the isotropy subgroup of v is an open subset of the variety defined by these equations,
conclude that it is an irreducible subvariety of GL. The second assertion follows from the fact that irreducible
spaces are connected. 
Lemma 3.2. The GL-isotropy subgroup for v = a1 ⊗ b1 ⊗ c1 + a1 ⊗ b2 ⊗ c2 + a2 ⊗ b1 ⊗ c2 is connected. In
particular, the component group corresponding to O5 is trivial
Proof. Similar to the previous proof, write g · v = ∑i,j,k fi,j,kai ⊗ bj ⊗ ck. The condition that g is in the
isotropy of v is eight equations: f1,1,1 = 1, f1,2,2 = 1, f2,1,2 = 1, and fi,j,k = 0 otherwise. In this case,
x2,1 = y2,1 = z1,2 = 0, and modulo these variables we have
(3.2) x1,1y1,1z1,1 − 1, x1,1y2,2z2,2 − 1, x2,2y1,1z2,2 − 1, x1,1y1,1z2,1 + x1,1y1,2z2,2 + x1,2y1,1z2,2.
It suffices to show that the variety T defined by the equations (3.2) in C9 is path connected. Choose a point
P = (X1,1, X1,2, X2,2, Y1,1, Y1,2, Y2,2, Z1,1, Z2,1, Z2,2) ∈ T . We begin by constructing a path in T from P to
Q = (X1,1, 0, X2,2, Y1,1, 0, Y2,2, Z1,1, 0, Z2,2). Let t ∈ [0, 1] and set
γ1(t) = (X1,1, X1,2(1− t), X2,2, Y1,1, Y1,2(1− t), Y2,2, Z1,1, Z2,1(1− t), Z2,2).
Then γ1(0) = P , γ1(1) = Q, and γ1(t) satisfies the equations (3.2) for all t ∈ [0, 1]. Therefore, γ1(t) is a path
from P to Q that lies in T .
Next, we construct a path in T from Q to R = (1, 0, 1, 1, 0, 1, 1, 0, 1), completing the proof. Since C \ {0}
is path connected, there exist paths in C \ {0} sending X1,1, Y1,1, and Z2,2 each to 1. Denote these paths by
X1,1(t), Y1,1(t), and Z2,2(t) respectively. We use these to define a path from Q to R in T :
γ2(t) =
(
X1,1(t), 0,
1
Y1,1(t) · Z2,2(t) , Y1,1(t), 0,
1
X1,1(t) · Z2,2(t) ,
1
X1,1(t) · Y1,1(t) , 0, Z2,2(t)
)
.
Using the equations (3.2), we see that γ2(0) = Q, γ2(1) = R, and γ2(t) lies in T for all t ∈ [0, 1]. 
We conclude that for all orbits O 6= O6, there is a unique simple object in modGL(D) with support O. We
will now show that there are two simples with full support.
Lemma 3.3. The isotropy group of the point v = a1⊗ b1⊗ c1+ a2⊗ b2⊗ c2 has two connected components:
•
{((
x1,1 0
0 x2,2
)
,
(
y1,1 0
0 y2,2
)
,
(
z1,1 0
0 z2,2
))
| x1,1y1,1z1,1 = 1, x2,2y2,2z2,2 = 1
}
•
{((
0 x1,2
x2,1 0
)
,
(
0 y1,2
y2,1 0
)
,
(
0 z1,2
z2,1 0
))
| x1,2y1,2z1,2 = 1, x2,1y2,1z2,1 = 1
}
In particular, the component group corresponding to the dense orbit O6 is Z/2Z.
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Proof. Similar to the proofs above, write g · v = ∑i,j,k fi,j,kai ⊗ bj ⊗ ck. The condition that g is in the
isotropy of v is eight equations: f1,1,1 = 1, f2,2,2 = 1, and fi,j,k = 0 otherwise. Considering the two cases
x1,1 = 0, x1,1 6= 0 yields that the isotropy for v is the disjoint union of the two sets above. We complete the
proof by showing that the first component T is path connected, as the proof that the second component is
path connected is similar. Pick a point P = (X1,1, X2,2, Y1,1, Y2,2, Z1,1, Z2,2) in T . There is a path in T from
P to Q = (1, 1, 1, 1, 1, 1) which we now describe. As C \ {0} is path connected, there exist paths X1,1(t),
X2,2(t), Y1,1(t), Y2,2(t) in C \ {0} sending X1,1, X2,2, Y1,1, and Y2,2 each to 1. For t ∈ [0, 1] define
γ3(t) =
(
X1,1(t), X2,2(t), Y1,1(t), Y2,2(t),
1
X1,1(t) · Y1,1(t) ,
1
X2,2(t) · Y2,2(t)
)
.
Then γ3(0) = P , γ3(1) = Q, and γ3(t) lies in T for all t ∈ [0, 1]. Therefore, T is path connected. 
By the above, conclude that there are eight simple objects in modGL(D). For orbits O 6= O6, the simple
object is the intersection homology D-module L(O, V ). These are denoted by D, with a subscript denoting
which orbit they correspond to. The simples with full support areD6 = S = L(O6, V ) and G6 = L(O6,G, V ),
where G is a nontrivial equivariant local system on O6.
3.2. Witness weights for the simple D-modules. In this subsection, we describe the composition factors
of Sh and Sh ·
√
h, obtaining the witness weights for the simple objects along the way. In addition, we complete
the proof of the Classification of Simple Modules. By [LW18, Proposition 4.9], the filtrations of Sh and Sh ·
√
h
are dictated by the Bernstein-Sato polynomial of h (see [SKKO80] or [Lo˝r18, Example 2.9]):
(3.3) bh(s) = (s+ 1) (s+ 3/2)
2
(s+ 2) .
For any r ∈ C, we consider the D-module 〈hr〉D that is the D-submodule of Sh·hr generated by hr. By [LW18,
Proposition 4.9], the D-module 〈hr〉D/〈hr+1〉D is nonzero if and only if r is a root of the Bernstein-Sato
polynomial bh(s). By (3.3) we obtain the following:
(3.4) 0 ( S ( 〈h−1〉D ( 〈h−2〉D = Sh, 0 ( 〈h−1/2〉D ( 〈h−3/2〉D = Sh ·
√
h.
We summarize the results of this subsection here. Given a simple module M , write λ(M) for the set of
witness weights.
Theorem 3.4. The composition factors of Sh are S, E, and D5, each with multiplicity one, and the compo-
sition factors of Sh ·
√
h are G6, D1,2,,2, D2,1,2, D2,2,1, and D1, each with multiplicity one. More precisely:
〈h−1〉D/S ∼= D5, Sh/〈h−1〉D ∼= E, 〈h−1/2〉D ∼= G6, and there is a non-split short exact sequence
0 −→ D1,2,2 ⊕D2,1,2 ⊕D2,2,1 −→ (Sh ·
√
h)/G6 −→ D1 −→ 0.
We have the following witness weights:
(0, 0)3 ∈ λ(S), (1, 1)3 ∈ λ(G6), (2, 2)3 ∈ λ(D5), (3, 3)3 ∈ λ(D1), (4, 4)3 ∈ λ(E),
(3, 1)× (2, 2)2 ∈ λ(D1,2,2), (2, 2)× (3, 1)× (2, 2) ∈ λ(D2,1,2), (2, 2)2 × (3, 1) ∈ λ(D2,2,1).
In Sections 2.1 and 2.2, we discussed the GL-equivariant structure of S, E, Sh, Sh ·
√
h, and in Section 2.4 we
found weights that appear in Di,j,k for (i, j, k) = (1, 2, 2), (2, 1, 2), and (2, 2, 1). Now we study the weights
that appear in D1.
Lemma 3.5. The multiplicity of S(3,3)A ⊗ S(3,3)B ⊗ S(3,3)C in D1 is one. For a ≤ 2, the multiplicity of
S(a,a)A⊗S(a,a)B⊗S(a,a)C in D1 is zero. Finally, the representations S(3,1)A⊗S(2,2)B⊗S(2,2)C, S(2,2)A⊗
S(3,1)B ⊗ S(2,2)C, and S(2,2)A⊗ S(2,2)B ⊗ S(3,1)C do not appear in D1.
Proof. Let (γ, δ, σ) ∈ Λ be one of the triples of dominant weights in the statement of the lemma. Use the
notation from Section 2.4. By Lemma 2.5, to prove the assertion it suffices to show that〈[
χ
(∫
pi
OO1
)]
, [SγA⊗ SδB ⊗ SσC]
〉
=
{
1 if (γ, δ, σ) = ((3, 3), (3, 3), (3, 3)),
0 otherwise.
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By Lemma 2.6 we have that the multiplicity of [SγA⊗ SδB ⊗ SσC] in [χ(
∫
pi
OO1)] is equal to
lim
r→∞
− ∑
I,J,K∈([2]1 )
〈[Sym(V )], [S(γ1−4,γ2−4)(r,I)A⊗ S(δ1−4,δ2−4)(r,J)B ⊗ S(σ1−4,σ2−4)(r,K)C]〉
 .
Since γ2 − 4 < 0, we have
〈[Sym(V )], [S(γ1−4,γ2−4)(r,I)A⊗ S(δ1−4,δ2−4)(r,J)B ⊗ S(σ1−4,σ2−4)(r,K)C]〉 6= 0 only if I = J = K = {2}.
Using the convention (2.4), we obtain that the multiplicity of [SγA⊗ SδB ⊗ SσC] in [χ(
∫
pi OO1)] is given by
(3.5) lim
r→∞
〈[Sym(V )], [S(γ2+r−5,γ1−3)A⊗ S(δ2+r−5,δ1−3)B ⊗ S(σ2+r−5,σ1−3)C]〉.
When (γ, δ, σ) 6= ((3, 3), (3, 3), (3, 3)), then one of the following holds: γ1 − 3 < 0, δ1 − 3 < 0, or σ1 − 3 < 0.
Thus, every term in (3.5) is zero, implying that the limit is zero. Therefore, we have proven all assertions in
the statement of the lemma except the assertion about S(3,3)A⊗ S(3,3)B ⊗ S(3,3)C.
To complete the proof, let (γ, δ, σ) = ((3, 3), (3, 3), (3, 3)). We need to show that the multiplicity of
S(γ2+r−5,γ1−3)A⊗ S(δ2+r−5,δ1−3)B⊗ S(σ2+r−5,σ1−3)C = S(r−2,0)A⊗ S(r−2,0)B ⊗ S(r−2,0)C in Sym(V ) is one
for r ≫ 0. Using the notation of Lemma 2.1, let (λ, µ, ν) = ((r − 2, 0), (r− 2, 0), (r− 2, 0)). Then d = r − 2,
fλ,µ,ν = 0, and eλ,µ,ν = 0. For r ≫ 0, we have that eλ,µ,ν < d− 1 and eλ,µ,ν ≥ 2fλ,µ,ν . Since eλ,µ,ν is even,
Lemma 2.1 and (2.5) imply that the multiplicity of S(r−2,0)A⊗ S(r−2,0)B ⊗ S(r−2,0)C in Sym(V ) for r ≫ 0
is one, as claimed. 
Using the information of Lemma 3.5, we now describe the composition factors of Sh and Sh ·
√
h:
Lemma 3.6. The modules S and E are not composition factors of Sh ·
√
h. The modules D1,2,2, D2,1,2,
D2,2,1, D1, F(D1) are not composition factors of Sh.
Proof. By Lemma 2.2, the multiplicities of S(0,0)A⊗S(0,0)B⊗S(0,0)C and S(4,4)A⊗S(4,4)B⊗S(4,4)C in Sh ·
√
h
are both zero. Since S contains the subrepresentation S(0,0)A ⊗ S(0,0)B ⊗ S(0,0)C, it is not a composition
factor of Sh ·
√
h. Similarly, by Lemma 2.5, the simple module E is not a composition factor of Sh ·
√
h.
To prove the second assertion, recall that by Lemma 2.7, we have
〈[D1,2,2], [S(3,1)A⊗ S(2,2)B ⊗ S(2,2)C]〉 = 1, 〈[D2,1,2], [S(2,2)A⊗ S(3,1)B ⊗ S(2,2)C]〉 = 1,
〈[D2,2,1], [S(2,2)A⊗ S(2,2)B ⊗ S(3,1)C]〉 = 1.
Using Lemma 2.2, these weights do no appear in Sh. Thus, D1,2,2, D2,1,2, D2,2,1 cannot be composition
factors of Sh. Finally, by Lemma 3.5, the simple D1 contains the weight (3, 3)
3, and thus F(D1) contains
the weight (1, 1)3. Again, by Lemma 2.2, the result follows. 
Since 〈h−1/2〉D has full support, it must contain S or G6 as a submodule. By Lemma 3.6 it follows that
G6 ⊆ 〈h−1/2〉D. We now prove that this is in fact an equality.
Lemma 3.7. The multiplicity of S(1,1)A⊗S(1,1)B⊗S(1,1)C in G6 is one, F(D1) ∼= G6, and G6 ∼= 〈h−1/2〉D.
Proof. We begin by proving the first claim. By Lemma 2.2, the module Sh ·
√
h must have a composition
factor with the weight (1, 1)3. By Lemma 2.1, Lemma 2.5, Lemma 2.7, and Lemma 3.5, we conclude that this
composition factor must be D5 or G6. Thus, it suffices to show that the multiplicity of S(1,1)A⊗ S(1,1)B ⊗
S(1,1)C in D5 is zero. By Lemma 2.4, and the Cˇech cohomology description of local cohomology, it follows
that D5 ⊂ Sh/S (i.e. it is a composition factor of Sh). By Lemma 2.2, conclude that G6 contains the weight
(1, 1)3, and therefore F(D1) ∼= G6. The third assertion follows, since h−1/2 has weight (1, 1)3, again by
Lemma 2.2. 
Lemma 3.8. There is a non-split short exact sequence
0 −→ D1,2,2 ⊕D2,1,2 ⊕D2,2,1 −→ (Sh ·
√
h)/G6 −→ D1 −→ 0.
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Proof. We begin by showing thatD1 is not a submodule of (Sh·
√
h)/G6. SinceD1 contains the representation
S(3,3)A⊗ S(3,3)B ⊗ S(3,3)C, Lemma 2.2 and (3.4) imply that D1 is a quotient of (Sh ·
√
h)/G6. By Lemma
2.2, Lemma 3.5, and Lemma 3.7, we conclude that D1,2,2, D2,1,2, and D2,2,1 are also composition factors of
(Sh ·
√
h)/G6. If D1 were a submodule of (Sh ·
√
h)/G6, then it would be a direct summand. In particular,
D1 and one of Di,j,k would both be quotients of (Sh ·
√
h)/G6, contradicting the second assertion of [LW18,
Proposition 4.9]. Therefore,D1 is not a submodule of (Sh ·
√
h)/G6. It follows that for some (i, j, k) = (1, 2, 2),
(2, 1, 2), (2, 2, 1), the simple Di,j,k is a submodule of (Sh ·
√
h)/G6. The natural Z/3Z action on V extends
to an action on Sh ·
√
h preserving G6 and permuting Di,j,k, so we have that Di,j,k is a submodule of
(Sh ·
√
h)/G6 for all (i, j, k). Since the Di,j,k’s are simple, it follows that D1,2,2 ⊕ D2,1,2 ⊕ D2,2,1 is a
submodule of (Sh ·
√
h)/G6. Therefore, the short exact sequence in the statement of the lemma exists, and
is non-split. 
Combining the three previous lemmas and their proofs, we complete the proof of Theorem 3.4:
Proof of Theorem 3.4. We begin by proving the claim about the composition factors and filtration of Sh.
By (3.4), the D-module Sh has length greater than or equal to three. By Lemma 3.6, its composition factors
are among S, E, and D5. Since h
−1 is of weight (2, 2)3, the submodule 〈h−1〉D ( Sh has a simple quotient
containing this weight. Using Lemma 2.5 and the fact that S only has weights (λ, µ, ν) with λi ≤ 0, µi ≤ 0,
and νi ≤ 0 for i = 1, 2, it follows that D5 has the weight (2, 2)3, and 〈h−1〉 surjects onto D5. By a similar
argument, we have also that E is a quotient of Sh. Since the weights (0, 0)
3, (2, 2)3, and (4, 4)3 each appear
in Sh with multiplicity one by Lemma 2.2, we obtain that S, E, and D5 are each composition factors of Sh
of multiplicity one, 〈h−1〉D/S ∼= D5, and Sh/〈h−1〉D ∼= E.
Next, using Lemma 3.7 and Lemma 3.8, the assertions about the filtration and composition factors of
Sh ·
√
h are immediate. Since the module 〈hs〉D contains the weight (−2s,−2s)3 for all s ∈ Q, it follows that
each simple contains the above claimed witness weights. These weights are unique to their respective simple
module by Lemma 2.2. 
Finally, we complete the proof of the Classification of Simple Modules:
Proposition 3.9. The holonomic duality functor fixes all of the simple modules. The Fourier transform
swaps the modules in the two pairs (S,E), (G6, D1), and all other simples are fixed.
Proof. The holonomic duality functor D sends the simple module M corresponding to the local system M
on an orbit O to the simple module corresponding to the dual local systemM∗. Since all the simple modules
except G6 correspond to the trivial local systems on their respective orbits, the first statement follows. The
second assertion follows from the witness weight computations in Theorem 3.4 and the definition of the
Fourier transform (2.12) in Section 2.2. 
3.3. The quiver structure of the category modGL(D). For the remainder of the section, we prove the
Theorem on the Quiver Structure. We begin by proving a couple lemmas about which nontrivial extensions
are possible between the simple objects. We refer to the following short exact sequences coming from the
filtration of Sh ·
√
h:
(3.6) 0 −→ G6 −→ F −→ D1,2,2 ⊕D2,1,2 ⊕D2,2,1 −→ 0,
(3.7) 0 −→ F −→ Sh ·
√
h −→ D1 −→ 0.
It is important to note that by Lemma 3.7 and [LRW17, Lemma 2.4], Sh is the injective hull of S and Sh ·
√
h
is the injective hull of G6 in modGL(D).
Lemma 3.10. For all (i, j, k) = (1, 2, 2), (2, 1, 2), (2, 2, 1), we have the following in modGL(D):
(3.8) dimC Ext
1
D(Di,j,k, G6) = 1, and Ext
1
D(Di,j,k, D5) = 0.
Proof. We start by proving the first assertion. Applying Hom(Di,j,k,−) to (3.7) yields dimC Ext1D(Di,j,k, F ) =
0, since Sh ·
√
h is injective and Hom(Di,j,k, D1) = 0. Now applying Hom(Di,j,k,−) to (3.6) yields the desired
result since dimCHom(Di,j,k, D1,2,2 ⊕D2,1,2 ⊕D2,2,1) = 1 and Ext1D(Di,j,k, F ) = 0.
To prove that Ext1D(Di,j,k, D5) = 0 we will show that there are no nontrivial extensions between these
two simples in the full subcategory modO5GL(D) of modules with support contained in O5. Using bullet (5)
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in Section 2.3, it suffices to show that for all (i, j, k), the module Di,j,k is not a composition factor of the
injective hull of D5 in mod
O5
GL(D). Let Z = O5 \ O5 and let j be the open immersion j : V \ Z →֒ V . By
[LRW17, Lemma 2.4], the module j∗j
∗D5 is the injective hull of D5 in mod
O5
GL(D). By (2.11) withM = D5, it
suffices to show that Di,j,k is not a composition factor of H
1
Z(D5) for all (i, j, k). Consider the Mayer-Vietoris
sequence coming from the fact that Oi,j,k ∩Op,q,r = O1 when (i, j, k) 6= (p, q, r):
· · · −→ Hi
O1
(D5) −→ HiO1,2,2(D5)⊕H
i
O2,1,2
(D5) −→ HiO1,2,2∪O2,1,2(D5) −→ · · ·
Using Proposition 4.3, we obtain that H1
O1,2,2∪O2,1,2
(D5) = 0 (the proof of Proposition 4.3 only relies on
Theorem 3.4 and Proposition 4.2, and does not use the Theorem on the Quiver Structure). Now consider
the Mayer-Vietoris sequence (again, coming from the fact that Oi,j,k ∩Op,q,r = O1 when (i, j, k) 6= (p, q, r)):
· · · −→ Hi
O1
(D5) −→ HiO1,2,2∪O2,1,2 (D5)⊕H
i
O2,2,1
(D5) −→ HiZ(D5) −→ · · ·
By Proposition 4.3, and the fact that H1
O1,2,2∪O2,1,2
(D5) = 0, we get H
1
Z(D5) = 0, completing the proof. 
After applying the holonomic duality functor D, the previous Lemma yields: dimC Ext
1(G6, Di,j,k) = 1, and
Ext1(D5, Di,j,k) = 0.
Lemma 3.11. In modGL(D), we have Ext1D(D1, G6) = 0.
Proof. Applying Hom(D1,−) to the short exact sequence
0 −→ G6 −→ Sh ·
√
h −→ (Sh ·
√
h)/G6 −→ 0,
yields the long exact sequence of Ext•D(D1,−). Since Sh ·
√
h is injective and Hom(D1, (Sh ·
√
h)/G6) = 0,
it follows that Ext1D(D1, G6) = 0, as required. 
Lemma 3.12. Let (Q, I) be the quiver with relations corresponding to modGL(D), and let di,j,k be the vertex
corresponding to Di,j,k for (i, j, k) = (1, 2, 2), (2, 1, 2), (2, 2, 1). Then for all (i, j, k) and (p, q, r), there are no
nontrivial paths between di,j,k and dp,q,r in (Q, I). In particular, Ext1D(Di,j,k, Dp,q,r) = 0.
Proof. Let Y = O1,2,2∪O2,1,2∪O2,2,1. By [LW18, Corollary 3.9], there are no nontrivial paths between di,j,k
and dp,q,r (for all (i, j, k) and (p, q, r)) in the quiver with relations corresponding to the full subcategory
modYGL(D). We just need to show that there are no nontrivial paths between di,j,k and dp,q,r that pass
through s, g6, or d5, the vertices corresponding to S, G6, and D5 respectively, since these are the simple
objects that do not belong to modYGL(D).
Recall that Sh is the injective hull of S, so that by bullet (5) in Section 2.3 there are no nontrivial paths
from di,j,k to s (so that there are no nontrivial paths from di,j,k passing through s). Using the Fourier
transform and bullet (4) in Section 2.3, it follows that no nontrivial path from di,j,k to dp,q,r passes through
e, the vertex corresponding to E. Thus, any nontrivial path between di,j,k and dp,q,r may only pass through
g6, d5, and d1, the vertex corresponding to D1. By Lemma 3.10, Lemma 3.11, and bullet (3) in Section 2.3,
any such path must pass through d5 and contain an arrow from d5 to g6 or an arrow from d5 to d1. We
claim that there are no such arrows in (Q, I). Since D5 is not a composition factor of Sh ·
√
h, the injective
hull of G6, there are no paths (and in particular, no arrows) from d5 to g6 in (Q, I) (see bullet (5) in Section
2.3). If there were an arrow from d5 to d1, applying the Fourier transform would yield an arrow from d5 to
g6, which does not exist by the previous sentence. 
We now prove the Theorem on Quiver Structure.
Proof of Theorem on the Quiver Structure. Write s, e, d5, g6, and di,j,k for the vertices in (Q, I) correspond-
ing to the simple objects S, E, D5, G6, and Di,j,k respectively. Recall the facts (1)-(5) in Section 2.3. Since
Sh is the injective hull of S, by [LRW17, Lemma 4.1] we have dimC Ext
1
D(D5, S) = 1 and Ext
1
D(E, S) = 0.
Thus, by bullet (3) in Section 2.3, there is a unique arrow ψ0 from d5 to s and no arrow from e to s. Applying
the Fourier transform, it follows that there is a unique arrow ϕ1 from d5 to e, and no arrows from s to e (by
bullet (4) in Section 2.3). Using the holonomic duality functor, we obtain a unique arrow ϕ0 from s to d5,
and a unique arrow ψ1 from e to d5 (again, by bullet (4)). Since Sh is the injective hull of S, and Sh has
composition factors S, D5, and E, each with multiplicity one, obtain the relations ϕ0ψ0, ψ0ϕ0, ϕ1ψ1, ψ1ϕ1
(by bullet (5)).
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Now we consider the vertices of (Q, I) corresponding to the composition factors of Sh ·
√
h. By Lemma
3.10, we have dimC Ext
1(Di,j,k, G6) = 1 for all (i, j, k). Thus, there are unique arrows αi,j,k from di,j,k to g6
(by bullet (3)). Applying the Fourier transform, we obtain unique arrows γi,j,k from di,j,k to d1 (by bullet
(4)). Using the holonomic duality functor, it follows that there are unique arrows βi,j,k from g6 to di,j,k
and δi,j,k from d1 to di,j,k (by bullet (4)). By Lemma 3.12, there are no nontrivial paths between di,j,k and
dp,q,r for all (i, j, k) and (p, q, r). This implies the relations βp,q,rαi,j,k, δp,q,rγi,j,k, αi,j,kβi,j,k, γi,j,kδi,j,k in
the statement of the theorem. By Lemma 3.10, Lemma 3.11, and bullet (3), there are no arrows between
the pairs (d1, g6), (d5, di,j,k). We claim that there are no other arrows in Q. Using the Fourier transform
and the duality functor, this reduces to showing the following:
Ext1D(S,G6) = Ext
1
D(D5, G6) = Ext
1
D(D1, S) = Ext
1
D(Di,j,k, S) = 0
for all (i, j, k). Since D1, and Di,j,k are not composition factors of Sh, the injective hull of S, there are no
paths from their corresponding vertices in Q to s. Similarly, since S and D5 are not composition factors of
Sh ·
√
h, the injective hull of G6, there are no paths from their corresponding vertices to g6. The remaining
relations follow from bullet (5) the fact that Sh ·
√
h is the injective hull of G6. 
4. Local Cohomology Computations
We complete our analysis by computing local cohomology of some GL-equivariant D-modules, with sup-
port in each orbit closure. Note that for Z ⊆ V a closed subvariety and M a simple module with support
contained in Z, we have H0Z(M) = M and H
j
Z(M) = 0 for j ≥ 1. We will not discuss these cases further.
We begin with the following lemma about the local cohomology of Sh and Sh ·
√
h, the proof of which is
analogous to the proof of [LR18, Lemma 6.9], replacing det with h.
Lemma 4.1. For all j ≥ 0 and all orbits O 6= O6 we have HjO(Sh) = H
j
O
(Sh ·
√
h) = 0.
Next, we study the local cohomology of S. These computations are standard, but we include them for the
sake of completeness. Along the way, we obtain the local cohomology of D1 with support in O0.
Proposition 4.2. We have the following:
H•O0 (S) =
{
E • = 8
0 otherwise
H•
O1
(S) =
{
D1 • = 4
0 otherwise
H•
O5
(S) =
{
Sh/S • = 1
0 otherwise
H•O0(D1) =
{
E • = 4
0 otherwise
H•
Oi,j,k
(S) =

Di,j,k • = 3
E • = 5
0 otherwise
for (i, j, k) = (1, 2, 2), (2, 1, 2), (2, 2, 1).
Proof. Since S is a polynomial ring of dimension eight, the computation of H•O0(S) is classical. To compute
H•
O1
(S), recall that O1 is the affine cone over the Segre variety Seg(P(A)× P(B)× P(C)), a smooth variety.
By [Swi15, Main Theorem 1.2], the modules Hj
O1
(S) for j 6= 4 are zero. By bullet (5) in Section 2.3, we have
Ext1D(S,G6) = 0, and applying the Fourier transform we get Ext
1
D(E,D1) = 0 (alternatively we may use the
Theorem on the Quiver Structure). By Proposition 2.4, H4
O1
(S) = D1, yielding the computation of H
•
O1
(S).
The spectral sequence HiO0(H
j
O1
(S)) ⇒ Hi+jO0 (S) gives the computation of H•O0(D1), and the computation
of H•
O5
(S) follows immediately from the Cˇech cohomology description of local cohomology. Finally, if we
identify Oi,j,k with the determinantal variety of 2×4 matrices of rank ≤ 1 (see Section 2.4), the computation
of H•
Oi,j,k
(S) is done in [RW14, Theorem 6.1]. 
We now compute the local cohomology of D5 with support in each orbit closure.
Proposition 4.3. For all orbit closures O 6= V , we have H•
O
(〈h−1〉D) = H1O(〈h−1〉D) = E. Further, we
have the following:
H•O0(D5) =
{
E • = 1, 7
0 otherwise
H•
O1
(D5) =

E • = 1
D1 • = 3
0 otherwise
H•
Oi,j,k
(D5) =

E • = 1, 4
Di,j,k • = 2
0 otherwise
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for (i, j, k) = (1, 2, 2), (2, 1, 2), (2, 2, 1).
Proof. The computations for 〈h−1〉D follow easily from the short exact sequence coming from the inclusion
〈h−1〉D ⊂ Sh, using Lemma 4.1 and the long exact sequence of local cohomology. For the computations with
D5, consider the short exact sequence coming from the inclusion S ⊆ 〈h−1〉D. The results follow from the
long exact sequence of local cohomology, using the first assertion and Proposition 4.2. 
Now we may finish the analysis of local cohomology of each Di,j,k:
Proposition 4.4. For (i, j, k) = (1, 2, 2), (2, 1, 2), (2, 2, 1) we have the following:
H•O0(Di,j,k) =
{
E • = 3, 5
0 otherwise
H•
O1
(Di,j,k) = H
•
Op,q,r
(Di,j,k) =

D1 • = 1
E • = 3
0 otherwise
for (i, j, k) 6= (p, q, r).
Proof. The first assertion follows from Proposition 4.2, using the spectral sequence HiO0(H
j
Oi,j,k
(S)) ⇒
Hi+jO0 (S). Proposition 4.2 and the spectral sequence H
i
O1
(Hj
Oi,j,k
(S)) ⇒ Hi+j
O1
(S) yield the computation of
H•
O1
(Di,j,k). For the computation of H
•
Op,q,r
(Di,j,k), note that Oi,j,k ∩Op,q,r = O1. By Proposition 4.2 and
the spectral sequence Hi
Op,q,r
(Hj
Oi,j,k
(S))⇒ Hi+j
O1
(S), the result follows. 
Finally, we investigate local cohomology of G6 with various support. Recall the module F which appears
in the short exact sequences (3.6) and (3.7). We start by proving a technical lemma about local cohomology
of G6 and F :
Lemma 4.5. For all orbits O 6= O0, O6, we have that H•O(F ) = H1O(F ) = D1. In addition the only
nonvanishing local cohomology with support in O0 is: H
5
O0
(F ) = E. Further, H0
O1
(G6) = H
1
O1
(G6) = 0.
Proof. The first two assertions follow from the short exact sequence (3.7), Lemma 4.1, Proposition 4.2, and
the long exact sequence of local cohomology.
For the remainder of the proof, let j be the open immersion j : V \ O1 →֒ V . If we can show that
j∗j
∗G6 = G6, then the last assertion follows from the exact sequence (2.11) for M = G6. We start by
showing that j∗j
∗F = Sh ·
√
h. By the first assertion and the exact sequence (2.11) for M = F , conclude
that j∗j
∗F = F ⊕D1 or j∗j∗F = Sh ·
√
h. By adjointness, we have Hom(D1, j∗j
∗F ) = Hom(j∗D1, j
∗F ) = 0,
where the last equality follows from the fact that j∗D1 = 0. This proves that j∗j
∗F = Sh ·
√
h.
We now show that j∗j
∗G6 = G6, completing the proof. Applying H
•
O1
(−) to the short exact sequence
(3.6), we obtain a long exact sequence of local cohomology. By the first assertion and Proposition 4.4,
conclude that H1
O1
(G6) is either 0 or D1. By the exact sequence (2.11) with M = G6, and Lemma 3.10,
we have that j∗j
∗G6 = G6 or j∗j
∗ = G6 ⊕D1. Applying j∗j∗ to the short exact sequence (3.6) yields the
former, as j∗j
∗F = Sh ·
√
h. 
The previous lemma now yields:
Proposition 4.6. We have the following:
H•O0(G6) =

E⊕3 • = 4
E⊕2 • = 6
0 otherwise
H•
O1
(G6) = H
•
Oi,j,k
(G6) =

D⊕21 • = 2
E⊕3 • = 4
0 otherwise
In addition, H•
O5
(G6) = H
1
O5
(G6) = (Sh ·
√
h)/G6.
Proof. Consider the long exact sequences of local cohomology obtained by applying H•
O1
(−) or H•
Oi,j,k
(−) to
the short exact sequence (3.6). By Proposition 4.4 and Lemma 4.5, we obtain the second assertion. The first
assertion now follows from the spectral sequence HiO0(H
j
O1
(G6)) ⇒ Hi+jO0 (G6). The final assertion follows
from the Cˇech cohomology description of local cohomology. 
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This completes our study of the local cohomology of the simple objects. We remark about computing
local cohomology of Sh/S and (Sh ·
√
h)/G6 with support in orbit closures. Using the short exact sequences
coming from the inclusions S ⊂ Sh and G6 ⊂ Sh ·
√
h and Lemma 4.1, we immediately obtain for all
orbits O 6= O6, we have H•O(Sh/S) = H
•+1
O
(S), and H•
O
((Sh ·
√
h)/G6) = H
•+1
O
(G6). This allows one to
compute any iteration of local cohomology Hi1
O1
(· · · (Hit
Ot
(M) · · · ) of any simple object M with support in
orbit closures Oi.
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