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Uvod
Ovaj rad c´e se fokusirati na model financijskog trzˇisˇta gdje su cijene predvodene D dimen-
zionalnim Brownovim gibanjem koje intuitivno predstavlja D-rizika u svijetu.
U preliminarnom poglavlju uvodimo osnovne pojmove i rezultate stohasticˇke analize
potrebne za proucˇavanje modela. Posebno je zanimljiva konstrukcija stohasticˇkog inte-
grala, gdje zˇelimo integrirati u odnosu na put nekog neprekidnog martingala M. Problem
se pojavljuje u tome sˇto gotovo sigurno svaki put martingala nema konacˇnu varijaciju, a
iz osnova analize znamo da se ne mozˇe integrirati u odnosu na takvu funkciju. Zato se ne
mozˇe definirati integral ”po putevima” nego ”u srednjem”.
U prvome dijelu c´emo proucˇiti pojmove portfolia, dobitka, arbitrazˇe i potpunosti trzˇisˇta.
U drugome dijelu c´emo se osvrnuti na americˇke slucˇajne zahtjeve i proucˇiti ponasˇanje nji-
hovih vrijednosti u nasˇem modelu, specificˇno americˇke put opcije i njezine vrijednosti
p(t, x) u vremenu t sa cijenom dionice x. Glavna razlika izmedu europskih i americˇkih
slucˇajnih zahtjeva je ta da se americˇki zahtjevi mogu iskoristiti u bilo kojem trenutku dok
se europski mogu iskoristiti samo u terminalnom vremenu T . Zbog toga se postavlja pri-
rodno pitanje da li postoji optimalno vrijeme izvrsˇenja americˇkog slucˇajnog zahtjeva, u
kojem se maksimizira dobit. Tu se pojavljuje fundamentalan pojam Snellovog omotacˇa.
Na kraju c´emo dokazati teorem gdje vrijednost americˇke put opcije zadovoljava odredenu
parabolicˇku parcijalnu diferencijalnu jednadzˇbu.
1
Poglavlje 1
Osnove stohasticˇke analize
Svi rezultati u ovom poglavlju se mogu nac´i u [4] i [3] dodatak D.
1.1 Slucˇajni procesi, vremena zaustavljanja i martingali
Definicija 1.1.1. Neka su (Ω,F ) i (S ,S ) izmjerivi prostori. Za funkciju X : [0,∞)×Ω→
S kazˇemo da je slucˇajan proces, ako vrijedi da je X(t, ·) slucˇajna varijabla za svaki t ≥ 0.
U nastavku ovog poglavlja kod nas c´e biti (S ,S ) = (Rd,B(Rd)). Takoder, umjesto
X(t, ω) c´emo pisati Xt(ω). Cˇak i ako nije implicitno recˇeno, podrazumijevat c´emo da je
prostor elementarnih dogadaja uvijek (Ω,F ).
Definicija 1.1.2. Neka je (Ω,F , P) vjerojatnosni prostor i X,Y slucˇajni procesi. Kazˇemo
da je Y modifikacija od X ako za svaki t ≥ 0 vrijedi P(Xt = Yt) = 1.
Definicija 1.1.3. X i Y su nerazlucˇivi ako se gotovo svi njihovi putevi podudaraju:
P[Xt = Yt;∀0 ≤ t < ∞] = 1.
Jasno je da nerazlucˇivost povlacˇi modifikaciju. Obratno nije istinito.
Definicija 1.1.4. Za slucˇajan proces X kazˇemo da je izmjeriv ako, za svaki A ∈ B(Rd), skup
{(t, ω); Xt(ω) ∈ A} pripada σ-algebriB([0,∞))×F , to jest X je izmjerivo preslikavanje u
paru σ-algebri (B([0,∞)) ×F ,B(Rd)).
Definicija 1.1.5. Filtracija na izmjerivom prostoru (Ω,F ) je neopadajuc´a familija σ-
podalgebri {Ft; t ≥ 0}, to jestFs ⊆ Ft ⊆ F za svaki 0 ≤ s < t < ∞.
Definiramo Ft− := σ(
⋃
s<tFs) i Ft+ := σ(
⋂
>0Ft+). Po konvenciji stavljamo F0− :=
F0.
Kazˇemo da je filtracija {Ft} neprekidna zdesna (slijeva) ako Ft = Ft+ (Ft = Ft−), za
svaki t ≥ 0.
2
POGLAVLJE 1. OSNOVE STOHASTICˇKE ANALIZE 3
Definicija 1.1.6. Slucˇajni proces X je adaptiran s obzirom na filtraciju {Ft} ako za svaki
t ≥ 0, Xt jeFt-izmjeriva slucˇajna varijabla.
Definicija 1.1.7. Slucˇajni proces X je progresivno izmjeriv u odnosu na filtraciju {Ft} ako
je za svaki t ≥ 0 preslikavanje
X(·, ·) : [0, t] ×Ω→ Rd
izmjerivo u paru σ-algebri (B([0, t]) ×Ft,B(Rd)).
Progresivna izmjerivost ocˇito povlacˇi izmjerivost i adaptiranost.
Definicija 1.1.8. Neka je T slucˇajna varijabla s vrijednostima u [0,∞]. Kazˇemo da je T
vrijeme zaustavljanja u odnosu na filtraciju {Ft} ako vrijedi {T ≤ t} ∈ Ft za svaki t ≥ 0.
Kazˇemo da je T slabo vrijeme zaustavljanja ako vrijedi {T < t} ∈ Ft za svaki t ≥ 0.
Definicija 1.1.9. Neka je T vrijeme zaustavljanja, S slabo vrijeme zaustavljanja u odnosu
na filtraciju {Ft}. Definiramo skupoveFT iFS + od svih dogadaja A ∈ F tako da vrijedi
A ∩ {T ≤ t} ∈ Ft i A ∩ {S ≤ t} ∈ Ft+, respektivno, za svaki t ≥ 0.
Takoder, definiramo funkciju XT (ω) := XT (ω)(ω) na skupu {T < ∞}. Ako je X∞(ω) definiran
za svaki ω ∈ Ω, mozˇemo definirati XT (ω) := X∞(ω) na skupu {T < ∞}.
Lema 1.1.1. FT iFS + su σ-algebre i T jeFT -izmjeriva. Takoder, ako je X izmjeriv i T je
konacˇno, XT je slucˇajna varijabla.
Propozicija 1.1.1. Neka je X progresivno izmjeriv proces i T vrijeme zaustavljanja u od-
nosu na filtraciju {Ft}. Onda je slucˇajna varijabla XT definirana na skupu {T < ∞} FT -
izmjeriva i zaustavljeni proces {XT∧t,Ft; 0 ≤ t < ∞} je progresivno izmjeriv.
Sljedec´a definicija c´e nam biti bitna kod definiranja stohasticˇkih integrala i kod Doob-
Meyerove dekompozicije.
Definicija 1.1.10. Neka je (Ω,F , P) vjerojatnosni prostor. Kazˇemo da filtracija {Ft} za-
dovoljava uobicˇajene uvjete ako je neprekidna zdesna i F0 sadrzˇi sve P-nul skupove od
F .
Sada c´emo uvesti koncept martingala s neprekidnim vremenom i osnovne rezultate o
njima koji c´e nam biti potrebni za definiranje stohasticˇkih integrala.
Dalje pretpostavljamo da imamo slucˇajni proces X = {Xt; 0 ≤ t < ∞} na vjerojatnos-
nom prostoru (Ω,F , P) adaptiran u odnosu na filtraciju {Ft} i tako da vrijedi E|Xt| < ∞ za
svaki t ≥ 0.
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Definicija 1.1.11. Proces {Xt,Ft; 0 ≤ t < ∞} je submartingal (respektivno, supermartin-
gal) ako, za svaki 0 ≤ s < t < ∞ vrijedi E(Xt|Fs) ≥ Xs (respektivno, E(Xt|Fs) ≤ Xs)
gotovo sigurno.
Kazˇemo da je X martingal ako je i submartingal i supermartingal.
Propozicija 1.1.2. Neka je {Xt,Ft; 0 ≤ t < ∞} martingal (respektivno, submartingal) i
ϕ : R → R konveksna (respektivno, konveksna i neopadajuc´a) funkcija, tako da vrijedi
E|ϕ(Xt)| < ∞ za svaki t ≥ 0. Tada je {ϕ(Xt),Ft; 0 ≤ t < ∞} submartingal.
Vrijede analogni rezultati kao u diskretnom slucˇaju o broju prelazaka nekog intervala
ako prepostavimo zdesna neprekidne puteve.
Neka je X slucˇajni proces, α < β neki realni brojevi i F konacˇan podskup od [0,∞].
Definiramo broj prelazaka prema gore UF(α, β; X(ω)) na intervalu [α, β] na restringiranom
putu {Xt; t ∈ F} na ovakav nacˇin. Definirajmo slucˇajna vremena
τ1(ω) = min{t ∈ F; Xt(ω) ≤ α},
i za j = 1, 2, . . . rekurzivno
σ j(ω) = min{t ∈ F; t ≥ τ j(ω), Xt(ω) > β},
τ j+1(ω) = min{t ∈ F; t ≥ σ j(ω), Xt(ω) < α}.
Konvencija je da je minimum praznog skupa ∞ i stavimo UF(α, β; X(ω)) kao najvec´i
broj j tako da je σ j(ω) < ∞. Ako I ⊂ [0,∞) nije konacˇan, definiramo slicˇno
UI(α, β; X(ω)) = sup{UF(α, β; X(ω)); F ⊆ I, F konacˇan}.
Broj prelazaka prema dolje DI(α, β; X(ω)) definiramo slicˇno pomoc´u vremena τ j(·)
Teorem 1.1.1. Neka je {Xt,Ft; 0 ≤ t < ∞} submartingal s zdesna neprekidnim putevima, i
neka je [σ, τ] podinterval od [0,∞), i neka je α < β, λ > 0 realni brojevi. Vrijedi sljedec´e:
1. Prva submartingalna nejednakost:
λP
[
sup
σ≤t≤τ
Xt ≥ λ
]
≤ E(X+τ )
.
2. Druga sumbartingalna nejednakost:
λP
[
inf
σ≤t≤τ Xt ≤ −λ
]
≤ E(X+τ ) − E(Xσ)
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3. Nejednakost prelazaka prema gore i prema dolje:
EU[σ,τ](α, β; X(·)) ≤ E(X
+
τ ) + |α|
β − α , ED[σ,τ](α, β; X(·)) ≤
E(Xτ − α)+
β − α .
4. Doobova maksimalna nejednakost:
E
(
sup
σ≤t≤τ
Xt
)p
≤
( p
p − 1
)p
E(Xpτ ), p > 1,
pod pretpostavkom da je Xt ≥ 0 gotovo sigurno za svaki t ≥ 0 i E(Xpτ ) < ∞.
5. Regularnost puteva: Gotovo svaki put {Xt(ω); 0 ≤ t < ∞} je ogranicˇen na kom-
paktnim intervalima i nema prekida druge vrste, to jest postoji lijevi limes svuda na
(0,∞).
Definicija 1.1.12. Slucˇajan proces X je RCLL (right-continuous, left limits) proces ako mu
je svaki put neprekidan zdesna i ima lijeve limese.
U prosˇlom teoremu je kljucˇnu ulogu igrala neprekidnost zdesna po putevima koja c´e biti
bitna i za rezultate konvergencije i Doob-Meyerovu kompoziciju, pa tako i za definiranje
stohasticˇkih integrala. Sljedec´i teorem nam govori uvjete pod kojima mozˇemo pretpostaviti
da je to istina.
Teorem 1.1.2. Neka je {Xt,Ft; 0 ≤ t < ∞} submartingal i pretpostavimo da {Ft} zadovo-
ljava uobicˇajene uvjete. Onda proces X ima zdesna neprekidnu modifikaciju ako i samo
ako je funkcija t → EXt neprekidna zdesna na [0,∞).
Ako takva zdesna neprekidna modifikacija postoji, onda se mozˇe odabrati tako da je RCLL
proces i adaptiran s obzirom na {Ft}, pa tako i submartingal u odnosu na {Ft}.
U nastavku c´emo se samo baviti sa zdesna neprekidnim (sub)martingalima, ne pretpos-
tavljajuc´i nisˇta o filtraciji. Kada kazˇemo ”zdesna neprekidan martingal” onda mislimo na
puteve, a ne na filtraciju.
Teorem 1.1.3. (Konvergencija submartingala). Neka je {Xt,Ft; 0 ≤ t < ∞} zdesna nepre-
kidan submartingal i pretpostavimo C := supt≥0 E(X
+
t ) < ∞. Onda X∞(ω) := limt→∞ Xt(ω)
postoji za gotovo svaki ω ∈ Ω, i E|X∞| < ∞.
Teorem 1.1.4. (O optimalnom zaustavljanju) Neka je {Xt,Ft; 0 ≤ t < ∞} zdesna nepreki-
dan martingal sa zadnjim elementom X∞ i neka su S ≤ T dva slaba vremena zaustavljanja.
Tada imamo
E(XT |FS +) ≥ XS
gotovo sigurno. Ako je S vrijeme zaustavljanja, onda mozˇemo zamjeniti FS + sa FS . Po-
sebno, EXT ≥ EX0, i za martingal sa zadnjim elementom imamo EXT = EX0.
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Iz ovoga teorema odmah slijedi da je zaustavljeni submartingal {Xt,Ft; 0 ≤ t < ∞}
opet submartingal.
1.2 Doob-Meyerova dekompozicija i neprekidni,
kvadratno integrabilni martingali
U ovom c´emo odjeljku govoriti o poopc´enju Doobove dekompozicije na vremenski nepre-
kidne submartingale.
Htjeli bismo imati isti rezultat kao u diskretnom slucˇaju: Xt = Mt + At gdje je X submartin-
gal, M martingal, a A nekakva vrsta ”predvidivog” i neopadajuc´eg procesa. Mozˇemo uocˇiti
da c´emo trebati nekakvu drugu definiciju predvidivosti posˇto vrijeme visˇe nije diskretno.
Prisjetimo se osnovnih definicija.
Definicija 1.2.1. Za slucˇajan niz {An}∞n=0 adaptiran na filtraciju {Fn}∞n=0 kazˇemo da je neo-
padajuc´i ako za gotovo svaki ω ∈ Ω imamo 0 = A0(ω) ≤ A1(ω) ≤ . . . i E(An) < ∞ za svaki
n ≥ 1.
Za neopadajuc´i niz kazˇemo da je integrabilni ako je E(A∞) < ∞, gdje je A∞ = limn→∞ An.
Za slucˇajan niz {An}∞n=0 kazˇemo da je predvidiv ako je za svaki n ≥ 1 An Fn−1-izmjeriv.
Sada bi htjeli imati nekakvu karakterizaciju predvidivosti s kojom bi mogli definirati
predvidivost u neprekidnom vremenu.
Definicija 1.2.2. Za neopadajuc´i niz {An,Fn; n = 0, 1, . . .} kazˇemo da je prirodan ako za
svaki ogranicˇeni martingal {Mn,Fn; n = 0, 1, . . .} vrijedi
E(MnAn) = E
n∑
k=1
Mk−1(Ak − Ak−1), ∀n ≥ 1. (1.1)
Propozicija 1.2.1. Neopadajuc´i slucˇajan niz A je predvidiv ako i samo ako je prirodan.
Vratimo se sada na neprekidno vrijeme. Vrac´amo se filtraciji {Ft} parametriziranoj sa
t ∈ [0,∞) na vjerojatnosnom prostoru (Ω,F , P). Neka je sada proces A = {At; 0 ≤ t < ∞}
adaptiran u odnosu na {Ft}. Imamo sljedec´e analogone prijasˇnjih definicija.
Definicija 1.2.3. Adaptirani proces A je neopadajuc´i ako za gotovo svaki ω ∈ Ω vrijedi
1. A0(ω) = 0
2. t → At(ω) je neopadajuc´a, zdesna neprekidna funkcija,
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i E(At) < ∞ za svaki t ∈ [0,∞). Za neopadajuc´i proces kazˇemo da je integrabilan ako
vrijedi E(A∞) < ∞, gdje je A∞ = limt→∞ At.
Definicija 1.2.4. Za neopadajuc´i proces A kazˇemo da je prirodan ako za svaki ogranicˇeni,
zdesna neprekidni martingal {Mt,Ft; 0 ≤ t < ∞} vrijedi
E
∫
(0,t]
MsdAs = E
∫
(0,t]
Ms−dAs, ∀0 < t < ∞. (1.2)
Lema 1.2.1. U Definiciji 1.2.4, uvjet (1.2) je ekvivalentan
E(MtAt) = E
∫
(0,t]
Ms−dAs.
Sada mozˇemo vidjeti da je to stvarno analogon Definicije 1.2.2.
Prije nego sˇto mozˇemo iskazati slavni teorem Doob-Meyerove dekompozicije, trebati
c´e nam josˇ jedna dodatna tehnicˇka definicija koja c´e govoriti o uniformnoj integrabilnosti
zaustvaljenih submartingala. U dokazu se vidi da je samo josˇ taj uvjet potreban za prijelaz
iz diskretne Doobove dekompozicije na neprekidnu.
Definicija 1.2.5. Za familiju C slucˇajnih varijabli kazˇemo da je uniformno integrabilna
ako za svaki  > 0 postoji K ∈ [0,∞) tako da vrijedi E[|X|1|X|≥K] ≤  za svaki X ∈ C.
Definicija 1.2.6. Neka je S (respektivno, Sa) familija svih vremena zaustavljanja T u od-
nosu na filtraciju {Ft} koji zadovoljavaju P(T < ∞) = 1 (respektivno, P(T ≤ a) = 1,
za dani a > 0). Za zdesna-neprekidni proces {Xt,Ft; 0 ≤ t < ∞} kazˇemo da je klase D,
ako je familija {XT }T∈S uniformno integrabilna, odnosno klase DL, ako je familija {XT }T∈Sa
uniformno integrabilna za svaki 0 < a < ∞.
Teorem 1.2.1. (Doob-Meyerova dekompozicija) Neka filtracija {Ft} zadovoljava uobicˇajene
uvjete. Ako je zdesna-neprekidni submartingal X = {Xt,Ft; 0 ≤ t < ∞} klase DL, onda
dopusˇta dekompoziciju
Xt = Mt + At, 0 ≤ t < ∞,
gdje je M = {Mt,Ft; 0 ≤ t < ∞} zdesna-neprekidan martingal, a A = {At,Ft; 0 ≤ t < ∞}
neopadajuc´i proces. A se mozˇe uzeti da je prirodan, uz taj uvjet je dekompozicija jedins-
tvena (do na nerazlucˇivost). Nadalje, ako je X klase D, onda je M uniformno integrabilni
martingal, a A je integrabilan.
Definicija 1.2.7. Kazˇemo da je submartingal X = {Xt,Ft; 0 ≤ t < ∞} je regularan ako
za svaki a > 0 i za svaki neopadajuc´i niz vremena zaustavljanja {Tn}∞n=1 ⊆ Sa sa T =
limn→∞ Tn vrijedi limn→∞ E(XTn) = E(XT ).
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Teorem 1.2.2. Neka je X = {Xt,Ft; 0 ≤ t < ∞} zdesna-neprekidni submartingal klase
DL u odnosu na filtraciju {Ft}, koja zadovoljava uobicˇajene uvjete i neka je A prirodan
neopadajuc´i proces u Doob-Meyerovoj dekompoziciji. A je neprekidan ako i samo ako je
X regularan.
U ostatku ovog potpoglavlja c´emo obraditi kvadratno-integrabilne martingale koji c´e
kasnije posluzˇiti kao osnova stohasticˇkih integrala. Od sada pa nadalje, kao i inacˇe, imamo
fiksan vjerojatnosni prostor (Ω,F , P) i filtraciju {Ft} koja zadovoljava uobicˇajene uvjete.
Definicija 1.2.8. Neka je X = {Xt,Ft; 0 ≤ t < ∞} zdesna-neprekidni martingal. Kazˇemo
da je X kvadratno-integrabilan ako je EX2t < ∞ za svaki t ≥ 0. Ako uz to vrijedi i X0 = 0
gotovo sigurno, onda pisˇemo X ∈ M2 (odnosno, X ∈ M c2 , ako je X neprekidan gotovo
sigurno).
Lema 1.2.2. Neka je X = {Xt,Ft; 0 ≤ t < ∞} zdesna-neprekidan submartingal. Ako je
Xt ≥ 0 gotovo sigurno za svaki t ≥ 0, onda je X klase DL. Ako je josˇ uz to i X neprekidan,
onda je regularan.
Ako imamo kvadratno integrabilan martingal, onda X2 zadovoljava uvjete Doob-Me-
yerove dekompozicije, pa ga mozˇemo rastaviti na martingal i prirodan neopadajuc´i proces
tako da vrijedi
X2t = Mt + At.
Procese M i A mozˇemo centrirati tako da je M0 = A0 = 0 gotovo sigurno. Ako je X ∈M c2
onda su procesi A i M neprekidni po Teoremu 1.2.2.
Definicija 1.2.9. Za X ∈M2, definiramo kvadratnu varijaciju od X kao proces 〈X〉t := At,
gdje je A prirodan, neopadajuc´i proces u Doob-Meyerovoj dekompoziciji od X2. Drugim
rjecˇima, 〈X〉 je jedinstven (do na nerazlucˇivost) adaptirani, prirodni, neopadajuc´i proces
tako da je 〈X〉0 = 0 gotovo sigurno i X2 − 〈X〉 je martingal.
Ako uzmemo dva elementa X,Y ∈M2, onda su procesi (X + Y)2 − 〈X + Y〉 i (X − Y)2 −
〈X −Y〉martingali, pa je i njihova razlika 4XY − [〈X + Y〉− 〈X −Y〉] martingal. To nas vodi
na intuitivnu definiciju kovarijacije, kao i kod definiranja skalarnog produkta.
Definicija 1.2.10. Za X,Y ∈M2, definiramo kovarijacijski proces 〈X,Y〉t kao
〈X,Y〉t := 14[〈X + Y〉t − 〈X − Y〉t], 0 ≤ t < ∞.
Primjetimo da je XY − 〈X,Y〉 martingal.
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Ovakve definicije kvadratne varijacije i kovarijacije se mozˇe cˇiniti prilicˇno neprirodna.
No sljedec´i rezultati pokazuju da to zaista ima smisla.
Neka je X = {Xt; 0 ≤ t < ∞} slucˇajni proces, fiksirajmo t > 0 i neka je Π = {t0, . . . , tm},
0 = t0 ≤ t1 ≤ . . . ≤ tm = t particija od [0, t]. Definiramo p-varijaciju od X po particiji Π
kao
V (p)t (Π) =
m∑
k=1
|Xtk − Xtk−1 |p.
Definiramo dijametar particije ||Π|| = max1≤k≤m |tk − tk−1|. Ako V (2)t (Π) konvergira u nekom
smislu kada ||Π|| tezˇi prema 0, onda limes ima smisla zvati kvadratnom varijacijom od X.
Fokusirajmo se nadalje na neprekidne martingale.
Teorem 1.2.3. Neka je X ∈M c2 . Tada vrijedi lim||Π||→0 V (2)t (Π) = 〈X〉t (po vjerojatnosti) za
svaki t ≥ 0.
Propozicija 1.2.2. Neka je X neprekidan proces sa svojstvom da za svaki fiksan t > 0 i
p > 0 vrijedi
lim
||Π||→0
V (p)t (Π) = Lt, (po vjerojatnosti),
gdje je Lt slucˇajna varijabla s vrijednostima u [0,∞). Tada za svaki q > p je lim||Π||→0 V (q)t (Π) =
0 (po vjerojatnosti), i za svaki 0 < q < p je lim||Π||→0 V
(q)
t (Π) = ∞ (po vjerojatnosti) na
dogadaju {Lt > 0}.
Teorem 1.2.4. Neka su X,Y ∈ M c2 . Tada postoji jedinstveni (do na nerazlucˇivost) {Ft}
adaptirani, neprekidni proces konacˇne varijacije A koji zadovoljava A0 = 0 gotovo si-
gurno, tako da je XY − A martingal. Taj je proces upravo kvadratna kovarijacija 〈X,Y〉.
Takoder, vrijedi
lim
||Π||→0
m∑
k=1
(Xtk − Xtk−1)(Ytk − Ytk−1) = 〈X,Y〉t, (po vjerojatnosti).
U stohasticˇkoj analizi postoji takozvana tehnika lokalizacije, gdje se martingali loka-
liziraju sa vremenima zaustavljanja da bi se uspjelo dokazati nesˇto, pa se onda prelazi na
limes kada vremena zaustavljanja tezˇe prema beskonacˇnosti. To nas vodi na takozvane
lokalne martingale, koji sluzˇe i za prosˇirenje stohasticˇkog integrala.
Definicija 1.2.11. Neka je X = {Xt,Ft; 0 ≤ t < ∞} (neprekidan) proces sa X0 = 0 gotovo
sigurno. Ako postoji neopadajuc´i niz {Tn}∞n=1 vremena zaustavljanja od {Ft} tako da je
{X(n)t := Xt∧Tn ,Ft; 0 ≤ t < ∞} martingal za svaki n ≥ 1 i P[limn→∞ Tn = ∞] = 1, onda
kazˇemo da je X (neprekidan) lokalni martingal i pisˇemo X ∈M loc (odnosno, X ∈M c,loc).
POGLAVLJE 1. OSNOVE STOHASTICˇKE ANALIZE 10
Na kraju ovog potpoglavlja c´emo uvesti josˇ metriku u odnosu na kojoj kvadratno inte-
grabilni martingali (do na nerazlucˇivost) cˇine potpun metricˇki prostor.
Definicija 1.2.12. Za X ∈M2, i 0 ≤ t < ∞ definiramo
||X||t :=
√
E(X2t ), ||X|| :=
∞∑
n=1
||X||n ∧ 1
2n
.
Pokazuje se da je || · || metrika naM2.
Propozicija 1.2.3. (M2, || · ||) je potpun metricˇki prostor, aM c2 je zatvoren potprostor.
1.3 Stohasticˇki integral
Fiksirajmo sada M ∈M c2 , to jest neprekidni, kvadratno-integrabilni martingal na vjerojat-
nosnom prostoru (Ω,F , P) i filtracijom {Ft} koja zadovoljava uobicˇajene uvjete. Pretpos-
tavljamo M0 = 0 gotovo sigurno. Takav proces je neogranicˇene varijacije na bilo kojem
konacˇnom intervalu [0,T ], pa ne mozˇemo definirati integral
IT (X)(ω) :=
∫ T
0
Xt(ω)dMt(ω)
po tocˇkama, ali zato ima konacˇnu drugu varijaciju koja je dana sa neprekidnim, neopa-
dajuc´im procesom 〈M〉. Ta cˇinjenica nam pomazˇe da definiramo gornji integral na drugi
nacˇin za odredenu familiju integranada X. Poslije c´emo prosˇiriti konstrukciju i na nepre-
kidne, lokalne martingale M.
Definirajmo prvo mjeru (pokazuje se da je to zaista mjera) µM na ([0,∞) ×Ω,B([0,∞)) ⊗
F ):
µM(A) = E
∫ ∞
0
1A(t, ω)d〈M〉t(ω).
Kazˇemo da su dva izmjeriva, adaptirana procesa X i Y ekvivalentni ako je X = Y µM gotovo
svuda. To inducira relaciju ekvivalencije na tom prostoru. Za izmjeriv, adaptiran proces X
definiramo i
[X]2T := E
∫ T
0
X2t d〈M〉t(ω).
Zapravo, [X]T je L2 norma od X (kao funkcija od (t, ω)) na restringiranom prostoru [0,T ]×
Ω u odnosu na mjeru µM. Sad je jasno da je [X − Y]T = 0 za svaki T > 0 ako i samo ako
su X i Y ekvivalentni. Stohasticˇki integral c´e biti definiran u takvom smislu da, ako su X i
Y ekvivalentni, onda su procesi I(X) i I(Y) nerazlucˇivi.
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Definicija 1.3.1. Neka je L skup svih klasa ekvivalencije od od svih izmjerivih {Ft} adap-
tiranih procesa X, tako da je [X]T < ∞ za svaki T > 0. Definiramo metriku na prostoru L
sa [X − Y], gdje je
[X] :=
∞∑
n=1
2−n(1 ∧ [X]n).
Neka je i L∗ skup svih klasa ekvivalencije progresivno izmjerivih procesa koji zadovolja-
vaju isti uvjet i definiramo metriku na L∗ na isti nacˇin.
Primjetimo da L i L∗ ovise o fiksiranom martingalu M. Ako je funkcija t → 〈M〉t(ω)
apsolutno neprekidna za gotovo svaki ω, integral c´e se moc´i konstruirati za svaki X ∈ L.
Ako nema tog uvjeta, moramo se ogranicˇiti na malo manju klasu L∗.
Definicija 1.3.2. Kazˇemo da je proces X jednostavan ako postoji strogo rastuc´i niz realnih
brojeva {tn}∞n=0 tako da je t0 = 0 i limn→∞ tn = ∞, kao i niz slucˇajnih varijabli {ξ}∞n=0 sa
supn≥0 |ξn(ω)| ≤ C < ∞ za svaki ω, tako da je ξn Ftn izmjeriva za svaki n ≥ 0 i
Xt(ω) = ξ0(ω)1{0}(t) +
∞∑
i=0
ξi(ω)1(ti,ti+1](t); 0 ≤ t < ∞, ω ∈ Ω.
Familiju svih jednostavnih procesa oznacˇavamo sa L0.
Primjetimo da, posˇto su cˇlanovi od L0 progresivno izmjerivi i ogranicˇeni, vrijedi L0 ⊆
L∗ ⊆ L.
Prvo definiramo integral za X ∈ L0 na ocˇiti nacˇin, kao martingalnu transformaciju:
It(X) :=
n−1∑
i=0
ξi(Mti+1 − Mti) + ξn(Mt − Mtn) =
∞∑
i=0
ξi(Mt∧ti+1 − Mt∧ti), 0 ≤ t < ∞,
gdje je n ≥ 0 jedinstveni prirodan broj tako da je tn ≤ t < tn+1.
Slijede dvije fundamentalne propozicije sa kojima je moguc´e prosˇirivanje integrala na
L i L∗.
Propozicija 1.3.1. Ako je funkcija t → 〈M〉t(ω) apsolutno neprekidna u odnosu na Lebe-
sgueovu mjeru za gotovo svaki ω ∈ Ω, onda je L0 gust u L u odnosu na metriku definiranu
u Definiciji 1.3.1.
Propozicija 1.3.2. Skup L0 je gust u L∗ u odnosu na metriku definiranu u Definiciji 1.3.1.
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Navedimo neka osnovna svojstva definiranog integrala na prostoru L0. Za X,Y ∈ L0 i
0 ≤ s < t < ∞ imamo:
I0(X) = 0, g.s. (1.3)
E[It(X)|Fs] = Is(X), g.s. (1.4)
E(It(X))2 = E
∫ t
0
X2ud〈M〉u (1.5)
||I(X)|| = [X] (1.6)
E[(It(X) − Is(X))2|Fs] = E
[ ∫ t
s
X2ud〈M〉u
∣∣∣∣∣Fs], g.s. (1.7)
I(αX + βY) = αI(X) + βI(Y); α, β ∈ R. (1.8)
〈I(X)〉t =
∫ t
0
X2ud〈M〉u. (1.9)
Za X ∈ L∗, propozicija 1.3.2. povlacˇi da postoji niz {X(n)}∞n=1 ⊆ L0 tako da [X(n) − X] → 0
za n→ ∞. Iz (1.6) i (1.8) slijedi
||I(X(n)) − I(X(m))|| = ||I(X(n) − X(m))|| = [X(n) − X(m)]→ 0
za n,m → ∞. Znacˇi, niz {I(X(n))}∞n=1 je Cauchyev u M c2 . Iz Propozicije 1.2.3. postoji
proces I(X) ∈ M c2 tako da ||I(X(n)) − I(X)|| → 0. Lagano se pokazuje da je proces I(X)
dobro definiran, to jest da ne ovisi o nizu {X(n)}∞n=1.
Definicija 1.3.3. Za X ∈ L∗, stohasticˇki integral od X u odnosu na martingal M ∈ M c2
je jedinstven, kvadratno-integrabilni martingal I(X) koji zadovoljava limn→∞ ||I(X(n)) −
I(X)|| = 0 za svaki niz {X(n)}∞n=1 ⊆ L0 sa limn→∞[X(n) − X] = 0. Pisˇemo
It(X) =
∫ t
0
XsdMs 0 ≤ t < ∞.
Konstrukcija integrala se mozˇe lokalizacijom prosˇiriti na integratore M ∈ M c,loc i na
familiju integranada P∗ svih progresivno izmjerivih procesa X koji zadovoljavaju
P
[ ∫ T
0
X2t d〈M〉t < ∞
]
= 1 ∀T ∈ [0,∞).
Takoder, takav integral
∫ t
0
XtdMt je opet lokalni martingal.
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Definicija 1.3.4. Neprekidni semimartingal X je adaptiran proces koji ima dekompoziciju,
P gotovo sigurno
Xt = X0 + Mt + Bt 0 ≤ t < ∞
gdje je M ∈ M c,loc (neprekidni lokalni martingal) a B razlika neprekidnih, neopadajuc´ih
adaptiranih procesa, to jest, proces konacˇne varijacije.
Na kraju navodimo Itovu formulu, koja kazˇe da je ”glatka” funkcija neprekidnog semi-
martingala opet semimartingal i daje njegovu dekompoziciju.
Teorem 1.3.1. Neka je f : R → R funkcija klase C2 i X neprekidni semimartingal. Tada
vrijedi P gotovo sigurno:
f (Xt) = f (X0) +
∫ t
0
f ′(Xs)dMs +
∫ t
0
f ′(Xs)dBs +
1
2
∫ t
0
f ′′(Xs)d〈M〉s, 0 ≤ t < ∞.
Formalno, u diferencijalnoj formi to glasi:
d f (Xt) = f ′(Xt)dMt + f ′(Xt)dBt +
1
2
f ′′(Xt)d〈M〉t = f ′(Xt)dXt + 12 f
′′(Xt)d〈M〉t
1.4 Optimalno zaustavljanje
U ovoj c´emo potpoglavlju malo visˇe proucˇiti rezultate o optimalnom zaustavljanju za pro-
cese sa neprekidnim vremenom. Prvo moramo uvesti jedan fundamentalan pojam esenci-
jalnog supremuma. Intuitivno, za familiju slucˇajnih varijabli X mozˇemo uvesti supremum
po tocˇkama sup{X(ω); X ∈ X}, ali posˇto postoji relacija ekvivalencije P-g.s., nema preveli-
kog smisla govoriti o supremumu po tocˇkama.
Definicija 1.4.1. Neka je (Ω,F , P) vjerojatnosni prostor i X neprazna familija nenega-
tivnih slucˇajnih varijabli. Esencijalni supremum od X, sa oznakom ess sup X, je slucˇajna
varijabla X∗ koja zadovoljava:
• ∀X ∈ X, X ≤ X∗ g.s.,
• ako je Y slucˇajna varijabla za koju vrijedi X ≤ Y g.s. za svaki X ∈ X, onda vrijedi
X∗ ≤ Y g.s.
Naravno, ako esencijalni supremum postoji, iz definicije je jasno da je on jedinstven.
Teorem 1.4.1. Neka jeX neprazna familija nenegativnih slucˇajnih varijabli. Onda ess supX
postoji.
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U nastavku ovog poglavlja c´emo proucˇavati nenegativne procese Y = {Y(t),F (t); 0 ≤
t ≤ T } sa zdesna neprekidnim putevima i Y(T ) ≤ lim supt↑T Y(t) g.s., gdje filtracija zadovo-
ljava uobicˇajene uvjete. Neka je S familija svih {Ft}-vremena zaustavljanja sa vrijednos-
tima u [0,T ]. Za bilo koje vrijeme zaustavljanja v definiramo i Sv := {τ ∈ S; τ ≥ v g.s.}.
Nasˇ se problem sastoji od maksimiziranja ocˇekivane nagrade, to jest
Z(0) := sup
τ∈S
EY(τ). (1.10)
Takoder, pozˇeljno je i nac´i vrijeme zaustavljanja gdje se taj supremum postizˇe. Od sada pa
nadalje pretpostavljamo
0 < Z(0) < ∞. (1.11)
Centar proucˇavanja rezultata o optimalnom zaustavljanju je familija slucˇajnih varijabli
{Z(v)}v∈S
Z(v) := ess supτ∈Sv E[Y(τ)|F (v)], v ∈ S. (1.12)
Z(v) je ustvari optimalna uvjetna ocˇekivana nagrada nakon vremena v.
Propozicija 1.4.1. Za bilo koji v ∈ S, σ ∈ S i τ ∈ Sv imamo
Z(v) = Z(σ), g.s. na {σ = v}
E[Z(τ)|F (v)] = ess supp∈Sv E[Y(p)|F (v)] g.s.
E[Z(τ)|F (v)] ≤ Z(v) g.s. (1.13)
EZ(τ) = sup
p∈Sτ
EY(p) ≤ Z(0) < ∞.
Naravno, t ∈ [0,T ] je takoder jedno vrijeme zaustavljanja. Znacˇi, dobro su definirane
varijable Z(t). Ali (1.13) upravo kazˇe da je proces {Z(t)} supermartingal. Takoder, mozˇe
se pokazati da je funkcija t → EZ(t) neprekidna zdesna, pa po Teoremu 1.1.2 postoji
modifikacija Z0(·) sa RCLL putevima (koja je takoder supermartingal).
Definicija 1.4.2. Za Z0(·) kazˇemo da je Snellov omotacˇ od Y(·).
Dalje moramo biti oprezni sa oznakama, za vrijeme zaustavljanja v ∈ S, Z0(v) oznacˇava
zaustavljani proces u vremenu v, a Z(v) slucˇajnu varijablu definiranu u smislu (1.12).
Definicija 1.4.3. Neka su X1 i X2 slucˇajni procesi na [0,T ]. Kazˇemo da X1 dominira X2
ako vrijedi P(X1(t) ≥ X2(t),∀0 ≤ t ≤ T ) = 1.
Snellov omotacˇ je upravo najmanji supermartingal koji dominira Y(·). To kazˇe sljedec´i
teorem.
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Teorem 1.4.2. Snellov omotacˇ Z0(·) od Y(·) zadovoljava
Z0(v) = Z(v) g.s. (1.14)
za svaki v ∈ S. Nadalje, Z0(·) dominira Y(·). Ako je X(·) neki drugi RCLL supermartingal
koji dominira Y(·), onda X(·) dominira Z0(·).
Teorem 1.4.3. Vrijeme zaustavljanja τ∗ je optimalno, to jest
EY(τ∗) = Z0(0) = sup
p∈S
EY(p)
ako i samo ako vrijedi
Z0(τ∗) = Y(τ∗) g.s.
i zaustavljeni supermartingal Z0(t ∧ τ∗) je martingal.
Sada bi htjeli nac´i neko optimalno vrijeme zaustavljanja, to jest pitati se da li zaista
postoji. Konstrukcija pocˇinje sa vremenima koja su ”priblizˇno optimalna”. Za λ ∈ (0, 1) i
v ∈ S definiramo vrijeme zaustavljanja:
Dλ(v) := inf{t ∈ (v,T ]; λZ0(t) ≤ Y(t)} ∧ T.
Propozicija 1.4.2. Za 0 < λ < 1 i za svaki v ∈ S vrijedi:
Z0(v) = E[Z0(Dλ(v))|F (v)] g.s.
Posˇto je familija vremena zaustavljanja {Dλ(v)} neopadajuc´a po λ mozˇemo definirati
vrijeme zaustavljanja
D∗(v) := lim
λ↑1
Dλ(v).
D∗(v) je zapravo prvo vrijeme nakon v kada Snellov omotacˇ postane jednak nasˇem procesu
nagrade Y(·). Sljedec´i uvjet na Y je jedan od kljucˇnih za vrijeme D∗(v).
E
[
sup
0≤t≤T
Y(t)
]
< ∞. (1.15)
Teorem 1.4.4. Pretpostavimo da Y(·) ima neprekidne puteve i da vrijedi (1.15). Tada, za
svaki v ∈ S, vrijeme zaustavljanja D∗(v) zadovoljava
E[Y(D∗(v))|F (v)] = Z0(v) = ess supτ∈Sv E[Y(τ)|F (v)] g.s.
Posebno, D∗(0) postizˇe supremum (1.10). Nadalje, za svaki v ∈ S vrijedi:
D∗(v) = inf{t ∈ [v,T ]; Z0(t) = Y(t)} g.s.
Teorem 1.4.5. Uz uvjet (1.15), RCLL supermartingal Z0(·) dopusˇta Doob-Meyerovu de-
kompoziciju
Z0(·) = M(·) − Λ(·).
Poglavlje 2
Model financijskog trzˇisˇta
2.1 Dionice i trzˇite novca
Nasˇ model c´e se sastojati od N + 1 financijske imovine. Jedna od tih imovina je trzˇisˇte
novca koje je nerizicˇno (na infinitezimalnoj razini) gdje investitori mogu akumulirati ka-
pital bez rizika po promjenjivoj kamatnoj stopi. Ostalih N imovina su rizicˇne i one u
praksi predstavljaju sve ostale financijske instrumente (bez izvedenica) npr. dionice, robu,
sirovine, tecˇajeve.. Mi c´emo ih zbog jednostavnosti zvati dionice. Na tu imovinu utjecˇe
D-dimenzionalno Brownovo gibanje koje predstavlja ”D nesigurnosti” u svijetu. Cijene se
naravno krec´u neprekidno, sˇto znacˇi da nema iznenadenja na trzˇisˇtu.
Dakle, imamo potpuni vjerojatnosni prostor (Ω,F , P) na kojemu je definirano D dimen-
zionalno Brownovo gibanje W(t) = (W1(t), . . . ,WD(t))′ 0 ≤ t ≤ T,W(0) = 0 g.s. Defi-
niramo filtracije FW(t) := σ{W(s) : 0 ≤ s ≤ t} i prosˇirenu filtraciju koja je dopustiva (tj.
BM je martingal u odnosu na nju) kao F (t) := σ(FW(t) ∪N ) za svaki t ∈ [0,T ] gdje je
N familija svih P-nul podskupova odFW(T ).
Razlika u filtracijama FW(·) i F (·) je to sˇto je F (·) neprekidna zdesna u smislu
F (t) =
⋂
t<s≤T F (s), a to c´e nam biti bitno kod nekih tehnicˇkih rezultata. Mozˇemo o
tome razmisˇljati da je tok informacija u sigma algebrama neprekidan, tj. da nema naglih
skokova.
Kako modelirati cijene S n(·), n = 0, . . . ,N? Moderne metode financijske matematike
pokazuju da su procesi cijena nuzˇno semimartingali kada trzˇisˇte ne bi imalo arbitrazˇu, tj
S n(t) = S n(0) + Bn(t) + Mn(t). gdje je M lokalni martingal, a B RCLL proces sa konacˇnom
varijacijom na [0,T ] (vidi [1]).
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Takoder, svaki neprekidni, striktno pozitivni, i F (·) adaptirani semimartingal zadovo-
ljava SDJ
dS n(t) = S n(t)[bn(t)dt + dAn(t) +
D∑
d=1
σnd(t)dWd(t)], n = 0, . . . ,N,
gdje su bn(·) iσnd(·) progresivno izmjerivi procesi tako da vrijedi
∫ T
0
[|bn(t)|+∑Dd=1(σnd(t))2]dt <
∞ gotovo sigurno i An(·) progresivno izmjeriv proces sa neprekidnim putevima, ali singu-
laran u odnosu na Lebesgovu mjeru. (vidi [3] dodatak B).
Pogledajmo prvo nerizicˇnu imovinu S 0(·). Buduc´i da je ona nerizicˇna, za ocˇekivati je
da u rastavu semimartingala jednostavno imamo M0(t) = 0 tj. SDE glasi
dS 0(t) = S 0(t)[r(t)dt + dA(t)] (2.1)
gdje smo uveli oznake r(t) := b0(t), A(t) := A0(t). Takoder se mozˇe pokazati da je An(·) ≡
A(·) jer bi inacˇe postojala arbitrazˇa. Dakle, imamo
dS n(t) = S n(t)[bn(t)dt + dA(t) +
D∑
d=1
σnd(t)dWd(t)] n = 1, . . .N. (2.2)
Rjesˇenja SDE (2.1) i (2.2) (pretpostavili smo da je S 0(0) = 1) su dana sa
S 0(t) = exp{
∫ t
0
r(u)du + A(t)}, (2.3)
S n(t) = S n(0)exp{
∫ t
0
D∑
d=1
σnd(s)dWd(s) +
∫ t
0
[bn(s) − 12
D∑
d=1
σ2nd(s)]ds + A(t)}. (2.4)
Takoder, ako dionice isplac´uju dividende, mozˇemo uvesti i proces isplate dividendi δn(·)
gdje je δn(t) stopa dividende za svaki ulozˇenu kunu u dionicu n u vremenu t. Znacˇi, dobi-
vamo ”S n(t)δn(t)” kuna u vremenu t. Definiramo i proces prinosa pomoc´u ovakve SDJ:
dYn(t) = dS n(t) + S n(t)δn(t)dt n = 1, . . . ,N
uz pocˇetni uvjet Yn(0) = S n(0). Rjesˇenje je naravno dano kao:
Yn(t) = S n(t) +
∫ t
0
S n(s)δn(s)ds n = 1, . . . ,N. (2.5)
Stavimo Y0(t) = S 0(t).
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Formalizirajmo ovo:
Definicija 2.1. Financijsko trzˇisˇte se sastoji od:
1. potpunog vjerojatnosnog prostora (Ω,F , P)
2. terminalnog vremena T > 0
3. D-dim Brownovog gibanja {W(t), 0 ≤ t ≤ T } sa prosˇirenom filtracijomF (·)
4. progresivno izmjerivog nerizicˇnog kamatnog procesa r(·) koji zadovoljava ∫ T
0
|r(t)|dt <
∞ g.s.
5. progresivno izmjerivog N-dimenzionalnog procesa srednje stope povrata b(·) koji
zadovoljava
∫ T
0
||b(t)||dt < ∞ g.s.
6. progresivno izmjerivog N-dimenzionalnog procesa dividendi δ(·) koji zadovoljava∫ T
0
||δ(t)||dt < ∞ g.s.
7. progresivno izmjerivog (N × D) procesa volatilnosti σ(·) koji zadovoljava
N∑
n=1
D∑
d=1
∫ T
0
σ2nd(t)dt < ∞ g.s.
8. vektor pocˇetnih, konstantnih cijena dionica S (0) = (S 1(0), . . . , S N(0))
9. progresivno izmjerivog, singularno neprekidnog, konacˇno-varijacijskog procesa A(·)
cˇija je varijacija na [0, t] dana sa A˜(t)
10. procesa cijena koji su dani sa (2.3) i (2.4)
2.2 Portfolio i procesi dobitka, dohotka i bogatstva
Sada bismo htjeli definirati kako se mijenja bogatsvo ulagacˇa. Ako investitor drzˇi µ(t)
dionica u trenutku t, promjena u bogatstvu investitora c´e jednostavno biti promjena u cijenu
dionice (ukljucˇujuc´i i eventualne promjene isplate dividendi) tj. u trenutku t + ∆t trebala bi
vrijediti ovakva jednadzˇba G(t+∆t) = G(t)+µ(t)(Y(t+∆t)−Y(t)) gdje je Y(·) vec´ spomenuti
jedinicˇni prinos dionice, a G(t) dobit u trenutku t. ”Pusˇtajuc´i” ∆t u 0, i uzimajuc´i u obzir
svu financijsku imovinu, dobivamo ovakvu definiciju procesa dobitka pomoc´u SDE:
dG(t) =
N∑
n=0
µn(t)dYn(t) (2.6)
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gdje je µ(·) = (µ0(·), . . . , µN(·))′ {F (t)}-adaptirani proces koji predstavlja broj drzˇanih di-
onica u trenutku t (ovo znacˇi da nije dopusˇteno insider trgovanje tj. znanje buduc´nosti,
odluka o raspodjeli dionica ovisi samo o informacijama dopusˇtenih do trenutka t).
Ako definiramo pin(t) := µn(t)S n(t) (novcˇana vrijednost investirana u dionicu n u tre-
nutku t), pi(·) := (pi1(·), . . . , piN(·))′ i pogledamo definiciju procesa Yn(·), mozˇemo zapisati
(2.6) kao
dG(t) = [pi0(t) + pi′(t)˜
1](r(t)dt + dA(t)) + pi′(t)[b(t) + δ(t) + r(t)
˜
1]dt + pi′(t)σ(t)dW(t) (2.7)
gdje je dW(t) = (dW1(t), . . . , dWD(t))′ i pocˇetni uvjet G(0) = 0. Ova SDE nas vodi na
sljedec´u formalnu definiciju.
Definicija 2.2. Neka je dano financijsko trzˇisˇte kao u Definiciji 2.1. Portfolio proces
(pi0(·), pi(·)) = (pi0(·), pi1(·), . . . , piN(·)) je {F (t)} progresivno izmjeriv, proces sa vrijednos-
tima u RN+1 tako da vrijede sljedec´i uvjeti:∫ T
0
|pi0(t) + pi′(t)˜1|[|r(t)|dt + dA˜(t)] < ∞, (2.8)∫ T
0
|pi′(t)(b(t) + δ(t) − r(t)
˜
1)|dt < ∞, (2.9)∫ T
0
||σ′(t)pi(t)||2dt < ∞ (2.10)
gotovo sigurno.
Proces dobitka G(·) u odnosu na taj portfolio proces je dan sa
G(t) :=
∫ t
0
[pi0(s)+pi′(s)˜
1](r(s)ds+dA(s))+
∫ t
0
pi′(s)[b(s)+δ(s)−r(s)
˜
1]ds+
∫ t
0
pi′(s)σ(s)dW(s).
(2.11)
Kazˇemo da je proces (pi0(·), pi′(·)) samofinancirajuc´i ako vrijedi
G(t) = pi0(t) + pi′(t)˜
1 ∀t ∈ [0,T ]. (2.12)
Ovo samo kazˇe da je vrijednost portfelja u svakom trenutku jednaka vrijednosti dobitka
koji su nastali od investicija do tog trenutka.
Mozˇemo takoder i definirati N-dimenzionalni vektor tzv. visˇka prinosa kao ovakav Itov
proces
R(t) :=
∫ t
0
[b(u) + δ(u) − r(u)
˜
1]du +
∫ t
0
σ(u)dW(u), 0 ≤ t ≤ T, (2.13)
pa onda (2.11) postaje
G(t) :=
∫ t
0
[pi0(s) + pi′(s)˜
1](r(s)ds + dA(s)) +
∫ t
0
pi′(s)dR(s). (2.14)
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Ako imamo samofinancirajuc´i portfolio proces, onda je odgovarajuc´i SDE od (2.14) dan
sa
dG(t) =
G(t)
S 0(t)
dS 0(t) + pi′(t)dR(t)
i ima rjesˇenje
G(t) = S 0(t)
∫ t
0
1
S 0(u)
pi′(u)dR(u). (2.15)
Integrand bn(t)+δn(t)−r(t) koji se pojavljuje u procesu R(·) se naziva premija rizika na n-tu
dionicu. Intiuitivno, to je mjera koja pokazuje koliku je kompenzaciju investitor spreman
uzeti da bi bio indiferentan prema investiranju u dionicu i investiranju u trzˇisˇte novca.
Ako definiramo samo strategiju trgovanja pi(·) (plan investiranja u dionice) koja zadovo-
ljava (2.9) i (2.10), onda je, ako pretpostavimo samofinanciranje, G(·) dobro definiran sa
(2.15) i pi0(·) sa (2.12). Uvjet (2.8) slijedi iz uvjeta Definicije 2.1. i neprekidnosti procesa
G na [0,T ] (proces G je neprekidan pa tako i omeden), pa je pi0(·) +pi′(·) omedeno na [0,T ]
gotovo sigurno. Dakle, zakljucˇak je da je dovoljno definirati samo pi(·).
Uvjeti (2.8)-(2.10) su samo tehnicˇke svrhe za postojanje integrala u procesu dobitka, no
kada bi to bili jedini uvjeti, prilicˇno je jasno da bi postojala neka vrsta arbitrazˇe, jer bi se
na primjer mogli bezgranicˇno zaduzˇivati na trzˇisˇtu novca i investirati u dionice sve dok
nam prinos ne postane vec´i od kamatne stope duga. To znacˇi da bi proces dobitka (ili u
nasˇem slucˇaju gubitka) mogao biti neogranicˇen odozdo. To se lako mozˇe pokazati. Zato
ipak trazˇimo i ogranicˇenost procesa dobitka odozdo da bi sprijecˇili takvu vrstu arbitrazˇe.
Definicija 2.3. {F (t)}-adaptirani, proces pi(·) sa vrijednostima u RN koji zadovoljava (2.9)
i (2.10) je odrzˇiv ako je diskontirani proces dobitka koji je ujedno semimartingal
G(t)
S 0(t)
= Mpi0(t) :=
∫ t
0
1
S 0(u)
pi′(u)dR(u), 0 ≤ t ≤ T (2.16)
ogranicˇen odozdo gotovo sigurno sa konstantom koja ne ovisi o t, ali mozˇe ovisiti o stra-
tegiji pi(·). Ako imamo portfolio proces (pi0(·), pi(·)) i pi(·) je odrzˇiv, onda kazˇemo da je i
(pi0(·), pi(·)) odrzˇiv.
Ako bismo zˇeljeli da investitor ima i druge izvore dohotka, osim onih nastalih investi-
ranjem, moramo uvesti josˇ jedan proces.
Definicija 2.4. Neka je dano financijsko trzˇisˇte. Za semimartingal Γ(t), 0 ≤ t ≤ T kazˇemo
da je kumulativni proces dohotka. Proces bogatstva je dan jednadzˇbom (uz dani portfolio
proces)
X(t) := Γ(t) + G(t). (2.17)
Portfelj (pi0(·), pi(·)) je Γ(·)-financiran ako vrijedi X(t) = pi0(t) + pi′(t)˜1, ∀t ∈ [0,T ].
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Napomena 2.1. Za Γ(·)-financiran portfelj (pi0(·), pi(·), iz definicije procesa visˇka prinosa i
procesa dobitka, mozˇemo zapisati proces X(·) u diferencijalnoj formi, analogno kao i prije:
dX(t) = dΓ(t) +
X(t)
S 0(t)
dS 0(t) + pi′(t)dR(t)
= dΓ(t) + X(t)[r(t)dt + dA(t)] + pi′(t)[b(t) + δ(t) − r(t)
˜
1]dt + pi′(t)σ(t)dW(t)
i onda je diskontirani proces bogatstva dan sa
X(t)
S 0(t)
= Γ(0) +
∫ t
0
dΓ(u)
S 0(u)
+
∫ t
0
1
S 0(u)
pi′(u)dR(u), 0 ≤ t ≤ T. (2.18)
Poglavlje 3
Arbitrazˇa, standardna i potpuna trzˇisˇta
3.1 Arbitrazˇa i zˇivotno trzˇisˇte
Definicija 3.1. Neka je dano financijsko trzˇisˇteM. Kazˇemo da je samofinancirajuc´i, odrzˇiv
portfolio proces pi(·) arbitrazˇa ako pripadni proces dobitka G(·) zadovoljava G(T ) ≥ 0
gotovo sigurno i G(T ) > 0 se postizˇe sa pozitivnom vjerojatnosˇc´u. Financijsko trzˇisˇte je
zˇivotno ako ne postoji arbitrazˇa.
Naravno, mi c´emo gledati samo takva trzˇisˇta gdje ne postoji moguc´nost za bezrizicˇan
profit, inacˇe bi se ocˇekivani profit mogao ucˇiniti proizvoljno velikim, a to ne predstavlja
dobru sliku realnosti.
Teorem 3.1. Ako je financijsko trzˇisˇte zˇivotno, onda postoji progresivno izmjeriv proces
θ(·) sa vrijednostima u RD, kojeg nazivamo trzˇisˇna cijena rizika, tako da za gotovo svaki
t ∈ [0,T ] premija rizika zadovoljava ovu jednadzˇbu:
b(t) + δ(t) − r(t)
˜
1 = σ(t)θ(t) g.s. (3.1)
Obratno, ako pretpostavimo da postoji proces θ(·) koji zadovoljava gornje uvjete, uz josˇ i:∫ T
0
||θ(s)||2ds < ∞ g.s. (3.2)
E[exp{−
∫ T
0
θ′(s)dW(s) − 1
2
∫ T
0
||θ(s)||2ds}] = 1, (3.3)
onda je trzˇisˇte zˇivotno.
22
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Intuitivno, ovaj teorem kazˇe da ako mozˇemo nac´i strategiju pi tako da je pi′(t)σ(t) = 0
(kombinacija dionica koja ne nosi nikakav rizik) sa ocˇekivanim povratom koji je razlicˇit
od 0, tj. pi′(t)[b(t) + δ(t) − r(t)
˜
1] , 0 na nekom podskupu od [0,T ] × Ω sa pozitivnom
produktnom mjerom, onda bi ta strategija mogla biti arbitrazˇa. Dakle, svaki vektor u jezgri
od σ′(t) bi trebao biti okomit na premiju rizika b(t) + δ(t) − r(t)
˜
1, a to znacˇi da bi premija
rizika trebala biti u rangu od σ(t).
U nastavku se bavimo sa dokazom ovog teorema. Fokusirati c´emo se prvo na izmjerivost.
K(σ) je oznaka za jezgru, a R(σ) oznaka za rang matrice σ.
Lema 3.1. Preslikavanja (x, σ) → projK(σ)(x) i (x, σ) → projK⊥(σ)(x) sa RD × L(RD;RN),
(y, σ)→ projK(σ′)(y) i (y, σ)→ projK⊥(σ′)(y) sa RN × L(RD;RN) su Borel izmjeriva.
Dokaz. Gledamo samo prvo preslikavanje. Ako dokazˇemo za prvo, tvrdnja za drugo slijedi
iz projK⊥(σ)(x) = x−projK(σ)(x), a posljednja dva su trivijalna jer je transponiranje nepre-
kidna funkcija. Ideja je pokazati da je graf preslikavanja Borelov skup.
Borelova σ-algebra na prostoru matrica je definirana iz topologije proizvoljne operator-
ske norme. Definiramo izmjerivu funkciju (kao prebrojivi infimum izmjerivih funkcija)
F : RD × L(RD;RN)→ R sa
F(z, σ) := inf
q∈QN
||z − σ′q||, ∀z ∈ RD, σ ∈ L(RD;RN).
Ocˇito vrijedi {(z, σ); z ∈ R(σ′)} ⊂ {(z, σ); F(z, σ) = 0} zbog neprekidnosti funkcije x →
σ′x i gustoc´e skupa Q. Obratno, pretpostavimo da je F(z, σ) = 0 onda postoji neki niz
qn tako da σ′qn tezˇi prema z. Buduc´i da vrijedi RN = K(σ′)
⊕K⊥(σ′), imamo rastav
qn = pn + rn gdje pn ∈ K(σ′), rn ∈ K⊥(σ′). Restringirano na K⊥(σ′) preslikavanje σ′ je
invertibilno i inverz je neprekidan. Posˇto σ′rn → z, niz rn tezˇi prema nekom r ∈ K⊥(σ′)
koje zadovoljava σ′r = z. Dakle, z ∈ R(σ′), pa smo pokazali
{(z, σ); z ∈ R(σ′)} = {(z, σ); F(z, σ) = 0}.
Znacˇi, gornji skup je Borelov. Dalje, imamo
{(x, σ, ξ) ∈ RD × L(RD;RN) × RD; ξ = pro jK(σ)(x)}
= {(x, σ, ξ); ξ ∈ K(σ), (x − ξ) ⊥ K(σ)}
= {(x, σ, ξ); ξ′σ = 0, x − ξ ∈ R(σ′)}.
pa je i to Borelov skup, kao presjek dva Borelova skupa. Ako oznacˇimo Q(x, σ) :=projK(σ)(x),
onda je prijasˇnji skup ustvari graf od Q. Kako je graf Borelov, onda je i Q Borelova funk-
cija, a to slijedi iz toga da bijektivno projeciramo graf na prve dvije varijable (Borelovo
preslikavanje), a vrijedi da je slika od izmjerive bijekcije od Borelovog podskupa poljskog
prostora u neki drugi poljski prostor opet Borelova. ([5], Tm 3.9) 
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Korolar 3.1. Proces projK(σ′(t))[b(t) + δ(t) − r(t)˜1], 0 ≤ t ≤ T je progresivno izmjeriv.
Lema 3.2. Ako je trzˇisˇte zˇivotno, onda je b(t) + δ(t) − r(t)
˜
1 ∈ R(σ(t)) za gotovo svaki
t ∈ [0,T ] gotovo sigurno.
Dokaz. Definiramo proces
p(t) = projK(σ′(t))[b(t) + δ(t) − r(t)˜1]
i strategiju
pi(t) =
p(t)
||p(t)||1{p(t),0}.
Strategija pi(·) je omeden i progresivno izmjeriv proces po prethodnom korolaru. Uvjeti
(2.9) i (2.10) su zadovoljeni zbog omedenosti pi(·) i definicija funkcija b, δ, r, σ. Prisje-
timo se, cˇim imamo strategiju na dionicama, mozˇemo definirati samofinancirajuc´i portfelj
(pi0(·), pi(·)) sa njegovim procesom dobitka. Takoder, ako imamo rastav vektorskog prostora
V = V1
⊕
V2, x = x1 + x2, onda je x′1x = x
′
1x1 = ||x1||2. Racˇunamo:
G(T ) = S 0(T )
∫ T
0
1
S 0(t)
pi′(t)dR(t) = S 0(T )
∫ T
0
1
S 0(t)
p(t)
||p(t)|| [b(t) + δ(t) − r(t)˜1]1{p(t),0}dt
+S 0(T )
∫ T
0
1
S 0(t)
pi′(t)σ(t)1{p(t),0}dW(t) = (pi′(t)σ(t) = 0) = S 0(T )
∫ T
0
||p(t)||
S 0(t)
1{p(t),0}dt.
Ocˇito je strategija odrzˇiva, i vidimo da vrijedi G(T ) ≥ 0 gotovo sigurno, a posˇto je trzˇisˇte
zˇivotno, mora vrijediti G(T ) = 0 gotovo sigurno. Ali to znacˇi da je p(t) = 0 za gotovo svaki
t gotovo sigurno, a to je ekvivalentno tvrdnji da je b(t) + δ(t)− r(t)
˜
1 ∈ K⊥(σ′(t)) = R(σ(t))
za gotovo svaki t gotovo sigurno. 
Lema 3.3. Neka je preslikavanje ψ1 : {(y, σ) ∈ RN×L(RD;RN); y ∈ R(σ)} → RD definirano
tako da je ψ1(y, σ) jedinstveni ξ ∈ K⊥(σ) tako da je σξ = y. Neka je ψ2 : {(x, σ) ∈
RD × L(RD;RN); x ∈ R(σ′)} → RN tako da je ψ2(x, σ) jedinstveni η ∈ K⊥(σ′) tako da je
σ′η = x. Tada su ψ1 i ψ2 izmjerivi.
Dokaz. Dokazujemo izmjerivost za ψ1. ψ2 je jednostavno ψ1 komponirano sa transponira-
njem sˇto je neprekidna funkcija, pa je tvrdnja ocˇita. Definiramo skup
∆ = {(y, σ, ξ) ∈ RN × L(RD;RN) × RD; y ∈ R(σ), ξ ∈ R(σ′), σξ = y}.
Skup {(y, σ); y ∈ R(σ)} je Borelov, dokazano u Lemi 3.1., pa je ∆ Borelov skup. Ali to je
ustvari graf od ψ1, pa je ψ1 izmjeriva funkcija. 
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Dokaz. (Teorema 3.1.)
Iz prijasˇnjih lemi i korolara definiramo progresivno izmjeriv proces
θ(t) := ψ1(b(t) + δ(t) − r(t)˜1, σ(t)).
On je dobro definiran i zadovoljava (3.1) iz Lemi 3.1, 3.2 i 3.3.
Obratno, pretpostavimo da postoji takav proces koji zadovoljava uvjete (3.2) i (3.3). Za
odrzˇiv portfolio pi(·) imamo diskontirani proces dobitka
Mpi(t) :=
G(t)
S 0(t)
=
∫ t
0
pi′(u)
S 0(u)
dR(u) =
∫ t
0
pi′(u)
S 0(u)
σ(u)dW0(u), 0 ≤ t ≤ T
gdje je W0(t) := W(t) +
∫ t
0
σ(s)ds Brownovo gibanje po Girsanovljevom teoremu u odnosu
na vjerojatnost
P0(A) := E[1A exp{−
∫ T
0
θ′(s)dW(s) − 1
2
∫ T
0
||θ(s)||2ds}].
Dakle, proces Mpi(·) je lokalni martingal u odnosu na P0, pa onda i supermartingal jer je
omeden odozdo. Imamo E0(
G(T )
S 0(T )
) ≤ E0Mpi(0) = 0. Ta nejednakost upravo pokazuje da ne
postoji arbitrazˇa. 
Takoder c´emo ubuduc´e pretpostavljati da broj dionica N nije vec´i od dimenzije D
Brownovog gibanja. Intuitivni razlog je taj sˇto, ako imamo visˇe dionica nego ”rizika”, neke
od njih se mogu dobiti linearnom kombinacijom ostalih, tocˇnije ”N-D” njih, pa mozˇemo
reducirati broj dionica, sˇto se mozˇe i formalno pokazati.
Takoder, proces θ(·) koji je konstruiran u Teoremu 3.1. zadovoljava
θ(t) ∈ K⊥(σ(t)) g.s. (3.4)
za gotovo svaki t ∈ [0,T ]. Proces θ(·) je jedinstveno odreden sa (3.4) i (3.1). Zaista,
pretpostavimo da postoje θ1(·) i θ2(·) koji zadovoljavaju ta dva uvjeta. Onda iz (3.1) slijedi
σ(t)(θ1(t) − θ2(t)) = 0, tj θ1(t) − θ2(t) ∈ K(σ(t)). Zajedno sa (3.4) slijedi θ1(t) = θ2(t)
g.s. za gotovo svaki t. Ako je rang od σ(t)) jednak N onda mozˇemo pogoditi rjesˇenje koje
zadovoljava ta dva uvjeta sa
θ(t) = σ′(t)(σ(t)σ′(t))−1[b(t) + δ(t) − r(t)
˜
1].
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3.2 Standardna financijska trzˇisˇta
Uzimajuc´i u obzir prijasˇnje tvrdnje, uz josˇ neke tehnicˇke uvjete, uvodimo pojam standard-
nog financijskog trzˇisˇta.
Definicija 3.2. Financijsko trzˇisˇteM je standardno ako:
1. je zˇivotno
2. broj dionica N nije strogo vec´i od dimenzije D Brownovog gibanja
3. D-dimenzionalni, progresivno izmjeriv proces, trzˇisˇna cijena rizika θ, koja zadovo-
ljava (3.1) i (3.4), zadovoljava i ∫ T
0
||θ(t)||2dt < ∞ (3.5)
gotovo sigurno, i
4. pozitivni lokalni martingal
Z0(t) := exp{−
∫ t
0
θ′(s)dW(s) − 1
2
∫ t
0
||θ(s)||2ds} (3.6)
je zapravo martingal.
Za standardno trzˇisˇte, definiramo josˇ standardnu martingalnu mjeru P0 naF (T ) sa
P0(A) := E[Z0(T )1A] (3.7)
Primjetimo da su P i P0 ekvivalentne mjere.
Napomena 3.1. Proces Z0(·) je lokalni martingal zato sˇto zadovoljava
dZ0(t) = −Z0(t)θ′(t)dW(t), Z0(0) = 1 (3.8)
ili ekvivalentno,
Z0(t) = 1 −
∫ t
0
Z0(s)θ′(s)dW(s). (3.9)
Poznati uvjet da Z0(·) bude martingal je E[exp{ 12
∫ T
0
||θ(t)||2dt}] < ∞, pa posebno ako je
θ(·) omeden po t i ω, onda je Z(·) martingal.
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Napomena 3.2. Po Girsanovljevom teoremu, proces
W0(t) := W(t) +
∫ t
0
θ(s)ds, ∀t ∈ [0,T ] (3.10)
je D-dimenzionalno Brownovo gibanje u odnosu na P0, i filtraciju {F (t)}, pa se proces
visˇka prinosa mozˇe zapisati kao R(t) =
∫ t
0
σ(u)dW0(u), diskontirani proces postaje
G(t)
S 0(t)
= Mpi0(t) :=
∫ t
0
1
S 0(u)
pi′(u)σ(u)dW0(u), (3.11)
a diskontirani proces bogatstva
X(t)
S 0(t)
= Γ(0) +
∫ t
0
dΓ(u)
S 0(u)
+
∫ t
0
1
S 0(u)
pi′(u)σ(u)dW0(u). (3.12)
Teorem 3.2. U odnosu na standardnu martingalnu mjeru P0, proces diskontiranog bogat-
sva minus diskontirani kumulativni prihod,
X(t)
S 0(t)
− Γ(0) −
∫ t
0
dΓ(u)
S 0(u)
, 0 ≤ t ≤ T,
je lokalni martingal i ogranicˇen odozdo, pa tako i supermartingal. Posebno, iz toga slijedi
E0[
X(T )
S 0(T )
−
∫ T
0
dΓ(u)
S 0(u)
] ≤ Γ(0). (3.13)
Taj proces je martingal ako i samo ako vrijedi jednakost u (3.13).
Dokaz. Gornji proces je zapravo Mpi0(t) koji je lokalni martingal (svojstva Itovog integrala)
i ogranicˇen odozdo jer je pi(·) odrzˇiv. Lokalni martingal koji je ogranicˇen odozdo je super-
martingal. Supermartingal je martingal ako i samo ako ima konstantna ocˇekivanja. 
Cijeli smisao uvodenja definicije standardnog trzˇisˇta je da mozˇemo josˇ nesˇto rec´i o
semimartingalu Mpi0(·). U odnosu na P0 to je lokalni martingal, pa ovo motivira uvodenje
ovakve definicije.
Definicija 3.3. {F (t)}-adaptirani proces pi(·) sa vrijednostima u RN koji zadovoljava (2.9)
i (2.10) je martingal-generirajuc´i ako u odnosu na mjeru P0, Mpi0(·) u (3.11) je martingal.
Ako imamo portfolio proces (pi0(·), pi(·)) i pi(·) je martingal-generirajuc´i, onda kazˇemo da
je portfolio proces (pi0(·), pi(·)) je martingal-generirajuc´i.
Napomena 3.3. Ako je proces prihoda Γ(·) ≡ 0 onda je zapravo proces bogatstva ustvari
proces dobitka. Za neki odrzˇiv portfolio proces pi(·), (3.13) pokazuje da E0[ G(T )S 0(T ) ] ≤ 0. Za
martingal-generirajuc´i proces pi(·) vrijedi E0[ G(T )S 0(T ) ] = 0 i proces dobitka je martingal. U
svakom slucˇaju, arbitrazˇe ocˇito nema.
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3.3 Potpuna financijska trzˇisˇta
Jedna od svrha financijskog trzˇisˇta je da pruzˇiti investitorima zasˇtitu od rizika, tj ”hedgirati”
rizik. Uzmimo investitora koji zna u trenutku t = 0 da c´e u trenutku T morati isplatiti iznos
B(ω), ali velicˇina iznosa ovisi o puno faktora na koje on nema utjecaja. On bi naravno
zˇelio ostaviti po strani fiksan iznos x u vremenu t = 0 i biti osiguran da c´e moc´i isplatiti tu
isplatu u trenutku T . Konzervativna strategija je naravno ostaviti iznos supω∈Ω B(ω), ako
je to konacˇno. Malo pametnija strategija je ostaviti manji iznos, ali ga investirati u nesˇto
drugo tako da ukloni rizik i to nas dovodi do sljedec´ih definicija.
Definicija 3.4. Neka je M standardno financijsko trzˇisˇte, i neka je B F (T )-izmjeriva
slucˇajna varijabla tako da je BS 0(T ) gotovo sigurno ogranicˇen odozdo i neka je
x := E0
[ B
S 0(T )
]
< ∞. (3.14)
1. Kazˇemo da je B dostizˇan ako postoji odrzˇiv, x-financiran portfolio proces (pi0(·), pi(·))
cˇiji proces bogatstva zadovoljava X(T ) = B, tj.
B
S 0(T )
= x +
∫ T
0
1
S 0(u)
pi′(u)σ(u)dW0(u) (3.15)
gotovo sigurno.
2. Kazˇemo da je trzˇisˇteM potpuno ako je svakaF (T )-izmjeriva slucˇajna varijabla B,
tako da je BS 0(T ) ogranicˇen odozdo i zadovoljava (3.14), dostizˇna. Inacˇe kazˇemo da je
trzˇisˇte nepotpuno.
Propozicija 3.1. Standardno financijsko trzˇisˇte M je potpuno ako i samo ako za svaku
F (T ) izmjerivu slucˇajnu varijablu B koja zadovoljava
E0
[ |B|
S 0(T )
]
< ∞ (3.16)
i sa x definiran sa (3.14), postoji martingal-generirajuc´i, x-financiran portfolio proces
(pi0(·), pi(·)) koji zadovoljava (3.15)
Dokaz. Pretpostavimo da je trzˇisˇte potpuno i B je F (T ) izmjeriva slucˇajna varijabla koja
zadovoljava (3.16). Onda postoji odrzˇiv, x± financiran portfolio proces (pi±0 (·), pi±(·)) sa
B±
S 0(T )
= x± +
∫ T
0
1
S 0(u)
(pi±)′(u)σ(u)dW0(u) (3.17)
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gotovo sigurno, sa B± := max{±B, 0} i x± := E0[ B±S 0(T ) ]. Uzimanjem ocˇekivanja u (3.17)
u odnostu na P0, vidimo da odozdo omeden lokalni martingal (dakle supermartingal)∫ t
0
1
S 0(u)
(pi±)′(u)σ(u)dW0(u), 0 ≤ t ≤ T , ima konstantna ocˇekivanja (jednaka 0, jer je za
t = 0 i t = T ocˇekivanje jednako 0) u odnosu na P0. Dakle, pi±(· je martingal-generirajuc´i.
Oduzimanjem (3.17) dobivamo (3.15), gdje je pi(·) := pi+(·) − pi−(·) takoder martingal-
generirajuc´i.
Obratno, neka je F (T ) izmjeriva slucˇajna varijabla B, tako da je BS 0(T ) gotovo sigurno
ogranicˇen odozdo i zadovoljava (3.14). Onda postoji martingal-generirajuc´i x-financiran
portfolio proces (pi0(·), pi(·)) koji zadovoljava (3.15). Uzimanjem uvjetnog ocˇekivanja u toj
formuli dobivamo da je∫ t
0
1
S 0(u)
pi′(u)σ(u)dW0(u) = −x + E0
[ B
S 0(T )
|F (t)
]
, 0 ≤ t ≤ T
ogranicˇen odozdo. Znacˇi, (pi0(·), pi(·)) je odrzˇiv, BS 0(T ) je dopustiv, iM je potpuno. 
Napomena 3.4. U smislu Definicije 3.4, ako se za x-financiran, odrzˇiv portfelj (pi0(·), pi(·))
mozˇe nac´i pripadni proces bogatstva X(·) koji zadovoljava X(T ) = B gotovo sigruno, onda
vrijedi ocˇito E0
[
X(T )
S 0(T )
]
= x, a po zadnjoj tvrdnji u Teoremu 3.2, to kazˇe da je X(·)S 0(·) martingal
u odnosu na P0. Iz toga slijedi da vrijedi
X(t)
S 0(t)
= E0
[ B
S 0(T )
|F (t)
]
.
Sljedec´i teorem daje karakterizaciju kad je standardno trzˇisˇte potpuno.
Teorem 3.3. Standardno financijsko trzˇisˇteM je potpuno ako i samo ako je broj dionica
N jednak broju dimenzije D pripadajuc´eg Brownovog gibanja i matrica volatilnosti σ(t) je
regularna za gotovo svaki t ∈ [0,T ] gotovo sigurno.
Lema 3.4. Neka je {M0(t),F (t); 0 ≤ t ≤ T } martingal u odnosu na P0. Onda postoji
progresivno izmjeriv proces sa vrijednostima u RN , ϕ(·) tako da∫ T
0
||ϕ(s)||2ds < ∞, (3.18)
M0(t) = M0(0) +
∫ t
0
ϕ′(s)dW0(s), 0 ≤ t ≤ T. (3.19)
Ova je lema skoro pa analogon standardnog reprezentacijskog teorema o martingalima
kao stohasticˇkim integralima, samo sˇto je jedina komplikacija sˇto je filtracija generirana sa
procesom W(·), a ne W0(·), ali mozˇe se lako pokazati da vrijedi.
POGLAVLJE 3. ARBITRAZˇA, STANDARDNA I POTPUNA TRZˇISˇTA 30
Korolar 3.2. (Dovoljnost u Teoremu 3.3.) Ako je N = D i σ(t) je regularna za gotovo svaki
t ∈ T gotovo sigurno, onda je trzˇisˇte potpuno.
Dokaz. Koristit c´emo tvrdnju iz prijasˇnje propozicije. Neka je BF (T ) izmjeriva slucˇajna
varijabla koja zadovoljava (3.16) i definiramo martingal
M0(t) = E0
[ B
S 0(T )
|F (t)
]
, 0 ≤ t ≤ T.
Taj martingal ima reprezentaciju kao u (3.19) i ako definiramo
pi′(t) := S 0(t)ϕ′(t)σ−1(t), 0 ≤ t ≤ T
imamo (3.15) (to slijedi direktno iz (3.19)). Uvjet (2.10) slijedi iz (3.18), a uvjet (2.9)
slijedi iz ∫ T
0
|pi′(s)(b(s) + δ(s) − r(s)
˜
1)|ds = (3.1) =
∫ T
0
S 0(u)ϕ′(u)θ(u)du
≤ max
0≤u≤T
S 0(u)
∫ T
0
||ϕ(u)||2du
∫ T
0
||θ(u)||2du < ∞
gdje smo iskoristili neprekidnost S 0(·) i Cauchy-Schwartz nejednakost. 
Lema 3.5. Postoji ogranicˇena, Borel izmjeriva funkcija ψ3 : L(RD;RN)→ RD tako da
ψ3(σ) ∈ K(σ)
ψ3(σ) , 0 ako K(σ) , {0}
za svaki σ ∈ L(RD;RN)
Dokaz. Neka je {e1, . . . , eD} baza za RD i definiramo
n(σ) = min{i; projK(σ)(ei) , 0}1{K(σ),0} + 1{K(σ)=0}
i
ψ3(σ) = projK(σ)(en(σ)).
Izmjerivost od ψ3 slijedi iz Leme 3.1. Ocˇito je ψ3 ogranicˇena sa najvec´om normom od
vektora baze. 
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Dokaz. Teorema 3.3 (nuzˇnost): Pomoc´u funkcije ψ3 iz prijasˇnje leme definiramo ogranicˇeni,
progresivno izmjeriv proces ϕ(t) = ψ3(σ(t)) koji zadovoljava ϕ(t) ∈ K(σ(t)) za svaki
t ∈ [0,T ] i ϕ(t) , 0 kada K(σ(t)) , {0}. Dalje, definiramo F (T ) izmjerivu slucˇajnu
varijablu
B := S 0(T )
[
1 +
∫ T
0
ϕ′(u)dW0(u)
]
.
Ocˇito E0
[
|B|
S 0(T )
]
< ∞ i E0
[
B
S 0(T )
]
= 1. Potpunost trzˇisˇta i propozicija 3.1. impliciraju
egzistenciju martingal-generirajuc´eg portfolio procesa pi tako da vrijedi∫ T
0
1
S 0(u)
pi′(u)σ(u)dW0(u) =
B
S 0(T )
− 1 =
∫ T
0
ϕ′(u)dW0(u) (3.20)
Buduc´i da su ova dva integrala martingali u odnosu na P0, uzimanjem uvjetnog ocˇekivanja
na F (t) vidimo da su integrali jednaki na svakom segmentu [0, t]. To znacˇi da se i inte-
grandi poklapaju. Dakle vrijedi σ′(t)pi(t) = S 0(t)ϕ(t) za gotovo svaki t ∈ [0,T ] gotovo
sigurno. To pokazuje da je ϕ(t) ∈ R(σ′(t)) = K⊥(σ(t)). Po konstrukciji je ϕ(t) ∈ K(σ(t)),
pa je ϕ(t) = 0 a to vrijedi samo ako K(σ(t)) = {0}. Dakle N = D i σ(t) je regularna za
gotovo svaki t gotovo sigurno. 
Napomena 3.5. U potpunom trzˇisˇtuM, postoji jedinstvena trzˇisˇna cijena rizika θ(·) defi-
nirana sa
θ(t) = (σ(t))−1[b(t) + δ(t) − r(t)
˜
1]. (3.21)
Poglavlje 4
Americˇki slucˇajni zahtjevi i americˇka
put opcija
4.1 Americˇki slucˇajni zahtjevi
U ovom c´emo poglavlju definirati americˇke slucˇajne zahtjeve. Za razliku od europskih
slucˇajnih zahtjeva koji se mogu iskoristiti samo u terminalnom vremenu T , americˇki se
mogu iskoristiti u bilo kojem trenutku t ∈ [0,T ] za iznos L(t), koji c´emo zvati pausˇal (eng.
lump-sum).
Definicija 4.1. Americˇki slucˇajni zahtjev (eng. American contigent claim, oznaka ACC)
se sastoji od kumulativnog procesa dohotka C(·) koji zadovoljava C(0)=0 gotovo sigurno
i {F (t)}-adaptiranog, RCLL pausˇalnog procesa L(·). Definiramo diskontirani proces is-
plate:
Y(t) :=
∫
(0,t]
dC(u)
S 0(u)
+
L(t)
S 0(t)
, 0 ≤ t ≤ T. (4.1)
Pretpostavljamo da je on omeden odozdo, uniformno po t ∈ [0,T ] i ω ∈ Ω, neprekidan
(skokovi u C(·) i L(·) se dogadaju u isto vrijeme, jednakih velicˇina i suprotnih predznaka) i
zadovoljava
E0
[
sup
0≤t≤T
Y(t)
]
< ∞. (4.2)
Kupac ACC-a, koji plac´a neki neslucˇajni iznos γ u trenutku t = 0 dobiva kumulativni
proces dohotka C(·), no takoder i mozˇe birati vrijeme zaustavljanja τ : Ω → [0,T ] koje se
zove vrijeme izvrsˇavanja. U trenutku τ, kupac se odricˇe svih buduc´ih dohodaka od procesa
C(·) i dobiva pausˇal L(τ). Dakle, kumulativni proces dohotka prodavatelja ACC-a je
Γ(t) = γ −C(t ∧ τ) − L(τ)1{t≥τ}, 0 ≤ t ≤ T. (4.3)
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Za puno americˇkih slucˇajnih zahtjeva je C(·) ≡ 0. Na primjer, za americˇku call opciju sa
cijenom izvrsˇenja q mozˇemo staviti C(·) ≡ 0 i L(t) = (S 1(t) − q)+.
Prodavatelj ACC-a bi trebao odabrati portfolio da se zasˇtiti od rizika koji nosi njegova
pozicija. Tu zasˇtitu dodatno komplicira slucˇajnost vremena izvrsˇenja τ. Pogledajmo prvo
slucˇaj kad je τ = T . U tom slucˇaju, prodavateljev proces dohotka je dan sa γ − C(t) −
L(T )1{t=T } za 0 ≤ t ≤ T . Za martingal-generirajuc´i portfelj je onda proces bogatstva dan sa
(vidi (3.12)):
X(t)
S 0(t)
= γ −
∫
(0,t]
dC(u)
S 0(u)
− L(T )
S 0(T )
1{t=T } +
∫ t
0
1
S 0(u)
pi′(u)σ(u)dW0(u), 0 ≤ t ≤ T. (4.4)
Prodavatelj naravno zˇeli X(T ) ≥ 0 (ne zˇeli izgubiti na prodavanju opcije), to jest:
Y(T ) =
∫
(0,T ]
dC(u)
S 0(u)
+
L(T )
S 0(T )
≤ γ +
∫ T
0
1
S 0(u)
pi′(u)σ(u)dW0(u). (4.5)
Da bi osigurao da mozˇe isplatiti pausˇal u slucˇaju da kupac odlucˇi iskoristiti zahtjev prije-
vremeno, prodavatelj takoder zˇeli X(t) ≥ L(t) za svaki 0 ≤ t < T . Taj uvjet, zajedno sa
(4.5) daje:
Y(t) =
∫
(0,t]
dC(u)
S 0(u)
+
L(t)
S 0(t)
≤ γ +
∫ t
0
1
S 0(u)
pi′(u)σ(u)dW0(u) g.s. ∀t ∈ [0,T ]. (4.6)
Posˇto su obadvije strane neprekidne po t, skup mjere 0 gdje nejednakost ne vrijedi se
mozˇe odabrati tako da ne ovisi o t. Dakle, nejednakost vrijedi ako t zamjenimo sa nekim
slucˇajnim vremenom τ koji poprima vrijednosti u [0,T ]:
Y(τ) =
∫
(0,τ]
dC(u)
S 0(u)
+
L(τ)
S 0(τ)
≤ γ +
∫ τ
0
1
S 0(u)
pi′(u)σ(u)dW0(u) g.s. (4.7)
Intuitivno, ovo je tvrdnja da prodavatelj ne zˇeli nisˇta izgubiti nakon sˇto izvrsˇi obaveze koje
zahtjeva njegova napisana opcija.
Definicija 4.2. Neka je (C(·), L(·)) ACC. Vrijednost zahtjeva u trenutku nula je
VACC(0) := inf{γ ∈ R; postoji martingal-generirajuc´i proces pi(·) koji zadovoljava (4.6)}.
Portfolio za kojeg se taj infimum postizˇe zovemo hedging portfolio.
Ovdje smo eksplicitno definirali vrijednost americˇkog zahtjeva. Intuitivno, to je najma-
nji broj za koji se mozˇe nac´i portfolio koji ”replicira” zahtjev. Kada bi prodavatelj naplatio
visˇe, nitko ne bi kupovao jer bi inacˇe konstruirali basˇ taj portfolio.
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Teorem 4.1. Uz oznake kao gore, vrijedi:
VACC(0) = sup
τ∈S0,T
E0Y(τ) (4.8)
gdje je S0,T skup svih vremena zaustavljanja koji poprimaju vrijednosti u [0,T ]. Nadalje,
postoji vrijeme zaustavljanja τ∗ koji postizˇe taj supremum i postoji hedging portfolio pˆi(·)
tako da vrijedi:
Y(τ∗) = VACC(0) +
∫ τ∗
0
1
S 0(u)
pˆi′(u)σ(u)dW0(u) g.s. (4.9)
Dokaz. Y(·) se mozˇe, ako je potrebno, ucˇiniti nenegativnim dodavajuc´i konstantu, posˇto je
omeden uniformno po t i ω, pa mozˇemo iskoristiti rezultate o optimalnom zaustavljanju.
Po Teoremu 1.4.2 postoji P0 supermartingal {ξ(t),F (t); 0 ≤ t ≤ T } sa RCLL putevima,
kojeg zovemo Snellov omotacˇ od Y(·), tako da vrijedi
ξ(t) ≥ Y(t), ∀t ∈ [0,T ] g.s.
i
ξ(v) = ess supτ∈Sv,T E0[Y(τ)|F (v)] g.s., ∀v ∈ S0,T . (4.10)
gdje je Sv,T skup svih vremena zaustavljanja koji su vec´i ili jednaki od v. Posebno, ξ(0) =
supτ∈S0,,T E0Y(τ). Po Teoremu 1.4.4, vrijeme zaustavljanja
τ∗ := inf{t ∈ [0,T ); ξ(t) = Y(t)} ∧ T
zadovoljava ξ(0) = E0Y(τ∗).
Teorem 1.4.5 kazˇe da se postoji Doob-Meyerova dekompozicija od Snellovog omotacˇa,
to jest ξ(·) = M(·)−Λ(·), gdje je M uniformno integrabilni RCLL martingal u odnosu na P0,
a Λ(·) je adaptiran, neprekidan, neopadajuc´i proces sa Λ(0) = Λ(τ∗) = 0 g.s. (jer je Λ(t) = 0
na skupu gdje je ξ(t) > Y(t), a τ∗ je prvo vrijeme gdje se jednakost postizˇe). Buduc´i da je
trzˇisˇte potpuno,F (T )-izmjeriva slucˇajna varijabla B := S 0(T )M(T ) je dostizˇna, pa postoji
martingal-generirajuc´i proces pˆi(·) tako da je:
M(T ) = ξ(0) +
∫ T
0
1
S 0(u)
pˆi′(u)σ(u)dW0(u) (4.11)
(vidi Propoziciju 3.1 zajedno sa x = E0( BS 0(T ) ) = E0(M(0)) = ξ(0)). Uzimanjem uvjetnog
ocˇekivanja u odnosu naF (t) u (4.11) dobivamo:
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Y(t) ≤ ξ(t) = M(t) − Λ(t) = ξ(0) − Λ(t) +
∫ t
0
1
S 0(u)
pˆi′(u)σ(u)dW0(u) ≤
≤ ξ(0) +
∫ t
0
1
S 0(u)
pˆi′(u)σ(u)dW0(u), 0 ≤ t ≤ T. (4.12)
Iz ovoga odmah slijedi da je VACC(0) ≤ ξ(0). Pretpostavimo sad da vrijedi (4.6) za neki
γ ∈ R i martingal-generirajuc´i proces pi(·). Uzimanjem ocˇekivanja u (4.7) slijedi da je
E0Y(τ) ≤ γ za svako vrijeme zaustavljanja (iz teorema o optimalnom zaustavljanju vrijedi
da ocˇekivanje zaustavljenog martingala jednako ocˇekivanju od M(0) sˇto je u nasˇem slucˇaju
0). No sada imamo ξ(0) ≤ γ jer je ξ(0) = supτ∈S0,,T E0Y(τ). Dakle, vrijedi ξ(0) ≤ VACC(0).
Sada kada imamo ξ(0) = VACC(0), vidimo iz (4.12) da je pˆi(·) hedging portfolio i vrijedi
(4.9) (uzmemo ocˇekivanje u (4.7) sa τ∗).

Napomena 4.1. (4.9) basˇ kazˇe da je τ∗ optimalno vrijeme za iskoristiti ACC, jer je u tom
trenutku prodavateljevo bogatstvo X(τ∗) = 0. Ako kupac ne iskoristi ACC, prodavatelj ima
arbitrazˇu.
Sada bi htjeli prosˇiriti vrijednost ACC-a na proizvoljno vrijeme t ∈ [0,T ]. Pretpos-
tavimo da kupac plati vrijednost γ(s) koja je F (s) izmjeriva slucˇajna varijabla da dobije
ostatak procesa dohotka {C(t)−C(s); t ∈ [s, τ]} do vremena zaustavljanja τ ∈ Ss,T u kojem
dobije pausˇal L(τ). Isto argument sa kojim smo dosˇli do uvjeta (4.6) daje prodavateljevo
zˇeljeno hedgiranje:
Y(t) −
∫
(0,s]
dC(u)
S 0(u)
=
∫
(s,t]
dC(u)
S 0(u)
+
L(t)
S 0(t)
≤
≤ γ(s)
S 0(s)
+
∫ t
s
1
S 0(u)
pi′(u)σ(u)dW0(u) g.s. ∀t ∈ [s,T ]. (4.13)
Definicija 4.3. Neka je (C(·), L(·)) americˇki slucˇajni zahtjev. Vrijednost zahtjeva u vremenu
s ∈ [0,T ] (oznaka: VACC(s)) je najmanja F (s)-izmjeriva slucˇajna varijabla γ(s) tako da
vrijedi (4.13) za neki martingal-generirajuc´i portfolio proces pi(·).
Teorem 4.2. Za s ∈ [0,T ] imamo
VACC(s) = S 0(s)
[
ξ(s) −
∫
(0,s]
1
S 0(u)
dC(u)
]
(4.14)
gdje je ξ(·) Snellov omotacˇ od Y(·) koji zadovoljava (4.10). Nadalje, vrijeme zaustavljanja
τ∗s := inf{t ∈ [s,T ); ξ(t) = Y(t)} ∧ T
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zadovoljava ξ(s) = E[Y(τ∗s)|F (s)] g.s., i sa hedging portfeljom pˆi(·) iz Teorema 4.1, jedna-
kost u (4.13) vrijedi u τ∗s:
Y(τ∗s) −
∫
(0,s]
dC(u)
S 0(u)
=
VACC(s)
S 0(s)
+
∫ τ∗s
s
1
S 0(u)
pˆi′(u)σ(u)dW0(u) g.s. (4.15)
Dokaz. Zamjenimo t u (4.13) sa proizvoljnim τ ∈ Ss,T (analogni argument kao i za (4.7) i
uzmemo uvjetno ocˇekivanje s obzirom naF (s) da dobijemo
E0[Y(τ)|F (s)] −
∫
(0,s]
dC(u)
S 0(u)
≤ γ(s)
S 0(s)
g.s.
Jer je τ proizvoljno, onda nejednakost vrijedi i za esencijalni supremum (uzmemo γ(s) =
VACC(s)). Dakle
ξ(s) −
∫
(0,s]
dC(u)
S 0(u)
≤ V
ACC(s)
S 0(s)
g.s.
Za obrnutu nejednakost, neka je t ∈ [s,T ] i primjetimo iz (4.11) i (4.12):
ξ(t) − ξ(s) =
∫ t
s
1
S 0(u)
pˆi′(u)σ(u)dW0(u) − [Λ(t) − Λ(s)].
Zbog Y(t) ≤ ξ(t) i Λ(t) − Λ(s) ≥ 0, imamo
Y(t) −
∫
(0,s]
dC(u)
S 0(u)
≤ ξ(t) −
∫
(0,s]
dC(u)
S 0(u)
≤
≤ ξ(s) −
∫
(0,s]
dC(u)
S 0(u)
+
∫ t
s
1
S 0(u)
pˆi′(u)σ(u)dW0(u) g.s. (4.16)
Ovo pokazuje da (4.13) vrijedi za
γ(s)
S 0(s)
= ξ(s) −
∫
(0,s]
dC(u)
S 0(u)
.
Jer je VACC(s) basˇ najmanja takva varijabla, onda vrijedi
VACC(s)
S 0(s)
≤ ξ(s) −
∫
(0,s]
dC(u)
S 0(u)
.
Time smo dokazali (4.14). Ako umjesto t stavimo τ∗s u (4.16), dobivamo svugdje jednakost
jer Y(τ∗s) = ξ(τ
∗
s) i Λ(τ
∗
s) − Λ(s) = 0 (Teorem 1.4.5). 
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4.2 Americˇka put opcija
U ovom c´emo se poglavlju fokusirati na americˇku put opciju sa cijenom izvrsˇenja q >
0 i konacˇnim vremenom izvrsˇenja T ∈ (0,∞). Zbog jednostavnosti, u nasˇem modelu
financijskog trzˇisˇta c´emo staviti N = D = 1 i izostaviti indekse na S 1(·), σ11(·), b1(·) i δ1(·).
Dakle, imamo jednu dionicu na koju imamo napisanu opciju. Takoder, pretpostavit c´emo
fiksnu volatilnost, dividendu i kamatnu stopu:
σ(·) ≡ σ > 0, δ(·) ≡ δ ≥ 0, r(·) ≡ r > 0. (4.17)
Tada je cijena dionice dana sa
S (t) = S (0)H(t), (4.18)
gdje je
H(t) := exp{σW(t) − 1
2
σ2t +
∫ t
0
b(u)du} = exp{σW0(t) + (r − δ − σ
2
2
)t}. (4.19)
Diskontirani proces isplate americˇke put opcije (C(·) ≡ 0, L(t) = (q − S (t))+) je:
Y(t) = e−rt(q − S (t))+. (4.20)
Po Teoremu 4.1, vrijednost americˇke put opcije sa vremenom izvrsˇenja T , kada je S (0) = x
je dana sa:
p(T, x) := sup
τ∈S0,T
E0[e−rτ(q − xH(τ))+], 0 ≤ x < ∞, 0 ≤ T < ∞. (4.21)
Iz jakog Markovljevog svojstva od S (·), translatiranjem vremena zaustavljanja τ ∈ St,T u
τ + t, τ ∈ S0,T−t i korisˇtenja svojstva S (t1 + t2) = S (t1)H(t2) dobivamo Snellov omotacˇ
ξ(t) := sup
τ∈St,T
E0[Y(τ)|F (t)] = e−rt p(T − t, S (t)), 0 ≤ t ≤ T. (4.22)
Po Teoremu 1.4.4, optimalno vrijeme izvrsˇavanja opcije sa pocˇetnom cijenom S (0) = x je
dano sa
τx := inf{t ∈ [0,T ]; p(T − t, S (t)) = (q − S (t))+}. (4.23)
Ovo vrijeme poprima vrijednosti u [0,T ] jer je p(0, S (T )) = (q − S (T ))+, i postizˇe supre-
mum u (4.21). Dokaz Teorema 4.1 pokazuje da je zaustavljeni proces
{e−r(t∧τx) p(T − (t ∧ τx), S (t ∧ τx)),F (t); 0 ≤ t ≤ T } (4.24)
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P0 martingal. To slijedi iz toga da je zaustavljeni Snellov omotacˇ u optimalnom vremenu
zaustavljanja martingal. Fokusirajmo se sada na svojstva vrijednosti opcije, to jest funkciju
p(·, ·).
Propozicija 4.1. Funkcija p : [0,∞)2 → [0,∞) je neprekidna i dominira ”unutrasˇnju
vrijednost” opcije
ϕ(x) := (q − x)+, 0 ≤ x < ∞. (4.25)
Dokaz. Fiksirajmo (T, x) ∈ [0,∞)2 i neka je τx kao u (4.23). Buduc´i da vrijedi z+1 − z+2 ≤
(z1 − z2)+ za svaki z1, z2 ∈ R, imamo za svaki y ∈ [0,∞)
p(T, x) − p(T, y) = E0[e−rτx{(q − xH(τx))+ − (q − yH(τx))+}] ≤
≤ (y − x)+E0[e−rτx H(τx)] ≤ |x − y|,
gdje zadnja nejednakost slijedi iz toga da je e−rtH(t) P0-supermartingal i H(0) = 1. Zamje-
nom x i y, dobivamo da je |p(T, x) − p(T, y)| ≤ |x − y|, pa je p(T, x) Lipschitz neprekidna
po x. Definirajmo sada
ψ(t) := E0[max
0≤s≤t
(1 − e−rsH(s))+].
Zbog teorema o dominiranoj konvergenciji imamo limt↓0 ψ(t) = 0. Neka su sad 0 ≤ T1 ≤ T2
i x ∈ [0,∞). Stavimo τ1 i τ2 kao u (4.23) (T = T1, T2 respektivno). Mozˇemo ih zapisati i
kao:
τ2 = inf{t ∈ [0,T2), p(T2 − t, xH(t)) = (q − xH(t))+} ∧ T2, τ1 = τ2 ∧ T1.
Vidimo da vrijedi τ1 ≤ τ2. Onda sa S (t) = xH(t) imamo
0 ≤ p(T2, x) − p(T1, x) = E0[e−rτ2(q − S (τ2))+ − e−rτ1(q − S (τ1))+] ≤
≤ E0(e−rτ1S (τ1) − e−rτ2S (τ2) − q(e−rτ1 − e−rτ2))+ ≤ E0(e−rτ1S (τ1) − e−rτ2S (τ2))+ =
= E0[e−rτ1S (τ1)(1−e−r(τ2−τ1)H(τ2−τ1))+] ≤ E0{e−rτ1S (τ1)E0[ max
T1≤t≤T2
(1−exp{σ(W0(t)−W0(T1))
−(δ + σ2/2)(t − T1)})+|F (T1)]} = E0{e−rτ1S (τ1)}ψ(T2 − T1) ≤ xψ(T2 − T1).
Sada vidimo da je p(T, x) uniformno neprekidna po T . Funkcija p ocˇito dominira ϕ, uzi-
majuc´i τ ≡ 0 u (4.21).

Lema 4.1. Preslikavanja T → p(T, X), x → p(T, x) i x → x + p(T, x) su neopadajuc´a,
nerastuc´a i neopadajuc´a respektivno i zadnja dva su konveksna.
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Dokaz. Prvo preslikavanje je neopadajuc´e jer se za T1 ≥ T2 uzima supremum po vec´em
skupu. Drugo preslikavanje je nerastuc´e jer vrijedi e−rτ(q − x1H(τ))+ ≤ e−rτ(q − x2H(τ))+
za x1 ≥ x2 i τ ∈ S0,T pa je i p(T, x1) ≤ p(T, x2). Provjerimo josˇ trec´u funkciju. Za
0 ≤ x < y < ∞ imamo
p(T, y) − p(T, x) = p(T, y) − E0[e−rτx(q − xH(τx))+] ≥
E0[e−rτx{(q − yH(τx))+ − (q − xH(τx))+}] ≥ (z+2 − z+1 ≥ −(z1 − z2)+) ≥
≥ (x − y)E0[e−rτx H(τx)] ≥ x − y
buduc´i da je e−rtH(t) supermartingal sa H(0) = 1. Buduc´i da je funkcija g(x,C) = (q−Cx)+
konveksna po x i za fiksan C, racˇunamo, za λ ∈ [0, 1], τ ∈ S0,T i x1, x2 ∈ [0,∞):
e−rτg(λx1 + (1 − λ)x2,H(τ)) ≤ λe−rτg(x1,H(τ)) + (1 − λ)e−rτg(x2,H(τ)),
pa uzimanjem ocˇekivanja i supremuma po τ ∈ S0,T slijedi konveksnost od x → p(T, x).
Konveknost funkcije x→ x + p(T, x) slijedi direktno iz konveknosti p(T, x). 
Lema 4.2. Za svaki (T, x) ∈ (0,∞)2 vrijedi 0 < p(T, x) < q.
Dokaz. Za proizvoljan τ ∈ S0,T i x > 0 imamo e−rτ ≤ 1 i (q−xH(τ))+ < q, pa je p(T, x) < q.
Provjerimo strogu pozitivnost. Za 0 < x < q imamo p(T, x) ≥ (q − x)+ > 0. Za x ≥ q,
definiramo τ = T ∧ inf{t ≥ 0; xH(t) ≤ q2 } i racˇunamo:
p(T, x) ≥ E0[e−rτ(q − xH(τ))+] ≥ q2E0[e
−rτ1{τ<T }] > 0.

Za kraj c´emo pokazati da je funkcija p ustvari rjesˇenje jedne posebne parabolicˇke par-
cijalne diferencijalne jednadzˇbe. Definiramo prvo podrucˇje gdje je vrijednost opcije strogo
vec´a od njezine unutrasˇnje vrijednosti:
C := {(T, x) ∈ (0,∞)2; p(T, x) > (q − x)+}
i njezine presjeke
CT := {x ∈ (0,∞); p(T, x) > (q − x)+}, T ∈ (0,∞).
Buduc´i da su p i ϕ neprekidne funkcije, C je otvoren u (0,∞)2 i svaki CT je otvoren u
(0,∞).
Propozicija 4.2.1. Za svaki T ∈ (0,∞), postoji realan broj c(T ) ∈ (0, q) tako da vri-
jedi CT = (c(T ),∞). Funkcija T → c(T ) je nerastuc´a, odozgo poluneprekidna i nepre-
kidna slijeva na (0,∞). Dakle, mozˇe se prosˇiriti po definiciji c(0+) := limT↓0 c(T ). Imamo
c(0+) ≤ q.
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Dokaz. Neka je T ∈ (0,∞) i pretpostavimo da je x ∈ CT i y > x. Iz Lemi 4.1 i 4.2 imamo:
p(T, y) ≥ p(T, x) + x − y > (q − x)+ + x − y ≥ q − y.
Buduc´i da takoder p(T, y) > 0, slijedi p(T, y) > (q − y)+, dakle y ∈ CT . Ovo pokazuje
da CT ima formu (c(T ),∞). Egzistencija c(T ) slijedi iz osnovnih svojstava skupa realnih
brojeva, ako neki neprazan podskup ima donju medu, postoji infimum. Infimum se ne
mozˇe postic´i jer su CT otvoreni skupovi. Buduc´i da je T → p(T, x) neopadajuc´a, imamo
za svaki  > 0, δ > 0:
p(T + , c(T ) + δ) ≥ p(T, c(T ) + δ) > (q − c(T ) − δ)+.
Dakle, (c(T ) + δ) ∈ CT+ , pa je c(T + ) < c(T ) + δ. Posˇto je δ > 0 proizvoljan, imamo
c(T + ) ≤ c(T ), sˇto pokazuje da je c(·) nerastuc´a.
Uzmimo sada bilo koji niz {Tn}∞n=1 u (0,∞) sa limesom T0 ∈ (0,∞) i limn→∞ c(Tn) =
c0. Posˇto je C otvoren i (Tn, c(Tn)) < C za svaki n, slijedi (T0, c0) < C. Dakle, c0 ≤
c(T0). Drugim rjecˇima, lim supT→T0 c(T ) ≤ c(T0) za svaki T0 ∈ (0,∞). Ovo dokazuje
poluneprekidnost odozgo od c(·), a posˇto je i neopadajuc´a, imamo c(T−) = c(T ), to jest
neprekidnost slijeva.
Iz Leme 4.2, za x ≥ q imamo p(T, x) > 0 = (q − x)+. Zato je c(T ) < q za svaki T ∈ (0,∞).
Dakle, slijedi da je c(0+) ≤ q. 
Napomena 4.2. Skup C je zapravo epigraf od c(·).
Teorem 4.3. Funkcija p je jedinstveno rjesˇenje na C¯ od pocˇetnog problema
L f = 0 na C = {(t, x) ∈ (0,∞)2; x > c(t)}, (4.26)
f (t, c(t)) = q − c(t), 0 ≤ t < ∞, (4.27)
f (0, x) = (q − x)+, c(0) ≤ x < ∞, (4.28)
lim
x→∞max0≤t≤T
| f (t, x)| = 0 ∀T ∈ (0,∞), (4.29)
gdje jeL f := 12σ2 fxx +(r−δ)x fx−r f − ft. Posebno, parcijalne derivacije pxx, px, pt postoje
i neprekidne su u C.
Dokaz. Ocˇito, p zadovoljava (4.27) i (4.28). (4.27) slijedi iz neprekidnosti funkcije p na
(0,∞)2, a (4.28) slijedi direktno iz definicije funkcije p. Provjeravamo (4.26). Uzmimo
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tocˇku (t, x) ∈ C i pravokutnik R = (t1, t2)× (x1, x2) tako da vrijedi (t, x) ∈ R ⊂ C. Oznacˇimo
takozvani ”parabolicˇki” rub pravokutnika ∂0R := ∂R\[{t2}×(x1, x2)] i razmotrimo problem
L f = 0, na R,
f = p, na ∂0R.
Zbog uvjeta x1 ≥ c(t) > 0, klasicˇna teorija parabolicˇkih jednadzˇbi (vidi [2], 3. poglavlje)
garantira egzistenciju i jedinstvenost rjesˇenja f tako da su fxx, fx, ft neprekidne. Sada mo-
ramo samo pokazati da se f i p podudaraju na R.
Neka je (t0, x0) ∈ R i promotrimo vrijeme zaustavljanja u S0,t0−t1 :
τ := inf{θ ∈ [0, t0 − t1); (t0 − θ, x0H(θ)) ∈ ∂0R} ∧ (t0 − t1).
To je prvo vrijeme kada taj poseban proces u R dodirne parabolicˇnu granicu. Nadalje,
definirajmo proces
N(θ) := e−rθ f (t0 − θ, x0H(θ)), 0 ≤ θ ≤ t0 − t1.
Dokazˇimo, pomoc´u Itovog pravila da je to P0 martingal. Zamjeniti c´emo θ ↔ t zbog
jednostavnosti. Izracˇunajmo prvo dHt. Uz g(t, x) := exp{σx + (r − δ − σ22 )t} i (4.19)
imamo H(t) = g(t,W0(t)). Racˇunamo (izostavljamo indeks 0 u Brownovom gibanju zbog
jednostavnosti):
dHt = gtdt + gxdWt +
1
2
gxxdt = (r − δ − σ
2
2
)Htdt + σHtdWt +
σ2
2
Htdt =
= Ht((r − δ)dt + σdWt).
Izracˇunajmo formalno josˇ d[H,H]t:
d[H,H]t = dHtdHt = H2t σ
2dt.
Za funkciju h(t, x) = e−rx f (t0 − x, x0x) imamo N(t) = h(t,H(t)). Sada imamo:
dNt = htdt + hxdHt +
1
2
hxxd[H,H]t =
= (−rNt − fte−rt)dt + e−rtx0 fxdHt + e−rt 12 x
2
0 fxxH
2
t σ
2dt =
= (−rNt − fte−rt + x0Ht(r − δ) fxe−rt + 12 x
2
0 fxxH
2
t σ
2)dt + cˇlan uz dWt =
= (Nt = e−rt f ; x0Ht = x) = e−rtL f dt + cˇlan uz dWt = cˇlan uz dWt.
Dakle, N(θ) je P0 martingal, pa je i zaustavljeni proces N(· ∧ τ) ogranicˇeni P0 martingal,
pa imamo:
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f (t0, x0) = N(0) = E0N(τ) = E0[e−rτp(t0 − τ, xH(τ)].
Zbog (t0 − τ, x0H(τ)) ∈ C, imamo
τ ≤ τx := inf{θ ∈ [0, t0); p(t0 − θ, x0H(θ)) = (q − x0H(θ))+} ∧ t0,
pa iz teorema o opcionalnom zaustavljanju i (4.24) slijedi
f (t0, x0) = E0[e−rτp(t0 − τ, xH(τ)] = p(t0, x0).
Znacˇi, f i p se podudaraju na R, pa parcijalne derivacije pxx, px, pt postoje, neprekidne su
i zadovoljavaju (4.26).
Provjeravamo (4.29). Neka je T ∈ (0,∞). Za (t, x) ∈ [0,T ] × (0,∞), definiramo vrijeme
zaustavljanja τx kao u (4.23). Dakle, vrijedi p(t, x) = E0[e−rτx(q − xH(τx))+]. Stavimo
vrijeme zaustavljanja ρx := inf{θ ∈ [0,∞); xH(θ) ≤ q}, tako da je na dogadaju {ρx ≤ t}
τx ≥ ρx jer je p(t, x) > 0, a na dogadaju {ρx > t} je τx = t. Slijedi
0 ≤ p(t, x) ≤ qE0[1{ρx≤t}e−rρx] + E0[1{ρx>t}e−rt(q − xH(t))+] ≤ qP0[ρx ≤ T ].
Primjetimo da gornji izraz ne ovisi o t. Posˇto je limx→∞ P0[ρx ≤ T ] = 0, dobivamo (4.29).
Za jedinstvenost, neka je f definiran na C¯ rjesˇenje nasˇeg problema. Primjetimo da je
zbog (4.29) za svaki T > 0 funkcija f ogranicˇena na {(t, x) ∈ [0,T ] × [0,∞); x ≥ c(t)}.
Za x > c(T ) definiramo M(t) := e−rt f (T − t, xH(t)), 0 ≤ t ≤ T i τx := T ∧ inf{t ∈
[0,T ]; xH(t) ≤ c(T − t)}. Analogno kao i prije, pomoc´u Itovog pravila dobivamo da je
M(· ∧ τx) ogranicˇeni P0 martingal. Posˇto τx postizˇe supremum u (4.21) zbog definicije
funkcije c(·), iz teorema o opcionalnom zaustavljanju imamo
f (T, x) = M(0) = E0M(τx) = E0[e−rτx f (T − τx, xH(τx))] =
= (4.27) = E0[e−rτx(q − xH(τx))+] = p(T, x).

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Sazˇetak
Kroz ovaj diplomski rad smo se upoznali sa osnovama stohasticˇke analize i Black-Scholes-
Mertonovog modela financijskog trzˇisˇta. Glavni cilj je bio sˇto jednostavnije opisati kako bi
cijena izvedenice ovisila o financijskom instrumentu na koji je napisana. Naravno, u praksi
cijena ne mora biti tocˇno jednaka teoretskoj cijeni, jer smo iskljucˇili puno pretpostavci o
financijskim trzˇisˇtima (na primjer, cijenu trgovanja, to jest trenje trzˇisˇta). Posebno smo
proucˇavali vrijednost americˇke put opcije i njezina svojstva.
Summary
Through this graduate thesis we learned about the basics of stochastic analysis and the
Black-Scholes-Merton model of the financial market. The main goal was to describe how
the price of a derivative depended on the underlying financial instrument. Of course, in
practice, price does not have to be exactly equal to theoretical price, because we have
excluded many assumptions about financial markets (for example, the price of trading, that
is, friction of the market). We have specifically studied the value of the american put option
and its properties.
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