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Electronic excitons are bound electron-hole states that are generated when light interacts
with matter. Such excitations typically entangle with phonons and rapidly decohere; the
resulting electronic state dynamics become diffusive as a result. However, if the exciton-
phonon coupling can be reduced, it may be possible to construct excitonic wave packets that
offer a means of efficiently transmitting information and energy. This thesis is a combined
theory/computation investigation to design condensed matter systems which support the
requisite coherent transport.
Under the idealizing assumption that exciton-phonon entanglement could be completely
suppressed, the majority of this thesis focuses on the creation and manipulation of exciton
wave packets in quasi-one-dimensional systems. While each site could be a silicon quantum
dot, the actual implementation focused on organic molecular assemblies for the sake of com-
putational simplicity, ease of experimental implementation, potential for coherent transport,
and promise because of reduced structural uncertainty. A laser design was derived to cre-
ate exciton wave packets with tunable shape and speed. Quantum interference was then
exploited to manipulate these packets to block, pass, and even dissociate excitons based on
their energies. These developments allow exciton packets to be considered within the arena
of quantum information science.
The concept of controllable excitonic wave packets was subsequently extended to consider
molecular designs that allow photons with orbital angular momentum to be absorbed to cre-
ate excitons with a quasi-angular momentum of their own. It was shown that a well-defined
measure of topological charge is conserved in such light-matter interactions. Significantly,
it was also discovered that such molecules allow photon angular momenta to be combined
and later emitted. This amounts to a new way of up/down converting photonic angular
momentum without relying on nonlinear optical materials. The associated excitations were
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dubbed twisted excitons. Twisted exciton packets can be manipulated as they travel down
molecular chains, and this has applications in quantum information science as well.
In each setting considered, exciton dynamics were initially studied using a simple tight-
binding formalism. This misses the actual many-body interactions and multiple energy
levels associated real systems. To remedy this, I adapted an existing time-domain Density
Functional Theory code and applied it to study the dynamics of exciton wave packets on
quasi-one-dimensional systems. This required the use of high-performance computing and
the construction of a number of key auxiliary codes. Establishing the requisite methodology
constituted a substantial part of the entire thesis. Surprisingly, this effort uncovered a
computational issue associated with Rabi oscillations that had been incorrectly characterized
in the literature. My research elucidated the actual problem and a solution was found. This
new methodology was an integral part of the overall computational analysis.
The thesis then takes up the a detailed consideration of the prospect for creating systems
that support a strong measure of transport coherence. While physical implementations
include molecular assemblies, solid-state superlattices, and even optical lattices, I decided to
focus on assemblies of nanometer-sized silicon quantum dots. First principles computational
analysis was used to quantify reorganization within individual dots and excitonic coupling
between dots. Quantum dot functionalizations were identified that make it plausible to
maintain a measure of excitonic coherence even at room temperatures. Attention was then
turned to the use of covalently bonded bridge material to join quantum dots in a way that
facilitates efficient exciton transfer. Both carbon and silicon structures were considered
by considering the way in which subunits might be best brought together. This resulted
in a set of design criteria which were then evaluated using first-principles, excited state
analyses. It was found that efficient exciton transfer is indeed possible. When coupled to
the previous quantum dot functionalizations, the notion that quantum dot materials could
support partially coherent exciton wave packets was determined to be quite reasonable.
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This dissertation is a collection of my research work as reported in manuscripts that
are either published, submitted or in preparation. Each chapter is therefore self-contained
and includes its own literature review and motivation. Even so, it is worthwhile to offer a
brief historical perspective on and pedagogical introduction to the sort of exciton dynamics
considered in this dissertation, broadly characterized as being either energy or information
transfer.
1.1 Excitons
An exciton is a quasi-particle, typically generated as the result of a light-matter interac-
tion, Figure 1.1 (a), in which an absorbed photon excites an electron to a higher energy level.
This leaves the original energy level unoccupied which influences the state and dynamics of
all other electrons. These Coulombic interactions are most easily viewed as being due to the
presence of a hole (absence of an electron), and the associated dynamics can be framed in
terms of the motion of this object. Significantly, the hole and promoted electron interact
Coulombically and have a binding energy that may cause them to stay together in the face
of finite temperature effects. If so, the pair is collectively referred to as an exciton.
Depending on the magnitude of the dielectric constant, excitons in different materials
can be treated in two limiting cases, Frenkel excitons and Wannier-Mott excitons, and these
are depicted in Figure 1.1 (b). In materials with a small dielectric constant, charge screening
is very weak and so the electron-hole Coulomb interaction is large. Consequently, excitons
have a small effective radius, typically on the same order as the size of the unit cell. These
are Frenkel excitons [1], and they are often encountered in molecular settings. On the other
hand, materials with large dielectric constant efficiently screen charges, resulting in a weak
electron-hole Coulomb interaction. Excitons then tend to be larger, covering many lattice
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sites or an entire neighborhood of molecules. These are Wannier-Mott excitons [2]. Except




Figure 1.1: Two Types of Excitons. (a) An electron is excited from valence state to con-
duction state after absorption of photon. The bound state of electron and hole, an exciton,
is formed. (b) Excitons can be treated as two limiting cases, Frenkel excitons (left) and
Wannier-Mott excitons (right). Black dots represent the unit cells in a solid-state lattice or
molecules (which need not be ordered) in a molecular assembly.
The quantum mechanics of light-matter interactions does not offer a precise prediction
about the site on which a photon will be absorbed but, rather, a spatially varying probability
amplitude for absorption. When expressed in terms of the electronic states of all sites–i.e. the
site basis–this amplitude is expressed as a weighted, linear combination orbitals associated
with the entire assembly. For systems that support Frenkel excitons, such a superposition can
be interpreted as the probability of finding the exciton at each site in a neighborhood of the
absorption event. Figure 1.2(a) depicts this probability distribution for a two-dimensional
array. The packet will subsequently spread out even as it entangles with the intra-site
inter-site vibrational modes. The entanglement will rapidly cause phase relationships to be
lost between elements of the superposition and the result will be a statistical mixture of
exciton occupancy probabilities. This thesis focuses on such exciton superpositions within a
one-dimensional array, Figure 1.2 (b).
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It is also convenient to view the exciton packet in what is referred to as an energy
representation in which it is described as a superposition of the eigenstates of the entire
system. The actual dynamics of the excitonic superposition will not be influenced by the




Figure 1.2: Excitonic Superpositions. An electron is excited due to photo-absorption, but
quantum mechanics can only predict the probability amplitude for this occurring at any
given site. Exciton superpositions, the collection of all such probability amplitudes, can
themselves be viewed as physical objects, Coulombically bound electron-hole quasi-particles
that spread over several sites. In both panels, black dots represent unit cells or molecules.
The varying sizes of green dots (electrons) and red dots (holes) indicate the probability of
finding that particle on a given site. (a) two-dimensional setting, (b) one-dimensional setting.
1.2 Coherent versus Incoherent Exciton Transfers
In this thesis, I explore the possibility of designing quantum dots and molecular structures
through which excitons can be used to transport the energy and information absorbed from
photons. In this sense, excitons can be viewed as a natural extension of photonics beyond the
diffraction limit. If the quantum state can be described as the dyadic product of an electronic
wave function and a phononic wave function—i.e. separable state—then the reduced density
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operator for the electronic state is pure. In this case, there exists a well-defined phase
relationship between its electronic constituents that results in wave-like transport. Such
pure electronic state operators are referred to as being coherent [3]. Once entanglement with
phonons occurs, though, the combined electronic and phononic state is entangled and the
resulting reduced state operator for the electronic character is a weighted average of more
than one state operators. Such mixed states are referred to as being incoherent [3].
For example, in the textbook-idealized double-slit experiment [4, 5], particles can be
described as a quantum superposition of the left slit state |LS〉 and the right slit state
|RS〉: (|LS〉 + |RS〉)/
√
2. This is a pure state that ultimately results in the generation
of an interference pattern. If a detector is added to each slit, though, then the superpo-
sition double-slit state will entangle with states of detectors. The entangled state is then
(|LS〉 |LD〉+ |RS〉 |RD〉)/
√
2 with |LD〉 and |RD〉 being the state of left and right detector,
respectively. The reduced density of this entangled state is (|LS〉 〈LS| + |RS〉 〈RS|)/2, a
mixed state, which implies that the particle will pass through either slit with a 50% proba-
bility. This is a maximally mixed state, which is the case of complete incoherence, and there
will be no measured interference at all. It has also been shown that if the method used to
determine which slit each particle passes through is not completely reliable, one can still get
a somewhat indistinct interference pattern [6, 7]. This is the case of partial coherence, in
which the coherence is not totally lost.
In the case of exciton dynamics, the electron system is the one of interest and it is coupled
to a phonon environment–also called a phonon bath or a phonon reservoir. Immediately after
photon absorption, the excited state of the electron system is well described by a quantum
superposition, Figure 1.2, which is pure and therefore coherent. As time goes on, because
of entanglement between the electron and phonon subsystems, the electronic state can no
longer be described by a pure electronic state operator. In another words, the total wave
function of both the electron and phonon subsystems can no longer be decomposed into
a product of an electron part and a phonon part. While the coherent exciton transfer is
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characterized as a wave-like movement, the incoherent exciton transfer is characterized as a
random walk. This is illustrated in Figure 1.3.
Figure 1.3: Coherent and Incoherent Exciton Dynamics.
The major difference between coherent (wave-like) and incoherent (diffusive random-
walk) exciton transfer is shown in Figure 1.4, where the mean position of an exciton packet is
plotted as a function of time. It is clear that the coherent exciton transfer (CET) can be much
more efficient than the incoherent exciton transfer often referred to as Föster resonant exciton
transfer (FRET) [8]. However, any naturally occurring disorder could cause the coherent
exciton to become trapped [9] thereby reducing the efficiency of energy/information transfer.
In the actual design of systems, then, some measure of partially coherent exciton transfer
is preferred. This is faster than incoherent exciton transfer and more robust than coherent
exciton transfer. On the other hand, the easiest way to direct incoherent exciton transport
is to introduce a smaller energy gap along the expected exciton transfer direction [10].
1.3 Controlled Coherent Exciton Wave Packet Transport
For applications ranging from photovoltaics to quantum information processing, it is
desirable to control the direction and speed with which excitons move. As mentioned earlier,





















Figure 1.4: Mean Position of Exciton in Coherent and Incoherent Transfers. The plot of
mean position of exciton transferring in a one-dimension chain of sites.
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This is necessarily lossy and does not lend itself to real-time control. Prior to decohering,
though, the dynamics of exciton wave packets following photo-absorption can be viewed along
the lines of the ripples of a water wave when a pebble is dropped into a pond—i.e. wave-like
motion but with no preferred direction and or ability to control ripple speed or the position of
the centroid. It has been shown that inorganic II-VI quantum well superlattices support hot
excitons [11] that relax through a well-characterized cascade of optical phonon emissions [12].
This allows excitons to be created with a known kinetic energy that spread isotropically
within a layer until scattering with phonons. The spatial spread of their fluorescence over
time can be precisely measured and shown to correspond to a constant speed of motion, just
as illustrated in Figure 1.4. This speed can even be controlled to some extent using the laser
energy. Of course, this is ballistic spreading; the centroid of the exciton does not move in
this quantum ripple phenomenon.
Coherent excitons can also be manipulated via quantum interference though. This al-
lows their direction and speed to be tailored, and demonstrating that this is the case is a
primary objective of this thesis investigation. Quantum interference also allows the excitons
to be manipulated in situ so that energy/information can be combined, decomposed, and
transferred as desired. It can even be used to dissociate excitons into their electron and hole
constituents. An optical analogy is the the flow of light is within photonic crystals [13].
The methodology can then be used to create on-chip excitonic circuits as an alternative to
photonic crystals. We initially treat excitons as indivisible particles to show how laser pulses
can produce wave packets of prescribed shape and speed. This is subsequently generalized
to consider exciton dissociation; the physics are richer when electrons and holes can move
independently [14]. The absorption of photons of our well-designed laser pulses gives rise
to exciton wave packets with controllable direction, speed and shape. In other words, these
excitons possess the information encoded in a structured laser pulse after absorption of the
photons.
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1.4 Information Transfer via Twisted Excitons
Excitons can also be endowed with a further level of structure. In molecular, solid-
state or even mesoscopic systems with the requisite symmetry, it is possible to establish a
connection between site eigenstates and light that carries orbital angular momentum [15, 16].
I explore this idea and show that the angular momentum of light can be transferred to twisted
excitons as the result of engineered light-matter interactions. This builds on the foundation
of creating controllable excitonic wave packets and so is a natural extension of the initial
considerations of my thesis investigation.
An appreciation for twisted excitons requires that its photonic source be considered
first. It commonly understood that circularly polarized light carries spin angular momentum
(SAM). However, optical light beams can transport orbital angular momentum (OAM) as
well, which is often referred to as a vortex because of the phase singularity at its center[17]
or twisted light because of its twisted wave front. The SAM of ±1/2~ but OAM of ±m~,
with m ranging from zero to infinity in principle, are conveniently characterized in terms
of photonic topological charge (PTC). This amounts to an extra degree of freedom for car-
rying information. Most recently, PTC with values in excess of 10000 have been experi-
mentally achieved[18]. Applications of twisted lights have been reported in many different
areas that include classical data transfer [19–22], quantum key distribution[23–25], quantum
entanglement[26–32], and quantum cloning[33].
The ability to generate and control an excitonic analog to twisted light has important
implications for quantum information processing. In the simplest setting, the absence and
presence of an exciton can be used as a quantum bit (qubit), a unit vector on a Bloch
sphere. This qubit vector can rotate around a fixed axis by applying a laser pulse [34–
36]. With two separated laser pulses applied, the qubit vector can be consecutively rotated
about two different axes [37–43], and such unitary operations form the basis for all quantum
logic gates. Many excitonic devices has also been developed to manipulate exciton storage
and transfer, such as storage devices[44, 45], field-gradient devices[46, 47], transistors[48],
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integrated transistors[49, 50], exciton conveyer[51], and directed-transfer devices[10, 52]. Like
most quantum logic, these are all based on a two-dimensional Hilbert space. Twisted excitons
can be viewed as extending this space to higher dimensions and would provide a rich new
frontier to excitonic quantum information processing.
1.5 Efficient Excitonic Energy Transport in Partially Coherent Manner
The generation and control of exciton wave packets has been introduced in the absence of
phonon entanglement. This is a reasonable idealization for systems at sufficiently low tem-
peratures and for optical lattice implementation. In finite temperature solid-state, quantum
dot, and molecular assemblies, though, exciton-phonon entanglement must be given serious
consideration.
Long-lived coherent exciton transfer has been reported in natural photosynthetic com-
plexes via two-dimensional spectroscopy [53–55]. A particularly difficult issue to resolve is
whether or not such exciton dynamics actually benefit from some measure of coherence [56–
59]. The complete and systematic characterization of CET with a well-understood absorp-
tion spectrum can be achieved by ultrafast quantum process tomography (QPT) [60]. We
do not weigh in on this issue in particular but, rather, use the photosynthetic setting as a
bio-inspiration for systems design. The active units responsible for excitonic energy transfer
in the natural photosynthetic complexes have the reorganization energy and excitonic cou-
pling in the same order [61, 62]. This indicates us to design artificial systems through which
excitons transfer in the partially coherent manner.
FRET has recently been observed in nanocomposites of colloidal quantum dots (QDs)
integrated into conjugated polymers (CPs) [63] and colloidal CdTe nanocrystals (NCs) [64].
Systems with well ordered and coupled sites will benefit the preservation of coherence, espe-
cially in low temperature. For example, recently an exciton transfer with coherent time as
long as several hundreds of femtoseconds was reported in helical π-stacks of self-assembled
perylene bisimides at room temperature[65].
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We choose to study the reorganization energy and coupling of SiQDs since which seem
particularly promising going forward for many biomedical, display, computing and solar
energy applications. This is because they are environmentally benign, resource plentiful and
benefit from decades of industrial know-how. And SiQDs have been shown to carry out
multiple-exciton generation (MEG), [66–68] efficiently transport excitons,[69] have higher
coupling for same surface-to-surface separation,[69] are free of defects[70] and resist oxidation
better[71]; SiQDs encapsulated within an inorganic amorphous matrix[72–74] and within an




Each chapter provides the relevant computational methodologies, but the key tools either
used or developed in the thesis are summarized in this chapter. For the sake of completeness,
an appendix is also provided to give additional details associated with the Föster equation,
Redfield equations and the Hierarchical Equations of Motion.
2.1 Quantum Liouville Equation
In either SiQDs or molecular chain Figure 2.1 explored in this thesis, the exciton transfer
will be influenced by the electron-phonon entanglement. The corresponding Hamiltonian
with electron-phonon entanglement considered is
Ĥ = Ĥph + Ĥreorg + ĤX-ph + ĤX, (2.1)
where Ĥreorg, Ĥph, ĤX-ph and ĤX are the reorganization, phonon, electron-phonon and








































where ĉj is the fermionic exciton annihilation operator for a diabatic state localized on j
th
site, n̂j = ĉ
†
j ĉj is the associated number operator, εj is the site energies, Jjk is the excitonic
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Figure 2.1: Example Systems Studied from First-Principles Theory. (a) An example of
silicon quantum dots considered in this thesis. (b) An example of bridged silicon quantum
dots dimer. (c) 5-site benzene molecular chain and 7-site methane molecular chain. (d) A
single site 5-arm H2 molecular array. (e) 8-site 3-arm H2 system.
12
coupling between jth and kth sites, and [ĉj, ĉ
†
k]+ = δjk, b̂j,ξ is the bosonic phonon annihilation
operator of ξth vibrational mode associated with diabatic state localized on jth site, which
has frequency ωj,ξ and equilibrium amplitude operator q̂0;j,ξ. The reorganization energy of








A pure state can be described as a quantum wave function and its time evolution is
described by Shrödinger equation. In stead of a wave function, the mix state can be described




wi |Ψi〉 〈Ψi| , (2.7)
in which wi is the probability of the electron system and reservoir in state Ψi. The time
evolution of density operator, Eq. 2.7, is the so called Quantum Liouville equation (QLE) [85],
∂
∂t






A direct solution to the quantum Liouville equation is, except in the most idealized of cir-
cumstances, computationally intractable though. However, based on the relevant magnitude
of two parameters in the Hamiltonian, the reorganization energy λ and the excitonic coupling
J , solvable equations can be developed under certain approximations. After photoexcitation
the system will reorganize into a new equilibrium structure, of which the energy change is
referred to as reorganization energy. Reorganization energy is related to the electron-phonon
entanglement by λ =
∫∞
0
dω(ω)/(πω), where (ω) is the spectral density. This spectral den-
sity function can be got by fitting a superposition of shifted Drude-Lorentz distributions to
experimental measurement [86]. It is reasonable to consider reorganization energy as a mea-
sure of the strength of electron-phonon entanglement. Mathematically, excitonic coupling is
the matrix element between exciton states localized on nearest neighbor sites. It is directly
related to exciton transfer rate. The incoherent transfer rate is proportional to the square of
excitonic coupling and the coherent rate is linearly proportional to the excitonic coupling.
For the case of incoherent exciton transfer when λ≫ J , the well known Föster equation
[87, 88] is developed by treating J as perturbation. For the case of coherent exciton transfer
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when λ ≪ J , Redfield equation [85, 89] can be derived based on Markov approximation.
When λ ≈ J which is the case of partially coherent exciton transfer, due to Markov approx-
imation which assumes phonons are maintained in an equilibrium distribution at all times,
the Redfield equation fails to correctly describe site-dependent reorganization and its impact
on transport rates and coherence times. These shortcomings are largely remedied by a hi-
erarchical equation of motion (HEOM) approach that covers both incoherent and coherent
exciton transfer [90]. More details of Föster equation, Redfield equation and HEOM are
provided in the Appendix.
2.2 Density Functional Theory
DFT, in principle, is an exact ground state theory for many-body system. The formal
foundations of DFT are the two Hohenberg-Kohn theorems (HK) [91], which state that
electron density uniquely determines ground state properties and the energy functional is
minimized by correct ground state electron density. The computationally useful formulation





+ νext(~r) + νHartree[ρ](~r) + νxc[ρ](~r)
]
ψi(~r) = ǫiψi(~r), (2.9)
where νext, νHartree and νxc are the external, Hartree and exchange-correlation potential






Starting from an intial density, by interation of Equation 2.9 and 2.10, accurate KS orbitals
ψi(~r) and corresponding energies ǫi would be got.
2.3 ∆SCF
Many sophisticated methods, such as linear response TD-DFT and CI, are able to calcu-
late the lowest excitation state. However, these are impractical for large systems since they
are too expensive. Instead, the ∆SCF method is no more computationally expensive than a
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small set of ground state DFT calculations. And so in our research, it is applied to calculate
properties of SiQDs, as shown in Figure 2.1 (a). In fact, this method is based on DFT.
In standard ∆SCF,[93, 94] a second iterative analysis is carried out but with the electron
density operator, ρ̂, now constructed using the lowest N -1 orbitals and the (N+1)th orbital.
With this change (∆) imposed on the structure of the density, self-consistent field (SCF)
iteration is then carried out on Eq. 6.10 as usual, hence the name ∆SCF. Both accuracy
and the rate of convergence can be improved, though, by performing this SCF iteration
using a density operator comprised of the lowest N -1 orbitals and a linear combination
of unoccupied orbitals [95, 96]. This is especially important when there is degeneracy at
or near the HOMO or LUMO. Our highly symmetric quantum dots typically exhibit such





|ψndeg〉 as the N th and (N+1)th Kohn-Sham orbital,
where Ndeg is the degeneracy of corresponding state. Carrying out iteration process of Eq.
(6.10) with this modified density results in the Franck-Condon excitation energy. To calculate
the reorganization energy, a geometry optimization was subsequently performed to obtain
the new equilibrium structure.
2.4 Tight-Binding Paradigm
The Tight-Binding (TB) paradigm is applied to study three molecular systems, N-site
molecular chain, N-arm molecular ring and N-site N-arm molecular system as shown in Fig-
ure 2.2. Each molecule is considered as a two-level system, a ground state |ξ0〉 and an
excited state |ξ1〉. Then the TB Hamiltonian for the N-site N-arm molecular system without
considering light-matter interaction is
15




































Ĥ∆ describes the excitation of each arm, with ∆ as the excited state energy of each arm,
Nsite and Narm as number of sites and arms respectively and ĉ
γ†
j as the creation operator
for arm j on site γ. Ĥarm,hop describes the exciton hopping between arms, with τarm as the
coupling between nearest arms. Ĥsite,hop describes the exciton hopping between sites, with
τ psite as the coupling between nearest sites for p excited state of each site and b̂
β†
p as the
creation operator for excited state p of site β.




















Site #1 #2 #3 #N#N-1
(a) (b)
(c)
Figure 2.2: Molecular Systems Explored by TB. (a) The N-site molecular chain constructed
from N equally separated molecules (red dot) has a nearest neighbor coupling τsite. (b)
The N-arm molecular ring constructed from N equally separated molecules has a nearest
neighbor coupling τarm. (c) The N-site chain constructed from N-arm molecular rings has
nearest neighbor site coupling τsite and nearest neighbor arm coupling τarm.
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When Nsite = 1, Ĥ0 reduces to Ĥ∆ and Ĥarm,hop which are the Hamiltonian for N-arm
molecular ring. When Narm = 1, Ĥ∆ and Ĥsite,hop construct the Hamiltonian Ĥ0 for N-site
molecular chain. Both N-arm ring and N-site chain Hamiltonian are used in the study of
energy transfer. The N-arm ring Hamiltonian is also the basis of twisted exciton study. The
N-site N-arm Hamiltonian, Equation 2.12, is used to study information transfer.
Ĥ0 together with the light-matter interaction Hamiltonian Ĥ1 is used to simulate the
exciton generation and transfer. The light-matter interaction is introduced through dipole
approximation,
Ĥ1 = −~µ · ~Eĉ† +H.c., (2.13)
in which ~µ is the transition dipole of a single arm and ~E is the electric field applied. Here we
just provide the brief introduction of light-matter interaction Hamiltonian. The details of
how it is considered within TB for different research purpose are provided in corresponding
Chapter.
2.5 Time-Domain Density Functional Theory
The real-time TDDFT has been applied to simulate exciton transfer within several molec-

















where νext is the external potential which, in our case, includes potential from nuclei and an
extra laser field potential; νHartree is the Hartree potential which depends on electron density
and νxc is the exchange-correlation potential which also has a dependence on electron density.
Eq. 2.15 is the spin reduced electron density and 2N is the electron number.
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The time-propagated KS orbitals are {ψi(t)} with i = 1, · · · , N , which can be expanded
in basis of the ground state KS orbitals {φi = ψi(t = 0)}. Then the time-propagated multiple
electron wave function can be expanded as[97]





Cij···l |φiφj · · ·φl〉 , (2.16)
with the multi-electron coefficients Cij···l = c1i(t)c2j(t) · · · cNl(t) in which cmn(t) = 〈φn|ψm(t)〉.
Then the coefficient of each determinant Ψia is easy to get
cia(t) = 〈Ψia|Ψ(t)〉 . (2.17)
Ψia = |φ1 · · ·φi · · ·φN〉 means one electron is excited from the ath occupied KS orbital to the
ith unoccupied KS orbital.
Since the wave length of laser field is much larger than the dimension of N-arm system,
the dipole approximation of light-matter interaction is applied in our TD-DFT simulations,
Hlaser = −e~r · ~EF (t)eiωt, (2.18)
in which e is the elementary charge, ~E is the circularly polarized laser field and F (t) is the
Gaussian envelope e−(t−t0)
2/2τ2 of the laser pulses.
2.6 Time-Dependent Natural Kohn-Sham Formulation
Adapted from a manuscript still in preparation
Xiaoning Zang1,2, and Mark T. Lusk1,3
2.6.1 Abstract
We have identified and resolved a fundamental issue associated with the conventional
Kohn-Sham formulation of Real-Time Time-Dependent Density Functional Theory. When-
ever transitions occur between the ground state and excited states or between two excited




states, singly-excited states are incompletely occupied. This can be explicitly demonstrated
in any setting that approximates a two-level Rabi oscillation, where it is observed that the
excited state is never more than half-occupied. The incomplete occupation is shown to be
accompanied by unphysical computational artifacts that arise in the form of multi-electron
excited states. These, in turn, are shown to be due to the fact that the standard methodol-
ogy holds fixed both the total number of Kohn-Sham orbitals and the occupation (two) for
each spin-restricted orbital. To resolve this issue, a new formulation is proposed in which
the unphysical multi-electron excited states are removed and both the number and occupa-
tions of Kohn-Sham orbitals are allowed to be updated on the fly. Full Rabi oscillation of
a multi-electron system by Real-Time Time-Dependent Density Functional Theory is then
achieved. The methodology can be applied to any setting involving the evolution of excited
electronic states.
2.6.2 Introduction
Time-Dependent Density Functional Theory (TD-DFT), the time-evolving analog to
standard DFT, has slowly moved into many facets of physics and chemistry since its formal
foundation in 1984 with the Runge-Gross (RG) theorem[98]. Despite its ability to explicitly
time-evolve many-body electronic states, the vast majority of TD-DFT applications tend to
be associated with excited state determination in response to weak electromagnetic fields.
The external influence can then be treated as a perturbation, and only the linear response of
the system is needed to estimate excited state structures. This kind of TD-DFT is referred
to as linear-response (LR) TD-DFT[98, 99], and it has enjoyed many successes over the last
few decades of service [100–102].
There are many physical settings, though, in which the external field is comparable
to or even greater than the static electric field due to the nuclei. Then the perturbative
approach is no longer valid and the time-explicit Real Time (RT) TD-DFT is appropriate.
The approach is also useful, especially in nonlinear settings, in considering the evolution of
excited states created from a laser pulse. Of course, a spectral decomposition of the results
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can always be carried out after the fact to determine frequency-dependent properties [103,
104]. For instance, RT-TD-DFT can easily calculate the first-order hyperpolarizabilities that
characterize many second-order nonlinear processes, such as the second harmonic generation
and optical rectification [105]. It can also be used to calculate two-photon absorption cross
sections [106].
Aside from the consideration of nonlinear phenomena, the explicit time propagation of
RT-TD-DFT makes it a promising computational tool for simulating many-body electron and
exciton dynamics[104, 107, 108]. Its application becomes even broader when combined with
molecular dynamics, as in, for instance, Ehrenfest-TD-DFT[109–112] which uses RT-TD-
DFT for electron dynamics and classically describes nuclei motion via Ehrenfest molecular
dynamics.
Light-matter interactions are at the heart of RT-TD-DFT processes, and these are treated
semi-classically. They may involve frozen nuclei, but it is possible to account for phonon
interactions as well [107, 113, 114]. Either way, the electronic states are described in terms of
linear combinations of ground-state Kohn-Sham orbitals. Unfortunately, this can sometimes
lead to nonphysical predictions in which excited state populations are predicted to be less
than expected, a problem well-known to experts, but not always practitioners, in RT-TD-
DFT community. This issue can occur for both spin-restricted and spin-unrestricted RT-
TD-DFT simulations.
Rabi oscillation with a spin-independent Hamiltonian offers a particularly simple setting
in which the problem is laid bare. It can be elicited in any atom, molecule or nanostructure
that has a sufficiently large interval between its lowest excited state and all other excited
states to make a two-level approximation reasonable. Illumination with a resonant laser
then results in the desired oscillation in ground and excited state populations—i.e. the
excited state occupation fraction cycles between 0 and 1. The standard implementation of
RT-TD-DFT, though, exhibits a maximum excited state of only 0.5.
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One possible source of the Rabi population problem, scrutinized in the literature, is that
the associated dipole moment is not properly captured [115–117]. A different perspective is
offered by Ruggenthaler et al. who suggested that the problem has a classical origin [115].
This view was later questioned by Fuks et al. who instead attributed the issue to a lack
of memory (history dependence) in the exchange-correlation functionals[116, 118]. More
recently, Bardley et al. have proposed two possible explanations: that there exists an artifi-
cial, computational multi-photon process that results in a three-level Rabi oscillation; or the
mean-field nature of DFT induces paired electron propagation[117].
We offer an alternative explanation and go one step further to remedy the problem with a
modest change to the RT-TD-DFT methodology. The source of the problem is that the basic
formulation does not preclude a description of the excited states in terms of multi-electron
excitations. While this may be physically reasonable under some circumstances, it is also
possible that the formalism will offer a description that involves multi-electron excitation
even though such terms are not present in the excited states predicted by LR-TD-DFT. We
show that it is an unphysical two-electron excitation that corrupts the Rabi oscillation and
track this back to a more fundamental problem—the fixed populations and total occupation
number of Kohn-Sham (KS) orbitals. The solution involves a simple update scheme in which
these populations are updated on the fly in what seems to us as the more natural description
in any case. The formulation is therefore dubbed Time-Dependent Natural Kohn-Sham
(TDNKS) in contrast to the more traditional TDKS approach.
The paper is organized as follows. We first lay out the convention RT-TD-DFT approach
to describing excited states and show why it does not predict full resonant Rabi oscillation
in any multi-electron setting. The new TDNKS is explained and subsequently applied to
study Rabi oscillation for an H2 molecule. A full resonant Rabi oscillation is achieved.
2.6.3 Theoretical Analysis





















Here ψi(r, t) are the time-dependent Kohn-Sham (KS) orbitals while νext, νHartree, and νxc
are external, Hartree, and exchange-correlation potentials, respectively. Eq. 2.20 is the spin
reduced electron density with the number of KS orbitals N and occupation 2 for each KS
orbital because of spin up and down. The spin-restricted setting is natural in the sense that
the Hamiltonian is spin independent. The direct consequence of this spin restriction is that
the time-propagated multi-electron wave function is always a singlet if starting from a singlet
ground state. However, the fixed occupation of 2 and fixed KS orbital number, N , turns out
to be the reason that full excited state occupation is not obtained during Rabi oscillations.
The TDNKS formulation is obtained by making a relatively simple change; the occupation
and total number of orbitals involved are updated as the system evolves. The spin reduced






where ni(t) are the evolving occupations of each orbital, N(t) implies the number of orbitals is
changing during the time-propagation process. Giving this reformulation upfront facilitates
an explanation of what causes the problem with traditional TDKS and how TDNKS resolves
the issue.
The time-propagated orbitals, {ψi(r, t)}, are represented as linear combinations of their






In TDKS, the time-propagated multi-electron wavefunction is a single determinant, Ψ(t) =
|ψ1(t)ψ̄1(t) · · ·ψN(t)ψ̄N(t)〉. During Rabi oscillation, only two states should be involved: the
ground state |Φ0〉 = |φ1φ̄1 · · ·φN φ̄N〉 and one excited state. The excited state is a spin-
adapted wavefunction, 1√
2
(|Φri 〉 + |Φr̄ī 〉), which is usually denoted as 1 |Φri 〉 for the sake of
clarity [119]. The notation implies that one electron is excited from the ith occupied orbital
to the rth unoccupied orbital. The time-propagated wavefunction must then be of the form
Ψ(t) = |φ1φ̄1 · · ·ψi(t)ψ̄i(t) · · ·φN φ̄N〉, with ψn = φn(t) for n 6= i. The time-propagated ith
spin-up and spin-down orbital are then
ψi(t) = aii(t)φi + air(t)φr
ψ̄i(t) = aii(t)φ̄i + air(t)φ̄r. (2.23)
The time-propagated multi-electron wavefunction can be re-written as[97]






+ a2ir |φrφ̄r〉 ,
where we only show the time-propagated orbitals. For example, the ground state |Φ0〉 =
|φ1φ̄1 · · ·φN φ̄N〉 is simplified as |φiφ̄i〉 in this contracted representation. The second term of
Eq. 2.24 is the spin-adapted one-electron excitation which makes sense. However there is
also a third, unphysical two-electron excitation term, a2ir |φrφ̄r〉, in which one spin-up and
one spin-down electron are excited from the ith KS orbital to the rth KS orbital. It is the
consequence of spin restriction—i.e. that the spin-up and spin-down states have same time
propagation as shown in Eq. 2.23. Spin restriction makes all the terms in Eq. 2.24 singlets,
as they should be, but this can also result in unphysical states.
The unphysical third term of Eq. 2.24 implies that the excitation is no longer that of a
simple 2-level system. We can write the one-electron P1e and two-electron P2e populations

















As shown in Figure 2.3, the population of the one-electron excitation can only reach 0.5,
consistent with the literature addressing the Rabi population problem. However, it is now
clear that the incomplete one-electron occupation is simply one constituent of the total
excitation population; the other piece is the unphysical, two-electron excitation, and the
sum of these excitation populations and ground state population is equal to one.


























Figure 2.3: Excited-State Populations as a Function of Ground-State Population During
Rabi Oscillation. Red is the population of one-electron excitations and green is population
of two-electron excitations. The maximum value of the one-electron population is equal to
0.5.
Since the accompanying two-electron excitation is not physical, we propose a reformula-
tion in the construction of the multi-electron wavefunction of Eq. 2.24 which results in only
ground-state and one-electron excited-state contributions. The conventional KS formulation
is based on an incorrect formulation of the electron density in which unphysical double elec-
tron excitation is the result of enforcing fermionic anti-symmetry and, at the same time,
restricting the occupations to a fixed number. The result is incorrect occupations in Eqs.
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2.19 and 2.20. The new formulation, in terms of natural orbitals, is based on an anatomically
correct electron density. The first two terms of Eq. 2.24 can be recast as[119]
∑
m,n
Cmn |φmφ̄n〉 , (2.26)
where matrix C is symmetric and can be diagonalized by unitary transformation
U†CU = D. (2.27)
Here D is a diagonal matrix and 2(D2)ii are the new occupation numbers, ni, of Eq. 2.21.







Di |ψiψ̄i〉 , (2.28)
with Di = (D)ii. The name of our new scheme, TDNKS, comes from the truth that the
orbitals in Eq. 2.19 and 2.21 are natural orbitals [120].
2.6.4 Computational Results
Rabi oscillation on an H2 molecule is used to compare the results of TDNKS and TDKS
for predicting both population and oscillation period. A sinusoidal electric field is applied,
and if its energy is nearly resonant with the first excited state of the molecule, a Rabi
oscillation will ensue. For the H2 molecule, the first excited state should only be a linear
combination of one-electron determinants. This is because the symmetry of one-electron and
two-electron determinants are ungerade and gerade, respectively, so that the matrix elements
between them is zero [119]. As a result, physically realizable eigenstates will not be a mix
of the two. On the other hand, both spin-up and spin-down electrons will feel the same
external potential, so they will evolve in step with one another. This implies that at least a
component of the wavefunction will be described in terms of two-electron excitations (with
gerade symmetry). In addition to being unphysical, the nonzero population of these states
implies an incomplete single-excited state population in the TDKS formulation.
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A real-space, real-time TD-DFT implementation is used[121] is used. The requisite simu-
lation box is constructed by adding spheres created around each atom with a radius 3Å each,
and spaced is discretized in increments of 0.15Å. The generalized gradient approximation
(GGA) parametrized by Perdew, Burke, and Ernzerhof (PBE)[122] exchange-correlation po-
tential and Troullier Martins pseudopotential are employed. The simulation time step is set
to be ∆t = 0.000658fs and the occupation number ni and number of natural orbitals N(t)
are updated every 100∆t, which was chosen because the accuracy is not improved further
using smaller steps, and the computation cost is relatively low. A bond length of 0.74Å, the
numerically optimized value, is used.
Light-matter interaction is accounted for using the electric dipole approximation:
H1 = ~d · ~E0 cos(ωt), (2.29)
where ~d is the transition dipole from ground state to first excited state and E0 is the ampli-
tude of the applied laser. There are only two electrons, so the ground state is |φ1φ̄1〉 and the
one-electron excited state is |Φ21〉 = (|φiφ̄r〉 − |φ̄iφr〉)/
√
2. For resonant excitation, the laser
with energy 13.6eV and E0 = 1.03V/Å is applied. As shown in Figure 2.4, TDKS could only
generate one-electron population with maximum 0.5 and there is always an accompanying
two-electron excitation. On the other hand, our TDNKS successfully generates full Rabi
oscillation between ground state and first excited state.
In order to further test the accuracy of the new formulation, the Rabi oscillation period,
T, was also calculated, as a function of detuning, ∆. The analytic expression for this is
T = 1/
√




plotted in Figure 2.5. The plot also shows the numerically measured periods predicted by
TDKS and TDNKS. Both give reasonable results for sufficiently large detuning, but the
TDKS prediction becomes increasing poor as resonance is approached. The accuracy of the







Figure 2.4: Period of Rabi Oscillation from TDKS and TDNKS. The upper panel is resonant
Rabi oscillation from TDKS and the lower panel is resonant Rabi oscillation from TDNKS.
The population of ground state Pgs (green), one-electron excited state P1e(purple) and two-




Figure 2.5: Rabi Oscillation Period versus Detuning Energy, Delta. The analytical pre-
diction (black line) for the Rabi oscillation period is compared with numerical results from
TDKS (red triangles) and TDNKS (blue circles).
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2.6.5 Conclusions
Real-Time, Time-Domain DFT (RT-TD-DFT) equips researchers with the ability to
quantify the explicit time evolution of electronic structure in response to light-matter in-
teractions. Because this technique continues to move into the main stream of physics and
chemistry research, it is especially important to address a numerical issue that often leads to
erroneous conclusions about excited state populations and process rates. This problem has
been known for many years and has been attributed to several sources, but we have shown
that it results from unphysical multi-electron states. These, in turn, are created through
the enforcement of a fixed population of Kohn-Sham (KS) orbitals and the total number of
orbitals populated.
A modest modification to the existing algorithm replaces the standard KS orbitals with
the natural orbitals[120] of electron density that are updated on the fly along with the
total occupation number. The lowest excited state is composed exclusively of one-electron
determinants, and the gerade determinants drop out. This new Time-Dependent Natural
Kohn-Sham (TDNKS) formulation was implemented to study the excited state population
problem in a particular simple setting: Rabi oscillation on an hydrogen molecule subjected
to an oscillatory electric field. In contrast to the standard approach, TDNKS accurately
predicts a full occupation of the single-electron excited state. In addition, the standard
method does not accurately predict the Rabi oscillation period near resonance while the
TDNKS method does.
While the Rabi setting makes the issue and its resolution particularly clear, the problem
has the potential to give unphysical results in any setting associated with light-matter inter-
actions. The analysis is necessarily a spin-restricted setting because, with only electric field
excitation, there is no spin representation in the Hamiltonian. Our conclusions and remedy
are still valid when a time-varying magnetic field is applied instead though.
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ENGINEERING AND MANIPULATING EXCITON WAVE PACKETS
Adapted from a paper under review by
Physical Review B
Xiaoning Zang4,5, Simone Montangero6, Lincoln D. Carr4 and Mark T. Lusk4,7
3.1 Abstract
When a semiconductor absorbs light, the resulting electron-hole superposition amounts
to a uncontrolled quantum ripple that eventually degenerates into diffusion. If the confor-
mation of these excitonic superpositions could be engineered, though, they would constitute
a new means of transporting information and energy. We show that properly designed laser
pulses can be used to create such excitonic wave packets. They can be formed with a pre-
scribed speed, direction and spectral make-up that allows them to be selectively passed,
rejected or even dissociated using superlattices. Their coherence also provides a handle for
manipulation using active, external controls. Energy and information can be conveniently
processed and subsequently removed at a distant site by reversing the original procedure to
produce a stimulated emission. The ability to create, manage and remove structured exci-
tons comprises the foundation for opto-excitonic circuits with application to a wide range
of quantum information, energy and light-flow technologies. The paradigm is demonstrated
using both Tight-Binding and Time-Domain Density Functional Theory simulations.
4Department of Physics, Colorado School of Mines
5Primary researcher




Figure 3.1: Material Settings for Quasi-1D Exciton Dynamics. (a) Possible implementa-
tions include inorganic quantum-well superlattices (top), Rydberg atoms in optical lattices
(second), atoms in strongly coupled optical cavities (third), and organic molecular chains
(bottom). (b) Finite chain lattice of interest with photon absorption only at left-most site.
(c) Ring lattice construct used to design laser pulses. Sites are shown in red with structured
excitons in blue.
3.2 Introduction
Although excitons are often thought of in association with diffusive energy flows [123],
it is possible to characterize their dynamics prior to a loss of coherence [124]. For instance,
unstructured superpositions have been identified using quantum beat spectroscopy [125,
126], hot carrier luminescence spectroscopy [127], emission spectra splitting [128], two-time
anisotropy decay [129], transport spectroscopy [130] and Hanbury-Brown and Twiss interfer-
ometry [131]. Related excitonic Bloch oscillations have been measured using transient degen-
erate four-wave mixing [132]. Superpositions have even been generated at precise positions
using high-energy electrons and quantified using cathodoluminescence [133]. Solar-generated
superpositions have also received theoretical scrutiny as a possible means of increasing the
efficiency of energy transport [134, 135] where partial entanglement with phonons actually
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makes them more robust in the face of disorder [136]. In all of these settings, though, the fo-
cus is on excitons that do not have a moving center or on the evolution of naturally occurring
superpositions.
It is also possible to create ballistic excitons via photoexcitation. Inorganic II-VI quantum
well superlattices support hot excitons [11] that relax through a well-characterized cascade
of optical phonon emissions [12]. This allows excitons to be created with a known kinetic
energy that spread isotropically within a layer until scattering with phonons. The spatial
spread of their fluorescence over time can be precisely measured and shown to correspond
to a constant speed of motion. This speed can even be controlled to some extent using the
laser energy. Of course, this is ballistic spreading; the centroid of the exciton does not move
in this quantum ripple phenomenon.
In contrast, it would be desirable to create spatially localized excitonic wave packets
with a prescribed speed, direction and spectral content. The methodology could then be
used to create opto-excitonic circuits as an alternative to photonic crystals [13] wherein the
flow of light is controlled while manifested as excitons instead of via the influence of local
charge distributions. As with photonics [137], fabrication methods could be borrowed from
the semiconductor industry [138], but organic [139] and optical lattice implementations [140]
may also be possible as illustrated in Fig. Figure 3.1(a, b). Electronic and electrochemical
technologies based on exciton dissociation carry this out using a material heterojunction
with an inherent energy loss, but these excitonic wave packets can be dissociated using
quantum interference without energy dissipation [14]. From the perspective of quantum
information processing, they embody the mathematical formalism of Heisenberg spin packets
and so would be able to store and transport quantum states [141, 142]. However, the ease
with which excitons can be manipulated adds ready qubit management to the spin chain
paradigm [143–145]. All of these applications would benefit from an ability to create excitons
with an engineered structure, and a methodology for doing so is the subject of this work.
32
We initially treat excitons as indivisible particles to show how laser pulses can produce
wave packets of prescribed shape and speed. This is subsequently generalized to consider
exciton dissociation; the physics are richer when electrons and holes can move indepen-
dently [14]. The basic idea of pulse shaping is most easily explained with a prescribed
electric field and a two band Tight-Binding (TB) model. Real-time Time-Domain Density
Functional Theory (RT-TDDFT) is then used to allow for multi-electron interactions and
complex superpositions of electron and hole states. Physically realizable laser pulses illumi-
nating chains of organic molecules are shown to produce structured excitons. This consti-
tutes a proof-of-concept with fewer idealizing assumptions. The effect of beam broadening
and an account of exciton-phonon interactions within an open system setting are natural
extensions [146].
3.3 Approach
Attention is restricted to the quasi-one-dimensional settings of Fig. Figure 3.1(a) which
can be abstractly viewed as a series of lattice sites as shown in Fig. Figure 3.1(b). The
system Hamiltonian can be described in either a TB formalism or within the setting of RT-
TDDFT. The former paradigm has the advantage of computational simplicity and a level of
generality because it covers an entire class of material systems rather than a specific setting.
RT-TDDFT, on the other hand, is used to provide time-explicit, quantitative information
on the dynamics associated with a particular molecular assembly. After introducing both
methodologies, we develop two supplementary techniques that prove useful in assessing the
results of each method. One is an algorithm for post-processing RT-TDDFT data to estimate
the time-evolving electron and hole populations on each site. The second analysis tool
allows TB parameters to be determined directly from RT-TDDFT calculations. The suite of
computational tools allows us to make quantitative comparisons between TB, RT-TDDFT,
and analytical predictions for packet speeds.
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3.3.1 Tight-Binding Model
Excitonic dynamics are considered within two types of Tight-Binding (TB) settings. The
first is a single-particle model in which electrons are assumed to be either in a ground state
or in a unique excited state on each lattice site. Within a semi-classical approximation for
applied electric fields, the single-particle TB Hamiltonian of interest is thus taken to be:


















Ĥ∆ is the band offset while Ĥex describes exciton hopping. Roman subscripts i and j denote
lattice sites, <i, j> means a sum over sites that are nearest neighbors, ĉj is the exciton
annihilation operator for site j, n̂j = ĉ
†
j ĉj is the exciton number operator, and [ĉi, ĉ
†
j]+ = δij.
The energy of site j is ∆j, the exciton hopping mobility is χij, and the lattice spacing is a.
Phonon and photon coupling are disregarded. The transition dipoles at each site are given
by ~µj, and the spatial variation of the electric field, ~E(t), is assumed to be negligible over
the dimensions of interest—i.e. an electric dipole approximation is assumed.
The Hamiltonian of Eq. 3.2 can also be generalized to allow for distinct dynamics for
electron and hole. This allows the consideration of both Frenkel and Wannier-Mott and also
makes it possible to study exciton dissociation. The requisite Hamiltonian of this two-particle
TB model is:
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Here Ĥe describes electron hopping while ĤU and ĤV are on-site and potentially long-range
Coulomb interactions. Roman subscripts m and n denote lattice sites, Greek superscripts µ
and ν indicate electron band, <m,n> means a sum over sites that are nearest neighbors, ĉνn




n is the electron number
operator, and [ĉµm, ĉ
ν†
n ]+ = δmnδµν .
Now consider the translational motion of an excitonic wave packet on the idealized ring
geometry shown in Fig. Figure 3.1(c). The single-particle setting of Eq. 3.2 can be used to
design a laser pulse that would generate the same exciton on a linear chain. As the exciton
travels around the ring of sites, the occupation ahead of the disturbance, say at site j + 1,
is completely determined by the time-varying occupation at site j because the Hamiltonian
involves only nearest neighbor interactions. If the sites to the left of site 1 were hidden,
for instance, the emergence of the exciton at that site and its travel to the right could be
reasonably interpreted as the response to a boundary condition applied at site 1. This forms
the conceptual basis for a laser-based excitation.
The approach relies on an ability to construct a chain of sites for which only the first
component absorbs photons. While this can be accomplished by designing one site to have
a much stronger absorption cross-section than the rest, such a strategy would imply a low
exciton transport efficiency since inter-site coupling is based on the same transition dipoles as
single-photon absorption. A more promising proposition is to use a Two-Photon Absorption
(TPA) [147] material for the first site. The energy of individual photons, only half of the
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optical gap of any isolated site, would then combine to form an exciton that can be readily
transferred down the chain.





where δ is the TPA cross-section in Goppert-Mayer (GM) units, I is the laser intensity in
W/m2, and Eph is the photon energy in eV . There now exist organic molecules with tunable
energy levels for which the TPA cross-section is on the order of 104 GM [149, 150]. To
avoid polaritonic and internal conversion influences, this rate must be substantially faster
than carbon-carbon molecular vibrations, typically on the order of 50 THz. TPA absorption
rates that are ten times higher than this can therefore be achieved with laser intensities in
the range of 1010 W/cm2. This is sufficiently low that the induced ponderomotive energy is
less than 1 meV, so photoionization and the A.C. Stark effect are not issues. Yet another
means of optically creating a localized exciton would be to use a combination of laser pulses
that collectively excite an appropriate superposition of chain eigenstates [151], but the TPA
strategy serves to show that single-site sensitivity can be achieved.
The requisite laser pulse can be derived by comparing the laser contribution of Fig. Fig-
ure 3.1(b) with the periodic boundary condition of Fig. Figure 3.1(c). In the periodic setting,
the quantum amplitudes of each site are described in the site basis, {|j〉}N1 , as uj(t) = 〈j|Ψ(t)〉
where |Ψ(t)〉 is the evolving state of the system for a prescribed initial condition. The
eigenenergies of Ĥ are ~ωj = ∆ + 2χcos(kja) with wavenumbers kja = 2πj/N . Gaussian












2σ2 ĉ†j |vac〉 . (3.4)
Here σ is the exciton width, the vacuum state, |vac〉, is taken to be that for which all electrons
reside in the valence band, j0 denotes the position of the packet center, and wavenumber, k0,
characterizes the continuum group velocity, v(k0) = −2χsin(k0). Exciton wave packet speed
is estimated by tracking the position of the maximum in the packet envelope.
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The Schrödinger equation for the ring system can be expressed as a set of N coupled
ordinary differential equations for the quantum amplitudes of each ring site, uj:
ı~u̇j = χuj−1 +∆uj + χuj+1. (3.5)
An analogous set of equations can be constructed for the finite chain geometry of Fig.
1(b). The effect of TPA at the exposed end of the chain, combined with no resonant energy
levels at the other sites, results in photon absorption only at the first site. For simplicity,
the TPA dynamics are replaced by a simple light-matter interaction involving a transition
dipole, ~µ, and applied electric field, ~E(t), that are taken to be parallel. The finite chain
amplitudes, qj(t), then evolve according to the following equations:
ı~q̇0 = −µEq1
ı~q̇1 = −µ∗Eq0 +∆q1 + χq2
ı~q̇j = χqj−1 +∆qj + χqj+1, 1 < j < N (3.6)
ı~q̇N = χqN−1 +∆qN .
Here the ground state occupation given by
q0(t) = 〈vac|Ψ(t)〉 . (3.7)
The actual electric field is certainly real-valued, but it is useful to temporarily pretend that
it is complex. A comparison of Eqs. 3.5 and 3.6 suggests that the exciton dynamics of the
ring would also be observed on the finite lattice if functions q0(t) and E(t) could be achieved
such that
ı~q̇0 = −µEu1
−µ∗Eq0 = χuN . (3.8)
Multiplication of the first equation by q∗0 gives




Take the conjugate of Eq. 3.8(a) and multiply by q0 to obtain:
~q0q̇
∗
0 = −ıµ∗Eq∗1q0. (3.10)
Eqs. 3.8(b), 3.9 and 3.10 can now be combined to construct an evolution equation for the
probability density of the ground state:
~ρ̇0 = −2χIm(uNu∗1). (3.11)









The magnitude of the ground state amplitude is then |q0(t)| =
√
ρ0(t) =: A(t).
The phase of the ground state, ϕ(t), is obtained by substituting q0(t) = A(t)e
ıϕ(t) into
Eqs. 3.8, where A(t) =
√
ρ0(t):







The conjugate of the second equation can be used to eliminate E from the first equation to
give a rate equation for the ground state phase:
ı~(AȦ+ ıA2ϕ̇) = χu∗Nu1. (3.14)
This can be simplified by noting that AȦ = 1
2
ρ̇0 and using Eq. 3.11 to obtain:
ϕ̇ = − χ
~ρ0
Re(u∗Nu1). (3.15)








The ground state amplitude, q0(t) = A(t)e
ıϕ(t), is thus completely determined.
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Eq. 3.8(b) can then be used to construct a laser pulse that will excite an exciton on the
finite lattice:





Still holding aside its artificially complex nature, any such applied electric field must be
composed of temporal frequencies that excite resonant modes of the lattice. For the finite














The associated dispersion relation,
~ω(m) = ∆+ 2χcos(k(m)), (3.20)
indicates that it is possible to have two eigenmodes of differing wavenumbers that share
a common temporal rate of oscillation. This is illustrated in Fig. Figure 3.2, where mode
k1 oscillates with temporal frequency ω0 while mode k2 oscillates with equivalent temporal
frequency −ω0. A range of such mode pairs exists provided 2χ > 1. Because it is the
temporal oscillation of the laser that is used to excite eigenmodes, this implies that two
exciton wave packets, with central wavenumbers k1 and k2, may result from a single laser
pulse. Although it may be technologically useful to generate two energetically equivalent
excitons in this way, we restrict attention to crystals for which 2χ ≤ 1 so as to produce
excitons identical to those prescribed on the ring geometry.
It would at first seem that an appropriate laser pulse and parameter range has been
constructed, but the form of the electric field is unphysical because it is complex valued. A
path forward lies in using a simple decomposition:
E = 2Ere − E∗. (3.21)
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Figure 3.2: Dispersion Relations on a Finite Lattice. The dispersion relation of Eq. 3.20 is
plotted for three value of hopping parameter χ. When 2χ > 1 (red), there exist positive tem-
poral frequencies with negative counterparts leading to the generation of multiple excitons.
When 2χ ≤ 1 (blue, green), single exciton packets will be generated.
The first term is real-valued and is capable of generating a wave packet that is essentially the
same as that of the complex field. This is because the disturbance generated by the second
term, E∗, is dominated by what might be referred to as quantum interference evanescence
(QIE). This QIE dies off exponentially as shown in Fig. Figure 3.3 for a range of central
wavenumbers. The explanation for this behavior is made clear with the help of Fig. Fig-
ure 3.4. In panel (a), only the first term in Eq. 3.21 is used to create temporal plots of the
amplitude for the three sites closest to the laser pulse. For the choice of parameters listed in
the figure, the phase difference between adjacent sites is 2.19 radians. The result is a travel-
ing wave packet with this as its central wavenumber as will be subsequently shown. When
only the second term of Eq. 3.21 is used to create an excitation, though, the resulting phase
shift between adjacent sites is π as shown graphically in panel (b) of Fig. Figure 3.4. This
generates standing waves and the excitation does not propagate. The result is consistent
with the prediction of zero group velocity from Eq. 3.20 with k0 = π and holds true for the
parameter range of interest—i.e. 2χ ≤ 1. It should also be pointed out that the conjugate
electric field does generate a tiny propagating disturbance that becomes more prominent as
χ or the central wavenumber increase. This error is quantified in subsequent simulations.
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Figure 3.3: Quantum Interference Evanescence. The finite lattice of Fig. 1(b) is excited with
a (non-physical) laser pulse composed of only the second term, −E∗, of Eq.3.21. The result-
ing disturbance is dominated by an exponential decay of the maximum exciton occupancy
that each site attains for the first few sites nearest to the excitation source. Here N = 200,
∆ = 2χ, and σ = 10.0. The central wavenumber of the packet is labeled for each simulation
set, and the straight lines are exponential fits.
A laser pulse that can be physically implemented to generate an approximation to the







3.3.2 Real-Time, Time-Domain Density Functional Theory
Real-Time, Time-Domain Density Functional Theory (RT-TDDFT) simulations [98] offer
a more realistic implementation of exciton wave packet engineering. While standard DFT
is a ground state theory, RT-TDDFT allows electron density to dynamically respond to
laser irradiation [152, 153]. Inter- and intra-site electron interactions, a manifold of energy
levels, and temporally varying electronic orbitals with a complex spatial character are all
captured within this computational paradigm which has been successfully applied to study
excited-state electron dynamics[104, 107, 108].
The Kohn-Sham (KS) formulation of time-dependent density functional theory (RT-
TDDFT) is
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Figure 3.4: Quantum Interference Evanescence. The finite lattice of Fig. 1(b) is excited
with each of the terms of Eq. 3.21 separately. (a) Laser pulse consists of only the first term
in Eq. 3.21. The central wavenumber of the ring exciton is k0 = 2.19 which is also the phase
difference between adjacent sites since the characteristic length is the lattice spacing, a. (b)
Laser pulse consists of only the second term in Eq. 3.21. The amplitude of adjacent sites are
out of phase by π, and this is the source of the exponential decay shown in Fig. Figure 3.3.
















is the electron density. The kets |ψi〉 are the time dependent Kohn-Sham (TDKS) orbitals,
ν̂ext is the external potential that accounts for the light-matter interaction, ν̂Hartree is the
Hartree potential that depends on electron density, and ν̂xc is the exchange-correlation po-
tential that also has a dependence on electron density. Eq. 3.23 gives the spin-reduced
electron density and 2N is the total number of electrons considered.
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Light-matter interaction is accounted for with a non-relativistic, semi-classical contribu-








Here P̂ is the many-electron momentum operator and A(t) is the vector potential of the
field, an explicit function of time but not position because the requisite wavelengths (hun-
dreds of nanometers) are much longer than the dimensions of the system (nanometers). This
term is incorporated into the time-dependent Runge-Gross equation [98] where exchange and
correlation effects are accounted for within a density functional formalism. Polarizability,
screening, and time-dependent absorption can then be computationally measured; transition
dipoles are not prescribed, and multi-electron excitations may or may not result in travel-
ing wave packets. While vibrational effects can be included via the Hellmann-Feynman
theorem [154, 155], nuclear positions are kept fixed in the current analysis.
The associated many-body wave functions can be post-processed to estimate the time-
evolving exciton populations on each site using attachment and detachment densities[156].
These can be easily derived from the time-propagated, multi-electron wavefunction:
|Ψ(t)〉 = |ψ1(t) · · ·ψN(t)〉 , (3.26)
along with individual electron-hole wavefunctions defined as
|Ψia(t)〉 = |· · ·ψa−1(t)ψi(t)ψa+1(t) · · ·〉 , (3.27)
Here one electron is excited from the ath occupied KS orbital to the ith unoccupied KS
orbital. The time-dependent population of these single excitations are
P ia(t) = | 〈Ψia|Ψ(t)〉 |2, (3.28)







The difference density, ∆ρ(t), from which attached and detached densities are derived, can
now be defined:
∆ρ(t) = ρ(t)− ρ(0). (3.30)
This can be described as a matrix in the basis of {ψm(0)}Nm=1, a set of KS orbitals that
includes all occupied states along with a sufficient number of unoccupied states:





〈ψm(0)|ψ(t)〉 〈ψ(t)|ψn(0)〉 − 2δmn.
The eigenvalues of this matrix can be divided into those that are positive, {nAi }, and those
that are negative, {nDi }, with corresponding eigenvectors {φAi } and {φDi }. The attachment








nDi |φDi 〉 〈φDi | , (3.32)
Note that nAi = −nDi because nAi electrons are excited from |φDi 〉 to |φAi 〉.
The attachment and detachment densities, in turn, allow the exciton population on ith




(ρA + ρD) (3.33)
where Vi is the effective volume associated with site i.
This methodology allows exciton wave packets, and in fact the more fundamental electron
and hole constituents, to be tracked over time as they move down a chain of sites.
RT-TDDFT was implemented using the Octopus code [157] with a Troullier-Martins
pseudopotential and a Perdew, Burke, and Ernzerhof (PBE) exchange-correlation potential
within the Generalized Gradient Approximation. All simulations used a time step of 0.66 as.
The simulation domain was comprised of spheres created around each atom with a sphere
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radius 2.4 Å for the benzene molecules and 4 Å for methane molecules. Grid sizes of 0.15 Å
(benzene), 0.175 Å (2-site and 3-site methane chains) and 0.175 Å (20-site methane chain)
were used.
3.3.3 Linking Tight-Binding and Density Functional Theory Paradigms
In order to make quantitative comparisons between TB and RT-TDDFT predictions, the
latter was used to generate the three parameters that characterize the single-particle TB
Hamiltonian of Eq. 3.2: site energy, ∆, nearest neighbor coupling, χ, and transition dipole,
µ. These are nontrivial procedures that are explained below.
3.3.3.1 Site Energy, ∆
Tight-binding calculations are based on a knowledge of the site-centered, diabatic, ex-
citonic energy associated with a chain of methane molecules, ∆ of Eq. H1. For weakly
coupled sites, this can be estimated perturbatively provided the coupling energy is known.
It is also possible to estimate this nonperturbatively using Fragment Energy Differencing
(FED) [158–160] or Edmison-Ruedenberg (ER) localization [161, 162]. These rely on static
DFT analysis, but it is possible to exploit our explicit-time setting to estimate ∆ using
RT-TDDFT.
This new methodology begins by identifying the lowest exciton energy for a single methane.
The molecule is excited by a laser impulse,
Ex(t) = Aδ(t)x̂, (3.34)
where A is the strength of an impulsive kick to the system, and the three-fold molecular
degeneracy of the lowest exciton state is broken by orienting the laser along the x-axis as
shown in the inset of Fig. Figure 3.5. The radiation absorbed over 33 fs generates a time-
varying dipole moment,





Figure 3.5: Fourier Transform of Dipole Moment for a Single Methane Molecule. A Fourier
Transform (FT) of the dipole moment versus time after a delta kick polarized in x direction
is applied to determine the lowest excitation energy, 10.05 eV.
with the spectral profile shown in Fig. Figure 3.5. As indicated in the plot, the lowest
(polarized) excitation energy an isolated methane molecule is 10.05 eV.
This energy was used as a starting point to quantify the site-centered, diabatic, excitonic
energy associated with a chain. To account for the influence of neighboring sites, it was
deemed sufficient to consider a two-site system with the left molecule excited and the right
molecule serving as a proxy for the remainder of the chain. A gaussian laser pulse was
applied on the left site of the dimer:





A range of excitation energies, ~ω, were considered around 10.05 eV to determine the value
that gives a clean (single frequency) Rabi oscillation between the sites. As shown in Fig-
ure Figure 3.6, this occurs for ~ω = 9.6 eV, and it was this value of diabatic exciton energy
that was used in our TB analysis for a direct comparison with RT-TDDFT results.
3.3.3.2 Coupling Between Nearest Sites, χ
The TB coupling parameter, χ, can be derived from RT-TDDFT analysis by measuring
the rate of oscillation in site populations due to a prescribed laser pulse. In the simplest case,
a Rabi oscillation can be established in a two-site system, but oscillations associated with
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Figure 3.6: Rabi Oscillation in Methane Dimer. A set of gaussian-shaped laser pulses, Eq.
3.36, were applied to the left site of methane dimer to determine the energy best able to create
a clean exciton oscillation. The laser was polarized along x direction with F = 0.5V/Å, eV,
τ = 1.97 fs, and t0 = 9.87 fs. The optimum value was found to be ~ω = 9.6 eV and the
associated oscillations are shown. The red (green) line is the exciton occupation on the right
(left) site. The isosurfaces of electron (green) and hole (red) density at 0.008/Bohr3 are
shown underneath these curves.
multiple sites are possible as well. This is relevant since the coupling between two isolated
sites, each with just one nearest neighbor, is different from the coupling between sites with
neighbors to both right and left. To this end, we considered the TB Hamiltonian for a chain









ĉ†j ĉi +H.c. (3.37)





ĉ†j ĉi +H.c. (3.38)
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Figure 3.7: Oscillation in an N-Site Chain. The initial condition of Eq. 3.39 was applied to
a 15-site chain to generate the oscillation pattern shown.
and denote the difference between its maximum and minimum eigenvalues as γ, a function








Here the two eigenkets are associated with the maximum and minimum eigenvalues of Γ,
respectively. The ensuing dynamics will then exhibit an oscillation in the site populations, as
shown in Fig. Figure 3.7, in which the odd-numbered sites have a population that oscillates.





Eq. 3.40 establishes the algorithm with which TB coupling can be measured in the
RT-TDDFT setting for any number of sites. In the present case, since interactions beyond
nearest neighbor methane molecules are very small, it is sufficient to estimate the coupling
using just three sites.
A gaussian laser pulse applied to the left site of the dimer system of Fig. Figure 3.6
approximates the initial condition of Eq. 3.39 and results in oscillations with a period of
8.12 fs. An analogous excitation of the center site of the trimer system of Fig. Figure 3.8,
on the other hand, gives an oscillation period of 8.23 fs. Using Eq. 3.40, these periods
correspond to coupling value of χ = 0.25 eV (dimer) and χ = 0.18 eV (trimer). This reflects
the fact that the two-site system has a different electronic structure between sites that does
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2τ2 with strength F = 0.5V/Å, ~ω = 9.6 eV, τ = 1.97 fs, and t0 = 9.87 fs,
is applied on middle site of the trimer. Oscillation between even and odd sites results. Red
indicates the exciton number on middle site, orange is exciton number on either side, green
denotes the exciton number on left site, and blue line is exciton number on right site.
the trimer system. The trimer coupling, with neighbor interactions to either side, is the
one used in the 20-site simulation because it more accurately reflects the nearest-neighbor
interactions of multi-site chain.
3.3.3.3 Transition Dipole, µ
We also need to be able to generate a transition dipole strength directly from RT-TDDFT
so that it can be used in comparative TB simulations. To make this link, we used RT-TDDFT
to apply a laser to the first site of a methane dimer to put it into its lowest excited state.









ni 〈ψDi | r |ψAi 〉 . (3.41)
As shown in Fig. Figure 3.6 for t = 18.424 fs, the exciton is localized on left site and with
a total of 0.69 electron-hole pairs. The transition dipole at t = 18.424 fs for one exciton is
then calculated to be −0.014− ı0.038 q · Å, where q is the charge of one electron. This is the
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t = 2ħ/χ t = 30ħ/χ t = 50ħ/χ
t = 80ħ/χ t = 150ħ/χ t = 200ħ/χ









































Figure 3.9: Evolution of a Laser-Induced Exciton Wave Packet. The finite lattice of Fig. Fig-
ure 3.1(b) is excited with a laser pulse at left. The result is an exciton (green) that is plotted
for several time slices along with the original exciton (black) of Fig. Figure 3.1(c). Here
N = 200, site energy ∆ = 2χ and the exciton footprint has a standard deviation σ = 10.0a.
The central wavenumber of the ring exciton is k0 = 1.58/a. The initial exciton occupation
fraction of the ring is 0.5, although this can be set to any value.
value used in the comparative TB analysis.
3.4 Tight-Binding Results
The proposed laser pulse methodology can now be tested by comparing excitons pre-
scribed on the ring to those generated by on a chain via an engineered pulse of radiation. A
representative result is shown in Fig. Figure 3.9. The exciton for the ring (black) and that
from the laser (green) are essentially indistinguishable for all time slices shown. A magnified
view of one time slice (bottom panel) is required to show that any difference exists. It can












































Figure 3.10: Tunable Exciton Speed. The finite lattice of Fig. Figure 3.1(b) is excited with
twice the real part of the laser pulse of Eq. 3.17 for a range of central wavenumbers. The
numerically measured exciton speeds (green) are compared with the speed predicted from
the continuum dispersion relation (black). The speed was changed by over a factor of five in
the simulations carried out. Here N = 200, ∆ = 2χ and σ = 10.0a.
A series of simulations was generated in this way to numerically measure the exciton
speed for a range of laser pulses. The results, plotted in Fig. Figure 3.10, show that the
speeds correspond to those predicted from the continuum dispersion relation of Eq. 3.20.
Significantly, it is possible to change the exciton speed by more than a factor of five through
appropriate tailoring of the laser pulse.
Just as it is possible to create excitonic wave packets, a laser field can be used to remove
them as well—a synchronized version of stimulated emission. To examine this, suppose that
an exciton is traveling to the right as shown in the upper left panel of Fig. Figure 3.11. In
this setting, the right-most site is assumed to have a transition dipole that is perpendicular
to the rest so that it can be illuminated in isolation by an applied electric field. An analysis







Here the |q0(t)| =
√
ρ0(t) with ground state density, ρ0(t), given by
ρ̇0 = −2χIm(u1u∗N). (3.44)
The evolving phase of the ground state is
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Figure 3.11: Exciton Annihilation. A exciton wave packet (green) travels to the right on
the finite lattice of Fig. 1(b). The same exciton (black) is considered on the superimposed
ring geometry of Fig. 1(c). This is used with Eq. 3.43 to design a laser pulse that will
extract the excitonic energy from the right-most site. Several time slices show that the
resulting stimulated emission removes the excitonic wave packet. Here N = 200, ∆ = 2χ
and σ = 10.0a. The central wavenumber of the ring exciton is k0a = 2.19.
To produce Fig. Figure 3.11, the initial ground state probability density was taken to be
0.5 with an initial ground state phase of zero. Note that a tiny reflected excitonic packet is
produced as part of the annihilation event. The associated RMS error is ǫrms = 0.0022 at
the final time step.
The methodology developed also allows for more complex excitations. Any envelope de-
sired can be input as an initial condition within the ring setting with Eq. 3.22 then used to
engineering the requisite laser pulse. For example, wave packets with a non-Gaussian profile
and composed of multiple bands of wavenumbers can be produced as shown in Fig. Fig-
ure 3.12.
3.5 RT-TDDFT Results
Two types of molecular chains were used to create and examine exciton wave packets in
the many-body, multi-level setting offered by RT-TDDFT. In both cases, a sensitizing TPA
molecule was not considered explicitly and, instead, the molecular chains were idealized so
that irradiation only occurs at the first (left-most) site. The first analysis, using a short
benzene chain, simply demonstrates that it is possible to generate an exciton packet with a
well-defined speed. Only five sites (molecules) are considered because the associated calcu-
lations are extremely demanding. This is also the motivation for using such small molecules,
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Figure 3.12: Control Over Wave Packet Character. The finite lattice of Fig. 1(b) is excited
with a laser pulse at left defined by Eq. 15. This creates a triplet of overlapping Gaussian
excitations (green) plotted for several time slices along with the original ring wave packet
(black) of Fig. 1(c). The central packet was intentionally tuned so that it travels slightly
faster than its neighbors. Here N = 200, ∆ = 2χ and σ = 10.0a. The central wavenumbers
of the ring exciton are, from left to right, k0a = 2.03, k0a = 1.59, and k0a = 2.03. Units of
time are ~/∆.
and the high excitation energy would preclude their use in a physical implementation. The
intent here is only to provide a computationally tractable proof of concept.
The second implementation extends the number of sites to twenty but required that we
further reduce the size of each molecule to methane. This chain is sufficiently long to quantify
the speed of excitons for a range of engineered laser pulses.
3.5.1 5-Site Benzene Chain
An RT-TDDFT analysis was first performed on a 5-site co-facial benzene molecular
chain, as shown in Fig. Figure 3.13, with a 7.56 Bohr separation between sites. No attempt
was made to engineer the laser pulse so as to control the shape and speed of the resulting




2τ2 . Its energy, ~ω = 5.39 eV, corresponds to the lowest excitation energy
of a single benzene molecule. A field strength E0 = 0.51V/Å, peak time, t0 = 3.29 fs and
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envelope width τ = 0.66 fs were used. As is clear from Fig. Figure 3.13, it is possible to
generate a rudimentary exciton packet that moves down the chain, reflects at the end, and
then propagates back to the left.











Figure 3.13: 5-Site Benzene Chain. Uncontrolled laser-generated exciton wave packet moves
down a chain of 5 co-facial benzene molecules. The green and red are the isosurfaces with
value 0.002 electrons per Bohr3 for electron and hole densities respectively.
3.5.2 20-Site Methane Chain
The second example, and the setting of our primary computational results, considers a 20-
site chain of methane molecules for which the orientation, spacing and laser intensity were
carefully engineered. TB parameters, distilled from the RT-TDDFT setting as described
earlier, were used to design a set of laser pulses that would generate excitons with a range of
speeds. These laser pulses were then applied to both TB and RT-TDDFT paradigms, and
the speeds of the wave packets generated were then estimated by linearly fitting their peak
amplitudes.
The results are shown in Fig. Figure 3.14 along with the analytical group velocity ob-
tained from the dispersion relation of Eq. 3.20. As expected, the TB speeds are in accord
with the analytical group velocity. However, the RT-TDDFT speeds are also quite close
to theory. This is remarkable since each molecule offers a complex many-body electronic
environment. The results demonstrate that tunable excitons can be generated in physical
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systems and offers a starting point for the consideration of more realistic atomic settings in
which such a correspondence with TB is not possible. Exciton engineering can be carried



























Figure 3.14: 20-Site Methane Chain. Laser pulse shape and composition is modified so as to
vary exciton speed on a 20-site chain of methane molecules. Solid curve is from dispersion
relation for an infinite chain (Eq. 3.20), hollow blue squares are from 20-site TB model, and
filled magenta triangles are from RT-TDDFT simulations.
3.6 Exciton Manipulation
With a methodology now in place for the laser-creation of engineered exciton wave pack-
ets, attention is turned to ways in which they can be manipulated. For a range of excitonic
binding energies, a single-particle TB idealization is reasonable and the only new physics is
that it is the quantum interference of excitons, and not electrons or photons, that is being
used as a handle.
For instance, consider the two-phase material (top schematics in Fig. Figure 3.15) in
which the left phase is composed of a set of homogeneous sites and the right phase is a
superlattice of alternating layers with distinct energy gaps. An exciton traveling to the right
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Figure 3.15: Excitonic Stop and Pass Bands. (a) A region of homogeneous sites (white,
left) is joined to a superlattice composed of alternating crystalline layers (light/dark gray,
right). (b) The eigenvalues of the stand-alone superlattice (black lines) are plotted along
with those of the entire system (green lines). An exciton is constructed that is composed
of eigenvalues lying in a stop band (projection magnitudes in magenta) or a pass band
(projection magnitudes in brown) of the superlattice. (c) The stop band exciton (real part
in magenta, absolute value in black) is plotted for three times to show that it is reflected
at the phase boundary. (d) The pass band exciton (real part in brown, absolute value in
black) is plotted for three times to show that it is largely transmitted at the phase boundary.
Here N = 400, ∆1 = χ, ∆2a = 0.5χ, ∆2b = 1.5χ and σ = 30.0a. There are 5 and 15 sites
in the superlattice, and the central wavenumbers of the exciton are k0 = 2.36/a (panel c)
k0 = 2.15/a (panel d).
For example, if the exciton is constructed from eigenstates of the entire system with eigen-
values that lie in a stop band of the superlattice, then it will be effectively reflected, as
shown in Fig. Figure 3.15(c). This is because the wave function in the thin (lighter) layers is
evanescent. On the other hand, an exciton in the same material and with same footprint, but
constructed from eigenstates associated with a pass band of the superlattice, will be largely
transmitted. This is shown in Fig. Figure 3.15(d) and is the charge-neutral, excitonic analog
of electron bandpass filtering. A wealth of information from ballistic electron experiments
can be used to optimize their performance [163].
The TB formalism can also be generalized to consider dynamics with distinct electron
and hole dynamics using the Hamiltonian of Eq. 3.3. This setting has been previously
shown to allow Fano antiresonance to gate and dissociate excitons [14], but they can also be
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dissociated into coherently linked, nonlocal electron and hole packets using a stop band filter.
This is shown in Fig. Figure 3.16, where the geometry of Fig. Figure 3.15(a) is adopted
with the two-particle Hamiltonian of Eq. 3.3.
To demonstrate the idea, an exciton is constructed from states for which excited electrons
lie in a pass band of the superlattice while ground state electrons (and so holes) lie in a stop
band. As a result, an exciton that encounters the superlattice is largely dissociated into
a spatially separated electron and a hole, as shown in Fig. Figure 3.16. The right series
of vertically arranged red and green time slices shows the evolution of the electron and
hole probability densities for a Wannier-Mott exciton created by a laser pulse at the left
end of the chain. The two-dimensional grids at left are for the same time slices but give
additional detail by showing how the exciton is spatially distributed. Each grid point, (i, j),
in the NxN array gives the intensity of the exciton component for which the electron is
at site i and the hole is at site j. The exciton is initially created with an isotropic, two-
dimensional distribution of states in the electron-hole population space. The electron and
hole occupations are transmitted at nearly the same speed, highlighted with a green light at
a positive 45-degree angle. The packet subsequently begins to interact with the superlattice
when half-way through the chain of sites. This causes the hole to be reflected, seen as a
downward motion of the packet in electron-hole space. However, the electron is transmitted
so the packet continues to have a left-to-right motion. The result is a motion of the packet
along the green-highlighted, negative 45-degree line.
3.7 Exciton Stability
This initial consideration of exciton wave packets has necessarily focused on their creation
and manipulation, and the important influences of phonon entanglement and static/dynamic
disorder have been neglected. In the absence of any phonons, though, even mild disorder
can cause an exciton to localize [164] provided the system is larger than the relevant local-
ization length. Likewise, interaction with phonons will result in a loss of coherence [165].
However, a degree of phonon entanglement breaks Anderson localization allowing partially
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Figure 3.16: Exciton Dissociation using Quantum Interference. Left panels show snapshots
of a density plot of the probability distribution of the exciton along the chain. The green
trajectory line is a guide to the eye. Right panels depict the same dynamics representing
the electron (hole) probability projections in green (red) and the corresponding wave packet
velocity for times shown at left (top to bottom). Here N = 100, ∆01 = 2χ, ∆
1
1 = 2χ,
∆02a = 0.0, ∆
0
2b = 2χ, ∆
1
2a = 1.6χ, ∆
1
2b = 2.4χ, χ is the same for both bands, σ = 10.4a
and the Coulomb interactions have been turned off—the simplest setting for dissociation.
There are 5 sites in each layer of phase 2, and the central wavenumber of the ring exciton is
k0 = 1.63/a.
coherent excitonic wave packets to propagate through regions of disorder [136, 166]. Over the
past several years, efforts to understand and exploit this behavior have focused on organic
materials, and photosynthetic complexes in particular, in an effort to identify naturally oc-
curring, long-lived quantum transport [53, 129]. Such biological settings, in which coherence
is preserved for tens to hundreds of femtoseconds at room temperature, serve to inspire and
guide the design of engineered materials and much colder temperature regimes for which
entanglement can be tailored to make propagation robust in the face of disorder[167].
Even for idealized systems in which disorder and entanglement are not issues, excitons
will tend to broaden as they move. After all, it is just this dispersive nature that allows their
speed to be tailored. The bandwidth of phase velocities is four times the hopping mobility,
χ, so decreasing the mobility would reduce dispersion but at the cost of less tunable exciton
speeds and excitons whose slower speed leaves them more susceptible to decoherence. A
more practical approach is to increase the spatial footprint of the exciton. This narrows
the energy range, and so speed disparities, of the modes of which they are comprised. This
philosophy was used in producing the results shown in Fig. Figure 3.9, where dispersion is
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seen to be quite low.
3.8 Conclusions
Structured exciton wave packets offer the prospect of fabricating opto-excitonic circuits
in which photon energy/information is easily processed and transmitted as excitons. These
excitons can be selectively gated, subjected to filters and even dissociated. A methodology
for creating and manipulating such excitons has been demonstrated using idealized Tight-
Binding models and also more realistic Time-Domain Density Functional Theory simulations.
The associated exciton circuit embodies many of the key properties of Heisenberg spin
chains [143, 144, 168] that are often considered in association with quantum information
processing [169]. The focus there tends to be on the high-quality transmission of data down
quantum buses, and several non-excitonic experimental implementations of spin chains now
exist [170–173] with particles such as phonons, electrons, photons, magnons, and Cooper
pairs. All of ideas associated with such spin chains can be incorporated into the current
paradigm [174–177]. It is also intriguing to consider what impact exciton wave packets
might have on the design of light-harvesting complexes and on optimally balancing their
entanglement with phonons.
Perhaps the most controllable setting for initial exploration of controllable, ballistic exci-
tons is a chain of Rydberg atoms trapped in an optical lattice [178, 179]. Chains of dressed
Rydberg atoms [140] can now be produced that support exciton-like states, and computa-
tional models indicate that it is possible to use pulsed magnetic fields to create rudimentary,
traveling superpositions with a degree of localization [151]. Strongly coupled optical cavities
with encapsulated excitonic structures offer a comparable setting with the additional benefit
of exquisite control over light/matter coupling [180, 181].
It was assumed that Two-Photon Absorption can be used to excite isolated end sites
without adversely affecting excitonic coupling to the rest of the system. The prescribed
electric field is treated classically, and two-way coupling between light and matter [182] is
disregarded because the materials are optically thin [183]. The introduction of exciton-
59
phonon coupling would result in partially coherent transport which is more robust in the
face of material imperfections [136, 184] but must be managed in order to preserve the basic
phase relationships between eigenstates. Idealized molecular chains, consisting of benzene
and methane sites, were use to demonstrate the possibility of creating and transmitting
exciton wave packets. This is not intended to represent a recommended material choice for
experimental implementation because of the high excitation energies, low mobilities, and no
obvious means of creating such a chain.
Exciton-exciton interactions have also been neglected in this investigation, but they offer
the prospect of incorporating the many nonlinear effects associated with photonic crystals
within a new physical setting. Particularly in this regard, excitonic circuits are analogous to
photonic crystals and coupled optical cavities, where particle-particle interactions are a cen-
tral focus. The structure of excitons can also be broadened to include spin engineering. This
has been disregarded here, but it may prove interesting in creating delocalized, entangled
states when lattice interactions result in both transmitted and reflected exciton components
or spatially separated electron and hole superpositions.
Excitonic superlattices, and the associated stop/pass bands, can be used to create en-
tangled states between reflected and transmitted exciton packets or between electron and
hole packets that have been dissociated. Laser pulse engineering thus opens the door to the
prospect of studying EPR-like phenomena within an excitonic setting.
Finally, more complex protocols could be engineered considering multi-site excitation,
exciton-exciton interactions, phonon coupling, finite temperature and higher number of ex-
citons, by means of quantum optimal control methods also combined with RT-TDDFT or
Tensor Network methods [185].
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CHAPTER 4
TWISTED MOLECULAR EXCITONS AS MEDIATORS FOR CHANGING THE
ANGULAR MOMENTUM OF LIGHT
Adapted from a paper under review by
Physical Review A
Xiaoning Zang8,9, and Mark T. Lusk8,10
4.1 Abstract
The molecular absorption of photons with angular momentum can result in twisted exci-
tons with a well-defined quasi-angular momentum. Although they represent different physi-
cal properties, these photonic and excitonic quanta can both be described in terms of topo-
logical charge, a conserved quantity. Multiple absorption events can be used to create a
wide range of excitonic topological charges. Subsequent emission produces photons that
exhibit this same range. The molecule can thus be viewed as a mediator for changing the
orbital angular momentum of light. This sidesteps the need to exploit nonlinear light-matter
interactions based on higher-order susceptibilities. A tight-binding paradigm is used to es-
tablish topological charge conservation and demonstrate how it can be exploited to combine,
subtract, and change the nature of the angular momentum of light. The approach is then
extended to a time-dependent density functional theory setting where the key results are
shown to hold in a many-body, multi-level setting.
4.2 Introduction
Beams of light can carry quantized angular momentum, ~ q, that are typically referred to
as having a photonic topological charge (PTC) of q [15]. Circularly polarized light carries a




spin angular momentum (SAM) of ±~ and so has PTC of ±1, but beams can also be created
that twist about their axis of propagation [186] causing them to be referred to as vortex
beams or simply twisted light [187, 188]. At the macro-scale, their interaction with matter
generates torque which can be used to manipulate rings of atoms [189] and particles [18, 190],
carry out micro-frabrication [191], provide control for spintronics [192], and for many other
applications as well [193]. At the atomic scale, the absorption of such photons can change the
angular momentum state of bound electrons, only recently confirmed experimentally [194].
The PTC of twisted light also amounts to an additional degree of freedom for carrying infor-
mation content, and PTC values in excess of 10, 000 have been experimentally realized [18]
. This information perspective on PTC is particularly relevant to emerging technologies in
communications, computing and quantum cryptography [16, 195–199], classical data trans-
fer [19–22], quantum key distribution[23–25], quantum entanglement[26–32], and quantum
cloning[33].
There are a variety of ways in which photonic angular momentum can be generated.
Linearly polarized light can be transformed to a circular polarization by exploiting material
birefringence in the form of a quarter-wave plate giving it SAM and a topological charge
of ±1. Only slightly more complicated to carry out, light beams with orbital angular mo-
mentum (OAM)—i.e. twisted light—can be generated using standard optical elements such
as spiral phase plates [200], computer generated holograms [201], and spatial light modula-
tors [202].
Beams with SAM can also be converted to those with OAM of the same topological
charge. Staged spiral phase plates [203], birefringent materials in a variety of geometries [204–
207], liquid crystals [208], q-plates[195], and even metamaterials [209–211] have all been
demonstrated to produce such conversions.
Changing the angular momentum of photons that already have a topological charge
is less standard though. Such manipulations currently exploit higher-order susceptibilities
to up/down convert OAM along the same lines as is carried out to alter the wavelength
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of light. For instance, topological charge doubling via second harmonic generation (SHG)
has been demonstrated [212, 213], and PTC addition operations have also been realized
using SHG[214]. Topological charge can even be transferred from a pump beam to a down-
converted idler beam via optical parametric oscillation (OPO) [215, 216]. Along the same
lines, four-wave-mixing (FWM) with atomic vapors can result in output beams that have
either the sum of the input PTCs or no PTC at all [217, 218]. In each of these nonlinear
processes, charge conversion is essentially instantaneous and involves two vortex beam inputs
that must illuminate the target material simultaneously. A variation of FWM, applied to
bulk crystals, generates output beams with PTCs that are linear combinations of those of the
input beams [219–221]. Intriguingly, there is a time delay between pump and probe implying
that PTC is being temporarily stored in the electronic structure of the bulk crystal, but the
nature of this structure was not elucidated.
Here we consider an alternative means of manipulating PTC that exploits the properties
of a special type of molecular exciton. The requisite structures have a discrete rotational
symmetry group of either CN or CNh with respect to the propagation direction of light. Such
N-arm molecules have been previously identified as having excitonic states that can relax by
emitting photons with PTC [15, 16]. We extend this work by first introducing the notion
of an Excitonic Topological Charge (ETC) that can be generated with azimuthally polarized
light [32, 222]. The resulting electronic state of the molecule will be referred to as a twisted
exciton. Since both spin and circularly polarized vortex beams can be decomposed into
a linear combination of radial and azimuthal vector vortices[223], they can create twisted
excitons too. The idea is then generalized to consider the sequential excitation of molecules
with pulses of light that carry either SAM or OAM. It is shown that the sum of PTC and
ETC is conserved in such processes resulting in a simple algebra in which ETC can be raised
and lowered using photons. Subsequent emission, either spontaneous or stimulated, produces
photons with the accumulated topological charge of the excitons. In this way, the excitons
play the role of an angular momentum bank in which photonic charge can be deposited and
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Figure 4.1: Tight-Binding Implementation of Topological Charge Operations. Two laser
pulses, each with PTC of 1, are sequentially absorbed by a molecular assembly resulting in
an ETC of 2. Subsequent photon emission has a PTC of 2.
Within a linear setting, the fact that the real momentum of absorbed photons is trans-
ferred to crystal momentum is a foundational plank of solid-state physics [224]. An analogous
discrete-space application of Noether’s First Theorem has also be used to show that real an-
gular momentum can be transferred to crystal angular momentum [225]. This provides a
conceptual basis for understanding the topological charge algebra that can be carried out
with molecules. In the molecular setting, periodicity is azimuthal and lattice points are as-
sociated with identical molecular arms. ETC quantifies the molecular analog of crystalline
angular momentum.
We first use a tight binding (TB) paradigm to show that topological charge is conserved
in the molecular setting. This paradigm is used to demonstrate topological charge algebra
using sequential laser pulses. The associated Hamiltonian is subsequently replaced with
one that does not rely on prescribed transition dipoles and for which electron excitations
are treated as many-body events with exchange energies and correlation effects included.
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Twisted excitons are no longer just superpositions of two-level excitations on each molecular
arm, but topological charge conservation emerges none-the-less. This Time-Domain Density
Functional Theory (TD-DFT) setting is used to simulate the dynamics of topological charge
transfer between photonic and excitonic manifestations, and simple charge additions and
subtractions are once again demonstrated. In both TB and TD-DFT settings, the underlying
processes are linear in the sense that only first-order electric dipole interactions are necessary.
This is in contrast to the nonlinear optics strategy for converting up/down converting angular
momentum using higher order susceptibilities.
4.3 Tight-Binding Paradigm
First consider a molecular Hamiltonian in the absence of light-matter coupling. The
requisite CN or CNh symmetry is provided by an N-arm molecule in which arm j supports two
energy levels: ground state |ξj,0〉 and excited state |ξj,1〉. The tight-binding (TB) Hamiltonian









(τ ĉ†j ĉi +H.c.) (4.1)
Here ∆ is the excited state energy of each arm, τ is the coupling between nearest arms, and
ĉ†j is the creation operator for arm j. It is straightforward to show [15] that the ground state








with ε = eı2π/N and |ej〉 = |ξj,1〉
∏N
m 6=j |ξm,0〉. The ETC, qe, is an integer ranging from
−1
2
(N + 1) to 1
2
(N − 1). The corresponding energies are






with p = qe for qe ≥ 0 and p = qe + N for qe < 0. A hollow E will be used to distinguish
exciton energy from electric field, E.
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Now introduce semi-classical light-matter coupling via two Hamiltonians: Ĥ1 that governs
light-mediated interactions between the ground state and each molecular eigenstate, while Ĥ2
governs the analogous laser interactions that can cause transitions between eigenstates. The
angular momentum of incident electric fields may be manifested as a circular polarization, a
vector vortex, or linear polarization with a scalar vortex, but we restrict attention to the first
two types. An electric dipole approximation is made, and the discrete rotational symmetry
ensures that a rotation of the molecule about its axis by 2π/N maps one dipole into the
next. Under these conditions, the details of electric field structure and dipole orientations are
irrelevant, and the light-matter interactions are well-captured by the following Hamiltonians,









The mod function returns its argument modulo N and use has been made of the fact that
ε−qp(mod(j)−1) = ε−qp(j−1). The scalars, µ∗0E and µ
∗
hopE, represent the inner product of electric
transition dipole moments with a time-dependent electric field.
The total Hamiltonian, Ĥ(qp) = Ĥ0+ Ĥ1(qp)+ Ĥ2(qp), is then applied to the Schrödinger
equation with solutions assumed to be of the form




An(t) |en〉 . (4.5)
This results in a set of N +1 coupled ODE’s that can be solved numerically for a prescribed
electric field and initial state. The evolving state can then be projected onto each excitonic
eigenstate to determine the population of each topological charge state, qe, as a function of
time:










4.3.1 Conservation of Topological Charge
Within the TB setting, conservation of energy implies conservation of topological charge
in association with light-matter interactions. To see this, suppose that the molecule is
initially in eigenstate |vIe〉, where subscript Ie indicates an initial ETC of I. A beam with
PTC of qp, is incident on the molecule, and the molecule is excited into eigenstate |vFe〉
as a result. Subscripts p and e delineate photonic and excitonic manifestations while F
is the ETC of the final state. A necessary condition for this transition to occur is that







































The following cyclic sum orthogonality property of periodic exponentials is then useful:
∑
j
ε−(m−n)j = Nδm,n. (4.9)
It is applied to both terms in Equation 4.8 to give
HIF = −µ∗hopEε−FeδIe,qp+Fe − µ∗hopEεIeδIe+qp,F . (4.10)
Energy conservation implies that exactly one of the two Kronecker delta functions will
be nonzero. We therefore have the following statements of topological charge conservation:
EIe < EFe → Ie + qp = Fe
EIe > EFe → Ie = Fe + qp. (4.11)
If the initial exciton energy is lower than that of the final state, crystal angular momentum
will be removed by the light. The converse is also true. Since the sign of the PTC can
be either positive or negative, this allows for a number of ways in which photonic angular
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momentum quanta can be used to manipulate the level of excitonic angular momentum. It
also offers a strategy for withdrawing angular momentum from the molecule in a range of
denominations. This is next illustrated in two applications.
4.3.2 Tight-Binding Implementations of Topological Charge Conservation
As a first proof-of-concept, a 7-arm molecule with an ETC of 2e is subjected to windowed,
continuous wave (CW), azimuthally polarized lasers with angular momenta of −1p and the
following scalar waveform:





As usual, Ie and Fe are the initial and final topological charges of the exciton with corre-
sponding energies, EIe and EFe , given by Equation 4.3. All TB simulations used the following
parameters in atomic units: E0 = 2 × 10−4, µ0 = 1,∆ = 1, τ = 0.067 and a radial distance
to the center of each arm of 0.6. Here µ0 ≡ µhop is the strength of the transition dipole.
Proportional changes to these parameters do not affect the results of course. The top plots
of Figure 4.2 show how the eigenstate populations evolve as a function of time, and the
associated charge conservations are listed above each plot.
The bottom plot is a composite of results from both simulations which shows the phase
relationship between two adjacent arms before and after application of the laser pulses. The
horizontal axis was obtained by rigidly translating sections of the plots of amplitude versus
time so that they appear in the same time interval. Then time was mapped into phase
through multiplication with the associated frequencies of light. In this form, the phase
relation between two arms can be easily measured by comparing the amplitude of one arm
(solid) with its neighbor (dashed).
The initial phase progression should be 4π/7, from Equation 4.2, and this is confirmed
in the black and dashed black curves. The addition of PTC results in a 1e ETC and the
measured phase between the red and dashed red curves exhibits the expected progression
of 2π/7. Likewise, the subtraction of PTC leaves the molecule with 3e and the anticipated
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phase progression of 6π/7 between arms, shown in blue and dashed blue.
























































































Figure 4.2: Addition and Subtraction of Topological Charge on a 7-Arm Molecule. Case
1. Laser energy is the difference between the second and first eigenstates and results in a
photon absorption. Case 2. Laser energy is the difference between the second and third
eigenstates and results in a photon emission. In both cases the laser is applied throughout
the entire simulation shown. Bottom panel shows phase progression between neighboring
arms for both cases as detailed in the text. The color legends of the top panels identify the
populations of each ETC state.
A second TB simulation, Figure 4.3, carries out a sequence of charge addition and sub-
traction that starts and ends in the ground state (GS). The same 7-arm molecule is subjected
to three windowed, CW laser pulses. The first laser (t1 ≤ t2) has PTC = 1p and an energy
equal to that of the eigenstate for an ETC = 1e. The second laser (t3 ≤ t4) has the same
PTC but with an energy equal to the difference of excitonic charge states one and two.
The PTC of the third laser is −2p with an energy equal to that of the eigenstate for which
ETC = 2e. The topological charge balances associated with each laser are given in the figure
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to more easily interpret the data plotted. These plots also show how the excitonic energy
evolves as a function of time, becoming asymptotic to the appropriate eigenenergies after














































































Figure 4.3: PTC Doubling. 7-arm molecule initially in ground state is subjected to a se-
quence of 3 lasers. The excitonic state populations evolve in accordance with conservation
of topological charge as noted at the top of the plot. Two 1p photons are absorbed and one
2p photon is emitted. The color legend identifies the populations of each ETC state.
4.4 Charge Transfers with Time-Domain Density Functional Theory
Many of the idealizations associated with the TB paradigm can be removed by reconsid-
ering the light-matter dynamics using Time-Domain Density Functional Theory (TD-DFT).
Unlike standard ground state Density Functional Theory (DFT), TD-DFT captures the non-
equilibrium response of material to an externally applied, time-varying electric field. Such
real-time simulations are made possible through Runge-Gross (RG) reformulation of the
time-dependent Schrödinger equation [98]. A methodology was developed so that TD-DFT
can be used to quantify topological charge transfers as detailed in the Methods section.
TD-DFT calculations are computationally intense and amount to carrying out a standard
DFT calculation for a series of very small time steps. Once again using atomic units, the
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requisite time step for the calculations of this study, in particular, is 0.027 au for simulations
covering approximately 2067 au in total. To reduce the computational cost in this initial
proof-of-concept, a ring of radially aligned H2 molecules was used as an idealized N-arm
system. The ring was given a radius of 3.8 Bohr with the H-H bond lengths taken to be 1.4
Bohr. For each simulation, a computational domain was constructed as the sum of spheres
of radius 5.7 Bohr around each atom. This domain was discretized with a spacing of 0.28
Bohr. The generalized gradient approximation (GGA) parametrized by Perdew, Burke, and
Ernzerhof (PBE)[122] was adopted to account for exchange and correlation, and a Troullier-
Martins pseudopotential was used. Since the wavelength of laser field is much larger than
the dimension of the N-arm system, a point dipole approximation of light-matter interaction
is applied in our TD-DFT simulations.
Because the limitations on the type of external field that can be inputted to OCTOPUS,
an approximation scheme was used to create twisted light. Specifically, it was taken to have
N piecewise homogeneous components. Transition dipoles from the ground state were found
to be maximal on each arm and so the associated field components were constructed to be
arm-centered. In contrast, the transition dipoles between two excited states were maximal
at the midpoints between arms, so the associated external field components were centered
between the arms.
A 5-arm configuration of H2 dimers was considered all of the TD-DFT simulations.
Casida’s perturbative TD-DFT methodology [226] was first performed to obtain excitation
energies. This was necessary in order to design laser pulses with the frequency need to
excite a given excitonic state. The energies, dominant determinants, and the corresponding
topological charges of the first five excited states are given in Table 4.1.
The determinants listed in Table 4.1 are those that dominate each excited state, repre-
senting approximately 90% of the respective wavefunction. Approximating an excited state
with only a single determinant makes it possible to find the population of ETC states,
Equation 4.19, as detailed in the Methods section.
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Table 4.1: Dominant determinant, Ψra, and topological charge, qe, of the first five low-
est excited states as calculated from Casida perturbation within TD-DFT. Here Ψra is the
spin-adapted singlet so that one electron is excited from ath occupied KS orbital to the ith
unoccupied KS orbital. Energies are in Hartrees (Ha).
Excited State 1 2 3 4 5










Percents (%) 97 97 94 94 91
qe ±2 ±1 0
It was found that the more realistic many-body setting is still able to carry out topological
charge algebra. Three cases were considered which each involve a sequence of two laser pulses.




As with the TB analyses, conservation of energy determines whether or not the PTC is
added to or subtracted from the molecular assembly.
First consider a scenario in which a 0.367 Ha laser pulse of −2p is used to create one of the
two lowest-energy twisted excitons, −2e, of Table 4.1. A second laser pulse, with an energy
equal to the difference between that of the first and second excitonic states, 0.0220 Ha, is
subsequently applied as shown in Figure 4.4. This requires that the photon be absorbed
since there is no excitonic state between the ground and first-excited energy levels. The
associated statement of charge conservation is thus −2e + 1p = −1e. In contrast, nothing
happens if the −2e state is subjected to the same laser energy but of the opposite SAM since
this would be violate topological charge conservation. The lower-right panel of Figure 4.4
demonstrates this.
As is clear in the figure, the second laser needs to be much stronger than the first because
the transition dipole between excited states is in the mid-arm region, where the relevant state
densities are small, while the transition dipoles from the ground state are located in the arms
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Figure 4.4: TD-DFT Charge Manipulation: −2e + 1p = −1e. Upper panel shows sequenced
laser pulses of 0.367 Ha and 0.0220 Ha, respectively. The system is initially given a charge
of −2e using a laser of the same charge. Application of second laser with charge 1p transfers
the system to a charge of −1e (lower-left panel). The same laser, but with a charge of −1p,
does not cause the state to evolve (lower-right panel). Envelop parameters are {t0 = 272, τ =
27.2, ω = 0.367, E0 = 0.00300} and {t0 = 1360, τ = 272, ω = 0.0220, E0 = 0.0300} in atomic
units, respectively.
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A second case shows how ETC can be either increased or decreased in response to the
application of pulses with identical PTC. The system is first given a charge of 1e and, in
both cases, a second laser pulse with a PTC of −1p is then applied. In the evolution shown
at lower-right, the energy of the second pulse is equal to the difference between the states
1e and 0e, 0.0158 Ha (Table 4.1). This results in the absorption of a photon because the 0e
state is of higher energy with the charge balance equation of 1e + (−1)p = 0e. On the other
hand, tuning the second pulse to an energy of 0.0257 Ha causes the system to transition to
the 2e state because this is the energy difference between the 1e and 2e states (Table 4.1). In
this case a photon is emitted because the 2e state is of lower energy, and the charge balance
is 1e − (−1)p = 2e.
The oscillation in the population of the 1e state (blue curve) is an artifact associated
with the single-determinant approximation in concert with our piecewise homogeneous con-
struction of the incident beam. This field approximation results in a larger contribution
of the non-primary determinant, and the artificial oscillation in population is an indicator
that there is the relative weighting of these determinants is time dependent. In contrast,
the analogous curve associated with circularly polarized light (Figure 4.8) shows no such
oscillation because the non-primary determinants make almost no contribution.
A third scenario, shown in Figure 4.6, demonstrates how photonic charges of opposite
sign can be emitted from the same initial ETC state. The system is placed its highest
energy state, 0e, after application of an appropriate laser pulse. A second laser with PTC of
−1p stimulates photon emission and changes the system to an ETC of −1e. The associated
statement of charge conservation is 0e − (+1)p = −1e. On the other hand, illuminating the
system with a PTC of −1p also stimulates photon emission but changes the system to an
ETC of +1e. The associated statement of charge conservation is 0e − (−1)p = +1e.
All the cases considered so far have focused on excitonic charge arithmetic. When pur-
posed as a photonic charge converter, though, it is important to be able to transfer the
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Figure 4.5: TD-DFT Charge Manipulation: 1e + (−1)p = 0e (left) and 1e − (−1)p = 2e
(right). Upper panels shows two laser sequences. In both processes, the parameters for first
laser are {t0 = 272, τ = 27.2, ω = 0.390, E0 = 0.00300. The parameters for second lasers are
(left): {t0 = 1090, τ = 136, ω = 0.0158, E0 = 0.0500} and (right): {t0 = 1090, τ = 218, ω =
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Figure 4.6: TD-DFT Photonic Charge Emissions: 0e−(+1)p = −1e (left) and 0e−(−1)p = 1e
(right). Upper panels shows two laser sequences. Lower panels show that the system is
initially given a 0e charge which is subsequently changed to −1e (left) by emission of 1p
or to +1e by emission of −1p. The parameters for first laser are {t0 = 272, τ = 27.2, ω =
0.405, E0 = 0.00300} and those for the second laser are {t0 = 1360, τ = 272, ω = 0.0158, E0 =
0.0300} in atomic units.
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setting, is shown to hold in for TD-DFT as well in Figure 4.7. The system is first given a
−2e charge which is then changed to −1e using a second laser. Taken together, these first
two steps can be viewed as PTC addition: −2p + 1p = −1e. A third laser then stimulates
the emission of photonic charge of −1p leaving the system in its ground state. The overall























































Figure 4.7: Photonic Charge Conversion: −2p+1p = −1p. Upper panels shows two laser se-
quences. Lower panel shows the system is excited into−2e state by the first laser. Subsequent
absorption of a +1p photon then transfers the system into −1e state. This ETC is converted
to PTC with a third laser which brings system back to its ground state after the photon is
emitted. The laser parameters are: (first) {t0 = 272, τ = 27.2, ω = 0.367, E0 = 0.00100};
(second) {t0 = 1090, τ = 272, ω = 0.0257, E0 = 0.0300}; and (third){t0 = 1905, τ =
27.2, ω = 0.390, E0 = 0.00100} in atomic units.
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The excited state excitonic populations are small because very weak and short lasers are
applied in all TD-DFT simulations. This is a pragmatic step taken to avoid the population
of extraneous eigenstates that result from stronger or longer laser pulses. This is purely a
computational issue that results because the vector vortex beams were approximated with
five piecewise-homogeneous components—a computational work-around to the limitations
of the input fields allowed by the OCTOPUS TD-DFT software. The result is unphysical
light-matter interactions in the regions between each arm that can be remedied by dividing
the region into more than five piecewise-homogeneous components. Then stronger and/or
longer laser illumination can be applied to increase the population of twisted excitons.
4.4.1 Spin Beams
As an alternative to applying twisted light, photonic topological charge can be inputted in
the form of spin angular momentum—i.e. using circularly polarized light. Twisted excitons
can also be used to convert photons with spin angular momentum to those with angular
orbital to momentum. This just amounts to a change of basis for describing the molecular
dipoles since circularly polarized light can be mathematically decomposed into a combination
of radial and azimuthal vector vortices[223]:
1√
2
(~ex ± ı~ey) =
1√
2
e−ıφ(~er ± ı~eφ). (4.14)
Here {~ex, ~ey} and {~er, ~eφ} are the basis vectors in Cartesian and polar representations. In
the 5-arm H2 system, only the radial vortex components are absorbed. Subsequent photon
emission would be in the form of a vector vortex, though, so the molecular assembly serves
to convert light from spin to orbital angular momentum (STOC). Since multiple photons
can be absorbed, pulses of circularly polarized light can be used to generate vector vortices
with an arbitrary topological charge.
The STOC concept is demonstrated in Figure 4.8, where a sequence of +1ps and −1ps spin
laser pulses are applied. The photonic subscript ps highlights the spin nature of light while pv
subscripts indicate that the photonic charge is in the form of a vector vortex. The first laser
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pulse causes photon absorption and the following charge conservation relation: GS+1ps = 1e.















































Figure 4.8: Spin-to-Orbital Conversion: +1ps − (−1)ps = +2e. Upper panels shows two
laser sequences. Lower panel shows the system is sequentially provided with two topological
charges resulting in +2e. Subsequent emission would produce a +2pv photon. The laser
parameters are: (first) {t0 = 272, τ = 81.5, ω = 0.390, E0 = 0.00300}; and (second) {t0 =
1360, τ = 109, ω = 0.0257, E0 = 0.00200} in atomic units.
Figure 4.8 shows that the strength of first laser is the same as those used for the vortex
beams of Figure 4.4, Figure 4.5, and Figure 4.6, but the duration is three times longer. This
allows a much larger population of proper excited states without involvement of extraneous
eigenstates. As compared with Figure 4.5, we now have a very smooth population of the 1e
state (blue curve). This confirms that the origin of the oscillations in our former TD-DFT
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simulations is actually the approximation of vector vortex with five piecewise-homogeneous
components.
4.5 Conclusions
Beams of light can transfer their angular momentum quanta to the quasi-angular mo-
mentum associated with the electronic structure of molecules with CN or CNh point group
symmetry. Strictly speaking, this is a transformation of real angular momentum into a molec-
ular analog to the crystal angular momentum of solid-state physics. Topological charge is
then a convenient bookkeeping scheme since it is conserved in such light-matter interactions.
In concert with conservation of energy, it is possible to design processes in which sequential
laser pulses are used to increase or decrease the excitonic topological charge. Subsequent
emission results in photons with a different orbital angular momentum than the input beams.
These molecules can be used to convert either spin polarized or vortex beams into vector
vortex beams with a range of angular momentum values. Unlike existing approaches, this
molecular strategy offers a means of manipulating the angular momentum of light which
does not rely on the nonlinear optical properties of a mediating crystal.
Topological charge conservation can be elucidated using simple Tight-Binding Hamil-
tonians, a setting in which it is straightforward to demonstrate charge algebra. However,
Time-Domain DFT gives consistent results within a many-electron setting with the effects
of electron correlation and exchange accounted for.
The level of Tight-Binding analysis employed does not require any details of the molecular
structure beyond point group, and the Time-Domain DFT analyses adopted, as a compu-
tational expedient, molecular arms composed of hydrogen dimers. There exist a panoply
of molecules which exhibit CN or CNh symmetry, though, and several examples are shown
in Figure 4.9. These may radiate outward as chiral spoke, such as triphenylphosphene or
hexaphenylbenzene, be in a planar, non-spoke arrangement such as cyclohexane, or even
be in a three-dimensional band such as cycloparaphenylene [227–230]. Another intriguing










Figure 4.9: Molecules with CN or CNh Symmetry.
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In the present work, stimulated emission causes photons to be generated that have the
polarization of the stimulating beam. However, it is clear that charge conversions may also
culminate in spontaneous emission. The resulting photons will then exhibit a vector vortex
in the far field with radial and azimuthal components that depend upon the orientation of
the electric dipoles of each arm.
4.6 Methods
Real-time simulations are made possible through the Runge-Gross (RG) reformulation








∆2 + νext(~r, t) + νHartree[ρ](~r, t) + νxc[ρ](~r, t)
]
ψi(~r, t). (4.15)
Here the spin-reduced electronic density, ρ(~r, t), is expressed in terms of the time-dependent






These orbitals, in turn, can be represented in the basis of their counterparts at time zero,
ψi, so that the time-propagated multi-electron wavefunction is constructed from a linear
combination of determinants built from these initial orbitals[97]:







cia(t) |Ψia〉 . (4.17)
Ket |Ψgs〉 = |ψ1ψ2ψ3ψ4ψ5〉 is the ground state and |Ψia〉 = |ψ1 · · ·ψi · · ·ψ5〉 is a determinant
with the ath occupied Kohn-Sham (KS) orbital replaced by the ith unoccupied orbital. The
first summation is over all occupied KS orbitals, five occupied KS orbitals in the case of
5-arm H2 system, and the second summation is over all unoccupied KS orbitals. In our case,
because the frequency of laser is chosen to only access the first five lowest excited states, the
only unoccupied KS orbital is the sixth as shown in Table 4.1.
If it was possible to express Equation 4.17 in form of Equation 4.2, the associated excitonic
charge could be determined directly. Such a simple expansion of |Ψ(t)〉 in basis of |ej〉 does
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not exist, though, since it is a many-body wavefunction. This is remedied, albeit in an
approximate way, by working only with the dominant determinant for which only lowest
unoccupied molecular orbital (LUMO) is involved in Equation 4.17. This makes it possible
to combine the determinants corresponding to each ETC subspace {±m} withm = 0, 1, 2 · · · ,
as in Equation 4.18, allowing the ETC of |Ψ(t)〉 to be obtained via KS orbitals using the
method detailed below.
In all simulations, twisted excitons are a constructed as a linear combination of corre-
sponding pairs of degenerate excited states, consistent with the TB model. Focusing on the
5-arm system, if a laser with PTC = 0p is applied, then the resulting excited state can be
approximated with a determinant involving only Ψ61. Likewise, the application of PTC = ±1
results in excited states that can be approximated with determinants involving only Ψ62 and
Ψ63, and PTC = ±2 yields states that are well-approximated with only Ψ64 and Ψ65. The
time-propagated wavefunction for each ETC subspaces {0}, {±1} and {±2} can therefore
be expressed, respectively, as:
c61(t) |Ψ61〉 = |c61(t)ψ6, ψ2ψ3ψ4ψ5〉 (4.18)
c62(t) |Ψ62〉+ c63(t) |Ψ63〉 = |ψ1, c63(t)ψ2 − c62(t)ψ3, ψ6ψ4ψ5〉
c64(t) |Ψ64〉+ c65(t) |Ψ65〉 = |ψ1ψ2ψ3, c65(t)ψ4 − c64(t)ψ5, ψ6〉 .
The only difference among these three equations is that the ground state determinant
is modified as follows: ψ1 replaced by c
6
1(t)ψ6; ψ2 and ψ3 are replaced by c
6
3(t)ψ2 − c62(t)ψ3;
and ψ6, ψ4 and ψ5 are replaced by c
6
5(t)ψ4 − c64(t)ψ5 and ψ6. The ground state determinant
|ψ1ψ2ψ3ψ4ψ5〉 is the 0e state of course. These replacement orbitals must therefore be respon-
sible for the ETC of excited states. Figure 4.10 gives the isosurface and decomposition in the
basis of ej with j ∈ {1, · · · , 5} of all the relevant KS orbitals. As shown in 4.18, the LUMO
is symmetrically distributed across all five arms. Therefore ψ6 will not introduce a phase
difference among arms in the right side of Equation 4.18. This implies that c63(t)ψ2− c62(t)ψ3
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Figure 4.10: Decomposition of KS Orbitals of 5-Arm H2 System. The five occupied KS
orbitals have been expressed in the basis of arm wavefunctions, |ej〉, with their coefficients
labeled on the corresponding arms. The red (blue) isosurfaces indicate positive (negative)
values of the wavefunctions. The LUMO is given in order to show that it is symmetric.
HOMO = highest occupied molecular orbital.
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respectively. The population of each twisted exciton state is therefore given by:
P0e = 2|c61(t)|2
P−1e = 2| 〈v−1|c63(t)ψ2 − c62(t)ψ3〉 |2
P1e = 2| 〈v1|c63(t)ψ2 − c62(t)ψ3〉 |2
P−2e = 2| 〈v−2|c65(t)ψ4 − c64(t)ψ5〉 |2
P2e = 2| 〈v2|c65(t)ψ4 − c64(t)ψ5〉 |2. (4.19)
Here |vqe〉 is the eigenstate associated with an ETC of qe, from Equation 4.2, and the factor
of two in each expression accounts for the fact that the electron spin can be either up or
down.
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CHAPTER 5
TOPOLOGICAL CHARGE TRANSPORT WITH TWISTED EXCITONS
Adapted from a manuscript still in preparation
Xiaoning Zang11,12, and Mark T. Lusk11,13
5.1 Abstract
A chain of appropriately designed molecules can absorb light with angular momentum.
Extended excitonic states are thus created that have both a well-defined quasi-angular mo-
mentum and a longitudinal wave number. Like its photonic counterpart, this form of angular
momentum can be described in terms of topological charge, a conserved quantity. In a man-
ner analogous to that previously explored for a single molecule, the topological charge of
these molecular chains can be changed using a laser field. Linear combinations of their ex-
tended excitonic states with the same topological charge, but a range of longitudinal waves
numbers, can be used to construct twisted exciton wave packets. These wave packets transfer
angular momentum down the chain of molecules leading to subsequent emission of a twisted
photon at the far end. Such packets can be created and annihilated using laser pulses, and
the topological charge of twisted exciton packets can be modified during transit via lasers.
This opens the possibility of creating excitonic circuits in which information, encoded in the
topological charge of light, is converted into an excitonic wave packet that can be manipu-
lated, transported, and then re-emitted. A tight-binding setting is used to demonstrate the
key ideas. The approach is then extended to a time-dependent density functional theory
setting to quantify the evolution of twisted exciton wave packets in a many-body, multi-level
setting.





The conversion of light into excitons allows information and energy to be readily ma-
nipulated, transported, and re-emitted as photons[231, 232]. This adds to a number of
other building blocks to create excitonic circuits for the transfer of energy and information.
These include devices for storage [44, 45], manipulation using electrostatic fields[46, 47], gat-
ing architectures[14], excitonic transistors[48–50], latticed-based exciton conveyors[51], and
environmentally-assisted directed-transfer devices[10, 52].
In a temporally parallel but unrelated front of research, twisted light [17] has received a
great deal of attention because its orbital angular momentum (OAM) can serve as an extra
degree of freedom for carrying information. Current applications along these lines include
classical data transfer [19–22], quantum key distribution[23–25], quantum entanglement[26–
32], and quantum cloning[33]. Often referred to as photonic topological charge (PTC) car-
riers [15], beams of twisted light with over 10,000 such angular momentum quanta have
now been experimentally realized[18]. They can be generated by a variety of means, such
as spatial light modulators[233, 234], spiral phase plates[235], q-plates[204, 208, 236, 237],
homogeneous uniaxial birefringent crystals[205–207, 238, 239], molecular assemblies [15, 240]
and metasurfaces[209, 210, 241].
Intriguingly, it may be possible to combine the advantages of converting light to excitons
with the ability of light to hold information in the form of a topological charge as shown
in Figure 5.1. Photons with angular momentum can be converted into twisted excitons in
a process that conserves topological charge [232]. Multiple absorption events can be used
to create a wide range of excitonic topological charges (ETC), and subsequent emission
produces photons that exhibit this same range. This basic concept was explored for only
stand-alone molecules, though, leaving open the question of whether or not traveling excitonic
wave packets can be generated on a chain of such molecules. If so, such packets could be
manipulated in the same way as their generic counterparts with the additional prospect of
changing the topological charge as well [231].
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This issue is explored in the present work. A combination of theory and computational
simulation is used to show that it is indeed possible to construct pulses of twisted light that
generate the desired twisted exciton packets. In fact, the speed and footprint of these packets
can be tailored. It is also shown that the ETC (quasi-angular momentum) of packets so
created can be subsequently changed using a second light pulse. A tight-binding (TB) setting
is used to demonstrate how this works, and this is subsequently generalized to the more
realistic many-body, multi-energy-level setting offered by Time-Domain Density Functional
Theory (TD-DFT).
Figure 5.1: A Twisted Exciton Wave Packet. The illustration shows a Gaussian excitonic
wave packet traveling down a chain of molecules with C7 or C7h symmetry. Colors repre-
sent the evolving phase of the quantum amplitudes, here depicted as a continuum although
discrete in practice.
5.3 Tight-Binding Paradigm
The key features of twisted exciton wave packets can be captured in a simple tight-binding
formalism. A chain of L identical molecules, each with N arms, are evenly spaced along either
a finite line or on a ring. The molecules are assumed to have CN or CNh symmetry, and each
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arm can support a ground state and one excited state. A semi-classical setting is adopted in
which external electric fields are taken to be classical and internal Coulombic interactions are
expressed in terms of hopping coefficients. The enforcement of periodic boundary conditions
make the setting particularly simple and facilitates an examination of the spatially extended
eigenstates. This is later exchanged for a chain of finite length to investigate laser-induced





















mj ĉnj +H.c.) (5.1)
Here ∆ is the excited state energy of each arm, τarm is the coupling between nearest arms of
a given molecule, τchain is the coupling between the neighboring arms on adjacent molecules,
and ĉ†nj is the creation operator for arm j on molecule n.
5.3.1 Eigenstates and Change of Topological Charge
In an extension of work associated with single molecules [15], it is straightforward to
show that the ground state is |0〉 =∏Ln=1
∏N















with εN = e
ı2π/N , εL = e




i 6=j |ξmi,0〉. The ETC, qe, is
an integer ranging from −1
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(N + 1) to 1
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(N − 1). The wave number, k, is the analogous





(L− 1). The corresponding energies are











A hollow E will be used to distinguish exciton energy from electric field, E.
In all tight-binding calculations, a chain of 51 molecules is considered for each molecule
has 7 arms. The specific parameter choices, resulting exciton energies, and an example eigen-
state are shown in Figure 5.2. Because of the coupling between molecules, the extended elec-
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tronic structure is more complicated than simply a repeated version single-molecule states.
Likewise, the energy manifold spreads into a set of bands for each topological charge.
5.3.2 Light-Matter Interactions and Topological Charge Algebra
Now introduce semi-classical light-matter coupling via two Hamiltonians: Ĥ1 that governs
light-mediated interactions between the ground state and each molecular eigenstate, while Ĥ2
governs the analogous laser interactions that can cause transitions between eigenstates. The
angular momentum of incident electric fields may be manifested as a circular polarization, a
vector vortex, or linear polarization with a scalar vortex, but we restrict attention to the first
two types. An electric dipole approximation is made, and the discrete rotational symmetry
ensures that a rotation of the molecule about its axis by 2π/N maps one dipole into the next.
It is assumed that the wavelength of the laser is much larger than the length of the system
so that its spatial dependence can be dropped. Under these conditions, the details of electric
field structure and dipole orientations are irrelevant, and the light-matter interactions are
well-captured by the following Hamiltonians, which are functions of the topological charge
of the incident light, qp and the phase factor, kp that represents that phase shift between
neighboring molecules:





































mod(n,L)+1,j ĉnj +H.c. (5.5)
The mod(·, N) function returns its argument modulo N and use has been made of the fact




chainE represent the inner
product of electric transition dipole moments with a time-dependent electric field.
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 = 0N = 7
L = 51
Figure 5.2: Exciton Energies and Example Eigenstate. Upper panel shows exciton energies
for 51-site chain of 7-arm molecules. Here τarm = 0.75∆ and τsite = 0.1∆. Colors represent
the phase of the quantum amplitudes.
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The total Hamiltonian, Ĥ(qp, kp) = Ĥ0 + Ĥ1(qp, kp) + Ĥ2(qp, kp), is then applied to the
Schrödinger equation with solutions assumed to be of the form







Anj(t) |enj〉 . (5.6)
This results in a set of (N × L) + 1 coupled ODE’s that can be solved numerically for a
prescribed electric field and initial state. The evolving state can then be projected onto each
excitonic eigenstate to determine the population of each eigenstate as a function of time:













We have previously shown, in a single-molecule setting, that topological is conserved in
light-matter interactions [232]. Although the current setting is more complex, the conser-
vation proof goes through exactly as before. Three examples are now given to show how
topological charge can be modified.
5.3.2.1 Transfer of Topological Charge to Chain
A laser can be used to change the excitonic topological charge of the molecular chain.
In the simplest case, the chain can be raised from its ground state to have a charge 2e by
illuminating all molecules with a photonic vortex with charge 2p. This is illustrated in the
top panel of Figure 5.3.
Photonic charges can also be combined, as shown in the bottom panel of the same figure.
A continuous wave (CW) laser of frequency, ω = E2e,k0−E1e,k0 is applied between t = 100∆/~
and t = 8000∆/~. In both examples, the wave number is a conserved quantity, but the idea
is not to use lasers to change the wave number in any case.
5.3.2.2 Changing the Topological Charge of a Traveling Wave Packet
As a step towards considering wavepackets on a finite chain, their evolution is first an-
alyzed on the periodic ring. This provides the input data required to design laser pulses to
generate such packets on the finite chain, and it is also an ideal setting to show how the
93


























































Time (units of ∆/h)-
Figure 5.3: Change of Topological Charge of Chain. Upper panel shows the charge transfer
reaction: GS + 2p = 2e. Bottom panel show the charge addition dynamics associated with
2e + (−1p) = 1e.
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angular momentum of the packet can be changed while it travels. Gaussian wave packets

















nj |vac〉 . (5.8)
Here σ controls the axial length of the packet, j0 denotes the position of the packet center,
and the length unit is the lattice spacing, a. As shown, in the top panel of Figure Figure 5.4,
this Gaussian packet subsequently moves to the right with a group velocity of v(k0) =
−2τchainsin(k0).
The entire system is subsequently illuminated with a windowed CW laser of with a PTC
of −1p. The vertical dashed lines in Figure 5.4 indicated the on and off times. As a result, the
longitudinal wavenumbers comprising the packet are unchanged but the topological charges
of each transition from ETC = 2 to ETC = 1. Topological charge is conserved, as usual,
but now for a traveling wavepacket.
5.3.3 Laser-Induced Wave Packet Carrying Angular Momentum
In a previous work [231], we showed how to construct laser pulses so as to generate
excitonic wave packets with tunable footprints and speeds. The idea can be extended to
twisted exciton packets as well as detailed in the appendix. This allows beams of light
to transfer their topological charge to traveling excitonic packets. This methodology was
applied to a finite chain of 50 molecules, each with 3 arms. The laser pulse with a photonic
charge of 1p is incident on the chain, initially in its ground state.
The evolving wave packet is shown in Figure 5.5. The exciton populations on each arm of
a molecule have been summed to produce these results, and it is clear that the twisted laser
pulse has successfully generated an exciton wave packet that moves at the desired speed.
The topological charge of this packet can also be estimated as follows. At a given time and
for a particular molecule, the phases of each arm can be used as input to determine the
best fit to a rigid rotation of the associated eigenstate, v(1e). This can be carried out for all
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Figure 5.4: Change of Topological Charge of Chain. Upper panel shows initial wave packet 51-
site chain of 7-arm molecules with central wave number of k = 13. A CW laser (−1p) is used
to change the topological charge of the packet as it moves along the ring of molecules. The
red curves are each associated with a particular longitudinal wave number, k, and collectively
comprise the components of the packet with ETC = 2 (red) and those associated with a
ETC = 1 (blue). Parameters: τarm = 0.75∆ and τsite = 0.1∆. The units of all k-values
are 2π/(La) where a is the longitudinal spacing between molecules and L is the number of
molecules.
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molecules and all times to produce a map showing how the phase evolves as a function of
time. Two implementations, for differing value of the arm mobility, τarm of this are shown
in Figure 5.6.
In each case, the period for a phase cycle can be calculated at a fixed site:
Tcycle = 2π/Eqe,k (5.9)
where Eqe,k is the eigenvalue given by Equation 5.3. Here qe = 1 and k = 13 implying that
Tcycle = 25.1∆/~ for τ = 0.75∆. For comparison, Tcycle = 6.28∆/~ for τ = 0.
In addition, the slope of the lines of constant phase can be predicted analytically and





where λ = 2π/k is the wavelength of the central frequency of the wave packet. This velocity
is plotted (solid black) for both panels of Figure 5.6. This, combined with the good match in
the phase cycles, Tcycle, makes it clear that the laser pulse has generated wave packets that
exhibit and preserve the intended topological charge.
5.4 Twisted Exciton Transfer with Time-Domain Density Functional Theory
The more sophisticated Real-Time Time-Domain Density Functional Theory (RT-TD-
DFT) [98] allows the full consideration of inter- and intra-site electron interactions and
eliminates the single level approximation of each site within the TB model. And comparing
with the ground state Density Functional Theory (DFT), RT-TD-DFT captures the electron
dynamics due to the time-varying external potential. So accurate and reliable laser-induced
exciton generation and transfer are available from RT-TD-DFT simulations, which are car-
ried out using the computational package OCTOPUS [121].
The simulation box is constructed by adding spheres created around each atom with
radius 5.67Bohr. Spacing is set to be 0.284Bohr. The generalized gradient approximation
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Figure 5.5: Evolution of Traveling Exciton Wave Packet. Time slices for total exciton
population of each molecule on 50-site chain. Blue curve shows original packet on periodic
ring of sites, while overlaid red curve is that generated by a twisted laser pulse at left end of
a finite chain. The result is a purple shade where the two curves overlap. τ = 0.75∆.
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Figure 5.6: Phase Maps for Traveling Exciton Wave Packet. Top panel: τ = 0. Bottom
panel: τ = 0.75∆. The thick black lines are from the theoretical predictions of Equations
5.9 and 5.10.
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potential and Troullier Martins pseudopotential in SIESTA format are used. The simulation
time step is set to be 0.027 au. The systems used in this study are 2-site and 20-site cofacial
3-arm H2 molecular system with 10.2Bohr separation between neighbor sites. As shown in
Figure Figure 5.7, a single site has radius of R. Each H2 has a bond length of 1.40Bohr.
The purpose of this research is to demonstrate the idea of twisted exciton transfer car-
rying information of topological charge absorbed from photons. So the electron-phonon
entanglement is not the consideration here and all the following simulations are carried out
with nuclei frozen. A 20-site 3-arm H2 system as shown in Figure Figure 5.7 is used to
show the transfer of twisted exciton. Since the wave length of the laser field is much larger
than the dimension of the system, the following light-matter interaction is assumed in our
RT-TD-DFT simulations,
Hlaser = −e~r · ~EF (t)eiωt, (5.11)
in which e is the elementary charge, ~E is the circularly polarized laser field and F (t) is the
Gaussian envelope, e−(t−t0)
2/2τ2 . Circularly polarized light can be mathematically decom-
posed into a combination of radial and azimuthal vector vortices[223]:
~E = E0(~ex ± ı~ey) = E0e−ıφ(~er ± ı~eφ) (5.12)
where {~ex, ~ey} and {~er, ~eφ} are the basis vectors in Cartesian and polar representations. Since
there is only a radial transition dipole polarization of each H2 arm, only the radial vector
vortex component E0e
−ıφ~er can be absorbed. Therefore, the circularly polarized laser with
spin ±~ is equivalent to the radial vector vortex with orbital angular momentum ±~. As
shown in Figure Figure 5.7, an exciton is generated by a laser with spin 1 applied on first site
and subsequently transferred along the chain. The electron and hole density are considered
as the attachment and detachment density [156].
Because of the complexity of the system, 60 H2 molecules, it is computationally inhibited
to track the phase of each arm as a function of time. However, within a 2-site 3-arm H2
molecular system, the thorough analysis of topological charge transfer is available. The
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Figure 5.7: Visualization of Twisted Exciton Transfer on 20-site 3-arm H2 System. (a)
The first site of a 20-site 3-arm chain got excited by a spin laser with propagation direc-
tion along the chain. (b) Isosurface visualization of electron (green) and hole (red) density
(0.005/Bohr3). Envelop parameters are {t0 = 408, τ = 81.6, ω = 0.390, E0 = 0.002} in
atomic units.
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2-site 3-arm H2 molecular system with R = 3.78Bohr and R = 1.89Bohr are considered.
Figure Figure 5.8 is the R = 3.78Bohr case, in which the steep increase of the blue curve
of panels (a) and (b) at the initial time indicates the process of photoexcitation. More
specifically, a twisted exciton with ETC = 1 is generated on the first site where a circularly
polarized light with PTC = 1 is applied. The green curve indicates the population of twisted
exciton with ETC = 1 on the other site. And the purple curves are the population of twisted
exciton with ETC = −1 on both sites, of which the zero value confirms that the topological
charge is conserved during excitation and transfer. Details of the methodology for getting
population of twisted exciton on each site can be found in the following Methods section.
Figure Figure 5.8 (a) shows a clear Rabi oscillation between two sites, but its population
is small. In order to get a large population, the natural thought is to use a stronger laser.
However, as shown in panel (b) of Figure Figure 5.8, no obvious Rabi oscillation can be
observed. To understand what is going on, the energy manifold of this 2-site 3-arm H2
molecular system and the population of each eigenstate are given in Figure Figure 5.8 (c)
and (d). The blue dots are the eigenstates calculated from liner-response TD-DFT with same
parameters as RT-TD-DFT simulations imposed. These eigenstates can be divided into four
degenerate groups according to their eigenvalues. Each group corresponds to a different ETC
space, which is denoted in the figure. The red squares are the normalized and time-averaged
populations of eigenstates. What we find is that, because the two qe = ±1 groups have a
very small energy gap and when a stronger laser pulse is applied, the eigenstates in both
groups will be involved to construct the twisted exciton with ETC = 1 which destroys the
Rabi oscillation.
So we can expect that systems with large energy gap among groups are able to generate
clear twisted exciton Rabi oscillation with large populations. For the purpose of verification
of the idea, the 2-site 3-arm H2 molecular system with R = 1 is investigated as shown in
Figure Figure 5.9. Panel (c) and (d) of Figure Figure 5.9 shows a much larger energy gap













Figure 5.8: Twisted Exciton Transfer in a 2-site, 3-arm H2 System with R = 3.78Bohr. (a)
and (b): a spin 1 laser pulse is applied on one site and a twisted exciton with ETC = 1 is
generated on that site (blue dots). The population of ETC = 1 on second site is denoted
by green triangles. And the population of ETC = −1 on both sites is in purple. (c) and
(d) are the corresponding energy manifold and populations of eigenstates of (a) and (b)
respectively. Envelop parameters are {t0 = 408, τ = 81.6, ω = 0.390, E0 = 0.002} and
{t0 = 408, τ = 81.6, ω = 0.390, E0 = 0.010} in atomic units, respectively.
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shown in Figure Figure 5.9 (b). Only the populations of the group with lowest energy are













Figure 5.9: Twisted Exciton Transfer in a 2-site, 3-arm H2 System with R = 1.89Bohr. (a)
and (b): a spin 1 laser pulse is applied on one site and a twisted exciton with ETC = 1 is
generated on that site (blue dots). The population of ETC = 1 on second site is denoted
by green triangles. And the population of ETC = −1 on both sites is in purple. (c) and
(d) are the corresponding energy manifold and populations of eigenstates of (a) and (b)
respectively. Envelop parameters are {t0 = 408, τ = 54.4, ω = 0.375, E0 = 0.005} and
{t0 = 408, τ = 54.4, ω = 0.375, E0 = 0.010} in atomic units, respectively.
5.5 Conclusions
Molecules without axial symmetry with respect to the propagation direction, such as
linear geometries oriented along a radial line, can absorb plane wave light that is of the correct
energy. One-dimensional arrangements of such molecules (chains) can then be induced to
carry excitonic wave packets generated by pulses of plane waves[231]. The central wave
number of the light determines the rate at which such packets will move down the chain.
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If light is given additional structure in the form of an optical vortex, the point group of
the molecule determines whether the light can be absorbed. From the perspective of angular
momentum, this implies that the topological charge of the light must match that of the
excitonic state created by absorption. The twisted excitons of chains of such molecules are
delocalized along the chain. For a fixed excitonic topological charge, though, there exist
as many eigenstates as there are molecules. This implies that wave packets with a well-
defined angular momentum can be constructed from a linear combination of these modes.
An algorithm has been derived that shows how to used optical vortex pulses to create such
twisted exciton wave packets. The methodology also shows how to use stimulated emission
to transform the packet back into optical form.
These packets move with a speed determined by a dispersion relation—i.e. the group
velocity associated with the molecular system. In principle, this speed can be freely adjusted
with the central frequency of the optical pulse. This seems plausible because the angular
momentum and frequency of the light are independent degrees of freedom. However, the two
are constrained in excitonic form. Specifically, molecular excitons of a given energy have a
unique magnitude of topological charge, and the angular momentum of light must account
for this relationship in order to be absorbed. Since this also links photon wave number to
exciton angular momentum, it implies that wave packets with distinct topological charges
will travel at different speeds. The sign of the optical topological charge is transferred directly
to the chain of course.
Direct simulations have been used to demonstrate how twisted exciton wave packets can
be created. Significantly, their topological charge can also be changed while they propagate
using a second laser. The molecular system thus serves as both a conduit and a controlled
environment in which to manipulate photonic information and energy.
A simple Tight-Binding setting was used to elucidate the basic ideas of twisted exciton
dynamics on a chain. More sophisticated Time-Domain Density Functional Theory, without
many of the idealizations inherent in the simpler paradigm, was then used to elicit essentially
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the same results. The multi-electron nature of TD-DFT wave function makes the extraction
of topological charge information extremely difficult. The direct examination of topological
charge from the time-propagated wave function of N-site 3-arm H2 molecular systems with
N larger than 3 is computationally inhibited. But the thorough examination of 2-site 3-arm
H2 molecular system is not a problem at all.
The TD-DFT simulations clearly show a twisted exciton wave packet being transported
down the 20-site 3-arm H2 molecular system. The analysis of the topological charge infor-
mation in a 2-site 3-arm H2 molecular system clearly shows the conservation of topological
charge during photon absorption and exciton transfer. Further more, the results indicate
that the systems with larger energy gap between eigenstate groups are required to generate
efficient twisted exciton transfer. This opens the door for the prospect of using twisted ex-
citon packets to absorb, carry, manipulate and re-emit information and energy from and to
photons.
5.6 Methods
The time evolving, many-body Schrödinger equation is cast into an approximate, com-

















Here νext is the external potential which, in our case, includes the potential from nuclei
and an extra laser field potential, νHartree is the Hartree potential which depends on electron
density, and νxc is the exchange-correlation potential which also has a dependence on electron
density. Equation 5.14 is the spin-reduced electron density and 2N is the electron number.
The time-propagated KS orbitals are {ψi(t)} with i = 1, · · · , N , and these can each
be expanded in the basis of the ground state KS orbitals {φi = ψi(t = 0)}. Then the
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time-propagated multi-electron wave function can be expanded as[97]





Cij···l |φiφj · · ·φl〉 , (5.15)
with the multi-electron coefficients Cij···l = c1i(t)c2j(t) · · · cNl(t), where cmn(t) = 〈φn|ψm(t)〉.
The coefficients of each determinant Ψia are straightforward to obtain:
cia(t) = 〈Ψia|Ψ(t)〉 . (5.16)
Here Ψia = |φ1 · · ·φi · · ·φN〉 means one electron is excited from the ath occupied KS orbital
to the ith unoccupied KS orbital.
5.6.1 Population of twisted exciton state of single site
As an example of the application of this methodology, consider the absorption of a laser
pulse with spin ±1 by a 3-arm H2 molecular system. The right side of Equation 5.15 will be
an excited state with ETC = ±1. This is a linear combination of |Ψ43〉 and |Ψ42〉,
c42(t) |Ψ42〉+ c43(t) |Ψ43〉 = |φ1, c43(t)φ2 − c42(t)φ3, φ4〉 . (5.17)
The ground state is symmetric on all arms and therefore its ETC is 0. The difference between
the right side of Equation 5.17 and the ground state determinant is that KS orbitals φ2 and
φ3 are replaced by c
4
3(t)φ2 − c42(t)φ3 and φ4. The implication is that it is this replacement
that is the origin of the observed time variation in the quantum amplitude phase of each arm
and, therefore, the computational realization of a non-zero ETC. However the KS orbital φ4
is symmetric on all arms, which means it actually only c43(t)φ2 − c42(t)φ3 that is responsible
for the ETC. We can therefore expand c43(t)φ2 − c42(t)φ3 in the basis of {|ej〉} and take the
following projection to get population of ETC = ±1 states:
PETC=1 = 2| 〈v1|c43(t)φ2 − c42(t)φ3〉 |2
PETC=−1 = 2| 〈v−1|c43(t)φ2 − c42(t)φ3〉 |2 (5.18)
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in which |v±1〉 is the excited state with ETC = ±1 from Equation 5.2 and the factor 2
accounts for the fact that spin can be either up or down.
5.6.2 Twisted exciton transfer between two sites
Consider the absorption of a laser pulse with spin 1 by first site of 2-site 3-arm H2
molecular system with R = 3.78Bohr. The right side of Equation 5.15 will be an excited































Equation 5.19 can be simplified to show clear exciton transport between two sites. As shown



























(−φ17 + φ27), (5.20)
where the superscripts 1 and 2 denote the orbitals on first and second site respectively.
Substituting Equation 5.20 into Equation 5.19 and applying the fact that c73 = −c85,
c74 = −c86, c75 = −c83 and c76 = −c84, the time propagated multi-electron wave function can be
simplified as
Ψ(t) = |φ17ψ1(t)φ23φ24〉+ |φ13φ14φ27ψ2(t)〉 (5.21)
ψ1(t) = (c73 − c83)φ14 − (c74 − c84)φ13, ψ2(t) = (c73 + c83)φ24 − (c74 + c84)φ23.
Equation 5.21 has a clear physical meaning with its first and second term as exciton state
on site 1 and 2 respectively. To understand this better, we need to simplify ground state in
the same way,
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Figure 5.10: KS Orbitals Visualization of 2-site, 3-arm H2 System. Positive and negative
values are denoted by red and green respectively.
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Site 1 Site 2 Site 1 Site 2







































Figure 5.11: Energy Alignment of Ground and Excited States. Upper panel shows energy
alignment of ground state, Equation 5.22, with the left diagram for |φ1φ2φ3φ4φ5φ6〉 and right
diagram for |φ13φ14φ23φ24〉. Lower panel shows energy alignment of excited state, Equation 5.21,
with left diagram for |φ17ψ1(t)φ23φ24〉 and right diagram for |φ13φ14φ27ψ2(t)〉.
In the final expression of Equation 5.21 and 5.22 the KS orbitals φ1 and φ2 are not shown
since they are not involved in the excitation. The physical meaning of Equation 5.22 is
clearly demonstrated in Figure Figure 5.11, in which 4 electrons seating in 4 KS orbitals
of the whole system can also be viewed as 4 electrons seating in 2 orbitals of site 1 and 2
orbitals of site 2. As we know, the ground state must have zero topological charge, ETC = 0.
Comparing Equation 5.22 with the first term of Equation 5.21, we found the only difference
is φ13 and φ
1
4 are replaced by φ
1
7 and ψ
1(t). The orbital φ17 has no phase difference among three
arms and therefore zero topological charge contribution. So that ψ1(t) must be responsible
for any nonzero topological charge on site 1. And for the same reasoning, ψ2(t) must be
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responsible for any nonzero topological charge on site 2. Equation 5.18 can be used to find
populations of ETC states of each site.
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5.8 Appendix
First consider a periodic ring system of L identical molecules, each with N identical
arms. Each arm is assumed to support a ground state and one excited state so that any
dynamical process can be represented as a linear combination of such states with time-
varying coefficients. The Schrödinger equation can be then expressed as a set of N × L
coupled ordinary differential equations for the quantum amplitudes of each arm on each
molecule, un,j:
i~u̇n,j = ∆un,j + τarmun,j+1 + τarmun,j−1 + τchainun+1,j + τchainun−1,j. (5.23)
Here the subscript n and j denotes the molecule number and the arm number respectively.
An analogous set of equations for a finite (non-periodic) chain of L identical molecules
with N arms for each can also be constructed. As justified previously[231], assume that only
the first molecule can be excited via interaction of its transition dipole ~µ0 with an external
circularly polarized or vector vortex field. The arm amplitudes, qn,j(t), then evolve according
to the following equations:
i~q̇0,j = −µ0Eεqe(j−1)q1,j
i~q̇1,j = −µ0(Eεqe(j−1))∗q0,j +∆q1,j + τarmq1,j−1 + τarmq1,j+1 + τchainq2,j
i~q̇n,j = ∆qn,j + τarmqn,j+1 + τarmqn,j−1 + τchainqn+1,j + τchainqn−1,j, 1 < j < N, 1 < n < L
i~q̇L,j = ∆qL,j + τarmqL,j+1 + τarmqL,j−1 + τchainqL−1,j. (5.24)
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The phase factor is ε = eı2π/N , and the ground state occupation is given by
q0,j = 〈ξ1,j,0|Ψ(t)〉 . (5.25)
A comparison of Eqs. 5.23 and 5.24 suggests that the exciton dynamics of the ring system
can be elicited on the finite chain provided functions q0,j(t) and E(t) are chosen so as to
satisfy the following conditions:
i~q̇0,j = −µ0Eεqe(j−1)u1,j
−µ0(Eεqe(j−1))∗q0,j = τchainuL,j. (5.26)







Summation of Eq. 5.27 and its complex generates
~ρ̇0,j = −2τchainIm(uL,ju∗1,j), (5.28)
with ρ0,j(t) = q0,jq
∗










The ground state amplitude can be written as
q0,j(t) = Aj(t)e
iϕj(t). (5.30)
Substitute Eq. 5.30 into first expression of Eq. 5.26 and multiply by Ȧj(t) to obtain
i~(AjȦj + iA
2
j ϕ̇j) = τchainu
∗
L,ju1,j. (5.31)
This can be simplified by noting that AjȦj =
1
2















The ground state amplitude, Eq. 5.30, is completely determined. This is only an intermediate
step towards the real goal of constructing an appropriate laser pulse though. We therefore










Note that the form of the above electric field is unphysical since it is complex valued.
As previously discovered though[231], quantum interference evanescence (QIE) implies that










DESIGNING SMALL SILICON QUANTUM DOTS WITH LOW REORGANIZATION
ENERGY
Adapted from a paper published in
Physical Review B [167]
Xiaoning Zang14,15, and Mark T. Lusk14,16
6.1 Abstract
A first principles, excited state analysis is carried out to identify ways of producing
silicon quantum dots with low excitonic reorganization energy. These focus on the general
strategy of either reducing or constraining exciton-phonon coupling, and four approaches
are explored. The results can be implemented in quantum dot solids to mitigate polaronic
effects and increase the lifetime of coherent excitonic superpositions. It is demonstrated that
such designs can also be used to alter the shape of the spectral density for reorganization so
as to reduce the rates of both decoherence and dissipation. The results suggest that it may
be possible to design quantum dot solids that support partially coherent exciton transport.
6.2 Introduction
Recent progress in understanding the electronic wave functions of colloidal semiconductor
quantum dots (QDs) has led to an ability to synthesize isolated, quantum confined building
blocks with a variety of tailored optical properties. Quantum dots composed of silicon
(SiQDs) seem particularly promising going forward for many biomedical, display, computing
and solar energy applications. This is because they are environmentally benign, resource
plentiful and benefit from decades of industrial know-how. SiQDs have been shown to carry




out multiple-exciton generation (MEG), [66–68] efficiently transport excitons,[69] have higher
coupling for same surface-to-surface separation,[69] are free of defects[70] and resist oxidation
better[71]; SiQDs encapsulated within an inorganic amorphous matrix[72–74] and within an
organic polymer blend[75–82] for photovoltaic application has been studied.
For many applications, such as light emission,[242] optical computing,[243], and biomed-
ical imaging, sensing and treatments,[244–246] carrier transport is not a primary concern.
Within the solar energy arena, though, quantum dots solids need to exhibit efficient carrier
dynamics.[66–68, 247–252] Transport of energy and charge is now a central issue in realizing
the mesoscopic potential of quantum dot solids. This is a critical bottleneck because charge
and exciton transport tend to proceed via low mobility, incoherent hopping associated with
polaronic trapping and weak electronic coupling.
For quantum dot solids in which excitons readily dissociate, a number of promising strate-
gies seek to improve charge transport by focusing on properties such as translational symme-
try, electronic overlap, matrix encapsulation, and crystalline orientation. Dynamics within
materials composed of small SiQDs, though, tend to be dominated by the motion of excitons
though. While quantum confinement in SiQDs offers benefits, such as a pseudo-direct gap
and high emission cross section, it also results in a low dielectric constant. This implies
low screening and a high excitonic binding energy so that assemblies of SiQDs support ex-
citons with a Frenkel character. Their dissociation is sufficiently problematic to motivate a
consideration of ways in which the excitons themselves can be used to efficiently conduct en-
ergy. This is reminiscent of exciton transport that is efficiently carried out in photosynthetic
complexes, offering either biomimetic or bio-inspired solution strategies.
In an ideal assembly of such dots, photon absorption results in a coherent superposition of
Frenkel excitons that will subsequently exhibit ballistic travel through the quantum dot solid.
In reality, though, such coherence and the associated wavelike transport is rapidly lost. This
is because the photoexcitation of a quantum dot shifts its equilibrium geometry and the dot
shape will reorganize into a new configuration, as shown in Figure 6.1. The energy change
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associated with such a relaxation is a measure of exciton-phonon entanglement known as the
reorganization energy, λ. Such exciton-photon entanglement destroys the quantum phase
coherence among the excitonic superposition, and transport reduces to a diffusive random
walk of excitonic states with a statistical distribution of occupation probabilities.
Ground State Excited State
1 nm 1 nm
Figure 6.1: Reorganization following QD excitation for Si35H36. Ground state structure (left)
relaxes into a new structure (right) when promoted into one of its degenerate first excited
singlet states. As a result, the dot contracts along the vertical axis. The displacement is
magnified 5 times in order to make this distortion clear.
In the absence of any structural disorder, this reduction to diffusive motion results in
a slower rate of excitonic transport. The coherent wave packet, though, can quickly be-
come trapped in naturally occurring disordered regions[9], so that the reduction to diffusive
transport may improve the overall transport rate in realistic QD solids.
Intriguingly, it may be possible to combine the best of both transport regimes so that
a superposition of Frenkel excitons moves in a partially coherent manner. Inspiration for
such a goal comes from photosynthetic complexes[61, 62] wherein proteins and pigments are
exquisitely structured so the rate of phonon entanglement is slow and the hopping transport
is high–prerequisites for exciton transport with a degree of wave-like character[53, 253–256].
At issue is whether or not such a balance can be achieved in QD solids.
First consider the Hamiltonian of an isolated quantum dot, restricted to be in either its
ground state, referenced to zero energy, or first excited singlet state with energy, ε0. If Q̂ξ is
the dimensional (length×√mass) amplitude operator of vibrational mode ξ with associated
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where ĉ is the fermionic exciton annihilation operator and the equilibrium amplitude operator
of each vibrational mode is q̂0ξ. This can be re-grouped and simplified, using the bosonic
phonon annihilation operator, b̂ξ = (q̂ξ+ ip̂ξ)/
√
2, into components associated with excitonic
site energy, ĤX , phonon energy, Ĥph, reorganization energy, Ĥreorg, and exciton-photon
coupling energy, ĤX-ph:








































ξ λξ. Huang-Rhys factors are obtained by dividing its spectrally resolved
components, λξ, by ~ωξ. This additive decomposition lends itself to a continuum description




~ωξλξδ(ω − ωξ), (6.5)
known as the spectral density function. A broadened version of this function is approximated
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Figure 6.2: (Left) Vertical excitation to an excited state manifold, due to photon absorp-
tion, is followed by reorganization of the nuclei. The overall displacement can be spectrally
resolved into that of individual phonon mode amplitudes, qξ. The excited state manifold
is assumed to be a displaced version of its ground state counterpart.(Right) Excited state
surfaces depend on spin state as depicted for the pair of orbitals comprising an exciton.
where γi and Ωi characterize the width and shift of the i
th Drude-Lorentz peak respectively.
The rate at which structural reorganization occurs following excitation can, in large measure,
be anticipated by identifying two features of this distribution. This will be considered after
constructing a Hamiltonian that allows for exciton transport through an assembly of quantum
dots.
As a computational expedient, each dot within an assembly can be treated as a lattice










Here Jmn is the coupling between the mth and nth sites. The character of exciton transport
can be then delineated by the size of these coupling parameters relative to the associated
reorganization energies. Suppose all of the dots and and their couplings to be identical
so that the assembly is characterized by single λ and J values. Then λ ≪ J leads to
the the coherent transport dynamics of the Redfield equation[85, 90] and λ ≫ J results in
the incoherent, hopping transport of the Förster equation [87, 88]. The intermediate case,
wherein λ ∼ J, is the regime of partially coherent transport of interest here.[90]
There exist two primary design challenges in creating quantum dots assemblies that
exhibit partially coherent transport. The first is to reduce the reorganization energy, λ, as
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much as possible, taken on in the present investigation. The design of bridge assemblies with
sufficiently high excitonic coupling, J , will be the subject of a future work.
The reorganization energy of quantum dots can be reduced by either disrupting or con-
straining the exciton-phonon interaction because this mediates the structural response to
electronic excitation. Each idea is explored with two distinct approaches intended to demon-
strate how such mitigation can be designed into quantum dot solids with the aim of enabling
partially coherent transport.
It is not sufficient to simply reduce the reorganization energy, though, as the shape
of the spectral density, J, has a strong influence on the rate, R, at which the excitonic
superposition loses phase coherence. This can be elucidated by considering a SiQD dimer,
[257, 258] for which this decoherence rate can be expressed as sum of a pure dephasing, Rd,
and a relaxation, Rr:
R = Rr +Rd
Rr ≈ (2J)2S(b)/(2b2) (6.8)
Rd = δε
2S(0)/(2b2), (6.9)
Here b2 = δε2+(2J)2, δε is the energy difference between two SiQDs, S(ω) = J(ω)coth(~ω/(2kBT ))
is the thermally weighted spectral density, and kB is Boltzmann’s constant. The dephasing
expression determines the rate of decay of off-diagonal elements of the density operator after
tracing over all of the phonon states. In contrast, the relaxation expression corresponds to
the population transfer between eigenstates of the relevant system that are accompanied by
energy dissipation into the phonon reservoir.
If the two QDs are identical in this dimer system the pure dephasing rate Eq. 6.9 would
be zero since δε = 0 so that the decoherence rate is determined solely by the relaxation
rate of Eq. 6.8. Within this setting, the rate of decoherence is proportional to the spectral
density at a vibrational energy equal to the excitonic coupling, J . It is therefore important
to suppress, as much as possible, the spectral density for vibrations in this range.
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For nonzero δε, on the other hand, the decoherence rate is the sum of rate Eq. 6.9 and
Eq. 6.8. In that case, the pure dephasing rate is proportional to the slope of the spectral
density.[257] This implies that a spectral density with a dearth of exciton-phonon coupling
at the low-energy end of the vibrational spectrum will result in a flat character there and
a small slope at the origin. Both of these key characteristics of the spectral density are



















Figure 6.3: Schematic of optimized shape of spectral density, J, in which there exists a small
slope for low-energy vibrations and small reorganization energies for vibrational modes in the
vicinity of the dot-to-dot electronic coupling, J . Along with a low reorganization energy, λ,
high electronic coupling, J , spectral densities with this character will lead to longer lifetimes
for excitonic superpositions.
6.3 Computational Approach
All ground state structures were optimized using density functional theory (DFT) as
implemented in DMOL.[259] An all-electron approach was used with exchange and correla-
tion effects accounted for by the generalized gradient approximation (GGA) parameterized
by Perdew, Burke and Ernzerhof (PBE)[122] for SiQDs and hybrid B3LYP[260] for organic
molecules. A real-space, double numeric plus polarization (DNP) basis was used along with
an octopole expansion specify the maximum angular momentum function. Optimization
was deemed converged when the energy difference between successive configurations was less
than 2× 10−5Ha and the maximum force on any atom was less than 4× 10−3Ha/Å.
While TDDFT and CI are able to calculate the lowest excitation state and perform
geometry relaxation to its equilibrium geometry, these are impractical for large systems
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since they are too expensive. Instead, a ∆SCF method was employed because it is no more
computationally expensive than a small set of ground state DFT calculations. The method is



















|ψi〉 〈ψi| , ρ = Tr(ρ̂), (6.11)
In standard ∆SCF,[93, 94] a second iterative analysis is carried out but with the electron
density operator, ρ̂, now constructed using the lowest N -1 orbitals and the (N+1)th orbital.
With this change (∆) imposed on the structure of the density, self-consistent field (SCF)
iteration is then carried out on Eq. 6.10 as usual, hence the name ∆SCF. Both accuracy
and the rate of convergence can be improved, though, by performing this SCF iteration
using a density operator comprised of the lowest N -1 orbitals and a linear combination
of unoccupied orbitals.[95, 96] This is especially important when there is degeneracy at
or near the HOMO or LUMO. Our highly symmetric quantum dots typically exhibit such





|ψndeg〉 as the N th and (N+1)th Kohn-Sham orbital,
where Ndeg is the degeneracy of corresponding state. Carrying out iteration process of Eq.
(6.10) with this modified density results in the Franck-Condon excitation energy, point A in
the left panel of Figure 6.2. To calculate the reorganization energy, a geometry optimization
was subsequently performed to obtain point B in the left panel of Figure 6.2.
This approach does not address the excited state spin, though, which must be antisym-
metric (singlet), and some care must be taken to estimate this properly. We first assume
that all N orbitals are spin restricted so that the promotion of a Kohn-Sham particle from
orbital N to orbital N+1 implies that the spin state is determined by particles in orbitals






(|↑↓〉 − |↓↑〉). (6.12)
As is typical in electronic structure codes, though, it is not possible to assign such a su-




2 |↑↓〉 − |ψT0 〉 , (6.13)
where the triplet spin states are





|ψT−1〉 = |↓↓〉 . (6.14)
This implies that the desired excited state singlet energy surface, ES, (green curve in both
panels of Figure 6.2) can be constructed from the degenerate triplet surface, ET , (red curve
in right panel) and that of state |↓↑〉 (blue curve in right panel):[261]
〈S| Ĥ |S〉 = ES = 2E↑↓ − ET . (6.15)
The energy difference between points A and B of on this constructed singlet surface is the
reorganization energy, λ. Since the entirety of this curve is not available in practice, though,
we approximate the reorganization energy as the difference between EA′ and EB′ on the |↑↓〉
surface (blue) but also calculate EA” and EB” on the triplet surface (red) for comparison.
Note that an analogous approach, building the desired energy surface out of those associated
with |↑↓〉 and |↓↑〉, will not yield an energy relation analogous to Eq. 6.15 which results from
one of the constituents being an eigenstate of the Hamiltonian.
The spectral density, J, of Eq. 6.5 is easily constructed once the reorganization energy,
λ, has been spectrally decomposed into its components, λξ. To implement this, a vibra-
tional (Hessian) analysis is performed on the ground state structures and the displacement
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associated with reorganization is expressed as a linear combination of the phonon modes.
Anharmonic corrections are also required for the smallest dots (Si29H36) but were found to
be negligibly small for all larger sizes.
6.3.1 Estimated Accuracy of Approach
The predictions of our computational methodology for calculating reorganization energy
can be compared directly with spectral measurements by measuring the Stokes shift–i.e. the
energy difference between absorption and emission peaks. The reorganization energy is then
half of the Stokes shift. In Table Table 6.1, predicted reorganization energies for common or-
ganic molecules are compared with such experimental measurements with nonpolar solvents,
chosen because the solvent makes a negligible contribution to the reorganization energy. The
average discrepancy between ∆SCF and experimental measurement is 84 meV.
Table 6.1: Comparison of predicted and measured reorganization energies along with the
magnitude of the discrepancy between them. Perylene is in toluene and all other molecules
are in cyclohexane. The energy unit is eV.
∆SCF Exp. |Diff.|
Benzene 0.26 0.18[262] 0.08
Naphthalene 0.32 0.30[262] 0.02
Anthracene 0.18 0.21[262] 0.03
Biphenyl 0.61 0.36[262] 0.25
Perylene 0.12 0.16[263] 0.04
While no experimental data is yet available for the reorganization energy of small SiQDs,
several computational approaches have been used to predict values as a function of dot size:
Quantum Monte Carlo (QMC)[264], Time-Dependent Density Functional Tight-Binding
(TDDFTB)[265] and Time-Dependent Density Functional Theory (TDDFT)[266]. It is also
common to use a rougher sort of ∆SCF approach wherein ground state DFT orbitals are
calculated and then the excited state geometry/energy is obtained via a second DFT calcu-
lation in which the ground state HOMO is empty and the LUMO is filled. Table Table 6.2
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shows the comparison of our calculated reorganization energy with these literature results
where the rougher ∆SCF scheme is referred to as DFT. With QMC taken to be the most
accurate, the average ∆SCF difference from QMC is 57 meV.
Table 6.2: Reorganization energy calculated by ∆SCF, DFT, QMC, TDDFTB and TDDFT.
The energy unit is eV.
∆SCF QMC[264] TDDFT[266] TDDFTB[265] DFT[264]
Si29H36 0.49 0.50 0.82 0.92 0.35
Si35H36 0.27 0.40 0.72 0.74 0.29
Si66H64 0.16 0.52 0.25
Si29H24 0.23 0.20 0.17
6.4 Designing for Reduced Reorganization Energy
The reorganization energy of isolated quantum dots can be reduced in one of two ways: by
minimizing the affect of exciton creation on structural re-arrangement; and/or by confining
the dot so as to inhibit the restructuring that follows excitation. Four design strategies were
explored that focus on one or the other of these primary objectives. Mitigation of the affect
of the exciton on bonding was explored by: (A1) increasing dot size; and (A2) functionalizing
the dot surface so as to modify the frontier orbitals. The influence of structural confinement
on reorganization energy was quantified by: (B1) surface reconstruction of the hydrogen
bonding; and (B2) encapsulation of the dot within an oxide shell.
The most straightforward way of reducing the exciton-phonon coupling is by spreading
the exciton out over more atoms. In polyacenes, for instance, the excitonic reorganization
energy decreases monotonically with increasing number of phenyl rings.[267] This is due to
the extended π conjugation of such molecules, but distributed orbitals typify defect-free,
crystalline quantum dots as well. Our computational results quantify an analogous trend
with increasing dot size, summarized in Figure 6.4 and Table Table 6.3. It was further found
that there exists an inverse linear dependence between excitonic reorganization energy and
the number of Si atoms as shown in Figure 6.5. This is consistent with a relationship
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previously noted for charge transfer excitons in CdSe dots[268]. As noted in the discussion
of computational methods, the reorganization energy as the difference between EA′ and EB′
on the |↑↓〉 surface (blue) of the right panel of Figure 6.2. For comparison, the analogous
values associated with EA” and EB” from the triplet surface (red) are: 747 meV (Si29H36),
317 meV (Si35H36), 296 meV (Si66H64) and 82 meV (Si78H64). From these results it can
be concluded that the spin state does not make a meaningful change to the reorganization
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Figure 6.4: The reorganization energy of H-terminated SiQDs changing with number of Si
atoms.
Since having a small dot size is important for better transport, fewer defects, and better
control of optical properties, consideration was next given as to how to reduce exciton-
phonon coupling for dots of fixed size. This issue has been considered for photosynthetic
organic molecules where reorganization energy can be reduced by minimizing the role that
frontier orbitals play in bonding. This can be engineered through the addition of electron
withdrawing moieties that contribute to the frontier orbitals without significant modification
of the bonding orbitals. As a proof of concept, a phenalenyl radical with such properties
was found to have record low reorganization energy among organic molecules of similar
size.[269] Such character also underlies the efficiency of lanthanide nanoparticles in carrying
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Figure 6.5: The linear dependence of reorganization energy on the inverse of the number
of Si atoms per quantum dot, NSi. An equivalent relation is also given in terms of the dot
diameter, D, measured in nm using the bulk diamond Si volume per atom of 0.02 nm3.
out excitonic energy transfer upconversions.[270] There the partially filled 4f level plays the
role of frontier orbitals while bonding is dominated by more spatially distributed, filled 5s
and 5p states. This strategy can be applied to SiQDs by replacing H-termination with an
electron-withdrawing group. Simple Cl termination was deemed sufficient to illustrate the
idea, and Figure 6.6 shows that, indeed, this functionalization mitigates what had been
a strong bonding role played by the HOMO. The LUMO exhibits a similar shift. For the
smallest dots, Si29H36, a drop in reorganization from 494 meV to 67 meV resulted. The results
for all dot sizes, provided in Table Table 6.3 and plotted (blue) in Figure 6.9, indicates that
there is not a strong size dependence to this effect.
(a) (b)
1.5 nm 1.5 nm
Figure 6.6: (a) HOMO distribution of H-terminated Si78. (b) HOMO distribution of Cl-
terminated Si78.
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With two methods explored for reducing the exciton-phonon coupling, we now turn at-
tention to the second design strategy for reducing excitonic reorganization; the application
of constraints that prevent or minimize the restructuring despite a driving force to do so.
This too has precedence in organic systems. Fullerenes, for instance, have an excitonic re-
organization energy that is particularly low because they are extremely rigid.[271] This is
one of the reasons that they figure so prominently in organic photovoltaic materials such as
P3HT/PCBM blends.[272] The excitonic reorganization energy of phthalocyanines, already
low, can be further decreased with dimerizing end groups that increase rigidity.[273]
This concept is explored for SiQDs with two types of constraint engineering. The first
exploits the fact that dihydride termination of surface silicon atoms can be reduced to mono-
hydride bonding by decreasing the partial pressure of environmental hydrogen.[274] This
results in additional Si-Si bonding (Figure 6.7) that has the structural character of a thin,
stiff skin. Such surface reconstruction reduces the reorganization energy as detailed in Table
Table 6.3 and plotted (green) in Figure 6.9. Note that data was not generated for Si35H36





Figure 6.7: (a) Si78H64 and (b) the same quantum dot after surface restructuring produces
6 H2 molecules leaving Si78H52.
A second approach for constraining structural rearrangement is to encapsulate SiQDs
within a rigid matrix. To test this idea, an Si35 dot was encapsulated within a monolayer of
SiO2. As shown in the center of Figure 6.8, this reduces the excitonic reorganization energy
from 271 meV to 161 meV. To develop a sense for the impact a thicker oxide shell would
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make, we also calculated the reorganization energy for Si35H36 with the H atoms held fixed.
This resulted in a remarkably low excitonic reorganization energy of 36 meV, as shown at





































Figure 6.8: The reorganization trend as Si35 becomes more rigid. The blue dots corresponds
to H-terminated Si35; the green dot corresponds to Si35 within one oxidized Si shell; the red
dot corresponds to H-terminated Si35 with H fixed to mimic Si35 within an infinite large
matrix.
A summary of all four analyses is provided in Table Table 6.3 and Figure 6.9. The lowest
reorganization energy achieved is 17 meV (137 cm−1) for a surface reconstructed SiQD with
a diameter of 1.7 nm.
Table 6.3: Reorganization energy of H-terminated, Cl-terminated and surface-restructured
SiQDs. The energy unit is meV.
SiQD diameter(nm) 0.9 1.1 1.2 1.4 1.7
# Si Atoms 29 35 66 78 147
H-terminated 494 271 164 80 40
Cl-terminated 67 57 98 46 25
Restructured 226 − 83 18 17
We now turn to a consideration of the shape of the spectral density to determine the
extent to which it can be optimized along the lines of Figure 6.3. As a specific example,
the spectral density of Si78H64 dots is compared with that of its restructured counterpart,
Si78H52. Figure 6.10 shows both spectra along with their Drude-Lorentz fits using Eq. 6.6



































Figure 6.9: Plots of excitonic reorganization energy versus SiQD diameter for: standard
H-termination (red); surface reconstructed dots with lower H content (green); and electron-
withdrawing Cl-termination (blue). The connecting lines are a guide to the eye.
energy end of the spectrum in a way that should significantly reduce the decoherence rate,
and restructuring also suppresses the spectrum in the physically desirable 500–700 cm−1






































Figure 6.10: Spectral density of Si78H64 (red) compared with that of its surface-restructured
counterpart, Si78H52 (green). Vertical lines indicate non-negligible contributions to the reor-
ganization energy and have been normalized to the peak value of the fitted spectral density.
6.5 Conclusions
Sufficiently low dielectric screening in quantum dot assemblies makes charge dissociation
improbable following photo excitation. Energy is then transported via excitons in what is
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typically a random walk. Such diffusive propagation is the result of a loss of coherence in the
superposition of excitonic states that are present in the initial photo-absorption, but main-
taining an element of such coherence is thought to result in a robust, more efficient form
of energy transport. This requires a low reorganization energy for isolated dots and a large
excitonic coupling between dots. The current work has focused on ways in which reorganiza-
tion energy can be reduced by either reducing or constraining the associated exciton-phonon
coupling. Two design paradigms were explored for each of these.
Reduction in the coupling itself can be accomplished most simply by spreading out the
electronic excitation over more atoms, for instance by increasing dot size. The reorganization
energy, λ, was found to be inversely proportional to the cube of the dot diameter, D, and a
simple relationship was identified: λ = 236/D3 with D in nm and λ in meV. Since having
a small dot size is important for better transport, fewer defects and easier functionalization,
though, a second way of reducing exciton-phonon coupling was also explored. Dots were
functionalized so that the frontier orbitals, of which excitons are primarily comprised, are not
the bonding orbitals that generate phonons. This idea has been successfully demonstrated
for small organic molecules, and it is also underlies the efficiency of lanthanide nanoparticles
in efficiently carrying out excitonic energy transfer upconversions.[270] Our analysis indicates
that this is also possible for SiQDs using Cl atoms–not because Cl is considered a candidate
functionalization but to demonstrate proof of the concept. For the smallest dots, a drop
in reorganization from 494 meV to 67 meV resulted. This is a surface effect, however, and
further reduction in reorganization energy is minimal as dot size is increased.
The second design paradigm is to constrain the system so that it cannot carry out the
structural re-arrangements that generate reorganization energy. This was first explored by
controlling the hydrogenation of dot surfaces which can be carried out by changing the
partial pressure of hydrogen in the environment.[274] The results indicate the reorganization
energy is significantly reduced as a result of what amounts to a stiff skin on the surface
of the dot that resists the driving force to reorganize. As with the standard H-terminated
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dots, this reorganization energy decreases with increasing dot size, and 17 meV was the
minimum value computationally measured. Matrix encapsulation is also a promising avenue
for reducing the motion that generates the reorganization energy well. A monolayer of SiO2
around Si35 reduced λ from 271 meV to 161 meV and freezing the H-atoms on the dot surface
dropped this value down to only 36 meV.
This computational study of 1-2 nm silicon quantum dots is not focused on reducing
excitonic reorganization energy as much as possible. Rather, it identifies ways in which
this energy can be reduced in order to offer direction to future work. Even so, the results
suggest that it is reasonable to identify a goal of creating 1-2 nm silicon quantum dots with
reorganization values in the range of 1-10 meV. This overlays the range typically considered
in association with photosynthetic complexes of 0.1 to 10 meV[146]–naturally occurring
assemblies that serve as a bio-inspiration for what may be improved upon with engineered
organic/inorganic nanostructures.[53, 253–256] More important than the range itself, though,
successful designs will need to produce excitonic coupling of the same order or larger to create
quantum dot solids with a measure of wave-like character.
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CHAPTER 7
DESIGNING SILICON QUANTUM DOTS ASSEMBLIES WITH LARGE EXCITONIC
COUPLING
Adapted from a paper in preparation
Xiaoning Zang17,18, and Mark T. Lusk17,19
7.1 Abstract
The excitonic coupling between small silicon quantum dots is computationally explored
for a range of covalently bonded bridging structures. This coupling has a direct impact
on exciton mobility and, hence, to both the decoherence and diffusion lengths associated
with exciton transport. Both first principles and Tight-Binding analyses are used to show
that such bridges may either increase or decrease excitonic coupling as compared with sep-
arated, hydrogen-terminated dots without any bridge. However, it is also possible to create
bridges that substantially improve excitonic coupling. Bridges are deconstructed into sub-
structure networks and Tight-Binding analysis is used to identify three key characteristics
of successful bridge architectures: short networks, networks with several parallel compo-
nents, and electron-donating structures relative to the quantum dots. These rules are then
quantitatively evaluated using density functional theory in concert with a particular form of
localization analysis.
7.2 Introduction
During photosynthesis, solar energy is absorbed by an antenna structure in plants, trans-
ferred to a reaction center, and then converted into chemical energy. Inspired by the results
of evolutionary development, there has been a substantial amount of research dedicated to




the design and implementation of artificial photosynthetic systems that seek to elucidate each
step in natural photosynthesis or improve on them using alternative strategies and materi-
als. For instance, panchromatic methodologies have been developed that result in extremely
efficient energy absorption [275–277]. Electrochemical conversion can be accomplished by
generation of hydrogen and oxygen from water within photoelectrochemical cells, commonly
constructed by metal oxides such as TiO2 [278] or semiconductors like GaN [279] and sili-
con [280]. Grätzel cells [281] are currently the most efficient electrochemical conversion cells
which exploit dye molecules [282, 283].
The third component of the solar energy harvesting, exciton transport to reaction centers,
has also received significant attention. The associated exciton motion tends to be diffusive
under normal circumstances. This is because the electronically excited states quickly entan-
gle with molecular vibrations resulting in a loss of coherence. Such exciton diffusion has been
experimentally observed, for instance, in nanocomposites of colloidal quantum dots (QDs)
integrated into conjugated polymers (CPs) [63] and colloidal CdTe nanocrystals (NCs) [64].
Diffusive motion, of course, is simply a random walk, so any directionality in exciton con-
centration is due to energy gradients in the molecular landscape—often referred to as an
energy funnel. In principle, though, it is possible to achieve much more efficient energy
transfer by preserving a degree of coherence that allows quantum coherence to be used to
manipulate exciton speed and direction [14, 231] Possible evidence for long-lived coherent
exciton transfer (CET) has been assiduously sought and subsequently contested in associa-
tion with natural photosynthetic complexes [53, 55, 139, 253–256, 284]. This is still a subject
of debate since the spectroscopic signals may also be the result of vibronic coupling without
any need to invoke quantum coherence [56–59]. In any case, though, the bio-inspired notion
of partially coherent exciton transport has itself motivated a significant effort to create or-
ganic and inorganic assemblies that exploit quantum coherence to more efficiently harvest
solar energy. For instance, a systematic characterization of CET in supramolecular light-
harvesting nanotubes with a well-understood absorption spectrum via ultrafast quantum
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process tomography (QPT) has been carried out [60].
Excitation energy transfer (EET) can be characterized as being either Föster Resonance
Energy Transfer (FRET) which amounts to a diffusive random walk, or wave-based CET.
FRET is described by the well-known Föster equation [87, 88] and partially coherent CET
is approximated by the Redfield equation [85, 89]. However, the Redfield equation is unable
to describe site-dependent reorganization processes that are essential for correctly under-
standing the interplay of exciton coherence with environment. This is due to a Markov
approximation in which phonons are assumed to maintain an equilibrium distribution at
all times. This assumption is not made in the recently developed Hierarchical Equation of
Motion (HEOM) [84, 90, 285]. There FRET and CET are simply extreme cases associated
with full decoherence or no phonon entanglement.
There are two material properties that are most important in determining the time over
which a measure of exciton coherence can be maintained: the single-site reorganization
energy; and the excitonic coupling between adjacent sites[90]. The reorganization energy
is the energy transferred from electronic to phononic form following photo-absorption. The
name highlights the fact that such events will cause the atomic structure to re-arrange—i.e.
reorganize. The excitonic coupling is the screened Coulomb interaction between many-body
electron wave functions on neighboring sites. If the reorganization is much larger than the
excitonic coupling, the initial exciton superposition will quickly lose coherence as it entangles
with phonons. On the other hand, if excitonic coupling is large and reorganization energy
is relatively small, excitons will have a high mobility and low exciton-phonon coupling,
resulting in ballistic motion. It is therefore desirable to design systems in which individual
units undergo minimal reorganization while making the excitonic coupling between adjacent
units as large as possible.
Quantum dots can be viewed as tunable inorganic building blocks for engineering light-
harvesting systems that support a measure of coherent exciton transport. Silicon quantum
dots are particularly attractive in this regard because they are environmentally benign, re-
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source abundant, and there are decades of industrial know-how to support the manufacture of
requisite quantum dot materials. In addition, quantum confinement endows silicon (SiQDs)
with a pseudo-direct gap, high-emission cross-section and low dielectric constant, making
them particularly promising for photovoltaic applications [82, 286, 287]. In addition, many
other electronic and optical properties of SiQDs have been explored: multiple-exciton gener-
ation (MEG) [66–68], efficient excitons transfer [69], free of defects [70] and better oxidation
resistance [71].
We have previously identified several ways in which the reorganization energy of SiQDs
can be significantly reduced [167]. Attention is therefore turned to ways in which the excitonic
coupling between dots can be increased, and our approach is to elucidate the nature of
materials that can be used to excitonically link dots into a high-mobility quantum dot solid.
Perhaps the simplest bridge paradigm is to simply encapsulate the dots in an amorphous,
inorganic amorphous matrix [72–74, 288] or within an organic polymer blend [75–82]. In
addition to its role in preventing oxidation, sufficiently stiff encapsulation materials can serve
to limit reorganization and so reduce exciton-phonon coupling. In principle, the matrix can
also serve to enhance excitonic coupling between SiQDs, but these structures tend to be
composed of: (1) wide bandgap materials which most likely reduce exciton coupling; (2)
amorphous silicon that will result in very rapid decoherence; or (3) organic polymers that
undergo significant reorganization.
A more promising paradigm for realizing high excitonic coupling are quantum dots arrays.
Here dots with well-controlled size[289–292], shape[293–296] and orientation are arranged in
regular lattices, essentially meta-crystals. These can be 1-D [297, 298], 2-D [299, 300] and
even 3-D[301, 302]. The dots are typically individually passivated, but bi-dentate ligands
between dots are also possible and amount to simple bridge structures [303]. Different ligands
result into different dots separation and therefore a tailored charge transfer rate [304, 305].
Arrays with sufficiently strong electron coupling exhibit coherent, band-like charge transport.
This has been observed for PbSe dots linked by 1,2-ethanediamine [306]. This is distinct,
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though, from the creation of QD materials that support coherent excitons wave packets.
With the quantum dot arrays in mind, we focus on a particular class of covalently bonded
bridges with which to link neighboring quantum dots. Attention is restricted to carbon and
silicon bridges to develop and apply design rules for increasing excitonic coupling. Although
it does not allow highly delocalized excitons to be considered, we further reduce the consid-
eration to a single bridge between two SiQDs. The geometry is therefore a special case of the
Donor-Bridge-Acceptor (DBA) structures considered in the elsewhere [85] as shown in Fig-
ure 7.1 (a). The energy alignments are all as shown in Figure 7.1 (b) indicates that excitons
prefer to stay on SiQDs. The affect of bridges on reorganization energy, while important, is
not taken up in this work.
The low dielectric constant of the small SiQDs considered implies a low screening and high
excitonic binding energy, preserving the Frenkel character of excitons. Their dynamics in
SiQDs assemblies are therefore expected to be analogous to those observed in photosynthetic
complexes [61, 62], but now with tailored parameters to extend coherence lifetime.
Tight-Binding (TB) analysis is first carried out to provide a qualitative sense of how
bridge architecture affects excitonic coupling. The result is a set of design rules that are
subsequently tested using Density Functional Theory (DFT).
7.3 Computational Methodology
Tight-Binding (TB) analysis is first carried out to qualitatively elucidate the affects of
bridges on excitonic coupling. First-principles Density Functional Theory (DFT), without
including many approximations made in TB, is then applied to obtain quantitatively accurate
results. Here we introduce in detail both methods and, importantly, the method by which
excitons are localized on one dot or another. Being able to do this in a physically meaningful
way is crucial to accurately estimating the coupling in the settings envisioned for which the







Figure 7.1: Illustration of Donor-Bridge-Acceptor Model. (a) Diabatic state of Si35 dimer,
which is two SiQDs with 35 silicon atoms for each connected by some bridge, after absorption
of a photon, with blue as attachment (electron) density and red as detachment (hole) density.
The overlap of gray background is the schematic of donor-acceptor coupling J. (b) Energy
alignment of SiQDs dimer. Green is LUMO and red is HOMO.
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7.3.1 Tight-Binding Modeling
Simple Tight-Binding (TB) theory can be used to provide qualitatively predictions and
insights to guide the design of bridges that support efficient exciton transport between the
dots of SiQD dimers. The TB Hamiltonian of the EET is:
Ĥ = Ĥph + Ĥreorg + ĤX-ph + ĤX, (7.1)
where Hreorg, Hph and HX-ph are the reorganization, phonon, and electron-phonon, and




























µ,ξ + b̂µ,ξ). (7.4)
where ĉµ is the fermionic exciton annihilation operator for a diabatic state localized on µ
th
site, n̂µ = ĉ
†
µĉµ is the associated number operator, and [ĉµ, ĉ
†
ν ]+ = δµν , b̂µ,ξ is the bosonic
phonon annihilation operator of ξth vibrational mode associated with diabatic state localized
on µth site, which has frequency ωµ,ξ and equilibrium amplitude operator q̂0;µ,ξ. The reorgani-







0;µ,ξ. The Frenkel exciton Hamiltonian [83, 84],











with ε0µ the site specific diabatic energies and Jµν the diabatic coupling between µ
th and νth
sites. Greek subscripts are used to identify sites in order to help distinguish this setting from
one in which the bridge units are explicitly accounted for.
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7.3.2 First-Principles Modeling
While TB analysis can point to promising bridge structures, first-principles analysis can
be used to provide quantitative predictions for their excitonic coupling strength. When
the SiQDs are sufficiently well-separated, this excitonic coupling can be estimated using
the adiabatic states of isolated donor, bridge and acceptor substructures. The result of
such a perturbative approach is often referred to as superexchange coupling [85, 307, 308].
For the tightly coupled assemblies of interest, though, a perturbative approach is not valid
and site-centered diabatic states of the entire assembly must be accounted for explicitly. A
number of methodologies have been developed for this with applications to both electron
transfer (ET) and EET. For instance, the Generalized Mulliken Hush (GMH) [309–311],
Fragment Charge Difference (FCD) [312] and Boys Localization [313] have been found to
be particularly successful for ET. For excitons, an analog of FCD called Fragment Energy
Differencing (FED) [158–160], has been developed, but it requires a priori definitions of
molecular fragments. This is problematic for our bridged SiQDs systems. An alternative
approach, Edmison-Ruedenberg (ER) localization [161, 162] which does not require a priori
definition of molecular fragments, is well-suitable to study excitonic coupling of systems in
our case though.
The localized diabatic states got from ER localization method are the states that min-
imize the system-solvent interaction energy. The eigenstates of an closed system are called
adiabatic states which minimize the electronic Hamiltonian of this system. However, dur-
ing an EET process, the initial and final states are not the eigenstates of system electronic
Hamiltonian. In stead, they are the projection of eigenstates of the system and environment
as a whole onto the system. In order to get these diabatic states, the linear response of the
relevant system to its solvent is assumed within framework of ER localization.
The excitonic coupling was calculated by operating ER localization [161, 162] on low-
est degenerate single excitation configuration interaction (CIS) states implemented in Q-
CHEM [314] package. For our systems, the nearly degenerate states are paired. Typically,
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the lowest two adiabatic states will generate two proper diabatic states with one localized on
the left and the other one on the right if it is a dimer system. Sometimes, though, the two
localized states might be on the same side. Because of this, all lowest four adiabatic states
are rotated to generate diabatic states and their coupling. The coupling of the lowest two di-
abatic states with one on donor and the other on acceptor is chosen as excitonic coupling |J |.
The exciton distribution of diabatic states are visualized by Detachment/Attachment [156]
density as shown in Figure 7.1 (a).
All structures are prepared using density functional theory (DFT) within the generalized
gradient approximation (GGA) parameterized by Perdew, Burke, and Ernzerhof [122]. Dur-
ing geometry optimization, an all-electron approach and a double numeric plus polarization
(DNP) basis implemented in DMOL software suite [259] were used.
7.4 Tight-Binding Analysis of Donor-Bridge-Acceptor System
There is a design utility to decomposing bridge structures into subunits as illustrated
in Figure 7.2. This substructure perspective allows a set of qualitative design rules to be
elucidated without worrying about the details of the subunits themselves. Such guidance






















Figure 7.2: Schematic of Generic Substructured Bridges. VDA is the coupling of donor and
acceptor without considering bridges. VDB is the coupling between donor and bridge which is
the same as the coupling between acceptor and bridge. VBB is the coupling between bridges
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Within this substructured setting, a single Donor-Bridge-Acceptor model is considered















Here ǫj and ĉ
(s)
j are the excitation energy and fermionic exciton annihilation operator of the
jth isolated site, respectively, and 〈i, j〉 implies a sum over sites that are nearest neighbors.
Note that Vij describes the excitonic coupling at this intermediate level, and these parameters
will be used to explore the influence of bridge substructure on the coupling between quantum
dots, Jµν .
The ground state is denoted by |vac〉 so that a basis can be constructed from the kets
associated with excitons localized to individual sites on the substructures lattice:
|sj〉 = ĉ(s)†j |vac〉 . (7.7)
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where all energies are taken relative to the common donor and acceptor site energies.
The assumption that the DA interface is of Type I as shown in Figure 7.1 (b) implies that











βj |sj〉 . (7.10)
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Here α and βj are known functions of the site and hopping energies, and α is assumed to be
positive. From these, the lowest two diabatic states can be constructed via a simple rotation:































βj |sj〉 . (7.12)
The donor-acceptor coupling is therefore






















where the first term is the through-space coupling and the second is the through-bond cou-
pling [85, 307]. This links the substructured and meso-scale coupling elements to form a
basis for our design rules.
We consider all interactions, VDA, VDB and VBB to be perturbative, and terms with VBB
to be ignored since it only appears in powers greater than one. Starting with Eq. 7.13, and
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Under the perturbation assumption that VDA and VDB are small, Eq. 7.14 could be reduced
to the superexchange expression [85, 307]




which has some similar properties as Eq. 7.13 but simpler.
From the superexchange coupling expression, Eq. 7.17, we can directly conclude that the
magnitude of excitonic coupling J of bridged dots may be even smaller than the case of
having no bridge. This will happen when the through-bond coupling is small and VDA is
positive. However, the analysis shows that it is also possible to achieve much larger excitonic
coupling |J |. Reducing the bridge length, for instance, gives a large increase of VDB which
can result in an increase in |J |. Using electron-donating elements for bridge material, as
shown later, is also related to both increasing of VDB and decreasing of ǫB, thus increasing
the through-bond coupling and so |J |. Increasing the number of bridges, N, also increases
the total through-bond coupling and so |J |. These guidelines are subsequently tested using
first-principles analysis.
Figure 7.3: Magnitude of Excitonic Coupling as a Function of Coupling VDB, Eq. 7.13. The
parameters (N , ǫB, VDA, VDB, VBB) in Hamiltonian (Eq 7.8) are set separately as (1, 1000,
20, VDB, 10) (green) and (1, 1000, -20, VDB, 10) (red). Energy unit is meV.
Eq. 7.13 includes all of the information to quantify how the excitonic coupling, J , changes
as a function of the Hamiltonian matrix elements 7.8. In order to have a better understanding
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Figure 7.4: Magnitude of Excitonic Coupling as a Function of Number of Bridges, N
(Eq. 7.13). The parameters (N , ǫB, VDA, VDB, VBB) in Hamiltonian (Eq 7.8) are set sepa-
rately as (N, 1000, 20, 100, 10) (green) and (N, 1000, -20, 100, 10) (red). Energy units are
meV.
Figure 7.5: Magnitude of Excitonic Coupling as a Function of ǫB, Eq. 7.13. The parameters
(N , ǫB, VDA, VDB, VBB) in Hamiltonian (Eq 7.8) are set separately as (1, ǫB, 20, 100, 10)
(green) and (1, ǫB, -20, 100, 10) (red). Energies are in meV.
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of how to design systems to have larger excitonic coupling, we therefore study Eq. 7.13 in
more detail. It is only the magnitude of J that matters to the exciton transfer rate as
approximated using Fermi’s Golden Rule. Specifically, the FRET rate is proportional to the
square of the coupling, but coherent exciton transfer rates are linearly proportional to the
magnitude of excitonic coupling. The most important parameters related to the change of J
in bridged systems are VDB, ǫB and N . We therefore focus on the plots of |J | as a function
of VDB, ǫB and N . The values of parameters are chosen so that the excitonic coupling, J ,
has the same magnitude domain as the computational results in next section.
As shown in Figure 7.3, Figure 7.4 and Figure 7.5, if the through-space coupling is
negative then the magnitude of excitonic coupling will increase; however, if it is positive then
the magnitude of excitonic coupling initiall decrease but then increase . This observation
seems surprising at first, but it is what would happen in reality. Figure Figure 7.3 shows
us by increasing VDB, |J | might be decreased first and at some turning point it started to
increase. In actual system, VDA is usually much smaller than VDB, so that magnitude of
through-bond coupling is much smaller than magnitude of through-bond coupling and you
would not observe the turning point even if VDA is positive. Figure 7.4 gives us the trend
of |J | as a function of N. Our first important discovery is that the excitonic coupling of two
bridged sites is not necessarily larger than that of two sites without bridges, although which
is counterintuitive. Figure 7.5 tells us more resonant are the energies, which means on-site
energy of bridges are more close to that of dots, larger is the magnitude of excitonic coupling
|J |.
7.5 Results from First-Principles Analysis
The design rules obtained using TB analysis are now exercised using quantitatively ac-
curate first-principles analysis. This allows us to estimate the excitonic couplings for key
bridge designs. We first study the excitonic coupling of bridged SiQDs as a function of the
separation of bridge dots—i.e. the bridge length. As shown in Figure 7.6, the excitonic
coupling |J | decreases as the bridge length increases. The inserts in Figure 7.6 are electron
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(attachment density) and hole (detachment density) distribution of the first excited sate of
isolated bridges. As is clear in the plot, there is a greater density of exciton population at
the ends for shorter bridges, and this leads to larger donor-bridge coupling, VDB. The reason
why the coupling decreases as bridge becomes longer is that VDB decreases, which is obvious
from Eq. 7.17. The situation here corresponds to the red plot or the green plot after the
turning point in Figure 7.3. We do not know exactly which situation holds since we know
nothing about the sign of VDA. However what we do know that the through-space term
(VDA) of the systems must be much lower than the through-bond term. The through-space
term is approximately equal to the excitonic coupling of dimer without any bridge. We have
excitonic coupling 0.00046eV for unbridged SiQDs with 0.86nm separation and 0.00020eV for
1.37nm separation. The through-space coupling is therefore far less than the through-bond
coupling in the systems considered in Figure 7.6 and so can be ignored.
Table 7.1: Coupling |J | of Si35 dimer bridged by different bridges as shown in Figure 7.7
(b). Energy unit in eV.
bridge C5 SiC3Si Si5 Ge5
1st 11.96 9.51 7.09 5.62
|J | 0.00013 0.013 0.12 0.41
We next explore the effects of bridges constructed from different elements on the magni-
tude of excitonic coupling. Table 7.1 shows that bridge constructed from electron-donating
elements would generate larger excitonic coupling. The systems are in similar form as shown
in Figure 7.6. There are two reasons for the increase of |J | when bridge is constructed from
electron-donating elements. First, as you can see from Table 7.1, the excitation energy de-
creases from left to right, which means the bridge is becoming more resonant with donor and
acceptor. Second, in Figure 7.7, the exciton distribution becomes more extended as more
electron-donating elements in bridge. So that the coupling VDB becomes larger. Both effects
tend to result in a larger magnitude of through-bond coupling and thus larger |J |.
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Figure 7.6: Magnitude of Excitonic Coupling as a Function of Bridge Length. The upper
panel is a display of dimer system used here. The lower panel is the plot of |J | versus
separation. The isosurface of the first excited state of bridges are shown as detachment (red)
and attachment (blue) density with amplitude 0.2 1/Bohr3. The dashed red line is a guide to
the eye.
Figure 7.7: Visualization of Lowest Excited State of Bridges. Isosurface of detachment (red)
and attachment (blue) density with amplitude 0.2 1/Bohr3 for 5 carbon atoms (C5), 5 silicon
atoms (Si5), 2 silicon atoms on the sides and 3 carbon atoms at the center (SiC3Si) and 5
germanium atoms (Ge5).
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As we have pointed out that the excitonic coupling for unbridged Si35 dimer with 0.86nm
separation is 0.00046eV. Since the separation of two Si35 connected by C5 bridge is less
than 0.86nm, the coupling |J | of unbridged Si35 in this separation must have a larger |J |.
As shown in Table 7.1, the C5 bridged Si35 dimer has |J | = 0.00013eV, which is less than
the coupling of unbridged dimer at same separation. So this confirms our discovery that
bridged dimer does not always have larger excitonic coupling than unbridged dimer. When
magnitude of through-bond coupling is smaller than magnitude of through-space coupling
and the through-space coupling is positive, |J | can decrease first as adding more bridges. As
shown by Hsu et. al. [158], DN2 has smaller coupling than its corresponding dimer without
bridges, which indicates through-space coupling is positive and larger than magnitude of
through-bond coupling. But DN4 and DN6 has larger coupling than their corresponding
dimers without bridges. This is because through-space coupling decreases much more faster
than through-bond coupling as separation becomes larger and therefore the through-space
coupling much smaller than the through-bond coupling for both DN4 and DN6.
Changing of |J | versus the number of parallel bridges between two Si35 is shown in Fig-
ure 7.8 and Table 7.2. In Figure 7.8, we plot the coupling |J | as a function of bridge number.
And the data is fitted to a linear function as indicated by the blue line of Figure 7.4. When
VDA is very small and the through-bond coupling dominates, the increasing is approximately
linear. The fluctuation of the data is caused by the geometry and symmetry change when
the bridge is changed. But the trend is increasing. |J | for Si35 bridged by silicon bridges
is much larger than the one for Si35 dimer without bridge. Another discovery is that even
the largest coupling corresponding lots bridges in Figure 7.8 is still smaller than coupling
of system in Figure 7.6 which only connected by one bridge. The symmetry of the bridge
matters a great deal and, as indicated, bridge with symmetry leads to larger coupling.
7.6 Conclusions
We have computationally explored the design of bridges that will improve the excitonic
coupling between two small silicon quantum dots. Tight-Binding analysis was first carried
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Figure 7.8: Magnitude of Excitonic Coupling as a Function of Bridge Number. On the
upper left is two Si35 connected by one bridge. On the upper right is two Si35 connected by
18 bridges. In the lower panel is the plot of J versus bridge number N. The red dots are
calculated results and the dash black line is least square fit to J = bN .
Table 7.2: Coupling J versus bridge number N. Only the shortest bridges are counted. J is
in unit of meV.
N 1 3 5 6 8 14 16 18
J 5.74 3.03 19.79 12.73 30.16 31.67 33.22 37.37
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out to provide qualitative insight as to how to design systems for large coupling. Towards
this end, bridges were decomposed into substructural units in order to focus on geometric




• bridges constructed from electron-donating elements.
The first two are intuitively sensible and are consistent with basic circuit theory. The
third rule, though, is less intuitive and is related to the size of exciton footprints. When the
bridge elements are electron-donating, it is easier for them to give up electrons—i.e. they
are electron donors. This results in lowest excited states of bridge that can spatially extend
into the dots, resulting in a higher bridge-dot coupling and therefore excitonic coupling.
Further more, the conjugated covalent bonds between the dots and bridge have been shown
to improve the electronic overlap between the dots [82]. Therefore we can expect an enhanced
excitonic coupling by applying the same idea.
In addition to these rules, the analysis revealed that bridged dimers do not necessarily
have a larger excitonic coupling, |J |, than dots in free space with the same separation. This
counter-intuitive phenomenon is well-explained by considering |J | as being composed of two
contributions: through-space coupling and through-bond coupling. Through-bond coupling
is always negative as is clear from Eq. 7.13. However, it is not possible to identify the
sign of through-space coupling from geometry alone. The through-space coupling can be
decomposed into Coulomb and exchange terms, VDA = 2Jco − Jex [315], and the relative
sizes of these determine the sign of the through-space coupling. When the through-space
coupling is positive, the magnitude of total excitonic coupling might decrease because of the
cancellation of negative through-bond term. This level of detail is not included in the TB
analysis but is accounted for in the DFT analysis of course.
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Finally, it is important to point out that the important roles of symmetry and geometric
uncertainty have not considered. For smaller change of geometry and symmetry of bridged
dimer system, its coupling might change quite a lot. This is why when the design rules are
applied in practice, the system symmetry is preserved.
Edmison-Ruedenberg (ER) localization allowed us to evaluate the validity of these design
rules from a first-principles perspective. The first four eigenstates of each dimer system
were used to construct localized diabatic states. The excitonic coupling is the Hamiltonian
matrix element of two lowest diabatic excitonic states localized on different sites. The first
application of this methodology was to quantify the excitonic coupling between two Si35 dots
as a function of the length of a single-strand silicon bridge. The coupling was found to be
inversely proportional to the bridge length with the highest coupling, 0.12 eV, for a bridge
length of 0.70 Å. The same bridge, but now composed of Ge, enhanced the couple by nearly
a factor of four to 0.41 eV. This is because the Ge is more electron-donating.
The ER analysis estimated even higher excitonic coupling for multiple-strand bridges.
For the silicon systems studied, it was found that the coupling increases by a factor of over
two for every silicon strand added. However, the highest coupling is only 0.37 eV, which
shows the importance of bridge geometry. The bridged dots can be considered as a version
of the double-well problem in which the bridge plays the role of an energy barrier. When
the bridge atoms are distributed symmetrically around its axis, the average potential barrier
along the axis is very low. However, for the systems in Figure 7.8, no bridge strand has atoms
along axis and in the same plane and so that the average potential barrier is high along any
straight line connecting dots. By way of contrast, a short, 18-strand bridge between Si35
(Figure 7.8) has a coupling smaller that that generated by a single Si5 strand even though
it has larger separation between dots (Table 7.1). This highlights the need to account for
symmetry in bridge design, essentially a fourth design rule.
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This thesis investigation has sought to establish a means of creating exciton wave packet
with controllable speed, footprint, direction and quasi-angular momentum. A methodology
for doing this has been identified with an extended set of proof-of-concept offered. This
was first carried out under the idealization of no exciton-phonon coupling. A tight-binding
setting was initially employed to show a means through which the desired speed and shape
of the exciton wave packet are first encoded into a laser pulse. By applying the laser pulse
to the first site of a molecular chain, an exciton wave packet is produced with the expected
speed and shape. This approach was subsequently extended to the many-body, multi-level
setting offered by real-time TD-DFT. While the results were not as clean, it was still possible
to generate well-defined wave packets with tunable speed and shape. This was deemed
sufficiently promising to conclude that experimental implementations should be pursued.
The research was then broadened to consider excitons induced by twisted light to see if the
information of topological charge carried by twisted light could be transferred to excitons. In
particular, we considered different forms of light that carry angular momentum. Circularly
polarized light carries a spin of ±~ (PTC = ±1), but twisted light carry orbital angular
momentum of ±m~ (PTC = ±m) with the number of quanta carried theoretically without
bound. Both the spin and orbital angular momentum can therefore be viewed as carriers
of photonic topological charge. When incident on a molecular ring of carefully designed
symmetry, such light induces excitons that preserve topological charge as manifested in
quanta of quasi-angular momentum. A sequence of laser pulses can be used to add to
or subtract from the total Excitonic Topological Charge (ETC). Since the final state can
subsequently be emitted as light, excitons can be viewed as mediators for changing the
orbital angular momentum of light. All the processes are linear in the sense that only dipole
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term of light-matter interaction is involved. This offers an alternative to the use of nonlinear
optical materials for such light conversions.
I then combined the concept of twisted excitons and the previous methodology to create
exciton wave packets with a prescribed shape, energy and speed. The result was a means
of generating tunable exciton wave packets that carry excitonic topological charge. It was
shown that topological charge is conserved and can be transferred down a chain of molecular
rings. This gives additional information-carrying capacity to excitons. Significantly, it was
also shown that the topological charge of exciton wave packets can be manipulated during
its transport and finally converted back to photon through the exciton emission at the other
end of the molecule chain.
To this point, no electron-phonon entanglement was considered. In finite temperature
condensed matter systems, though, it is impossible to completely avoid phonons. On the
flip side, any disorder in the system will tend to trap perfectly coherent excitons through
Anderson localization. I therefore sought to computationally design arrays in which a strong
measure of coherence can be preserved while allowing for the increased geometric robustness
offered by a measure of decoherence. The setting chosen for this were covalently connected
silicon quantum dots.
It was found that reorganization energy can be reduced by increasing the size of quan-
tum dots, of course, and I found that the reorganization energy is inversely proportional to
the cube of the dot diameter. Given that there are positive characteristics of small silicon
dots, though, other ways of reducing the reorganization energy were also investigated. One
promising means of doing this is to reduce the exciton-phonon coupling rather than simply
spreading it out. Dots were therefore functionalized so that the frontier orbitals, of which
excitons are primarily comprised, are not the bonding orbitals. This decoupled the exci-
tons from phonons. Cl-terminated SiQDs were used to demonstrate proof-of-concept. Two
other design paradigms were also considered in which the system was constrained so that it
could not carry out the structural re-arrangements needed to generate reorganization energy.
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Controlling the hydrogenation of dot surfaces was first explored and a significant reduction
of reorganization energy was resulted because of the much stiffer surfaces. Matrix encap-
sulation was also found to be a promising avenue for constraining the motion of quantum
dot surfaces and thus reducing the reorganization energy. The lowest reorganization energy
achieved is 17 meV (137 cm−1) for a surface reconstructed SiQD with a diameter of 1.7 nm.
It is also notable that the same dots, with Cl termination, have a reorganization energy of
only 25 meV. By way of comparison, dots with H termination have a reorganization energy of
40 meV. It is also worth noting that Cl-terminated Si35 (1.1 nm) dots have a reorganization
energy of only 57 meV as compared with 494 meV for their H-terminated counterparts.
The enhancement of excitonic coupling between dots was then taken up within a donor-
bridge-acceptor paradigm—a standard setting for studying charge and energy transport.
The most intuitive way to enhance excitonic coupling is to simply decrease the separation
between donor and acceptor[69], but we sought to create bridges between dots that increase
the coupling above that possible for dots that are not connected via an intermediate struc-
ture. Within a simple Tight-Binding perspective, bridges were given the substructure of
connected axial and transverse strands of material, and both through-space and through-
bridge components components of the exciton coupling were calculated as a function of the
composition and number of each of these types of strands. The analysis revealed that the
excitonic coupling of bridged dots is not necessarily larger than that for bridge-free dots with
the same separation. It was also found, though, that bridge designs are possible that elicit
a much higher excitonic coupling than can be achieved with free space. In general, short
bridges constructed by electron-donating elements with many parallel strands were deemed
to be the most desirable.
These basic design rules were then implemented in a more sophisticated DFT analysis
to obtain quantitative data. For the sake of clarity, we focused attention on silicon, carbon
and germanium bridges between a pair of identical Si35 quantum dots. The results indicate
the excitonic coupling is inversely proportional to the bridge length. This resulted from the
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increase of bridge-donor coupling. Secondly, the effect of bridges constructed by different
atomic elements on excitonic coupling was explored. It is found that electron-donating atomic
element does indeed result in a larger bridge-donor coupling because the outer electrons are
more weakly attracted to nuclei resulting in a more extended exciton distribution. In order
to further enhance the excitonic coupling, we can then added more bridges between dots
and found a nearly linear increase in excitonic coupling as a function of bridge number. The
highest coupling was found to be 410meV for dots bridged by a single germanium bridge.
Four ways of reducing reorganization energy and three ways of increasing excitonic cou-
pling were identified. Partially coherent exciton transport requires that the excitonic coupling
be much greater than the reorganization energy. The analysis and designs of this thesis have
shown that it is possible to meet this goal. Although these studies were based on SiQDs
systems, the results can be generally applied to other materials for applications other than
excitonic solar cells.
Throughout this thesis, an emphasis was placed on the use of TD-DFT, and the associated
work required that I develop an expertise in this methodology and the theory underlying
it. This exposed a fundamental problem in the paradigm, one that had existed since its
inception and the source of which had been debated in the literature. The proposed reasons
were not convincing to me and did not offer a solution to the problem in any case. A
good bit of scrutiny in an especially simple setting eventually revealed that the source of
the problem was that unphysical multi-electron excitations were being populated. This
resulted in incorrect excited state populations and a distortion in the temporal evolution
of associated excited state dynamics. To resolve this issue, a modest correction procedure,
dubbed a Time-Domain Natural Kohn-Sham formulation, was proposed which allows the
number of Kohn-Sham orbitals and the total number of occupations to be updated on the
fly. The idea was implemented and shown to correct both the excited state occupation issue
and the time distortion problem.
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My thesis research has shown that photonic information, in the form of energy, pulse
width, or angular momentum can be converted into exciton wavepackets in a way that
preserves information. These packets can be manipulated, transported, and subsequently
re-emitted as light, forming the basis for exciton-based quantum information processing that
can be carried out more easily than with the information in photonic form. All of the wave
packets studied in this thesis move along one-dimensional chains. This should be extended
to two-dimensional and three-dimensional structures. Towards this end, carbon nanotubes
seems to be particularly promising candidates. I am also interested in the exploration of
entanglement in association with exciton wave packets. For instance, excitons on a dimer can
be viewed as Bell states, and spatial separation would seem to allow EPR-like experiments to
be performed. This problem becomes especially rich when twisted excitons are considered.
Besides the obvious foundational quantum mechanics interest, this may lead to new excitonic
information processing algorithms. This may even lead to interesting quantum teleportation
applications since they can be readily producing using light.
Design rules for reducing the reorganization energy and enhancing excitonic coupling
have been explored towards the goal of supporting partially coherent energy transfer in re-
alistic nanoscale structures. Future work should consider the evolution of wave packets on
structures within a paradigm in which exciton-phonon coupling is allowed. In fact, this is
already ongoing in collaboration with colleagues at Harvard. The Hierarchical Equations
of Motion (HEOM) method has been implemented on both CSM and Harvard GPU plat-
forms to quantify the degree to which excitonic coherence can be maintained for a chain
of sides with the reorganization energy and excitonic coupling parameters obtained from a
first-principles analysis of my nanostructure designs. A step beyond this is to explore the
interplay of disorder, geometric uncertainty, localization and coherence in such systems. This
has application to photosynthetic complexes but also, more importantly, for the design of




This appendix contains additional details on theoretical frameworks from which exciton
dynamics are often considered: Förster equation, Redfield equation, and the Hierarchical
Equations of Motion. Each of these can be derived from the Quantum Liouville equation
under their own set of idealizing assumptions. Define τreorg as the characteristic time taken by
a single site to reorganize into a new equilibrium structure after electronic excitation. Define
τtrans as the characteristic time of exciton transfer, the inverse of the excitonic coupling
between neighbor sites. Exciton transfer dynamics can then be divided into three regimes
according to the relative magnitude of τreorg and τtrans, and each of these is associated with
one of the theoretical frame works above.
9.1 Förster Equation: τreorg ≪ τtrans
In this regime reorganization energy is much larger than excitonic coupling and each site
will rapidly reorganize into its new equilibrium structure following excitation. Coherence is
lost on this time scale and excitons transfer in a completely incoherent manner. Exciton




















where Fm[ω] is the emission spectrum of site m and An[ω] is the absorption spectrum of site
































Here nBE(ω) is the Bose-Einstein distribution and nn(ω) is the reorganization spectral dis-
tribution.
9.2 Redfield Equation: τreorg ≫ τtrans
The electron-phonon coupling is weak in this regime, and the Redfield Equation cap-
tures the associated exciton dynamics [89]. Roughly speaking, excitons move with wave-like
dynamics under the weak influence of energy dissipation and phase decoherence effects. A








where Greek letters are used to denote eigenstates of ĤX and ~ωµν is the energy difference
between µth and νth eigenstates. The first and second term on the right side correspond to
the coherent transfer and relaxation dynamics, respectively. Rµν,µ′ν′ is the Redfield tensor:















〈α|n̂i|β〉 〈µ|n̂j|ν〉Cij[ωµν ]. (9.7)
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9.3 Hierarchical Equations of Motion: τreorg ≈ τtrans
This is the most difficult regime to study, that of partial coherence, where both the
Redfield and Förster equations fail to correctly describe exciton transport. The Förster
equation is appropriate only for incoherent exciton transfers, and the Redfield equation
successfully describes only cases in which reorganization energy is much less than excitonic
coupling [89]. For the partially coherent case, we have to use the newly developed Hierarchical
Equations of Motion (HEOM) [90],
∂
∂t





























n1,··· ,nj+1,··· ,nN (t). (9.9)
The auxiliary operator, σ, is defined as



































[ĤX + Ĥreorg, ·], (9.11)
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where LX · is the Liouville superoperator, O×· = [O, ·] is a commutator and O◦· = {O, ·} is
an anticommutator. T+ is the time ordering operator and N is the number of sites.




was assumed. This quantum dynamic equation for excitation energy transfer does
not employ the perturbative truncation and describes both the wavelike and random walk
of excitons in the same framework. Unlike the Förster and Redfield equations, though, its
implementation is computationally intense.
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Yuan Chung Cheng, Robert E. Blankenship, and Graham R. Fleming. Evidence for
wavelike energy transfer through quantum coherence in photosynthetic systems. Na-
ture, 446:782 – 786, 2007.
[54] E. Collini, C. Y. Wong, K. E. Wilk, P. M. G. Curmi, P. Brumer, and G. D. Scholes.
Coherently wired light-harvesting in photosynthetic marine algae at ambient temper-
ature. Nature, 463:644 – 647, 2010.
[55] Gitt Panitchayangkoon, Dugan Hayes, Kelly A. Fransted, Justin R. Caram, Elad Harel,
Jianzhong Wen, Robert E. Blankenship, and Gregory S. Engel. Long-lived quantum
coherence in photosynthetic complexes at physiological temperature. Proceedings of
the National Academy of Sciences, 107(29):12766–12770, 2010.
[56] M B Plenio and S F Huelga. Dephasing-assisted transport: quantum networks and
biomolecules. New Journal of Physics, 10(11):113019, 2008.
166
[57] Masoud Mohseni, Patrick Rebentrost, Seth Lloyd, and Aln Aspuru-Guzik.
Environment-assisted quantum walks in photosynthetic energy transfer. The Jour-
nal of Chemical Physics, 129(17):174106, 2008.
[58] Paul Brumer and Moshe Shapiro. Molecular response in one-photon absorption via
natural thermal light vs. pulsed laser excitation. Proceedings of the National Academy
of Sciences, 109(48):19575–19578, 2012.
[59] Ivan Kassal, Joel Yuen-Zhou, and Saleh Rahimi-Keshari. Does coherence enhance
transport in photosynthesis? The Journal of Physical Chemistry Letters, 4(3):362–
367, 2013.
[60] Joel Yuen-Zhou, Dylan H. Arias, Dorthe M. Eisele, Colby P. Steiner, Jacob J. Krich,
Moungi G. Bawendi, Keith A. Nelson, and Aln Aspuru-Guzik. Coherent exciton dy-
namics in supramolecular light-harvesting nanotubes revealed by ultrafast quantum
process tomography. ACS Nano, 8(6):5527–5534, 2014.
[61] R. E. Fenna and B. W. Matthews. Chlorophyll arrangement in a bacteriochlorophyll
protein from chlorobium limicola. Nature, 258:573 – 577, 1975.
[62] Yi-Fen Li, Wenli Zhou, Robert E. Blankenship, and James P. Allen. Crystal structure
of the bacteriochlorophyll a protein from chlorobium tepidum. Journal of Molecular
Biology, 271(3):456 – 471, 1997.
[63] Burak Guzelturk, Pedro Ludwig Hernandez-Martinez, Vijay Kumar Sharma, Yasemin
Coskun, Vusala Ibrahimova, Donus Tuncel, Alexander O. Govorov, Xiao Wei Sun,
Qihua Xiong, and Hilmi Volkan Demir. Study of exciton transfer in dense quantum
dot nanocomposites. Nanoscale, 6:11387–11394, 2014.
[64] Feng Liu, A. V. Rodina, D. R. Yakovlev, A. A. Golovatenko, A. Greilich, E. D. Vakhtin,
A. Susha, A. L. Rogach, Yu. G. Kusrayev, and M. Bayer. Förster energy transfer of dark
excitons enhanced by a magnetic field in an ensemble of cdte colloidal nanocrystals.
Phys. Rev. B, 92:125403, 2015.
[65] Jooyoung Sung, Pyosang Kim, Benjamin Fimmel, Frank Würthner, and Dongbo Kim.
Direct observation of ultrafast coherent exciton dynamics in helical π-stacks of self-
assembled perylene bisimides. Nature Communications, 6:8646, 2015.
[66] Matthew C. Beard, Kelly P. Knutsen, Pingrong Yu, Joseph M. Luther, Qing Song, Wy-
att K. Metzger, Randy J. Ellingson, and Arthur J. Nozik. Multiple exciton generation
in colloidal silicon nanocrystals. Nano Letters, 7(8):2506–2512, 2007.
167
[67] D. Timmerman, I. Izeddin, P. Stallinga, I. N. Yassievich, and T. Gregorkiewicz. Space-
seperated quantum cutting with silicon nanocrystals for photovoltaic applications. Nat.
Photonics, 2:105–109, 2008.
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