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Parafermions are fractional excitations which can be regarded as generalizations of Majorana bound states,
but in contrast to the latter they require electron-electron interactions. Compared to Majorana bound states, they
offer richer non-Abelian braiding statistics, and have thus been proposed as building blocks for topologically
protected universal quantum computation. In this review, we provide a pedagogical introduction to the field of
parafermion bound states in one-dimensional systems. We present the necessary theoretical tools for their study,
in particular bosonization and the renormalization-group technique, and show how those can be applied to study
parafermions.
I. INTRODUCTION
In the context of topological phases, Majorana bound states
have been one of the most exciting research fields of the past
decade [1–3]. They can be experimentally realized, for in-
stance, by coupling either the helical edge state of a two-
dimensional topological insulator [4, 5], or a nanowire with
Rashba spin-orbit coupling [6–8], to a superconductor via the
proximity effect. Aside from the fundamental interest in a
new particle species, this research derives much of its rele-
vance from the enormous potential of Majorana bound states
for topological quantum computation [9–11]. Indeed, qubits
can be encoded in the degenerate ground states furnished by a
collection of Majorana bound states, and thanks to their non-
Abelian exchange statistics, certain qubit operations can be
performed in a topologically protected way by braiding them.
However, Majorana bound states do not exhaust the full po-
tential of topologically nontrivial bound states, and in recent
years, important results have been obtained about their frac-
tionalized cousins, the parafermionic bound states [12]. A set
of operators χ1, . . . , χN is said to satisfy Zn parafermionic ex-
change statistics if
χ jχk = e2pii/nχkχ j, χnj = 1, χ
†
j = χ
n−1
j (1)
for 1 ≤ j < k ≤ N. According to this definition, Majorana
bound states are Z2 parafermions. However, whereas Ma-
jorana bound states can exist in noninteracting systems, Zn
parafermions with n ≥ 3 do require electron-electron inter-
actions. This is why most proposals for their realization are
based on strongly correlated phases such as fractional quan-
tum Hall systems as host materials [13–20], but nanowires
[21–28] and helical edge states [29–37] with interactions have
been proposed as well.
The most important features of parafermions and some of
their proposed experimental realizations have already been
discussed in several excellent recent reviews [10–12]. There-
fore, rather than giving an exhaustive overview of the recent
literature, the aim of this text is to provide a pedagogical intro-
duction to some of the theoretical tools necessary for the study
of parafermions. Historically, parafermions originate from
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conformal field theory [38, 39] but recent years have seen
proposals for parafermionic bound states which are amenable
to simpler theoretical methods. Since these proposals rely
mostly on the technique of bosonization [40–42], this review
will present the essential steps for using bosonization to study
parafermions.
The bosonization identity is a remarkable exact mapping
between fermionic and bosonic operators in one dimension
[42]. It is closely related to the Jordan-Wigner transforma-
tion and is at the heart of Luttinger theory [43, 44], which
allows a description of one-dimensional gapless quantum sys-
tems at low energies for arbitrary interaction strength [45].
In fact, metallic one-dimensional systems have a large degree
of universality and bosonization directly connects bosonic,
fermionic and spin chains [46]. The properties of such gap-
less one-dimensional systems have been the subject of many
research projects over the past decades.
The aim of Luttinger theory is the description of gapless
systems. However, parafermionic bound states in 1D sys-
tems are typically bound to domain walls between two re-
gions with topologically distinct spectral gaps. Hence, their
study makes it necessary go beyond metallic 1D systems and
embark on a deeper study of gapped systems. We will present
the renormalization-group analysis as an instrument to find the
conditions for opening gaps in 1D systems, and we will dis-
cuss different methods to study them. We will then proceed
with a simple example on how to derive the parafermionic
bound states from the bosonized expressions.
This review is structured as follows: in Sec. II we will
present a brief, not necessarily exhaustive, summary of the
recent research in this field. In Sec. III, we will discuss
bosonization and in particular how to apply it for gapped one-
dimensional systems. We will then move on to present a
simple calculation for deriving the existence of parafermionic
states in an example system in Sec. IV. We will conclude the
review in Sec. V.
II. OVERVIEW
The simplest model containing Majorana bound states is
the Kitaev chain [47]. It consists of spinless fermions hop-
ping on a 1D lattice and coupled by p-wave superconduct-
ing pairing. Such a chain can be in two topologically distinct
phases, and domain walls between different regions bind Ma-
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2jorana bound states. This prototypical model is related via
a (nonlocal) Jordan-Wigner transformation to the more mun-
dane quantum Ising model. The latter contains two compet-
ing terms, an exchange term ∝ S zjS zj+1 and a perpendicular
magnetic field term ∝ S xj . The two topological phases of the
Kitaev chain can be traced back to the ferromagnetic and para-
magnetic phases of the quantum Ising chain, which are sepa-
rated by a critical point at which the spectrum of the system
becomes gapless.
An Ising spin on a given lattice site can point into one of
two possible directions, corresponding to the states |↑〉 and
|↓〉. To generalize this concept, one can define more general
“clock variables”, which owe their name to the analogy to a
hand of a clock which is allowed to point in n possible direc-
tions. The resulting model is called a Zn clock model and can
display similar critical points as the Ising model. The corre-
sponding critical theories were first studied in 1985 [48] us-
ing conformal field theory, and parafermions were identified
as their excitations. However, in those models, parafermions
are not the only excitations and their connection to the lattice
parafermions of Eq. (1) is nontrivial [12, 49].
Read and Rezayi [50] demonstrated that quasihole states in
quantum Hall systems at certain fractional filling factors (in
particular ν = 12/5 and ν = 13/5) obey parafermionic ex-
change statistics. This prediction was made possible by the
preceding important insight that wave functions of fractional
quantum Hall states are in fact closely related to correlation
functions of certain conformal field theories [51]. Neverthe-
less, these fractional filling factors are not very robust in ex-
periments, and their excitations have not been studied experi-
mentally so far.
One option to obtain interface bound states with
parafermionic exchange statistics is to replace the noninter-
acting electrons which give rise to Majorana bound states in
the Kitaev chain by fractionalized Laughlin quasiparticles.
Laughlin states occur at fractional filling factors ν = 1/n
with odd n, and are easier to observe experimentally. Start-
ing out from a similar idea as in the Kitaev chain, namely
from a 1D Laughlin edge state consisting of different regions
which are gapped out by either superconductivity or some
form of backscattering, one can show that the resulting in-
terface bound states are Z2n parafermions [13]. Several exper-
iments have indeed shown in recent years that it is possible
to induce superconductivity in quantum Hall edge states [52–
54].
In principle, such quantum Hall edge states can form the
basis of more advanced parafermion chains. The result-
ing coupling of parafermionic interface states then leads to
parafermionic lattices, which have been studied in several
recent works [55–60]. Moreover, it was shown that purely
fermionic, Hubbard-like chain models can also give rise to
exact parafermionic bound states, albeit with a less rich non-
Abelian braiding statistics [61–64]
In the limit of large system length, parafermions span a
ground state space with a topologically protected degener-
acy. This makes them ideal candidates for topological quan-
tum computation [11]. Unfortunately, braiding is difficult,
but not impossible, in a 1D system [13, 65]. Therefore, sev-
eral theoretical proposals have studied the possibility of us-
ing fractional quantum Hall edge states as building blocks for
more complicated 2D lattice structures. It has been shown
that coupling between parafermions can then fuse them into
Fibonacci anyons, whose braiding properties could allow uni-
versal quantum computation [16].
The fact that fractional quantum Hall edge states can host
topologically protected parafermions is owed to a large extent
to the fact that they are not true 1D systems, in the sense that
such a chiral motion of quasiparticles is only possible because
it happens at the edge state of a two-dimensional system. In
contrast, several important theoretical works [66–68] have ar-
gued that even interacting strictly 1D systems should not carry
more complex excitations than Majorana bound states. This,
however, does not seem to entirely rule out interface states
in 1D systems satisfying parafermionic exchange statistics.
However, those interface states are then necessarily not fully
topological, in the sense that a part of the ground state degen-
eracy can be lifted by local perturbations.
III. BOSONIZATION
Bosonization was derived as an exact mapping between
fermionic and bosonic fields in one dimension [69]. The
bosonization identity shows that chiral fermionic operators
can be expressed as exponentials of bosonic operators. The
usefulness of bosonization for more exotic states like para-
fermions is a consequence of the fact that functions involv-
ing exponentials of bosonic operators can be used to construct
quasiparticle operators with rather general exchange statistics,
parafermions being one of them.
In the following, we will present a pedagogical example
of how to construct parafermions in a simple 1D system. Our
starting point will be the edge state of a two-dimensional topo-
logical insulator, where electrons with opposite spins travel
in opposite directions. It has been known since the seminal
work by Fu and Kane [70] that the superconducting proximity
effect and a magnetic field generate spectral gaps with dif-
ferent topological invariants in this system, and that the in-
terfaces between regions with different gaps host Majorana
bound states. In the absence of electron-electron interactions,
the edge state of a two-dimensional topological insulator can
be described by the Hamiltonian,
Hel = −ivF
∫
dx
[∗
∗ψ
†
R(x)∂xψR(x)
∗
∗ − ∗∗ψ†L(x)∂xψL(x)∗∗
]
, (2)
where ψR,L(x) are field operators for right-moving spin-up
(left-moving spin-down) electrons, and vF is the Fermi veloc-
ity. This Hamiltonian has a few noteworthy features: firstly,
since right-movers and left-movers have opposite spins, the
Nielsen-Ninomiya (“fermion doubling”) theorem implies that
this Hamiltonian cannot emerge as the continuum limit of a
1D lattice Hamiltonian [71]. Nevertheless it can describe edge
electrons in topological insulator edge states because the host
materials in this case are two-dimensional. Secondly, the op-
erator Hel has time-reversal symmetry if the latter is defined as
acting on the operators as ΘψR,L(x)Θ−1 = ±ψL,R(x). Thirdly,
3we have linearized the spectrum and this has led to an infinite
“Dirac sea”, i.e., the spectrum of Hel is unbounded from be-
low. To cure a trivial divergence of the ground state particle
number, we have therefore used fermionic normal-ordering,
which is defined as,
∗
∗ψ
†
α(x)∂xψα(x)
∗
∗ = ψ
†
α(x)∂xψα(x) − 〈ψ†α(x)∂xψα(x)〉0, (3)
where α ∈ {R, L} and the subtracted quantity is the (divergent)
expectation value with respect to the Dirac sea. However, it
will turn out that the infinite spectrum of Hel has more sub-
tle effects which will make it necessary to introduce a short-
distance cutoff and bosonic normal ordering later.
Bosonization rests on identifying the fermionic fields
ψR,L(x) with bosonic fields. To set the stage for this trans-
formation, we start with a seemingly unrelated Hamiltonian,
namely that of a harmonic string, which is a sum of kinetic
energy density and potential energy density,
Hbos =
vs
2pi
∫
dx
{
Π(x)2 + [∂xφ(x)]2
}
, (4)
where vs is the speed of sound, and the momentum density and
position operators are canonically conjugate, [∂xφ(x),Π(y)] =
iδ(x−y). This Hamiltonian can easily be diagonalized in terms
of bosonic normal modes bp, where p = 2pin/L (n ∈ Z) is
the wave vector and L is the length of the system. Note that
[bp, b
†
p′ ] = δpp′ . Defining a new bosonic operator θ(x) via
∂xθ(x) = piΠ(x), one finds that Hbos =
∑
p vs|p|b†pbp where
[40],
φ(x) = − ipi
L
∑
p
√
L|p|
2pi
1
p
e−a|p|/2e−ipx
(
b†p + b−p
)
, (5)
θ(x) =
ipi
L
∑
p
√
L|p|
2pi
1
|p|e
−a|p|/2e−ipx
(
b†p − b−p
)
. (6)
To ensure convergence in the summation over momenta, it
was necessary to introduce a short-distance cutoff a. The
fields obey the commutation relation,
[φ(x), θ(y)] = − ipi
2
sgn(x − y). (7)
From these fields, it is straightforward to construct chiral
right- and left-moving fields by defining ϕα = αφ − θ, where
α = R, L = +,−. The latter are indeed chiral because the
Heisenberg equation of motion ∂tϕα(x, t) = i[Hbos, ϕα(x, t)]
implies that these fields propagate only in one direction,
ϕα(x, t) = ϕα(x − αvst).
At this point, we can introduce the bosonization identity,
which provides an exact mapping between the chiral fermions
fields ψR,L and the chiral bosonic fields ϕR,L. The mapping is
given by
ψα(x) =
1√
2pia
e−iϕα(x) =
1√
2pia
e−iαφ(x)+iθ(x), (8)
where a is again the same small distance cutoff as introduced
before. A proof that bosonization is really an operator identity
can be found in Ref. [42]. This identity also allows us to de-
duce that the time-reversal operator acts on the bosonic fields
as Θφ(x)Θ−1 = φ(x) + pi/2 and Θθ(x)Θ−1 = −θ(x) + pi/2.
As a proof of principle, this expression already allows a cal-
culation of the fermionic anticommutator. Splitting the chiral
fields ϕα = ϕ+α + ϕ
−
α into parts ϕ
±
α(x) containing only creation
operators b†p or only annihilation operators bp, respectively,
one finds the commutator,
[ϕ+α(x), ϕ
−
α′ (y)] = δαα′ ln
(
2pi[a + iα(x − y)]
L
)
. (9)
Using the Baker-Campbell-Hausdorff formula eAeB =
eA+Be[A,B]/2 (valid in this form if [A, B] ∈ C), and assuming
that L  x − y, a, one can show that
{ψα(x), ψ†α(y)} =
1
pi
a
a2 + (x − y)2
a→0
= δ(x − y). (10)
Two remarks about this result are in order. Firstly, in Eq. (8),
we neglected so-called Klein factors. The latter would in
fact be necessary to find the vanishing anti-commutators
{ψα(x), ψβ(x)} = 0 and {ψL(x), ψ†R(y)} = 0. For many prac-
tical calculations, Klein factors are a trivial modification of
the bosonization identity because they do not evolve in time
and drop out when bosonizing expressions where the num-
bers of right- and left-movers is separately conserved, such as
ψα(x)ψ
†
α(y). We will ignore them in the following, but a more
careful treatment of Klein factors is not difficult and can be
found in Ref. [42].
Secondly, one sees that the correct anticommutator is only
obtained when taking the limit a→ 0 at finite x− y. It will re-
main true, even for bosonizing more complicated functions of
fermionic fields, that a must be assumed to be much smaller
than the distance between the points x and y at which the
field operators are evaluated. This means that effects at length
scales smaller than a cannot be described using bosonization,
so the presence of a short-distance cutoff makes it an effective
low-energy theory.
We have argued in this section that the bosonization identity
Eq. (8) can be used to translate between fermionic and bosonic
operators. In the following sections, we will show why this is
useful.
A. Bosonic normal ordering
When discussing the fermionic anticommutator, we have
already encountered one of the problems which can arise
when naively using the bosonization identity on products of
fermionic operators evaluated at the same spacetime points,
e.g., the density operator ψ†R(x)ψR(x). Similar products occur
in the kinetic energy operator, ψ†R∂xψR. Bosonic normal or-
dering is a convenient technique to rigorously bosonize such
expressions.
The bosonic operator Hbos has a unique vacuum state sat-
isfying bp |0〉 = 0 for all p. This makes it possible to define
bosonic normal ordering by the prescription of shifting all an-
nihilation operators to the right, and all creation operators to
4the left. For example,
·
·b
†
p1bp2bp3b
†
p4
·
· = b
†
p1b
†
p4bp2bp3 . (11)
Note that order of operators within the product of creation op-
erators (or annihilation operators) on the right hand side is
irrelevant since they mutually commute. By construction, the
vacuum expectation value of such a normal-ordered product
vanishes.
Normal ordering is particularly important for exponentials
of operators. For the operator occurring in the bosonization
identity one finds using the binomial formula,
·
·e
iλϕα ·· =
∞∑
n=0
(iλ)n
n!
·
·(ϕ
+
α + ϕ
−
α)
n·
·
=
∞∑
n=0
n∑
m=0
(iλ)m(iλ)n−m(ϕ+α)m(ϕ−α)n−m
m!(n − m)!
= eiλϕ
+
αeiλϕ
−
α . (12)
This result also follows from the fact that linear functions
of creation and annihilation operators, such as ϕ±α(x), com-
mute under normal ordering. Next, we use again the Baker-
Hausdorff formula to combine the exponents. Finally, taking
the limit L  x − y, a, one finds [42]
·
·e
iλϕα ·· =
( L
2pia
)λ2/2
eiλϕα . (13)
Using the expansion eiλϕα = 1+ iλϕα+(. . .), one can easily see
that the vacuum expectation value of a normal-ordered expo-
nential of a bosonic operator is always one: 〈··eiλϕα(x)··〉 = 1.
Therefore, we can also write ··eiλϕα ·· = eiλϕα/ 〈eiλϕα〉. One
can analogously derive an equation useful for normal order-
ing products of exponentials,
eiλϕα(x)eiλ
′ϕα(y)
=
( L
2pia
)−(λ2+λ′2)/2 (2pi[a + iα(y − x)]
L
)λλ′
·
·e
iλϕα(x)+iλ′ϕα(y)··
(14)
The advantage of normal ordering is that all cutoff-dependent
and potentially divergent terms have been extracted from the
operators. The limit x → y needs to be taken with care in the
prefactor, but in the normal-ordered operator, it can be taken
straightforwardly.
B. Density and kinetic energy
Using Eq. (14), it becomes simple to directly derive
bosonized expressions for bilinear fermionic operators. As
a first example, we consider the fermionic density operators.
We start from the product,
ψ†α(x)ψα(y) =
1
2pia
eiϕα(x)e−iϕα(y) =
··eiϕα(x)e−iϕα(y)··
2pi[a + iα(y − x)] (15)
As before, we should take the limit a→ 0 first and afterwards
perform a Taylor expansion to first order in x− y. Finally, one
performs fermionic normal-ordering to eliminate a constant
term. Then, we find for the normal-ordered fermionic density,
∗
∗ψ
†
α(x)ψα(x)
∗
∗ = −
α
2pi
∂xϕα(x). (16)
After this warm-up exercise, let us investigate the fermionic
kinetic energy in a similar fashion. We start by differentiating
Eq. (15) with respect to y and assume as before that a  x−y,
ψ†α(x)∂yψα(y) =
1
2pi
{ iα
(y − x)2
·
·e
iϕα(x)e−iϕα(y)··
+
1
iα(y − x)∂y
·
·e
iϕα(x)e−iϕα(y)··
}
. (17)
Next, we have to expand the exponentials up to the second and
first order in x − y, respectively,
·
·e
iϕα(x)e−iϕα(y)·· ≈ ··1 − i(y − x)ϕ′α(x)
− i(y − x)
2
2
ϕ′′α (x) −
(y − x)2
2
(ϕ′α)
2·
·,
·
·e
iϕα(x)∂ye−iϕα(y)·· ≈ ·· − iϕ′α(x) − (y − x)[ϕ′α(x)]2··. (18)
Note that the constant term in the first line drops out when
using fermionic normal ordering. We now consider the kinetic
Hamiltonian Hel in Eq. (2) for a linear spectrum. We first
rewrite it in a hermitian form,
Hel =
∑
α
αvF
2
∫
dx
[
−i ∗∗ψ†α(x)∂xψα(x)∗∗ + h.c.
]
. (19)
Taking into account that the fields ϕα(x) are hermitian, we find
the well-known result
Hel =
vF
4pi
∑
α
∫
dx··[∂xϕα(x)]
2·
·
=
vF
2pi
∫
dx
{·
·[∂xθ(x)]
2·
· +
·
·[∂xφ(x)]
2·
·
}
, (20)
showing that the noninteracting fermionic Hamiltonian (2) is
identical to the bosonic Hamiltonian (4) if we identify the
Fermi velocity vF with the sound velocity vs.
Using bosonization it becomes almost trivial to incorporate
the effect of electron-electron interactions. The essential, and
perhaps surprising, insight is that, as shown in Eq. (16), the
bilinear fermionic density operator is proportional to a lin-
ear bosonic operator. This means that density-density interac-
tions, being quartic in fermionic operators, become quadratic
in terms of bosonic operators.
If the electron-electron interactions are weak, one can use
Eq. (2) as a starting point and project the fermionic interaction
Hamiltonian onto the basis of right-movers and left-movers
near the Fermi points. Then, one mainly needs to consider
two types of interactions,
(ψ†αψα)(ψ
†
αψα) ∝ ··(∂xϕα)2··
(ψ†LψL)(ψ
†
RψR) ∝ ··(∂xϕL)(∂xϕR)·· (21)
5The first line involves scattering processes with momentum
exchange |q|  kF , whereas the processes in the second line
can happen either with |q| ≈ 2kF or with |q| ≈ 0. Combin-
ing these interaction terms with the bosonized version of the
kinetic Hamiltonian (20), one finds a result of the form,
HLL =
v
2pi
∫
dx
[
K ··(∂xθ)
2·
· +
1
K
·
·(∂xφ)
2·
·
]
(22)
The “Luttinger liquid” Hamiltonian HLL differs from Eq. (20)
in two important points: a change of the effective sound ve-
locity v and the emergence of the so-called Luttinger param-
eter K. For weakly interacting fermions, K and v are deter-
mined by the (unperturbed) Fermi velocity vF as well as by
the Fourier components near q ≈ 0 and |q| ≈ 2kF of the inter-
action potential between the physical electrons. Fortunately,
however, the validity of the Hamiltonian (22) is not limited to
weakly interacting fermions: it was shown by Haldane [45]
that Eq. (22) can describe all gapless 1D quantum systems at
low energies if one considers K and v as phenomenological
parameters.
Interactions have a subtle effect on normal ordering as well.
The operator HLL is bilinear, but not diagonal in the operators
bp and b
†
p. Indeed, since it contains “pairing” terms propor-
tional to bpb−p and b†pb
†
−p, it has to be diagonalized using a
Bogoliubov transformation, which leads to new eigenmodes
b˜p = f (bp, b
†
−p). This means, however, that the respective
vacuum states of bp and b˜p will differ for K , 1. There-
fore, we will assume in the following that normal ordering
is understood to be with respect to the eigenmodes b˜p of the
interacting system.
It is worth pointing out that the Luttinger Hamiltonian (22)
can also be used to model fractional quantum Hall edge states
of the Laughlin sequence if one takes into account that for
filling factor ν = 1/n (with odd n) the canonical commu-
tation relation (7) between the phase fields is modified to
[φ(x), θ(y)] = −ipisgn(x − y)/(2n).
C. Renormalization group analysis
A renormalization group (RG) analysis is one of the most
important tools for analyzing correlated systems [72, 73]. By
systematically integrating out high-energy degrees of free-
dom, it will allow us to derive effective low-energies Hamilto-
nians from which one can then determine the possible phases
of Hamiltonians in the presence of different kinds of interac-
tion terms. In view of parafermions in helical edge states (of
a topological insulator or a quantum Hall system), the most
important interaction terms which drive transitions to topo-
logical phases are superconducting pairing and backscattering
of single particles or particle pairs.
Single-particle backscattering corresponds to an operator
∝ ψ†RψL. In the helical edge state of a topological insulator,
right- and left-movers have opposite spins, so this term can be
generated by a magnetic field applied perpendicularly to the
spin quantization axis. However, single-particle backscatter-
ing changes the total momentum by 2kF , so it is kinematically
allowed only if the chemical potential is near the Dirac point
(kF = 0). Bosonizing this term is straightforward and leads to
H1bs =
g1
2pia
∫
dx cos[2φ(x)]. (23)
H1bs violates time-reversal symmetry because ΘH1bsΘ−1 =
−H1bs. The combination of electron-electron interactions
and spin-orbit coupling can also give rise to two-particle
backscattering, described by interaction terms H2bs ∝
ψ†R(∂xψ
†
R)(∂xψL)ψL + h.c.. It is time-reversal symmetric but
still breaks spin conservation, which is why spin-orbit cou-
pling is essential [32]. Note that the derivatives of the fields
appear naturally due to the Pauli principle: H2bs can be re-
garded as the continuum limit of a lattice backscattering term
which acts on fermions on neighboring lattice sites.
As H2bs involves derivatives, bosonizing it requires careful
normal ordering. As in Eq. (17), one starts by bosonizing H2bs
assuming that all four fermionic fields are located at different
positions x1,2,3,4. Afterwards, one takes the limit x1,2,3,4 → x
in the completely normal ordered expression. The result then
is
H2bs =
g2
2pia
∫
dx cos[4φ(x)]. (24)
Let us assume we start with an electronic system with
density-density interactions, to which we add one of the terms
corresponding to backscattering. Therefore, we start from the
general Hamiltonian,
HLL =
v
2pi
∫
dx
[·
·(∂xθ˜)
2·
· +
·
·(∂xφ˜)
2·
·
]
Hg =
g
2pia
∫
dx cos[2λφ(x)] =
vg˜
2pia2
∫
dx cos[2λ
√
Kφ˜(x)]
=
vg˜
2pia2
(
2pia
L
)λ2K ∫
dx·· cos[2λ
√
Kφ˜(x)]·· (25)
where we defined φ˜ = φ/
√
K and θ˜ =
√
Kθ to diagonal-
ize HLL. With this definition, g has the dimension of energy
and g˜ = ag/v is dimensionless. The model contains a short-
distance cutoff a. The main idea of an RG analysis is to inves-
tigate the dependence of the coupling parameter g˜ on such a
cutoff. Normal-ordering is convenient for such an RG analysis
as it allows us to extract the cutoff dependence of an operator.
Perturbative RG rests on the principle that physical quan-
tities should remain invariant under the choice of cutoff, pro-
vided that the coupling constants are changed accordingly. A
possible starting point is the S matrix in the interaction picture
[74]
S = T exp
[
−i
∫ ∞
−∞
dtV(t)
]
, (26)
where V(t) is the perturbation operator with time evolution
governed by the unperturbed Hamiltonian V(t) = eiH0tVe−iH0t.
Moreover, T denotes the time-ordering operator. In our case,
6we take V = Hg and H0 = HLL. Since we are using perturba-
tion theory, we can expand this for small g˜,
S ≈ 1 + S (1)g + S (2)g + . . .
= 1 − i
∫
dtHg(t) − 12
∫
dt1dt2THg(t1)Hg(t2). (27)
To investigate the RG flow, we consider S as a function of a
and g˜. Demanding its invariance under change of cutoff, our
aim is to find a renormalization of the coupling constant in
such a way that
S (a, g˜) = S (a − da, g˜ + dg˜), (28)
where da < 0. Since all operators are normal-ordered, we
can directly read off the cutoff dependence. The first order
term gives us the condition S (1)g (a, g˜) = S
(1)
g (a − da, g˜ + dg˜).
Since both sides contain the same integral, we simply have to
compare the prefactors,
− ivg˜
2pia2
(
2pia
L
)λ2K
= − iv(g˜ + dg˜)
2pi(a − da)2
(
2pi(a − da)
L
)λ2K
, (29)
which leads to the scaling equation dg˜ = (λ2K − 2)g˜da/a.
We parameterize the cutoff as a(`) = a0e−`, where a0 is some
initial cutoff. This leads to da = −ad` and to the flow equation
dg˜
d`
= (2 − λ2K)g˜. (30)
By construction, increasing the short-distance cutoff, i.e., to
going to lower energy scales, corresponds to a positive d` > 0.
Hence, the flow equation tells us that, depending on λ2K the
coupling constant g˜ may increase, decrease or stay invariant.
In the former case, i.e., for K < 2/λ2, the perturbation is called
RG-relevant. If the RG flow can be continued the zero en-
ergy, the effective coupling constant will then increase expo-
nentially, and the phase at low energies will be determined by
the coupling Hamiltonian Hg.
If, on the other hand, one finds dg˜/d` < 0, the perturbation
is said to be irrelevant and can be treated as a small pertur-
bation at low energies. The case where dg˜/d` = 0 is called
marginal. In this case, the relative importance of HLL and Hg
remains identical under the change of cutoff, so the RG anal-
ysis, at least up to this order, yields no answer regarding the
low-energy phase, and a second-order RG analysis is neces-
sary. Such a second-order treatment also leads to a renormal-
ization of the Luttinger parameter K and reveals that the phase
transition between the phase where Hg is RG-irrelevant and
the phase where Hg is RG-relevant is of Kosterlitz-Thouless
type [40].
D. Spectral gaps
What happens when a cosine term becomes RG-relevant?
The short answer is that the system becomes gapped, but in
fact there are different, equally interesting ways to see this.
Adding the cosine term breaks the conformal symmetry of
HLL but leaves it Lorentz-invariant. This restricts the spec-
trum to the Lorentzian form,
E(k) =
√
(vk)2 + E2g (31)
with some gap energy Eg. For a Luttinger liquid, Eg = 0, but
in the presence of an RG-relevant cosine term, Eg is propor-
tional to its strength.
The “sine-Gordon” model HSG = HLL+Hg is one of the few
exactly solvable models of quantum field theory [75]. It was
known for a long time that the classical equation of motion
of the model is the sine-Gordon equation, an exactly solvable
nonlinear differential equation whose solutions are solitons. It
was shown much later that the S matrix of the quantum field
theoretical model can be found exactly [76, 77], and even form
factors (matrix elements of operators in the eigenstates) can
be determined [78, 79]. However, in the presence of compet-
ing cosines, for instance due to a simultaneous presence of a
superconducting term and a backscattering term in different
regions, the model is not integrable any more. Moreover, the
solitons are excited states of the sine-Gordon model, i.e., with
energies about the gap, and therefore in general not necessary
to describe topological phases.
Alternatively, the phase diagram as well as some response
functions of HSG can be obtained using refermionization. If
the cosine term is the most RG-relevant term, it will dominate
the low-energy phase, so it is judicious to choose a basis which
diagonalizes this term. One starts by defining the rescaled
bosonic fields φ′ = λφ, θ′ = θ/λ, which remain canonically
conjugate. As a consequence, the definition
ψ′α(x) ∝ e−iαφ
′+iθ′ (32)
ensures that the fields ψ′α(x) mutually anticommute. Reverting
the steps leading to the bosonized Hamiltonian, one can then
show that
HSG = −ivKλ2
∫
dx
[∗
∗ψ
′†
R ∂xψ
′
R
∗
∗ − ∗∗ψ′†L ∂xψ′L∗∗
]
+
g
2
∫
dx
(
ψ′†R ψ
′
L + h.c.
)
+
pivs
2
(
1
λ2K
− λ2K
) ∫
dx
[
ρ′L(x) + ρ
′
R(x)
]2 . (33)
Here, ρ′α(x) = ∗∗ψ
′†
α (x)ψ′α(x)∗∗ is the quasiparticle density. This
model is called the massive Thirring model and its equiva-
lence to the sine-Gordon model was in fact known long be-
fore bosonization [80]. In this form, the term proportional to
g makes it obvious that the spectrum is gapped, but apart from
that it might seem that little has been gained: the refermion-
ized model contains interactions between the quasiparticles.
Luckily however, these interactions are “weak”. In an RG-
sense, they constitute a marginal correction to the kinetic en-
ergy Hamiltonian, whereas the g term is still an RG-relevant
correction. Therefore, perturbative techniques can be em-
ployed. One very prominent technique is a ladder-diagram
resummation which is well-known in the contact of the Ma-
han exciton problem [74].
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has an exactly solvable point where the quasiparticles become
non-interacting (K = 1/λ2 in the example above). Such a
point is called a Luther-Emery point [81]. This special point
is useful to get an insight into the phase diagram, but it should
be pointed out that response functions, especially close to gap
energies, change strongly in response to quasiparticle inter-
actions [74]. The exact solution of the sine-Gordon model
indeed reveals that the Luther-Emery point is a special point
and that deviations from this point lead to non-analytical cor-
rections to response functions.
The most user-friendly approximation to study sine-Gordon
Hamiltonians relies on the argument that an RG-relevant co-
sine term will “pin” the phase field to a minimum of the co-
sine function. For the Hamiltonian Hg above this would mean
that one can approximate φ˜ ≈ pi/(2λ√K). Performing a Tay-
lor expansion φ˜ ≈ φ˜min + δφ˜ about one of the possible min-
ima yields a quadratic Hamiltonian in δφ˜. The latter can be
solved exactly. It gives direct access to the spectrum, and can
in principle be used to calculate response functions. However,
it is worth pointing out that this “pinning” approximation is
not very accurate when it comes to dynamic correlation func-
tions of sine-Gordon models, as can be shown by comparing
with the exact solution based on the form factors of the sine-
Gordon model.
Modelling sine-Gordon terms using this “pinning” approx-
imation is an excellent approximation for studying ground-
state properties, which allows us to use it below for deriving
the edge parafermion modes. We should point out that an-
other very fruitful application of sine-Gordon Hamiltonians is
the wire constructions which are presented by T. Meng in the
same special issue [82].
IV. PARAFERMIONS
In this section, we will show how the competition be-
tween different non-commuting, RG-relevant sine-Gordon
terms in a bosonized Hamiltonian can lead to the emergence
of parafermionic bound states. In 1D systems, parafermions
are bound to domain walls at the interfaces between parts of
the system with topologically different spectral gaps. In the
following, we will choose the specific example of a time-
reversal invariant helical edge state of a 2D topological in-
sulator, where different regions are gapped out either by the
superconducting proximity effect or by two-particle backscat-
tering. In this case, the resulting interface bound states are Z4
parafermions [31, 32]. We would like to point out, however,
that the procedure we will present is more general, and has
been used for studying Z2n parafermions in fractional quan-
tum Hall systems with filling factor 1/n (with odd n) as well
[13, 14].
We have already presented the Hamiltonian Hg. Another
potentially RG-relevant term which can be added to the heli-
cal edge Hamiltonian results from the proximity effect in the
presence of a superconductor,
Hsc = ∆
∫
dx
[
ψ†R(x)ψ
†
L(x) + h.c.
]
=
∆
2pia
∫
dx cos[2θ(x)]
=
v∆˜
2pia2
∫
dx cos[2θ˜(x)/
√
K]
=
v∆˜
2pia2
(
2pia
L
)2/K ∫
dx·· cos[2θ˜(x)/
√
K]··. (34)
Here, ∆ denotes the induced gap energy, which is a function
of the bulk superconducting gap as well as of the electron tun-
neling amplitude between superconductor and the edge state,
and ∆˜ is its dimensionless version. As before, we obtain the
flow equation
d∆˜
d`
=
(
2 − 1
K
)
∆˜. (35)
From this, we can conclude the superconductivity is relevant
for K > 1/2. Clearly, the RG flow of cosine terms containing
θ or φ change in opposite ways as a function of K: gaps due to
backscattering are typically reinforced by strong repulsive in-
teractions, whereas superconducting coupling is inhibited by
them.
The basic ideas for deriving parafermionic operators are as
follows: based on the assumption that each RG-relevant co-
sine term pins its bosonic field to a minimum, one can identify
a finite set of ground states. Then, one constructs operators,
localized at the interfaces, which cycle between those degen-
erate ground states. The latter are the desired parafermionic
bound states.
To be concrete, let us consider a minimal model consist-
ing of a helical edge state, in which one region is gapped
out by superconductivity, whereas another one is gapped out
by umklapp scattering. This corresponds to the Hamiltonian
H = HLL + Hg + Hsc, where
HLL =
v
2pi
∫
dx
[
K ··(∂xθ)
2·
· +
1
K
·
·(∂xφ)
2·
·
]
,
Hg = −
∫
dxg(x) cos[4φ(x)],
Hsc = −
∫
dx∆(x) cos[2θ(x)]. (36)
Near K = 1/2 both terms can open spectral gaps. In the re-
spective regions, the cosine terms will pin the phase field θ
and φ as shown in Fig. 1 for case of N = 2 junctions. With-
out loss of generality, we can assume that g > 0 and ∆ > 0.
In the superconducting regions, θ(x) will be pinned to values
θ(x) = nˆpi, whereas backscattering will pin the φ field to values
φ(x) ∈ mˆpi/2, where nˆ and mˆ are now operators with integer
spectrum, who inherit their commutation relations from those
of the phase fields [see Eq. (7)].
Next, we define operators corresponding to the total charge
and the total spin in a given region x1 < x < x2. From
8↓
↑
x = 0 x = L
χ2 χ3 χ4χ1
θ1 φ1 θ2 φ2 θ3
S1 Q1 S2 Q2
FIG. 1. Alternating superconducting (blue) and backscattering
(green) regions with parafermionic interface states indicated by stars.
In the superconducting (backscattering) region, the field θ (φ) is
pinned.
Eq. (16), one obtains
Q(x1, x2) =
∑
α=R,L
∫ x2
x1
dx∗∗ψ
†
α(x)ψα(x)
∗
∗
= −1
pi
[
φ(x2) − φ(x1)] ,
S (x1, x2) =
∑
α=R,L
α
∫ x2
x1
dx∗∗ψ
†
α(x)ψα(x)
∗
∗
= −1
pi
[θ(x2) − θ(x1)] . (37)
Due to the pinning of the fields by the cosine terms, one finds
that the spin trapped between two superconducting regions,
as well as the charge trapped between two regions gapped
by backscattering, are quantized. Note that while the spin is
quantized to integer multiplies of the electron spin, the charge
is quantized to half-integer multiples of the elementary charge
(see Fig. 1 for the notation),
S n = −(θn+1 − θn)/pi = −nˆn+1 + nˆn,
Qn = −(φn+1 − φn)/pi = −(mˆn+1 − mˆn)/2. (38)
The half-integer quantization can most easily be understood
by using the refermionization transformation (32) on the
backscattering term. Using θ′ = θ/2 and φ′ = 2φ, one finds
that ψ†α ∝ (ψ′†α )2e−3iαφ. Since φ commutes with the charge
operator, it does not create charge. Therefore, charge is only
created by the ψ′†α operator, which reveals that the latter carries
half an electron charge.
To learn more about the ground state degeneracy, one first
needs to determine the domain of the fields φ(x) and θ(x).
Since each superconducting region conserves charge modulo
2, whereas each backscattering region conserves spin modulo
4, one finds that there are four possible values for each S n and
Qn, so S n ∈ {0, 1, 2, 3} and Qn ∈ {0, 12 , 1, 32 }. This argument
can be made more mathematically rigorous using translation
operators for the phase fields [32].
The different possible values of the pinned phase fields
cause a degeneracy of the ground state. The latter can be
determined by constructing a complete set of commuting
observables, where it has to be taken into account that Qn
and S n do not mutually commute as a consequence of the
nonlocal commutation relations (7). Using the largest pos-
sible set of mutually commuting operators, one finds that
for 2N interfaces each ground state can be parameterized as
|s1, . . . , sN−1, stot, qtot〉, where s j are the eigenvalues of S j, and
stot that of the total spin operator S tot =
∑
j S j = nˆ1 − nˆN+1.
Similarly, qtot is the eigenvalue of the total charge operator
Qtot = (mˆ1 − mˆN+1)/2.
In contrast to the interface charges, the total charge of the
entire system must be integer, so qtot ∈ {0, 1}. Analogously,
the total spin must reflect the fact that each electron carries
one unit of spin, so stot ∈ {0, 2} for qtot = 0 and stot ∈ {1, 3}
for qtot = 1. This leads to a total ground state degeneracy of
4N−1 × 2 × 2 = 4N .
Finally, we can construct the parafermion bound states op-
erators. They should be local in the bosonic fields, i.e., any
given bound state operator should only involve the pinned
phase fields in the two adjacent regions. Moreover, all bound
state operators should act within the ground state vector space.
The resulting 2N operators are
χ2n−1 = eiφn−iθn/2,
χ2n = eiφn−iθn+1/2. (39)
Using the Baker-Hausdorff formula as well as the commu-
tator (7) of the bosonic fields, one can indeed verify the
parafermionic commutation relations (1).
The operators χn obey the anyonic commutation relations
of parafermionic operators, but for them to be non-Abelian
particles, the unitary transformation corresponding to their
adiabatic exchange must be a representation of the braid
group. Exchanging the positions of two parafermions in real
space, without bringing them together, is not possible in a 1D
edge state. Therefore, alternative braiding schemes have been
proposed which rely on repeatedly nucleating and fusing pairs
of parafermions [13]. This can be regarded as a braiding op-
eration in parameter space, and it has been shown to be topo-
logically protected in the sense that weak deformations of the
braiding path do not change the braiding phase. However,
this robustness is significantly weaker than that afforded by
real-space braiding of parafermions in 2D systems, because
certain phases in the cosine terms could cause accidental de-
generacies which must be avoided [13, 18].
V. CONCLUSIONS
In this review, we have discussed the emergence of
parafermions in one-dimensional quantum systems, with a
particular focus on explaining the theoretical techniques nec-
essary for their modeling. Bosonization has for many years
been the method of choice for investigating one-dimensional
systems. For many gapless systems, the representation of
fermionic particles in terms of bosonic density waves leads
to an exact mapping between an interacting fermionic theory
and a noninteracting bosonic one, and thus allows one to study
the full crossover between the weakly and strongly interacting
limits.
To construct parafermions, one needs to supplement the
well-known metallic Luttinger Hamiltonian with gap-opening
terms, which usually leads to sine-Gordon type Hamitoni-
ans. We’ve explained how a renormalization-group analysis
reveals the possible phases of such Hamiltonian. In the strong-
coupling limit, the cosine terms in the Hamiltonian cause a
9ground state degeneracy, and parafermionic operators emerge
as the local operators which cycle between the ground states.
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