Purpose: Due to the low contrast, blurry boundaries, and large amount of shadows in breast ultrasound (BUS) images, automatic tumor segmentation remains a challenging task. Deep learning provides a solution to this problem, since it can effectively extract representative features from lesions and the background in BUS images. Methods: A novel automatic tumor segmentation method is proposed by combining a dilated fully convolutional network (DFCN) with a phase-based active contour (PBAC) model. The DFCN is an improved fully convolutional neural network with dilated convolution in deeper layers, fewer parameters, and batch normalization techniques; and has a large receptive field that can separate tumors from background. The predictions made by the DFCN are relatively rough due to blurry boundaries and variations in tumor sizes; thus, the PBAC model, which adds both region-based and phase-based energy functions, is applied to further improve segmentation results. The DFCN model is trained and tested in dataset 1 which contains 570 BUS images from 89 patients. In dataset 2, a 10-fold support vector machine (SVM) classifier is employed to verify the diagnostic ability using 460 features extracted from the segmentation results of the proposed method. Results: Advantages of the present method were compared with three state-of-the-art networks; the FCN-8s, U-net, and dilated residual network (DRN). Experimental results from 170 BUS images show that the proposed method had a Dice Similarity coefficient of 88.97 AE 10.01%, a Hausdorff distance (HD) of 35.54 AE 29.70 pixels, and a mean absolute deviation (MAD) of 7.67 AE 6.67 pixels, which showed the best segmentation performance. In dataset 2, the area under curve (AUC) of the 10-fold SVM classifier was 0.795 which is similar to the classification using the manual segmentation results. Conclusions: The proposed automatic method may be sufficiently accurate, robust, and efficient for medical ultrasound applications.
INTRODUCTION
Breast cancer is one of the most common and most serious forms of cancer in women throughout the world. 1 According to National Central Cancer Registry of China, about 268,600 Chinese women were diagnosed as having breast cancer in 2015, which was the highest incidence of cancer in Chinese women. 2 Early detection and diagnosis are essential for timely implementation of treatment in order to achieve better prognoses and reduce mortality rates. 3 Due to its noninvasive, nonradiation, inexpensive, and real-time nature, ultrasound is one of the most prevalent and effective approaches in breast cancer diagnosis. [4] [5] [6] Breast ultrasound (BUS) images can effectively differentiate benign from malignant breast tumors in five aspects; shape, orientation, margin, echo patterns, and posterior acoustic features. [4] [5] [6] [7] To quantitatively assess the characteristics of breast cancer, lesions should first be separated from the background. Robust and accurate segmentation of the lesion is essential for breast cancer analysis and diagnosis. In clinical applications, the contours of the lesion in BUS images are usually delineated manually by radiologists, which is time consuming and tedious. 8 Furthermore, manual segmentation results are highly dependent on the experience of the radiologist and vary among observers. 9, 10, 11 To improve diagnostic performance and reduce human intervention, the demand for automatic tumor segmentation is increasing. However, due to the unique nature of ultrasound imaging, the automatic segmentation of BUS images presents the following problems: (a) severe speckle noise often leads in low contrast and blurry boundaries in ultrasound images [12] [13] [14] [15] ; (b) large amounts of shadows are sometimes similar to tumor regions making a fully automatic method challenging [13] [14] [15] ; and (c) breast tumors are diverse in shape, size, and location, which poses a high demand for the accuracy and robustness of the segmentation algorithm. [13] [14] [15] The BUS image segmentation is usually performed by semi-and fully automatic methods. The segmentation process can be divided into two steps: detection of a region of interest (ROI) containing a lesion and delineation of its contours. 16 The difference of the fully to the semiautomatic methods focuses on whether the ROI is defined by human expertise. To date, several methods for BUS image segmentation have been published, such as the active contour model (ACM), 17, 18 the Markov random field (MRF), 13, 19 and the artificial neural network (ANN). 16, 20, 21 Due to the large amount of speckle noise and shadows in BUS images, the former two methods are usually considered as semiautomatic methods while the ANN is widely used in the automatic segmentation. For semiautomatic methods like the ACM and MRF, manually initialized contours which are close to the ground truths are usually required, and the curve evolution may fail to reach the true target with an inappropriate initialization. [17] [18] [19] These methods are highly dependent on human experience and are inappropriate for the segmentation of a large amount of BUS images. The ANN method generally converts segmentation problems into classification problems, using a set of texture features that are usually extracted from the input BUS image, followed by a classifier to give scores for each subregion for the generation of probable lesion regions. The differences among these ANN methods are the number of texture features and the types of classifiers. 16, 20, 21 The automatic segmentation methods do not need human expertise but are not sufficiently accurate or robust to cope with the variations in tumor shape, size, and location.
Deep learning is a representation learning method that can automatically extract complex features from the raw data that are suited to a particular task. 22 In recent years, deep learning has become a dominant research method in numerous fields, and several segmentation approaches based on convolutional neural networks (CNNs) have been introduced to medical imaging. 23, 24 One of the most popular methods is patchbased CNN pixel classification, which trains a network to predict whether a pixel is inside a lesion according to its local patch properties. 25 However, feeding each patch to the network is time consuming and the patch overlap produces substantial redundancy. Moreover, in medical image segmentation, the complex structure and blurry boundaries need a larger receptive field to extract features from a larger region and a deeper architecture. To overcome these disadvantages, fully convolutional neural networks (FCNs) have been introduced to train an end-to-end network for pixelwise predictions in semantic segmentation. 26 The FCN can reduce the redundancy introduced by patch overlapping, include spatial information, and not restrict the input size; however, upsampling layers with a factor 8 and few feature channels lose a large amount of information, making the predictions rough.
Therefore, a modified and extended architecture of FCN, named U-net, has been proposed to deal with medical image segmentation. 27 U-net is an encoder-decoder-based CNN with skip connections. The upsampling part of U-net has a large number of feature channels, which allow the network to propagate the context information to higher resolution layers. Recently, U-net has attracted considerable interest in the context of medical image segmentation; however, the massive shadows and speckle noise in BUS images make it difficult to train a patch-based CNN or U-net. The FCN is more appropriate for BUS image segmentation but the original architecture, FCN-8s, has too many parameters and the training process takes a long time. To the best of our knowledge, the deep learning method has not been used in breast ultrasound lesion segmentation.
Some computer classification methods have been proposed in recent years. Among these methods, their differences mainly focus on a small number of features they used: 10 features, 28 5 features, 29 17 features, 30 18 features, 31 5 features, 32 41 features. 33 These features are related to Breast Imaging Reporting and Data System (BI-RADS) which is the standard for ultrasound descriptions of breast lesions. 7 However, the features contained are limited and do not cover all five categories in BI-RADS. Besides, these features are usually extracted using manual segmentation results which means that the classification system needs human expertise and is not fully automatic.
In the present paper, we propose a novel automatic method based on a modified FCN model and an ACM to overcome the problems related to tumor segmentation in BUS images. A dilated fully convolutional neural network (DFCN) model was designed to effectively segment breast lesions and increase the resolution of the deep feature maps. With a dilated convolution, this novel network could successfully distinguish the lesion from the background, even with a large amount of shadows. The batch normalization in the network enabled the application of higher learning rates and accelerated the training process. Subsequently, a phase-based active contour (PBAC) model used the outputs of the DFCN as the initialized contours to further optimize the segmentation results. To solve the challenges introduced by blurry boundaries, the optimization step made the output more precise. The combination of DFCN and PBAC was able to automatically segment BUS images with variations in tumor size and shape. Finally, based on segmentation results of the proposed DFCN+PBAC method, 460 high-throughput BI-RADS features are extracted to differentiate the benign and malignant lesions. Different from the existing methods, our main contributions are: (a) an improved FCN model with a large receptive field and a deep architecture was designed to achieve automatic segmentation in BUS images; (b) dilated convolutions were applied to raise the resolution of feature maps in deeper layers, which reduced the interference of a large amount of shadows to some extent; (c) the weights were randomly initialized and the batch normalization technique was used to enable higher learning rates and accelerate the training process; and (d) a PBAC model was added to optimize the output of the DFCN method, which made the results more accurate and robust.
The present paper is organized as follows: Section 2 provides a general description of the CNN and FCN; Section 3 presents the dataset and our proposed DFCN+PBAC method in detail; Section 4 describes the experiments; Sections 5 and 6 contain the results and discussion, respectively; and Section 7 concludes this paper and outlines our future work.
RELATED WORK
This section describes two popular methods for medical image segmentation: the traditional patch-based CNN method and the FCN method.
2.A. Patch-based CNN
The LeNet is the typical architecture of a CNN, 34 which usually consists of three convolutional layers, two pooling layers, and two fully connected layers. The convolutional layers generate feature maps by local connectivity and weight sharing, which are effective in implementing a particular task. Each neuron in the layer is connected to a local area of the input; and the neuron is responsible for the information extracted from the local areas, which are called receptive fields. Pooling layers are applied to reduce the dimensionality of feature maps through downsampling, and can reduce the sensitivity of the output to small input shifts and distortions. 22 Fully connected layers generally transform the twodimensional feature maps into one-dimensional vectors, followed by soft-max layers that produce the desired outputs by classification.
The patch-based CNN transforms the segmentation tasks into patch classification tasks. Segmentation of the whole tumor is regarded as a two-class classification problem, in which the goal is to classify each pixel into two categories; a pixel in or out of the lesion. 25 Figure 1 shows a raw BUS image, the same image following intensity adjustment, and a representative 32 9 32 patch inside and outside the lesion. To make the textural information clearer, the intensity of the original BUS image shown in Fig 1(a) , is adjusted through increasing the gray level by 50 as shown in Fig. 1(b) . The patch-based CNN extracts deep and complex features from the local patches to determine the lesion; however, as is shown in Figs. 1(c) and 1(d), due to shadows and speckle noise, patches in the lesion and background may have similar textural information. This makes training difficult and wrong predictions are easily made. Moreover, the patch-based CNN ignores the spatial information in the BUS image, for instance, the breast lesion is unlikely to appear at the bottom of a BUS image. To summarize, the patch-based CNN is inappropriate for automatic segmentation of breast lesions.
2.B. Fcn
To avoid computational redundancy, the FCN method is introduced to implement segmentation by pixelwise prediction rather than by probability classification for each patch. The most common FCN model, FCN-8s, trains a network for segmentation by fine-tuning, 26 which considers the pretrained CNN as the initial net and subsequently updates weights in that net using the limited labeled training data from the current task. 23 The FCN-8s is based on a pretrained VGG-16 model and adds several skip architectures to combine deep and coarse information with shallow and fine information. 35 The pretrained VGG-16 network is originally used for the classification of 1000 different objects of classes on the ImageNet dataset. The final classifier layer is discarded and all fully connected layers are converted to convolutional layers using zero padding. For BUS image segmentation, a 1 9 1 convolution layer with a channel dimension of 2 is appended to predict scores for the two classes, the lesion and the background, followed by a deconvolution layer to bilinearly upsample the coarse outputs to be pixelwise. However, before the final prediction, the FCN uses an 89 upsampling operation and two feature channels which means that the final results are predicted using a small-size feature map with limited information. Therefore, the predictions are relatively rough.
MATERIALS AND METHODS
The DFCN was designed to segment breast lesions from the background. Due to the large amount of speckle noise and shadows making BUS image segmentation challenging, the network needed to be capable of distinguishing lesions from shadows and to be insensitive to the noise.
3.A. Materials
In dataset 1, a total of 570 BUS images from 89 female patients were collected from the Department of Ultrasound, Fudan University Shanghai Cancer Center, China. All images were acquired using a MyLab â (Esaote, Genoa, Italy) ultrasound system, and the image size was 460 9 587 pixels. For each BUS image, the contour of the tumor delineated by a well-trained radiologist was regarded as the ground truth. There were 400 images in the training set, while the testing set was comprised of the remaining 170 images. Dataset 2 is a public dataset 1 consisting of 66 malignant breast lesions and 62 benign ones, which is only used for medical classification applications.
3.B. DFCN architecture
The DFCN was designed to segment breast lesions from the background. Due to the large amount of speckle noise and shadows making BUS image segmentation challenging, the network needed to be capable of distinguishing lesions from shadows and to not be sensitive to noise. In this subsection, we will sequentially introduce the entire network 1 Website: http://www.onlinemedicalimages.com.
architecture, the contribution of dilated convolution, and the application of batch normalization.
Our network architecture is demonstrated in Fig. 2 . The block used in Fig. 2 (a) is illustrated in Fig. 2(b) , which consists of a convolutional layer, a batch normalization layer, and a rectified linear unit (ReLU) layer. Zero padding was used in each convolutional layer to ensure that the size of the feature maps remained unchanged following the convolution operation. The ReLU was used to introduce nonlinearity to the network. In Fig. 2(a) , the "M 9 M 9 H" addressed in the block is the parameter for the convolutional layer; M is the kernel size and H is the number of feature maps. For instance, in block 1, "3 9 3 9 64" indicates the convolutional layer in block 1 had a kernel size of 3 and 64 feature maps. Each max pooling layer in the DFCN had a kernel size of 2 9 2 and a stride of 2. The number of feature maps successively increased from the lower to higher layers; the number of feature maps were set to 64, 128, 256, 512, 512, and 1024 for layers 1À6, respectively. Skip connections, Conv 1, Conv 2, and Conv3, were applied to give predictions of the rough outputs. A dropout layer was added after Conv 1, at a rate of 0.5. Finally, after the sum layer, a deconvolution layer was used to give an upsampling prediction with a factor of 8, indicating that the output was eight times the size of the input. As an abbreviation, an upsampling operation with a factor of K was shortened to K9 upsampling in the present paper.
Dilated convolution [36] [37] [38] [39] can improve segmentation results, since it makes the network resistant to the large amount of shadows. The max pooling layer plays an important role in image classification by enlarging the receptive field and downsampling the feature maps; however, in the application of end-to-end segmentation, max pooling reduces the resolution of the feature maps. Dilated convolution, also known as atrous convolution, inserts holes between nonzero filter taps. [36] [37] [38] [39] For instance, in Fig. 3 , a dilated convolution with a kernel size of 3 9 3 and a dilation rate of 2 represents an effective receptive field of 7 9 7. Dilated convolution can provide a denser prediction by supporting exponential expansion of the receptive field without loss of resolution. In BUS images, shadows are sometimes close to the lesions, and the distances between them are shortened in feature maps with low resolution. Therefore, it is difficult to differentiate them using low-resolution feature maps. Dilated convolution can maintain the resolution in deep filters and help the feature maps retain more detailed information to distinguish the lesions from shadows. However, we did not replace all max pooling layers with dilated convolution, since nondownsampling feature maps take too much time for convolutional operations. The downsampling rate of the input to the output of the DFCN was 8.
Batch normalization (BN) can reduce the requirements for initialization and accelerate the training process. Different from the traditional FCN-8s that uses the VGG-16 network pretrained on the ImageNet dataset for fine-tuning, the unique DFCN architecture cannot transfer weights from any existing network. The weights in the convolutional layers are initialized using the Xavier weight initialization method by setting the weights to a square bilinear interpolation filter. Here, the cross entropy was considered as the loss function. At the same time, BN layers were added to enable the application of a relatively high learning rate. BN dramatically accelerated the training of the CNN by allowing the use of much higher learning rates and less careful initialization. 40 To reduce the effect of random initialization, the BN technique improved the convergence of the DFCN and accelerated the training process.
3.C. PBAC optimization
One limitation of the DFCN is that the resolution of the predictions is low due to the rough operation of an 89 upsampling bilinear interpolation application in the deconvolution layer. 27 As a result of the blurry boundaries in BUS images, the simultaneous generation of a precise segmentation result and the detection of a lesion in a background with a large amount of shadows is difficult to achieve. In addition, some lesions are relatively small, and consequently hard to detect in a large BUS image. The roughness of predictions is clearer in small lesions. To overcome these problems, we used the PBAC model 41 to optimize the output of the DFCN. The PBAC model combined both the edge and the regional information, and the energy function of the PBAC consisted of two parts: the region-based energy function, E RSF , and the phase-based edge energy function, E PA . The overall energy function E PBAC can be described as:
Several iterations needed to be taken to minimize the E PBAC function, the detailed information of which can be found in Ref. [41] .
In the present paper, the output of the DFCN was used as the initial boundary for the PBAC model. As illustrated in Fig. 4 , small tumors needed more iterations to optimize the outputs, since their sizes were too small to generate precise predictions in the DFCN, while fewer iterations were needed in large tumors, since the outputs were closer to the ground truths and needed only slight modifications. 
3.D. Medical applications
Four hundred and sixty high-throughput BI-RADS features are introduced to describe characteristics of breast lesion in BUS images. 42 The lesion boundaries are defined and then these features are extracted. Therefore, the calculation of features depends on the segmentation results. In this section, features are extracted from the results of the proposed DCFN+PBAC method. Feature selection includes two steps: (a) features which have P values greater than 0.95 are selected; and (b) a least absolute shrinkage and selection operator (LASSO) model 43 is used to select more related features from features in step 1. Finally, a 10-fold SVM classifier is applied to differentiate the benign and malignant lesions using the remaining features.
EXPERIMENTS
In this section, a set of experiments were designed to verify the effectiveness of the proposed method.
4.A. Compared algorithms
To assess the segmentation quality, the following five efficient methods were compared: Among the aforementioned algorithms, FCN-8s, U-net, and DRN are three state-of-the-art methods that have been proven efficient by other researchers. The DRN is a residual network that is an improved version of ResNet using dilated convolutions, and has been proven effective in the Cityspace Dataset, but has not yet been introduced into the field of BUS image segmentation. To evaluate the effect of dilated convolutions, we modified the DFCN by replacing block 13 and 18 with max pooling layers and introduced a 29 upsampling deconvolutional layer before Conv 1 and Sum 2, respectively. In addition, the results of the DFCN were compared with those of the proposed DFCN+PBAC to prove an optimization effect of the PBAC model. For all these compared algorithms, the cross entropy was considered as the loss function. The FCN-8s is the fine-tuning of a VGG-16 network in the ImageNet dataset. The U-net, DRN, and DFCN without dilated convolution were initialized using the Xavier weight initialization method. For all these methods, including FCN-8s, U-net, DRN, DFCN without dilated convolution, and DFCN, training was performed by the SGD, with a momentum of 0.9, a weight decay of 0.0001, a batch size of 20, and a mini-batch size of 10 and 500 epochs. The learning rate for FCN-8s was 0.0001, while the other methods used a learning rate of 0.001.
All experiments were implemented in MATLAB 2017b on a 3.06-GHz Intel(R) Xeon(R) CPU and a Nvidia Titan Xp GPU. The FCN-8s, U-net, DRN, and DFCN were trained and tested in MatConvnet.
4.B. Quantitative evaluation
To evaluate the proposed approach, a set of 170 test BUS images were used. The Dice similarity coefficient (DSC), mean absolute deviation (MAD), and Hausdorff distance (HD) were computed to quantify the outputs of the proposed method as compared with the ground truths. 44 The ground truths were completed by two well-trained radiologists, intraand interobserver variability studies have been made. The DSC is a symmetrical similarity index that measures the overlapped areas between the result of a segmentation algorithm and the ground truth, as:
where, A and B are the contours from the segmentation method and the ground truth, respectively; Ω A and Ω B denote the segmented regions of A and B, and n(.) represents the total number of pixels in the area. The value 0 is for no overlap and 1 is for a perfect result. The surface distance error (SDE) at each point in the extracted contour A is defined as its Euclidean distance to the closest neighboring point in the reference contour B. The MAD and HD are defined as the average and maximum of the SDEs across all points, respectively, as:
HDðA; BÞ ¼ max f max a2A dða; BÞg; f max b2B dðb; AÞg
where, a and b are two corresponding points in the contours A and B, respectively; d(a, B) is the minimum distance from point a to the contour B; and N A and N B are the size of corresponding contours. A lower MAD and HD indicate that the segmentation contours are more similar to the contours in the ground truth.
RESULTS

5.A. Overall performance and comparison with other segmentation methods
The DSC, MAD, and HD are also used to evaluate the intra-and interobserver variability. The results are shown in Table I . From the variability results, no large intra-and interobserver variability is found. Table II shows the evaluation indices, time costs, and parameter sizes of the proposed DFCN+PBAC method and the DFCN, DFCN without the dilated convolution, DRN, U-net, and FCN-8s methods. The proposed DFCN+PBAC method had a DSC of 88.97 AE 10.01%, an HD of 35.54 AE 29.70 pixels, and an MAD of 7.67 AE 6.67 pixels; and the DFCN method had a DSC of 88.87 AE 9.94%, an HD of 49.14 AE 28.80 pixels, and an MAD of 9.28 AE 6.93 pixels, demonstrating a statistically significant improvement over the FCN-8s, U-net, DRN, DFCN without the dilated convolution, and DFCN in all three evaluation indices. The time cost is the mean testing time per image based on the MatLab implementation processing time. The time cost of the DFCN was low and the increasing time for the proposed DFCN+PBAC was introduced by the iteration process in the PBAC model.
For the ACM and MRF, manually initialized contours are required, and the curve evolution may fail to reach the true target with an inappropriate initialization. These methods are highly dependent on human experience and are inappropriate for the segmentation of a large amount of BUS images. As an example, Fig. 5 shows the segmentation results of a tumor using the ACM. The red circle shows a mistake made by the method. This kind of mistake is commonly seen because of the initialization contours. The nondeep learning algorithms are not robust and sometimes inaccurate. Figure 6 shows the segmentation results of three representative BUS images using the proposed DFCN+PBAC method and the other five methods for comparison; from left to right, there are three typical types of tumors, medium-sized [ Fig. 6(a) ], small-sized [ Fig. 6(h) ], and a tumor with heavy posterior shadows close to the lesion [ Fig. 6(o) ], respectively. For a medium-sized tumor, the differences between the outputs of these six methods were relatively small, as shown in Figs. 6(a)-6(g). In Figs. 6(h)-6(n), the U-net could not clearly segment the small lesion. The FCN-8s and DRN mistakenly predicted some dark areas as lesions that were actually in the background. Irrespective of the use of dilated convolution, the DFCN could precisely predict the lesion; however, the contour generated by the DFCN was not precise enough to represent the lesion. This problem was solved by the application of the PBAC. In Figs. 6(o)-6(u), the networks without the dilated convolution, FCN-8s and DFCN without the dilated convolution, could not separate the lesion The bold values are the best performance among these methods.
Medical Physics, 46 (1), January 2019
and posterior shadows. The DFCN performed better than the DRN, although the two networks both used dilated convolutions. The DFCN could accurately detect the lesion and the output was optimized by the PBAC. From  Fig. 6 , the proposed DFCN+PBAC method shows the best segmentation performance among the algorithms.
5.B. Effects of dilated convolution
To demonstrate the effects of dilated convolution; focusing on the tumor with heavy posterior shadows [ Fig. 6(o) ], we compared the outputs of the Conv 1, Sum 1, and Sum 2 in the DFCN and DFCN without the dilated convolution, respectively (Fig. 7) . The outputs are presented in the form of heat maps to more clearly illustrate the effect of the dilated convolution. Figures 7(a) A 460 9 587-sized BUS image was resized to 448 9 576 to match the size of the outputs from the skip connections. We defined the output stride as the ratio of the input image spatial resolution to the output resolution in a particular layer. The output stride of Conv 1, Sum 1, and Sum 2 in the DFCN was 8, which means that the output size of the three layers was fixed to 56 9 72. Figures 7(a)-7(c) is almost identical. The output stride of Conv 1, Sum 1, and Sum 2 in the DFCN without the dilated convolution was 32, 16, and 8, respectively, which means that the output size of the three layers was 14 9 18, 28 9 36, and 56 9 72, respectively. In Fig. 7(d) , the resolution is low and little detailed information can be found. As shown in Figs. 7(e)-7(f), more detailed information was reproduced by the addition of the outputs of the Conv 2 and Conv 3. In addition, the DFCN and DFCN without the dilated convolution had the same receptive field (238 9 238); it could effectively maintain the receptive field without losing the resolution of the feature maps in deeper layers.
5.C. Contribution of BN to the training process
The BN allows the use of higher learning rates and less careful initialization. Due to the random initialization, the loss function sometimes increases instead of decreasing if batch normalization is not used. We defined this situation as nonconvergence. With BN, the network was more likely to be convergent. Table III shows the different learning rates with and without the use of BN, and whether the network was convergent. In Table III , "yes" or "no" represents whether the network was convergent; without BN, it was difficult for the network to be convergent. As shown in Fig. 8 , the network with the use of BN and a larger learning rate had lower loss values. The network with BN was more easily convergent, indicating that BN accelerated the training process.
5.D. Comparison with the fine-tuning FCN-8s
From Table II , it can be seen that all three indices in the DFCN performed better than those in the FCN-8s. The dilated convolution effectively maintained the receptive field without losing the resolution of the feature maps. The DFCN was more simplified, which had parameters of 183 M, while the FCN-8s had parameters of 476 M. The means of the DSC, HD, and MAD of the FCN-8s and DFCN at 1, 3, 10, 50, 100, 200, and 300 epochs are shown in Table IV , from which it can be seen that the FCN-8s performed better than the DFCN at small epochs but the indices in the FCN-8s changed a little after 100 epochs. For comparison, in general, indices in the DFCN improved gradually, with great improvements over the FCN-8s after 10 epochs.
5.E. PBAC optimization
From Table II , it can be seen that the DFCN+PBAC had a DSC of 88.97 AE 10.01%, an HD of 35.54 AE 29.70 pixels, and an MAD of 7.67 AE 6.67 pixels. All three indices performed better than the DFCN method. In the PBAC optimization, tumors accounting for more than 9.05% of a BUS image were regarded as large tumors, and 60 iterations were used. Tumors accounting for less than 9.05% were regarded as small tumors, and 120 iterations were used. The mean proportion of the lesion to the total image in the training set was 9.05%, which was used for threshold definition of small or large tumors. In addition, the iterations were chosen by experience. Figure 9 shows the segmentation results of four representative BUS images using two methods. The top two are small tumors and the bottom two are large tumors. From Fig. 9 , it can be seen that irrespective of lesion size, the PBAC model could improve the output of DFCN to make the method more sensitive to intensity changes near the boundaries. In small lesions [Figs. 9(a)-9(f)], the segmentation results from the DFCN were not precise enough for medical analysis; some detailed boundary information was ignored. However, the PBAC effectively optimized the DFCN outputs. With respect to large lesions [Figs. 9(g)-9(l)], the DFCN performed well, and the PBAC optimizations gave better results. Above all, the PBAC optimization effectively improved the outputs of the DFCN and generated segmentation results appropriate for medical analysis. 
5.F. Diagnostic results
After feature selection, 13 features remained. In the SVM classifier, the area under the receiver operating characteristic (ROC) curve (AUC), accuracy, sensitivity, and specificity are 0.795, 71.9%, 71.2%, and 72.6%, respectively. The diagnostic results show that the DFCN+PBAC method is of diagnostic values. The classification results using features mentioned in Refs. [28] [29] [30] [31] [32] [33] and features extracted from segmentation results using DFCN, DFCN+PBAC methods are also compared. Table V shows the classification results. From Table V , compared with the results using the ground truth, the classification indexes using the proposed DCFN+PBAC method are similar which may show that the proposed method can be used in medical analysis. Besides, AUC, accuracy and specificity of the classifier using features from DFCN+PBAC methods are higher than those using DFCN methods, which indicates the PBAC step improves the classification results. In addition, classification results using the features mentioned in Refs. [28] [29] [30] [31] [32] [33] are also shown in Table V . Compared with them, [28] [29] [30] [31] [32] [33] results using DFCN+PBAC have the best classification results.
DISCUSSION
Here, we present a novel DFCN+PBAC method for automatic tumor segmentation in BUS images, which combined an improved fully convolutional network architecture with 
6.A. Overall performance
From Table II , it can be seen that the proposed DFCN+PBAC method achieved a mean DSC of 88.97%, a mean HD of 35.54 pixels, and a mean MAD of 7.67 pixels from a set of 170 test images. All three evaluation indices were the highest among the tested methods. Compared with the other methods, we achieved statistically significant improvements in automatic segmentation of BUS images. With respect to the DFCN method, a mean DSC of 88.87%, a mean HD of 49.14 pixels, and a mean MAD of 9.28 pixels were achieved, which is better than that of the traditional FCN-8s, U-net, DRN, and DFCN without the dilated convolution methods. The DFCN showed an obvious improvement from the FCN-8s. Compared with the DRN, a better performance of the DFCN shows that this model better implemented the dilated convolution. The U-net had a receptive field of 76 9 76, while the receptive field of the DFCN was 238 9 238. The encoder branch in the U-net was lower than that in the DFCN, indicating that the DFCN could extract deeper and more accurate features. The U-net did not perform well in the field of BUS image segmentation, which can be explained by the relatively small receptive field and low network architecture. The encoder branch in the U-net extracted representative features from original BUS images, and the decoder branch had a larger number of feature channels to propagate the information to higher resolution layers with the assistance of skip connections. Compared with the DFCN, the encoder branch in the U-net was not deep enough to extract better features from BUS images. Due to the large amount of speckle noise and the shadows in BUS images, a larger receptive field is preferred, and the detailed decoder branch had trouble with upsampling feature maps to higher resolutions. Above all, the DFCN performed better than the traditional networks in BUS image segmentation. , it can be seen that shadows appeared in the background, rendering detection of the target challenging since it was too small to be recognized; however, the DFCN could effectively segment the tumor. As shown in Figs. 6(o)-6(u) , the heavy shadows were relatively close to the tumor contour; thus, it was difficult to distinguish the tumor. The DFCN was more sensitive to intensity changes around the contour, and the localization information learned by the DFCN could easily find the boundary of the tumor; therefore, the DFCN had the highest and most robust segmentation accuracy among the six tested methods.
6.B. The effects of dilated convolution
Introducing the dilated convolution at deeper layers significantly improved the results. As shown in Table II , the DSC of the DFCN and DFCN without the dilated convolution was similar; however, the HD and MAD of the DFCN was lower, indicating that the contours delineated by the DFCN with the assistance of the dilated convolution were closer to the ground truth. The effects of the dilated convolution can be clearly seen in Fig. 7 . In the DFCN, the outputs of Conv 1, Sum 1, and Sum 2 shared the same resolution, and few differences were found among them, indicating that the output of Conv 1 contained sufficient context information to make final predictions. However, in the DFCN without the dilated convolution, the output stride of Conv 1, Sum 1, and Sum 2 was 32, 16, and 8. From Fig. 7(d) , it can be seen that the 14 9 18 output of the Conv 1 lost a lot of information and was not capable of giving a fine prediction without the assistance of Conv 2 and 3. Due to the low resolution in Conv 1, the network lost the detailed information required to separate the shadows and lesions. The dilated convolution enabled us to increase the size of the receptive field without the loss of spatial resolution.
6.C. BN acceleration
Batch normalization can accelerate the training process by allowing the use of higher learning rates and less careful initialization. Compared with the fine-tuning networks, the network using Xavier initialization weights are harder to train. Here, a higher learning rate was preferred. From Table III , it can be seen that a higher learning rate could be used with the assistance of the BN. Figure 8 proves that using the BN and a larger learning rate could make the network more easily convergent, indicating that the training process was accelerated. 
6.D. DFCN vs FCN-8s
The DFCN is an improved network based on the FCN-8s. Compared with the FCN-8s, the improvements are: (a) application of the dilated convolution; (b) less parameters; and (c) the weights are randomly initialized and the batch normalization technique is used to accelerate the training process. Table II outperformed the FCN-8s, indicating that the segmentation results in the DFCN were more accurate. As shown in Table IV , after training for 1 epoch, the segmentation results in the FCN-8s were better than those in the DFCN, showing the easier training advantage of fine-tuning; however, with an increase in training epochs, the DFCN performed better than the FCN-8s. The DSCs in the DFCN at 100, 200, and 300 epochs were 0.8496, 0.8613, and 0.8883, respectively. After 100 epochs, the performance of the DFCN continued to improve, while that in the FCN-8s remained stable.
6.E. The optimization effects of PBAC
The application of the PBAC model improved the segmentation results of the DFCN. From Table II , it can be seen that the proposed DFCN+PBAC method showed a better performance in all three dices. Figure 9 shows the segmentation results of two small tumors and two large tumors using the DFCN and DFCN+PBAC methods. Based on relatively rough contours delineated by the DFCN, the PBAC precisely modified the contours for a more accurate segmentation. As shown in Figs. 9(a)-9(f), for small lesions, the detection of small objects was a difficult task, since the contours generated by the DFCN were not precise enough to represent characteristics of the tumor. The PBAC model with more iterations was applied to find the detailed intensity changes near the boundaries. As shown in Figs. 9(g)-9(l), for large lesions, the segmentation results of the DFCN were close to the ground truth, and only slight changes were made using the PBAC model with less iterations. The 89 upsampling bilinear interpolation operation before the output in the DFCN rendered the output less precise than the results from 29 upsampling operation; however, the U-net architecture was proven inappropriate for BUS image segmentation due to the large amount of noise and shadows. The application of the PBAC model effectively optimized the results and solved the roughness introduced by the 89 upsampling operation. As is illustrated in Table V , the PBAC optimization is proved to improve the medical analysis results.
6.F. Medical application
From Table V, the classification indexes using the proposed DCFN+PBAC method are similar to those using the ground truth, which shows that the proposed segmentation method can partly replace the manual segmentation results in medical analysis. Besides, the PBAC optimization step improves the classification results. In addition, compared with the results using features mentioned in Refs. [28] [29] [30] [31] [32] [33] , our classification results show the best performance. The feature system in this paper has 460 features highly related to BI-RADS and is fully automatic.
CONCLUSION
In the present paper, we propose an automatic segmentation method of BUS images combining a fully convolutional network, named DFCN, with a PBAC model. Compared with three state-of-the-art networks, FCN-8s, U-net, and DRN, the DFCN had the best performance in all three dices; DSC, HD, and MAD. The dilated convolution was proven to be effective in maintaining the size of the receptive field without losing spatial resolution of the feature maps in deeper layers. Batch normalization in the DFCN accelerated the training process and improved the segmentation results. The PBAC model used the output of the DFCN as the initial boundary with different iterations, minimizing the energy function. Experiments show the high robustness, accuracy, and efficiency of our approach. By taking advantage of the DFCN and PBAC, the proposed method is consistent in cases with speckle noise, blurry boundaries, a large amount of shadows, and variations in tumor size and shape. Finally, compared with the ground truth, the proposed DFCN+PBAC method are capable for medical analysis.
One limitation of the present method is that the introduction of the PBAC model increased the computation time. Other fast methods can be tried in order to improve the segmentation results. Based on the segmentation results, our future work will focus on the quantitative evaluation of breast tumors. 
