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Insulator-metal transition is investigated self-consistently on the frustrated Shastry-Sutherland lattice in the
framework of Slave-Boson mean-field theory. Due to the presence of quasi-flat band structure characteristic, the
system displays a spin-density-wave (SDW) insulating phase at the weak doping levels, which is robust against
frustration, and it will be transited into an SDW metallic phase at high doping levels. As further increasing
the doping, the temperature or the frustration on the diagonal linking bonds, the magnetic order m will be
monotonically suppressed, resulting in the appearance of a paramagnetic metallic phase. Although the Fermi
surface of the SDW metallic phase may be immersed by temperature, the number of mobile charges is robust
against temperature at weak doping levels.
PACS numbers: 71.30.+h, 71.27.+a, 75.30.Et, 75.10.Jm
I. INTRODUCTION
Geometrically frustrated lattices1–8 have exotic quantum
states and rich phase diagrams since the antiparallel alignment
of adjacent spins cannot be fully satisfied due to the energy
competing. Among of them the Shastry-Sutherland lattice
(SSL) is one of the simplest systems, which alternates diag-
onal links located on a square lattice. Compounds with topol-
ogy equivalent to SSL, such as SrCu2(BO3)2, Yb2Pt2Pb,
9–17
have been synthesized and provided an excellent platform to
study the effects of frustration on the correlated electron sys-
tems.
Various analytical methods and numerical techniques have
been employed to study the SSL.18–24 From the viewpoint of
localized two dimensional Heisenberg Hamiltonian, the orig-
inal paper gave an exactly analytical solvable ground state25,
which is the production of valence-bond dimer singlets on the
disjointed diagonal links when the ratio of exchange coupling
on diagonal bonds and that on x-axes α = Jdiag/Jx > 1.5.
9,10
While for small α, the Ne´el states will become the ground
state since a SSL tends to degenerate to square lattice. Be-
tween the dimer-singlet state and the Ne´el state, many inter-
mediate phases26–30 and the magnetization plateaus31–34 have
also been reported.
The lately realized frustrated Lieb lattice36–40 and the
paradigmatic frustrated Kagome´ lattice have unpredicted
properties owing to the flat-band structure.31,36,41 Moreover,
the frustrated graphene sheets lead the system displaying a
Mott-like insulator due to the strong electron correlation.42
SSL can be constructed as a quasi-flat-banded, frustrated and
correlated electron system based on t1-t2-J1-J2 model and it
motivates us to study the intriguing metal-insulator transition
systematically.
Considering the itinerant electron behaviors, the t-J model
has been used to study the possible superconducting phase on
SSL,30,35 and the Hubbard model has been used to clarify the
metal-insulator transition at around the half-filling.24 How-
ever, insulator-metal phase transition on SSL at finite doping
and the finite temperature is still lacking investigation theoret-
ically as far as we have known.
In the present paper, we mainly focus on the study of in-
triguing insulator-metal phase transition on SSL by using a
t1-t2-J1-J2 model in the framework of Slave-Boson (SB) ap-
proach.43–46 Once the mean-field order parameters are self-
consistently calculated, the band structure and Fermi sur-
face topology can be evaluated straightforwardly. Based on
the linear-response theory, the temperature dependent Drude
weight proportionally to the electrical conductivity is also in-
vestigated. The effect of the finite third nearest-neighbor (n.n.)
hopping term t3 on the flat band structure will also be ad-
dressed in the appendix.
Besides the unfrustrated square lattice, lots of unpredicted
properties will arise from the disjointed diagonal frustrated
parameters t2 and J2 on the SSL. Strong electron-electron in-
teraction will separate the energy bands into two subspaces at
weak dopings, and the system displays an insulating state with
SDW order (SDW-Ins) and absence of Fermi surface, which
is robust against t2, J2 with tiny Drude weight. At high doping
levels, the system enters into a metallic phase, which is sep-
arated as SDW metallic (SDW-M) phase and paramagnetic
metallic (PM-M) phase depending on whether the staggered
magnetic order is finite.
The rest of this paper is organized as follows. In Sec. II,
we will introduce the theoretical model and the correspond-
ing analytical formalism. The detailed calculated phase dia-
gram is shown in Sec. III. In Sec. IV, we will turn to discuss
the temperature dependent effects on the calculated physical
quantities. At last, a summary is given in Sec. V.
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FIG. 1: (Color Online) (a) Schematic illustration of SSL, i = 1..4
denoting the four different sublattices. Order parameters on the dark
links belong to the same unit cell. Note that 1 → 2 and 2 → 1
are two different links in one unit cell. t1 , J1 are on the n.n. links
denoted by the red solid line, t2, J2 are on the diagonal links denoted
by the blue dotted line, and t3 on the third n.n. is denoted by the
green dashed line. (b) The first Brillouin zone of SSL. Γ, M, K are
the three high symmetry k-points. (c) The energy band dispersion of
the tight-binding model along the high symmetric line of M-K-Γ-M
for the parameters of t1 = ±1, t2 = 0.3, t3 = 0 and δ = 0.02.
II. MODEL HAMILTONIAN AND FORMULA
We consider the t1-t2-t3-J1-J2 phenomenological model to
systematically study the frustrated SSL by using SB mean-
field theory, where t3 is set to zero without explicitly specified.
The crystal structure of SSL is illustrated in Fig. 1(a). Within
a unit cell, there are four inequivalent sites labeled by 1−4, the
hopping integral t1 and spin exchange coupling J1 are on the
n.n. links, and t2 and J2 are on the diagonal links. Generally,
the t-J model can be derived analytically from the Hubbard
model in the strong coupling limit with J = 4t2/U, where
U is the on-site Coulomb interaction in the Hubbard model.
The generalized t-J model with independent parameters of t
and J can be used to describe the more complex systems, like
SSL from the phenomenological viewpoint. In real space the
Hamiltonian reads
H = Ht + HJ − µ0
∑
i
ni = −t1
∑
〈i j〉,σ
(cˆ
†
iσ
cˆ jσ + h.c.)
−t2
∑
〈i j〉2,σ
(cˆ
†
iσcˆ jσ + h.c.) − t3
∑
〈i j〉3,σ
(cˆ
†
iσcˆ jσ + h.c.)
+ J1
∑
〈i j〉
(Sˆ i · Sˆ j −
1
4
nˆinˆ j) + J2
∑
〈i j〉2
(Sˆ i · Sˆ j −
1
4
nˆinˆ j)
− µ0
∑
i
ni, (1)
where σ denotes spin, 〈〉, 〈〉2, 〈〉3 represent the n.n., second
n.n. and third n.n. sites, respectively, as shown in Fig.1(a),
with Sˆ i =
1
2
(cˆ
†
iασαβcˆiβ) denoting the spin operator. For a
strong coupling limit and hole-doped case, cˆ jσ = c jσ(1 − n jσ¯)
means annihilating an electron on a single occupied site with
(1 − n jσ¯) ≃ 1, and cˆ
†
iσ = (1 − niσ¯)c
†
iσ represents creating
an electron on an empty site with (1 − niσ¯) ≃ δ, n repre-
senting the occupation number of real electrons and δ de-
scribing the hole-doped concentration. SB43–46 approach al-
lows a physical description of the electron correlated effects,
by writing cˆiσ = b
†
i
fiσ with bi Boson holon operator and
fiσ the Fermionic spinon operator. Without double occu-
pancy constraint, b
†
i
bi + Σσ f
†
iσ fiσ = 1 has to be satisfied
and is imposed on the Hamiltonian through a Lagrange mul-
tiplier, thus µ0 in Eq. (1) changes to µ hereafter, which is
the chemical potential and controls the electronic concentra-
tions ni =
∑
σ niσ =
∑
σ f
†
iσ fiσ. After defining the staggered
magnetic order m = (−1)i〈ni↑ − ni↓〉/2, we obtain the relation
〈niσ〉 = (1 − δ)/2 + σ(−1)
im. In the static SB approxima-
tion, the boson condensation is assumed 〈b
†
i
bi〉 = δ since the
bosonic fluctuations are suppressed.
Introducing the mean-field bond order χσ
i j
= 〈 f
†
iσ
f jσ〉, spin
coupling interaction in mean-field level reads
HJ = −Σ〈i j〉,〈i j〉2,σ
Ji j
2
[c
†
iσ
c
†
jσ¯
ciσ¯c jσ − c
†
iσ
c
†
jσ¯
ciσc jσ¯]
= −Σ〈i j〉,〈i j〉2,σ
Ji j
2
[〈niσ〉 f
†
jσ¯ f jσ¯ + 〈n jσ〉 f
†
iσ¯ fiσ¯
+ χσi j f
†
jσ¯ fiσ¯ + χ
σ
ji f
†
iσ¯ f jσ¯], (2)
where Ji j equals J1 on the n.n. links and J2 on diagonal links,
otherwise it is zero, shown in Fig. 1(a). Since we are interested
in the insulator-metal transition, the superconducting order is
ignored for simplify.47 In the momentum k space, the Hamil-
tonian is expressed as ψ†[Hk − µ]ψ after dropping a constant
term, where ψ† = [ f †
1↑
(k)... f †
4↑
(k), f †
1↓
(k)... f †
4↓
(k)], and
Hk =

Ht,k + H
↑
J,k
0
0 Ht,k + H
↓
J,k
 , (3)
Ht,k = δ

t3a3 −2t1 cos kx −t2e
−i(kx+ky) −2t1 cos ky
−2t1 cos kx t3a3 −2t1 cos ky −t2e
−i(kx−ky)
−t2e
i(kx+ky) −2t1 cos ky t3a3 −2t1 cos kx
−2t1 cos ky −t2e
i(kx−ky) −2t1 cos kx t3a3

,
with a3 = −2(cos 2kx + cos 2ky), and k is restricted in the first
Brillouin zone as shown in Fig. 1(b). In the deduction 〈b
†
i
b j〉
is approximated as δ, and bib jb
†
i
b
†
j
is replaced by unity. In the
following |t1| and the distance between the n.n. site are set as
energy unit and length unit, respectively. It is easy to prove
that ±t1 will give the same energy band dispersions for the
tight-binding model Ht,k. For the special range kx = ky, one of
the band dispersion of Ht,k has a simply analytical expression
as
ǫ = δ(t3a3 + t2), (4)
which is a constant for t3 = 0, indicating a quasi-flat band
represented by the flat segment fromK to Γ shown in Fig. 1(c).
Interaction Hamiltonian H
σ=↑,↓
J,k
depends on spin indexes,
for example Hσ
J,k
(1, 2) = −0.5J1(χ
σ¯
21
eikx +χσ¯
21
e−ikx ), Hσ
J
(2, 4) =
−0.5J2χ
σ¯
42
e−i(kx−ky), where the χσ
21
and χσ
21
are on different links
shown in the Fig. 1(a), and the diagonal element Hσ
J,k
(1, 1)
reads −J1(1−δ−σ2m)−0.25J2(1−δ+σ2m). In the Hamilto-
nian m, µ as well as the 20 mean-field χσ
i j
are self-consistently
calculated.
In the presence of a slowly varying vector poten-
tial A along x-direction, the associated Peierls phase is
3c
†
iσc jσ exp i
e
~c
∫ ri
r j
A(r, t) · dr, and the charge current density
can be decomposed into diamagnetic and paramagnetic part
Jx(ri) = eJ
p
x (ri) + e
2Kx(ri)Ax(ri, t), where
Kx(ri) = −δ
∑
σ j
ti j( f
†
iσ f j,σ + H.c.), (5)
JPx (ri) = −iδ
∑
σ j
ti j( f
†
iσ f j,σ − H.c.), (6)
with j = i + ~x, i + ~x ± ~y. Applying the linear response theory,
the Drude weight D
πe2
=
1
N
Πxx(q = 0, ω → 0) − 〈Kx〉0, a mea-
surement of the ratio of density of mobile chargers to their
mass, can be evaluated straightforwardly.48–52 The current-
current correlation reads Πxx(q, τ) = −〈TτJ
P
x (q, τ)J
P
x (−q, 0)〉0
with JPx (q, τ) = e
τH JPx (q)e
−τH, Tτ time ordering operator, τ
imaginary time, and JPx (q) =
∑
i e
−iq·ri JPx (ri). Here it should be
noted that for an insulating phase D is close to zero, whereas
D is finite for a metallic phase.
The diamagnetic current Kx is easy to derive since it needs
to be calculated to zeroth order of A. The current correlated
function is expressed as Πxx(q, τ) =
1
β
∑
n Πxx(q, iωn)e
−iωnτ in
the Matsubara formalism. It can be expressed as
Πxx(q, iω)=
∑
km1m2
Ym1m2(k)Ym2m1(k)(F(Ek,m1) − F(Ek,m2))
iω + (Ek,m1 − Ek,m2)
, (7)
by using the equation of motion, where F is the Fermi distribu-
tion function, Ym1m2(k) is a lengthy straightforward function of
transformation matrix T, obtained in the process of diagonal-
izing Hk. Through analytic continuation of Πxx(q, iω)|iω=ω+iη,
Πxx(q, ω) appearing in the expression of D is obtained.
Throughout the this paper, we use the parameters of t1 = ±1
and J1 = 0.3, by following the previous studies on the square
lattice,46,47,53,54 and these choices do not affect on the physi-
cal discussions. The number of unit cell in the self-consistent
calculation is N = 128×128 with the accuracy less than 10−4,
while in the calculations of density of state (DOS), Drude
weight D and the band structure are used N = 640×640. Since
there are 16 n.n. bond orders, which can be divided into two
groups with χ↑
41
= χ↑
32
= χ↑
34
= χ↑
21
= χ↓
43
= χ↓
23
= χ↓
12
= χ↓
14
and χ↓
41
= χ↓
32
= χ↓
34
= χ↓
21
= χ↑
43
= χ↑
23
= χ↑
12
= χ↑
14
having
a negligible difference, we use the average of them as param-
eter χx,y =
1
16
∑
σi χ
σ
i j=i+~x,~y
, i = 1..4 for simplicity. Similarly,
the average bond order on the diagonal links is denoted as
χd =
1
4
∑
σ χ
σ
2,4
+ χσ
3,1
. Although we use χx,y and χd as param-
eters in the plots, in all calculations the exact χσ
i j
are used.
III. PHASE DIAGRAM AT T = 0.001
In this section we will discuss the phase diagram of t1-t2-J1-
J2 model at T = 0.001. With fixed t2 = 0.3, Fig. 2 depicts the
doping dependent mean-field order parameters for four dif-
ferent values of J2. It shows that the diagonal bond order χd
and the magnetic order |m| are equal for t1 = ±1, whereas χx,y
is equal in magnitude but has plus sign for t1 = 1 and mi-
nus sign for t1 = −1. The sign change of the mean-field χx,y
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FIG. 2: (Color Online) Doping dependent order parameters for fixed
t2 = 0.3 and four different J2. (a) χd as function of δ for t1 = ±1.0.
(b) χx,y as function of δ, the upper lines are for t1 = 1 and the lower
lines are for t1 = −1.0. (c) |m| as function of δ for t1 = ±1.0.
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FIG. 3: (Color Online) (a) Phase diagram of t1-t2-J1-J2 model on the
J2/J1-δ plane for t2 = 0.3. The blue solid line corresponds to the
first order phase transition. (b) Phase diagram for t2 = 0.6. The grey
dashed line in t2 = 0.3(0.6) is the boundary of SDW-Ins phase for
t2 = 0.6(0.3). (c) DOS of the point J2 = 0.9J1, δ = 0.1 for t2 =
0.3, 0.6, respectively. (d) Energy dispersion of the quasi-flat band in
the lower subset along the line of M-K-Γ-M for t2 = 0.3, J2 = 0.2J1.
From down to up the curves corresponds to δ = 0.01, 0.02, 0.04, re-
spectively.
along the short bond order under a hopping parameter switch
t1 → −t1 shows that the band structure remains unchanged
for t1 = ±1, therefore the sign of t1 is an irrelevant quantity
in our investigations. The large J2 prefers to enhance |χ| but
suppress |m|, which is ascribed to the presence of competition
between kinetic energy and magnetic order. From Fig. 2(c)
we can see that for J2 = 0, |m| versus δ is a smooth curve,
while for J2 > 0.45J1, |m| drops to zero abruptly and corre-
sponds to the occurrence of the first order phase transition. At
zero doping all kinds of χ = 0, finite doping leads to finite χ
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FIG. 4: (Color Online) For t2 = 0.3, the energy band dispersions
along the high symmetric line M-K-Γ-M for the four selected set of
J2 and doping. The grey dashed lines denote the Fermi level. The
inset of (c) is the corresponding Fermi surface topology.
ascribing to the characteristic of itinerate electrons.
Fig. 3(a) and (b) show the phase diagram on the J2/J1-δ
plane for fixed t2 = 0.3 and 0.6, respectively. The remarkable
feature is that the area of SDW-Ins phase almost remains the
same for different values of t2, while the area of SDW-Mphase
shrinks as increasing the t2. The point J2 = 0.9J1, δ = 0.1
denoted by the hollow square locates in the SDW-M phase for
t2 = 0.3, where the corresponding DOS ρ is finite at ω = 0
with two pronounced peaks located at the edge of the spin gap
[blue dotted line in Fig. 3(c)], while it locates in PM-M phase
for t2 = 0.6, with a pronounced in-gap resonance peak arising
[red solid line in Fig. 3(c)], suggesting a highly DOS due to
the vanishing |m|.
The strong electron-electron interaction separates the en-
ergy bands into two subspaces at small dopings. For J2 =
0.2J1 and t2 = 0.3, Fig. 3(d) shows the band dispersion along
the line of high symmetric M-K-Γ-M for the quasi-flat band
E4,k, which is the top band in the lower subspace. We find
that in the SDW-Ins phase, a finite distance between the low-
energy bands and the Fermi level exists, and E4,k is much
closer to the Fermi level for higher doping. Numerical calcu-
lations show that on the flat segment electron concentration is
〈np(k)〉 = 0.968, 0.881, 0.579 for δ = 0.01, 0.02, 0.04, which
equals to the Fermi distribution function.
Taking t2 = 0.3 as an example, we show the energy band
structure in the whole energy range in Fig. 4. For an undoped
case, the system displays an insulating phase. For J2 = 0 and
δ = 0.02, the system is in SDW-Ins phase with band structure
looking like two straight lines. At δ = 0.06 [see panel (b)], the
system is in SDW-M phase, and the eight bands are well sep-
arated with the flat segment of E4,k slightly above the Fermi
level. As shown in Fig. 4 (b) and (c), the larger frustration
J2 will gradually suppress the height of the upper bands and
diminish the SDWgap. The inset of Fig. 4 (c) shows the corre-
2kx/ 12kx/
0.003
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-1 1
2k
y/
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FIG. 5: (Color Online) The map of spectral weight of ω = 0 for
t2 = 0.3 and J2 = 0.9J1 in the k space with (a) corresponding to
SDM-M phase at δ = 0.06 and (b) corresponding to PM-M phase at
δ = 0.14.
sponding Fermi surface of the SDW-M phase. For J2 = 0.9J1
and δ = 0.14, the low and high energy bands will be touched,
and the system will be driven into the PM-M phase with the
eight bands degenerated into four bands. In all cases, the flat
segment from M to Γ remains the same features.
The distribution function of occupation numbers in the k
space can be expressed as nk =
∫
dωA(k, ω) f (ω), where the
spectral function A(k, ω) = − δ
π
Im 1
4
∑
i Gi(k, iω)|iω=ω+i0+ is the
imaginary part of the single-particle Green’s function multi-
plied by −1/π, giving the correlation of the electron creation
and annihilation operations. For each sublattice Gi(k, iω) =∫ β
0
−Tτ〈 fik(τ) f
†
ik
(0)〉eiωτ is a function of transformation matrix
and G0n(k, iω) = 1/(iω − En,k)). For an interaction system
single-particle Green’s function or A(k, ω) carries informa-
tion about the underlying potential and no longer concentrated
at single energy like that in non-interaction systems. Ex-
perimentally, the angle-resolved photoemission spectroscopy
(ARPES) experiment is often used to detect the single-particle
information and the Fermi surface topologies. To qualita-
tively compare with the ARPES measurements, the spectral
weight is evaluated, which is obtained by integrating the spec-
tral function A(k, ω) times the Fermi distribution function over
an energy interval of [−0.01, 0.01] aroundω. The correspond-
ing Fermi surface topology is set ω = 0 and shown in Fig. 5.
In the SDW-Ins phase, the map of spectral weight is invisible,
which is a typical feature of insulating state. For t2 = 0.3,
J2 = 0.9J1, and δ = 0.06, the system locates in the SDW-M
phase, the corresponding map of spectral weight is shown in
Fig. 5(a). As doping increases to δ = 0.14, the system locates
in the PM-M phase, the corresponding spectral weight is de-
picted in Fig. 5(b), which is quite different to that of Fig. 5(a).
At the end of this section, two remarks should be noted that
the phase diagram on the plane of t2-δ is similar to that on
the plane of J2/J1-δ shown in Fig. 3. For a finite hopping
t3, the area of SDW-Ins phase will shrink remarkably, and the
detailed results are presented in the appendix.
IV. TEMPERATURE DEPENDENCE CALCULATIONS
We then turn to discuss the temperature dependent proper-
ties using the parameters of J2 = 0 and t2 = 0.3. At suffi-
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FIG. 6: (Color Online) For t2 = 0.3 and J2 = 0, the energy band
dispersions along the high symmetric k-point line M-K-Γ-M for dif-
ferent T at δ = 0.02 and δ = 0.06, respectively. The violet dotted
lines are the corresponding DOS for δ = 0.02, and the grey dashed
lines denote the Fermi level.
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FIG. 7: (Color Online) For t2 = 0.3 and J2 = 0, (a) the Drude weight
D(δ) as function of δ for T = 0.001 and 0.1, respectively. (b) The
Drude weight D(T ) as function of T with fixed δ = 0.02.
ciently high temperature, |m| will vanish, both the SDW-Ins
and SDW-M phases will transit into the PM-M phase accom-
panying with the disappearance of ∆S DW and ∆Fm. We find
that all bands move downward as T is increased from 0.001
to the critical temperature of magnetic order Tc(m), accompa-
nying with enlargement of |∆Fm |. Seen from Fig. 6, the lower
subbands of SDW-Ins phase is deep-lying the Fermi level by
increasing the temperature for x = 0.02. For δ = 0.06, it
is interesting to point out that the distinct Fermi surface of
T = 0.001 disappears ascribing to the increasing temperature.
Besides the strong evidence from the presence of Fermi sur-
face for metal, the electrical conductivity σxx = Dδ(ω) for
zero frequency electric field is also evaluated numerically to
solidify the nature of a metal, where δ(ω) is the delta function.
For a single band system, the diamagnetic term determines
the Drude weight. While for a multi-band system, the inter-
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FIG. 8: (Color Online) (a) The phase diagram in T -δ plane for the
parameters of t2 = 0.3 and J2 = 0. States in the left side of the
grey dashed line denote the absence of Fermi surface. (b) Critical
temperature of bond order Tc(χ) in T -δ plane. (c) ∆S DW and |∆Fm|
as a function of T at the high symmetric point M of the energy band
E4,k for δ = 0.02.
play among the bands below and above the Fermi level will
induce a finite Πxx even at zero T and is named as a geo-
metric contribution.37 Fig. 7(a) depicts the D(δ) as function
of doping for T = 0.001 and T = 0.1, respectively. In both
cases the D(δ) monotonously increases as a function of dop-
ing, the higher doping levels correspond to the larger D(δ)
and the more mobile charges. The Drude weight increases in-
significantly at weak dopings, for δ = 0.02 it is 0.004, and for
δ = 0.04 it is 0.016. For considerable large doping levels, the
|m| vanishes along with zero paramagnetic current due to the
touching of energy subspaces, and the D has a linear behavior
versus doping. It is worth pointing out that the Drude weight
is independent on the temperature at weak dopings since the
two curves of T = 0.001 and 0.1 overlap for a small value of
δ.
Fig. 7(b) shows the D(T ) as function of T for δ = 0.02.
In the SDW-Ins phase, the mobile charge remains unchanged
value at various T < 0.15. As T increasing up to 0.15,
the D(T ) jumps discontinuously and corresponds to a PM-M
phase. Except for the half-filling, the D is not exactly zero,
instead of by a tiny value in the SDW-Ins phase.
Phase diagram in the plane of T vs δ is shown in Fig. 8(a).
As increasing the temperature T from 0.001, |m| is obviously
suppressed and approached zero at Tc(m), whereas χ has neg-
ligible change in the range of [0.001,Tc(m)]. The system lo-
cates in the SDW-Ins phase for x ≤ 0.04 and T < 0.16, with
finite ∆S DW and finite ∆Fm as well as a small number of mo-
bile charge. It will be transited into the PM-M phase when the
temperature is beyond Tc(m). If the doping level is larger than
0.04, the system favors to stay in the SDW-M phase at low T ,
and then it will enter into the PM-M phase as the temperature
is increased beyond Tc(m), with large δ corresponding to low
Tc(m). In the SDW-M phase, the states located at the left side
of the grey dashed line denote the absence of Fermi surface.
Fig. 8(b) plots the critical temperature of χ denoted by
Tc(χ) in the plane of T and δ, above the curve all χ
σ
i j
are zero,
which will not influence on the division of the phase diagram
in panel (a), since Tc(χ) is much higher than that of m. The
6movement of boson bond order 〈b
†
i
b j〉 follows that of fermion
bond order χσ
i j
,55–57 thus the Bosonic fluctuations only appear
on a much higher energy scale and the Bonson condensation
is assumed in our discussions.
Fig. 8(c) depicts the ∆S DW (M) and |∆Fm(M)| as function of
T at the high symmetric point M on the flat band E4,k with
fixed δ = 0.02. One can see that the ∆S DW (M) monotonously
decreases as T increases, while |∆Fm(M)| increases from
0.007, and then drops as the system approaches the boundary
of PM-M phase.
V. SUMMARY
SSL can be realized in a group of synthesized compound,
where the exhibiting antiferromagnetic metallic phase has
been reported within a specified range of parameters,24 but
the SDW-Ins phase defined in our discussions has rarely been
mentioned since the flat-banded system has triggered inten-
sive interests only recently by the realization of Lieb lattice.
Based on SB mean-field theory we investigate the intrigu-
ing insulator-metal phase transition on SSL by using t1-t2-J1-
J2 model. For the strongly correlated electron interactions,
the lower bands and upper bands are well separated. SDW-
Ins phase is resulted from the quasi-flat band in the range of
T = [0.001, 0.15), δ ≤ 0.04, displaying a finite ∆S DW gap and
a very tiny D as well as the absence of Fermi surface. Only at
half-filling, the Drude weight is exactly zero. The increasing
of frustrated hopping t2 and interaction J2 almost are unaf-
fected to the SDW-Ins phase.
The appearance of PM-M phase indicates the diminishing
of magnetic order. The larger t2 and J2 as well as the larger
doping will shrink the range of SDW-M phase since magnetic
order is suppressed gradually. As T is increased, the SDW-Ins
phase and SDW-M phase will transit into the PM-M phase at
the critical temperature. Although the Fermi surface of SDW-
M phase will be immersed by higher T , due to the presence of
the flat-band features, the Drude weight is robust against T .
Ascribing to the presence of the frustration and the special
geometry of the lattice, SSL has a quasi-flat band, which lo-
calizes the electrons and leads to the appearance of SDW-Ins
phase at low doping levels. The effects of doping, tempera-
ture, hopping and exchange coupling on the phase diagram of
SSL are systemically studied, which provide a useful theoret-
ical guidance for the understanding the nature of flat band and
correlated insulating materials.
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Appendix A: finite t3 destroys SDW-Ins phase
Since a finite t3 changes the curvature of the quasi-flat band,
it will affect on the SDW-Ins phase dramatically. Here we
find that SDW-Ins phase almost vanishes as t3 increased to
|t3| = 0.1 at T = 0.001, shown in Fig. A1(a). Fig. A1(b)
shows the topmost band in the lower subspace for various t3
at δ = 0.02. At a small value of t3 = −0.01, the flat segment
from K to Γ is sloped, and the symmetry between M-K and
Γ-M is broken. As further increasing |t3|, the E4,k band will
be dispersive significantly. Thus we conclude that a tiny value
of t3 will shrink the area of SDW-Ins phase remarkably due to
the disturbing flat band.
Although both the positive and minus t3 will change the
curvature of the flat bands, they have a different topology of
Fermi surface. For the minus value of t3 = −0.1, the pockets
of Fermi surface locate at around the center point of Γ, while
for the positive value of t3 = 0.1, the Fermi surface becomes
7disconnected sheets at around the four points of (±π/2,±π/2)
in the first Brillouin zone. The corresponding maps of the
spectral weight also have quite different patterns, which are
shown in Fig. A2.
Appendix B: electronic doping
General speaking, SB theory is widely used in the hole-
doped case where there is no double occupied site. In fact after
particle-hole transformation, it can also be applied in electron-
doped case.
Deviated from half-filling in electron-doped case, an elec-
tron can propagate from a double occupied site to a single
occupied site niσ¯c
†
iσc jσn jσ¯, here n jσ¯ ≈ δ and niσ¯ ≈ 1. After
particle-hole transformation c
†
iσ = ciσξi, the above expression
can be rewritten as −(1 − niσ¯)c
†
jσciσ(1 − n jσ¯)ξiξ j, which looks
like the form of hole-doped case. The sign of ξi = ±1 depends
on which sublattice i belongs to. The four particle interaction
Hamiltonian has the same form in the particle-hole transfor-
mation. Thus we can deal the electron- and hole- doped cases
in the same manner as we choosing a special ξi.
On the mean-field described t1-t2-J1-J2 SSL, after the
particle-hole transformation of ξi = (−1)
i, i = 1...4, and tak-
ing t1 = −t1 simultaneously, kinetic Hamiltonian transforms
as Ht,k → −H
∗
t,k. The interaction Hamiltonian can also be
changed into Hσ
J,k
→ −H∗σ
J,k
, as long as mean-field χ changes
as χσ
i, j → χ
σ
i, j on diagonal links, and χ
σ
i, j → −χ
σ
i, j on n.n.
links. In addition, it can be proved that Hk = H
∗
k
by chang-
ing kx → −kx, ky → −ky in Eq.(3). Therefore particle-hole
transformations along with minus sign of t1 will transform
Hk → −Hk in our discussions. Thus doping electrons actually
means doping holes in our treatment, with the energy band
being inverted En → −En.
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