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Abstract
Recently there has been a rejuvenated interest in exotic group C*-algebras, i.e., group
C*-algebras which are “intermediate” to the full and reduced group C*-algebras. This
resurgence began with the introduction of the class of group Lp-representations (1 ≤ p <
∞) and their associated C*-algebras (a class of potentially exotic group C*-algebras) by
Brown and Guentner. Unlike previous examples of exotic group C*-algebras, this class of
examples is universally defined for all locally compact groups. In this thesis we compare
this new class of exotic group C*-algebras to previously known examples of exotic group C*-
algebras in several key examples and produces new examples of exotic group C*-algebras.
Similar to the definition of exotic group C*-algebras, an exotic C*-tensor product is a
C*-tensor product which is intermediate to the minimal and maximal C*-tensor products.
Borrowing from the theory of Lp-representations, we construct many exotic C*-tensor
products for group C*-algebras.
We will also study the Lp-Fourier and Fourier-Stieltjes algebras of a locally compact
group. These are ideals which of the Fourier-Stieltjes algebras containing the Fourier alge-
bras and correspond to the class of Lp-representations. We study the structural properties
of these algebras and classify the Fourier-Stieltjes spaces of SL(2,R) which are ideals in
the Fourier-Stieltjes algebra.
There are many different tensor products considered in the category of C*-algebras.
In contrast, virtually the only tensor product ever considered for von Neumann algebras
is the normal spatial tensor product. We propose a definition for what a generic tensor
product in the category of von Neumann algebras should be and study properties of von
Neumann algebras in relation to these tensor products.
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Introduction
1.1 Overview
Within operator algebras and abstract harmonic analysis, there are pairs of well studied
objects where one is “bigger” than the other in some natural sense. Examples of interest
to us include the reduced and full group C*-algebras, the minimal and maximal C*-tensor
products, and the Fourier and Fourier-Stieltjes algebras. Roughly speaking, this thesis
studies constructions which are “intermediate” to such pairs of objects in a natural way.
Let G be a locally compact group. The full and reduced group C*-algebras are each
completions of the group algebra L1(G) with respect to particular C*-norms. The reduced
group C*-algebra is the completion with respect to the norm arising from the left regular
representation and the full group C*-algebra is the completion with respect to the largest
possible C*-norm. It is known that these two C*-algebras agree if and only if G is amenable.
We are most interested in the case when G is non-amenable and the full and reduced group
C*-algebras differ. In this case we study particular constructions of C*-norms which are
strictly between the full and reduced group C*-norms and the completions of L1(G) with
respect to such a norm. Such a completion is said to be an exotic group C*-algebra.
Though it is generally agreed that there should be many exotic group C*-algebras
for a non-amenable group, actually finding such C*-algebras is surprisingly difficult. One
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method of constructing such group C*-algebras comes from the class of Lp-representations.
For 1 ≤ p <∞, a unitary representation pi :G→ B(H) is an Lp-representation as defined
by Brown and Guentner (see [8]) if, roughly speaking, the map G 3 s 7→ 〈pi(s)x, x〉 is
in Lp(G) for many x ∈ H. This class of representations and related constructions are a
central object of study throughout this thesis and the associated Lp-C*-algebras, C∗Lp(G),
are frequently examples of a continuum of exotic group C*-algebras for a particular group.
Other constructions of exotic group C*-algebras are due to Bekka (see [3]) who showed that
the class of finite dimensional representations produces exotic group C*-algebras for many
residually finite groups, and Bekka, Kaniuth, Lau and Schlichting (see [5]) who considered
locally compact groups when endowed with the discrete topology. Since the construction
of the Lp-C*-algebras works for any locally compact group, it is natural to wonder if either
of the other two constructions could produce the same C*-algebras. In Chapter 2, we show
that this is not the case in several important examples and build some new examples of
exotic group C*-algebras.
Given two C*-algebrasA and B, it is always possible to place a C*-norm on the algebraic
tensor product A ⊗ B but such a norm need not be unique. The smallest possible such
norm is the minimal tensor norm ‖·‖min and the largest is the maximal tensor norm ‖·‖max.
Similar to the case of group C*-algebras, it is expected that there should be many different
C*-norms on A⊗B when ‖ · ‖min 6= ‖ · ‖max but finding such norms is difficult. Ozawa and
Pisier were the first to exhibit an uncountable number of intermediate C*-tensor norms
(see [37]). The main result of their 2014 paper is that B(H)⊗ B(H) admits a continuum
of C*-norms. In Chapter 3, we show that many tensor products of group C*-algebras have
this same property.
For a locally compact group G, the Fourier and Fourier-Stieltjes algebras of G are
Banach algebras which arise in abstract harmonic analysis. The Fourier-Stieltjes algebra
B(G) can be viewed as a subalgebra of the continuous bounded function Cb(G) equipped
with a larger norm and the Fourier algebra A(G) an ideal of B(G) which is contained
in C0(G). Despite always being commutative Banach algebras, the Fourier and Fourier-
Stieltjes algebras each completely determine the underlying locally compact group G. The
Fourier algebra A(G) is naturally the predual of the group von Neumann algebra V N(G)
and the Fourier-Stieltjes B(G) is the dual of the full group C*-algebra C∗(G). In Chapter
2
4 we study analogues of the Fourier and Fourier-Stieltjes algebras which correspond to the
Lp-representations of the group. The Lp-Fourier algebra ALp(G) and L
p-Fourier-Stieltjes
BLp(G) are ideals of the Fourier-Stieltjes algebra B(G) which contain the Fourier algebra
A(G). We study how these spaces reflect properties of the underlying group and study the
structural properties of these algebras.
As alluded to above, studying the ways of tensoring two C*-algebras together remains
an active area of research. In contrast, virtually the only tensor product of von Neumann
algebrasM andN ever considered is the normal spatial tensor productM⊗N . In Chapter
5, we propose a definition for what a generic tensor product in this category should be.
We call these weak* tensor products. We study these weak* tensor products for many
illustrative examples and give a complete characterization of the von Neumann algebras
M which have the property that M⊗N has a unique weak* tensor product completion
for every von Neumann algebra N .
This thesis is essentially the compilation of the papers [53], [54], [55] and [56] which
correspond to chapters 2, 3, 4 and 5, respectively. Each of these chapters contains its own
introduction which elaborates further on its contents.
1.2 Background and notation
We assume a basic knowledge of harmonic analysis, Banach algebras, C*-algebras, and von
Neumann algebras throughout this thesis. The books [9], [13] and [18] of Brown-Ozawa,
Dixmier and Folland sufficiently cover these topics for the purpose of this thesis. Before
proceeding to the body of this thesis, we first recall some of the finer points in these areas
(parts of which are covered in the books listed above). We do not give individual references
for each of the results listed in this section but instead provide at the beginning of each
subsection a list of references in which all the results may be found. Additional background
will be introduced as needed throughout this thesis.
3
1.2.1 Representations and group C*-algebras
In this subsection we review the connection between representations of locally compact
groups and the associated group C*-algebras. All of the results mentioned in this section
can be found in [13, Ch. 13] and [13, Ch. 18].
Let G be a locally compact group equipped with a fixed left Haar measure ds. The
measure algebra M(G) is an involutive Banach algebra with respect to convolution product
(µ ∗ ν)(E) =
∫ ∫
1E(st) dµ(s) dν(t)
for Borel subsets E ⊂ G (where 1E is the characteristic function of E) and an (isometric)
involution is given by
dµ∗(s) = dµ(s−1).
With respect to this structure, the group algebra L1(G) is an involutive ideal of M(G),
and the restrictions of the convolution product and involution are given by
f ∗ g(t) =
∫
f(s)g(s−1t) ds
and
f ∗(t) = f(t−1)∆(t−1)
for almost every t ∈ G. Here ∆ denotes the modular function of G.
Let pi :G→ B(H) be a (continuous unitary) representation of G. For each µ ∈ M(G),
we define
pi(µ) =
∫
pi(s) dµ(s)
where this integral is defined in the weak sense, is that
〈pi(µ)x, y〉 =
∫
〈pi(s)x, y〉 ds
for x, y ∈ H. The following classical result establishes a bijective correspondence between
the representations of G and the (non-degenerate) ∗-representations of L1(G).
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Theorem 1.2.1. The map µ 7→ pi(µ) defines a ∗-representation of M(G) whose restriction
to L1(G) is non-degenerate. Moreover, every ∗-representation of L1(G) arises uniquely in
this way.
Recall that the left regular representation λ :G→ B(L2(G)) is defined by
(λ(s)f)(t) = f(s−1t)
for each f ∈ L2(G) and almost every t ∈ G. Then λ is a faithful representation of L1(G).
The reduced and full group C*-norms of L1(G) are defined by
‖f‖r = ‖λ(f)‖
and
‖f‖u = sup{‖pi(f)‖ : pi is a represenation of G},
for f ∈ L1(G), respectively. The reduced and full group C*-algebras C∗r (G) and C∗(G) are
the completions of L1(G) with respect to ‖ · ‖r and ‖ · ‖u.
Observe that by the one-to-one correspondence between representations of G and ∗-
representations of L1(G), every representation pi ofG extends naturally to a ∗-representation
of the full group C*-algebra C∗(G) and vice versa. For a representation pi of G, we let
Npi ⊂ C∗(G) denote the kernel of pi when pi is viewed as a ∗-representation of C∗(G). If
S is any collection of representations of G, we define NS =
⋂
pi∈S Npi and the C*-algebra
C∗-algebra is defined to be C∗(G)/NS . Equivalently, we can define C∗S to be the completion
of L1(G)/(L1(G) ∩NS) with respect to the norm ‖ · ‖S defined by
‖f‖S = sup{‖pi(f)‖ : pi ∈ S}
for f ∈ L1(G). With this notation, we have that C∗r (G) = C∗λ and C∗(G) = C∗S where S is
taken to be the collection of all representations of G.
A continuous function φ : G → C is positive definite if the matrix
[
φ(s−1i sj)
]
is pos-
itive semidefinite for all choices of s1, . . . , sn ∈ G. Equivalently, φ is positive definite if∑n
i,j=1 aiajφ(s
−1
i sj) ≥ 0 for all a1, . . . , an ∈ C and s1, . . . , sn ∈ G. Note that positive
definite functions φ are automatically bounded since[
φ(e) φ(s)
φ(s−1) φ(e)
]
≥ 0
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implies that |φ(s)| ≤ φ(e).
Theorem 1.2.2. The following are equivalent for a function φ ∈ Cb(G):
1. φ is positive definite,
2. φ defines a positive linear functional on L1(G), i.e.,∫
φ(s)(f ∗ ∗ f)(s) ds ≥ 0
for every f ∈ L1(G),
3. There exists a representation pi :G→ B(H) and x ∈ H such that
φ(s) = 〈pi(s)x, x〉
for every s ∈ G.
Observe that this result gives a one-to-one correspondence between positive definite
functions φ and positive linear functionals on L1(G) (resp., C∗(G)) by associating φ with
the functional f 7→ ∫ φ(s)f(s) ds for f ∈ L1(G). We let P1(G) denote the set of positive
definite functions where φ(e) = 1.
Theorem 1.2.3 (Raikov’s theorem). The following topologies coincide on P1(G):
1. Uniform convergence on compact subsets of G,
2. The weak* topology σ(L∞(G), L1(G)), and
3. The weak* topology σ(C∗(G)∗, C∗(G)).
Let S be a collection of representations of G. The collection S weakly contains a
representation pi :G → B(H) (write pi ≺ S) if for any x ∈ H,  > 0 and compact subset
K ⊂ G, there exists (not necessarily distinct) representations pi1 : G → B(H1), . . . , pin :
G→ B(Hn) in S and xi ∈ Hi such that∣∣∣∣∣〈pi(s)x, x〉 −
n∑
i=1
〈pii(s)xi, xi〉
∣∣∣∣∣ < 
for every s ∈ K. More generally, if S and S ′ are two collections of representations of G,
we say that S is weakly contained in S ′ (write S ≺ S ′) if pi ≺ S ′ for every pi ∈ S. The
following proposition is a consequence of Raikov’s theorem.
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Proposition 1.2.4. Let S and S ′ be two collections of representations of G. Then S is
weakly contained in S ′ if and only if ‖ · ‖S ≤ ‖ · ‖S′ on L1(G).
This proposition in particular implies that the reduced group C*-algebra C∗r (G) is
canonically equal to the full group C*-algebra C∗(G) if and only if every representation of G
is weakly contained in the left regular representation λ. These are but two characterizations
of a property called amenability.
A locally compact group G is amenable if L∞(G) admits a left invariant mean, i.e., there
exists a state m ∈ L∞(G)∗ such that m(sf) = m(f) for every s ∈ G and f ∈ L∞(G), where
sf(t) := f(st) for almost every t ∈ G. The amenability of groups admits “approximately
1010
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different characterizations” (see [8, p. 48]). Below we list a couple characterizations
of amenability which we will make use of throughout this thesis.
Theorem 1.2.5. The following are equivalent for a locally compact group G.
1. G is amenable,
2. λ weakly contains every representation of G,
3. λ weakly contains the trivial representation 1G of G.
Weak containment is preserved under all the usual group operations.
Theorem 1.2.6. Let G be a locally compact group.
1. If {pii}i and {σi}i are representations of G such that pii ≺ σi for every i, then
⊕
i pii ≺⊕
i σi,
2. If pi1, pi2, σ1, σ2 are representations of G such that pi1 ≺ σ1 and pi2 ≺ σ2, then pi1⊗pi2 ≺
σ1 ⊗ σ2,
3. If pi, σ are representations of a closed subgroup H of G such that pi ≺ σ, then IndGHpi ≺
IndGHσ.
Let S be a set of representations of G. For each representation pi of G, x1, . . . , xn ∈ Hpi,
compact subset K ⊂ G, and  > 0 the set W (pi, x1, . . . , xn, K, ) is defined to be the
collection of representations σ in S such that for every 1 ≤ i ≤ n, there exists y1, . . . , yk ∈
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Hσ so that ∣∣∣∣∣〈pi(s)xi, xi〉 −
k∑
j=1
〈σ(s)yj, yj〉
∣∣∣∣∣ < 
for every s ∈ K. The topology on S generated by the basis of sets W (pi, x1, . . . , xn, ) is
called Fell’s topology. This topology is intimately related to weak containment.
Proposition 1.2.7. A net {pii}i in S converges to pi of G in Fell’s topology if and only if
pi ≺ ⊕jpij for every subnet {pij}j of {pii}i.
Theorem 1.2.8. Let S be a subset of Ĝ, the set of irreducible representations of G. An
irreducible representation pi ∈ Ĝ is in the Fell closure S if and only if pi is weakly contained
in S.
1.2.2 Quasi-containment of ∗-representations
All of the results listed here can be found in [49, Ch. III].
Let A be a C*-algebra and pi :A → B(H) a ∗-representation of A. We letMpi := pi(A)′′
denote the von Neumann algebra generated by pi(A). Observe that, since pi(A) is weak*
dense in Mpi, the predual of Mpi identifies isometrically with a subspace of A∗. This
subspace of A∗ is denoted by Vpi.
For a ∗-representation pi : A → B(H) and x, y ∈ H, let pix,y : A → C be defined by
pix,y(a) = 〈pi(a)x, y〉. Observe that pix,y is clearly an element of Vpi for each x, y ∈ H.
Proposition 1.2.9. Let pi :A → B(H) be a ∗-representation of a C*-algebra A. Then
Vpi =
{ ∞∑
i=1
pixi,yi : xi, yi ∈ H and
∞∑
i=1
‖xi‖‖yi‖ <∞
}
.
Moreover if u ∈ Vpi, then
‖u‖ = inf
{ ∞∑
i=1
‖xi‖‖yi‖ : u =
∞∑
i=1
pixi,yi
}
and this infimum is attained.
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Observe that these spaces Vpi are A-bimodules with respect to the action (a ·u · b)(c) =
u(bca) for a, b, c ∈ A and u ∈ Vpi. This property distinguishes the Vpi spaces amongst all
closed subspaces of A∗.
Theorem 1.2.10. Let A be a C*-algebra and suppose that X is a closed subspace of A∗
such that a · u · b ∈ X for all a, b ∈ A and u ∈ X. Then X = Vpi for some ∗-representation
pi of A.
For ∗-representations pi and σ of a C*-algebra A, it is natural to wonder when Vpi is
contained in Vσ. This is answered by the concept of quasi-containment of representations.
Let pi and σ be ∗-representations of a C*-algebra A. The representation pi is quasi-
contained in σ if pi is unitarily equivalent to an amplification of a subrepresentation of
σ.
Theorem 1.2.11. Let A be a C*-algebra, and pi and σ ∗-representations of A. The
following are equivalent.
1. pi is quasi-contained in σ,
2. The map σ(a) 7→ pi(a) (for a ∈ A) extends to a well-defined normal ∗-homomorphism
from Mσ to Mpi,
3. Vpi ⊂ Vσ.
1.2.3 Fourier and Fourier-Stieltjes algebras
We now review the Fourier and Fourier-Stieltjes spaces of a locally compact group, placing
a particular emphasis on the Fourier and Fourier-Stieltjes algebras. With the exception of
the last theorem in this subsection, all the results listed here can be found in [16] and [1].
Let pi : G → B(H) be a representation of a locally compact group G and x, y ∈ H.
Similar to the case for C*-algebras, we let pix,y :G→ C be the function defined by pix,y(s) =
〈pi(s)x, y〉 for s ∈ G. The Fourier-Stieltjes algebra B(G) is is the set of continuous bounded
functions
{pix,y | pi :G→ B(H) is a representation of G and x, y ∈ H}.
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The Fourier-Stieltjes algebra B(G) naturally identifies with the dual of the full group
C*-algebra C∗(G) via the dual pairing
< u, f > :=
∫
G
u(s)f(s) ds
for u ∈ B(G) and f ∈ L1(G). The norm on B(G) arising from this identification is given
by
‖u‖ = inf{‖x‖‖y‖ : u = pix,y}.
When equipped with this norm, B(G) is a commutative Banach algebra with respect to
pointwise operations since
pix,y + σx′,y′ = (pi ⊕ σ)(x,x′),(y,y′)
and
pix,y · σx′,y′ = (pi ⊗ σ)x⊗x′,y⊗y′ .
Recall that when G is abelian, C∗(G) = C0(Ĝ) and, hence, B(G) is isometrically
isomorphic to the measure algebra M(Ĝ) as a Banach space. In this case B(G) is the set
of all Fourier-Stieltjes transforms of measures in M(Ĝ) and the Fourier-Stieltjes transform
is an isometric Banach algebra isomorphism between M(Ĝ) and B(G).
Given a representation pi :G → B(H) of G, the Fourier space Api is defined to be the
closed linear span of matrix coefficients pix,y for x, y ∈ H in B(G). Then, by the identi-
fication between representations of G and ∗-representations of C∗(G), Api is the predual
of the von Neumann algebra V Npi := pi(G)
′′ (= pi(L1(G))′′ = pi(M(G))′′) and Proposition
1.2.9 also applies to these Api spaces. Observe that the Fourier spaces Api are invariant
under both left and right-translation by G. Further, by using a weak* density argument,
it can be shown to follow from Theorem 1.2.10 that every norm closed subspace of B(G)
which is invariant under both left and right translation by G is a Fourier space Api for some
representation pi of G.
Proposition 1.2.12. Let pi be a representation of a locally compact group G. Then
1. Api is a subalgebra of B(G) if and only if pi ⊗ pi is quasi-contained in pi,
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2. Api is an ideal of B(G) if and only if pi ⊗ σ is quasi-contained in pi for every repre-
sentation σ of G.
More generally, if we are given a collection of representations S, the Fourier space AS is
the closed linear span of all matrix coefficients for representations in S. Observe that since
AS is invariant under left and right translation by G, AS = Api for some representation
pi of G. Such a representation pi can be realized as taking a large enough direct sum of
representations in S. In the case when S is a set, it suffices to take pi to be the direct sum
of all representations in S.
Given a collection of representations S of a locally compact group G, the Fourier-
Stieltjes space BS is the closure of AS in the weak* topology σ(B(G), C∗(G)). This space
BS is exactly the subspace of B(G) = C∗(G)∗ which identifies as the dual of C∗S(G) via
< u, f >=
∫
G
u(s)f(s) ds
for u ∈ BS and f ∈ L1(G).
Proposition 1.2.13. Let S and S ′ be collections of representations of a locally compact
group G. The following are equivalent:
1. BS ⊂ BS′,
2. S is weakly contained in S ′,
3. Every positive definite function u in AS is the limit of a net {ui} of positive definite
functions in AS′ with respect to uniform convergence on compact subsets of G,
4. Every matrix coefficient u in AS is the limit of a bounded net {ui} of matrix coeffi-
cients in AS′ with respect to uniform convergence on compact subsets of G.
Proposition 1.2.14. Let pi be a representation of a locally compact group G. Then
1. Bpi is a subalgebra of B(G) if and only if pi ⊗ pi is weakly-contained in pi,
2. Bpi is an ideal of B(G) if and only if pi ⊗ σ is weakly-contained in pi for every repre-
sentation σ of G.
The Fourier and Fourier-Stieltjes spaces have nice restriction properties.
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Proposition 1.2.15. Let G be a locally compact group, H a closed subgroup of G, and pi a
representation of G. Then Api|H = Api|H . If H is an open subgroup of G, then Bpi|H = Bpi|H .
Further, these restriction maps are quotient maps.
Below we list some additional properties of these spaces which we will make use of in
this thesis.
Proposition 1.2.16. Let G be a locally compact group.
1. Suppose H is an open subgroup of G. Then we can extend every element u ∈ B(H)
to an element u˙ in B(G) by defining u˙(s) = 0 for s ∈ G\H. The map u 7→ u˙ is an
isometry.
2. Let pi and σ be representations of G. Then Api⊕σ = Api+Aσ = {u+v : u ∈ Api, v ∈ Aσ}
and Bpi⊕σ = Bpi +Bσ.
The Fourier algebra A(G) is the Fourier space Aλ. Observe that since λ⊗σ is unitarily
equivalent to an amplification of λ for every representation σ of G by Fell’s absorption
principle, A(G) is an ideal of the Fourier algebra. The Fourier algebra is the predual of
the group von Neumann algebra V N(G) := V Nλ(G) and is a very important object of
study in abstract harmonic analysis. When G is abelian, A(G) is isometrically isomorphic
as a Banach algebra to L1(Ĝ) by applying the Fourier transform to functions in L1(Ĝ).
Below we list a few alternate characterizations and a couple of important theorems for the
Fourier algebra.
Theorem 1.2.17. Let G be a locally compact group.
1. A(G) is the norm closure of B(G) ∩ Cc(G) in B(G),
2. A(G) is the norm closed linear span of P (G) ∩ Cc(G) in B(G),
3. A(G) is the norm closed linear span of P (G) ∩ L2(G) in B(G),
4. A(G) = {f ∗ g∨ : f, g ∈ L2(G)} and ‖u‖ = inf{‖f‖2‖g‖2 : u = f ∗ g∨} for each
u ∈ A(G) (where g∨(s) := g(s−1)). Further, this infimum is attained.
Theorem 1.2.18 (Herz’s restriction theorem). Let G be a locally compact group and H a
closed subgroup of G. Then A(G)|H = A(H).
Theorem 1.2.19 (Leptin [32]). Let G be a locally compact group. Then G is amenable if
and only if A(G) has a bounded approximate identity.
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Chapter 2
Constructions of exotic group
C*-algebras
2.1 Introduction
An early class of exotic group C*-algebras is due to Bekka, Kaniuth, Lau, and Schlichting.
Let G be a locally compact group and Gd be the group G endowed with the discrete
topology. In their 1996 paper (see [5]), these authors give a characterization of when λG,
the left regular representation of G viewed as a representation of Gd, is weakly contained
in λGd , the left regular representation of Gd. For a large class of groups G where λGd does
not weakly contain λG, the group C*-algebra C
∗
λG
(Gd) lies strictly between the reduced
and full group C*-algebras.
Recall that a group G is residually finite if homomorphisms φi : G → Gi into finite
groups Gi separate points in G. Similarly, a C*-algebra A is residually finite dimensional
if ∗-representations pii :A → B(Hi) on finite dimensional Hilbert spaces Hi separate points
of A. Bekka produced another class of exotic group C*-algebras by comparing these two
concepts.
In 1999, Bekka demonstrated a very large class of arithmetic groups, which are auto-
matically residually finite, whose full group C*-algebras are not residually finite dimen-
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sional (see [3]). For such Γ, the group C*-algebra associated with the finite dimensional
representations of Γ, C∗F(Γ), is an exotic group C*-algebra when Γ is maximally almost
periodic.
Recently, Brown and Guentner introduced the notion of ideal completions for discrete
groups Γ (see [8]). This allows one to construct group C*-algebras of Γ associated to
`p(Γ) (denoted C∗`p(Γ)) for 1 ≤ p < ∞. It turns out that the only interesting cases
to consider are when p ∈ (2,∞) (see [8, Proposition 2.11]). Let Fd be a free group on
2 ≤ d < ∞ generators. In [8, Proposition 4.2], Brown and Guentner show that there
exists a p ∈ (2,∞) so that C∗`p(Γ) is an intermediate C*-algebra. Subsequently, Okayasu
was able to adapt arguments due to Haagerup to show that each of these C*-algebras are
distinct for 2 ≤ p <∞ (see [36]), thus giving an infinite chain of intermediate C*-algebras
associated to Fd. It follows that the C*-algebras C∗`p(Γ) are all distinct for any discrete
group Γ containing a copy of the free group.
In this chapter, we aim to compare these existing constructions and introduce new
constructions of exotic C*-algebras associated to a discrete group Γ. In section 2 we
provide the necessary background on ideal completions and prove some supplementary
results. Section 3 introduces an intuitive lattice structure which can be placed on the
group C*-algebras of Γ. With the exception of examples given in section 2, all of our
new constructions of C*-algebras arise by using this lattice structure. In sections 4 and
5 we focus our attention towards studying intermediate C*-algebras on specific groups.
Section 4 studies SLn(S) where S is a dense subring of R while section 5 analyzes SLn(Z).
Specific attention is paid in comparing the exotic group C*-algebras associated to `p with
the constructions due to [5] and [3], respectively.
2.2 Lp-representations and associated C*-algebras
The theory of Lp-representations and their corresponding C*-algebras for discrete groups
was recently developed by Brown and Guentner in [8]. This paper has inspired further
work by a number of other authors (see [6, 27, 36, 53, 54]). Though Brown and Guentner
defined Lp-representations in the context of discrete groups, their definitions and basic
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results generalize immediately to our context of locally compact groups. Rather than
making explicit note of this, we will simply state their results in the context of locally
compact groups.
Let G be a locally compact group and D a linear subspace of Cb(G). A representation
pi :G→ B(Hpi) is said to be a D-representation if there exists a dense subspace H0 of Hpi
so that pix,x ∈ D for every x ∈ H0. The following facts are noted in [6] and [8], and are
easily checked (see Proposition 1.2.12):
• The D-representations are closed under arbitrary direct sums.
• If D is a subalgebra of Cb(G), then the tensor product of two D-representations
remains a D-representation.
• If D is an ideal of Cb(G), then the tensor product of a D-representation with any
representation is a D-representation.
For our purposes, we will be most interested in studying the case when D = Lp(G)∩Cb(G)
for p ∈ [1,∞). In this case, the left regular representation λ of G is an Lp-representation
since the dense subspace Cc(G) of L
2(G) clearly satisfies the required condition.
To each linear subspace D of Cb(G) define a C*-seminorm ‖ · ‖D :L1(G)→ [0,∞) by
‖f‖D = sup{‖pi(f)‖ : pi is a D-representation}.
The C*-algebra C∗D(G) is defined to be the “completion” of L
1(G) with respect to this C*-
seminorm. When D = Lp (= Lp(G)∩Cb(G)), we write C∗Lp(G) = C∗D(G) and ‖·‖Lp = ‖·‖D.
This process of building C*-algebras was originally applied in the case when D was an ideal
of `∞(Γ) for a discrete group Γ, and was called an ideal completion (see [8]). We note that
in the case when D = Lp for some p ∈ [1,∞), then ‖ · ‖Lp dominates the reduced C*-norm
since λ is an Lp-representation. A fortiori ‖ · ‖Lp is a norm on L1(G) and the identity map
on L1(G) extends to a quotient map from C∗Lp(G) onto C
∗
r (G).
In general, it is desirable that the space D ⊂ Cb(G) used in this construction is trans-
lation invariant (under both left and right translation). Indeed, this guarantees that if u
is a positive definite function on G which lies in D, then the GNS representation of u is a
D-representation (see [8, Lemma 3.1]) and, hence, u extends to a positive linear functional
on C∗D(G).
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The subspaces D of Cb(G) which have been most heavily studied in the context of
D-representations are C0(G) and L
p(G) ∩ Cb(G). Brown and Guentner recognized both
of these cases and developed much of the basic theory for the associated C*-algebras in
their original paper. In the case when D = Lp, Brown and Guentner demonstrated that
C∗Lp(G) = C
∗
r (G) for every p ∈ [1, 2] (see [8, Proposition 2.11]), and that if C∗Lp(G) = C∗(G)
for some p ∈ [1,∞) then G is amenable (see [8, Proposition 2.12]).
Suppose G is a locally compact group, H is a closed subgroup, and µ a quasi-invariant
measure on the homogeneous space G/H. We say the homogeneous space G/H is amenable
if L∞(G/H, µ) admits a G-invariant mean (see [17]). This leads one to consider the ques-
tion: can we give an analogous characterization of amenability of G/H as mentioned above?
We partially address this question in the case when G is a discrete group.
For fixed a fixed subgroup H of a discrete group Γ, define
Dp = Dp(H) = {f ∈ `∞(Γ) : f |sHt ∈ `p(sHt) for s, t ∈ Γ}.
Is it the case that C∗Dp(Γ) = C
∗
`p(Γ) if and only if Γ/H is amenable? In this case, taking
H to be the trivial subgroup would recover the original result. Unfortunately, we do not
know the answer to this question but we have attained some partial results including the
reverse implication.
Proposition 2.2.1. Let Γ be a discrete group and H a subgroup of Γ. If Γ/H is amenable,
then C∗Dp(Γ) = C
∗
`p(Γ) canonically for every p ∈ [1,∞).
Proof. For s ∈ Γ and f : Γ/H → C, we let fs denote the left translation of f by s.
Since Γ/H is amenable, there exists a net {fi} of finitely supported functions in Γ/H with
‖fi‖2 = 1 so that ‖(fi)s − fi‖2 → 0 for every s ∈ Γ (see [17, p. 28]). Let σ be the induced
representation IndΓH1H . Then σfi,fi are positive definite functions converging pointwise to
the trivial representation.
Fix a positive definite function ϕ ∈ Dp. Then, since σfi,fi is supported on only finitely
many cosets sH for each i, we have that ϕσfi,fi ∈ `p(Γ) and, hence, extends to a positive
linear functional on C∗`p(Γ) for every i. Since it is also the case that ϕσfi,fi → ϕ pointwise,
we conclude that ϕ extends to a positive linear functional on C∗`p(Γ).
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Now let ϕ be an arbitrary positive linear functional on C∗Dp(Γ). Then we can find a
net {ϕi} of sums of positive definite functions associated to Dp-representations converging
pointwise to ϕ. By approximating each ϕi by positive definite functions in Dp, we may
assume that {ϕi} ⊂ Dp. Then, since each ϕi extends to a positive linear functional on
C∗`p(Γ) and ϕ is the pointwise limit of these positive definite functions, we conclude that ϕ
extends to a positive linear functional on C∗`p(Γ). Hence, ‖x‖Dp ≤ ‖x‖`p for every x ∈ C[Γ].
As the reverse inequality is clear, we conclude that C∗Dp(Γ) = C
∗
`p(Γ) canonically.
Proposition 2.2.2. Let p ∈ [1,∞) and suppose Γ = H ×K. If C∗`p(Γ) = C∗Dp(H)(Γ), then
K is amenable.
Proof. Suppose that C∗`p(Γ) = C
∗
Dp
(Γ) and let ω ∈ `p(H) be a normalised positive definite
function on H. Define ϕ :Γ→ C by ϕ(h, k) = ω(h). Then ϕ is a positive definite function
which lies in Dp(H) and, hence, extends to a positive linear functional on C
∗
`p(Γ). So we
can find a net {ϕi} of positive definite functions in `p converging pointwise to ϕ.
Choose n large enough so that p/n ≤ 2 and define ψ = ϕn, ψi = ϕni . Then {ψi} is a net
of `2-summable positive definite functions converging pointwise to ψ. Hence, ψ extends to
a positive linear functional on C∗r (Γ). Thus, there is a net {fi} ⊂ `2(Γ) with ‖fi‖2 = 1 so
that {λfi,fi} converges to ψ pointwise.
Define gi :K → C by gi(k) = ‖fi|H×{k}‖2. Then ‖gi‖2 = 1 for every i. Further,∣∣λfi,fi(e, k)∣∣ = ∣∣∣∣ ∑
(h,k′)∈H×K
fi(h, k
−1k′)fi(h, k′)
∣∣∣∣
≤
∑
k′∈K
∥∥(fi)(e,k−1)|H×{k′} · fi|H×{k′}∥∥1
≤
∑
k′∈K
∥∥fi|H×{k−1k′}∥∥2∥∥fi|H×{k′}∥∥2
=
∑
k′∈K
gi(k
−1k′)gi(k′)
= λgi,gi(k) ≤ 1.
Consequently, {λgi,gi} converges pointwise to the trivial representation since {λfi,fi(e, k)}
converges to ψ(e, k) = 1 for every k ∈ K. Hence, K is amenable.
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Brown and Guentner demonstrated that C∗`p(Fd) 6= C∗r (Fd) for some p ∈ (2,∞) where
Fd is the free group on 2 ≤ d < ∞ generators (see [8, Proposition 4.14]). Subsequently,
Okayasu showed that the C*-algebras C∗`p(Fd) are pairwise not canonically isomorphic for
every p ∈ [2,∞) (this was also independently shown by both Higson and Ozawa). Making
use of this fact, the following result immediately implies that an analogous result holds for
every discrete group Γ containing a copy of F2.
Theorem 2.2.3. Let H be an open subgroup of a locally compact group G and σ :H → H
an Lp-representation of H. Then pi := IndGHσ is an L
p-representation of G.
Proof. Let q : G → G/H denote the canonical quotient map. Recall that the induced
representation pi is given by left translation on the completion F of the space
F0 = {f :G→ H | q(supp f) is finite and f(sξ) = σ(ξ−1)f(s) for all s ∈ G, ξ ∈ H}
with respect to the inner product
〈f, g〉 =
∑
tH∈G/H
〈f(t), g(t)〉σ .
Let H0 be a dense linear subspace of H such that σx,y ∈ `p(H) for every x, y ∈ H0 (if
pix,x ∈ `p(H) for every x ∈ H0, then pix,y ∈ `p(H) for all x, y ∈ H0 by the polarization
identity). Fix a set of representatives {ri}i∈G/H for G/H. Then the span of the functions
f ∈ F0 such that f(ri) is nonzero for at most one i and f(ri) ∈ H0 is dense in F .
Fix f and g as above. Without loss of generality, we may assume that f and g are
nonzero. Let i and j be the indices such that f(ri) 6= 0, g(rj) 6= 0. Then∑
s∈G
|pif,g(s)|p =
∑
s∈G
∣∣∣∣ ∑
k∈G/H
〈
f(s−1rk), g(rk)
〉 ∣∣∣∣p
=
∑
s∈G
∣∣ 〈f(s−1rj), g(rj)〉 ∣∣p
=
∑
ξ∈H
∣∣ 〈f(riξ), g(rj)〉 ∣∣p
=
∑
ξ∈H
∣∣ 〈σ(ξ−1)f(ri), g(rj)〉 ∣∣p
= ‖σf(ri),g(rj)‖pp <∞.
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It follows that pi is an Lp-representation.
Clearly this result implies that ‖ · ‖Lp(G)|L1(H) = ‖ · ‖Lp(H) when H is an open sub-
group of G and, so, indeed it follows that if Γ is a discrete group containing a copy of a
noncommutative free group then C∗`p(Γ) are pairwise not canonically isomorphic for every
p ∈ [2,∞).
Much of the attention in this section has been focused towards the chain of Lp-C*-
algebras. This raises the question, can we find exotic group C*-algebras which lie off this
chain? We end this section by showing that the C*-algebras arising from the ideals Dp can
satisfy this criteria.
Example 2.2.4. Fix p ∈ [2,∞) and let F∞ be the free group on countably many generators
a1, a2, . . . and view Fd as the subgroup of F∞ generated by a1, . . . , ad for d < ∞. Take
H = Fd for some fixed 2 ≤ d < ∞. Let ϕα : F∞ → C be the positive definite function
defined by ϕα(s) = α
|s| for each α ∈ (0, 1) (see [21, Lemma 1.2]). Then ϕα ∈ Dp = Dp(Fd)
for each α < (2d− 1)−1/p since∑
s∈Fd
ϕα(t1st2) ≤
∑
s∈Fd
α−|t1|α−|t2|ϕα(s)
for every t1, t2 ∈ F∞ and
∑
s∈Fd ϕα(s) < ∞ if and only if α < (2d − 1)−1/p. Hence, ϕα
extends to a positive linear functional on C∗Dp(F∞) for each α ≤ (2d − 1)−1/p. By [36,
Corollary 3.5], we have that ϕα|Fd extends to a positive linear functional on C∗`p(Fd) if and
only if α ≤ (2d − 1)−1/p. Therefore, this condition of α ≤ (2d − 1)−1/p is necessary and
sufficient for ϕα to extend to a positive linear functional on C
∗
Dp
(F∞).
Fix α ∈ (0, 1) and choose a positive integer d′ large enough so that (2d′ − 1)−1/p < α.
Then ϕα|Fd′ does not extend to a positive linear functional on C∗`p(Fd′). Hence, ϕα does
not extend to a positive linear functional on C∗`p(F∞) for any α ∈ (0, 1). Therefore there
is no canonical quotient map from C∗`q(F∞) to C∗Dp(F∞) for any p, q ∈ [2,∞). Conversely,
it is an easy consequence of Theorem 2.2.3 that there is no canonical quotient map from
C∗Dp(F∞) to C
∗
`q(F∞) for any q > p ≥ 2.
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2.3 The lattice of group C*-algebras
So far we have nonchalantly been talking about notions such as chains of group C*-algebras.
We are able to do this because there is a natural partial ordering which can be placed on
the group C*-algebras. In this section, we make this notion of a partial ordering specific
and show that the group C*-algebras form a complete
∨
-semilattice. This will allow us to
build new exotic group C*-algebras.
Definition 2.3.1. Let G be a locally compact group. By a group C*-algebra associated
to G, we will mean a C*-completion of L1(G). Place a partial ordering on the group C*-
algebras by saying that A  A′ if ‖f‖A ≤ ‖f‖A′ for every f ∈ L1(G). Equivalently, we
have that A  A′ if and only if the identity map on L1(G) extends to a quotient from A′
to A.
We observe that with this definition, the group C*-algebras form a complete
∨
-semi-
lattice. Indeed, if {Ai} is a collection of group C*-algebras, then the completion of L1(G)
with respect to the C*-norm ‖ · ‖ defined by ‖f‖ = supi ‖f‖Ai for f ∈ L1(G) is the join∨
iAi.
Note that it also makes sense to talk about the supremum and infimum of “completions”
of L1(G) with respect to a C*-seminorm. If S is a collection of representations of G,
then C∗S(G) is defined to be the “completion” of L
1(G) with respect to the C*-seminorm
‖x‖S := suppi∈S ‖pi(x)‖ (as in [16]). Moreover, every C*-seminorm arises in this way where
S can be assumed to be a Fell closed subset of the irreducible representations Ĝ (see [4,
Proposition F.2.7]). Further, if S and S ′ are Fell closed subsets of Ĝ, then C∗S(G)  C∗S′(G)
if and only if S ⊂ S ′. If we place the same lattice structure on these “completions” as
above, we get a complete lattice. Indeed, let {Ai} be a collection of such “completions”
and write Ai = C∗Si(Γ) for Fell closed subsets {Si} ⊂ Γ̂. Then
∧
iAi = C∗∩Si . As the join
arises as before, we conclude that we indeed get a complete lattice.
In the remainder of this section, we focus on using this lattice structure to produce a
new class of examples of exotic group C*-algebras. Towards this goal, we give a character-
ization of when C∗D(G) = C
∗(G) in terms of when the D-representations weakly contain
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an amenable representation, i.e., a representation pi : Γ → B(H) for which there exists a
state µ on B(H) such that µ(pi(s)Tpi(s−1)) = µ(T ) for all s ∈ Γ and T ∈ B(H) (see [2]).
Proposition 2.3.2. Let D/`∞(Γ) be an algebraic ideal. Then C∗D(Γ) = C
∗(Γ) if and only
if the D-representations weakly contain an amenable representation.
Proof. If C∗D(Γ) = C
∗(Γ), then the D-representations weakly contain all representations of
Γ and, in particular, weakly contains the trivial representation which is evidently amenable.
Conversely, suppose that D weakly contains an amenable representation pi. Then we
can find a net {pii} of D-representations converging in Fell’s topology to pi. Note that pi⊗pii
is a D-representation for every i and pi⊗pii converges to pi⊗pi in the Fell topology. So the D-
representations weakly contain pi⊗pi and, hence, the trivial representation (see [2, Theorem
5.1]). A similar argument as used above now shows that the D-representations weakly
contain every representation of Γ since pi⊗ 1 = pi for every pi. Hence, C∗D(Γ) = C∗(Γ).
Remark 2.3.3. In particular, the previous proposition shows that if C∗D(Γ) 6= C∗(Γ),
then the D-representations do not weakly contain any finite dimensional representations.
Hence, if C∗D(Γ) is a group C*-algebra not coinciding with C
∗(Γ), then C∗D(Γ)∨C∗pi(Γ) is a
strictly larger C*-algebra than C∗D(Γ) for every finite dimensional representation and the
only group C*-algebra A produced by an ideal completion for which A  C∗D(Γ) is C∗(Γ).
Suppose Γ contains a copy of the free group and pi is a finite dimensional representation
of Γ. What does the group C*-algebra C∗D(Γ) ∨ C∗pi(Γ) look like when we take D = `p?
Could it be the case that C∗`p(Γ) ∨ C∗pi(Γ) coincides with C∗(Γ)? Could C∗`p(Γ) ∨ C∗pi(Γ)
dominate C∗`q(Γ) for some q > p ≥ 2? It turns out that neither of these cases can occur:
Proposition 2.3.4. Suppose Γ contains a copy of the free group and F0 is a finite nonempty
subset of the finite dimensional representations on Γ. Then C∗`q(Γ) 6 C∗F0(Γ) ∨ C∗`p(Γ) for
any q > p ≥ 2.
Proof. Without loss of generality, we may assume that F0 is a subset of Γ̂. For each p ≥ q,
write C∗`p(Γ) = C
∗
Sp(Γ) for some Fell closed subset Sp ⊂ Γ̂. Then, since Sp is a proper subset
of Sq for every q > p, Sq\Sp has infinite cardinality for q > p (as there is an infinitude
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of intermediate C*-algebras between C∗`p(Γ) and C
∗
`p(Γ)). Now, write C
∗
`p(Γ) ∨ C∗F0(Γ) =
C∗S0(Γ) for some Fell closed S0 ⊂ Γ̂. Then since, F0 is a closed subset of Γ̂ in the Fell
topology, S0\S = F0 has finite cardinality. Hence, C∗`p(Γ)∨C∗F0(Γ) 6 C∗`q(Γ) for q > p.
This gives us another class of examples of exotic group C*-algebras which lie off the
chain C∗`p(Γ). Note that we may always take F0 to be the singleton containing the trivial
representation. Hence, for Γ containing a copy of the free group, this construction can
always be used to produce exotic group C*-algebras differing from C∗`p(Γ).
2.4 Exotic group C*-algebras of SLn(S)
Let G be a locally compact group and Gd be the group G endowed with the discrete
topology. Denote the left regular representation of G by λG. Then λG is a representa-
tion of Gd. In [5] Bekka, Kaniuth, Lau, and Schlichting show that the group C*-algebra
C∗λG(Gd) is the reduced C*-algebra if and only if G admits an open subgroup H so that
Hd is amenable. In particular, if G is a connected non-amenable group such as SLn(R)
(n ≥ 2), then C∗λG(Gd) 6= C∗r (Gd). This inspires us to study the group C*-algebra
C∗δ (SLn(S)) := C
∗
λSLn(R)
(SLn(S)) where S is taken to be a dense (unital) subring of R.
We will demonstrate that C∗δ (SLn(S)) is an exotic group C*-algebra and compare it to the
C*-algebras C∗`p(SLn(S)). Our first proposition shows that C
∗
`p(SLn(S)) 6 C∗δ (SLn(S))
for any 1 ≤ p <∞.
Before proceeding to this proposition, we mention a result due to Breuillard and Gel-
lander which we will make use of. In [7], these authors demonstrated that if Γ is a dense
subgroup of a connected semi-simple real Lie group G, then Γ contains a copy of the free
group on two generators which is dense in G. Moreover, their proof shows that these gen-
erators can be chosen arbitrarily close to the identity. (Compare the following statement
to that of [5, Proposition 5]).
Proposition 2.4.1. Let Γ be a dense subgroup of a connected semi-simple real Lie group
G. If a representation pi of the discrete group Γ is continuous in the ambient topology, then
pi is not weakly contained in the `p-representations for each 1 ≤ p <∞.
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Proof. Let pi be a continuous representation of Γ and x ∈ Hpi be a unit vector. Then
ϕ := pix,x is a continuous function on Γ with ϕ(e) = 1. We will demonstrate that ϕ does
not extend to a state on C∗`p(Γ) for any 1 ≤ p <∞.
In the proof of [36, Theorem 3.4 (2)], Okayasu shows that a normalized positive definite
function ψ on F2 extends to a state on C∗`p(F2) if and only if ‖ψχk‖p ≤ k + 1 (where χk is
the characteristic function of the set Wk of words with length k). Choose k large enough
so that (4 · 3k−1)1/p > k + 1. Next choose generators for a free subgroup of Γ close enough
to the identity so that |ϕ(s)| > k+1
(4·3k−1)1/p for all s ∈ Wk. Then, on this copy of F2,
‖ϕχk‖p >
(
|Wk|
(
k + 1
(4 · 3k−1)1/p
)p)1/p
= k + 1.
Hence, ϕ does not extend to a positive linear functional on C∗`p(F2) and, so, we conclude
that pi is not weakly contained in the `p-representations.
To observe that the previous proposition applies to our situation, we note that SLn(S)
is a dense subgroup of SLn(R) since the subgroups 1 *
0
. . .
1
 and
 1 0
*
. . .
1

generate SLn(R).
This proposition demonstrates that C∗δ (SLn(S)) is a strictly larger group C*-algebra
than C∗r (SLn(S)). Bekka, Kaniuth, Lau and Schlichting’s result [5, Proposition 5] implies
that this is the case when S is taken to be all of R, but it was not a priori obvious that
this would continue to hold for smaller rings S.
We are now led to ask similar questions as in the previous section. Could C∗δ (SLn(S)) be
the full group C∗(SLn(S))? How does C∗δ (SLn(S))∨C∗`p(SLn(S)) compare to C∗`q(SLn(S)?
These questions are quite satisfactorily answered in the following proposition.
Proposition 2.4.2. Suppose q > p ≥ 2. Then C∗δ (SLn(S))∨C∗`p(SLn(S)) 6 C∗`q(SLn(S)).
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Proof. Suppose that ϕ is a normalized positive definite function on SLn(S) which extends
to a state on C∗δ (SLn(S)). We will show that ϕ|SLn(Z) extends to a state on C∗r (SLn(Z)).
Since ϕ extends to a state on C∗δ (SLn(S)). Then we can find a net {ϕi} of sums of
positive definite functions associated to λSLn(R) which converge pointwise to ϕ. By Herz’s
restriction theorem, ϕi|SLn(Z) lies in A(SLn(Z)), the Fourier algebra of SLn(Z). Hence, as
each ϕi|SLn(Z) is positive definite and ϕi|SLn(Z) converges pointwise to ϕ|SLn(Z), we conclude
that ϕ|SLn(Z) extends to a positive linear functional on C∗r (SLn(Z)).
This shows us that ‖x‖δ ≤ ‖x‖`2 for every x ∈ C[SLn(Z)] since ‖x‖2δ = ‖x∗x‖δ =
supϕ(x∗x) where the supremum is taken over states ϕ on C∗δ (SLn(S)). Hence,
‖x‖C∗δ (SLn(S))∨C∗`p (SLn(S)) = ‖x‖`p
for x ∈ C[SLn(Z)]. As ‖ · ‖`q is a larger norm on C[SLn(Z)] than ‖ · ‖`p , we conclude that
C∗δ (SLn(S)) ∨ C∗`p(SLn(S)) 6 C∗`q(SLn(S)).
We note that this proposition adds to our list of examples of exotic group C*-algebras.
Remark 2.4.3. Suppose G is a non-amenable group containing a discrete copy of the
free group. A similar analysis shows that C∗λG(Gd) is not the full group C*-algebra. This
justifies our comment in the introduction of this chapter that C∗λG(Gd) leads to a large
class of exotic group C*-algebras.
2.5 Exotic group C*-algebras of SLn(Z)
Let F denote the set of finite dimensional representations on SLn(Z). Notice that the
natural homomorphisms from SLn(Z) to SLn(Z/NZ) for N ≥ 1 separate the points of
SLn(Z). So the set F of finite dimensional representations separate points in C[SLn(Z)]
and ‖ · ‖F ≥ ‖ · ‖r (see [3, Proposition 1]). Since SLn(Z) is non-amenable, we have by
Proposition 2.3.2 that the left regular representation does not weakly contain any finite
dimensional representations. Hence, C∗F(SLn(Z)) is strictly larger than the reduced C*-
algebra.
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In [3], Bekka demonstrates that the universal C*-algebra C∗(SLn(Z)) is not residually
finite dimensional for n ≥ 3, hence showing that C∗F(SLn(Z)) is an exotic C*-algebra for
n ≥ 3. In fact, Bekka’s proof shows something stronger.
Recall that the congruence subgroup Γ(N) of SLn(Z) is the kernel of the canonical map
SLn(Z) → SLn(Z/NZ). Let F0 denote the set of all finite dimensional representations
of SLn(Z) which factor through a congruence subgroup, i.e., whose kernel contains Γ(N)
for some N . What Bekka actually showed was that C∗F0(SLn(Z)) is not the full group
C*-algebra for n ≥ 2 and that F0 = F when n ≥ 3.
Our questions about the exotic group C*-algebra C∗F0(SLn(Z)) are again similar to
those asked in the previous two sections. Our first is how does C∗F0(SLn(Z)) compare to
C∗`p(SLn(Z))? We provide a partial answer to this question below.
Proposition 2.5.1. Let n ≥ 2. There exists p ∈ (2,∞) so that C∗F0(SLn(Z)) 6 C∗`p(SLn(Z)).
Proof. Note that if pi is a representation of SLn(Z) which factors through a congruence
subgroup, then the restriction of pi to SL2(Z) factors through a congruence subgroup of
SL2(Z). Hence, it suffices to consider the case when n = 2.
Note that for each α ∈ (0, 1), the positive definite function ϕα : F2 → C defined by
φα(s) = α
−|s| lies in `p(F2) for some p. Let piα denote the GNS representation of ϕα. Then,
since ϕα converges pointwise to the trivial representation as α↗ 1, piα converges to 1F2 in
the Fell topology.
Let F2 ⊂ SL2(Z) be a finite index embedding of the free group in SL2(Z). Then
Ind
SL2(Z)
F2 piα converges to Ind
SL2(Z)
F2 1F2 . Note that Ind
SL2(Z)
F2 1F2 contains a copy of 1SL2(Z) as
a subrepresentation since F2 is of finite index in SL2(Z). Hence, IndSL2(Z)F2 piα → 1SL2(Z) in
the Fell topology.
Fix a finite generating set S for SL2(Z). In the proof of [3, Lemma 3] Bekka shows
that the trivial representation is isolated among the set of restrictions pi|SL2(Z) where pi is a
representation which factors through a congruence subgroup. This is to say that there exists
 > 0 so that if pi :SL2(Z)→ B(H) is a representation which factors through a congruence
subgroup with the property that there exists a unit vector x ∈ H so that ‖pi(s)x− x‖ < 
for every s ∈ S, then pi contains the trivial representation as a subrepresentation.
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Since Ind
SL2(Z)
F2 piα → 1SL2(Z) in the Fell topology, we can find α and a unit vector x in
the corresponding Hilbert space so that ‖piα(s)x− x‖ < . By Theorem 2.2.3, IndSL2(Z)F2 piα
is an `p-representation for some p and, hence, does not weakly contain a copy of the trivial
representation. Therefore piα is not weakly contained in F0.
Note that since C∗`q(SLn(Z))  C∗`p(SLn(Z)) when q > p, the proposition provides the
same conclusion for all q > p. This answer to our question is not as clean as that provided
in the previous section and we are still left with questions. Does the conclusion of the
proposition hold for any p > 2? If not, can we provide nontrivial estimates on the values
of p which provide the conclusion of the proposition?
We conclude this chapter by showing that C∗F0(Γ)∨C∗`p(Γ) forms a class of exotic group
C*-algebras. This proposition provides a similar conclusion as the last:
Proposition 2.5.2. Let n ≥ 2. For every p ∈ [1,∞), there exists q > p so that
C∗F0(SLn(Z)) ∨ C∗`p(SLn(Z)) 6 C∗`q(Γ).
Proof. Again it suffices to consider the case when n = 2.
Let S and  be as in the previous proposition. Take pip : SLn(Z) → B(Hp) to be a
faithful representation of C∗`p(SL2(Z)). Then, since the `p-representations do not weakly
contain the trivial representation, there exists ′ > 0 so that whenever x ∈ Hp is a unit
vector, there exists s ∈ S so that ‖pip(s)x− x‖ ≥ ′.
Suppose that σ :SLn(Z)→ B(Hσ) in F0 does not contain a copy of the trivial represen-
tation. Take (x, y) ∈ Hp⊕Hσ to be a unit vector. If ‖x‖ ≥ 1/
√
2, there exists s ∈ S so that
‖pip(s)x − x‖ ≥ ′/
√
2 which implies that ‖(pip ⊕ σ)(s)(x, y) − (x, y)‖ ≥ ′/
√
2. Similarly,
if ‖y‖ ≥ 1/√2, ‖(pip ⊗ σ)(s)(x, y)− (x, y)‖ ≥ /
√
2. Hence, ‖(pip ⊕ σ)(s)(x, y)− (x, y)‖ ≥
min{, ′}/√2.
Since we have that piq → 1 in the Fell topology as q →∞, we can find q so that there
exists a unit vector x ∈ Hq with ‖piq(s)x−x‖ < min{, ′}/
√
2 for every s ∈ S. As piq does
not weakly contain the trivial representation, we conclude that piq is not weakly contained
in {pip} ∪ F0.
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Chapter 3
C*-norms for tensor products of
discrete group C*-algebras
3.1 Introduction
We begin this chapter by briefly reviewing the basics of C*-algebra tensor products. Those
results mentioned without reference in this section can be found [9, Chapter 3].
Let A and B be C*-algebras. It is always possible to put a C*-norm on the algebraic
tensor product A ⊗ B. Indeed, if A ⊂ B(H) and B ⊂ B(K), then it can be verified that
the canonical map from A⊗B into B(H⊗K) is injective. The C*-norm on A⊗B coming
from this inclusion is called the spatial or minimal C*-norm and is denoted ‖ · ‖min. This
norm is independent of the choices of embeddings A ⊂ B(H) and B ⊂ B(K), and can be
shown to be the smallest among all C*-norms on A⊗B. Consequently, every C*-norm on
the tensor product A⊗ B is a cross norm, i.e., a norm such that ‖a⊗ b‖ = ‖a‖‖b‖ for all
a ∈ A and b ∈ B. The completion of A⊗ B with respect to ‖ · ‖min is denoted A⊗min B.
Defined analogously to the full group C*-norm of L1(G), the maximal C*-norm of A⊗B
is defined by
‖x‖max = sup{‖pi(x)‖ : pi is a ∗-representation of A⊗ B}
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for x ∈ A⊗B. This is the largest C*-norm which can be placed on A⊗B. The completion
of A⊗ B with respect to ‖ · ‖max is denoted by A⊗max B.
Just as is the case for C*-norms on L1(G), A ⊗ B need not admit a unique C*-norm.
However, if A is a C*-algebra with the property that A⊗B admits a unique C*-norm for
every second C*-algebra B, then A is said to be nuclear. In 1973 Lance showed that a
discrete group Γ is amenable if and only if C∗r (Γ) is nuclear (see [31]). Since the quotient
of a nuclear C*-algebra is nuclear, this also gives the characterization that a discrete group
Γ is amenable if and only if C∗(Γ) is nuclear. Lance’s proof, however, does not provide
us with a specific example of a C*-algebra B such that C∗r (Γ)⊗ B does not have a unique
norm when Γ is non-amenable. As a particular case of one result in this chapter, we
show that the algebraic tensor products C∗r (Γ)⊗C∗r (Γ) and C∗(Γ)⊗C∗r (Γ) do not admit a
unique C*-norm when Γ is a non-amenable discrete group. We do not determine whether
C∗(Γ) ⊗ C∗(Γ) admits a unique C*-norm for non-amenable Γ, but note that finding the
solution to this problem for the case when Γ = F∞ would solve the Connes embedding
problem (see [29]).
Recently Ozawa and Pisier demonstrated pairs of C*-algebras A and B such that A⊗B
admits 2ℵ0 distinct C*-norms (see [37]), including the case when A = B = B(H). Although
their paper mainly focuses on von Neumann algebras, Ozawa and Pisier also show that
C∗r (Fd)⊗C∗r (Fd) admits 2ℵ0 distinct C*-norms where Fd is the noncommutative free group
on d ≥ 2 generators. We generalize this result by showing that if pi is a representation
which weakly contains λ and 1 ≤ p < ∞, then C∗pi(Γ1) ⊗ C∗`p(Γ2) admits 2ℵ0 distinct C*-
norms for every pair of discrete groups Γ1 and Γ2 containing copies of noncommutative free
groups. As a special case of this result, we get that C∗r (Γ1)⊗C∗r (Γ2) and C∗(Γ1)⊗C∗r (Γ2)
each admit 2ℵ0 C*-norms when Γ1 and Γ2 contain a copy of F2. In contrast to the approach
of Ozawa and Pisier which takes advantage of the C*-simplicity of C∗r (Fd), we make use of
Fourier-Stieltjes spaces and the theory of Lp-representations to establish our results.
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3.2 C*-norms of tensor products
The first step towards our results in this chapter is the following observation of a one-to-
one correspondence between certain Fourier-Stieltjes spaces and tensor product norms for
group C*-algebras.
Proposition 3.2.1. Let G1 and G2 be locally compact groups and pi1, pi2 be representations
of G1 and G2. We can identify the C*-norms on C
∗
pi1
(G1) ⊗ C∗pi2(G2) with the Fourier-
Stieltjes spaces Bσ of G1 ×G2 which satisfy Bσ|G1 = Bpi1, Bσ|G2 = Bpi2, and Bσ ⊃ Bpi1×pi2.
For f1, . . . , fn ∈ L1(G1) and g1, . . . , gn ∈ L1(G2), the norm of
∑n
i=1 pi1(fi)⊗ pi2(gi) associ-
ated to Bσ is given by ∥∥∥∥ n∑
i=1
pi1(fi)⊗ pi2(gi)
∥∥∥∥ = ∥∥∥∥ n∑
i=1
σ(fi × gi)
∥∥∥∥.
Proof. Note that since L1(G1 × G2) = L1(G1)⊗̂L1(G2) (where ⊗̂ denotes the projective
Banach space tensor product), we may consider ∗-representations of C∗pi1(G1)⊗C∗pi2(G2) as
being representations of G1×G2. It can be checked that this gives a one-to-one correspon-
dence between ∗-representations of C∗pi1(G1) ⊗ C∗pi2(G2) and representations σ of G1 × G2
such that Bσ|G1 ⊂ Bpi1 and Bσ|G2 ⊂ Bpi2 . Moreover, this immediately gives that if σ is a
representation of G1×G2 corresponding to a ∗-representation σ˜ of C∗pi1(G1)⊗C∗pi2(G2) and
f1, . . . , fn ∈ L1(G1), g1, . . . , gn ∈ L1(G2), then∥∥∥∥σ˜( n∑
i=1
pi1(fi)⊗ pi2(gi)
)∥∥∥∥ = ∥∥∥∥ n∑
i=1
σ(fi × gi)
∥∥∥∥.
Finally, a ∗-representation of C∗pi1(G1) ⊗ C∗pi2(G2) corresponding to a representation σ of
G1 × G2 separates points of C∗pi1(G1) ⊗ C∗pi2(G2) if and only if ‖σ(·)‖ ≥ ‖pi1 × pi2(·)‖ on
L1(G1 ×G2) if and only if Bσ ⊃ Bpi1×pi2 .
The key idea behind producing different C*-norms on tensor products of group C*-
algebras in this section will be to construct Fourier-Stieltjes spaces satisfying the conditions
of the above proposition which differ on the diagonal subgroup ∆ of Γ×Γ. We begin with
the following lemma.
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Lemma 3.2.2. Suppose Γ is a discrete group and S is a subset of B(Γ×Γ) supported on the
diagonal subgroup ∆ of Γ×Γ. Let AS denote the norm closed translation invariant subspace
of B(Γ× Γ) generated by S. Then AS |Γ×{e} ⊂ A(Γ× {e}) and AS |{e}×Γ ⊂ A({e} × Γ).
Proof. Let ϕ ∈ S and fix s = (s1, s2), t = (t1, t2) in Γ×Γ. Then ϕ(s(x1, e)t) is nonzero only
if s1x1t1 = s2t2, i.e., only if x1 = s
−1
1 s2t2t
−1
1 . Therefore, the translated element x 7→ ϕ(sxt)
in B(Γ × Γ) has finite support when restricted to Γ × {e} and, thus, its restriction is an
element of A(Γ× {e}). So AS |Γ×{e} ⊂ A(Γ× {e}). Similarly, AS |{e}×Γ ⊂ A({e} × Γ).
We are now prepared to prove our first main theorem of this chapter.
Theorem 3.2.3. Let Γ be a non-amenable discrete group, pi a representation of Γ weakly
containing the left regular representation, and 1 ≤ p <∞. Then C∗pi(Γ)⊗ C∗`p(Γ) does not
admit a unique C*-norm.
Proof. By Proposition 3.2.1, it suffices to construct two distinct weak*-closed translation
invariant subspaces Bσ of B(Γ× Γ) with the prescribed conditions.
Choose a representation pi′ of Γ which extends to a faithful ∗-representation of C∗`p(Γ).
By taking pi′ to be a large enough direct sum of `p-representations, we may assume that
pi′ is itself an `p-representation of Γ. We first consider the space Bpi×pi′ associated to the
minimal tensor product C∗pi(Γ) ⊗min C∗`p(Γ). Notice that on the diagonal subgroup ∆ of
Γ× Γ, the space Api×pi′ restricts to Api⊗pi′ . Since pi ⊗ pi′ is an `p-representation and Γ ∼= ∆
is non-amenable, the space Bpi×λ|∆ = Bpi⊗pi′(∆) is not all of B(∆).
Let S be the set of all elements of B(Γ×Γ) supported on ∆. Then the weak*-closure Bσ
of AS +Api×pi′ satisfies the conditions of Proposition 3.2.1 as Bσ|Γ×{e} = Bpi +AS |Γ×{e}w
∗
=
Bpi since AS |Γ×{e} = A(Γ × {e}) and pi weakly contains λ. Similarly, Bσ|{e}×Γ = Bpi′ . As
Bσ|∆ is the entire Fourier-Stieltjes algebra B(∆), we conclude that C∗pi(Γ) ⊗ C∗`p(Γ) does
not admit a unique C*-norm.
In the case when Γ contains a noncommutative free group, we can greatly improve this
result by taking further advantage of the theory of Lp-representations.
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Before proving this second theorem, we make note of some particular Fourier spaces.
For a discrete group Γ, we will let A`p(Γ) denote the Fourier space AS where S is taken to
be the collection of `p-representations of Γ. Then by Theorem 2.2.3, these spaces have the
property that A`p(Γ)|H = A`p(H) for every subgroup H of Γ.
Theorem 3.2.4. Let Γ1 and Γ2 be discrete groups containing copies of noncommutative
free groups. If pi is a representation of Γ1 weakly containing a copy of the left regular
representation, then C∗pi(Γ1)⊗ C∗`p(Γ2) admits 2ℵ0 distinct C*-norms for every p ∈ [2,∞).
Proof. Choose a faithful `p-representation pi′ for C∗`p(Γ2) and identify a copy of F2 inside
each of Γ1 and Γ2. Denote the diagonal subgroup of F2 × F2 ≤ Γ1 × Γ2 by ∆. Then, since
(pi × σ)|∆ = pi|F2 ⊗ pi′|F2 is an `p-representation of ∆, the restriction Api×pi′|∆ is contained
in A`p(∆).
For each q > p, let Sq be the set of all functions in A`q(Γ1×Γ2) supported on ∆. Then
ASq |∆ = A`q(∆). Let Bσq be the weak*-closure of ASq +Api×pi′ . Then, by similar reasoning
as in the proof of the previous theorem, Bσq satisfies the conditions of Proposition 3.2.1
and Bσq |∆ = B`q(∆). Since the C*-norms ‖ · ‖`p on `1(∆) are distinct for every q > p, we
conclude that Bσq are distinct for every q > p.
Remark 3.2.5. Let G be a locally compact group containing an open normal compact
subgroup K. This happens, for instance, when G is a totally disconnected SIN group. Let
q :G → G/K be the canonical quotient map. If mK is the normalized Haar measure on
K, then ϕ 7→ mK ∗ ϕ is a contraction on B(G) (see [16, Proposition 2.18]) mapping A(G)
onto A(G/K) ◦ q since A(G) = B(G) ∩ Cc(G) and ϕ ∈ Cc(G) if and only if q(suppϕ) is
finite. It follows that mK ∗BλG = BλG/K ◦ q.
Suppose G is non-amenable. Then the analogue of Theorem 3.2.3 is true for G, i.e., if
pi is any representation of G weakly containing λG, then C
∗
pi(G)⊗ C∗Lp(G) does not admit
a unique C*-norm. Indeed, denote the diagonal subgroup of G/K × G/K by ∆. Then,
making the appropriate changes to the proof of Theorem 3.2.3 and taking S to be the set
of all elements in B(G/K×G/K)◦q supported on q−1(∆) produces a second Bσ satisfying
the conditions of Proposition 3.2.1. Suppose G1 and G2 are two locally compact groups
containing open normal compact subgroups K1 and K2 so that G/K1 and G/K2 contain
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noncommutative free subgroups. Then a similar trick as above shows that C∗pi(G1)⊗C∗Lp(G2)
admits 2ℵ0 distinct C*-norms for every representation pi of G1 weakly containing λG1 .
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Chapter 4
Lp-Fourier and Fourier-Stieltjes
algebras
4.1 Introduction
Let G be a locally compact group and D an algebraic ideal of Cb(G). Motivated by the
important role played by the Fourier-Stieltjes algebra B(G) and the Fourier algebra A(G)
in studying the structure of a locally compact group, Brannan and Ruan (see [6]) defined
and developed the basic theory of D-Fourier-Stieltjes algebra BD(G) and D-Fourier algebra
AD(G), which naturally identify with the dual of the C*-algebra C
∗
D(G) and predual of
the analogously defined von Neumann algebra V ND(G), respectively. In this chapter we
study these algebras in the more concrete setting when D = Lp (= Lp(G) ∩ Cb(G)) for
1 ≤ p <∞.
The Lp-Fourier and Lp-Fourier-Stieltjes algebras are ideals of the Fourier-Stieltjes al-
gebra containing the Fourier algebra. Similar to the case of the C*-algebra C∗Lp(G), the
Lp-Fourier algebra coincides with the Fourier algebra A(G) and the Lp-Fourier-Stieltjes
algebra with the reduced Fourier-Stieltjes algebra Br(G) := Bλ when p ∈ [1, 2]. This
is generally not the case for p > 2. In fact we demonstrate rich classes of groups G so
that ALp(G) is distinct for every p ∈ (2,∞) and BLp(G) is distinct for each p ∈ (2,∞).
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As an application of the theory developed throughout this chapter, we characterize the
Fourier-Stieltjes ideals of SL2(R) in terms of Lp-Fourier-Stieltjes algebras.
Just as is the case for the classical Fourier algebra, we show that each Lp-Fourier al-
gebra is a complete invariant for the underlying locally compact group. However, we also
show that even for abelian groups, when p > 2 the Lp-Fourier algebra can lack many nice
properties that hold for A(G). In particular, we show that when G is a noncompact abelian
group, ALp(G) is not even square dense for each p ∈ (2,∞) and, hence, lacks any reason-
able notion of amenability. As such the analogues of Ruan’s (see [42]) and Leptin’s (see
Theorem 1.2.19) characterizations of amenability fail for the Lp-Fourier algebras. Though
the analogues of these characterizations of amenability fail for the Lp-Fourier algebra, we
show that the analogue of Losert’s characterization of amenability in terms of multipliers
(see [33]) holds for ALp(G) and Runde-Spronk’s characterization of amenability in terms
of operator Connes amenability (see [45]) holds for BLp(G).
This chapter is organized as follows. In section 2 we recall the definition of the Lp-
Fourier and Fourier-Stieltjes algebras and note some basic properties. Section 3 is devoted
to studying the Lp-Fourier algebras for abelian groups. In section 4 we study the structural
properties of the Lp-Fourier and Fourier-Stieltjes algebras. As a final application of this
theory, we characterize the Fourier-Stieltjes ideals of SL2(R) in section 5.
4.2 Definition and basic properties of Lp-Fourier and
Fourier-Stieltjes algebras
In [6] Brannan and Ruan define the D-Fourier algebra AD(G) and D-Fourier-Stieltjes
algebra BD(G) when D is a subalgebra of Cb(G). When D = C0(G), the D-Fourier algebra
AD(G) is already well studied and is known in the literature as the Rajchman algebra. In
contrast, very little has been done in regards to the Lp-Fourier and Lp-Fourier-Stieltjes
algebras (though we did briefly make use of it in the previous chapter). We aim to help fill
this gap with this chapter. We begin by recalling the definitions of these spaces and prove
some of their basic properties.
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Let D be a linear subspace of Cb(G). The D-Fourier space is defined to be
AD(G) = AD := {pix,y : pi a D-representation, x, y ∈ Hpi}.
Similarly, the D-Fourier-Stieltjes space BD(G) = BD is defined to be the closure of AD
with respect to the weak*-topology σ(B(G), C∗(G)). When the subspace D of Cb(G) is a
subalgebra (resp., ideal) of Cb(G), then Brannan and Ruan noted that AD(G) and BD(G)
are subalgebras (resp., ideals) of B(G) (see [6, Proposition 3.11]). In these cases, we may
call AD(G) and BD(G) the D-Fourier algebra and D-Fourier-Stieltjes algebra, respectively.
Note that since Lp is an ideal in Cb(G), ALp(G) and BLp(G) are ideals in B(G).
Let D be a subspace of Cb(G). As an immediate consequence of the next proposition, we
get that AD = AS and BD = BS when S is taken to be the collection of D-representations
of G.
Proposition 4.2.1. Let D be a subspace of Cb(G). Then AD is a closed translation
invariant subspace of B(G). Moreover,
‖u‖B(G) = inf{‖x‖‖y‖ : u = pix,y and pi is a D-representation}
and this infimum is attained for some D-representation pi and x, y ∈ Hpi.
Proof. For every u ∈ AD, choose a D-representation piu :G → B(Hu) so that u = (piu)x,y
for some x, y ∈ Hu. Then pi :=
⊕
u∈AD piu, being a direct sum of D-representations, is
also a D-representation. Moreover Api ⊃ AD since every element u ∈ AD is a coefficient
function of pi.
Now let u ∈ Api. Then we can find sequences {xn}, {yn} in Hpi so that u =
∑∞
n=1 pixn,yn
and ‖u‖ = ∑∞n=1 ‖xn‖‖yn‖. Let p˜i :G→ B(H⊕∞pi ) be the infinite amplification∞·pi. Then,
since p˜i is a D-representation and u = p˜i(xn),(yn), we arrive at the desired conclusions.
Since we have shown that AD is a Fourier space, it is clear that BD is the Fourier-
Stieltjes space which is dual to the C*-algebra C∗D(G).
Let P (G) denote the set of positive definite functions on G. Then AD has a very nice
description in terms of the linear span of positive definite functions when D is a translation
invariant subspace of Cb(G).
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Proposition 4.2.2. Suppose that D is a translation invariant subspace of Cb(G). Then
AD is the closed linear span of P (G) ∩D in B(G).
Proof. Let u ∈ P (G)∩D. Then, since the GNS representation of u is a D-representation,
u is clearly in AD. As AD is a closed subspace of B(G), we conclude that AD contains the
closed linear span of P (G) ∩D.
Now let u ∈ AD. Then we can write u = pix,y for some D-representation pi of G and
x, y ∈ Hpi. Let H0 be a dense subspace of Hpi so that piz,z ∈ D for every z ∈ H0 and choose
sequences {xn}, {yn} in H0 converging in norm to x and y, respectively. Then
pixn,yn =
3∑
k=0
ikpixn+ikyn,xn+ikyn
converges to u = pix,y in norm. Hence, AD is the closed linear span of P (G) ∩D.
For the remainder of this section, we will focus specifically on Lp-Fourier and Fourier-
Stieltjes algebras. We begin by identifying cases when these spaces are familiar subspaces
of B(G).
Proposition 4.2.3. Let G be a locally compact group.
(i) ALp(G) = A(G) for every p ∈ [1, 2].
(ii) If G is compact, then ALp(G) = B(G) for every p ∈ [1,∞).
(iii) If G is amenable, then BLp(G) = B(G) for every p ∈ [1,∞).
(iv) If BLp(G) = B(G) for some p ∈ [1,∞), then G is amenable.
Proof. (i) Recall that the Fourier algebra A(G) is both the closed linear span of P (G) ∩
Cc(G) and of P (G) ∩ L2(G) (see [16, Proposition 3.4]). Since P (G) ∩ Cc(G) ⊂ P (G) ∩
Lp(G) ⊂ P (G) ∩ L2(G) for every p ∈ [1, 2], we arrive at the desired conclusion.
(ii) Let pi be a representation of G and x ∈ Hpi. Then pix,x is bounded in uniform norm
by ‖x‖2. Since x ∈ Hpi was arbitrary, we conclude that every representation pi of G is an
Lp-representation and, hence, that ALp(G) = B(G).
(iii) Since G is amenable, C∗r (G) = C
∗(G). Hence, the reduced Fourier-Stieltjes algebra
Br(B) = B(G). Since ALp(G) ⊃ A(G), we conclude that BLp(G) must also be all of B(G).
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(iv) If BLp(G) = B(G), then C
∗
Lp(G) = C
∗(G) and, hence, G is amenable.
Proposition 4.2.4. Let G be a locally compact group and p, q, r ∈ [1,∞) be such that
1
p
+ 1
q
= 1
r
. Then uv ∈ ALr(G) for every u ∈ ALp(G) and v ∈ ALq(G). Similarly,
uv ∈ BLr(G) for all u ∈ BLp(G) and v ∈ BLq(G).
Proof. Let u ∈ ALp(G) and v ∈ ALq(G). By Proposition 4.2.2, we can approximate u and
v well in norm by linear combinations a1u1 + . . .+ anun and b1v1 + . . .+ bmvm of positive
definite elements in Lp(G) and Lq(G), respectively. Then the product∑
i,j
aibjuivj
is a linear combination of elements in P (G)∩Lr(G) approximating uv well in norm. Hence,
uv ∈ ALr(G) by Proposition 4.2.2.
Note that since multiplication in B(G) is separately weak*-weak* continuous, it follows
that uv ∈ BLr(G) for all u ∈ BLp(G) and v ∈ BLq(G).
Proposition 4.2.5. Suppose H is an open subgroup of a locally compact group G and
1 ≤ p <∞. Then ALp(H) = ALp(G)|H and BLp(H) = BLp(G)|H .
Proof. The equality ALp(G)|H = ALp(H) follows from the definition of Lp-Fourier spaces
since pi|H is an Lp-representation for every Lp-representation pi of G, and indGHσ is an
Lp-representation for every Lp-representation σ of H.
We now proceed to prove the second part of the statement. Notice that since H is an
open subgroup of G, L1(H) embeds naturally into L1(G). Let u ∈ C∗Lp(H)∗ = BLp(H).
Then, by the Hahn-Banach theorem, there is an element u˜ ∈ C∗Lp(G)∗ = BLp(G) extending
u as a linear functional. Then for f ∈ L1(H) ⊂ L1(G),∫
H
u˜(s)f(s) ds =
∫
G
u˜(s)f(s) ds =< u˜, f >=< u, f >=
∫
H
u(s)f(s) ds.
So u = u˜|H almost everywhere. Since u and u˜ are each continuous functions, this implies
that u = u˜|H and, hence, that BLp(H) ⊂ BLp(G)|H . A similar but simpler argument shows
that BLp(H) ⊃ BLp(G)|H .
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The above proposition can fail, even for ALp , when H is a non-open closed subgroup of
G. This is demonstrated later in Remark 4.4.4.
We finish this section by establishing the first class of examples of groups G where
ALp(G) and BLp(G) are distinct subspaces of B(G) for 2 < p <∞.
Proposition 4.2.6. Let Γ be a discrete group containing a copy of a noncommutative free
group. Then B`p(Γ) is distinct for every p ∈ [2,∞). Hence, A`p(Γ) is also distinct for
every p ∈ [2,∞).
Proof. The first statement is immediate from previous comments since C∗`p(Γ) is distinct
for each p ∈ [2,∞). The second statement follows from the first since B`p(Γ) is the weak*-
closure of A`p(Γ).
4.3 Lp-Fourier algebras of abelian groups
In this section we show that the algebras ALp(G) are distinct for every p ∈ [2,∞) when
G is a noncompact locally compact abelian group. We will later see that this phenomena
does not generalize to the setting of general noncompact locally compact groups. Before
entering into proofs, we provide a brief summary of the tools of which we use and refer the
reader to Graham and McGehee’s book [20] for more details.
Let Γ be a discrete abelian group. A subset Θ of Γ is said to be dissociate if every
element ω ∈ Γ can be written in at most one way as a product
ω =
n∏
j=1
θ
j
j
where θ1, . . . , θn ∈ Θ are distinct elements, j = ±1 if θ2j 6= 1, and j = 1 if θ2j = 1. As an
example, if Γ = Z then the set {3j : j ≥ 1} is dissociate. As in the case of the integers,
every infinite discrete abelian group admits an infinite dissociate set.
Let G be a compact abelian group with normalized Haar measure and Γ = Ĝ be the
dual group of G. If γ is a group element of Γ such that γ2 6= 1 and a(γ) is a constant with
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|a(γ)| ≤ 1/2, then the trigonometric polynomial
qγ := 1 + a(γ)γ + a(γ)γ
is a positive function on G with ‖qγ‖1 = 1. Similarly, if γ ∈ Γ\{1} has the property that
γ2 = 1 and 0 ≤ a(γ) < 1, then qγ := 1 + a(γ)γ is a positive function which integrates over
G to 1. We will consider weak* limits of products of polynomials of this type.
Let Θ ⊂ Γ be a dissociate set. To each θ ∈ Θ assign a value a(θ) ∈ C with the imposed
restrictions from above. For each finite subset Φ ⊂ Θ define PΦ =
∏
θ∈Φ qθ. This being a
product of positive functions is a positive function on G with Fourier transform
P̂Φ(γ) =
{ ∏
θ∈Φ a(θ)
(θ), γ =
∏
θ∈Φ θ
θ
0, otherwise
where θ range over {−1, 0, 1} and
a(θ)(θ) =

1, θ = 0
a(θ), θ = 1
a(θ), θ = −1.
It follows that as Φ↗ Θ, PΦ converges weak* to a measure µ on G where
µ̂(γ) =
{ ∏
θ∈Θ a(θ)
(θ), γ =
∏
θ∈Θ θ
θ , θ = 0 for all but finitely many θ
0, otherwise
The measure µ is said to be based on Θ and a. This method of constructing measures
is called the Riesz product construction and the set of all such constructions is denoted
R(G).
In 1959 Zygmund (see [57]) proved that a measure µ ∈ R(T) based on Θ and a is an
element of L1(T) if and only if a ∈ `2(Θ). This result was extended to all compact abelian
groups G by Hewitt and Zuckerman in 1966 (see [24]). If Γ is the dual of a compact
abelian group G and µ ∈ R(G) is based on Θ and a, then µ̂ ∈ A(Γ) = A`2(Γ) if and only if
a ∈ `2(Θ). We will demonstrate that the analogue of this theorem holds when 2 is replaced
with p for 2 ≤ p <∞. Towards this goal, we begin by proving an elementary lemma which
is surely known but we include for the convenience of the reader and because we lack a
suitable reference.
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Lemma 4.3.1. Suppose that 0 < α < 1 and {xn} is a bounded sequence but {xn} 6∈ `p.
Then there exists a bounded sequence {yn} so that {xnyn} ∈ `p but {xnyαn} 6∈ `p.
Proof. Clearly it suffices to consider the case when p = 1. We first focus our attention to
the case when {xn} ∈ c0. Then we can choose mutually disjoint subsets I1, I2, . . . of N so
that
∑
n∈Ik |xn| = 1 for each k. Define
yn =
{
k−
1
α if n ∈ Ik
0 otherwise
Then ∑
n∈N
|xnyn| =
∑
k
∑
n∈Ik
|xnyn| =
∑
k
∑
n∈Ik
|xn|k− 1α =
∑
k
k−
1
α <∞,
but ∑
n∈N
|xnyαn | =
∑
k
∑
n∈Ik
|xnyαn | =
∑
k
∑
n∈Ik
|xn|k−1 =
∑
k
k−1 =∞.
Now assume that lim sup |xn| > 0. Then we can find δ > 0 and a subsequence {xnk} so
that |xnk | ≥ δ for every k. Defining
yn =
{
k−
1
α if n = nk
0 otherwise.
gives the desired result.
We are now prepared to prove the main result of this section in the case of discrete
groups.
Theorem 4.3.2. Let G be a compact abelian group with dual group Γ and µ ∈ R(G) be
based on Θ and a. Then µ̂ ∈ A`p(Γ) if and only if a ∈ `p(Θ).
Proof. First we suppose that
∑
θ∈Θ
∣∣a(θ)∣∣p <∞ and let
Ω(Θ) = {θ1 · · · θn | θ11 , . . . , θnn ∈ Θ distinct, 1, . . . , n = ±1, n ≥ 0}.
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Then
‖µ̂‖pp =
∑
ω∈Ω(Θ)
∣∣µ̂(ω)∣∣p
≤ 1 +
∞∑
n=1
∑
Φ⊂Θ
|Φ|=n
2n
∏
θ∈Φ
|a(θ)|p
≤ 1 +
∞∑
n=1
2n
n!
(∑
θ∈Θ
∣∣a(θ)∣∣p)n
= exp
{
2
∑
θ∈Θ
∣∣a(θ)∣∣p} <∞.
Hence, µ̂ ∈ A`p(Γ).
Now suppose that
∑
θ∈Θ
∣∣a(θ)∣∣p = ∞ but µ̂ ∈ A`p(Γ). Hewitt and Zuckerman showed
this is not possible for p = 2, so we will assume without loss of generality that p > 2. Choose
a sequence {b(θ)} ∈ `∞(Θ) with ‖b‖∞ ≤ 1 so that {a(θ)b(θ)} ∈ `p(Θ) but {a(θ)b(θ)α} 6∈
`p(Θ) for α = p−2
2p
. Let ν ∈ R(G) be based on Θ and c := {(a(θ)b(θ)) p−22 }. Define q = 2p
p−2
(this is chosen so that 1/p+ 1/q = 1/2). Then∑
θ∈Θ
∣∣c(θ)∣∣q = ∑
θ∈Θ
∣∣a(θ)b(θ)∣∣p <∞
implies that ν̂ ∈ `q(Θ). So µ̂ · ν̂ ∈ A`2(Γ) = A(Γ) by Proposition 4.2.4. Observe that µ ∗ ν
is the element in R(G) generated by Θ and a · c. So a · c ∈ `2(Θ). But, by our assumption
on b, ∑
θ∈Θ
∣∣a(θ)c(θ)∣∣2 = ∑
θ∈Θ
∣∣a(θ)b(θ) p−22p ∣∣p =∞,
a contradiction. Therefore, µ̂ ∈ A`p(Γ) if and only if a ∈ `p(Θ).
Corollary 4.3.3. Let Γ be an infinite discrete abelian group. The subspaces A`p(Γ) of
B(Γ) are distinct for every p ∈ [2,∞).
Our next step is show that ALp(G) is distinct for each 2 ≤ p <∞ for another class of
locally compact abelian groups G.
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Remark 4.3.4. Suppose Γ is a lattice in a locally compact abelian group G, i.e. a discrete
subgroup of G such that the homogeneous space G/Γ admits a finite G-invariant measure.
Further, suppose that v ∈ A(G) is a normalized positive definite function with the property
that supp v ∩ Γ = {e} and (s+ supp v)∩ Γ is finite for every s ∈ G. Then the map J = Jv
from B(Γ) into B(G) defined by
Ju(s) =
∑
ξ∈Γ
u(ξ)v(s− ξ)
is a well defined isometry with the following properties (see [20, Theorem A.7.1]):
(i) Ju ∈ P (G) if and only if u ∈ P (Γ);
(ii) Ju ∈ A(G) if and only if u ∈ A(Γ).
Lemma 4.3.5. Let G = Rn ×K for some compact abelian group K and n ≥ 1. Choose a
normalized v ∈ A(G)∩ P (G) so that supp v ⊂ [−1/3, 1/3]n×K and suppose µ ∈ R(Zn) is
based on Θ and a. Then Jvµ̂ ∈ ALp(Rn) if and only if a ∈ `p(Θ).
Proof. We leave it as an exercise to the reader to check that if supp v ⊂ [−1/3, 1/3]n×K,
then supp v ∩ Zn = {e} and (s+ supp v) ∩ Zn is finite for every s ∈ G.
Let u ∈ P (Γ)∩ `p(Γ). For (x1, . . . , xn, k) ∈ Rn×K, write xi = mi + yi for some mi ∈ Z
and yi ∈ [−1/2, 1/2] (1 ≤ i ≤ n). Then
Jvu(x1, . . . , xn, k) =
∑
(`1,...,`n)∈Zn
u(`1, . . . , `n)v(m1 + y1 − `1, . . . ,mn + y1 − `n, k)
= u(m1, . . . ,mn)v(y1, . . . , yn, k).
For each (m1, . . . ,mn) ∈ Zn, define Mm1,...,mn = [m1−1/2,m1 +1/2]×· · ·× [mn−1/2,mn+
1/2]×K. Then∫
G
|Jvu|p
=
∑
(m1,...,mn)∈Zn
∫
Mm1,...,mn
|Jvu|p
=
∑
(m1,...,mn)∈Zn
∫
[−1/2,1/2]n×K
|u(m1, . . . ,mn)v(y1, . . . , yn, k)|p d(y1, . . . , yn, k)
= ‖u‖pp
∫
[−1/2,1/2]n×K
|v(y1, . . . , yn, k)|p d(y1, . . . , yn, k) <∞.
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Hence, Jvu ∈ Lp(G). As J is an isometry mapping P (Γ) into P (G) and A`p(Γ) is the
closed linear span of P (Γ) ∩ `p(Γ), it follows that Jv maps A`p(Γ) into ALp(G).
Let µ ∈ R(Zn) be based on Θ and a, and suppose that a 6∈ `p(Θ). Let c be chosen
as in the proof of Theorem 4.3.2 and ν ∈ R(Zn) be based on Θ and c. Then ν̂ ∈ A`q(Γ)
and, hence, Jvν̂ ∈ ALq(G) where q satisfies 1/p + 1/q = 1/2. For m1, . . . ,mn ∈ Z,
y1, . . . , yn ∈ [−1/2, 1/2] and k ∈ K,
Jvµ̂(m1 + y1, . . . ,mn + yn, k)Jvν̂(m1 + y1, . . . ,mn + yn, k) ·
= µ̂(m1, . . . ,mn)ν̂(m1, . . . ,mn)v(y1, . . . , yn, k)
2
= Jv2µ̂ ∗ ν.
Since v2 is a positive definite function with support contained in [−1/3, 1/3]n×K, Jvµ̂ ∗ ν ∈
A(G) if and only if µ̂ ∗ ν ∈ A(G). But µ ∗ ν is the element of R(G) based on Θ and a · c
and, as in the proof of Theorem 4.3.2, a · c 6∈ `2(Θ). So µ̂ ∗ ν 6∈ A(Γ) and, hence, Jvµ̂ · Jvν̂
is not in A(G). It follows that Jvµ̂ 6∈ ALp(G).
Corollary 4.3.6. ALp(G) is distinct for every p ∈ [2,∞) when G = Rn ×K where K is
some compact abelian group and n ≥ 1.
Proof. It suffices to check that there is a nonzero positive definite function v whose support
is contained in [−1/3, 1/3]n ×K. Observe that
ω(x) := χ[−1/6,1/6] ∗ χ[−1/6,1/6](x) =
{
1− 3|x|, |x| ≤ 1/3
0, otherwise
is a positive definite function on R with support contained in [−1/3, 1/3]. Taking v =
ω × · · · × ω × 1K clearly does the trick.
We now prove one last lemma before we show that ALp(G) is distinct for each p ∈ [2,∞)
when G is any noncompact locally compact abelian group.
Lemma 4.3.7. Suppose K is a compact subgroup of a locally compact group G. Then
ALp(G : K) := {u ∈ ALp(G) : u(sk) = u(s) for all s ∈ G, k ∈ K}
is isometrically isomorphic to ALp(G/K).
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Proof. Let mK denote the normalized Haar measure for K and note that mK is a central
idempotent measure. Denote the universal representation of G by $ and define pK =
$(mK). Observe that if pi is a representation of G, then pKpi is constant on cosets of K
and, hence, defines a representation piK :G/K → U(Hpi) by piK(sK) = pKpi(s) for s ∈ G.
Suppose pi is an Lp-representation of G and H0 is a dense subspace of Hpi so that
pix,x ∈ Lp(G) for all x ∈ H0. Let q :G→ G/K be the canonical quotient map. Then
(piK)pKx,pKx ◦ q = 〈pKpi(·)x, x〉 = mK ∗ pix,x ∈ Lp(G)
for all x ∈ H0. Since mK ∗ Lp(G) ∼= Lp(G/K), it follows that piK is an Lp-representation
of G/K.
Conversely, suppose that pi is an Lp-representation of G/K. Then Weyl’s integral
formula implies that pi ◦ q is an Lp-representation of G. Furthermore, mK ∗ (pi ◦ q)x,y =
(pi ◦ q)x,y for all x, y ∈ Hpi.
We thank Nico Spronk for pointing out this previous lemma, which has allowed for
cleaner arguments throughout this section.
Theorem 4.3.8. Let G be a noncompact locally compact abelian group. Then ALp(G) is
distinct for every p ∈ [2,∞).
Proof. By the structure theorem for locally compact abelian groups, G has an open sub-
group of the form Rn×K where n ≥ 0 and K is compact. If n > 0, then the result follows
from Lemma 4.3.5. Otherwise, it follows from Lemma 4.3.7 that ALp(Rn ×K) is distinct
for every p ∈ [2,∞) and, hence, ALp(G) is distinct for every p ∈ [2,∞) by Proposition
4.2.5.
Recall that a SIN group (standing for small invariant neighbourhoods) is a locally com-
pact group G which contains a neighbourhood base for the identity consisting of compact
sets which are invariant under inner automorphisms. We finish this section by showing
that this same phenomenon which occurs for abelian groups also occurs in SIN groups
with noncompact connected components.
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Theorem 4.3.9. Let G be a SIN group with noncompact connected component. Then
ALp(G) is distinct for every p ∈ [2,∞).
Proof. By the structure theorem for SIN groups, G contains an open subgroup of finite
index which is of the form Rn ×K =: H for some n ≥ 0 and compact group K (see [38]).
Then, since the (noncompact) connected component of the identity is contained in H, it
is necessarily the case that n ≥ 1. So it suffices to check this for groups G of the form
Rn × K for some n ≥ 1. As this follows from Lemma 4.3.7, we conclude that ALp(G) is
distinct for all p ∈ [2,∞).
4.4 The structure of Lp-Fourier(-Stieltjes) algebras
In this section investigate the structural properties of the Lp-Fourier and Fourier-Stieltjes
algebras with an emphasis on the former. Similar to the Fourier algebra, we find that the
Lp-Fourier algebras completely determine the group. However, armed with our knowledge
of these spaces in the cases when G is either an abelian locally compact group or a discrete
group containing a copy of a noncommutative free group, we observe that many nice
properties which hold for Fourier algebras fail for Lp-Fourier algebras. We begin this
section by determining the spectrum of the Lp-Fourier algebras.
Proposition 4.4.1. Let G be a locally compact group. Then the spectrum of ALp(G) is G,
where we identify elements of G with their point evaluations.
Proof. Clearly we have that G ⊂ σ(ALp(G)), so it suffices to check that σ(ALp(G)) ⊂ G.
Let χ ∈ σ(ALp(G)) and choose an integer n so that p/n ≤ 2. Then, since un is in A(G)
for every u ∈ ALp(G), there exists s ∈ G so that < χ, un >= u(s)n for all u ∈ ALp(G) (see
[16, The´ore´me 3.34]). As < χ, u >< χ, un >=< χ, un+1 >= u(s)n+1, it follows that χ is
evaluation at s. Hence, we conclude that σ(ALp(G)) = G.
One of the most coveted properties of the Fourier algebra A(G) is that it completely
determines the underlying locally compact group G. We now show that the analogue of
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this theorem holds for ALp(G). The proof is similar to that given by Martin Walter and
we refer the reader to his original paper [51] for most of the details.
Theorem 4.4.2. Let G1 and G2 be locally compact groups and suppose ALp(G1) is iso-
metrically isomorphic to ALq(G2) as Banach algebras for some p, q ∈ [2,∞). Then G1 is
homeomorphically isomorphic to G2.
Proof. Most of this proof is identical to that given by Walter and a careful read of his
paper reveals that the only detail that is left to be verified is that the identification of G
with σ(ALp(G)) is homeomorphic when σ(ALp(G)) is equipped with the weak*-topology.
Let V NLp(G) be the canonical choice of von Neumann algebra which is dual to ALp(G).
Then the canonical embedding of G into V NLp(G) is continuous in the weak*-topology.
Denote this map by σ. Then, since A(G) is contained in ALp(G), the map
σ(G) 3 σ(s) 7→ λ(s) ∈ λ(G)
is weak*-weak* continuous. Finally, Eymard showed that the map λ(s) 7→ s from λ(G) to
G is continuous (see [16, The´ore´me 3.34]). Hence, we conclude the identification of G with
σ(ALp(G)) is a homeomorphic one.
The Fourier algebra admits many beautiful properties and it is natural to wonder
whether analogues of these continue to hold for the Lp-Fourier algebra. In many cases,
such as with Walter’s theorem, analogues do exist, but we will now see that this is not
always the case.
So far we have found several classes of noncompact groups G so that ALp(G) is distinct
for every p ∈ [2,∞). The following example shows in a strong way that this need not
happen in general.
Example 4.4.3. Let G be the ax+ b group. In 1974 Khalil demonstrated that the Fourier
algebra A(G) coincides with its Rajchman algebra B0(G) := B(G)∩C0(G) (see [28]). Since
elements in B(G) are uniformly continuous, if u ∈ B(G) is Lp-integrable then u ∈ C0(G).
As ALp(G) is the closed linear span of P (G) ∩ Lp(G) and the norm on B(G) dominates
the uniform norm, it follows that ALp(G) ⊂ B0(G). Therefore ALp(G) = A(G) for every
1 ≤ p <∞.
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Remark 4.4.4. Recall that Herz’s restriction theorem states that if G is a locally compact
group and H is a closed subgroup of G, then A(G)|H = A(H). Our previous example also
shows that the analogue of this theorem does not hold for ALp when p > 2. Indeed, R is
a closed subgroup of the ax + b group G, but ALp(G)|R = A(G)|R = A(R) 6= ALp(R) for
p > 2 by Theorem 4.3.8.
Before proceeding to discuss the amenability of these Banach algebras, we pause to
recall some definitions and properties. See [44] for a reference.
Recall that if E is a Banach-A-bimodule, then E∗ is also. A Banach algebra A is
amenable if every bounded derivation δ :A → E∗ is inner for all Banach-A-bimodules E.
This definition is motivated by the fact that Johnson showed the group algebra L1(G) of
a locally compact group G has this property if and only if G is amenable. The analogue
of this result fails when L1(G) is replaced with the Fourier algebra A(G). Indeed, Forrest
and Runde showed that the Fourier algebra A(G) is amenable if and only if G is virtually
abelian, i.e., contains an open abelian subgroup of finite index (see [19]). However, the
analogue of Johnson’s result does hold for the Fourier algebra when the operator space
structure of A(G) is taken into account. For a reference on operator spaces, see [39].
A completely contractive Banach algebra A is operator amenable if every completely
bounded derivation δ : A → E into an operator-A-bimodule E is inner. In 1995 Ruan
showed that a locally compact group G is amenable if and only if the Fourier algebra A(G)
is operator amenable (see [41]).
A weaker condition than amenability is that of weak amenability. A (completely con-
tractive) Banach algebra A is (operator) weakly amenable if every (completely) bounded
derivation δ :A → A∗ is inner. In [47], Spronk showed that A(G) is always operator weakly
amenable (see also [46]). What will be important to us in the next example is the fact that
(operator) weakly amenable Banach algebras are square dense, i.e., the span of products
ab for a, b ∈ A is dense in A.
Remark 4.4.5. Let G be a noncompact abelian group and p > 2. Then uv ∈ ALp/2(G)
for all u, v ∈ ALp(G) implies that ALp(G) ·ALp(G) ⊂ ALp/2(G). By Theorem 4.3.8 we know
that ALp/2(G) is strictly contained in ALp(G). So ALp(G) is not square dense and, hence,
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the analogues of both Leptin’s and Ruan’s characterizations of amenability in terms of the
Fourier algebra fail horribly for ALp(G).
As a consequence of this observation, we find that ALp(G) is never an amenable Banach
algebra when G is noncompact and p > 2.
Proposition 4.4.6. Let G be a locally compact group and p > 2. If ALp(G) 6= A(G), then
ALp(G) is not (operator) weakly amenable.
Proof. Without loss of generality, we may assume that ALp/2(G) 6= ALp(G). Indeed, if not
we define
p˜ = inf{q ∈ [2,∞) : ALq(G) = ALp(G)}
and replace p with p˜ +  for some 0 <  < min{1, p − p˜}. Then the space ALp(G) has
not changed and ALp(G) 6= ALp/2(G) since p˜ > 1 implies p/2 < (1 + p˜)/2 < p˜. So indeed
we may assume that ALp(G) 6= ALp/2(G). Then a similar argument as in the previous
remark shows that ALp(G) is not square dense and, therefore, is not (operator) weakly
amenable.
Corollary 4.4.7. Let G be a noncompact locally compact group and p > 2. Then ALp(G)
is a non-amenable Banach algebra.
Proof. By the above proposition, we may assume without loss of generality that ALp(G) =
A(G). Then G does not contain an open abelian subgroup of finite index by Proposition
4.2.5 and Theorem 4.3.8 since such a subgroup is necessarily noncompact. In particular,
this implies that G is not almost abelian. Hence, ALp(G) = A(G) is non-amenable by
Forrest and Runde’s result mentioned above.
Recall that a linear functional D on a Banach algebra A is a point derivation if there
exists some multiplicative linear functional χ onA so that D(ab) = χ(a)D(b)+D(a)χ(b) for
all a, b ∈ A. The existence of nonzero point derivations is an obstruction to the (operator)
weak amenability of A. Since the Fourier algebra is always operator weakly amenable, the
Fourier algebra does not admit any nonzero point derivations. As a corollary to Proposition
4.4.1, we show that the Lp-Fourier algebras admit no nonzero point derivations either. This
corollary was pointed out to us by Nico Spronk.
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Corollary 4.4.8. Let G be a locally compact group and p ∈ [1,∞). Then ALp(G) does not
admit any nonzero point derivations.
Proof. Suppose that ALp(G) admits a nonzero point derivation D and choose a multi-
plicative linear functional χ on ALp(G) so that D(uv) = D(u)χ(v) + D(v)χ(u) for all
u, v ∈ ALp(G). By the above proposition, χ is the point evaluation functional at some
point s ∈ G. Choose u ∈ ALp(G) and v ∈ A(G) so that D(u) 6= 0 and v(s) 6= 0. Then
D(uv) = D(u)χ(v) + χ(u)D(v) = v(s)D(u) 6= 0
since v ∈ A(G) implies that D(v) = 0. But since A(G) is an ideal in B(G) and A(G)
admits no nonzero point derivations, we must have that D(uv) = 0. This contradicts the
above calculation and, therefore, we conclude that ALp(G) admits no point derivations.
Let G1 and G2 be locally compact groups. The Effros-Ruan tensor product formula (see
[15]) implies that A(G1)⊗̂A(G2) = A(G1 × G2) where ⊗̂ denotes the operator projective
tensor product and u⊗ v ∈ A(G1)⊗̂A(G2) is identified with u× v ∈ A(G1×G2). The next
example shows that the analogue of this formula fails for ALp . Before this, we observe that
the algebraic tensor product ALp(G1) ⊗ ALp(G2) embeds in ALp(G1 × G2) via the above
identification.
Proposition 4.4.9. Let G1 and G2 be locally compact groups and p > 2. Then u × v ∈
ALp(G1 ×G2) for all u ∈ ALp(G1) and v ∈ ALp(G2).
Proof. First suppose that u and v are positive definite functions which are Lp-integrable.
Then u× v is a positive definite function on G1 ×G2 and∫
G1×G2
|u× v|p =
∫
G1
∫
G2
|u(s)v(t)|p ds dt = ‖u‖p‖v‖p <∞.
Similar arguments as used previously in this chapter now show that u× v ∈ ALp(G1×G2)
for all u ∈ ALp(G1) and v ∈ ALp(G2).
Example 4.4.10. Let Γ1 and Γ2 be discrete groups containing copies of nonabelian free
groups and p > 2. Then A`p(Γ1) ⊗ A`p(Γ2) is not norm dense in A`p(Γ1 × Γ2). Indeed,
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identify copies of F2 in both Γ1 and Γ2 and let ∆ be the diagonal subgroup of F2 × F2 ⊂
Γ1×Γ2. Then u× v|∆ ∈ A`p/2(∆) for all u ∈ A`p(Γ1) and v ∈ A`p(Γ2) by Proposition 4.2.4
and Proposition 4.2.5. But A`p(Γ1 × Γ2)|∆ = A`p(∆). As A`p/2(∆) is a proper subspace of
A`p(∆), we conclude that A`p(Γ1)⊗ A`p(Γ2) is not norm dense in A`p(Γ1)⊗ A`p(Γ2).
The observations made in this previous example have applications to constructing exotic
C*-norms on C∗`p(Γ1)⊗C∗`p(Γ2) which are different from those constructed in the previous
chapter.
Proposition 4.4.11. Let Γ1 and Γ2 be discrete groups containing copies of noncommuta-
tive free groups and p > 2. Then C∗`p(Γ1 × Γ2) gives rise to a C*-norm on the algebraic
tensor product C∗`p(Γ1)⊗C∗`p(Γ2) in the natural way. This norm is distinct from the minimal
and maximal tensor product norms.
Proof. Similar to the constructions in Chapter 3, we will again appeal to Proposition 3.2.1.
Let pi1 and pi2 be faithful `
p-representations for C∗`p(Γ1) and C
∗
`p(Γ2), respectively. It
follows from Proposition 4.4.9 that Bpi1×pi2 ⊂ B`p(Γ1 × Γ2) and, by Proposition 4.2.5,
B`p(Γ1 × Γ2)|Γ1 = B`p(Γ1) = Bpi1 and B`p(Γ1 × Γ2)|Γ2 = B`p(Γ2) = Bpi2 . So C∗`p(Γ1 × Γ2)
indeed induces a C*-norm on C∗`p(Γ1)⊗C∗`p(Γ2) in the natural way. From the observations
in the previous example, we have that B`p(Γ1 × Γ2) 6= Bpi1×pi2 and, hence, that the norm
coming from C∗`p(Γ1 × Γ2) is not the spatial tensor product norm.
Remark 4.4.12. For Γ1 and Γ2 as above, fix a copy of F2 in both Γ1 and Γ2 and let
∆ denote the diagonal subgroup of F2 × F2 ≤ Γ1 × Γ2. In the proof of Theorem 3.2.4,
we constructed Fourier Stieltjes spaces Bσq for q > p such that Bσq |∆ = B`q(∆). Since
B`p(Γ1 × Γ2)|∆ = B`p(∆), this indeed gives a different C*-norm that those constructed in
the previous section.
In a previous example we observed that characterizations of amenability in terms of
the Fourier algebra can fail when A(G) is replaced with ALp(G). We finish this section by
identifying some characterizations of amenability which do translate over.
Let A be a Banach algebra. A linear operator T :A → A is said to be a multiplier
of A if T (ab) = aT (b) = T (a)b for all a, b ∈ A. In the context of Fourier algebras A(G),
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every multiplier every multiplier is bounded and is realizable as multiplication by some
function on G (see [33]). Losert characterized the amenability of a locally compact group
G in terms of multipliers by showing that G is amenable if and only if M(A(G)), the set of
multipliers of A(G), is exactly B(G) if and only if the norm on A(G) is equivalent to the
norm it attains as a multiplier on itself (see [33, Theorem 1]). We show that the analogue
of this theorem holds for Lp-Fourier algebras.
Theorem 4.4.13. The following are equivalent for a locally compact group G and 1 ≤ p <
∞.
(i) G is amenable.
(ii) M(ALp(G)) = B(G).
(iii) ‖ · ‖B(G) is equivalent to ‖ · ‖M(ALp (G)) on B(G).
(iv) ‖ · ‖B(G) is equivalent to ‖ · ‖M(ALp (G)) on A(G).
(v) ‖ · ‖B(G) is equivalent to ‖ · ‖M(A(G)) on A(G).
Proof. (i) ⇒ (ii): It is an application of the closed graph theorem that every element of
M(ALp(G)) is bounded and given by a multiplication operator. Suppose that v ∈ Cb(G) is a
multiplier of ALp(G). Since G is amenable, A(G) admits a bounded pointwise approximate
identity {uα}. Then {uαv} is a bounded sequence converging pointwise to v and, hence,
v ∈ B(G) (see [16, Corollaire 2.25]).
(ii) ⇒ (iii): This is a standard application of the open mapping theorem.
(iii) ⇒ (iv): This is clear.
(iv) ⇒ (v): Suppose that there exists c > 0 so that
sup{‖uv‖B(G) : v ∈ ALp(G), ‖v‖B(G) ≤ 1} > c‖u‖B(G)
for every u ∈ A(G) and choose n sufficiently large so that p/n < 2. Fix u ∈ ALp(G) and
choose a unit vector v1 in ALp(G) so that ‖uv1‖B(G) > c‖u‖B(G). Next choose v2 ∈ ALp(G)
so that
‖(uv1)v2‖B(G) > c‖uv1‖B(G) > c2‖u‖B(G).
Repeat this process until we arrive at n unit vectors v1, . . . , vn ∈ ALp(G) and define v =
v1 · · · vn. Then v ∈ A(G) has norm at most 1 and ‖uv‖B(G) > cn‖u‖B(G). Hence, ‖ · ‖B(G)
is equivalent to ‖ · ‖M(A(G)) on A(G).
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(v) ⇒ (i): As mentioned above, this was shown by Losert.
We now prove a characterization of amenability in terms of the Lp-Fourier-Stieltjes
algebra in terms of operator Connes amenability, which is a weak* version of operator
amenability.
A pairing of a Banach algebra A with a predual A∗ is said to be a dual Banach algebra
if A∗ is a closed sub-A-module of A∗. For our purposes, we will consider the dual Banach
algebra BLp(G) with predual C
∗
Lp(G). A dual Banach algebra A is said to be (operator)
Connes amenable if every weak*-weak* continuous derivation δ :A → E∗ is inner for all
operator-A-bimodule E. In [45] Runde and Spronk showed that a locally compact group
G is amenable if and only if its reduced Fourier-Stieltjes algebra Br(G) is operator Connes
amenable. We generalize this result to Lp-Fourier-Stieltjes algebras in the following result.
Proposition 4.4.14. Let G be a locally compact group and p ∈ [1,∞). Then G is amenable
if and only if BLp(G) is operator Connes amenable.
Proof. First suppose that G is amenable. Then BLp(G) = Br(G) = B(G) is operator
Connes amenable (see [45, Theorem 4.4]).
Next suppose that BLp(G) is operator Connes amenable. Then, as in the proof of [45,
Theorem 4.4], BLp(G) has an identity. So BLp(G) = B(G) and, hence, G is amenable by
Proposition 4.2.3.
4.5 Fourier-Stieltjes ideals of SL2(R)
In this section, we study the Lp-Fourier-Stieltjes algebras for SL2(R) and characterize
the Fourier-Stieltjes ideals of SL2(R). The representation theory of SL2(R) is very well
understood, and this knowledge is used intimately throughout this section.
The irreducible representations of SL2(R) fall into the following five categories:
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Trivial representation : τ ,
Discrete series : {Tn : n ∈ Z, |n| ≥ 2},
Mock discrete series : T−1, T1,
Principal series : {piit, : t ∈ R,  = ±1},
Complementary series : {pir : −1 < r < 0}.
There is no standard for the notation and parametrizations of these representations, so,
for convenience, we will follow that used by Repka in [41] – a paper which we will refer to
again. The Fell topology on these representations is also completely understood. Rather
than detailing this topology we refer the reader to [18, Figure 7.3] for a nice description.
Kunze and Stein studied the integrability properties of the coefficients of irreducible
representations of SL2(R) and demonstrated the remarkable fact that for every nontrivial
irreducible representation pi of SL2(R), there exists a p ∈ [2,∞) so that pix,x ∈ Lp for every
x ∈ Hpi. In fact, they showed the following for an irreducible representation pi of SL2(R)
(see [30, Theorem 10]):
• pi is an element of the discrete series if and only if every coefficient function of pi is
L2-integrable,
• pi is an element of the mock discrete series or the continuous principal series if and
only if every coefficient function of pi is L2+-integrable for every  > 0, but not every
coefficient function is L2-integrable,
• pi is an element of the complementary series with parameter r ∈ (−1, 0) if and only
if every coefficient function of r is L2/(1+r)+-integrable for every  > 0, but not every
coefficient function is L2/(1+r)-integrable.
A fortiori, every nontrivial irreducible representation of SL2(R) is an Lp-representation for
some p ∈ [2,∞). We use this and a result of Repka to show that the spaces BLp(SL2(R))
are distinct for every p ∈ [2,∞).
Lemma 4.5.1. Let G be the group SL2(R). Then
(i) The discrete series, mock discrete series, and principal series are weakly contained
in the Lp-representations for every p ∈ [2,∞),
(ii) The complementary series representations pir is weakly contained in the L
p-represen-
tations (for p ∈ [2,∞)) if and only if r ∈ [2/p− 1, 0).
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Proof. Let pi be a representation of SL2(R). Then [41, Theorem 9.1] immediately implies
that if pi is an Lp-representation for some p > 2, then the direct integral decomposition
of pi does not include the representations pir for −1 < r < 2/p − 1 (apart from on a
null set). Hence, pi does not weakly contain pir for any −1 < r < 2/p − 1 since the set
{pir : −1 < r < 2/p− 1} is open in the Fell topology.
Note that by the results of Kunze and Stein mentioned above, pir is an L
p-representation
for every 2/p− 1 < r < 0. Hence, the Lp-representations weakly contain pir if and only if
2/p− 1 ≤ r < 0.
To complete our proof we must know that the mock discrete series and principal se-
ries are weakly contained in the left regular representation. However this is given by
the Cowling-Haagerup-Howe theorem (see [12, Theorem 1]) since they are each L2+-
representations for every  > 0.
Corollary 4.5.2. Let G = SL2(R). Then the Fourier-Stieltjes spaces BLp(G) are distinct
for every p ∈ [2,∞). Equivalently, the C*-algebras C∗Lp(G) are distinct for every p ∈ [2,∞).
We now proceed to prove the main result of this section: a characterization of the
Fourier-Stieltjes ideals of SL2(R).
Theorem 4.5.3. Let I be a nontrivial Fourier-Stieltjes ideal of SL2(R). Then I = B(G)
or I = BLp(G) for some p ∈ [2,∞).
Proof. Write I = Bpi for some representation pi of G. Then, since pi ⊗ λ is unitarily
equivalent to an amplification of λ by Fell’s absorption principle, it is an easy exercise to
see that Bpi ⊃ Br(G) = BL2(G).
Consider the case when the trivial representation τ is weakly contained in pi. Then I
contains the unit and, hence, is all of B(G).
Next consider the case when pi does not contain the complementary representation pir
for any r ∈ (−1, 0). Then, by Lemma 4.5.1, Bpi is a subset of BL2(G). Since we already
know the reverse inclusion, we conclude that I = BL2(G).
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Finally, we consider the case when pi weakly contains some element of the complemen-
tary series. Let
r = inf{r′ ∈ (−1, 0) : pir′ is weakly contained in pi}.
Then r > −1 since pir converges to the trivial representation τ in the Fell topology as
r → −1. Also notice that pi weakly contains pir since pir′ → pir in the Fell topology as
r′ → r. In [39] Puka´nszky showed that if r1, r2 ∈ (−1, 0) with r1 + r2 < −1, then pir1+r2+1
is a subrepresentation of pir1 ⊗ pir2 (see also [41, Theorem 5.9]). Since r + r′ < −1 for
−1 < r′ < −r − 1 and pi weakly contains pir ⊗ pir′ for every −1 < r < 0, it follows that
pi weakly contains pir′ for each r ≤ r′ < r. Therefore, by Lemma 4.5.1, we conclude that
I = BLp(G) where p = 2/(1 + r).
It is natural to wonder for which other groups are the Fourier-Stieltjes ideals charac-
terizable as above. Unfortunately this characterization does not hold for arbitrary locally
compact groups G.
Example 4.5.4. Consider the free group F∞ on countably many generators a1, a2, . . .
and let Fd denote the subgroup generated by a1, . . . , ad for some 2 ≤ d < ∞. For each
p ∈ [1,∞), define
Dp = {f ∈ `∞(F∞) : f |sFdt ∈ `p(sFdt) for all s, t ∈ F∞}.
Then Dp is an ideal of `
∞(F∞) which implies that BDp is an ideal of B(G). Moreover, we
showed that C∗Dp(F∞) 6= C∗`q(F∞) for any 1 ≤ q <∞ and that C∗Dp(F∞) is distinct for each
p ∈ [2,∞) in Example 2.2.4. Hence, F∞ has a continuum of Fourier-Stieltjes ideals which
are not of the form B`p(F∞) for some p ∈ [2,∞).
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Chapter 5
Weak* tensor products for von
Neumann algebras
5.1 Introduction
There are many C*-tensor products which are studied in the category of C*-algebras. In
contrast, virtually the only tensor product in the category of von Neumann algebras ever
studied is the normal spatial tensor product. Further, within the literature there is not a
description of what a tensor product in this category should be. We propose that in the
category of von Neumann algebras, a generic tensor product of von Neumann algebrasM
and N should be a von Neumann algebra S which contains a weak* dense copy of the
algebraic tensor product M⊗ N such that M and N are identifiable as von Neumann
algebras with the copies of M ⊗ 1 and 1 ⊗ N in S, respectively. We call such a von
Neumann algebra S a weak* tensor product of M and N . In section 2 of this chapter, we
define this concept more rigorously and investigate weak* tensor products of factors.
Similar to the maximal tensor product for C*-algebras, there is a “largest” weak* tensor
product completion ofM⊗N for two von Neumann algebrasM and N . We briefly draw
some connections between this “largest” weak*-tensor product and related structures in
Section 3. Surprisingly, in general there is no “smallest” weak* tensor product despite the
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normal spatial tensor product being defined analogously to the minimal tensor product of
C*-algebras.
Tensor products play an invaluable role within the field of C*-algebras and many prop-
erties of C*-algebras (such as nuclearity (see [39, Definition 11.4]), exactness (see [39,
Chapter 17]), and the WEP (see [39, Proposition 15.3])) are either defined or have a char-
acterization in terms of tensor products. Perhaps weak* tensor products could play a
similar role within von Neumann algebras.
Recall that a C*-algebra A is nuclear if and only if the algebraic tensor product A⊗B
has a unique C*-completion for every second C*-algebra B. In section 4, we completely
characterize the analogous property for weak* tensor products. The class of nuclear C*-
algebras is large and contains many interesting examples. In contrast, a von Neumann
algebra M has the property that M⊗N has a unique weak* tensor product completion
for every von Neumann algebra N if and only ifM is the direct product of type I factors.
In particular, this implies that even abelian von Neumann algebras need not admit this
property.
In the final section, we apply the theory developed throughout to studying weak* tensor
product completions of L∞(R)⊗L∞(R). In particular, we construct 2c nonequivalent weak*
tensor product completions of L∞(R)⊗L∞(R) and note that a generic weak* tensor product
completion of L∞(R) ⊗ L∞(R) need not have a separable predual, despite L∞(R) having
a separable predual.
5.2 Definitions and the case of factors
In this section we make precise the notion of weak* tensor products and examine particular
examples involving factors. In particular, we show that if M is a factor of type II or III,
then M⊗M′ does not admit a unique weak* tensor product completion. The case when
M = B(H) for some Hilbert space H is completely different, and we show that B(H) has
the property that B(H)⊗N has a unique weak* tensor product completion for each von
Neumann algebra N .
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Definition 5.2.1. LetM and N be von Neumann algebras and suppose that α :M⊗N →
B(H) is an injective ∗-representation on some Hilbert space H such that α(M⊗ 1) and
α(1 ⊗ N ) are von Neumann subalgebras of B(H). The weak* tensor product M⊗αN is
defined to be the weak* closure of α(M⊗ N ) in B(H). Such a weak* tensor product
M⊗αN is also called a weak* tensor product completion of M⊗N .
We recover the definition of the normal spatial tensor product M⊗N of von Neumann
algebras M ⊂ B(H) and N ⊂ B(H) by letting α be the canonical inclusion ι of M⊗N
inside B(H ⊗ K). The following example gives another construction of a weak* tensor
product for factors.
Example 5.2.2. Let M ⊂ B(H) be a factor. It is an early result of Murray and von
Neumann that the multiplication map m :a ⊗ b 7→ ab from M⊗M′ → B(H) is injective
(see [35]). Observe that a ∈ B(H) commutes with M ·M′ if and only if a ∈ C1 as both
M and M′ are subsets of M ·M′. Hence, M⊗mM′ = B(H).
Recall that if M is a factor, then M⊗M′ is a factor of the same type. Hence, if M
is a factor of type II or III and m is as in Example 5.2.2, then M⊗mM′ and M⊗M′ are
not ∗-isomorphic. On the other hand, if M = B(H) is a type I factor then M⊗mM′ is
trivially canonically ∗-isomorphic to M⊗M′ since M′ = C1. This motivates us to define
a means of comparison for weak* tensor products.
Definition 5.2.3. Let M and N be von Neumann algebras. Two weak* tensor products
M⊗αN andM⊗βN ofM and N are equivalent if the map α(a⊗b) 7→ β(a⊗b) for a ∈M,
b ∈ N extends to a (normal) ∗-isomorphism of M⊗αN onto M⊗βN .
Let A be a ∗-algebra and pi :A → B(H), σ :A → B(K) be two ∗-representations. Recall
that the map σ(a) 7→ pi(a) extends to a normal ∗-homomorphism from pi(A)′′ to σ(A)′′
if and only if pi is quasi-contained in σ, i.e., if and only if pi is unitarily equivalent to a
subrepresentation of some amplification of σ. In particular, this immediately gives that
two weak* tensor products M⊗αN and M⊗βN are equivalent if and only if α and β are
quasi-equivalent (i.e., each is quasi-contained in the other) and, further, that the identity
map on M⊗N extends to a normal ∗-homomorphism from M⊗αN to M⊗βN if and
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only if β is quasi-equivalent to a subrepresentation of α. This observation allows us to see
that there is a universal weak* tensor product.
Proposition 5.2.4. LetM and N be von Neumann algebras. There exists a unique (up to
equivalence) weak* tensor product M⊗αN of M and N with the property that if M⊗βN
is any other weak* tensor product, then the identity map on M⊗N extends to a normal
∗-homomorphism from M⊗αN onto M⊗βN .
Proof. The uniqueness of such a weak* tensor product is clear, so we focus on showing
existence. Since the collection of all quasi-equivalence classes of representations ofM⊗N
forms a set, the collection of equivalence classes of weak* tensor products of M and N
must form a set. Let {M⊗αiN : i ∈ I} be the set formed by choosing one representative
from each equivalence class, and define α =
⊕
i∈I αi. Then, since αi is a subrepresentation
of α for every i ∈ I, it is clear that M⊗αN has the desired universal property among
weak* tensor products of M and N .
Definition 5.2.5. Let M and N be von Neumann algebras. The maximal (or universal)
weak* tensor product ofM and N is the weak* tensor productM⊗αN ofM and N with
universal property described in Proposition 5.2.4. This weak* tensor product is denoted
M⊗w∗-maxN .
It is readily verified that this weak* tensor product is both commutative and associative.
It is also easily checked that this weak* tensor product has the projectivity property since
if J is any weak* closed ideal of a von Neumann algebra M, then M = N ⊕ J where
N =M/J .
We find it interesting to observe that if M ⊂ B(H) is a factor of type II or III and
m :M⊗M′ → B(H) is the multiplication map, then M⊗w∗-maxM′ is not a factor since
both B(H) =M⊗mM′ and M⊗M′ are normal quotients of M⊗w∗-maxM′.
We find it useful to think of the normal spatial and maximal weak* tensor products
as being analogues of the minimal and maximal tensor products of C*-algebras. Recall
that the minimal tensor product A⊗min B of C*-algebras A and B has the property that
if A⊗α B is any other C*-completion of A⊗ B, then the identity map on A⊗ B extends
to a ∗-homomorphism from A⊗α B → A⊗min B.
59
Remark 5.2.6. The examples we have already studied show that the analogue of this
property does not hold for the normal spatial tensor product among the class of weak*
tensor products. Indeed, let M ⊂ B(H) be a factor of type II or III and m :M⊗M′ →
B(H) the multiplication operator. Then M⊗mM′ = B(H) is not a normal quotient of
M⊗M′ since B(H) is a type I factor but M⊗M′ is a factor not of type I. However, it
is interesting to note that both M⊗M′ and M⊗mM′, being factors, are each minimal
among the weak* tensor products of M and M′.
We finish this section with a brief discussion of an analogue of nuclearity for C*-algebras
phrased in terms of weak* tensor products. Typically the injectivity of von Neumann
algebras is thought of as being the proper analogue of nuclearity of C*-algebras. We will
later see that our following definition is a much stronger condition than injectivity and
does not even include the class of abelian von Neumann algebras.
Definition 5.2.7. A von Neumann algebra M has the weak* tensor uniqueness property
(or WTU property) if for any von Neumann algebra N , any two weak* tensor products
M⊗αN and M⊗βN of M and N are equivalent.
Proposition 5.2.8. Let H be a Hilbert space. Then B(H) has the WTU property.
Proof. Let N be a von Neumann algebra and suppose that B(H)⊗αN ⊂ B(K) is a weak*
tensor product of B(H) and N . Then α|B(H) is unitarily equivalent to an amplification
map of B(H). So we may assume that K = H⊗ `2(I) for some index set I and
α(a⊗ 1) = a⊗ 1 ∈ B(H)⊗B(`2(I)) = B(K)
for every a ∈ B(H). Since α(1⊗N ) commutes with α(B(H)⊗1) = B(H)⊗1, we have that
α(1 ⊗ N ) ⊂ 1 ⊗ B(`2(I)). It follows that B(H)⊗αN is equivalent to the normal spatial
tensor product B(H)⊗N .
5.3 Remarks on the maximal weak* tensor product
Before continuing onto the main results of this chapter, we pause to record a couple of
connections between the maximal weak* tensor product and related constructions. We
begin by establishing a connection with the maximal tensor product of C*-algebras.
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Proposition 5.3.1. Let A and B be C*-algebras. Then the identity map on A⊗B extends
to a normal ∗-isomorphism (A⊗max B)∗∗ ∼= A∗∗⊗w∗-maxB∗∗.
Proof. We first assume that A and B are unital.
Let α be a ∗-representation of A∗∗ ⊗ B∗∗ such that A∗∗⊗αB∗∗ = A∗∗⊗w∗-maxB. Then,
since a ⊗ b 7→ α(a ⊗ b) extends to a ∗-representation from A ⊗max B → A∗∗⊗w∗-maxB∗∗,
we have that the identity map on A ⊗ B extends to a normal ∗-homomorphism from
(A⊗max B)∗∗ → A∗∗⊗w∗-maxB∗∗.
Now let piu :A ⊗ B → B(Hu) be the universal representation of A ⊗max B. Then piu|A
extends to a normal ∗-homomorphism A∗∗ → B(Hu) and piu|B extends to a normal ∗-
homomorphism B∗∗ → B(Hu). As the ranges of piu|A and piu|B commute, the identity map
on A⊗B extends to a normal ∗-homomorphism A∗∗⊗w∗-maxB∗∗ → (A⊗maxB)∗∗. Hence, the
identity map on A⊗B extends to a normal ∗-isomorphism (A⊗maxB)∗∗ ∼= A∗∗⊗w∗-maxB∗∗.
In the case that A and B are not necessarily unital, then the canonical embedding of
A∗∗⊗B∗∗ intoA∗∗I ⊗B∗∗I (whereAI and BI are the unitizations ofA and B) is readily verified
to extend to a binormal embedding of A∗∗⊗w∗-maxB∗∗ into A∗∗I ⊗w∗-maxB∗∗I since every ∗-
representation of A⊗B canonically extends to a ∗-representation of AI⊗BI . Therefore the
identity map on A⊗B extends to a normal ∗-isomorphism (A⊗max B)∗∗ ∼= A∗∗⊗w∗-maxB∗∗
for any C*-algebras A and B.
Let M and N be von Neumann algebras. The binormal C*-norm ‖ · ‖bin of M⊗N is
defined by
‖x‖bin = sup{ϕ(x∗x)1/2 : ϕ ∈ S(M⊗N ), (a, b) 7→ ϕ(a⊗b) is separately weak* continuous}
where S(M⊗N ) is the set of states onM⊗N , i.e. the set of linear maps ϕ :M⊗N → C
such that ϕ(1) = 1 and ϕ(x∗x) ≥ 0 for every x ∈M⊗N . This C*-tensor norm was defined
and studied by Effros and Lance in [14]. The main result of their paper on this norm is
that a von Neumann algebraM has the property that the binormal C*-norm ‖ ·‖bin agrees
with the minimal C*-norm ‖ · ‖min on M⊗N for all choices of von Neumann algebras N
if and only ifM is semidiscrete (see [14, Theorem 4.1]). We will next observe observe that
the norm on M⊗ N arising from the inclusion in M⊗w∗-maxN is exactly the binormal
C*-norm.
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Proposition 5.3.2. Let M and N be von Neumann algebras and ‖ · ‖w∗-max denote the
norm on M⊗N arising from the inclusion into M⊗w∗-maxN . Then ‖ · ‖w∗-max = ‖ · ‖bin.
Proof. Let ϕ ∈ S(M⊗N ) and suppose that ϕ|M and ϕ|N are weak* continuous. Denote
the GNS representation of ϕ by piϕ :M⊗N → B(Hϕ). We claim that the restrictions piϕ|M
and piϕ|N define normal maps onM and N , respectively. Indeed, let x =
∑n
j=1 aj⊗ bj and
y =
∑m
k=1 a
′
k ⊗ b′k be elements of M⊗N . Denoting the images of x and y in Hϕ by Λ(x)
and Λ(y), respectively, we then have that the map
M×N 3 (a, b) 7→ 〈piϕ(a⊗ b)Λ(x),Λ(y)〉 =
∑
j,k
ϕ(((a′k)
∗aaj)⊗ ((b′k)∗bbj))
is separately weak* continuous. Since Λ(M⊗N ) is dense in Hϕ, it follows that piϕ|M is
WOT-WOT continuous on the unit ball of M. Therefore piϕ|M is normal and, similarly,
piϕ|N is also normal. So ‖ · ‖bin ≤ ‖ · ‖w∗-max.
Now let α : M ⊗ N → B(H) be a ∗-representation which satisfies the conditions
required for a weak* tensor product. It is clear that (a, b) 7→ 〈α(a⊗ b)x, y〉 is separately
weak* continuous for all x, y ∈ H and, so, ‖ · ‖w∗-max ≤ ‖ · ‖bin.
5.4 Characterization of the weak* tensor uniqueness
property
In this section we study the WTU property and give a complete characterization of the von
Neumann algebras with this property. We have already seen in Section 5.2 that a factor
M has the WTU property if and only if M is of type I. We will show in this section that
a von Neumann algebraM has the WTU property if and only ifM is a direct product of
type I factors.
Lemma 5.4.1. Let {Mi : i ∈ I} be a set of von Neumann algebras. Then M :=
∏
i∈IMi
has the WTU property if and only if Mi has the WTU property for each i ∈ I.
Proof. We first suppose that there exists an index j ∈ I so thatMj fails to have the WTU
property. Then there exist two inequivalent weak* tensor productsMj⊗αN andMj⊗βN
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for some von Neumann algebra N . Let Mi⊗αiN and Mi⊗βiN for i ∈ I be arbitrary
weak* tensor products such that αj = α and βj = β. ThenM⊗⊕i αiN andM⊗⊕βiN are
inequivalent weak* tensor products since
⊕
i αi is not quasi-equivalent to
⊕
i βi.
Next, for each index j let ej :
∏
i∈IMi →Mj be the restriction to the jth component
and suppose that Mi has the WTU property for every i ∈ I. Let N be an arbitrary von
Neumann algebra and
∏
i∈I(Mi)⊗αN a weak* tensor product of
∏
iMi and N . Then
ej ⊗ 1 ∈ (M⊗αN )′ since ej ⊗ 1 commutes with a⊗ b for all a ∈M, b ∈ N andM⊗N is
weak* dense in M⊗αN . Since
∑
i∈I ei ⊗ 1 = 1, it follows that
M⊗αN =
∏
i∈I
(ei ⊗ 1)M⊗αN =
∏
i∈I
Mi⊗αiN
where αi denotes α|Mi⊗N . But Mi⊗αiN = M⊗N for each i ∈ I by the WTU property.
ThereforeM⊗αN =
∏
i∈IMi⊗N and, hence, we conclude thatM has the WTU property.
Choi and Effros showed in [11, Lemma 2.1] that a von Neumann algebra M ⊂ B(H)
is injective if and only if the multiplication map m : M ⊗M′ → B(H) is continuous
with respect to the minimal tensor product norm. It is interesting to see in the following
theorem that an analogous characterization of the WTU property also holds.
Theorem 5.4.2. The following are equivalent for a von Neumann algebra M⊂ B(H).
(i) M has the WTU property;
(ii) The weak* tensor products M⊗M′ and M⊗w∗-maxM′ are equivalent;
(iii) The multiplication map m : a ⊗ b 7→ ab extends to a normal ∗-homomorphism from
M⊗M′ to B(H);
(iv) M is of the form ∏i∈I B(Hi) for some choices of Hilbert spaces Hi.
Proof. (i) ⇒ (ii): Trivial.
(ii)⇒ (iii): Suppose that the multiplication map m :M⊗M′ → B(H) does not extend
to a normal ∗-homomorphism m˜ :M⊗M′ → B(H). Then m is not quasi-contained in the
spatial embedding ι :M⊗M′ → B(H⊗H). Defining α = ι⊕m, we have thatM⊗αM′ is
a nonequivalent weak* tensor product toM⊗M′ with the property that the identity map
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on M⊗M′ extends to a normal ∗-homomorphism from M⊗αM′ to M⊗M′. It follows
that M⊗M′ and M⊗w∗-maxM′ are inequivalent weak* tensor products.
(iii) ⇒ (iv): Suppose that m extends to a normal ∗-homomorphism m˜ :M⊗M′ →
B(H). We claim that Z(M) = M∩M′ must then be of the form `∞(S) for some set
S. Indeed, suppose otherwise. Then, without loss of generality, we may assume that
Z(M) = L∞(X,µ) for some locally compact space X equipped with a necessarily non-
discrete positive Radon measure µ. Since µ is non-discrete, there exists a Borel subset E
of X such that µ(E) >
∑
x∈E µ({x}). By inner regularity of µ, we can then find a compact
subset K0 of X so that µ(K0) >
∑
x∈K0 µ({x}). Let {U1, . . . , Un} be a finite covering for
K0 consisting of of precompact open sets and define K be the closure of
⋃n
i=1 Ui. Observe
that K also has the property that µ(K) >
∑
x∈K µ({x}) since µ is a positive measure,
K ⊃ K0, and µ(K) < ∞. Further, C(K) injects into L∞(X) in the natural way since K
is the closure of an open subset of X. We will show that µ being non-discrete leads to a
contradiction of the normality of m˜.
Let f1, . . . , fn and g1, . . . , gn be functions in C(K) ⊂ L∞(X). Then
m(f1 ⊗ g1 + . . .+ fn ⊗ gn)(x) = (f1 ⊗ g1 + . . .+ fn ⊗ gn)(x, x)
for x ∈ X. By norm continuity, it follows that m˜(f)(x) = f(x, x) for almost every f ∈
C(K ×K) = C(K)⊗min C(K) ⊂ L∞(X)⊗L∞(X).
Choose a sequence of descending relatively open subsets U1 ⊃ U2 ⊃ . . . of K×K so that
Un contains ∆ := {(x, x) : x ∈ K} for every n and (µ× µ)(Un)→ (µ× µ)(∆) as n→∞.
By Urysohn’s lemma, there exists functions f1, f2, . . . ∈ C(K × K) ⊂ L∞(X)⊗L∞(X)
mapping into [0, 1] such that fn(x, x) = 1 for every x ∈ K and fn(x, y) = 0 for (x, y) 6∈ Un.
Then, by Lebesgue’s dominated convergence theorem,∫
fn(x, y)g(x, y) dµ(x)dµ(y)→
∫
∆
g(x, y) dµ(x)dµ(y)
as n→∞ for every g ∈ L1(X ×X). Hence, fn → 1∆ in the weak* topology. Then, since
m˜ is normal and m˜(fn) = 1K for every n, we have that m˜(1∆) = 1K .
Next, define a net of elements in L∞(X × X) indexed under inclusion by the finite
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subsets F of K by hF =
∑
x∈F 1{(x,x)} =
∑
x∈F 1{x} ⊗ 1{x}. Then∫
hF (x, y)g(x, y) dµ(x)dµ(y) =
∑
x∈F
g(x, x)µ(x)2
→
∑
x∈K
g(x, x)µ(x)2
=
∫
∆
g(x, y) dµ(x)dµ(y)
in the limit as F → K for every g ∈ L1(X ×X). Hence, hF converges weak* to 1∆.
Observe that ∫
K
m(hF )(x) dµ(x) =
∑
x∈F
µ({x})→
∑
x∈K
µ({x})
as F → K. Recall that µ(K) >∑x∈K µ({x}). It follows that m˜(hF ) does not converge to
1K . This contradicts the normality of m˜ and, so, we conclude that µ must be a discrete
measure. Hence, Z(M) is of the form `∞(S) for some set S.
Since Z(M) is of the form `∞(S), there exists a set {ei : i ∈ S} of minimal central
projections in M such that ∑i∈S ei = 1. Then M = ∏i∈S eiM where each term eiM ⊂
B(eiH) is a factor by the minimality of ei. Therefore the desired result follows from Lemma
5.4.1 since a factor has the WTU property if and only if it is of type I.
(iv) ⇒ (i): This is clear from Proposition 5.2.8 and Lemma 5.4.1.
5.5 Weak* tensor product completions of L∞(R)⊗L∞(R)
This section is dedicated to studying weak* tensor product completions of L∞(R)⊗L∞(R).
The main result of this section is the construction of 2c distinct such weak* tensor product
completions. As a consequence of our constructions, we also find that the weak* maximal
tensor product L∞(R)⊗w∗-maxL∞(R) does not have a separable predual despite L∞(R)
having separable predual L1(R).
The approach that we take in constructing weak* tensor products is to use the fact that
L∞(R) contains a weak* dense copy of the continuous bounded functions Cb(R) (we choose
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to use Cb(R) over C0(R) for convenience since Cb(R) is unital) and, hence, any weak* tensor
product completion L∞(R)⊗αL∞(R) of L∞(R)⊗L∞(R) must contain a weak* dense copy
of Cb(R) ⊗min Cb(R). In particular, this implies that if pi : Cb(R) ⊗min Cb(R) → B(H) is
a ∗-representation such that the restrictions pi|Cb(R)⊗1 and pi|1⊗Cb(R) are quasi-contained in
the canonical representation σ : Cb(R) → L∞(R), then pi extends uniquely to a normal
∗-representation pi :L∞(R)⊗w∗-maxL∞(R)→ B(H).
We will identify Cb(R) ⊗min Cb(R) as being a C*-subalgebra of Cb(R × R). For every
x ∈ R, define an (unbounded) measure µx on R× R by∫
f dµx =
∫
R
f(y, x+ y) dy
for f ∈ Cc(R× R). Further, we let
pix :Cb(R)⊗min Cb(R)→ L∞(R× R, µx)
be the natural inclusion. These ∗-representations pix will be our building blocks in con-
structing many weak* tensor product completions of L∞(R)⊗ L∞(R).
Lemma 5.5.1. For every x ∈ R, the ∗-representations pix|Cb(R)⊗1 and pix|1⊗Cb(R) are uni-
tarily equivalent to the canonical representation σ :Cb(R)→ L∞(R).
Proof. Define a map from U :L2(µx)→ L2(R) by U(g)(y) = g(y, x+ y). Then U is clearly
a well defined surjective isometry. Further, we observe that if f ∈ Cb(R) and ξ ∈ L2(µx),
then
U
(
pix(f ⊗ 1)ξ
)
(y) = f(y)ξ(y, x+ y) =
(
σ(f)U(ξ)
)
(y)
for almost every y ∈ R. So we have shown that pix|Cb(R)⊗1 is unitarily equivalent to σ. A
similar argument shows that the same holds for pix|1⊗Cb(R).
The author wishes to thank Nico Spronk for suggesting the following lemma.
Let X be a measure space. We say that a measure µ on X is absolutely continuous
with respect to a family of measures {νi : i ∈ I} on X if νi(E) = 0 for every i ∈ I implies
that µ(E) = 0 whenever E ⊂ X is a measurable subset.
66
Lemma 5.5.2. Let X be a locally compact space, and µ and {νi : i ∈ I} be Radon
measures on X. Denote the canonical inclusions of C0(X) in L
∞(µ) and L∞(νi) by pi
and σi, respectively. Then pi is quasi-contained in
⊕
i∈I σi if and only if µ is absolutely
continuous with respect to {νi : i ∈ I}.
Proof. If µ is absolutely continuous with respect to {νi : i ∈ I}, then the identity map
on the bounded measurable functions Mb(X) of X clearly extends to a surjective ∗-
homomorphism from
(⊕
i∈I σi
)
(Mb(X)) to pi(Mb(X)). Since pi(Mb(X)) = L∞(µ) =
pi(Cb(X))
′′ and
(⊕
i∈I σi
)
(Mb(X)) =
(⊕
i∈I σi
)
(Cb(X))
′′, this implies that pi is quasi-
contained in
⊕
i∈I σi.
Next we suppose towards a contradiction that pi is quasi-contained in
⊕
i∈I σi, but µ
is not absolutely continuous with respect to {νi : i ∈ I}. Since pi is quasi-contained in⊕
i∈I σi, there exists a cardinal ω such that pi is unitarily equivalent to a subrepresentation
of the amplification ω ·⊕i∈I σi. Note that since µ is not absolutely continuous with respect
to {νi : i ∈ I}, there exists a compact set K such that µ(K) > 0 but νi(K) = 0 for every
i ∈ I by inner regularity. So the function ϕ :Cb(X)→ C defined by
ϕ(f) =
∫
K
f dµ = 〈pi(f)ξ, ξ〉 ,
where ξ ∈ L2(µ) is the characteristic function 1K , is a vector state of ϕ. This implies that
ϕ must also be a vector state of ω ·⊕i∈I σi.
Observe that the Hilbert space on which ω ·⊕i∈I σi acts is⊕
i∈I
L2(νi)
⊕ω.
So, assuming that ϕ is a vector state of ω ·⊕i∈I σi, then we can approximate ϕ arbitrarily
well in norm by maps ψ :Cb(X)→ C of the form
ψ(f) =
m∑
j=1
nj∑
k=1
〈
σij(f)ξjk, ξjk
〉
=
m∑
j=1
nj∑
k=1
∫
f |ξjk|2 dνij
for choices of m,nj ∈ N, ij ∈ I, and ξjk ∈ L2(µij). We will show that this is not possible.
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By outer regularity, we can choose a decreasing sequence of open subsets U1 ⊃ U2 ⊃ · · ·
of X containing K such that νij(Up) → 0 as p → ∞ for all j = 1, . . . ,m. By Urysohn’s
lemma, there exists functions fp :X → [0, 1] such that fp(x) = 1 for x ∈ K and fp(x) = 0
for x 6∈ Up. So, by Lebesgue’s dominated convergence theorem,∫
fp|ξjk|2 dµij → 0
as p → ∞ and all j = 1, . . . ,m and k = 1, . . . , nj. Hence, ψ(fp) → 0 as p → ∞. Since
ϕ(fp) = µ(K) for every p, this implies that ‖ψ − ϕ‖ ≥ µ(K) > 0. This contradicts that
we should be able to approximate ϕ arbitrarily well with functionals with the form of ψ.
So we conclude that pi is not quasi-contained in
⊕
i∈I σi.
Corollary 5.5.3. For each x ∈ R, the representation pix is not quasi-contained in⊕
x′ 6=x
pix′ ⊕ σ,
where σ :Cb(R)⊗min Cb(R)→ L∞(R)⊗L∞(R) denotes the canonical inclusion.
Before proving the main theorem of this section, we pause to note a further corollary
of the proof of Lemma 5.5.2.
Corollary 5.5.4. The von Neumann algebra L∞(R)⊗w∗-maxL∞(R) does not have a sepa-
rable predual.
Proof. For each x ∈ R, let ϕx :Cb(R)⊗min Cb(R)→ C be the function defined by
ϕx(f) =
∫
[0,1]
f(y, x+ y) dy = 〈pix(f)ξ, ξ〉
where ξ ∈ L2(µx) is the characteristic function 1[0,1]×[x,1+x]. Then, as ϕx is a vector state
of pix, it follows that ϕx is in the predual of L
∞(R)⊗w∗-maxL∞(R). So the predual of
L∞(R)⊗w∗-maxL∞(R) cannot be separable since, by an argument similar to the proof of
Lemma 5.5.2, ‖ϕx − ϕy‖ ≥ 1 for all distinct x, y ∈ R.
Theorem 5.5.5. L∞(R)⊗ L∞(R) admits 2c nonequivalent weak* tensor products.
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Proof. Let σ : Cb(R) ⊗min Cb(R) → L∞(R)⊗L∞(R) be the canonical inclusion. For each
subset S ⊂ R, define αS =
⊕
x∈S pix⊕σ. Then, by Lemma 5.5.1, the restrictions αS|Cb(R)⊗1
and αS|1⊗Cb(R) are each quasi-equivalent to the canonical inclusion Cb(R)→ L∞(R). Fur-
ther, since αS contains σ as a subrepresentation, we conclude that each αS extends to a
∗-representation α˜S of L∞(R)⊗L∞(R) which satisfies the conditions required to construct
a weak* tensor product. It is clear from Corollary 5.5.3 that these weak* tensor products
L∞(R)⊗α˜SL∞(R) are pairwise nonequivalent for S ⊂ R. Hence, L∞(R) ⊗ L∞(R) admits
2c nonequivalent weak* tensor products.
Remark 5.5.6. Let M be any infinite dimensional abelian von Neumann algebra with
separable predual. Recall that then M = `∞(N), M = L∞(R) or M = L∞(R) ⊕ `∞(S)
where S = {1, . . . , n} for some n ∈ N or S = N. In particular, it follows that ifM does not
have the WTU property (or, equivalently, M 6= `∞(N)), then M⊗M admits 2c distinct
weak* tensor product completions.
69
Chapter 6
Further directions
We finish off this thesis with a brief mention of some open problems and a discussion of
future directions of research.
Recall that Okayasu showed that the C*-algebras C∗`p(Fd) are not canonically ∗-isomor-
phic for each 2 ≤ p < ∞. However, it remains an open problem whether any such pair
could be non-canonically ∗-isomorphic when 2 < p <∞.
Open Problem 1. Let 2 ≤ d ≤ ∞. Does there exist distinct p, q ∈ (2,∞) so that C∗`p(Fd)
is ∗-isomorphic to C∗`q(Fd)?
We note that if 2 < p <∞, then C∗`p(Fd) is ∗-isomorphic to neither C∗r (Fd) nor C∗(Fd) since
C∗r (Fd) is simple and C∗(Fd) admits finite dimensional representations. This problem has
also been considered independently by Brannan, Brown, Buss-Echterhoff-Willet (see [10,
Remark 2.8]), and possibly others. In the case of SL2(R), Buss, Echterhoff, and Willett
(see [10, Remark 2.8]) recently used work of the author (see [55]) and Milicˇic´ (see [34]) to
show that C∗Lp(SL2(R)) is ∗-isomorphic to C∗Lq(SL2(R)) for every p, q ∈ (2,∞).
Much of this thesis is spent constructing exotic group C*-norms and exotic C*-tensor
norms. We now know that these exist for a large class of examples, but it remains open
whether we are always able to find such a C*-norm in every nontrivial case.
Open Problem 2. Let G be a non-amenable locally compact group. Does L1(G) admit
an exotic group C*-norm?
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Open Problem 3. Let A and B be C*-algebras such that A⊗B does not admit a unique
C*-norm. Does there exist an exotic C*-norm on A⊗B?
The theory of weak* tensor products developed in Chapter 5 is still a very young
field and there remains much work to be done. Within the theory of C*-algebras, many
important properties have characterizations in terms of C*-tensor products. It would be
very interesting to see whether the same is true for weak* tensor products within the
category of von Neumann algebras. It would also be interesting to exhibit von Neumann
algebras M and N lacking the WTU property so that M⊗N admits a unique weak* tensor
product completion, or to show that no such pair exists.
Another further direction of study to consider is that of exotic quantum group C*-
algebras. A problem which remains open in this area is to give an example of an exotic
quantum group C*-algebra for a discrete quantum group which is not of Kac type. Brannan
and Ruan extended the concept of Lp-representations to discrete quantum groups of Kac
type and proved that Okayasu’s result holds for free orthogonal and unitary quantum
groups (see [6]). In joint work with Ruan, the author demonstrated that exotic group C*-
algebras typically admits very poor local and approximation properties (see [43]). Jointly
with Brannan and Ruan, we are currently writing a paper where we show that the same
is true for Lp-quantum group C*-algebras of free orthogonal and unitary quantum groups.
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