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Resumen— La medida de los a´ngulos articulares del
ser humano es frecuentemente utilizada como indica-
dor de riesgo de lesio´n, especialmente en los miembros
inferiores. Comunmente se hace uso de la proyeccio´n
bidimensional de estos a´ngulos como estimador de es-
tas medidas. Sin embargo, los sistemas tradicionales
de medida requieren un largo tiempo de ana´lisis oﬄi-
ne. En este art´ıculo se presenta un sistema de captu-
ra y ana´lisis en tiempo real de los a´ngulos articulares
en 2D haciendo uso del sensor infrarrojo incluido en
la ca´mara Kinect V2 y marcadores retro-reflectantes.
El sensor captura la posicio´n de los marcadores re-
flectantes y la informacio´n registrada es procesada en
tiempo real por un software que proporciona la me-
dida del a´ngulo articular deseado. La fiabilidad del
sistema ha sido validada frente a los procedimientos
tradicionales de ana´lisis oﬄine, obteniendo excelentes
resultados.
Palabras clave—Captura de movimiento, marcadores
reflectantes, ca´mara infrarroja, Kinect.
I. Introduccio´n
LAS lesiones en las extremidades inferiores sonmuy comunes entre los deportistas. En concreto,
las lesiones de rodilla son muy temidas por su com-
plejidad y sus largos y dolorosos periodos de reha-
bilitacio´n [1]. Esto muestra la oportunidad de desa-
rrollar nuevas tecnolog´ıas para ayudar a los expertos
durante las tareas de prevencio´n y rehabilitacio´n, re-
duciendo el impacto del proceso sobre el sujeto.
Una de las medidas ma´s utilizadas para evaluar
el estado f´ısico de la rodilla es su a´ngulo de alinea-
miento, conocido como varo o valgo. Esta medida
nos da informacio´n acerca de la fuerza del conjunto
articular, por lo que en 2006, Wilson et al. introdu-
jeron una medida cuantitativa de este a´ngulo [2], el
Frontal Plane Projection Angle (FPPA). Esta medi-
da consiste en la proyeccio´n del a´ngulo de la rodilla
sobre el plano frontal del cuerpo (Fig. 1).
Los me´todos actuales de medicio´n del FPPA con-
sisten en la grabacio´n de ciertos movimientos del su-
jeto mediante ca´maras de v´ıdeo y el posterior ana´li-
sis oﬄine de dichas secuencias mediante software.
Este proceso lleva asociada una alta probabilidad de
error y una enorme inversio´n de tiempo, ya que se
debe buscar la secuencia exacta en la que se produ-
ce la ma´xima flexio´n y seleccionar manualmente la
posicio´n de los marcadores reflectantes, todo ello de
forma manual.
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Fig. 1. Frontal Plane Projection Angle (FPPA) [3]
En vista de las limitaciones de los procedimientos
anteriormente descritos, en este trabajo se plantea
un sistema automa´tico de ana´lisis de v´ıdeo orientado
a agilizar y simplificar el trabajo de los expertos a
la hora de realizar medidas de a´ngulos biomeca´nicos,
as´ı como mejorar la precisio´n de los resultados. El
sistema hace uso de una ca´mara infrarroja para se-
guir la posicio´n de marcadores reflectantes ubicados
en las articulaciones del usuario. A partir de la posi-
cio´n de los mismos, se calcula el valor de los a´ngulos
deseados. El sistema cuenta con una software con una
interfaz intuitiva que permite monitorizar en tiempo
real, analizar y almacenar los resultados. El presen-
te trabajo constituye un compendio del trabajo ya
realizado sobre este sistema [4], [5] presentando, no
obstante, una nueva metodolog´ıa para el ca´lculo de
la posicio´n de los marcadores, as´ı como nuevas pro-
puestas de trabajo futuro.
Este sistema pretende ser el punto de partida de
un completo sistema de prediccio´n de lesiones que,
de forma auto´noma, proporcione a los expertos in-
formacio´n acerca del estado de forma del paciente y
su riesgo de lesio´n. En la literatura se pueden en-
contrar algunos trabajos que suponen una primera
aproximacio´n a la prediccio´n de lesiones. En [6] se
hace uso de me´todos de inteligencia computacional
como redes neuronales artificiales para establecer me-
didas cuantitativas del riesgo de lesio´n. Otro estudio
[7] recopila algunos factores predictivos de lesiones
deportivas (incluyendo el alineamiento de rodilla) y
propone un me´todo matema´tico de prediccio´n basa-
do en regresio´n log´ıstica. No obstante, ninguno de
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estos me´todos realiza el ana´lisis de forma automa´ti-
ca.
El documento se estructura del siguiente modo.
En la Seccio´n II se describe el sistema propuesto. El
proceso de validacio´n y los resultados obtenidos son
mostrados en la Seccio´n III. Finalmente, la Seccio´n
IV resume la discusio´n presentada en este trabajo y
expone las conclusiones y trabajos futuros.
II. Descripcio´n del sistema
El sistema propuesto se compone de tres elementos
clave. El primero de ellos es el conjunto de los mar-
cadores retro-reflectantes utilizados para monitorizar
la posicio´n exacta de las articulaciones. Deben ser
colocados por un experto en los puntos anato´micos
correspondientes a los centros articulares. Los mar-
cadores utilizados en este estudio son esfe´ricos, con
6.4 mm de dia´metro, pero no hay ninguna restriccio´n
en cuanto a la forma de los mismos, ya que el sistema
calcula su punto central.
El segundo elemento clave es la ca´mara infrarro-
ja, la cual monitoriza la posicio´n de cada uno de los
marcadores reflectantes. Este sistema hace uso de la
ca´mara incluida en el sensor Kinect V2 (Fig 2). Aun-
que este sensor es conocido por ser un sistema que
no requiere el uso de marcadores (markerless), al-
gunos estudios [8] demuestran que el algoritmo de
estimacio´n de la posicio´n de Kinect carece de la exac-
titud necesaria en aplicaciones cl´ınicas precisas como
la que se aborda en este trabajo. Se ha utilizado este
sensor debido a su bajo coste y a la funcionalidad
de su SDK, que facilita enormemente las tareas de
desarrollo, prototipado y depuracio´n. No obstante,
las evidencias anteriores motivan su uso con los mar-
cadores reflectantes, que aseguran la precisio´n de las
medidas y hacen posible la extensio´n del sistema a
otras ca´maras infrarrojas.
Fig. 2. Sensor Kinect V2
El u´ltimo elemento clave es el software desarrolla-
do, que procesa los datos en tiempo real y los al-
macena en una base de datos local. La principal ca-
racter´ıstica de la aplicacio´n es la extraccio´n de las
coordenadas de los marcadores, la identificacio´n de
la articulacio´n a la que corresponden y el ca´lculo au-
toma´tico del FPPA, mostra´ndolo al usuario sin ne-
cesidad de ningu´n ana´lisis posterior.
La Fig. 3 muestra un diagrama general de la arqui-
tectura del sistema con los elementos descritos ante-
riormente. En las siguientes secciones se detalla el
proceso seguido para la adquisicio´n y procesado de
los datos, as´ı como las principales caracter´ısticas de
la aplicacio´n y su interfaz de usuario.
Fig. 3. Diagrama general del sistema
A. Descripcio´n del sensor Kinect V2
El dispositivo utilizado en este trabajo para la cap-
tura de imagen es el sensor Kinect V2 (Fig. 2). Este
dispositivo incluye a su vez varios sensores que pue-
den trabajar por separado o de forma simulta´nea:
una ca´mara RGB, una ca´mara infrarroja y un array
de micro´fonos. El dispositivo incluye un SoC para in-
tegrar y pre-procesar los datos de estos sensores. En
este trabajo se ha utilizado el sensor infrarrojo, por
lo que es el que sera´ descrito a continuacio´n.
Este sensor esta´ compuesto por una ca´mara infra-
rroja CMOS que trabaja en conjunto con tres emiso-
res IR. La adquisicio´n del valor de intensidad de cada
p´ıxel se realiza mediante el principio del tiempo de
vuelo (Time-of-Flight, ToF) [9]. Segu´n este principio,
y al contrario que las ca´maras de luz estructurada,
los emisores proyectan una nube de puntos, los cuales
son reflejados y la sen˜al es registrada por la ca´ma-
ra CMOS. Durante este proceso se mide el tiempo
que cada uno de esos puntos tarda en ser reflejado
en un objeto y captado por la ca´mara, de forma que
se puede determinar no so´lo el valor de la intensi-
dad reflejada, sino la profundidad de cada uno de los
objetos en escena.
La intensidad del patro´n emitido por el sensor es
modulado mediante modulacio´n de onda cont´ınua
(CWM), resultando en la emisio´n de un pulso cua-
drado a la escena. Tras ser reflejado, la onda es recibi-
da por la ca´mara CMOS, cuyos p´ıxeles esta´n dividi-
dos en cuatro partes, cada una elemento fotosensible,
que convierten el pulso recibido en corriente que llega
a un elemento de memoria. Cada uno de los cuatro
elementos de memoria muestrea el pulso con un des-
fase de 90◦. Midiendo la carga de cada uno de los
elementos de memoria se puede calcular la distancia
de ese punto y la intensidad de la sen˜al recibida.
Las especificaciones del sensor esta´n recogidas en
la Tabla I. Dada la resolucio´n del sensor y teniendo
en cuenta que el valor de la intensidad IR de cada
p´ıxel es codificado en 16 bits, la cantidad de datos
en crudo recibidos en cada fotograma es de 424 KB.
Si la frecuencia de muestreo del sensor es de 30 fps,
la tasa de procesado mı´nima necesaria es de 12.42
MB/s.
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TABLA I
Especificaciones del sensor IR de Kinect V2
Caracter´ıstica Valor
Dimensiones 24.9 x 6.6 x 6.7 cm
Resolucio´n 512 x 424
Frecuencia de muestreo 30 Hz
Rango de profundidad 0.5 - 8 m
Campo de visio´n (FOV) 70◦ (H) x 60◦ (V)
Esta´ndar USB USB 3.0
B. Adquisicio´n y procesado de datos
En esta seccio´n se describe el procedimiento segui-
do para adquirir y procesar los datos del sensor. Co-
mo se explicaba anteriormente, el proceso de segui-
miento de los marcadores es una de las tareas princi-
pales de este trabajo, el cual es mostrado paso a paso
en la Fig. 4. El primer paso para la adquisicio´n de la
posicio´n de las articulaciones es determinar, en cada
fotograma, el centro de cada uno de los marcadores
utilizados para identificarlas. Al ser elementos reflec-
tantes, la intensidad de la sen˜al IR reflejada por los
marcadores es notablemente mayor que la del resto
de elementos de la escena. Teniendo en cuenta este
aspecto, nuestro objetivo es aislar aquellos p´ıxeles de
la imagen que superan cierto valor umbral de inten-
sidad.
Imagen en 
escala de grises
Imagen binaria
Componentes 
etiquetadas
Coordenadas 
marcadores 
(x,y)
FPPA (º)
Umbral binario
Componentes conexas
Cálculo del punto central
Cálculo del ángulo
Fig. 4. Diagrama de flujo del procesado de datos
Para llevar esto a cabo se utiliza un umbral binario
[10]. Esta te´cnica consiste en establecer un valor um-
bral de intensidad, y asignar el valor de intensidad
ma´ximo a todos los p´ıxeles que superen el umbral, y
el mı´nimo a todos los que se queden por debajo (Ec.
1)
int(x, y) =
{
max si src(x,y) > umbral
0 resto
(1)
De este modo obtenemos una imagen en blanco
y negro en la que u´nicamente esta´n resaltados los
p´ıxeles reflectantes, de forma que podemos centrar
nuestra atencio´n en ellos.
El siguiente paso es la agrupacio´n de los p´ıxeles
seleccionados, de formas que se determine a que´ mar-
cador corresponde cada uno. Para ello se ha segui-
do el procedimiento utilizado en [11], que consiste
en encontrar y etiquetar las componentes conexas de
la imagen binaria. De esta forma, el sistema esca-
nea la imagen y va asignando etiquetas a los p´ıxe-
les reflectantes segu´n las etiquetas de los que tengan
alrededor. Tras varias iteraciones, todos los p´ıxeles
pertenecientes al mismo marcador (conectados entre
s´ı) tendra´n la misma etiqueta. El resultado es una
imagen en la que hemos podido etiquetar a que´ mar-
cador corresponde cada p´ıxel. Como los marcadores
tienen una separacio´n suficiente, no hay peligro de
solapamiento de etiquetas.
Una vez realizada la clasificacio´n, para obtener las
coordenadas de cada marcador, se calcula el punto
central del grupo de p´ıxeles que le corresponde, re-
sultando en un u´nico punto por cada marcador. Esta
consideracio´n aumenta la precisio´n y hace el proceso
independiente de la distancia del sujeto al sensor y
del taman˜o o forma de los marcadores.
Con las coordenadas de los marcadores obtenidas,
el ca´lculo del valor del a´ngulo deseado es sencillo.
Para el FPPA, utilizamos la posicio´n de los marca-
dores de la cadera, rodilla y tobillo. Como los a´ngulos
son relativos, las medidas son robustas frente a rota-
ciones accidentales de la ca´mara. Sin embargo, hay
que tener en cuenta que estas medidas son proyeccio-
nes bidimensionales sobre el plano frontal del cuerpo,
por lo que se pierde informacio´n relacionada con las
rotaciones de las articulaciones. El proceso descrito
es repetido en cada fotograma para llevar a cabo la
monitorizacio´n del valor del a´ngulo.
C. Implementacio´n de la aplicacio´n
Esta seccio´n se describe la implementacio´n tanto
del algoritmo de procesado de los datos como de la
aplicacio´n desarrollada. El objetivo de esta aplica-
cio´n es agilizar el trabajo del experto cuando rea-
liza medidas de a´ngulos y ana´lisis de los datos, de
forma que los test puedan ser controlados mediante
una interfaz gra´fica sencilla. Una de las principales
tareas es el almacenamiento eficiente de los resulta-
dos. Para almacenar tanto los datos de los test como
la informacio´n de los pacientes se ha utilizado una
base de datos local SQLite [12]. La cantidad de da-
tos recogidos por el sistema es reducida y no habra´
consultas concurrentes a la base de datos, por lo que
el rendimiento ofrecido por una base de datos local
es suficiente y no se hace necesario una arquitectura
cliente/servidor.
Con el objetivo de proteger la informacio´n de los
pacientes y reforzar el anonimato de los datos regis-
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trados, la informacio´n se almacena en dos tablas dife-
rente. Una de ellas almacena la informacio´n personal
del paciente y puede ser modificada por el usuario
mediante la aplicacio´n; la segunda de ellas almace-
na los resultados de los test y se completa de forma
automa´tica, pudiendo ser so´lo le´ıda.
Tanto la aplicacio´n como el algoritmo de procesa-
do de los datos han sido implementados en el frame-
work .NET de Microsoft, y la interfaz gra´fica hace
uso del framework Windows Presentation Founda-
tion (WPF), que ofrece una gran cantidad de elemen-
tos de interfaz predefinidos, conocidos como contro-
les. Para el desarrollo del algoritmo, se ha utilizado
el lenguaje de programacio´n C# para poder utilizar
la API de Kinect, con una gran variedad de me´todos
para trabajar de forma sencilla con este sensor. La
interfaz gra´fica ha sido disen˜ada usando el lenguaje
de marcado XAML, ampliamente utilizado en apli-
caciones WPF. Por u´ltimo, las consultas a la base
de datos se han realizado utilizando comandos SQL,
mediante la librer´ıa System.Data.SQLite.
Para el desarrollo del algoritmo se ha hecho uso de
la librer´ıa Emgu.CV. Esta librer´ıa es un wrapper para
el framework .NET de la conocida librer´ıa OpenCV,
incluyendo todas sus funcionalidades y adaptando-
las a proyectos desarrollados en este framework. En
concreto, la librer´ıa ha sido utilizada para llevar a
cabo la deteccio´n de componentes conectadas y su
etiquetado de forma automa´tica.
III. Validacio´n
En este apartado se discuten las pruebas realizadas
con el sistema. Para comprobar la fiabilidad del mis-
mo, se ha realizado una validacio´n frente a un softwa-
re de ana´lisis de v´ıdeo en 2D ampliamente utilizado
por la comunidad cient´ıfica en el a´mbito deportivo, el
software Kinovea [13]. Este software permite al usua-
rio analizar secuencias de v´ıdeo previamente graba-
das, reproducie´ndolas a ca´mara lenta y para´ndolas
en el fotograma deseado. Una vez que el v´ıdeo ha
sido parado, el usuario puede colocar manualmente
marcadores y l´ıneas sobre la imagen, y el software de-
vuelve el a´ngulo que forman los elementos. De esta
forma, el usuario se apoya en los marcadores f´ısicos
colocados sobre el paciente para localizar los centros
articulares. Esta herramienta, junto con otros soft-
ware de ana´lisis de v´ıdeo se han utilizado en muchos
estudios y han sido contrastados frente a las te´cnicas
3D [3], [14]. Allan G. Munro et al. [15] tambie´n han
mostrado la fiabilidad de las te´cnicas 2D para eva-
luar el riesgo de lesio´n de rodilla y han establecido
valores t´ıpicos de error para estos ana´lisis.
Existe una gran cantidad de tests que relacionan
el alineamiento de la rodilla con su estado f´ısico. To-
dos ellos reproducen, de forma aislada, movimientos
o esfuerzos que se llevan a cabo durante la pra´cti-
ca deportiva y que, por sus caracter´ısticas, suponen
cierto riesgo de lesio´n. Algunos de los ma´s utiliza-
dos son la sentadilla monopodal (Single Leg Squat,
SLS), la recepcio´n con rebote (Drop Jump, DJ) y la
recepcio´n monopodal (Single Leg Landing, SLL). En
este trabajo se ha utilizado el SLL [16] debido a su
simplicidad y rapidez.
Para la realizacio´n del test se ha seguido el me´to-
do propuesto en [17], que simula las ca´ıdas sobre una
pierna que ocurren durante la pra´ctica deportiva, cu-
yo impacto sobre la rodilla es muy elevado. El pro-
cedimiento es el siguiente: el sujeto debe colocarse
sobre una plataforma de 30 cm de alto y dejarse caer
sobre una marca situada en el suelo a 30 cm de la
plataforma. La recepcio´n sobre la marca debe reali-
zarse con una sola pierna (sobre la que se realizara´
el test). La pierna contraria no debe de tocar el sue-
lo, y las manos deben mantenerse sobre la cintura.
El sujeto debe mantener dicha posicio´n durante, al
menos, 2 segundos. El sensor debe colocarse a 2 m
de la marca de ca´ıda y a la altura de la rodilla del
sujeto, perpendicular al plano frontal del mismo.
Para medir el FPPA se situ´an tres marcadores re-
flectantes en los puntos anato´micos propuestos en [2]:
(i) espina il´ıaca anterosuperior, (ii) centro de la arti-
culacio´n tibiofemoral y (iii) centro de la mortaja ti-
bioperonea. El FPPA es el a´ngulo formado por estos
tres puntos, y es medido en el momento de ma´xima
flexio´n de rodilla.
En el estudio, diez voluntarios, cinco hombres y
cinco mujeres, realizaron el test SLL junto a un ex-
perto en fisioterapia. Antes de la realizacio´n, todos
ellos fueron informados del propo´sito del estudio. La
ejecucio´n del test se monitorizo´ de forma simulta´nea
mediante el sistema propuesto y una ca´mara de vi-
deo digital, para ser posteriormente analizado con
Kinovea. Ambas ca´maras se situaron una sobre otra
con el mı´nimo desplazamiento del sensor. El procedi-
miento fue explicado a los participantes y todos ellos
realizaron tres intentos con cada pierna, con una re-
cuperacio´n de 30 s, siendo la medida final la media
de los valores de FPPA obtenidos. Los resultados se
muestran en la Tabla II. Con el sistema propues-
to fueron obtenidos de forma automa´tica, mientras
que con el software Kinovea, las secuencias de v´ıdeo
fueron analizadas de forma posterior por el mismo
experto que dirigio´ el test.
La evaluacio´n consiste en la estimacio´n del grado
de acuerdo entre ambos sistemas de medida. Como se
puede observar, ambos proporcionan unos resultados
bastante similares. Para sostener esta observacio´n se
ha realizado un ana´lisis estad´ıstico usando el coefi-
ciente de correlacio´n intraclase (ICC)(ρ) [18], el cual
ha sido calculado utilizando el software R v.3.3.2. El
valor del ICC(ρ) obtenido es de 0.996 y su inter-
valo de confianza del 95 % (CI) es 0.984-0.999. De
acuerdo con [19], los valores mayores a 0.9 reflejan
una excelente fiabilidad.
IV. Conclusiones
En este trabajo se ha presentado un sistema au-
toma´tico de ana´lisis de v´ıdeo que facilita a los exper-
tos el ca´lculo de a´ngulos biomeca´nicos. El objetivo
de este sistema es suplir las carencias de los me´todos
actuales de medida de estos a´ngulos, especialmente
en te´rminos de tiempo de ana´lisis, ya que el sistema
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TABLA II
Resultados del estudio de validacio´n. Valores en
grados (◦). (K) Kinovea - (S) Sistema Propuesto.
Sujeto FPPA (S) FPPA (K)
1 16.2 16
2 17.1 17.3
3 12.4 13
4 17.5 17.7
5 17.6 17.3
6 17.9 18.3
7 8.7 8.3
8 10.3 10
9 13.6 13.3
10 18.9 19
propuesto realiza el ca´lculo de los a´ngulos en tiem-
po real, sin necesidad de ana´lisis oﬄine. El proceso
comprende el uso de una ca´mara infrarroja para mo-
nitorizar la posicio´n de marcadores reflectantes ubi-
cados sobre las articulaciones del sujeto y la medida
de los a´ngulos articulares a partir de las posiciones
calculadas. Todo ello se ha realizado con elementos
de bajo coste.
El sistema completo ha sido validado frente a un
gold-standard en el campo del ana´lisis biomeca´nico
en 2D y los resultados nos muestran una excelente co-
rrelacio´n en los resultados obtenidos mediante ambos
me´todos. Adema´s, queda clara la principal ventaja
del sistema propuesto en cuanto al tiempo necesario
para procesar los datos, ya que se realiza en tiempo
real. Dados los resultados de esta validacio´n, se esta´
trabajando en el desarrollo de un sistema auto´nomo
de prediccio´n de lesiones y evaluacio´n del estado f´ısi-
co a trave´s de te´cnicas de aprendizaje automa´tico,
utilizando este sistema como punto de partida.
Por otro lado, como trabajo futuro se incluye la
realizacio´n de un estudio con un mayor nu´mero de
participantes y distintas medidas, as´ı como una com-
parativa con sistemas de captura de movimiento en
3D, lo cual podr´ıa dar lugar a una versio´n extendida
de este art´ıculo. Del mismo modo, dada la nueva me-
todolog´ıa aplicada para la deteccio´n de marcadores,
se introduce la posibilidad del disen˜o de un nuevo
sistema, con la misma arquitectura, pero utilizando
componentes a medida para la presente aplicacio´n.
Esto permitira´, por ejemplo, no restringirse al uso
del sensor Kinect para la captura de la imagen, y
maximizar la eficiencia del proceso.
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