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The Prostate is a male gland that is located around the urethra. Prostate Cancer is the second most 
diagnosed malignancy in men over the age of fifty. Typically, prostate cancer is diagnosed from 
clinical data, medical images, and biopsy.  
Computer Aided Diagnosis (CAD) was introduced to help in the diagnosis in order to assist in the 
biopsy operations. Usually, CAD is carried out utilizing either the clinical data, using data mining 
techniques, or using features extracted from either TransRectal UltraSound (TRUS) images or the 
Radio Frequency (RF) signals.  
The challenge is that TRUS images’ quality is usually poor compared to either Magnetic Resonance 
Imaging (MRI) or the Computed Tomography (CT). On the other hand, ultrasound imaging is more 
convenient because of its simple instrumentation and mobility capability compared to either CT or 
MRI. Moreover, TRUS is far less expensive and does not need certain settings compared to either 
MRI or CT. Accordingly; the main motivation of this research is to enhance the outcome of TRUS 
images by extracting as much information as possible from it. The main objective of this research is 
to implement a powerful noninvasive CAD tool that integrates all the possible information gathered 
from the TRUS images in order to mimic the expert radiologist opinion and even go beyond his visual 
system capabilities, a process that will in turn assist the biopsy operation. In this sense, looking deep 
in the TRUS images by getting some mathematical measures that characterize the image and are not 
visible by the radiologist is required to achieve the task of cancer recognition. 
This thesis presents several comprehensive algorithms for integrated feature analysis systems for 
the purpose of prostate tissue classification. The proposed algorithm is composed of several stages, 
which are: First, the regions that are highly suspicious are selected using the proposed Gabor filter 
based ROI identification algorithm.  
Second, the selected regions are further examined by constructing different novel as well as typical 
feature sets. The novel constructed feature sets are composed of statistical feature sets, spectral 
feature sets and model based feature sets.  
Next, the constructed features were further analyzed by selecting the best feature subset that 
identifies the cancereus regions. This task is achieved by proposing different dimensionality reduction 
methods which can be categorized into: Classifier dependent feature selection (Mutual Information 
based feature selection), classifier independent feature selection, which is based mainly on tailoring 
the Artificial life optimization techniques to fit the feature selection problem and Feature Extraction, 
which transforms the data to a new lower dimension space without any degradation in the information 
and with no correlation among the transformed lower dimensional features.  
Finally, the last proposed fragment in this thesis is the Spectral Clustering algorithm, which is 
applied to the TRUS images. Spectral Clustering is a novel fast algorithm that can be used in order to 
obtain a fast initial estimate of the cancer regions. Moreover, it can be used to support the decision 
obtained by the proposed cancer recognition algorithm. This decision support process is crucial at this 
stage as the gold standards used in obtaining the results shown in this thesis is mainly the radiologist’s 
 
 iv 
markings on the TRUS images. This gold standards is not considered as credible since the 
radiologist’s best accuracy is approximately 65 %. 
In conclusion, this thesis introduces different novel complete algorithms for automatic cancerous 
regions detection in the prostate gland utilizing TRUS images. These proposed algorithms 
complement each other in which the results obtained using either of the proposed algorithms support 
each other by resulting in the same classification accuracy, sensitivity and specificity. This result 
proves the remarkable quality of the constructed features as well as the superiority of the introduced 
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Introduction and Objectives 
1.1 Introduction 
The Prostate is a male gland that is located around the urethra. The Prostate is considered as four 
glandular structures, which are the Anterior zone, the Peripheral zone, the Central zone and the 
Transition zone [1, 2] 
Prostate Cancer is the second most diagnosed malignancy in men over the age of fifty [3]. 
Symptoms due to carcinoma of the Prostate are generally absent until extensive local growth or 
metastases develop. Yet, risk of metastasis dramatically increases once the tumor has extended 
beyond the prostate [3]. Therefore, when diagnosed at an early stage, the disease is curable. Even at 
later stages, treatment can be effective. Nevertheless, treatment options vary depending on the cancer 
extent. Traditionally, prostate cancer screening is achieved from clinical data, medical images, and 
biopsy [3]. Recently, Computer Aided Diagnosis (CAD) was incorporated to help in the screening 
stage in order to assist in the biopsy operations. CAD was carried out utilizing the clinical data, either 
using data mining techniques, or using features extracted from TransRectal UltraSound (TRUS) 
images. 
 TRUS images’ quality is usually poor and noisy compared to Magnetic Resonance Imaging (MRI). 
On the other hand, ultrasound imaging is more convenient because of its simple instrumentation and 
mobility capability compared to both CT and MRI. Moreover, TRUS is far less expensive and does 
not need special settings compared to either MRI or CT. Therefore, the main objective of this 
research is to implement a powerful noninvasive CAD tool that integrates all the possible information 
gathered from the TRUS images in order to mimic the expert radiologist opinion and even go beyond 
his visual system capabilities, a process that will in turn assist the biopsy operation. This technique 
should lead to the improvement of prostate cancer diagnosis utilizing ultrasound images and 
ultimately make the outcome of this method comparable to that of the other image modalities. 
Moreover, the proposed technique is expected to be crucial in guiding the biopsy operation by 
providing the high probable cancer regions. 
1.2 Overview of Prostate Cancer Diagnosis Methods 
Digital Rectal Exam (DRE) is a clinical test usually conducted in the doctor’s office where the doctor 
feels the prostate gland through the rectum boundary. Any abnormality in either the texture or volume 
of the prostate might indicate prostate cancer. DRE might easily miss tumors that are small or deeply 
located in the gland. DRE was reported to miss 44–59% of cancers in [4], and can only access tumors 
in specific areas of the prostate. Prostate-specific antigen (PSA) is a protein produced by the prostate 
cells; its concentration is measured in the blood stream where an elevated PSA level might indicate 
prostate cancer. PSA level and DRE are considered the typical assessments for screening individuals 




The combination of these two screening techniques (DRE and PSA) has improved the diagnostic path 
by allowing for an earlier detection of tumors [6]. However, PSA has limited specificity in that it is 
not a tumor marker, but its value can increase due to different effects such as Prostate volume 
increase, BPH and Prostatitis. Abnormal PSA values, specifically those in the 4 to 10 ng/mL range, 
can occur in men with benign Prostate conditions such as benign prostate hyperplasia and prostatitis. 
Only 25% of individuals that undergo biopsies are actually positive for prostate cancer. Conversely, 
low PSA findings are not always a true indicator of a healthy prostate. A recent study showed that 
15% of individuals with PSA levels below four ng/mL have prostate cancer as detected by biopsy [7].  
Another screening way is the determination of the prostate volume. The prostate volume is a crucial 
parameter in the diagnosis and management of both benign and malignant prostatic diseases. 
However, prostate volume increases with several factors such as age and BPH and therefore, is not 
considered an accurate screening measure [8]. Yet, it is still considered among the attributes that 
determine the necessity of performing biopsy operation. The Prostate volume is usually estimated by 
using CT imaging system, MRI imaging or TRUS imaging system. It was shown in [9] that the 
volume obtained using TRUS is more accurate than the volume obtained using CT.  In a comparison 
between the TRUS imaging, and the DRE, the DRE obtained far less staging ability than the TRUS 
[10].  
From the previous discussion as well as the affordable price and the simplicity, it is clear that using 
the TRUS imaging modality is the most favorable. Moreover, the internal architecture of the prostate 
can be detailed by TRUS, and the procedure allows an accurate measurement of the prostate volume. 
Therefore, TRUS has become the most frequently used prostate imaging modality and is becoming a 
recommended step for prostate cancer screening. Furthermore, as cancerous tissues need more blood 
supply than non-cancerous tissues, it builds its own blood supply, which makes these regions 
different when imaged in the procedure of prostate cancer diagnosis [11]. Prostate carcinoma 
typically has a characteristic hypo-echoic pattern, which is sometimes distinct from the normal echo 
pattern of the peripheral portion of the prostate. However, TRUS is still lacking sufficient sensitivity 
and specificity to support its use for routine screening for prostate cancer. In men with an abnormality 
of either DRE of the prostate or serum PSA, TRUS is useful for directing prostate biopsy. This is 
usually achieved with the aid of an expert radiologist that marks the suspicious regions in the TRUS 
image [12]. During the biopsy procedure, an ultrasound probe is used to guide the placement of the 
biopsy needle. The biopsy needle is used to obtain tissue samples from different areas of the prostate. 
The standard procedure is to obtain six samples from uniformly distributed locations in the gland. The 
pathologist usually examines these tissues and determines the presence of cancer. Unfortunately, 
some of the cancer cases are missed in this procedure due to the way tissue samples are collected 
during the biopsy. 
1.3 Motivations 
Biopsies are usually taken from the suspected lesions identified by DRE or TRUS. Otherwise, when 
no suspicious region in the prostate is present, but the PSA-value is higher than 10 ng/ml a sextant 




inaccurate biopsy location [13, 14]. This highlights the importance of aiding the biopsy operation. 
Therefore, estimating the accurate locations for the biopsy is a crucial phase for prostate cancer 
diagnosis. TRUS imaging can play a significant rule in prostate cancer diagnosis by providing precise 
information that can lead to accurate biopsy operation. 
Identifying the suspicious regions in the prostate from TRUS is usually achieved by the aid of expert 
radiologist, where experienced radiologists have higher predictive rate than inexperienced 
radiologists. Therefore, there is a great need to augment the knowledge of the newer radiologists with 
the information of the more experienced ones. 
Texture features such as statistical features, spectral features, fractal dimension and Laws Energy 
Measures (LEMs) features are usually used individually or combined in small groups for designing a 
CAD system for tissue classification involving ultrasound images. These methods did not yield the 
required accuracy in case of prostate cancer. One of the main reasons for these inaccurate results is 
the use of the raw unanalyzed features, where all the constructed features were used and no selection 
was ever performed to identify the most salient features that properly represent the cancerous tissues. 
Another reason for the poor results is the way images were studied. The first method was analyzing 
the images as a whole where it was divided to small rectangles and each rectangle is considered a 
region. This method yields poor accuracy as cancerous and non-cancerous regions might be combined 
in any of those rectangles and the constructed features are distorted. The other technique of image 
interpretation was the analysis of only the regions marked by the radiologist. This method is not 
recommended as it depends mainly on the conducting radiologist and it might carry on the 
radiologist’s mistake if he misidentifies or looses any region. 
1.4 Objectives 
The main goal of this work is to assist the radiologist in the decision making process and to augment 
his findings in order to accurately choose the biopsy locations. This will lead ultimately to get the 
samples from the most suspicious regions, which in turn will decrease the false negative rate. This is 
achieved mainly by studying and analyzing different features of the TRUS images and by integrating 
the information from the expert medical doctors into the feature analysis algorithm. A complete CAD 
system is implemented in this work in order to analyze all the possible texture features. Moreover, 
some novel features are also proposed and utilized to enhance the accuracy of the system.  
Another objective of this research is to extend the ultrasound prostate imaging system capabilities as a 
vital diagnostic tool. In this research, The TRUS images are utilized to develop a set of tools with 
novel functionality, which enables the user to extract useful information from TRUS images about the 
prostate anatomic structure. The extraction and the classification of this information are based on the 
knowledge of the expertise in the field. In this research, feature extraction, analysis and selection 
were tackled. 
In order to create significant visualization and identify tumors in TRUS images, internal segmentation 
which is intended to subdivide the gland into its parts is used in this work. It allows for the choice of 




were already applied in practice in different fields. Several segmentation algorithms that segment the 
prostate image from the background (boundary detection) were already proposed in literature, yet 
prostate internal segmentation (ROI identification) was not tackled in literature, to the best of the 
author’s knowledge. The main goals of this work are: 
• To develop an efficient, automatic and reliable technique that identifies the ROIs in the 
TRUS images (internal segmentation). The superiority of this technique lies in the 
incorporation of the medical expertise knowledge with the multi-resolution analysis in order 
to reduce the time and effort necessary for human interaction.  
o To extract useful features from the segmented structure (ROI). These features are 
based on the statistical, the spectral and the model based foundations of the 
segmented ROIs. In this research, those sets of features are tested and integrated to 
fully understand and gather information from the image. This analysis is expected to 
define the location of the tumor inside the volume of the segmented structure. 
o To select the most relevant features and reduce the redundancy utilizing different 
feature selection algorithms and different dimensionality reduction techniques.   
o To apply a simple classifier in each stage in order to judge this specific feature set. 
The same classifier is applied after each feature selection algorithm in order to judge 
the new feature subset. 
o To support the decision obtained using the CAD system by another segmentation 
method that looks at the problem from a different point of view. Spectral clustering is 
a recently proposed image segmentation algorithm that treats the image as a graph 
and looks for the optimum graph cut. Spectral clustering was applied in this work for 
the first time with TRUS image segmentation. The Spectral clustering is used in this 
work first in order to segment the prostate from the background (boundary detection), 
a task that is performed mainly to prove the credibility of the spectral clustering 
method by comparing its’ segmentation results to the gold standards. Once the 
Spectral clustering method proves its accuracy, it is then used for internal 
segmentation to identify different regions in the gland.  
1.5 Proposed Algorithm 
With trans-rectal ultrasound, there is the potential to categorize tissues belonging to different 
pathological groups. This can ultimately aid in the understanding of individual lesions as well as 
making a significant contribution to treatment choice and management of cancer patients. However, 
this visual diagnosis is in general highly subjective due to observer errors. To overcome the 
shortcomings inherent in the visual assessment of ultrasound images, texture analysis is used to assess 
abnormalities in the ultrasound image. Texture is perceived as homogeneous visual patterns 
representing the composition of the surface being imaged. Since every tissue sub-group has its own 





The ultimate objective of this work is to determine a reliable automated procedure based on the 
integration between all valuable TRUS image textural features for assessing prostate cancer. The 
TRUS images corresponding to those suspicious cases (due to either DRE or PSA abnormality) were 
analyzed by using multi-resolution texture analysis in order to determine the ROIs. Furthermore, 
second and higher-order statistics were then implemented to extract useful statistical features from the 
pre-determined ROIs. In addition, Spectral features were constructed using different techniques as 
another piece of information that helps in prostate cancer recognition. In a further attempt to enhance 
the aforementioned extraction techniques, fractal texture analysis was used to obtain textural 
information on regions of interest. Fractals proved to be useful in describing the texture of these areas 
by a single measure. This measure, the fractal dimension, describes the degree of irregularity in the 
surface texture. Moreover, the Laws Energy Measures are also considered as valuable features that 
were used for the first time for TRUS image analysis. In order to reduce the computational 
complexity, and remove redundant information, different feature selection methods were 
implemented. Moreover, in order to support the decision using a different foundation, Spectral 
clustering was also used not only to segment the gland from the background (boundary detection) in 
order to test the Spectral Clustering credibility, but also to segment the regions of the gland. The steps 
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Contributions
 
Figure 1-1 Proposed Algorithm Summary 
The proposed algorithm is composed of several stages, which are: 
ROI Identification: where the highly suspicious cancerous regions are identified for further analysis 




















Figure 1-2 ROI Segmentation Algorithm 
Feature Construction: where several features are constructed from the identified ROIs. These 
features are mainly:  
Statistical features: Grey Level Difference Matrix (GLDM), Grey Level Difference Vector (GLDV), 
Neighborhood Grey Tone Difference Matrix (NGTDM) and Grey Tone Run Length Matrix 
(GTRLM). 
Spectral features: Wedge and ring filters, parametric Power Spectrum Density (PSD) estimation 
methods, non- parametric PSD estimation methods, Estimation of Signal Parameters via Rotational 
Invariance Technique (ESPRIT). 
The Fractal Dimension (FD) for each identified ROI is estimated using three different methods; 
moreover, the Laws Energy Measures (LEMs) for each ROI are also constructed. 








Figure 1-3 Feature Construction Methods 
Dimensionality reduction: this step is achieved in this work by either feature selection or feature 
extraction. By using the feature selection avenue the most salient and informative features are 
selected among each of the constructed feature sets. Further, by using the feature extraction avenue a 
new smaller less correlated feature set, yet carrying the important information for classification is 
extracted from the available feature sets. Feature selection can be categorized mainly to classifier 
dependent and classifier independent feature selection methods. Both approaches are adopted and 
customized in this work, where Mutual Information Feature Selection (MIFS) is used as a classifier 
independent feature selection method. Moreover, several Artificial life (Alife) optimization techniques 
were introduced in this work for the first time in the field of TRUS image feature selection problem. 
Alife optimization techniques are modified and applied as classifier dependent feature selection 
methods to fit the TRUS image feature selection. Moreover, the Locally Linear Embedding (LLE) is 
also introduced in this work for TRUS image features dimensionality reduction. Different feature 
selection and dimensionality reduction methods are illustrated in Figure 1-4. 
The final stage in the feature analysis is testing the selected features using the SVMs classifier. SVMs 
is well known for its ability to deal with non-linearly separable data, which is the case of TRUS 




discussed in section 5.4.1, only a nonlinear model is able to classify the incidences and, thus, lead to 
reliable results [15]. 
Spectral Clustering: the original TRUS image was segmented using the Spectral Clustering 
algorithm that depends mainly on representing the image by a weighted graph and finding the best cut 
for that graph. The segmented gland was also segmented using the Spectral Clustering to obtain 









Figure 1-4 Dimensionality Reduction Methods 
1.6 Organization of the Thesis 
Following the background (Chapter 2), the proposed ROI identification algorithm using Gabor multi-
resolution analysis combined with the expertise knowledge is explained and the identified ROIs are 
shown in Chapter 3. 
In Chapter 4 the different Statistical feature construction methods including second and higher 
order statistics that are implemented and used for ROI statistical feature construction. These features 
are also tested using simple classifiers in the same chapter. 
Chapter 5 focuses on different feature selection methods applied for the statistical features 
constructed in Chapter 4 and the most appropriate feature selection method is chosen to be applied 




In Chapter 6 different Spectral features are constructed from each identified ROI and the most 
discriminatory spectral features are then selected using the feature selection algorithms recommended 
from Chapter 5. 
Chapter 7 shows the construction of different textural features which are mainly the FD and LEMs. 
The constructed features are then subjected to a feature extraction method (LLE) that transforms the 
constructed features to a different domain where they can be easily separable.  
Chapter 8 summarizes the Spectral Clustering algorithm and shows the obtained segmentation 
results for both the whole gland as well as the gland regions segmentation. 








The prostate is a complex organ consisting of acinar, stromal, and muscular elements. Anatomically it 
is in the shape of a compressed inverted cone gland it is situated in the pelvis and lies in front of the 
ampulla of the rectum. Its upper end is continuous with the neck of the bladder, and its apex rests on 
the superior aspect of the fascia of the urogenital diaphragm. The Urethra (the tube that transports 
urine and sperm out of the body) runs through the prostate from base to apex as shown in Figure 2-1 
and Figure 2-2.   The prostate secretes seminal fluid, a milky substance that combines with sperm 
produced in the testicles to form semen. Prostate tissue produces prostate specific antigen and 
prostatic acid phosphatase, an enzyme found in seminal fluid. The medical information in this chapter 
is mainly inspired from [16, 17, 18, 19, 20] 
2.2 Prostate Anatomy 
The prostate is located directly beneath the bladder and in front of the rectum. It has Anterior, 
Transition, and Central and Peripheral zone as shown in figure 1. 60 to 70 % of the cancer occurs in 
the Peripheral zone, 10 to 20% occurs in the Central zone and the Benign mainly occurs in the 
Transition zone. Because the upper portion of the urethra passes through the prostate, if the gland 
becomes enlarged, it can obstruct the passage of fluids through the urethra. The normal prostate 
measures 3-4 cm in its widest portion, 4-6 cm in its length and 2-3 cm in its thickness. The prostate 
size increases variably with malignancy. Structurally it is composed of fibro muscular tissue and 
glandular cells. The fibro muscular component is present mostly anteriorly, while the glandular 
element is mostly in the peripheral and transition aspects of the gland.  
 






Figure 2-2 Zones of the Prostate Gland 
2.3 Benign Diseases of the Prostate 
Prostate problems are common in men age 50 and older. Doctors who are experts in diseases of the 
urinary tract (urologists) diagnose and treat prostate problems. There are many different kinds of 
prostate problems. Many do not involve cancer, but some do.  
An enlarged prostate eventually develops in approximately 80 percent of all men. Benign diseases are 
non-cancerous. They can be uncomfortable and inconvenient but are not life threatening, and often 
can be treated with drugs or surgery. The two main benign diseases of the prostate are Prostatitis and 
Benign Prostatic Hyperplasia (BPH). 
2.3.1 BPH 
Benign prostatic hyperplasia (BPH) is not only a case of too many prostate cells. As a result of these 
differences, treatment varies in each case. There is no cure for BPH and once prostate growth starts, it 
often continues, unless medical therapy is started. The prostate grows in two different ways. In one 
type of growth, cells multiply around the urethra and squeeze it. The second type of growth is middle-
lobe prostate growth in which cells grow into the urethra and the bladder outlet area. This type of 
growth typically requires surgery. Most men over the age of 50 begin to experience symptoms of the 
condition. 
2.3.1.1 Diagnosis 
A physical examination, patient history, and evaluation of symptoms provide the basis for a 
diagnosis of BPH. The physical examination includes a digital rectal examination (DRE). 
2.3.1.1.1 Digital rectal Examination (DRE)  
DRE is an uncomfortable procedure that typically takes less than a minute to perform. The doctor 
inserts a lubricated, gloved finger into the patient’s rectum to feel the surface of the prostate gland 




the fleshy tissue of the hand where the thumb joins the palm. Malignant tissue is firm, hard, and often 
asymmetrical or stony, like the bridge of the nose. If the examination reveals the presence of 
unhealthy tissue, additional tests are performed to determine the nature of the abnormality. 
2.3.1.1.2  AUA Symptom Index 
The AUA (American Urological Association) Symptom Index is a questionnaire designed to 
determine the seriousness of a man's urinary problems and to help diagnose BPH. The patient answers 
seven questions related to common symptoms of benign prostatic hyperplasia. How frequently the 
patient experiences each symptom is rated on a scale of 1 to 5. These numbers added together provide 
a score that is used to evaluate the condition. An AUA score of 0 to 7 means the condition is mild; 8 
to 19, moderate; and 20 to 35, severe. 
2.3.1.1.3 PSA and PAP Tests 
Blood tests taken to check the levels of prostate specific antigen (PSA) and prostatic acid 
phosphatase (PAP) in a patient helps the physician in the prostate cancer screening process. 
• PSA 
It is a specific antigen produced by the cells of the prostate capsule (membrane covering the 
prostate) and periurethral glands. Patients with benign prostatic hyperplasia (BPH) or prostatitis 
produce larger amounts of PSA. The PSA level also is determined in part by the size and weight of 
the prostate. 
• Age Specific PSA 
Evidence suggests that the PSA level increases with age. A PSA up to 2.5 ng/mL for men age 40 – 
49 is considered normal, as is 3.5 ng/mL for men age 50–59, 4.5 ng/mL for men age 60–69, and 6.5 
ng/mL for men 70 and older.   
2.3.1.1.4 Uroflow and Urodynamic Testing 
• Urodynamic 
Urodynamic tests are usually performed in a physician’s office and are used to study the volumes 
and pressure of urine in the bladder and the flow of urine from the bladder. Additional tests may be 







Uses a device (called a uroflowmeter) to record urine flow, determine how quickly and completely 
the bladder can be emptied, and evaluate obstruction. With a full bladder, the patient urinates into a 
device that records the amount of urine, the time it takes for urination, and the rate of urine flow. A 
reduced flow rate may indicate BPH. 
2.3.1.1.5 A Pressure Flow Study  
Measures pressure in the bladder during urination and is designed to detect a blockage of flow. It is 
the most accurate way to evaluate urinary blockage. This test requires the insertion of a catheter 
through the urethra in the penis and into the bladder. The procedure is uncomfortable and rarely may 
cause urinary tract infection (UTI). 
2.3.1.1.6  Post-Void Residual (PVR) 
It measures the amount of urine that remains in the bladder after urination. The patient is asked to 
urinate immediately prior to the test and the residual urine is determined by ultrasound or 
catheterization. PVR less than 50 mL generally indicates adequate bladder emptying and 
measurements of 100 to 200 mL or higher often indicate blockage. The clinical setting may affect the 
result; therefore, the test is usually repeated. 
2.3.2  Prostatitis 
Prostatitis, inflammation of the prostate gland, is a common urological condition. More than 2 million 
men in the United States are diagnosed with prostatitis each year.  An infected or inflamed prostate 
can cause painful urination and ejaculation, and can cause serious complications. Complications of 
acute bacterial prostatitis (ABP) include: Abscess (collection of pus), acute urinary retention (link), 
chronic bacterial prostatitis and sepsis (infection in bloodstream) 
2.3.2.1 Diagnosis 
2.3.2.1.1 DRE 
Is used to determine if the prostate gland is tender or enlarged with different texture. 
2.3.2.1.2  A 3-part Urinalysis  
Is the standard diagnostic tool. Two urine specimens are collected and analyzed, followed by 
prostate massage and third urine sample that contains prostatic fluid. Urinalysis is used to determine 
the presence of leukocytes (white blood cells) in the urine. Leukocytes help the body to fight 




Nonbacterial prostatitis is diagnosed when tests reveal no bacteria in the urine or prostatic secretions. 
There is no test to diagnose prostatodynia; it is diagnosed after eliminating other probable causes 
(e.g., kidney stones, uresthral cancer) 
2.4 Prostrate Cancer 
Prostate cancer usually arises in the peripheral zone and is often multi centric. The most common 
histological type is the adenocarcinoma. Adenocarcinoma of the prostate is the clinical term for 
cancer that begins as a tumor on the prostate gland. Adenocarcinoma of acinar origin comprises 98% 
of the prostatic cancers. Microscopically the cancer can be well, moderate or poorly differentiated. 
The well-differentiated cancers show uniform medium sized or small gland formation throughout the 
tumor. As prostate cancer grows, it may spread to the interior of the gland, to tissues near the prostate, 
to seminal vesicles (sac-like structures attached to the prostate), and to distant parts of the body (e.g., 
bones, liver, lungs). Prostate cancer confined to the gland often can be treated successfully.  
Some of the risk factors of having prostate cancer are:  family history, a diet high in saturated fat, 55 
years old and older, exposure to heavy metals, race, smoking and exposure to certain viral infections 
may also increase the risk for developing prostate cancer. 
2.4.1 Signs and Symptoms 
Early prostate cancer is not usually discovered during a routine digital rectal examination (DRE). 
Symptoms of staged prostate cancer often resemble those of BPH. Men experiencing the following 
symptoms should see their physician immediately for a thorough examination.  
• Blood in the urine or semen  
• Frequent urination, especially at night  
• Inability to urinate  
• Nagging pain or stiffness in the back, hips, upper thighs, or pelvis  
• Painful ejaculation  
• Pain or burning during urination (dysuria)  
• Weak or interrupted urinary flow 
2.4.2 Staging  
Two systems are commonly used for staging prostate cancer: the Jewett-Whitmore system and the 




2.4.2.1 Jewett-Whitmore system 
In the Jewett-Whitmore system, prostate cancer is classified first as stage A, B, C, or D. Stages A 
and B cancers are considered curable [21]. Stages C and D are treatable, but their prognoses are 
discouraging. A number is then assigned to describe specific conditions within each stage. For 
example, a tumor classified, as stage B1 is a single cancerous nodule confined to one lobe of the 
prostate. 
2.4.2.1.1 Stage A 
Very early and without symptoms, cancer cells confined to the prostate. Illustrated in Figure 2-3 
• Tumor not detectable by imaging or clinical exam  
• Less than 5% of tissue specimen 
• Low grade tumor 
A1 Well differentiated and slightly abnormal cancer cells  
A2 Moderately or poorly differentiated and abnormal cancer cells in several locations within the 
prostate 
 
Figure 2-3 Stage A Prostate Cancer 
2.4.2.1.2 Stage B 
Cancer is confined to the prostate, but palpable (detectable by digital rectal exam) and/or detectable 
by elevated PSA. It is shown in Figure 2-4. 
• Tumor not detectable by imaging or clinical exam (may be found by one or more lobes by needle 
biopsy). 
• Moderate/high grade tumor. 
• More than 5% of tissue specimen 
B0 Confined to the prostate, non-palpable; PSA elevated  




B2 Extensive, involvement in one or both prostate lobes 
 
Figure 2-4 Stage B Prostate Cancer 
2.4.2.1.3 Stage C 
Cancer cells found outside the prostate capsule (membrane covering the prostate); spread confined to 
surrounding tissues and/or seminal vesicles this stage is shown in Figure 2-5. 
• Tumor extends beyond prostate capsule. 
• Any grade tumor. 
C1 Extends outside the prostate capsule  
C2 Bladder or urethral obstruction 
 
Figure 2-5 Stage C Prostate Cancer 
2.4.2.1.4 Stage D 
Metastasis (spread) to regional lymph nodes, or to distant bones, organs (e.g., liver, lungs), and/or 
other tissues, it is illustrated in Figure 2-6.  




D1 Regional lymph nodes involved  
D2 Distant lymph nodes, bones, or organs involve  
D3 Metastatic disease after treatment 
 
Figure 2-6 Stage D Prostate Cancer 
2.4.2.2 TNM System 
The TNM (tumor, node, metastases) system stages are similar to those of the Jewett-Whitmore 
system, but with more specific alphanumeric subcategories [21].  
2.4.2.2.1 Primary Tumor (T)  
TX Tumor cannot be assessed  
 T0 No evidence of primary tumor  
 T1 Clinically not palpable or visible by imaging  
 T1a Found incidental to other surgery  
T1b Found incidental to other surgery  
 T1c Identified by needle biopsy  
 T2 Tumor confined within prostate  
 T2a Involving half a lobe or less of prostate  
 T2b Involving half a lobe  
 T2c Involving both lobes  
 T3 Tumor extends through prostate capsule  
 T3a Extends through one lobe  
 T3b Extends through both lobes  




 T4 Involves structures other than seminal vesicles  
 T4a Invades bladder neck, external sphincter, or rectum  
 T4b Invades muscles and/or pelvic wall  
2.4.2.2.2  Regional Lymph Nodes (N)  
NX Nodes cannot be assessed  
N0 No regional node metastasis  
N1 Single node metastasis, 2 centimeters (cm) or less at largest point  
N2  Single node metastasis, 2 cm to 5 cm at largest point, or multiple nodes, no larger than 5 cm at 
largest point  
N3 Metastasis larger than 5 cm in any node  
2.4.2.2.3  Distant Metastasis (M) 
 MX Metastasis cannot be assessed  
 M0 No distant metastasis  
 M1 Distant metastasis  
 M1a Distant lymph node(s) involved  
 M1b Bone(s) involved  
 M1c Other site(s) involved  
2.4.3  Prevention 
While prostate cancer cannot be prevented, measures can be taken to prevent progression of the 
disease. It is important for men over 40 to have an annual prostate examination. When identified and 
treated early, prostate cancer has a high cure rate. 
2.4.4 Prostate Cancer Diagnosis 
Detection of prostate cancer has been dramatically increased through improved screening programs 
including routine annual DRE and PSA [22]. 
2.4.4.1 Digital rectal examination (DRE) 
DRE was explained in section 2.3.1.1.1. However, one-third of patients diagnosed with prostate 





Prostate-specific antigen (PSA) is a specific antigen produced by the cells of the prostate capsule 
(membrane covering the prostate) and periurethral glands. Patients with benign prostatic hyperplasia 
(BPH) or prostatitis produce larger amounts of PSA. The PSA level also is determined in part by the 
size and weight of the prostate 
Figure 2-7 Prostate Gland Tubule shows a single normal prostate gland tubule cut in cross section. 
The cells lining the center manufacture prostate secretions among them PSA. There is a contour 
around the cells, called the basement membrane, which stops PSA and other secretions from 
accessing the blood stream. All of the human glands, such as the intestines, and the urinary tract are 
structured the same way: a secreting or absorbing layer of cells with a basement membrane to keep a 
tight separation between the inside and the outside. That is how the prostate makes a lot of PSA but 
only a tiny amount normally is found in the blood [24]. 
 
Figure 2-7 Prostate Gland Tubule 
The prostate gland cells (the epithelium) are manufacturing PSA. The cells continue to manufacture 
PSA even if they are in locations outside the prostate. PSA levels in the blood go up if the barrier 
between the epithelium and the bloodstream is damaged. Three typical sources for damage are: 
cancer, bacterial infection, and destruction of part of the prostate by damage to its blood supply [24]. 
Minor elevation of the PSA levels is sometimes due to cancer, but normally a little PSA leaks from 
the prostate into the blood. If the prostate is enlarged then the leakage appears exaggerated. This is 
probably the reason for the PSA to be slightly abnormal in men with enlarged prostates who do not 
have cancer. The PSA level in the blood can vary by about 20% from day to day. Nevertheless, a 
single abnormal PSA value puts one in the higher risk for prostate cancer.  
 Furthermore, the use of PSA has allowed for the early diagnosis of prostate cancer as well as 
monitoring of patients for disease recurrence. However, there are still several clinical debates 
regarding the reason for the elevation in the PSA level whether it is a result of prostate cancer or a 
benign process [25]. Men with PSA levels more than 2.5 ng/mL have a greater than 20% chance of 
having prostate cancer detected by needle biopsy, while more than 50% of men with a PSA level 




[28]. Seventy to 80% of men with "abnormal" findings on a PSA test (>4.0 ng/mL) do not have 
prostate cancer. Furthermore, nearly 20% of men with biopsy-proven prostate cancer have PSA 
values in the normal range (<4.0 ng/mL). Finally, as many as 30% of men with PSA-detected prostate 
cancer do not have organ-confined disease.  
In a comparison between digital rectal examination and serum prostate specific antigen (PSA) in 
the early detection of prostate cancer the results showed that, PSA detected significantly more tumors 
(82%) than digital rectal examination (55%). The use of the two methods in combination increased 
detection of organ confined disease by 78% over digital rectal examination alone [29].  
In an attempt to limit the number of benign prostate biopsies without missing a significant number 
of clinically important cancers Several "PSA derivatives" have been studied such as PSA velocity, 
PSA density, age-specific PSA and complexes PSA measurements. Currently, the most widely used is 
the serum percent-free PSA measurement. In general, using this measure for men with indeterminate 
total PSA levels (4.0-10.0 ng/mL) can save 20-30% of unnecessary biopsies and only miss 5-10% of 
cancers [30]. Free PSA is that percentage of the total PSA that circulates in the blood without a carrier 
protein. Studies suggest that malignant prostate cells produce more bound PSA; therefore, a low level 
of free PSA in relation to total PSA might indicate a cancerous prostate, and a high level of free PSA 
compared to total PSA might indicate a normal prostate, BPH, or prostatitis. 
 
Figure 2-8 Relationship between percent Free PCA and Cancer incidences 
Figure 2-8, provided by Dianon, Inc. [23], shows careful study. The horizontal axis is the percentage 
of free PSA. The two graphs come from analysis of 4,000 patients with abnormal total PSA between 
4 and 10 ng/ml. The red line (the graph to the left), corresponding to prostate cancer patients, has a 
sharp peak at 10%. Most patients with prostate cancer have a free PSA less than 15%. The blue line 
corresponds to the distribution of free PSA in patients whose biopsies did not show prostate cancer. 
AUC means "area under the curve". The relative size of the area under the curves for prostate cancer 
and benign prostate enlargement correspond to the chances of finding prostate cancer.  
From the graph, it shows that patients with free PSA below 7% usually have prostate cancer. They 
should undergo biopsy. If biopsy is negative, they need repeat biopsy at frequent intervals if the free 




It is recommended that these patients undergo a single ultrasound and biopsy session. Moreover, they 
need their blood rechecked annually and do not repeat biopsy unless the free PSA starts to fall or the 
total PSA continues to rise [24]. While for the patients whose percent of free PSA values lies between 
7 and 25 the decision depends mainly on the life expectancies of the patient as well as the other 
clinical results.  
Although an abnormal PSA measurement suggests cancer, the diagnosis is always made 
histologically. TRUS guided needle biopsy is a safe and effective method of diagnosing prostate 
cancer. However, a single set of six systematic biopsies may still miss the cancer [31] and one out of 
five cancers will be missed in needle biopsy [32]. Some studies suggest that taking more than six 
biopsies at a time enhances cancer detection by as much as 30% [14, 32, 34].  
It is clear from the previous discussion that only regular tests will not lead to accurate diagnosis of the 
Prostate cancer. As a result, physicians tend to use medical imaging techniques such as MRI 
(magnetic resonance imaging) and TRUS (TransRectal UltraSound) to help in cancer diagnosis. The 
main goal of these imaging techniques is to assist the biopsies since it helps in narrowing down the 
number of suspected cases of prostate cancer and recommend suspicious regions for biopsies.  
Despite the improved ability of medical imaging to detect and stage malignancies (e.g., lung, colon, 
and breast cancer), imaging has had a minor role in the case of prostate cancer and scientific evidence 
indicates that many prostate cancers are undetected by medical imaging [32]. Because of a lack of 
appropriate technology, it has not been possible to accurately incorporate or correlate the complex 
disease patterns of prostate cancer into the biopsy techniques or the staging methodology, thus the 
accuracy of the findings estimated by the existing biopsy protocols  are unsatisfactory. A major 
limitation of conventional biopsy protocols is the lack of a method to recommend specific locations 
with the highest probability of cancer occurrence for core-needle biopsies [32]. 
Medical imaging is another important diagnostic tool that is explained in section 2.5 
2.4.4.3 Tumor Biopsy 
A biopsy is performed to determine the type of cancer, its location, and stage of development. The 
biopsy is performed with the patient lying on his side with his knees brought up to his chest. A biopsy 
needle, similar to one used to draw blood, is inserted through the perineum into the tumor. A probe, 
guided by transrectal ultrasound (TRUS), is inserted into the rectum to help the physician properly 
place the needle into the tumor. The needle is projected through the tip of the probe, and a cell sample 
is extracted from one or several areas of the tumor into the syringe. The pathologist analyzes the 
sample(s) to confirm the diagnosis of a cancerous tumor and determine its type. The results are 
obtained within 5–10 working days. After a biopsy, blood in the urine and stool is common and 
usually diminishes within 1–2 weeks. Patients also experience a dull ache in the perineum for several 
days. Blood may appear in the semen. If the patient develops a large number of blood clots or cannot 
urinate, the physician should be contacted or the patient should go to the emergency room. Rarely, 
biopsy of a cancerous tumor may cause spreading, or "seeding," of cancer cells along the path of the 




random regions in the gland guided by TRUS images. This operation might miss cancerous regions 
and lead to false negative result. 
2.4.4.4 Gleason Score 
DF Gleason in 1974 and 1977 published a prostate cancer grading system that is now universally 
applied [35]. His system grades the cancer by looking mainly at the patterns of cancerous glands.  
The biopsy sample(s) is examined under a microscope for cells or groups of cells that are markedly 
different from healthy tissue. The greater the disparity between the healthy cells and those that are 
malignant, the more likely the tumor is aggressive and will spread. The pathologist examines two 
tissue samples taken from different areas of the tumor and assigns a score of 1 to 5 to each sample. 
The more abnormal the tissue is, the higher the score. The sum of the two scores produces the 
Gleason score. Gleason scores of 2 to 4 indicate that the tissue is not too abnormal; 5 to 7 moderately 
abnormal; 8 to 10 highly abnormal. Higher scores suggest aggressive tumors that likely require 
aggressive treatment. 
 
Figure 2-9 BPH Cells 
Figure 2-9 shows photomicrograph of benign prostate hyperplasia. It shows that the glands are large, 
they are uniform in size and they are separated from each other by tissue called stroma. However, 
Prostate cancer, as seen under the microscope, consists of glands, which are too small, too close to 
each other. The individual cells are also abnormal, with enlarged nuclei. 
 
 




The lowest grade tumor is Gleason 1+1 as shown in the Figure 2-10 where a nodule of Gleason 1 
prostate cancer, with a pattern of small uniform glands organized into a nodular pattern is shown. 
 
Figure 2-11 Gleason Score = 3 
Figure 2-11 shows Gleason grade of 3. The glands are irregularly shaped. They are mixed in with 
some normal glands.  
2.5 Medical Imaging 
Traditionally, medical imaging is mainly categorized based on two criteria; the first depends on the 
image representation while the second is based on the application. 
2.5.1 Representation-based 
Three different image representations are the most common: 
• 2-D: Is the typical image representation. The image is represented as a function of location in two 
dimensions, with its intensity mapped as a gray-scale.  
• 3-D: This image is constructed of a set of 2-D images as a function of location within the body (a 
stack of slices). 
• 3-D + time: typically, a set of 2-D images (a stack of slices) taken repeatedly over time. 
2.5.2 Purpose-based 
Purpose based imaging can be divided into three different groups based on the type of application 
2.5.2.1 Screening (detection) 
The goal in screening is to detect conditions that may be disease or evidence of disease, with the 
intent of conducting a detailed follow-up of suspicious findings. Consequently, the emphasis is 
usually on sensitivity (the detection of abnormalities when they exist) at the cost of an increased 
false-positive rate (decreased specificity). Given that, screening is performed on large number of 




should, therefore, be easy to extract, contribute to the sensitivity of the procedure, and require 
minimal user intervention. Examples of images used in screening include x-ray mammograms for 
breast cancer [36], structured visible light images for childhood scoliosis (curvature of the spine) [37], 
and photography for diseases of the retina of the eye [38]. 
2.5.2.2 Diagnosis (classification) 
Diagnosis aims to make a specific identification of a problem: for example classify the suspicious 
region in the breast is a benign breast tumor, or a carcinoma [39]. Additional features may be required 
in cases where screening preceded diagnosis [40]. Another important application is comparing two 
images representing the same region, but taken at different instants (to describe changes in a 
condition), or comparing the given image to an atlas or other standard, for diagnosis or reporting [41]. 
2.5.2.3 Therapy and Treatment Planning 
In radiation oncology, it is often necessary to identify and align structures in two images: one is the 
"prescription image" used to indicate the areas to be treated [42]; the other is the "portal image," taken 
just prior to treatment. The portal image is intended to confirm that the treatment beam is aimed 
correctly [43]. Typically, however, image quality is low, therefore, various enhancement methods 
[44] have been employed, but it is nevertheless often necessary to extract features (e.g., shapes, areas) 
to provide the basis for identification of the treatment areas and their boundaries [45]. 
2.6 Medical Imaging modalities used for Prostate Cancer diagnosis 
2.6.1 MR Imaging 
Magnetic Resonance Imaging (MRI) and Magnetic Resonance Spectroscopic Imaging (MRSI) are 
recently introduced as additional modalities for the local evaluation of prostate cancer [46] in an 
attempt to overcome the limitations of traditional prostate cancer diagnosis methods, 
MR imaging has not been considered a primary screening method for detecting prostate cancer, 
although its use in men with previously negative findings at biopsy is being studied. The main goal of 
MR imaging for prostate cancer is to detect extracapsular spread of tumor. When good-quality 
endorectal coil MR imaging is performed, it is highly sensitive (80-90%) for the detection of 
extraprostatic disease [47]. MR imaging has many attractive features. For example, MR spectroscopy 
is considered one of the most promising areas of prostate imaging research [48]. MR spectroscopy 
has been shown to improve detection, localization, and staging of prostate cancer as well as to detect 
recurrent disease after therapy [49].  
Several other MR imaging techniques are also promising. These include dynamic contrast-enhanced 
MR Imaging in which tumor angiogenesis can be assessed [50], and T2*-weighted imaging. Tissue 
elastography is another potential functional tool provided by MR imaging [51]. These techniques may 




provides. However, Compared with TRUS, endorectal MRI with a 0.5 T magnet provides greater 
sensitivity and specificity for capsular penetration and increases sensitivity for seminal vesicle 
invasion [52]. A limitation of MR spectroscopy is it’s technical demands, requiring specialized 
software and expertise in obtaining and interpreting spectral peaks.  Currently the main clinical 
indication of MRI is nodal and bone metastasis [53]. 
2.6.2 Nuclear Medicine 
Nuclear medicine such as bone scans provide poor spatial resolution but are highly sensitive to 
metabolic activity. The most recent dramatic forays into prostate cancer imaging have been with 
indium-111 capromab pendetide, a prostate specific membrane based antibody labeled to indium [54] 
whose use is still very limited [55].  
Fluorine-18-fluorodeoxyglucose positron emission tomography is having a new prospective in 
assessing metabolism to detect cancer. The specific uptake value is a reproducible index of metabolic 
activity and reliably that predicts the presence of cancer, at least in cancer of the lung and colon. 
However, fluorodeoxyglucose positron emission tomography has proven to be disappointing in 
prostate cancer [56]. A bone scan is used to detect metastesis to bones. It is not used in patients with 
small cancers and low PSA levels. 
2.6.3 CT Scans and PET Imaging  
Computer-assisted tomography (CAT scan or CT scan) is an x-ray procedure that produces three-
dimensional images of internal organs and glands. It can be used to detect pelvic lymph nodes 
enlarged by cancer, but results may be insufficient for diagnosis. CT scans are used only when tumors 
are large or PSA levels are high. However, the CT is used mainly for the radiation oncology 
procedure [57, 58]. It is shown in [57] that daily CT localization is a precise method to improve daily 
target localization in prostate cancer. However, it requires significant human and technical resources 
that limit its widespread applicability. Conversely, localization with the ultrasound system is simple 
and able to image the prostate at the treatment machine in the treatment position. This study revealed 
ultrasound targeting to be functionally equivalent to CT. in another study that is used to compare 
between the CT scan and the MRI in defining the radiotherapy treatment, it was shown that the MRI 
obtained better segmentation results than the CT scans. This study showed promising results for the 
use of MRI for treatment planning [58].  
Another imaging modality is also introduced for imaging the prostate that is used in the oncology 
application, which is the Positron Emitted Tomography (PET); it showed promising results but is not 
applied for diagnosis yet [59].  Because of the higher cost, CT and MRI are to be used only for 




2.6.4  TRUS  
TRUS is typically used to measure the size of the prostate and visually identify tumors. A probe 
inserted into the rectum emits ultrasonic impulses against the prostate. The images are projected on a 
monitor, so the physician can examine the gland and surrounding tissue for tumors. Since TRUS is 
able to accurately reveal the peripheral zone—the region where most cancers develop—it is 
advocated for prostate cancer screening. However, it became clear that sonography lacked both the 
sensitivity and the specificity to be used for early detection. Currently, sonography is primarily used 
for screening and to help guide needle placement for transrectal systematic prostate biopsies. 
However TRUS is favored than both MRI and CT scans because of its simple and small 
instrumentation where the machine can be transferred to the patients’ room. Moreover, it doesn’t need 
special setup in the hospitals and it allows for real time image visualization. 
2.6.5 Doppler Ultrasound 
It is well known that to allow growth and infiltration, the tumour needs sufficient oxygen and 
nutrients to be supplied by the surrounding blood vessels. Therefore, it is assumed that the tumour 
changes the metabolism and the environment of its surrounding. This change in local blood vessels 
can be studied by Doppler ultrasound [53].  Color Doppler sonography depicts flow within the 
prostate gland and can better locate tumors that are otherwise invisible on gray-scale imaging. 
However, color Doppler signal alone often lacks sufficient specificity [60].  Doppler US has 
improved positive prediction rate, however, there are some limitations for Doppler imaging for cancer 
detection. Since prostate cancer is not highly vascular, then Doppler ultrasound is insufficient for 
determining a biopsy strategy [61]. It is also shown in [53] and [61] that the Doppler US is poor in its 
sensitivity and it should be used in conjunction with TRUS. 
2.7 Elastography 
A new prostate cancer diagnostic modality is elastography or strain imaging that visualizes the 
local stiffness of tissues using TRUS. It was first introduced in 1991 and introduced to prostate cancer 
diagnosis in 1998 [62, 63], however it still lacks real time capabilities. A fast algorithm was 
introduced in 2000 [64, 65] that allows elastography to be used in adjunct to DRE, PSA and TRUS 
for prostate cancer diagnosis in certain clinics. Yet elastography is still under clinical evaluation and 
not used widely. 
2.8 Computer Aided Diagnosis (CAD) using TRUS 
Transrectal Ultrasound (TRUS), introduced in 1971 [35], provides information about the size and 
shape of the prostate.  In the late 1970's and early 1980's the technology progressed, allowing two 
clearly distinct zones to be identified within the gland, but was deficient in detecting tumors. In the 
mid 1980's, higher frequency transducers were introduced, resulting in higher image resolution and 




safety record, its real time visualization and its simplicity to use. Therefore, TRUS has become the 
dominant imaging modality for diagnosis of prostatism, detection and staging of prostate cancer. 
2.8.1 Ultrasonic Imaging 
Ultrasonic systems use transducers that act as transmitters and receivers in a pulse echo mode. A short 
voltage pulse excites the transducer and it generates a brief ultrasound pulse. Each pulse comprises a 
series of alternating compressions that propagate through the body. As the pulse travels, its pressure 
amplitude is progressively decreased by absorption and is partially scattered by tissue density changes 
and propagation velocity. Tissues usually produce weak scattering so that most of the ultrasonic 
energy continues traveling deeper in the body. A part of the backscattered pressure pulses propagate 
back to the transducer, which integrates those echo pulses, and generate the RF signal. The envelope 
of the RF signals is used to create the images along a line corresponding to the transducer orientation 
[66].  The image resolution increases as the frequency increases, however tissue attenuation increases 
with the frequency. Accordingly, deep organs that require deep penetration are imaged using low 
frequencies, while sections of the eye are examined at high frequencies to achieve high resolution. 
2.8.2 Modes of TRUS data analysis 
Although ultrasound imaging is a popular tool for prostate cancer diagnosis, it results in poor 
accuracy in early prostate cancer diagnosis. In addition, inaccurate ultrasound images might lead to 
lots of misled biopsy operations to be performed, and to a random needle biopsy locations which 
might miss the cancerous regions. CAD is being investigated in order to obtain the best out of the 
TRUS technology. CAD using ultrasound imaging is based on extracting parameters from the 
returned echoes in order to identify the tissue type present in the image. The first parameter is RF 
signal that is extracted from the returned echoes prior to machine processing. This parameter was 
used for prostate tissue characterization using spectral features where the power spectrum of the RF 
signal is linearized and some features such as y-intercept and mid-band are extracted from the 
linearized power spectrum [66, 67, 68]. The second parameter is the image texture where features are 
extracted from the image after the echo processing is performed. Such texture parameters include the 
statistical characteristics of the grey level distribution in the image. This parameter was applied to 
prostate cancer diagnosis [69, 70, 71]. 
Using the RF signal has the advantage of being free from the machine processing distortion. While 
for the image texture applications, data is easier to collect and implement visually. 
2.8.2.1 CAD using RF signals 
The B-mode Ultrasound images might suffer from some degradation due to the coherent nature of 
ultrasound that causes speckle noise. Therefore, the RF signals are used when available for some 
diagnostic applications. RF signals that are acquired at the transducer terminals are used to avoid the 
non-linear transformation effects from the RF signal to the image form. Spectral techniques have been 




demarcated spatial region. This mode is mainly used in database studies that elucidate parameter 
values indicative of specific disease [66, 67]. The other mode generates spectral parameter images 
that can be used for pattern recognition where a separate image is generated for each parameter 
(midband image, slope image) [66]. These images are used to differentiate between different tissues 
in the organ. 
2.8.2.2 CAD using TRUS Images 
Computer Aided Diagnosis (CAD) for prostate cancer requires four major steps: segmentation, ROI 
identification, feature analysis, and classification. The accurate detection of prostate boundaries from 
ultrasound images (Segmentation) plays an important role in several applications such as the 
measurement of prostate gland volume. Many efforts have been done in the segmentation process, 
which makes it well established [72], [73]. ROI identification is highlighting the most probable 
cancerous regions in the gland, a step that is normally achieved with the help of expert radiologist. 
This step is crucial as studying the whole image will lead to distorted features and will not reflect the 
medical condition. Promising results are obtained using Gabor multi-resolution analysis in [71]. 
Feature analysis is mainly constructing features from the TRUS image as well as selecting the most 
discriminatory features among the constructed ones.  The constructed features could be statistical 
features, spectral features or model based features. Co-occurrence matrices are the earliest used 
feature construction methods in [69] for prostate cancer diagnosis. Where the second order features 
using co-occurrence matrices are constructed and analyzed to rank these features according to their 
discriminatory power.  While in [70] a combination of statistical features as well as features 
constructed from the RF data are used for prostate cancer diagnosis.  In some cases, the constructed 
features might have some redundant and correlated information therefore feature selection algorithms 
are applied for the first time for prostate tissue characterization using TRUS images in [71] 
Following that, is the classification stage, which depends mainly on the quality of the constructed / 
selected features and the precision of the classifier. Tissue typing in the TRUS image attempts to 
differentiate the cancerous and the non-cancerous regions. Different classifiers have been applied for 
this task such as ANN in [15], Fuzzy Inference System (FIS) in [70], KNN, DT and SVMs in [71]. 
2.9 Conclusions 
In this Chapter an over view of the prostate gland anatomy, its different diseases as well as the 
different diagnosis methods were given. Further, different cancer diagnosis and staging schemes were 
summarized and different imaging modalities used for prostate tissue characterization were briefed. 







Given the outlined TRUS image (only the gland) for the suspected patient, the first step in the 
proposed CAD system is to identify the suspicious ROIs. This task is achieved using multi-resolution 
analysis by applying Gabor filters that are capable of segmenting textured images according to the 
frequency response of its pixels. The typical texture segmentation assigns to each pixel a feature 
vector representing the response of that pixel to each of the filters in the Gabor filter bank. A simple 
clustering algorithm such as k-means is then used to segment the image according to each pixel’s 
feature vector. The pixels that have similar response to the same filters are assigned to the same 
cluster. This texture segmentation process was successfully applied to segment some test images to 
several regions that are then compared to the gold standards. A modified version of the texture 
segmentation algorithm is designed in this chapter and then applied to the TRUS images where the 
suspected ROIs are segmented and highlighted. At this stage, the doctor expertise is incorporated in 
the decision making to identify those regions. The expertise information is achieved by examining the 
radiologist identified regions and extracting important information from these regions such as the 
length of the contour of the selected regions as well as their frequency level. This information is then 
integrated to the ROI segmentation algorithm, which reduces the number of candidate regions that are 
then considered for further analysis. The process of using multi-resolution analysis to identify the 
ROIs is explained in the following sections. 
3.2 Typical Gabor Texture Segmentation Process 
Multi-channel filtering is an excellent method for texture investigation. By processing the image 
using multiple resolution techniques, it is decomposed into appropriate texture features that can be 
used to classify the textures accordingly [74]. 
From the fact that texture exhibits a sort of periodicity of basic patterns, it can be concluded that 
different objects are identified based on their texture properties. The Human Visual System (HVS) is 
formed of a number of independent narrow band filters tuned to different frequencies. In the HVS 
system, people use three features for texture analysis, mainly repetition, directionality and 
complexity. Repetition and directionality are represented by frequency and orientation, while 
complexity relates to the complexity of texture. Therefore, a model for the HVS interpretation of 
texture has been developed based on multi channel filtering of narrow bands. Simple cells in the 
visual cortex were found to be sensitive to different channels of various spatial frequencies and 
orientations. Since texture repetition can be represented by frequency and directionality by 





Gabor filters have been successfully applied for many different applications such as segmentation of 
textured images [74, 77], edge detection [78] and retina identification [79]. However, the design of 
these filters remains an open issue [80]. This is because there are several approaches used to design 
the filter bank and lots of debate is present between these approaches. One of these approaches 
employs a large bank of filters [74] where the filter parameters are predetermined by an ad-hoc 
procedure and are not necessarily optimized for a specific task. Yet, some segmentation tasks may not 
require all these filters for better performance or may not bear the computational burden imposed by 
the large filter bank. In addition, the filter bank produces a feature vector that is usually high in 
dimension.  In contrast, the second filter design approach is based on designing and optimizing the 
filters to fit a pre-existing segmentation problem [80]. 
The typical process of texture segmentation using Gabor filters is based on the first approach. When 
generating texture features using multi-channel filters, two stages should receive special 
consideration. First, the characterization of the filters (e.g. parameters, number, orientation, and 
spacing) must be selected carefully. Second, feature extraction from the raw filter outputs (filtered 
images) should be performed to improve the feature set. 
Therefore, Gabor filter based segmentation process typically consists of the following steps:  
• It first involves a proper filter bank design that should be tuned to different spatial 
frequencies and orientations to cover the spatial frequency space.   
• The image is then decomposed into a number of filtered images corresponding to 
different filters,  
• Next, the features are extracted from these images.  
• Finally, the pixels are clustered in the feature space to produce segmented image. Figure 
3-1 shows a schematic diagram of the texture segmentation process [75, 76]. 
3.2.1 Gabor Filter Implementation 
When generating texture features using multi-channel filters, two primary issues must be addressed.  
The first issue deals with the functional characterization of the channels as well as their number, 
orientation and spacing. The second issue deals with extracting significant features by data integration 
from different channels.    
Gabor filters have the ability to perform multi-resolution decomposition due to its localization both in 
spatial and spatial-frequency domains. Texture segmentation requires simultaneous measurements in 
both the spatial and the spatial-frequency domains. Filters with smaller bandwidth in the spatial-
frequency domain are more desirable as they allow finer distinctions [74]. On the other hand, accurate 
localization of texture boundaries requires filters that are localized in the spatial domain. However, 
normally the effective width of a filter in the spatial domain and its bandwidth in the spatial-
frequency domain are inversely proportional. The Gabor filter is well suited for this kind of problem 
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In terms of functionality, the Gabor function in the spatial domain is a Gaussian modulated sinusoid. 
For a 2-D Gaussian curve with a spread of σx and σy in the x and y directions, respectively, and a 






























                                                        3-1 
In the spatial-frequency domain, the Gabor filter becomes two shifted Gaussians at the location of the 
modulating frequency. The equation of the 2-D frequency response of the filter is given by: 
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The selection of σx, σy determines the resolution in both the spatial domain and the spatial frequency 
domain. Low values of σx, σy lead to better spatial resolution while their high values favour 
frequency resolution. Usually on segmenting an image, short spatial intervals are favourable in order 
to be able to approximate the boundary between different textures. However, smaller frequency 
bandwidths are preferable in order to facilitate texture discrimination. Unfortunately, the spatial 
extent and the spatial frequency bandwidths are inversely proportional. These conflicting goals of 
simultaneous spatial and frequency resolutions are referred to as the Uncertainty principle and are 
explained in [75].  A Gabor function has an interesting property, which is the optimal joint resolution 
in both the spatial and the spatial frequency domains; this property is explained in [82] and is 
summarized as follows: 
If Δx represents the resolution in the spatial domain and Δu represents the resolution in the spatial 
frequency domain then the joint resolution is bound by the inequality: 
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The one dimensional Gabor function achieves the equality of this formula, the case for 2-d Gabor 
function is shown in [82]. 
Moreover, the position (u0, φ) of Gabor filters in the frequency domain is supposed to be carefully 
setup to capture essential texture discrimination information. This is an important issue because 
centre frequencies of channel filters must agree very closely with the emergent texture frequencies. 
Otherwise, the channel frequency responses fall off too rapidly within a small neighborhood of the 
centre frequencies. If achieving this task is not possible; then the global solution is to spread filters 
throughout the frequency domain field to capture salient information. By providing near uniform 
coverage of the spatial-frequency domain with Gabor filters, the problem of selecting central 
frequencies is avoided. Jain and Farrokhnia [75] used a bank of even symmetric Gabor filters to 
characterize the channels. This is represented in equation 3.2 where two Gaussians appear in the 
spatial-frequency domain. The frequency u0 and the rotation angle φ define the centre location of the 




domain are created. The output images from the filters are then used for texture segmentation that 
depends mainly on the response of the pixels to each of the filters. 
3.2.2 Texture Segmentation 
The process of texture segmentation used for the test images is summarized in the following steps, 
which will be explained in the following sub-sections: 
• Filter bank design. 
• Decomposition of the input image using the filter bank. 
• Feature extraction. 
• Pixels clustering in the feature space. 
3.2.3 Filter Bank Design and Decomposition of the Image 
The parameters of the filter should be chosen by selecting a set of frequencies and orientations that 
cover the entire spatial-frequency space, and capture texture information as much as possible. Two 
orientations are tested in this work for the Brodatz images: the first is 30o as recommended in [74], 
and the second is 45o as recommended in [75]. It is expected that the 30o will give better results as we 
do finer orientation, which means capturing more features than the 45o orientation. However, the 
candidate method is more expensive. The frequencies that are used for filters are inspired from [74]: 
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For the case of 30o, the number of filters required is more than that in case of 45o for the same image 
width. The filters with very low frequencies ( 22,21 ) can often be left out as they capture spatial 
variations that are too large to be considered texture [75]. The variable σx is determined by setting FB  
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The above-proposed parameters are used in this work so that the filter can accurately capture the 
texture information. Centre frequencies of channel filters must be close to the characteristic texture 
frequencies, otherwise the filter responses will fall off rapidly [74]. A representation of the filter bank 





Figure 3-2 The filter bank in the spatial frequency domain 
By applying this filter bank to the image, it results in decomposing the image to a number of 
images that are equal to the number of filters used. Each image corresponds to the response of the 
pixels to one of the filters used. These images are composed of a real part and an imaginary part. 
Feature extraction from these filtered images is important in order to get the information needed for 
segmentation. Different feature extraction methods are explained in the next section. 
3.2.4 Image Feature Extraction 
Filter outputs by default are not appropriate for identifying key texture features. A number of 
feature extraction methods are proposed in literature to extract useful information from the filter 
outputs. Some feature extraction methods are reviewed in [74] and some of which are tested on the 
test images in this work that mainly include: 
1. Using the Magnitude Response, where the texture identification can be performed based on 
the magnitude of the output of the Gabor functions. In the case of a filter that matches the particular 
texture, the magnitude of the output is large to allow identification. 
2. Applying the Spatial Smoothing where Gaussian smoothing is known to improve the 
performance of Gabor filters for texture analysis. Post filtering the channel amplitudes with Gaussian 
filters having the same shape (standard deviation) as the corresponding channel filters is 
recommended in [76]. 
3. Using only the Real Component: Jain and Farrohknia [75] used the real component of the 
images obtained by a bank of even symmetric Gabor filters to characterize the channels. 
4. Using Pixel Adjacency Information is suggested in [75]  where using this method is valid for 
synthesized images due to the fact that pixels belonging to the same texture are close to each other, so 
they should be clustered together. However, this will not perform well in the case of TRUS images as 
the cancerous region might be small, therefore, applying this method will blend the cancerous region 




5. Sigmoidal Function: Using a Non Linear Sigmoidal function that saturates the output of the 
filter where each filtered image was subjected to a Sigmoidal non-linear transformation [75] that can 
be interpreted as a blob detector. It is indicated by: 
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Where α is an empirical constant, α = 0.25. The logic presented in [75] was that most textures can 
be characterized by blobs of different sizes and orientations. 
At the end of the feature extraction step, a set of feature images extracted from the filter outputs is 
available for clustering. Pixels that belong to the same texture region have the same texture 
characteristics and should be close to each other in the feature space (their response to the Gabor 
filters will be close to each other). The final step for the texture segmentation is unsupervised 
clustering where pixels are clustered into a number of clusters representing the original texture 
regions. Labeling each cluster will yield to segmented image. K-means clustering algorithm is used 
for that purpose. 
3.2.5 Clustering in the Feature Space 
At the end of the previous stage, we are usually left with a set of feature images extracted from the 
filter outputs. Pixels that belong to the same texture region have the same texture characteristics, and 
should be close to each other in the feature space (i.e., their response to the Gabor filters will be close 
to each other). The final step in unsupervised texture segmentation is to cluster the pixels into a 
number of clusters representing the original texture regions. Labeling each cluster usually yields to 
the segmented image.  
Different approaches were applied earlier for the image clustering process such as K- means [81] and 
K-means iterative Fisher (KIF) [80]. The k-means clustering algorithm is used for the test Brodatz 
images in this work for simplicity. However, this means we have to provide the algorithm with the 
number of clusters beforehand, which means the number of different textures in the image is 
previously known. 
K-means starts by assigning the cluster centers to random points in the input set. Then it starts 
calculating the distance from each point to its nearest cluster center- based on the Euclidean distance- 
the next step is to recalculate the cluster centers as the mean of each cluster. The algorithm works 
iteratively by assigning the points to their nearest cluster center, updating the cluster centers until it 
converges and no more changes can be made. When clustering is done, each pixel is labeled with its 




3.3 Experimental Results 
Gabor Filter outputs by default are not appropriate for identifying key texture features. A number of 
feature extraction methods are proposed in literature to extract useful information from the filter 
outputs, some of which include: 
1. Using the Magnitude Response,  
2. Applying the Spatial Smoothing  
3. Using only the Real Component of the output image  
4. Using Pixel Adjacency Information feature due to the fact that pixels belonging to the 
same texture are close to each other, so they should be clustered together. However, this 
will not perform well if there are some texture regions that are not adjacent in the image. 
5. Using the non-linear Sigmoidal function. 
The effects of these five methods are examined in this section. Where spatial smoothing can be 
applied to any of the above-mentioned methods, and is well known to enhance the performance of the 
segmentation processes as it suppresses large variations in the feature map in areas, which belong to 
the same texture. However, too much smoothing can have a negative effect on the localization of 
texture region edges. Each filter output is smoothed using a Gaussian smoothing function that 
matches the corresponding filter spatial Gaussian curve [80]. 
Figure 3-3 shows a five texture image taken from the Brodatz texture album [83]. Figure 3-4 and 
Figure 3-5 show a comparison between the different feature extraction methods applied to this image. 
 
Figure 3-3 Five texture Brodatz image 
From Figure 3-4 and Figure 3-5, it can be subjectively argued that the smoothed magnitude response 
will perform better than the other methods as it captures most of the right side texture information 
while, on the other hand, the real and smoothed real response as well as the Sigmoidal function 
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Figure 3-4 Applying the Sigmoidal function to the filter output 
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Figure 3-5 Using the magnitude and the real response from the filter output 
3.3.1 Brodatz Images Segmentation Results 
The multi-channel approach discussed in the previous sections is implemented and tested against a 
number of texture images from the Brodatz album due to their popularity in this area. Figure 3-6 
shows the segmentation result of the Nat-5c five-texture image from the Brodatz album. The figure 
shows the segmentation based on orientation separation of filters of 30o. Figure 3-7 shows the 





Figure 3-6 Segmentation of Nat-5c image using magnitude response and 30o orientation 
separation. 
It is clear from the results that the filter set at 30o separation is performing much better than the other 
set. This was expected as at the 30o orientations we can cover more of the spatial frequency space, 
which results in capturing more texture information. It is also observed that the texture boundaries are 
well localized to some extent. However, we do not get sharp localization due to the smoothing that 
was done as a post-processing step to the magnitude of filter outputs. To visualize the effect of 
smoothing response, segmentation of the same image without smoothing was tested and the result is 
shown in Figure 3-8. 
 
Figure 3-7 Segmentation of the Nat-5c image using the magnitude response for feature 
extraction using 45o orientation separation 
 




The effect is clear and shows that smoothing suppresses the variations in the texture features within 
the same texture. Non-smoothed segmentation is severely affected by this variation and the result 
suffers non-contiguous labeled regions opposing to the case of the smoothed segmentation. 
Segmentation based on different feature extraction methods is also tested in this work on four texture 
image. The methods used are: 
• Magnitude response. 
• Real response. 
• Pixel adjacency information. 
In addition, the effect of the orientation separation is also tested in this work. The results of this test 
are shown in Figure 3-9, Figure 3-10, Figure 3-11 and Figure 3-12. The magnitude response gives the 
best result when combined with pixel adjacency information, as excellent segmentation of the four 
texture image was achieved. 
 
Figure 3-9 The original texture image and the segmented one using Magnitude response, 
orientation of 30, and pixel adjacency. 
 






Figure 3-11 Segmented image using magnitude responses, orientation of 45, and no pixel 
adjacency. 
 
Figure 3-12 Segmented image using real response, orientation of 30, and no pixel adjacency 
 
Figure 3-13 16 texture image and segmented image using Magnitude response pixel adjacency 
and 30o orientation. 
For the previous figures, it is shown that the magnitude response produces better results especially 
when using an orientation of 30o. When it is combined with pixel adjacency, it gives excellent 
segmentation for the four and sixteen texture images, which is clear from Figure 3-13 . In the case of 
the five texture image, the implemented algorithm for the pixel adjacency is not suitable as it 
consideres only the vertical and horizontal neighbors to affect the pixel. However, this image still 
gives an excellent segmentation result using the magnitude response and orientation of 30o, which is 





Figure 3-14 Segmentation of Nat-5 image; smoothed magnitude response and orientation of 300 
3.4 TRUS ROI Segmentation 
The results from the above section were very promising. The same technique was applied for the 
TRUS images with a slight change. For the TRUS images, it was found that there is no need for 
filling the frequency domain with filters as the changes in the TRUS images usually occur at high 
frequency. Therefore, the proposed algorithm offers only one Gabor filter located at high frequency 
for this specific application. To save the computation effort in order for the algorithm to be applied 
online during performing the imaging process, only the filtered image resulting from that filter is then 
segmented. 
3.5 Gabor Filter Design for TRUS Images ROI Segmentation 
The Gabor filter proved providing simultaneous optimal resolution in both the spatial domain and the 
spatial frequency domain. The typical symmetrical even Gabor filter was explained in detail in 
section 3.2.1. In this work, the same design scheme for the Gabor filter was applied successfully for 
the Brodatz test images. Therefore, in the proposed algorithm the even symmetric Gabor filter was 
tailored to fit the TRUS image segmentation problem. The impulse response of the even symmetric 
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It is represented in the spatial frequency domain by: 
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The filter results are sensitive to selecting the filter parameters that are set using an ad-hoc method 
that optimizes the matching between the radiologist marked regions and the Gabor filter segmented 
regions. These filter parameters are:   
• Frequency and Angular bandwidths: Considering the goal of our work to mimic the 




HVS. Therefore, the frequency and angular bandwidths BF and Bθ are set to constant values 
to match the psycho-visual data. 
• The filter frequency F is set to the biggest possible value shown in [75] due to the fact that 
the TRUS images practice relatively high frequency changes.  
                  2)4/( cNF ≅  Cycles/image width                                                                          3-9                           
• The variable yσ is set equal to the variable   xσ  in order to obtain a circular Gaussian to 
obtain a constant spatial extent in all directions. These variables are calculated by setting 
BF to 1 octave. 
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A sample Gabor filter was implemented for visualization purposes using the above parameters. It is 
shown in the spatial-frequency domain and the spatial domain is shown in Figure 3-15 and Figure 
3-16 respectively. 
 





Figure 3-16 The Gabor function in the spatial domain 
3.6 Image Filtration in the Frequency Domain 
The raw TRUS image as well as the segmented prostate mask and the suspicious regions marked by 
the radiologist are the inputs for the algorithm. The steps of filtering the image in the frequency 
domain are as follows: 
1. The original TRUS image is read and displayed; a sample of that image is shown in Figure 
3-17 
2. The mask obtained from the manual segmentation is then used to obtain the segmented 
prostate. 
3. The size of the segmented prostate image is then obtained and is used to determine the filter 
frequency using equation 3.8 as well as the variables σx and σy from equation 3.10. 
4. The image is transformed to the frequency domain where a real component and an imaginary 
component of the image are obtained. 





6. Next, some of the feature extraction methods explained in section (3.2.4) are applied to the 
image real and imaginary components: 
a. As the results of the Brodatz images recommend, the magnitude response is used for 
the TRUS images. The magnitude response is able to capture fine textures in the 
Brodatz images and because the TRUS images’ textures are usually fine, the 
magnitude response is used. 
b. The pixel adjacency is suitable for some of the synthesized images as pixels 
belonging to the same texture are close to each other, therefore they should be 
clustered in the same cluster. However, this process was not appropriate for the 
TRUS images and is not expected to perform well as the cancerous region might be 
small; therefore applying this method will blend the cancerous regions into the 
neighboring regions. 
c. Gaussian smoothing was also recommended by the Brodatz images’ segmentation 
results, where a Gaussian filter is used to smooth the output of the Gabor filter. The 
standard deviation of the Gaussian filter is chosen to be the same as that of the 
corresponding Gabor filter as recommended in [74]. The smoothing obtained better 
results for the TRUS images as it suppresses the noise that is usually present in the 
ultrasound images.  
7. The contours of the ROIs of the Gabor filtered TRUS images are obtained according to the 
frequency levels of the output image.  
8. A comparison between the original TRUS image, the segmented TRUS image without any 
filtering, the segmented unsmoothed Gabor filtered TRUS image, and the segmented 
smoothed Gabor filtered TRUS image is shown in Figure 3-18. It is clear from the figure that 
the smoothed Gabor filtered image obtained the best segmentation. Therefore, this method is 
used for the ROI segmentation throughout this thesis. 
9. The output of the algorithm stages is shown in Figure 3-19 where (a) represents the input 
image, (b) represents the magnitude response of the Gabor filtered image, (c) represents the 
smoothed version of the Gabor filtered image that is then segmented and the segmentation 
results is shown in (d). It is clear from the figure that the implemented algorithm did capture 
the cancerous regions as well as some other regions. The suspicious ROIs are then selected 
among the identified regions by incorporating the doctors’ expertise information into the 











Figure 3-18 a- The original TRUS image, b- The segmented original TRUS image, c- The 






Figure 3-19 Stages implemented to obtain the segmented TRUS image, a- TRUS image, b- 
Gabor filtered TRUS image, c- smoothed Gabor filtered TRUS image, d- Segmented TRUS 
image 
3.7 Expertise Information Incorporation 
The expert radiologist identified regions were examined in this work and their properties were 
translated into features. This was achieved by the following steps: 
1. The available TRUS images are segmented using the proposed algorithm. 
2. The segmentation algorithm assigns some features to each segmented regions which are: 
a. The region’s contour length 
b. The region’s contour location 
c. The region’s contour frequency level  
3. For each segmented region that matched the radiologist identified regions the above features 
were recorded. 
4. Some of these features are used as criteria for the implemented algorithm. The used features 




for the algorithm in order not to miss any suspicious regions i.e. to be able to identify the 
suspicious region regardless of their location. 
5.  The above explained criteria are integrated into the proposed segmentation algorithm and the 
algorithm is then applied to all the available TRUS images.  
Therefore, the final segmentation algorithm obtains identified regions that have the spatial domain 
information blended with the frequency domain information as well as the expertise information. 
3.8 Results and Discussion 
Using the Gabor multi-resolution analysis showed excellent results in recognizing the ROIs selected 
by the expert radiologist. The radiologist used his intuition to identify these regions; the proposed 
algorithm did convert the radiologist instinct to features and conditions. The proposed algorithm did 
use the hidden information extracted from the radiologist’s decision and used this information to get 
to the suspicious regions. Therefore, in some situations the proposed algorithm did identify some 
regions that were not recognized by the radiologist and satisfy the previously set conditions explained 
in section (3.7). The obtained results are discussed in the coming sections and figures. The figures 
show the original TRUS image with the radiologist stained regions to the left, the regions segmented 
by the Gabor filters in the middle as well as the selected ROIs using the expertise knowledge to the 
right. The proposed algorithm is capable of identifying the ROIs under different circumstances that 
are shown in the following subsections. The results that are discussed in section 6.2 also prove the 
power of the proposed segmentation algorithm.  
3.8.1 Typical prostate shape 
The proposed algorithm was successful in capturing the suspicious ROIs from the TRUS images with 
typical prostate shape. Image registration was used earlier in [84] for identifying cancer regions for 
the typical prostate shape as well as for the atypical prostate shapes. Image registration needs 
numerous modeling process; moreover, it assigns certain locations in the gland to contain cancerous 
regions. However, the proposed algorithm didn’t have this modeling difficulty and it didn’t pre-assign 
the location constraint to the candidate regions. Therefore, the proposed algorithm is more robust and 
is able to identify suspicious regions even if these regions are not in a high cancerous probability 
locations. For the typical gland shape, Figure 3-20, Figure 3-21 and Figure 3-22 show that the 
algorithm was successful in identifying most of the doctor’s identified regions in the typical gland. 
The proposed algorithm did capture the information that was hidden in the radiologist’s decision and 
can’t be seen by the naked eye. In addition, the algorithm also recognized regions that were missed by 
the radiologist, yet, still carry the same information of the radiologist identified regions which proves 






Figure 3-20 typical prostate shape and its corresponding ROIs 
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Figure 3-21 typical prostate shape and its corresponding ROIs 
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Figure 3-22 typical prostate shape and its corresponding ROIs 
3.8.2 Unusual Prostate Shape 
The algorithm also shows robustness even if the prostate shape is not the typical walnut shape, a 
condition in which cancerous regions are most probably lost using the spatial location constraint 
discussed in section (3.8.1). The efficiency of the proposed algorithm is clear from Figure 3-23, 
Figure 3-24, Figure 3-25, Figure 3-26 and Figure 3-27 where the regions that were marked by the 
doctor were recognized in addition to more regions like region number 9 in Figure 3-23 and region 
number 1 in Figure 3-25. These extra regions did have the same texture features as the regions 
identified by the radiologist, yet, the radiologist failed to identify them. This result proves the 
robustness and superiority of the proposed algorithm even for the atypical prostate shape, a case that 
is sometimes confusing the registration methods. It is also clear from Figure 3-23 and Figure 3-26 that 
the proposed algorithm did recognize regions that are not located in the highly suspicious cancerous 
locations, which is an advantage to that algorithm. Moreover, Figure 3-27 shows that the radiologist 
marked a big area to the top of the prostate image, yet, the proposed algorithm was more precise in 








Figure 3-23 Example 1 of ROIs for Atypical Prostate Gland 
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Figure 3-27 Example 4 of ROIs for Atypical Prostate Gland 
3.8.3 Recognizing relatively big cancerous regions 
It is clear from Figure 3-28,  Figure 3-29, Figure 3-30 and Figure 3-31 that the algorithm is not only 
capable of capturing fine cancerous regions but is also capable of recognizing relatively big cancerous 
regions regardless of either the prostate shape or the spatial location.  This result proves the 
supremacy the proposed algorithm has over the registration methods and the spatial location 
contained based methods. The algorithm can even recognize cancerous regions when it occupies the 
bigger portion of the gland as shown in Figure 3-31 Recognizing relatively big regions . Moreover, 
these regions are identified in more detailed manner. In fact, the resulting ROIs can be considered as a 
detailed image that contains much more information than the manually segmented image. Therefore, 





Figure 3-28 Recognizing relatively big regions 1 
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Figure 3-31 Recognizing relatively big regions 4 
3.8.4 Recognizing Relatively Small Cancerous Regions 
The proposed algorithm showed excellent recognition even for small cancerous regions and this is 
clear from Figure 3-32 and Figure 3-33. The proposed algorithm recognized suspicious regions that 
might have been missed by the radiologist. This proves its ability to follow the pre-set criteria 
consistently and obtain suspicious regions that were overseen by the radiologist. Moreover,  the 
proposed algorithm is expected be an excellent assistive tool for the radiologist that attracts his 
attention to these regions and help in the decision making process. Moreover, the algorithm did 

















Figure 3-33 TRUS image with small cancerous regions  
3.8.5 Recognizing Different Locations for Cancerous Regions 
The proposed algorithm is also able to identify suspicious regions regardless of both their location in 
the TRUS image and the shape of the prostate gland. This can be seen from Figure 3-34, Figure 3-35, 
Figure 3-36 and Figure 3-37 where the radiologist recognized the bottom region in Figure 3-34, the 
top region in Figure 3-35 and a region to the right of the TRUS image in Figure 3-36 and the 
algorithm did recognize all these regions. The algorithm also recognized some isolated regions from 
the radiologist marked region in Figure 3-37. The segmentation results shown in Figure 3-35 proved 
the ability of the algorithm to capture regions that would have been missed if a spatial location criteria 
or a registration method was used. Moreover, the results in Figure 3-37 showed a finer segmentation 
than the radiologist’s segmentation that will facilitate the biopsy needle location choice. Furthermore, 
the ROI segmentation results shown in Figure 3-36 proved the ability of the algorithm to highlight 
another suspicious region that was not identified by the radiologist.  
2
 
Figure 3-34 Cancerous region in the bottom of the TRUS image 
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Figure 3-37 Cancerous region in the bottom and right of the TRUS image 
In the above sections, it was shown that the proposed ROI segmentation algorithm is superior to 
different ROI segmentation methods due to the following: 
• It is superior to the manual segmentation as radiologists usually correlate the lower echogenic 
regions in the peripheral zone of the prostate as being cancerous [85]. However, this tumor 
identification method produces low specificity [86]. On the other hand, the proposed 
algorithm highlighted regions that follow the same texture pattern of the radiologist identified 
regions, but are either located in the transition zone or are not darker than the other regions, 
and therefore were unrecognized by the radiologist. 
• The proposed algorithm is also superior to the methods that used image registration as it 
didn’t take into consideration the ROIs location and was able to identify ROIs in any location 
of the image.  
• Moreover, the proposed algorithm saved plenty of time and computational effort as it used 
only one Gabor filter that is designed specially to fit the TRUS image segmentation problem.  
• It also doesn’t need to extract computationally demanding textural features from the whole 
image like the previous methods that divided the image into 18x18 squares and analyzed each 
square separately [15]. Dividing the image into squares might lead to the study of a square 
that might have mixed cancer and non-cancer tissues. 
• In contrary to the previous algorithms the proposed algorithm doesn’t need any training data 
to learn from. As once the radiologist marked regions’ features discussed in section (3.7) are 
set in the design stage, they can be applied to any TRUS image. 
• The proposed algorithm is able to extract finer regions, which will help in the guidance of the 




• Unlike the previous methods, such as the approach presented in [70] that requires prior 
knowledge of the type of tumor (whether hypoechoic, hyperechoic or isoechoic). No prior 
knowledge of the tumor appearance in the image is required by the proposed algorithm.  
3.9 Conclusions 
In this chapter a novel ROIs identification method was introduced that depends mainly on the Gabor 
multiresolusion analysis. This method is composed of several stages. First, the TRUS image was 
filtered using a high frequency Gabor filter. Next, the magnitude response of the filtered image was 
smoothed using a Gaussian filter. The following step is to segment the image according to the pixels’ 
frequency level, where the pixels having close frequency level were assigned to the same cluster. And 
finally the experts’ information is incorporated into the algorithm and highly suspicious regions are 
identified. The ROI identification results are excellent where most of the radiologist marked regions 
were identified by the algorithm. Furthermore, additional regions were identified that were not 
selected by the radiologist. Therefore, further analysis of the texture of the identified ROIs is 
important. Several texture analysis methods were implemented and the analysis results are shown in 










Statistical Feature Analysis 
4.1 Introduction 
The output of the previous stage, as discussed in Chapter 3, is some suspicious ROIs that were 
identified using a novel ROI identification technique. The proposed ROI identification method 
depends on the response of each pixel to a Gabor filter where pixels that possess a similar response to 
the filter were assigned to the same region. Moreover, some information was extracted from the 
doctor’s stained regions, on the TRUS images, such as the length of the region’s contour and the 
frequency level of the region. The proposed algorithm did capture the regions that were stained by the 
doctor in addition to some regions that were not identified by the doctor although these missed 
regions posses the same hidden textural features. The identified ROIs are further analyzed in the 
coming chapters in order to complement the proposed recognition algorithm by digging into the 
ROIs’ texture features in order to extract important information from these ROIs.  The analysis of the 
ROIs was achieved using the ROIs image texture features. The feature construction methods used in 
this chapter already exist in the literature, however, their combination and application to TRUS 
images is implemented for the first time. Therefore, this chapter is considered an application based 
research that focuses mainly on the TRUS image characteristics and the features that can enhance the 
tissue characterization process.  It should be noticed at this stage that the gold standards that are 
available for this research are the radiologist identified images, which makes the obtained results 
bound by the radiologist’s view. Better recognition rates are expected when pathology identified gold 
standards are available. 
Typically, image features can be based on individual pixels (e.g., pixel intensity level or the distance 
between two pixels with certain grey level), on areas (the detection of regions having specific shapes), 
on transformations (wavelet, Fourier, etc.) of the original data, or on time (the change in an image 
since the last examination) [44, 87, 88, 89]. Classification, comparison, or analysis of medical images 
is performed usually in terms of a set of features constructed from the images. Usually this is 
necessary for one or more of the following reasons: 
1. Reduction of dimensionality:  
It is worthwhile to express structure within images and similarities between images in ways that 
depend on fewer, higher-level representations than their pixel values and relationships. It is important 
to show that the reduction adds information that is important to the task. 
2. Incorporation of cues from human perception:  
Much is known about the effects of basic stimuli on the visual system. Moreover, in many 




the training of radiologists). Utilizing the appropriate features allows for the incorporation of that 
experience into automated analysis. 
3. Transcendence (extension) of the limits of human perception:  
There are many properties (e.g., some textures) of images that cannot be perceived visually, but 
could be useful in characterizing the images. Features can be constructed from various manipulations 
of the image such as the higher order statistical features that make those properties evident. 
Feature analysis is better to be operator independent in order to get rid of the operator mistakes that 
affect the recognition consistency depending on different operators and their circumstances. This 
research is concerned with those features that can be computed without user interaction. These 
features are constructed and then, in the next chapter, a subset of the constructed features is selected 
for each of the identified regions of interest (ROIs) in the TRUS images. Feature construction is a 
process that aims to discover hidden relationships between features (or pixel values and locations), 
inferring new composite features. 
4.2 Statistical Feature Construction Methods 
In characterizing texture through statistical approaches, local features are calculated from 
combinations of intensities at points on a textured surface or image, in our case ROIs. Depending 
upon the number of points used to form the local features, the statistical measures are classified into 
first, second, and higher-order statistics. Texture compositions differing in first- and second-order 
statistics can be discriminated from each other by a human observer. However, those that differ in 
their third or higher-order statistics, in general, cannot be discriminated by the human observer [90, 
91]. Different statistical based texture analysis algorithms are shown in Figure 4-1.  
 
Figure 4-1 Statistical Based Texture Analysis Methods 
The most conceptually simple feature construction method is the histogram-based (first order 
statistics) approach, where textural properties are calculated from the histogram containing the 




In the visual perception of texture, the discrimination of texture from an image depends largely on the 
difference in the second-order statistics of the image [87]. Measures to detect such differences are 
based on the joint probability of a pair of grey-levels  ),( ji  occurring at separation sd . Calculating 
this probability measure over an image forms what is known as a co-occurrence matrix. A framework 
for calculating the co-occurrence matrices was first defined in [92, 93]. However, the construction of 
features using this technique proved computationally expensive. In an attempt to improve the 
efficiency, and at the same time retain the general applicability of the scheme, Grey Level 
Dependence Vector was developed (GLDV) [94]. This technique not only attempts to optimize the 
feature set, but is also applicable to all kinds of textures. 
When the analysis involves the relation between more than two pixels, the features constructed are 
expected to be more informative than the HVS and this analysis is referred to as higher order 
statistics. 
The TRUS imaging system depends mainly on the ultrasound beam that penetrates through the 
body tissues; therefore, the image pixels contain information from their neighbors in which the beam 
has passed through. Consequently, the effect of the neighboring pixels should be accounted for in the 
proposed analysis. As a result, in this chapter the second and higher order statistics based features are 
used to extract information from the identified ROIs. First order statistics method is not expected to 
extract useful information due to the fact that it considers only the intensity level of the pixels without 
any consideration of the relationship with the neighboring pixels. Therefore according to the previous 
discussion, it is not applied in this work due to the complexity of TRUS images.  
4.3 TRUS ROI Feature Construction 
Identified ROIs are subjected to further analysis where statistical features are being constructed from 
these ROIs. This step is achieved by checking for each considered pixel pair or group of pixels in the 
image whether it is located inside the specific region under study. The check is repeated for all the 
identified regions in the image. 
It has been shown in [90] that two textures are only differentiable by human eye if they have different 
second order statistics. However, higher order statistics carry information that is not visible by the 
human eye and as discussed in section 4.2, there is a relation between each pixel and not only its next 
neighbor but also the pixels that are not next to it. This is the main reason behind choosing second 
and higher order statistics features for this specific application. Two different second order statistics 
feature construction methods, namely; Grey Level Dependence Matrix GLDM or the co-occurrence 
matrix and Grey Level Difference Vector GLDV were used in this work. Moreover, two higher order 
statistics feature construction methods were also used in this work namely Neighborhood Grey Tone 
Difference Matrix (NGTDM) and Grey Tone Run Length Matrix (GTRLM). The details of these 




4.3.1 Second-Order Statistics 
Second-order statistics describe the spatial properties of the texture.  It is considered a very useful 
characterization that uses subsets of pixels to obtain information on the image texture. Second order 
statistics is applied in texture analysis of different types of images [66, 95 and 96]. The main criterion 
in the separation of textures that belong to distinct classes is the difference in their second-order 
statistics. That is, for two textures having identical second-order statistics a deliberate amount of 
effort is required by the human visual system to discriminate between them. In contrast, little effort is 
required when the second-order statistics are different. However, contrary to what one might imagine, 
textures, which differ in third-order statistics having equal first- and second-order statistics, get away 
from spontaneous detection by the human visual system. Some different second order statistics 
algorithms were used in this work for prostate tissue characterization using the ROIs obtained from 
the TRUS images. These second order statistics methods are explained in the coming sections. 
4.3.2 Grey Level Dependence Matrix (GLDM) 
Some important texture features can be extracted from the co-occurrence (Gray Level Dependence 
Matrix GLDM). GLDMs were first introduced by Haralick [92, 93], who extracted some informative 
features from the GLDM. GLDMs have been found effective in a number of applications such as 
SAR images [97], Ultrasound images [71] and Terrain classification [98]. GLDMs are matrices 
whose elements are the probabilities of finding a pixel, which has, grey-tone i  at a distance sd  and 
an angle ϕ from a pixel, which has grey-tone j . Each pixel is considered as having eight nearest 
neighbors connected to it, except at the periphery.  The neighbors can be grouped into the four 
categories shown in Figure 4-2 . The texture information is contained in the probability density 
functions or GLDMs ),( jiP .  
Where each )::,( ϕsdjiP is the probability with which two neighboring pixels, one with grey-
tone i , and the other with grey-tone j  occur, when separated by a distance sd  and an angle ϕ, thus a 
low contrast image will have a strongly diagonal matrix, with very low counts for matrix elements far 
from the diagonal elements. If the texture in the image is coarse, sd  is smaller than the texture 
element's dimension, then pixels separated by sd  will have similar gray levels and there will be many 
counts along the main diagonal of the matrix. Conversely, high variations within the image ( sd  
comparable to texture-element size) will appear in the matrix as substantial numbers of counts located 
far from the diagonal, making the overall matrix uniform. A set of 14 local textural features were 












1 & 5 horizontal neighbours
3 & 7 vertical neighbours
4 &8 right diagonal neighbour
2 & 6 left diagonal neighbour.  
Figure 4-2 Co-occurrence Matrix Demonstration 
The features defined by Haralick are: 
1. Angular second moment (rate of change of shape’s area, high values of ASM or Energy occur 
when the window is very orderly.)                                                                                                                 
2. Contrast “a measure of local image variation”                                                                                           
3. Correlation “measures the linear dependency of grey levels on those of neighboring pixels” 
4. Sum of Square Variance 
5. Inverse Difference Moment or Homogeneity: “weights values by the inverse of the Contrast 
weight, with weights decreasing exponentially away from the diagonal”                
6. Sum Average 
7. Sum Variance                                                                                                               
8. Sum Entropy 
9. Entropy “an inverse measure of homogeneity i.e. measure of information content”                                                    
10. Difference Variance                                                                                                  
11. Difference Entropy                                                                                                
12. Information Measure on Correlation 1                                                                                                                     
13. Information Measure on Correlation                                                                             
14. Maximal Correlation Coefficient                                                                            
One of the most important properties of the co-occurrence approach is being invariant to gray-level 
transformations. This property is considered a vital aspect for medical imaging applications. The 
reason is that, although it may not be possible to control the absolute gray-level values from image to 
image, their relative values are preserved. Thus, descriptors constructed from the co-occurrence 
matrices of similarly textured images make that similarity evident. This method’s features were used 
in addition to more texture features in [40] to detect and construct useful features from ultrasonic liver 




In this work not all the features introduced by Haralick were used but a subset that is expected to be 
shift invariant and is supposed to carry most of the texture information according to the results in [99] 
was selected.  Some GLDM features are found to be shift invariant in [100]; these features are 
Contrast, Entropy, Energy, Correlation and Inverse Difference Moment (Homogeneity).  Moreover, 
some of those features were used earlier for fetal lung maturity [101] and liver tissue classification 
from ultrasound images, which yields to good results [40]. Therefore, the features among the ones 
recommended in [100] that appear to carry more information about the texture and are not expected to 
be highly correlated as recommended in [102] were used in this work. Moreover, since one expects 
that there are more grey level variations in the cancerous regions than that in the non-cancerous 
regions, then, Contrast, Entropy, Homogeneity (IDM) and Energy (ASM) of a cancerous region are 
expected to be different and distinguishable than those of a non-cancerous region. From the above 
discussion it is concluded that the features used in this work are:  
1. Contrast which is a measure of local image variation, a contrast measure result in larger 
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3. Energy, also named as Uniformity, use each Pij as a weight for itself. High values of 
Energy occur when the window is uniform. Due to the non-uniformity of the cancerous 
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4. Homogeneity: There are more grey level variations in the cancerous regions than that in the 
non-cancerous regions. Therefore, homogeneity should posses high discriminatory power 
and is also used among the GLDM feature set extracted in this work 
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Where, 




R is the number of pixels in a given ROI (area). 
Nq is the number of distinct grey-tones in each ROI. 
),(' jip Represent the thji ),( entry in the normalized GLDM
R
jiPjip ),(),(' = . 
There are 108 identified ROIs from 33 TRUS images provided by the medical team in University 
of Western Ontario. Ninety regions were used for training the classifier while 18 were used for testing 
the features discriminatory power. These four GLDM features were constructed from each identified 
ROI and a GLDM feature set is obtained. The results of using the GLDM feature set are discussed in 
section 4.7. 
4.3.3 Grey Level Difference Vector (GLDV) 
Co-occurrence methods yield good results in texture discrimination, but are computationally 
expensive. A variety of modifications and computational strategies have been proposed to reduce the 
cost. In this work, the Grey Level Difference Vector (GLDV) was used as a short form of the GLDM 
method. This method is expected to retain the important information present in the GLDM method. 
The description of GLDV is given in [40] where it was among the features used for liver tissue 
classification and it is summarized as follows: Let ( )yxI , be the image intensity function. For any 
given displacement ( )yx ΔΔ≡ ,δ  let ( ) )(),(),(, yyxxIyxIyxI Δ+Δ+−≡δ and δp be the probability 
density of ( )yxI ,δ . If there are m grey levels, this has the form of m-dimensional vector whose 
thi component is the probability that ( )yxI ,δ  will have the value i . It is simple to compute δp by 
counting the number of times each value of ( )yxI ,δ occurs where yandx ΔΔ are integers. If the 
texture is course, and δ is small compared to the texture element size, the pairs of points at separation 
δ should usually have similar grey levels, so that ( )yxI ,δ  should usually be small, i.e. the values in 
δp should be concentrated near 0≈i . On the other hand for fine texture the values in δp should be 
more spread out. The GLDV feature set is used in [101] where, the feature used was the entropy 
of δp .  
In this work, the GLDV was used as a texture measure and the same features explained in the 
previous section are constructed. The constructed features are expected to carry texture information 
that is adequate to the characteristics of TRUS images; moreover, these features are not obvious to be 
highly correlated. The constructed features are:  
1. Contrast 
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3. Homogeneity: Inverse Difference Moment (a measure for similarity, it is expected to be 
useful as cancerous regions texture is considered non-similar)   
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4. Energy: Angular Second Moment is a measure of uniformity which is supposed to be 
different for cancerous regions than that of the non-cancerous regions as the cancerous 
regions are known to be highly non-uniform.  
                        ( )∑=
i
dipASM 2)|(                                                                                                                4-8 
5. Mean: it was recommended in [94, 103] to use the Mean in addition to the four previous 
features for the case of GLDV features in order to enhance texture discrimination. 
               )|( dipiMean
i
∑=                                                                                                               4-9 
The Energy, Homogeneity, Entropy, Contrast as well as the Mean were constructed from the 
GLDV and the classification results are shown in section 4.7 . 
4.4 Higher-Order Statistics 
With the relative infancy of CAD based on TRUS imaging and its’ feature analysis as well as its’ 
contribution to the diagnosis of prostate cancer, it would be inappropriate to consider only analysis of 
the images using second order statistical textural analysis techniques. Moreover, as textures differing 
in third- or higher-order statistics seem to surpass the capabilities of the human perceptual system, it 
is appropriate to consider the higher-order analysis of TRUS information. To the best of the author’s 
knowledge, the higher order statistical features were not used earlier in any research involving TRUS 
images. A statistics is called higher order if it involves three or more pixels. Two different higher 
order statistics methods were used in this work for the first time in the context of TRUS image feature 
analysis. These feature construction methods are namely Neighborhood Grey Tone Difference Matrix 
(NGTDM) and Grey Tone Run Length Matrix (GTRLM). 
4.4.1 Neighborhood Grey-Tone Difference Matrix (NGTDM) 
In order to benefit from studying the higher order statistics of the ROIs textural properties, the 
NGTDM method was used in this work. NGTDM developed in [104] attempts to mimic the 
mechanism with which the human visual system discriminates texture.  It was built on the basis that 
the properties, which humans use to discriminate between different textural patterns, include 




In this approach, the thi entry in a NGTDM is a summation of the differences between all pixels with 
grey-tone i and the average value of their surrounding neighbors. If i  is the grey-level at ),( yx then 
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Where )0,0(),( ≠nm , d specifies the neighborhood size and 2)12( += dW it follows that the thi  
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Where{ }N  is the set of all pixels having grey-tone i . From the NGTDM, computational 
approximations were derived for the textural attributes previously mentioned. NGTDM attempts to 
optimize the task of mathematical feature construction through establishing features, which are 
connected to the way in which the human visual system psychologically perceives texture primitives. 
In this work, a square of 3x3 was chosen as the neighborhood where each point in the square should 
be inside the ROI to avoid taking into account any non-suspicious pixels. 
Coarseness: almost the most fundamental psychological visual cue, coarseness refers to the density 
of edge elements; the finer the texture, the higher the edge density. In a coarse texture grey-tone 
differences are small indicating that the primitives (building blocks) making up the texture are large. 
The coarseness measure is obtained from the reciprocal of the summation of intensities at all points in 
relation to the intensity of the surrounding neighbors, However in the summation each entry is 
weighted by the probability of occurrence of the corresponding intensity value pi. This feature is 
adequate to the TRUS ROIs as the coarseness of the cancerous regions is supposed to be different 
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Contrast: This conceptually simple property enables the distinction between texture classes when 
clearly different intensity levels are visible. Probably the most influential property of contrast is the 
dynamic range of grey-levels in an image. If it is large, it usually corresponds to a high difference in 
intensity and consequently a large value of contrast. In addition, the period at which the pattern 
repeats, or its spatial frequency, can be quantified by contrast. Contrast is another feature constructed 
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Where pi and pj are the probabilities of having a grey level i and j respectively and Nd is the total 
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Busyness: A busy texture is a texture in which there are quick changes of intensity from one pixel to 
its neighbor. In other words, the spatial rate of intensity changes is very high. If these changes are 
small in magnitude, they may not be visually obvious and a high level of local uniformity in intensity 
may be apparent. On the other hand, if the spatial rate of changes in intensity is low, a high degree of 
local uniformity may still be perceived, even if the magnitude of the changes is large. While the 
spatial rate of intensity changes reflects the level of busyness, the magnitude of these changes 
depends upon the dynamic range of gray scale, and thus relates to contrast. Therefore this feature fits 
as a measure for TRUS ROIs texture as cancerous regions are expected to be busier (have more rapid 
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Complexity: This textural property is connected with the amount of information that is present within 
a textured object. A texture having large number of primitives, each having varying average 
intensities, is said to be a complex texture. Therefore, clearly for a complex texture having many 
primitives, each bounded by edges, the properties of contrast and busyness could be used to quantify 
the texture. Thus, the measure of complexity is partially correlated with busyness and contrast. It is 
clear from that definition that the complexity is expected to be an informative feature for TRUS ROIs 
characteristics as the cancerous regions are expected to be more complex. 
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Texture strength: Textures, which have a strong impact on the psychological perception are said to 
possess textural strength. Such textures tend to have well-defined primitives and any measure of 
texture strength is dependent upon the distinction between these primitives. This suggests that there is 
a correlation between the coarseness and contrast to the strength of a texture. Texture strength is also 




expectancy that texture possesses more strength in cancerous regions than its strength for non-
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0& ≠ji pp  to guarantee positive definite features’ values 
 
 
4.4.2 Grey Tone Run Length Matrix (GTRLM) 
Another higher order statistics feature construction method which is the Grey Tone Run Length 
Matrix (GTRLM) was applied for the TRUS images ROIs. This method is based upon the analysis of 
higher-order information content. GTRLMs [105] compute the run length of a particular image grey-
tone in a direction α within a textured image. A run is a set of consecutive pixels having the same or 
similar intensities along a specified direction. The pixels considered must be linearly adjacent in the 
specified direction of α. The number of pixels contained within the run is the run length. For example, 
one may expect that in a coarse texture there are relatively long runs, which occur regularly whereas 
for a fine texture one would expect to find much shorter runs. The number of runs with grey-tone i of 
run length j in some α direction is denoted by: 
[ ]αα jirR ,(')( =                                                                                                                           4-18 
The gray level difference considered in this research is set to 1 which means that the run stops 
whenever the grey level changes by more than 1. Five textural features are computed from the 
matrices as recommended in [105]: 
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TP is the number of points in the ROI. 
4.5 ROI Texture Features’ Statistical Analysis 
The work done in the previous sections of this chapter is mainly constructing different statistical 
features. In this section, some of the different constructed features are statistically analyzed, where 
their histograms, box plots as well as their corresponding statistical measures are presented for both 
data classes (the cancerous regions and the non-cancerous regions). 
The statistical measures as well as the features’ histograms and box plots dig into the features’ 
quality and show an indication of the information each feature possess regarding the tissue 
characterization ability. In other words, this analysis highlights each feature’s ability to reflect the 
tissue type. 
From the classification results that are presented in this chapter in section 4.7, the second order 
statistics features are recommended at this stage as they obtained better classification results 




work characterize and analyze each of the second order statistics features. These statistical measures 
are: 
1- Mean: The mean is a measure of where the center of the distribution lies. It is the sum of all 
observations divided by the number of observations. The mean is strongly influenced by 
extreme values (outliers). 
2- Median: The median (also called the 2nd quartile) is the middle observation in the data set. It is 
determined by ranking the data and finding observation number [N + 1] / 2.  The median is 
less sensitive to extreme values than the mean therefore, it is usually recommended for data 
with outliers or skewed data.  
3- The Standard Deviation (StD): is a measure of how far the observations diverge from the mean. 
It is equivalent to an average distance from the mean. The standard deviation is the most 
commonly reported measure of scattering. Similar to the mean the StD is sensitive to outliers. 
The StD is calculated by first calculating the deviation of each data point from the mean, 
adding the squares of these deviations which obtain the variance and then the StD is the 
square root of the variance. 
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4- The first quartile Q1: (also called the 25th percentile) a number for which data of 25% of the 
observations is less or equal to that number. The first quartile is the same as the median of the 
data, which are less than the overall median. It is calculated by ranking the observations, Q1 
is the value of observation number (N + 1) / 4 
5- The third quartile Q3: (also called the 75th percentile) a number for which data of 75% of the 
observations is less than or equal to that number. The third quartile is the same as the median 
of the part of the data, which is greater than the median. It is calculated by ranking the 
observations, Q1 is the value of observation number 3*(N + 1) / 4 
6- Skewness: is a measure of asymmetry (the tail of the data on one side is longer than the tail on the 
other side). A negative value indicates skewness to the left, and a positive value indicates 
skewness to the right.  
       ( )( ) ( )[ ]
3/
21 ∑ −−−= sxxNN
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7- Kurtosis is the degree of peakedness of a distribution. Higher kurtosis means more of the variance 
is due to infrequent extreme deviations, as opposed to frequent modestly-sized deviations. A 
positive value typically indicates that the distribution has a sharper peak, thinner shoulders, 
and fatter tails than the normal distribution. A negative value means that a distribution has a 
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Where N is the number of observations and s is the StD.  
The defined statistical measures were calculated for the cancerous regions as well as the non-
cancerous regions using the MINITAB statistics software [116] and the results are shown in Table 
4-1.  
 
Table 4-1 Statistical Measures of the Constructed Features 
 Mean StD Q1 Median Q3 Skewness Kurtosis
Cancer 114 131 26 45 176 1.3 0.4 
Non-Cancer 
GLDV 
Contrast 96.1 113 16 72 129 2 6 
Cancer 6.5 3.6 4 5.2 8.2 1.2 0.5 
Non-Cancer 
GLDV 
Mean Avg. 5.8 3.6 3.4 4.8 7.4 2 5.8 
Cancer 2.15 0.5 1.86 2.23 2.5 -0.24 -0.25 
Non-Cancer 
GLDV 
Entropy 1.97 0.62 1.5 2 2.3 -0.6 0 
Cancer 0.17 0.08 0.11 0.141 0.23 1.05 0.5 
Non-Cancer 
GLDV 
IDM 0.2 0.1 0.1366 0.168 0.235 1.16 0.88 
Cancer 0.19 0.12 0.11 0.14 0.22 1.69 2.46 
Non-Cancer 
GLDV 
ASM 0.24 0.18 0.12 0.18 0.27 2.02 3.9 
Cancer 4.8 1.8 4 5.15 6 -0.86 -0.15 
Non-Cancer 
GLDM 
Contrast 4.4 1.6 3.7 4.7 5.7 -1.05 0.12 
Cancer 0.08 0.15 0.003 0.007 0.06 1.94 2.47 
Non-Cancer 
GLDM 
Energy 0.12 0.21 0.006 0.013 0.07 2.23 4.11 
Cancer 102 124 18 37.5 160 1.36 0.51 
Non-Cancer 
GLDM 
Entropy 85.5 106.4 10 61.7 117 2.31 6.29 
Cancer 0.42 0.14 0.32 0.37 0.54 0.9 0.7 
Non-Cancer 
GLDM 
Homog. 0.47 0.17 0.37 0.42 0.53 0.96 0.91 
 
These statistics are also shown in the figures that represent the feature histogram and its 
corresponding normal fit.  The histogram of the data overlaid with a normal curve is usually used to 




Furthermore, the Anderson Darling normality test was performed on the constructed features and 
the results are shown in each figure. The measures obtained from this test are the A Squared and the p 
values that are considered other measures of whether the data follows a normal distribution or not. 
• The A Squared measures the area between the fitted normal distribution and the plot points, 
the smaller the A squared value indicates that the normal distribution fits the data better.  
• The p value was calculated from the A Squared value. If the p value is less than 0.005 this 
means that the data don’t follow normal distribution according to the Anderson Darling null 
hypothesis.  
The Anderson-Darling normality test is defined by a null hypothesis where:  
H0:  The data follow a normal distribution (null hypothesis).   
HA:  The data do not follow a normal distribution (alternative hypothesis).   
If the p value is less than 0.005 means the null hypothesis (H0) is rejected in favour to the 
alternative hypothesis (H1) 
These measures are explained in details in [115]. 
The figures from Figure 4-3 to Figure 4-14 show different features’ histograms and their 
corresponding normal fits. The figures also have the statistical measures corresponding to each 
feature shown as a legend in the same figure. 
Moreover, each figure contains a Boxplot that is located under the histogram. Boxplots summarize 
information about the shape, dispersion, and center of the data as follows:  
• The left edge of the box represents the first quartile (Q1), while the right edge represents the 
third quartile (Q3). Thus, the box portion of the plot represents the interquartile range (IQR), 
or the middle 50% of the observations. 
• The line drawn through the box represents the median of the data. 
• The lines extending from the box are called whiskers. The whiskers expand outwards to point 
to the lowest and highest values in the data set. 
The boxplot can be used to assess the symmetry of the data: 
• If the data are rather symmetric, the median line will be approximately in the middle of the 
IQR box and the whiskers will be similar in length.  
• If the data are somewhat skewed, the median may not fall in the middle of the IQR box, and 
one whisker will likely be noticeably longer than the other. 
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Figure 4-3 and Figure 4-4 show the Mean Average feature for the non-cancer and cancer regions, 
respectively. There is an obvious difference between the histogram plot as well as the box plot of both 
cases. Moreover, the statistical measures of these two features are different where the non-cancer 
histogram and is more skewed than the cancer one due to the presence of outliers. This is clear from 
the skewness measure as well as the box plot that showed the outliers. Moreover, the cancer regions 
possess Kurtosis that is much smaller than that of the non-cancer regions, an observation that 
highlights the fact that the cancer regions histogram is closer to the normal distribution. This result 
agrees with the A-Squared values in which it is smaller for the cancer regions. 
Studying these figures illustrates the difference between the statistics of the Mean Avg. feature of 
the cancer and non-cancer regions i.e. there is a piece of information regarding the class in the this 
feature. 
The same analysis was performed for the Contrast feature. The histogram of the non-cancer regions 
and the cancer regions contrasts are shown in Figure 4-5 and Figure 4-6, respectively. From the 
figures, it is clear that the histogram of the cancer regions is more flat than that of the non-cancer 
regions. Moreover, the Kurtosis of the cancer regions is smaller than that of the non-cancer regions, 
which indicates a closer to normal distribution. This is supported by the A-Squared value, which is 
smaller in case of cancer regions. Furthermore, the boxplots of both histograms are different where 
the median falls almost in the middle of the plot in case of the non-cancer region and it is shifted to 
the left in case of the cancer regions, which indicates that the cancer regions are less symmetric. 
However, the Skewenes value didn’t indicate that because of the presence of outliers. From the 
figures and the statistical analysis it can be concluded that the contrast features adds another piece of 
information and have some discriminatory power between the cancer and non-cancer regions. 
Figure 4-7 and Figure 4-8 show the ASM feature for the non-cancer and cancer regions, 
respectively. From the A squared values, it is clear that the cancer histogram is closer to the normal 
distribution than the non-cancer histogram which is supported by the kurtosis value that is smaller in 
the cancer histogram. From the figure, it is clear that the ASM histogram is concentrated at different 
values than the non-cancer histogram. This shows that the ASM value is informative for 
differentiating between cancer and non-cancer regions. However, it might be more informative when 
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Figure 4-9 and Figure 4-10 illustrate the IDM feature for both the non-cancer and the cancer 
regions, respectively. There is a visual difference between both figures; moreover, the statistical 
measures obtained are quite different. The A-Squared value for the non-cancer regions is larger than 
that of the cancer regions which is consistent with the kurtosis values that is also smaller in the case 
of the cancer regions. Furthermore, the boxplots of both figures are different where the boxplot of the 
cancer regions looks more skewed than the non-cancer regions, yet the skeweness didn’t indicate this 
difference because of the presence of the outliers in the non-cancer regions data. This discussion 
shows that the cancer regions IDM histogram is closer to the normal distribution than its non-cancer 
counterpart is. From the figure and the statistical measures, the IDM can provide some information 
about the regions’ class. 
Figure 4-11and Figure 4-12 portray the entropy feature for the non-cancer and cancer regions, 
respectively. From the figures, it is clear that the histogram of the non-cancer regions is flatter than 
that of the cancer regions. Moreover, the A squared value of the non-cancer regions is smaller than 
that of the cancer regions which indicates that the non-cancer regions histogram is closer to the 
normal distribution than the cancer regions. However, the p value for both histograms is larger than 
0.005 which accepts the null hypothesis that they follow normal distribution.  
The above discussed figures are all generated using the second order statistics mainly the GLDV 
features, which obtained better classification results as will be shown in the next section. However, 
some of the GLDM cancer regions features’ statistics and histograms are different from their non-
cancer counterparts such as the GLDM homogeneity feature. The GLDM homogeneity feature for 
both non-cancer and cancer regions are shown in Figure 4-13 and Figure 4-14, where the histogram as 
well as the statistical measures are different in both figures. This proves that all the constructed 
features are considered useful and each has a bit of information that supports decision making. The 
statistical measures were also summarized in Table 4-1 where all the previously discussed statistical 
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Furthermore, the boxplots of some features are shown in Figure 4-15 and Figure 4-16. Using the 
Contrast feature boxplot, the GLDV and GLDM contrasts’ relation to the class (cancer = 1 or non-
cancer = 0) are compared in Figure 4-15. The GLDV and GLDM Entropies’ relation to classes are 
also shown in Figure 4-16. The line drawn across each box as mentioned earlier indicates the median, 
or middle, of the data. The bottom and top edges of the box mark the first (25th percentile) and third 
(75th percentile) quartiles, respectively. From those two figures it is clear that both the contrast 
features (GLDM and GLDV) range, median and distribution is quite different from the cancer regions 
than the non cancer regions. Conversely, the entropy features don’t have this distinction between the 
boxes of both the cancer and non-cancer regions. Furthermore, most of the figures shown and the 
obtained Kurtosis and A-squared show that the Cancer regions features are closer to the normal 
distribution than their non-cancer counterparts are.  
This statistical analysis for the constructed second order features show that those second order 
statistical features need to be studied more thoroughly in order to obtain the hidden information in 
each feature and test its discriminatory power and how this power is enhanced by combining several 



































Figure 4-16 Box plot for the GLDV Entropy, the GLDM Entropy versus the Class 
As mentioned above, the obtained figures and statistical measures look quite different; however, it is 
not an easy task to decide whether a region is cancerous or not based on visual inspection. Therefore, 
a need for a classifier is important to classify the regions according to these informative features. 
4.6 TRUS ROIs Classification 
In the previous sections in this chapter, different statistical features are constructed for each identified 
ROI. These features were analyzed by obtaining some statistical measures that seemed to be different 
from the cancer to the non-cancer regions. This observation proved that the statistical features carry 
information about the class, which recommends using classification techniques to benefit from this 
information. The different constructed feature sets were examined using three different classifiers to 
find out the most suitable classifier for the problem under study, these classifiers are: 
• Condensed k-Nearest Neighbor (CNN) was chosen for its simplicity and fast results.  
• Decision Tree (DT) was chosen for its ability to deal with data based on its information 
content and for visualizing the classification criteria. 
• Support Vector Machines (SVMs) was chosen for its ability to deal with non-linearly 
separable data.  
These classifiers were assessed to choose from them a classifier that is used for the rest of this thesis; 
those classifiers are briefed in the next sub-sections.  
4.6.1 Condensed k-Nearest Neighbor (CNN) 
The Condensed k-nearest neighbor classifier was applied in this work for its simplicity and quick 




samples. The CNN retains the same approach with less time complexity. The CNN uses the following 
algorithm to assign the consistent subset of the original sample set. A consistent subset is a subset that 
when used as a stored reference set for the KNN rule correctly classifies the rest of the sample set 
[106]. In the CNN algorithm, a STORE bin and a GRABBAG bin are assigned and the following 
procedure is achieved: 
1. Place first sample in STORE. 
2. Classify the second sample using the KNN rule, which assigns an unclassified sample to 
the same class as the k nearest stored samples, using the contents in the STORE as a 
reference set. If the second sample is classified correctly it is placed in the GRABBAG, else 
it is placed in the STORE. 
3. The ith sample is classified similarly by the current contents of the store. 
4. The final contents of the STORE are passed to the KNN rule to be used as reference points 
and samples in the GRABBAG are discarded. 
This algorithm is evaluated in [107] and showed excellent classification results for the randomized 
STORE GRABBAG algorithm, which is used in this work for testing the constructed features. The 
results of the classification using CNN are discussed in section 4.7. 
4.6.2 Decision Tree (DT) 
Decision Tree is a very favorable classifier as it gives logic rules for the generated classification; 
moreover, it relies at each stage of the training on the information gain. Therefore, a decision tree is a 
recursive structure for expressing classification rules. Decision trees are systems that use a top-down, 
divide-and-conquer strategy that partitions the given set of objects into smaller and smaller subsets in 
steps with the growth of the tree [108, 109]. The decision tree classifies the data to probably 
cancerous and probably non-cancerous classes. It is constructed of leaf nodes and decision nodes that 
identify a test among one of the available features, which is called an attribute. All possible tests were 
examined at each stage and the test that maximizes the information gain is chosen as a step in 
constructing the decision tree.  The algorithm can be summarized as follows and illustrated in Figure 
4-17. 
• Generate a decision tree from a set S of objects, each belonging to one of the classes 
kCCCC L,,, 321  
• If all the objects in S belong to the same class, the decision tree of S consists of a leaf labeled 
with this class. 
• Else, let T (feature or attribute) be some test with possible outcomes kOOOO L,,, 321 . Each 
object in S has one outcome for T so the test partitions S into subsets kSSSS L,,, 321 where 
each object in iS has outcome lO  forT , the choice of which feature to start with depends on 




the node. T becomes the root of the decision tree and for each outcome iO ;a decision tree is 
built by invoking the same procedure recursively on the set iS . 
The DT classifier is among the classifiers applied in this work for feature evaluation and the 
accuracy results are shown in section 4.7. 
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4.6.3 Support Vector Machines (SVMs) 
SVMs was first introduced by Boser and Vapnik in 1992 for the special case where data can be 
separated without errors and was then generalized for non-separable data sets by Vapnik in 1995 
[110, 111].  Support Vector Machines were found to be an influential methodology for solving non-
linear classification problems [109]. Since we are facing a non-linear problem, then applying SVMs 
will be appropriate for this work. The SVMs basically implements the following idea: First the input 
vectors are non-linearly mapped to a higher dimension feature space. Next, in this feature space a 
linear decision surface is constructed. Special properties of the decision surface ensure high 
generalization ability of the learning machine. 
Therefore, SVMs depends mainly on pre-processing the data to represent patterns in a higher 
dimensionality space, which is achieved with a suitable non-linear mapping φ (.). In the new higher 
dimensional feature space, data from two classes are always separated by a hyper-plane. The 
hyperplane is selected so that it maximizes the margin between the two classes. It is expected that the 
larger the margin is the better the classification. The vectors (samples) defining the hyperplane are 
called Support Vectors. Therefore, the support vectors are the training samples that define the optimal 
separating hyper-plane and are the most difficult patterns to classify. 
4.7 Classification Results and Discussion 
The second order statistics is the most popular feature set for the application of tissue classification. 
Moreover, the second order statistics features are used for judging the classifiers, as they are the limit 
of the radiologist’s vision (our available gold standards). Hence, the classifier that attains the best 
accuracy for the second order statistical features will be used for the rest of the thesis. Next, the 
selected classifier is used to compare the discriminatory power of different second and higher 
statistical feature sets and the results are shown in the following sub-sections. The cancer and non-
cancer attributes in the confidence matrices represent the suspicious cancerous cases and the non-
suspicious cancerous cases according to the radiologist initial assessment. Three different accuracy 
measures, which are Specificity, Sensitivity and overall Accuracy, were used for features as well as 
classifiers assessment throughout the thesis  
Sensitivity: the probability that the classification result correctly identifies a cancerous ROI. 
Specificity: the probability that the classification correctly indicates a non-cancerous ROI  
Accuracy: the probability of any misclassified ROI. 
4.7.1 Second Order Statistics Features Classification Results 
The second order statistics feature sets are the ones proved earlier to possess good recognition ability 
in the case of ultrasound images for several applications such as fetal lung maturity [101], liver tissue 
classification [40, 112] and prostate tissue characterization [69, 70, 71]. Therefore, GLDM texture 




classifiers and the results are shown in this sub-section. A set of 108 regions were used in this study 
where 90 regions were used as a training set and the remaining 18 regions were used as the test set.  
4.7.1.1 Condensed k- Nearest Neighbor (CNN) 
The results of applying CNN classifier to the GLDM features, GLDV features with three neighbors 
are shown in Table 4-2. It is clear from the shown confidence matrices that combining all the features 
has better performance than using either feature set. However, the results are not as satisfactory as 
one expects because the performance of the CNN algorithm is limited by the distance between each 
incidence and in our case, these features carry information that can be captured by non-linear 
classifiers. This is the main reason behind choosing the DT that relies mainly on the information gain 
of each feature and the SVMs that can deal with non-linearly separable data. 
Table 4-2 Classification results using Second order features and CNN 
 Cancer Non-cancer 
Cancer 4 2 
 
GLDM 
Non-cancer 2 10 
Sensitivity = 66.67%; Specificity 83.3%; 77.7% Accuracy 
 Cancer Non-cancer 
Cancer 4 2 
 
GLDV 
Non-cancer 2 10 
Sensitivity = 66.67%; Specificity 83.3%; 77.7% Accuracy 
 Cancer Non-cancer 
Cancer 4 2 
 
All 
Non-cancer 1 11 
Sensitivity = 66.67%; Specificity 91.67% %; 83.3% Accuracy 
4.7.1.2 Decision Tree (DT) 
The second order statistics feature vectors were used with the DT classifier and a sample decision 
tree obtained for GLDM features is shown in Figure 4-18. The classification results are shown in 
Table 4-3. From the table, it is clear that the GLDV features performed better Specificity than both 
the GLDM feature set and the combined feature set with the same Sensitivity. This makes it 
favourable, as it requires less computational effort. The overall accuracy of the DT classifier makes it 
also favourable to use GLDV. From the table, it is also obvious that the DT performed much better 
than the CNN classifier due to the DT’s ability to classify data that are non-linearly separable. On the 
other hand, the nearest neighbor rule that is applicable for the case of CNN seems to be insufficient to 
classify the prostate texture features accurately. From Figure 4-18, the favourable feature of the DT is 
clear as it sets rules for its classification results. However, in our case these rules do not have a 




process. However, this classifier will be very useful if the features used are the clinical data such as 
the age, race, family history, etc … 
 
 
Figure 4-18 DT Sample using GLDM features 
Table 4-3 Classification results using Second order features and DT 
 Cancer Non-cancer 
Cancer 5 1 
 
GLDM 
Non-cancer 2 10 
83.33% Sensitivity; 83.33% Specificity; 83.33% Accuracy 
 Cancer Non-cancer 
Cancer 5 1 
 
GLDV 
Non-cancer 0 12 
83.33% Sensitivity; 100% Specificity; 94.4% Accuracy 
 Cancer Non-cancer 
Cancer 5 1 
 
All 
Non-cancer 2 10 
83.33% Sensitivity; 83.33% Specificity; 83.33% Accuracy 
4.7.1.3 Support Vector Machines (SVMs) 
The results of applying SVMs to the available feature sets are shown in Table 4-4. From the table it is 




classifier for the GLDV feature set while it obtained better classification results in case of both the 
GLDM and the combined feature sets. Furthermore, unlike the DT, the SVMs did not generate any 
rules that are meaningless for the user.  Therefore, SVMs classifier will be used in the rest of this 
thesis to compare between different features due to its superior ability to deal with non-linearly 
separable data. 
It is clear from the classification accuracy in the case of the SVMs that using the GLDV features 
obtained the best results among the GLDM features and the combined features. This proves that some 
information that is present in the GLDM features is confusing the classifier either by being redundant 
or correlated. Another explanation for this result is that the GLDV features include the Mean Avg 
feature, which might constitute to the information needed for classification. Therefore, using a feature 
selection algorithm is expected to be vital in order to get rid of the redundancy and correlation 
between features and to keep only the informative features, which eventually will lead to the selection 
of the best feature subset for the tissue classification problem. Therefore, feature selection might play 
a significant rule in enhancing the classification accuracy. The feature selection issue is discussed and 
applied for the constructed statistical feature sets in the following chapter. 
Table 4-4 Classification results using Second order features and SVMs 
 Cancer Non-cancer 
Cancer 5 1 
 
GLDM 
Non-cancer 1 11 
83.33% Sensitivity; 91.6% Specificity; 88.8% Accuracy 
 Cancer Non-cancer 
Cancer 5 1 
 
GLDV 
Non-cancer 0 12 
83.33% Sensitivity; 100% Specificity; 94.4% Accuracy 
 Cancer Non-cancer 
Cancer 5 1 
 
All 
Non-cancer 1 11 
83.33% Sensitivity;    91.6% Specificity; 88.8% Accuracy 
4.7.2 Second and Higher Order Statistics Features 
The statistical feature sets (GLDM features, GLDV features, GTRLM and NGTDM features) are 
tested by the SVMs classifier and the results are shown in Table 4-5. The same training and test sets 
as the previous subsections were used. It is lucid from the table that the second order statistical 
features obtained better classification results than the higher order statistical features. This result is 
rather expected in our situation because with the available gold standards used for training the 
classifier and testing it, at this stage, the best reached target is to mimic the expert radiologist. 




with different second order statistics.  Textures with the same second order statistics and different 
higher order statistics usually escape from the human vision discriminatory power. Being bound by 
the human visual system makes recognizing what is beyond the HVS hard to achieve. This shows that 
the higher order statistical features carry more information than what we can see and interpret with 
the naked eye from the TRUS image. Therefore, it is much more useful to use this kind of features in 
the case if the gold standard is pathology-identified regions. 
Among the second order feature construction methods the GLDV features performed better than the 
GLDM features. This proves that as mentioned earlier, there is either extra information in the GLDM 
features that confused the classifier or less information as the GLDV feature set includes the Mean 
Average feature. Therefore, a kind of feature selection among the statistical features is important to 
get rid of the redundant and correlated information in order to overcome the curse of dimensionality 
and to integrate information from the best discriminatory feature set. 
Table 4-5 Classification results using Second and Higher order features with SVMs 
 cancer Non-cancer 
cancer 5 1 
 
GLDM 
Non-cancer 1 11 
83.33% Sensitivity; 91.6% Specificity; 88.8% Accuracy 
 cancer Non-cancer 
cancer 5 1 
 
GLDV 
Non-cancer 0 12 
83.33% Sensitivity; 100% Specificity; 94.4% Accuracy 
 cancer Non-cancer 
cancer 4 2 
 
GTRLM 
Non-cancer 1 11 
Sensitivity = 66.67%; Specificity 91.6%; 83.3% Accuracy 
 cancer Non-cancer 
cancer 4 2 
 
NGTDM 
Non-cancer 1 11 











In this Chapter, different statistical textural feature sets were constructed. These feature sets contain 
the well-established second order statistical features as well as the higher order statistical features that 
were not applied for ultrasound images before. Different classifiers were also compared to select a 
classifier that is suitable for the available feature sets and will be used for the feature analysis task 
throughout the rest of the thesis. The SVMs was selected due to its ability to deal with this kind of 
non-linearly separable data, which led to excellent classification accuracy. Using the second order 
statistical features obtained better results than their higher order counterparts did because we are 
bound at this stage by the radiologist’s vision that is limited only to second order statistics. Therefore, 
second order statistical features are recommended at this stage. However, a framework was developed 
in this chapter using higher order statistics features to obtain information from the TRUS images in 
the case where pathology identified data is available. Moreover, several statistical measures were 
calculated for the constructed second order statistical features among them are each feature’s 
distribution and how far is it from the normal distribution. From the statistical measures obtained, it 
was concluded that the statistical features carry information about the tissue class; therefore, feature 
selection is a crucial step to highlight the most powerful features that carry more information about 









In the previous Chapter, different statistical features were constructed from the obtained ROIs. These 
features were analyzed statistically and it was observed that there is an obvious difference between 
the statistical measures of the cancer and non cancer regions’ histograms. Moreover, three different 
classifiers were evaluated using the constructed second order statistical features. The SVMs classifier 
was chosen in this work due to its ability to deal with non-linearly separable data. Moreover, the 
second and higher order statistical features were examined using the SVMs where the second order 
features obtained better classification results for the available data set. Furthermore, it was also found 
from the statistical measures and histograms that each feature is carrying certain amount of 
information that can reflect the tissue type. The obtained statistical measures highlighted the fact that 
there is a difference between cancerous and non-cancerous ROIs’ features. Yet, this difference in the 
statistical measures is not enough to conclude which features have more discriminatory power of the 
tissue texture. However, the integrated use of these information contents is expected to lead to a better 
tissue typing. Therefore, finding hidden patterns in this data has become an important issue of the 
CAD system proposed in this thesis. The constructed features statistical analysis described in the 
previous chapter proved that the feature selection process is crucial to obtain the best feature subset 
for the purpose of tissue classification.  It is well known that pre-processing data, before using any 
learning or discovering algorithm, is an essential step in the success of this learning algorithm [117, 
118]. Moreover, the feature sets constructed in the previous chapter obtained different classification 
results, which might be enhanced by pre-processing these feature sets. Therefore, it is useful to take 
the best subset out of these features in order to obtain accurate ROI diagnosis. This dimensionality 
reduction principle is investigated in this chapter. 
Generally, feature analysis is an important issue in reducing the available feature space that is 
represented by pixel values for the purpose of CAD in medical images. Feature Construction (FC), 
Feature Extraction (FE) and Feature Selection (FS) are effective approaches to data reduction whose 
goals are reducing the size of the feature set, focusing on its relevant components, and improving its 
quality. Feature construction creates more features and discovers missing information from the 
relationships between features. FC was applied in the previous chapter to construct statistical features 
from the identified ROIs and will be used in the coming chapters to construct some other texture 
features to aid in cancer recognition using the TRUS images. It is noted in [119] that many algorithms 
have poor results in the case of large number of irrelevant or redundant features. Pre-processing, 
which include FE and FS before classification is a good option to deal with huge data sets.  Different 





Figure 5-1 Feature Analysis Avenues 
Figure 5-2 and Figure 5-3 illustrate a simple example of how the features’ quality and redundancy can 
affect classification results. It is clear from Figure 5-2 that the classes w1 and w2 are completely 
separable under feature 1; therefore, feature 2 is considered redundant because it didn’t contribute any 
discriminatory information to the feature set. While in Figure 5-3 the center clusters are uncertain 
under both features but each feature adds some separability where feature 2 provides more 























Figure 5-3 Features’ Quality 
It should also be noticed that the available data set for this work is limited (only 33 TRUS images), 
which might lead to an overfitting problem where the number of available observations is inadequate 
to the number of available features. The solution to this problem is either selecting an appropriate 
subset from the existing features (Feature Selection) or combining some of the available features in 
some way to obtain a new feature set (Feature Extraction) [109]. Therefore, dimensionality reduction 
is an important stage in this thesis to achieve accurate tissue classification.  
In the case of TRUS image feature analysis the correlation measure is calculated among some of 
the obtained features in order determine how correlated these features are. The correlation among 
features is shown and explained in subsection 5.3.1.  
5.2 Feature Extraction FE 
FE means the generation of new set of features from the original ones using some transformation 
function. A common example of linear transformation FE is the Principal Component Analysis (PCA) 
in which high dimensional data is projected into a lower dimensional space using the Eigen 
decomposition [109].  
FE was usually applied for dimensionality reduction for either further processing [118] or 
visualization [119]. FE is utilized and explained in this work in Chapter 7 where Locally Linear 
Embedding systems (LLE) are used to extract new salient features from the constructed ROIs texture 




5.3 Feature Selection 
The output of the previous chapter is feature sets that contain many ROIs statistical features from 
all the previously explained statistical feature construction methods. These feature sets were applied 
to the SVMs classifier that identified some classes (e.g., cancerous and non-cancerous). These feature 
sets might have some redundant and correlated features (curse of dimensionality) which is the main 
motive for using the feature selection techniques in order to enhance the features’ quality. 
Large number of features (more information) tends to increase classification errors, and the 
classifier structure becomes more difficult to interpret. This was clear in the classification results 
using the GLDM with the GLDV features compared to the classification results using GLDV features 
alone which was explained in section 4.7 . Further, the classifier is sensitive to outliers and might face 
an overfitting problem that leads to less classification accuracy. Moreover, there is no guarantee that 
the classifier will perform as well on a new set of samples.  
The principle of feature selection is to take a set of candidate features and select a feature subset, 
which retains the information needed for pattern classification. In some cases, it is possible to derive a 
subset of features, which forfeit none of the information needed for classification, yet has minimal 
correlation and common information among the selected features. This process usually leads to better 
classification accuracy and the subset of features is referred to as an optimal subset. The optimal 
subset sometimes results in reducing the minimum probability of error, when a decision rule is 
applied in both the original and the subset space. 
FS is used to select a subset of features from a given set of features, which leads to performance 
enhancement of the recognition system. In the worst case, exhaustive search is applied to guarantee 
the global optimal feature subset. The exhaustive search usually examines all possible subsets of 
features, which grows exponentially with the number of original features. Therefore, its’ time 
complexity is exponential on the dimension of the feature space, which causes this approach to be 
impractical even for medium number of features. One of the most traditional algorithms that is less 
expensive than the exhaustive search is the Branch and Bound (BB), which is an optimal method for 
monotonic feature sets (where the accuracy increases with the increase of number of features). 
Nevertheless, its computational cost is still prohibitive for large feature spaces. Moreover, the 
different feature sets that are generated in our case are not considered monotonic (adding new feature 
doesn’t necessarily improve the classification result) [120], which makes the BB algorithm not 
adequate for the case of TRUS image texture features. Feature selection is categorized into two main 
categories, namely, classifier dependent and classifier independent feature selection techniques. In the 
recent years, many feature selection algorithms have been developed, but no optimal algorithms can 
actually be suitable for all problems [121]. Therefore, in this research both avenues are applied and 





5.3.1 Texture Features Correlation  
In the previous chapter, some statistical measures are calculated for the constructed TRUS image 
features. Those calculated measures reflect the information each feature carry about the ROI tissue 
class. However, these features might be correlated or might carry the same information, which causes 
classification errors. Therefore, in this section the correlation coefficients among some of those 
features are calculated. In probability theory and statistics, correlation, also called correlation 
coefficient, indicates the strength and direction of a linear relationship between two random variables. 
Generally, correlation refers to the departure of two variables from being independent [113, 114]. 
Correlation among the constructed second order statistical features that were explained in section 
4.3.1 is calculated and the correlation coefficients are shown in Table 5-1. The correlation coefficient 
measures the degree of linear relationship between two variables. The correlation coefficient assumes 
a value between -1 and +1. If one variable tends to increase as the other decreases, the correlation 
coefficient is negative. Conversely, if the two variables tend to increase together the correlation 
coefficient is positive. However, when performing a correlation analysis it should be clear that 
correlation coefficients only measure linear relationships. A meaningful nonlinear relationship can 














=ρ                                                                                                                       5-1 
 where: 
x  = sample mean for the first variable  
xs  = standard deviation for the first variable 
y  = sample mean for the second variable 
ys  = standard deviation for the second variable 
n  = column length 
From Table 5-1 it is clear that there is some high correlation coefficients between the ROIs’ second 
order texture features, which recommend the use of FS techniques to choose a subset of uncorrelated 
features that, will result in enhancing the classification accuracy.  
A plot of two highly positive correlated features (GLDV Contrast and GLDV Mean Average) is 
shown in Figure 5-4 where both variables increase concurrently, therefore, a positive linear 
relationship exists. The points on this plot hug the line closely, suggesting that the relationship 
between the variables is strong. The correlation coefficient for this relationship is +0.943. A plot of 
two highly negative correlated features (GLDV ASM and GLDM Entropy) is shown in Figure 5-5, 
where the points on this plot hug the line closely (but less closer than the previous figure), suggesting 




-0.837 which means when any of these features increase the other feature usually decreases.  
Moreover, a plot for two almost uncorrelated features (GLDV Contrast and GLDM Homogeneity) is 
shown in Figure 5-6 where the data points in this plot appear to be randomly distributed. They do not 
fall close to the line indicating a very weak relationship if one exists. The correlation coefficient for 
this relationship is -0.046. 
Therefore, from the previous discussion it is clear that there is a great need to get rid of the redundant 
features and eliminate the existing correlation. However, the correlation coefficients cannot be 
considered the only measure for interdependence among features as it focuses only on the linear 
relationships [114, 116]. Therefore, feature selection algorithms should be studied and applied to 
achieve this task which is the main topic discussed in the coming sections.  
Table 5-1 Correlation among Second Order Statistical Features 
GLDV GLDM  
Contrast Mean Entropy IDM ASM Entropy Energy Contrast
Mean 0.943        
Entropy 0.097 0.29       
IDM 0.06 -0.18 -0.77      
GLDV 
ASM 0.09 -0.87 -0.87 0.93     
Entropy -0.45 0.7 0.7 -0.78 -0.84    
Energy 0.3 -0.68 -0.7 0.86 0.93 -0.86   
Contrast 1 0.08 0.08 0.07 0.1 -0.45 0.3  
GLDM 

































































Figure 5-6 Correlation between GLDV Contrast and GLDM Homogeneity 
5.4 Classifier Independent Feature Selection 
Feature analysis for classification is based on the discriminatory power of features. This is a measure 
of the usefulness of the feature(s) in determining the class of an object. Traditional feature analysis 
for classification addresses only classifier based discriminatory power, i.e., a classifier is selected, and 
then the discriminatory power of a feature is proportional to the accuracy of the classifier when it uses 
that feature. Traditional feature analysis for classification is thus classifier-driven.  Therefore, in order 
not to rely on a certain classifier, there is a need to integrate the classifier independent feature 
selection algorithm in the proposed framework.  
As discussed in section 5.3.1, it was shown that there is a kind of correlation among the constructed 
features. However, this correlation is not enough for feature selection as it measures only the linear 
correlation. Therefore using a more generic method to determine the dependency among the features 
should be used to get rid of the redundant and correlated features. Moreover, the selected features 
should also satisfy the condition that it represents the tissue class effectively. Therefore, the 
information the feature carries about the class should be included in the analysis. The adequate 
solution to this problem is the Mutual Information Feature Selection algorithm (MIFS) which is based 
on the concept of Mutual Information (MI) [122, 123]. 
5.4.1 Mutual Information Feature Selection (MIFS) 
MI can be used to evaluate the information content of each individual feature about the output class, 
and about each one of the other features. MI is based on probability distributions and measures the 




random variable describing a feature and C  as a random variable describing the class, the mutual 
information );( XCI is a measure of the amount of information that random variable X  contains 
about the random variable C . It can also be interpreted as the reduction of the uncertainty of one 
random variable due to the knowledge of the other.  Thus, it provides a criterion for measuring the 
effectiveness of a feature for class separability. Interdependence between a feature and the classes is 
proportional to the value of );( XCI . The same procedure can be done to determine interdependence 
among features; where );( 21 XXI  represent the interdependence among features 21 XandX that 
should be minimized to avoid selecting two or more similar features. Therefore, we are looking for 
maximizing );( XCI , and minimizing );( 21 XXI . 
5.4.1.1 Entropy and Mutual Information 
In the classifier independent feature selection problem, it is required to find inputs (features) that 
carry as much information about the output (classes) as possible, therefore, tools to measure 
information is a must. Using Shannon’s information theory, there is a way to measure information of 
random variables using entropy and mutual information. Entropy is a measure of uncertainty of 
random variables. If a discrete variable X has a probability density function (pdf) )(xp  then the 
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While for two discrete random variables X and Y whose joint pdf is ),( yxp , the joint entropy 
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Usually when some variables are known and others are not, the remaining uncertainty is measured by 





xypyxpXYH )(log),()( 2                                                                                        5-4 
The relation between the conditional entropy and the joint entropy is given by the chain rule which 
implies that the total entropy of random variables X and Y is the entropy of X plus the remaining 












Figure 5-7 Relation between Mutual Information and Entropy 
5.4.1.2 MI between Features and Classes (MIFC) 
From the previous discussion, the MI between feature values and classes can be calculated as follows 
[122]: 
,)()();( XCHCHXCI −=                                                                                                              5-6 
The higher )( XCH is, the higher the uncertainty. The MI );( XCI , is maximum when the class is 
totally dependant on the feature, while it is minimum when the class and the feature are totally 
independent. 





cpcpCH                                                                                                              5-7 
Where )(cp is the probability density function of c .   
The conditional entropy )( XCH  measures the degree of uncertainty entailed by the set of classes 










=                                                                                      5-8 
This formula is valid for the case of continuous functions. However, in the case of feature selection, 
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Since the classes for which the data set belongs are known (e.g., cancerous or non-cancerous), then 
)(cp  can be calculated by dividing the number of each class by the total number of classes. )(xp and 
)( cxp are estimated using the Parzen Density Estimator [123, 125].  
5.4.1.3 MI among Features  
The number of selected features should be minimized to get rid of redundancies and increase the 
efficiency of the classifier. In order to achieve this task, no features carrying the same information 
(their mutual information is relatively big) should be selected. Therefore, the MI between different 
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The pdfs used here are also estimated using the Parzen density estimation. 
5.4.1.4 Mutual Information Feature Selection (MIFS) Algorithm 
MIFS was proposed in [122, 123] and the algorithm is shown in Figure 5-8. In this work, the 
algorithm is applied for the TRUS image texture features constructed in the previous chapter and the 
algorithm is summarized as:  
1. Initialization Set X ← “initial set of N features;” S ← “empty set.” 
2. Computation of the MI with the output class for each feature XXi ∈  compute );( iXCI  
3. Choice of the first feature find the feature f that maximizes );( iXCI ;set { }iXXX \← ; 
set { }iXS ←  
4. Greedy selection repeat until kS =  (the desired number of selected features): 
a. Computation of the MI between variables for all couples of variables 
);( si XX with XXi ∈ and  SX s ∈  compute );( si XXI . 








− β                                                                              5-11 
c. Set { }iXXX \←  and iss XXX ∪←  
5. Output the set sX containing the selected features. 
The parameter β controls the relative importance of the MI between the candidate features and the 
already selected features with respect to MI with the class. If β is zero, only the MI with the output 
class is considered for each feature selection. If β increases, this measure is discounted by a quantity 
proportional to the total MI with respect to the already-selected features. [122]. Different sizes of the 
selected feature subsets were investigated in this work. It was found out that a feature subset with a 
minimum size of four features results in excellent accuracy; therefore, this subset size will be used in 
this study. The MIFS algorithm is used in this work to select four features from the available 
combined set of features.  Moreover, in this work β value was set to 0.5 in order to give some weight 
for both the MIFC and MIXY.  
5.4.2 Feature Selection Results using MIFS  
The MIFS algorithm explained in the previous section is used to rank the available second order 
statistical features according to the information content of each feature. The resulting MI between 
each feature and the class is shown in Figure 5-9 where the x-axis represents the feature number and 
the y-axis represents the mutual information between that feature and the class, while the MI among 
features is shown in Table 5-2.  
In this work, it was found that the feature subset that maximizes MIFC and minimizes MIXY is 
constructed of four features. This selected feature subset performed better than the original feature 
sets and resulted in more accurate classification compared to the case of using all the constructed 
second order features combined. As mentioned earlier the available data set consists of 33 images 
with 108 ROIs identified. The gold standards that we use are the radiologist’s marking on the TRUS 
images with an accuracy ceiling of 66 %. The classification results are shown in Table 5-3 where the 
SVMs classifier is further compared to both the CNN and the DT. The classification results obtained 
using the SVMs are better than the ones obtained by either the CNN or the DT, which supports the 
recommendation of the previous chapter to carry on with the SVMs for the rest of the classification in 
this work. Moreover, the selected feature subset obtained better results using the SVMs than both the 
GLDM feature set and all the features combined. However, it still performed as good as the GLDV 
features. Yet, the selected feature subset is expected to perform better than the GLDV in the case 






Figure 5-8 MIFS Algorithm 
 
Table 5-2 Interdependence among features 
 Feature 1 Feature 2 Feature 3 Feature 4 Feature 5 Feature 6 Feature 7 Feature 8 Feature 9 
Feature 1 0 0.68 0 0 0 0 0 2.94 0 
Feature 2  0 0.28 0.38 0.07 0.11 0.03 0.23 0.1 
Feature 3   0 0.54 0.8 0.42 0.43 0 0.58 
Feature 4    0 0.97 0.5 0.65 0 2.22 
Feature 5     0 0.6 0.94 0 0.92 
Feature 6      0 0.67 0 0.46 
Feature 7       0 0 0.55 
Feature 8        0 0 
















Second order features  
Figure 5-9 Interdependence between features and classes 
Using the MIFS algorithm, we obtained excellent accuracies especially when we combined it with the 
SVMs classifier and the second order statistical features. However, this algorithm is very much time 
consuming for this limited number of features (9 features). Yet, its ability to choose the best feature 
subset for the problem is still acknowledged. Therefore, an idea of using other feature selection 
methods arises. Having chosen the SVMs as the classifier that is going to be used for the rest of the 
thesis, using classifier dependent feature selection methods is a promising choice. Especially that the 
SVMs performed as good even for the selected feature sub-set, and neither the CNN nor the DT have 












Table 5-3 Classification results using MI feature subset 
 Cancer Non-Cancer 
Cancer 4 2 
 
CNN 
Non-Cancer 2 10 
Sensitivity = 66.67%; Specificity 83.3%; 77.7% Accuracy 
 Cancer Non-Cancer 
Cancer 5 1 
 
DT 
Non-Cancer 1 11 
83.33% Sensitivity; 91.6% Specificity; 88.8% Accuracy 
 Cancer Non-Cancer 
Cancer 5 1 
 
SVMs 
Non-Cancer 0 12 
83.33% Sensitivity; 100% Specificity; 94.4% Accuracy 
5.5 Classifier Dependent Feature Selection 
In the classifier dependent feature selection avenue, a classifier is pre-defined (SVMs in this work) 
and the accuracy of the classification using the selected feature subset is judged. In supervised 
learning, feature selection is often viewed as a search problem in a space of features. On one hand, 
filter methods (classifier independent) use an evaluation function that relies exclusively on data 
properties, thus is independent on any particular classification algorithm. This method has been 
explained and used in the previous section 5.4. On the other hand, wrappers (classifier dependent) use 
the inductive algorithm to estimate the accuracy of a given subset [126]. The wrapper methods 
usually choose a feature subset that satisfies a certain criterion. The difference between the features 
chosen by the wrapper method and those left out is characterized by a notion of relevance. In this 
work, the relevant feature subset is the subset that maximizes the classifier accuracy. The most 
common wrapper method is the Sequential Forward Search Algorithm (SFS) and the Sequential 
Backward Search algorithm (SBS). One of the obvious disadvantages of these approaches is that they 
may suffer from nesting. That is, the already selected features determine the course of the remaining 
selection process, as once an attribute is included in or removed from the feature subset, it cannot be 
reconsidered. Another disadvantage could be named as feature missing. Feature missing results in 
missing a feature if this feature alone provides little discrimination, but together with another feature 
they are very effective, a case that is present in the TRUS images features. The sequential algorithms 
may never detect this combination since either feature alone would never be selected [120, 126]. 
Classical Wrapper methods are widely acknowledged as a superior way in supervised learning 
problems. However, the disadvantage discussed earlier didn’t recommend the use of these methods in 
the TRUS images feature selection problem. Therefore, intelligent wrapper methods are needed in 
order to achieve the best possible selection considering the available small data set. Two different 




for solving optimization problems and are tailored and adopted to fit the ROIs texture feature 
selection problem. 
5.6 Artificial Life Feature Selection 
Artificial life (Alife) is a field of study dedicated to understanding life by attempting to derive general 
theories underlying biological phenomena, and recreating these dynamics in another environment 
making them accessible to new applications. This research links biology and computer science.  
Two different Alife techniques which are Particle Swarm Optimization (PSO) and Ants Colony 
Optimization (ACO) are tailored and adopted to be applied in this work for feature selection using the 
constructed statistical texture features for the identified ROIs (GLDM, GTDV, NGTDM and 
GTRLM). These methods are compared and evaluated based on the classifier accuracy.  
5.6.1 Particle Swarm Optimization (PSO) 
Particle swarm optimization is inspired from artificial life (Alife) in general such as bird flocking, fish 
schooling, and swarming theory in particular [127]. PSO comprises a very simple concept, and it 
requires only primitive mathematical operators, which makes it computationally inexpensive in terms 
of both memory requirements and speed.  
PSO is a population-based search algorithm that is initialized with a population of random solutions, 
called particles. Each particle in PSO moves through the search space with a velocity that is 
dynamically adjusted according to its own and its companions’ historical behaviors [128]. The 
particles have a tendency to move toward better search areas over the course of a search process. 
Acceleration or velocity is weighted by a random term, with separate random numbers being 
generated for acceleration toward the best solution obtained by that particle (pbest) and the best group 
solution obtained any other particle  (gbest). PSO was introduced in 1995 [127] and since then it has 
attracted a lot of attention from researchers around the world.  The focus of the work done in this 
thesis is on the application of PSO in the feature selection of the TRUS image ROIs texture features. 
5.6.1.1 PSO Algorithm 
Originally, PSO was designed for continuous functions optimization problems. The algorithm has 
now been extended to cover binary and discrete problems. The original global PSO is summarized as 
follows: 
1. Initialize an array of particles with random positions and velocities. In the case of image 
features selection each particle is initialized initially by a feature subset that was randomly 
set.  
2. Evaluate the desired maximization function which is set in this work to be the classifier 




3. Compare evaluation function with particle’s previous best value (pbest) (previous best 
obtained accuracy and its corresponding feature subset):  
If current value > pbest then pbest = current value 
4. Compare evaluation function with group’s previous best (gbest) (best accuracy obtained by 
all the particles and its corresponding feature subset):  
If current value > gbest then update gbest, 
5. Change particle’s velocity (the particle’s selected features subset) by: 
),()( ,,22,,11,, jijijijijiji pgbestrcppbestrcvv −+−+=                                                        5-12 
Where 1,0 21 ≤≤ rr are uniformly distributed random variables (acceleration constants), 
4,0 21 << cc  are learning factors. It is recommended in [128] that   
6. Move to the new position (new feature subset) jijiji vpp ,,, +=  
7. Loop to step 2 and repeat until either a predefined criterion is met or the maximum number 
of iterations is reached. In this work the criterion is the best classification accuracy (all 
particles should converge to the maximum accuracy). 
5.6.1.2 FS using PSO  
The algorithm used in our application is a slightly modified version of the PSO algorithm to fit the 
binary nature of the feature selection problem. 
In this work each particle is treated as a point in a n2  dimensional space where n  denote the total 
number of features. Let ijv  and ijp  denote the thj component of the thi  particle velocity iv  and 
position ip respectively. At every iteration, the particle position is updated by two "best" particles. 
The first one (denoted by pbest) is the best fitness it has achieved so far. Another "best" value that is 
tracked by the particle swarm optimizer is the best value (denoted by gbest), obtained so far by any 
particle in the population (global PSO).  
We also define the fitness of each particle as recognition accuracy corresponding to the features 
selected by this particle using a pre-specified classifier (in this work, we use SVMs).  
The classification error ε  is determined by dividing the number of misclassified regions N  by the 
total number of regions R according to equation 5-13 and the fitness (recognition accuracy) is then 
determined by equation 5-14.   
R
N
=ε                                                                                                                                                 5-13 




In our application, the tailored algorithm is: 
1. Initializes a group of random particles with 10 , ≤≤ jip , gbest =0 
2. Update gbest that maximizes the classification accuracy 
3. Update jiv ,  using equation 5-12 and further update jiv ,  using : 
                      ,1)(2 ,, −= jiji vv σ                                                                                                           5-15 










=                                                                                                    5-16 
Where 1=α  
4. The position jip ,  is then updated using the initial position and the velocity obtained from 
equation 5-15. Since we are facing a binary problem the position is either 0 or 1 means 
either choose this feature or leave it.  
                ),( ,,, jijiiji vpfp +=                                                                                                              5-17 
Where the selected feature subset at each stage is given by: 
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12,1,0, −
= niiii pTpTpTf                                                                                           5-18 
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5. The gbest value is then updated to take the value of the best particle in the population. 
6. The algorithm stops when either the accuracy is settled at the best possible accuracy or 
when the algorithm reaches a predefined number of iterations. It was found that the 
algorithm did get to the optimum accuracy even for small number of iterations.  
 
The output of the PSO FS algorithm is a vector composed of ones that correspond to the selected 
features and zeros that correspond to the rejected features.  
In order to visualize the algorithm convergence, the behaviours of four different particles are 
examined and shown in Figure 5-10 where particle three converged to the best accuracy fast, particle 
one followed, particle four was next and finally particle two did converge. Therefore, by the end of 
the algorithm all the particles should have been arrived to the best accuracy (the best feature subset). 
It should be noticed that at each run, a different feature subset was obtained, yet all of the selected 
feature subsets obtained the same classification accuracy. This result proves that different feature 




information to the decision making until the final amount of information needed for the best 
classification is reached.  






















Figure 5-10 Particles’ Convergence 
Since the data set we are using is not big enough and the PSO doesn’t guarantee global optimum, 
another optimization based FS algorithm is used in this work to support the decision obtained by the 
PSO. Therefore, Ants Colony Optimization is used in this work to support the PSO result. 
5.6.2 Ants Colony Optimization (ACO) 
Ants Colony Optimization introduced in [129] is another heuristic optimization method for solving 
optimization problems. ACO borrows ideas from biological ants. Experiments with real ants showed 
that almost blind insects like ants go from the nest to the food source and backwards then, after a 
while, the ants prefer the shortest path from the nest to the food source. A moving ant lays some 
pheromone thus making a path by a trail of this substance. The ants usually follow trails with higher 
pheromone. Naturally, larger amount of pheromone will accumulate on the shorter paths to good food 
sources because larger number of ants will cross it back and forth per unit time as compared to longer 
paths. Figure 5-11 illustrates the behaviour of natural ants that were moving along a path and then an 
obstacle was suddenly introduced. The choice of the ants to go either to the right or to the left is 
determined by the intensity of pheromone trails on each side. A higher amount of pheromone on the 
right path gives the ant a stimulus to follow this direction. 
In this work, a simple algorithm that borrows ideas from the ACO method is presented and it leads to 






Figure 5-11 illustration of the natural ants moving from the nest to the food 
5.6.2.1 ACO for Feature Selection 
The ACO is used as a base for the feature selection algorithm used in this section. The system is 
initialized with a group of ants moving across a full binary tree of depth n and 2n leaves. Each leaf 
corresponds to one of the possible 2n feature subsets. The root of the tree corresponds to the nest of 
the ants and the accuracy of the classifier based on the feature subset associated with each leaf 
corresponds to the amount of food found at that food source (classification accuracy in our FS 
problem). 
The algorithm proceeds by iterating through the following basic steps: 
• Construct a solution for all ants: which feature subset should each ant choose? At the 
first iteration, all the ants will move randomly (choose random feature subset). 
However, on subsequent iterations, the ants’ choices will be influenced by the 
intensity of the pheromone trails (classification accuracy) left by preceding ants. The 
pheromone level reflects the classification accuracy obtained by choosing the 
corresponding feature subset. 
• Do a global pheromone update according to the accuracy obtained by following each 
path. 
Figure 5-12 shows a sample of different paths at the end of the FS process. Path 1 is the path with the 
most amount of pheromone (maximum possible accuracy). This path started with a small amount of 
pheromone and the pheromone level increases until the program terminates which means that more 
ants are passing through it due to its better accuracy results (shortest path). Therefore, the feature 
subset selected by this path is considered as the best feature subset. Path 2 had less amount of 
pheromone at the end of the program; therefore, it was not selected as the best path. Paths 3 and 4 did 
have worse classification accuracy meaning that the feature subsets selected by following these paths 




As in the PSO method, the accuracy criterion is based on SVMs classifier. 


























Figure 5-12 Ants Different Paths  
5.6.3 Results and Discussion 
The classification results are shown in Table 5-4. The results show that the PSO and the ACO 
obtained the same classification results with 83.33% sensitivity; 100% specificity and 94.4% 
accuracy (only one misclassified cancer case). The behaviour of some particles is illustrated in Figure 
5-10 which shows that the particles usually converge to the best feature subset. Different best 
solutions can be obtained which proves that each feature might be informative when added to a 
certain feature sub-set and non- informative when added to another feature sub-set. The ACO paths 
are also shown in Figure 5-12 where the best path is shown as well as some paths that didn’t obtain 
the best accuracy. Different paths can be chosen as the best solutions, which support the results 
obtained by the PSO that each feature can add some information to the feature subset until the 
information needed to obtain the best accuracy is reached. There is no predetermined number of 
features for either the PSO or the ACO methods. 
In the PSO, since particles survive intact from one iteration to the next, then any particle can 




subset. In a similar manner, any path can be chosen by the ACO as the initialization process starts 
with a tree where all possible paths can be explored.  
Therefore, either one of the proposed Alife feature selection methods proved their ability to select a 
feature subset that obtained the same classification accuracy as that obtained using the MIFS. 
However, MIFS needs a predetermined number of features which is a challenging requirement if we 
cannot estimate the optimum number of features correctly. Moreover, the MIFS algorithm involves 
several stages which are the MIFC and MIXY calculations and optimizing equation 5-11 which 
involves a greedy algorithm. Using a greedy algorithm might cause a nesting problem where a feature 
that has been discarded cannot be rechosen. Therefore, one of the implemented Alife methods is 
applied for the next chapter for spectral feature selection as it is less time consuming than the MIFS 
with the same accuracy results, moreover, Alife methods do not suffer from the greedy problems. 
Furthermore, the size of the selected feature subset dosen’t have to be predetermined. The PSO is 
elected to select the spectral feature subset in the next chapter. 
Table 5-4 Classification Results Using the Alife Methods 
 cancer Non-cancer 
cancer 5 1 
 
PSO 
Non-cancer 0 12 
83.33% Sensitivity; 100% Specificity; 94.4% Accuracy 
 cancer Non-cancer 
cancer 5 1 
 
ACO 
Non-cancer 0 12 
83.33% Sensitivity; 100% Specificity; 94.4% Accuracy 
5.7 Conclusions 
In this chapter, different feature selection avenues were tackled. MIFS algorithm was implemented 
and applied with an almost optimal feature subset that obtained excellent sensitivity, specificity and 
accuracy. However, using the MIFS involves the choice of the size of the feature subset; MIFS also 
might suffer from nesting problem due to application of a greedy algorithm for feature selection. 
Therefore, different Alife based optimization methods are tailored to fit the texture feature selection 
and were applied to the ROIs constructed features. These methods are the PSO and the ACO. The 
Alife based FS methods obtained excellent classification results that were the same as the MIFS, but 
with much less computational time. The SVMs classifier was used for the accuracy evaluation for all 







Spectral Feature Analysis 
6.1 Preamble 
In the previous chapters of this thesis, several aspects were tackled which are: In chapter 3, the 
suspicious ROIs were identified from the segmented TRUS images using a novel system that 
integrates the frequency information, the spatial information as well as the expertise information. In 
chapter 4, different statistical features were constructed and three different classifiers namely: CNN, 
DT and SVMs were compared based on the classification accuracies using the constructed statistical 
features. One of the conclusions that were extracted from chapter 4 recommended the use the SVMs 
classifier throughout the rest of the thesis. The other conclusion was that the higher order statistics are 
excluded from further analysis as they supply more information than what can be afforded at this 
stage provided that the available data is limited by the HVS. While in chapter 5, different feature 
selection methods were introduced and applied to the constructed statistical TRUS image ROIs’ 
features. The recommendation of chapter 5 was to use any of the introduced Alife FS techniques for 
the feature sets constructed from the ROIs as the MIFS demanded more computational efforts and it 
obtained the same results as the proposed Alife algorithms. In this chapter, several novel spectral 
feature sets are proposed and constructed. These feature sets are implemented and applied for the first 
time for the application of prostate tissue characterization. 
CAD using ultrasound is typically based on constructing parameters from the returned echoes in order 
to identify the tissue type present in the image. This is usually achieved using either one of two main 
avenues. The first avenue is extracting parameters from the image texture where features are 
constructed from the image after the echo processing is performed. This avenue was the focus of 
chapter 3 in this thesis. The second avenue is constructing parameters from Radio Frequency (RF) 
signal that is recorded from the returned echoes prior to machine processing. The RF avenue is 
typically applied for prostate tissue characterization using spectral parameters in which the power 
spectrum of the RF signal is linearized and some features such as the y-intercept and the mid-band are 
extracted from the linearized power spectrum [66, 67, 68].  
Using the typical RF signal has the advantage of being free from the machine processing distortion. 
While for the image texture applications, data is easier to collect and implement visually. Different 
spectral features from the RF-echo signals, i.e., before the ultrasound image formation, have been 
used successfully for prostate cancer diagnosis. Unfortunately, the RF signal may not be available to 
most researchers. In this chapter, an innovative technique is proposed to scan the ROIs in order to be 
able to apply different spectral methods to the TRUS images ROIs in an attempt to get the benefit of 
the successful RF method when provided only with the TRUS images (RF data is not available). 
Therefore, the spectral based image feature construction is introduced in this work and the proposed 
spectral based feature analysis algorithm is shown in Figure 6-1. In the stage that follows the ROI 




a classifier-dependent feature selection algorithm is applied to select the most salient and informative 
features. Two Alife FS methods were explained and applied to the TRUS image texture features in 
the previous chapter and are expected to have the same selection power for the TRUS spectral 
features. The PSO, one of the elected Alife based methods that were explained in chapter 5, is used to 
select a feature subset from the constructed spectral features. Finally, SVMs classifier is used for 
testing the system’s accuracy using the selected feature sets.   
 
Figure 6-1 The Designed Spectral Based CAD Algorithm 
6.2 ROI Signal Generation Results 
For the spectral feature construction methods used in this chapter and explained in sections 6.6, 6.7 
and 6.8, the pixels within each ROI are aligned to form a 1-Dimensional signal. The pixels alignment 
method is illustrated in Figure 6-2 and a sample of the obtained signal is shown in Figure 6-3. It is 
clear that the grey level changes slightly as we move away from the pixel in which the aligning 




process then takes pixels from the next row starting from the pixel just below the last pixel in the 
previous row as illustrated in Figure 6-2. The grey level changes smoothly in the opposite direction 
until it gets to the last pixel in the second row, where the grey level is very close to the one we started 
with. This pattern is illustrated in Figure 6-2 and Figure 6-3. The signal follows the same pattern with 
a slight change between each pixel and its neighboring one until the aligning process is finished by 
covering the whole ROI.  
 
Figure 6-2 The way pixels are aligned to obtain the ROI signals 




















Figure 6-3 Zoom Into the Grey Level Signal of a Cancerous Region 
Figure 6-4 shows a sample TRUS image with the doctor’s identification highlighted on the TRUS 
image as well as the proposed algorithm identified ROIs. The signals that correspond to different 
regions in the image are shown in Figure 6-5, Figure 6-6 and Figure 6-7, where Figure 6-5 and Figure 
6-6 show the signals of the two ROIs that correspond to regions identified by both the doctor and the 
proposed algorithm (regions 3 and 10) which means that the algorithm did capture the doctor’s 
information.. Figure 6-7 shows the signal that corresponds to a region that is identified by neither the 








Figure 6-4 Prostate TRUS Image and the Corresponding Identified ROIs 















Figure 6-5 ROI Signal for Region 3 (cancer region) 
It is clear from the presented figures that the signals corresponding to the cancerous regions look 
totally different than that signal corresponding to non-cancerous region. The cancerous regions 
signals’ grey level is relatively small compared to the grey level of the non-cancerous regions, which 
means that the cancerous regions are usually darker. The obtained signals look very rich and they 
contain lots of information more than just the grey level values. Some of these information can be 





















Figure 6-6 ROI Signal for Region 10 (cancer region) 
















Figure 6-7 ROI Signal for a non-cancer region 
Figure 6-8 shows another TRUS sample image with the doctor’s identification highlighted on it as 
well as the proposed algorithm selected ROIs. The signals that correspond to different ROIs are 




doctor’s highlighted cancerous region (region 3). Figure 6-10 shows the signal that corresponds to a 





Figure 6-8 Prostate TRUS image and the corresponding identified ROIs 
For the TRUS image shown in Figure 6-8, the ROI signal that corresponds to the doctor’s marked 
region (region 3) is shown in Figure 6-9. It resembles the cancer signal shown in Figure 6-5 and 
Figure 6-6 with a difference in the number of pixels as region 3 in Figure 6-8 is much smaller than the 
other two regions. However, it does follow the same pattern and grey level values. Moreover, the 
algorithm did recognize a region whose signal follows the same pattern and grey level values of the 
cancer regions; however, it was missed by the doctor. Moreover, this analysis proves the need to dig 
more into the signal and get as much information as possible from it.  Furthermore, it allows for the 
use of the different spectral feature construction methods that were available only for the RF data.  
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Figure 6-10 ROI Signal for Region 1 
Some statistics of the obtained sample signals are calculated and illustrated in the following tables. 
Table 6-1 shows the mean, median and Standard Deviation StD of the signals that were obtained from 
the cancerous ROIs that correspond to the doctor’s identified regions as well as their corresponding 
averages. The table shows consistency in the statistics of the cancerous signals.  
Table 6-2 shows the same statistics for a ROI that was not highlighted by either the doctor or the 
proposed ROI identification algorithm (non-cancer region).  
Table 6-1 Statistics of Cancerous Regions Signals 
 Figure 6-5 Figure 6-6 Figure 6-9 Average 
Mean 17 34.12 48 33 
Median 16 33 49 32.7 
StD 4.16 10.13 4 6.16 
 
 The two tables show distinct differences between the statistics of the cancerous and non-cancerous 
regions signals. This proves the power of the proposed image scanning method that transfers the 
image from the image format to the signal format. Moreover, the obtained signals are better 





Table 6-2 Statistics of Non-Cancerous Regions Signals 





Table 6-3 shows the statistics of a region whose corresponding signal is shown in Figure 6-10. The  
region’s signal corresponds to a region that was identified by the proposed identification algorithm 
and was missed by the radiologist. This region has the same pattern and statistics as the identified 
cancerous regions by both the doctor and the proposed ROI identification algorithm, which proves the 
out-performance of the proposed ROI identification algorithm that was able to recognize the regions 
that were missed by the radiologist. 
Table 6-3 Statistics of Unidentified Regions Signals 





6.3 Spectral Features 
Different spectral features are constructed in the following sections from both the TRUS images ROIs 
and the TRUS images ROIs’ signals that were obtained from the images’ ROIs as explained and 
shown in the previous section. The constructed features are categorized to four main categories which 
are: 
• Wedge and ring features (constructed from the ROIs’ images) that are explained in section 
6.4,  
• Parametric Power Spectrum Density (PSD) estimation features explained in section 6.6,  
• Non- parametric PSD estimation features explained in section 6.7  
• Estimation of Signals via Rotational Invariant Techniques (ESPRIT) features explained in 
section 6.8.  




6.4 Wedge and Ring Feature Construction Method 
The discrete Fourier transform is the most widely used transform for textured scenes analysis [87]. 
Information on textural content is provided by constructing features from the Fourier power spectrum, 
as it represents the strength of each spatial frequency. The textural information within the image can 
be represented in a more brief form by the transformation of textured images into the Fourier domain. 
Coarseness is one textural property that can be revealed from the power spectrum. Therefore, 
conclusions about the properties of a texture can be defined [44, 87]. Coarse textures have power 
spectrum values concentrated near the origin, while fine textures have more high frequency 
components, hence; have a more spread out spectrum. These observations lead to the features that are 
constructed from the Fourier domain using ring and wedge filters. To illustrate the PSD 
representation of a coarse texture, Figure 6-11 shows the PSD for a 32x32 test image that is totally 
black except for a square white patch of 10x10 pixels located at the center of the image. This image 

























Figure 6-11 PSD of a coarse texture 
The wedge and ring filters were introduced in [130] and were used for image segmentation in [131] 
where these filters were compared to other image features. Typically, the power is measured between 
rings of inner radius 1r  and outer radius 2r . Moreover, the directionality of the image texture is 
represented by the average power over wedge-shaped regions centered at the origin of the power 
spectrum.  
This method can be summarized as follows. For any spatial position ),( yx   on the image, there is a 
function ),( yxf  representing the grey scale level of the TRUS image. Thus, the 2D Fourier 
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 for 1,,2,1,0, −= sMxu L   and  1,,2,1,0, −= sNyv L  
However, the ROIs are non-rectangular, therefore, zero padding was performed toimbed the ROIs to a 
rectangular patch. 
For deterministic signals, the square of the magnitude of the Fourier spectrum is referred to as the 
power spectrum of f . This method was applied earlier for liver tissue classification from ultrasound 
images in [40]. The same method is applied in this work to the TRUS image ROIs and a sample 





























Figure 6-12 Power Spectrum of a TRUS image ROI 
Let 2),(),( vuvuP ℑ=  and let ),( φφ rP r denote the corresponding function in the spherical 
coordinates, i.e., with 22 vur += and )(tan 1
y
v−=φ . 
Then the power contained in a ring centered at the origin having inner and outer radii of   1r and 2r   










φ φ  .  Similarly, the power contained in a wedge of radius 















In this work, the wedge and ring filters method is applied to the ROIs of the TRUS images for the 
first time, where the energy content in ten wedges and ten rings are calculated and used for TRUS 
images’ ROI tissue classification.  
One clear weakness of this method is that rings and wedges geometry do not match the irregular 
nature of the ROIs (that are not square or rectangular regions) of the TRUS images. To avoid dealing 
with this irregular image (ROI), the ROIs are converted to a 1-D signal. 
For the methods described throughout the rest of this chapter, the pixels within each ROI are aligned 
to form a 1-Dimensional signal as explained earlier in section 6.2 and different spectral analysis 
methods are applied to this signal where many spectral features are constructed. This pixel alignment 
is proposed to take into account all the pixels that are enclosed in the ROI without the approximation 
by a square that might either add more pixels that don’t belong to the ROI or take away some pixels 
that belong to the ROI.   
6.5 Proposed Novel Constructed Features Using the Estimated PSD  
In particular, for the case of the estimated PSD, the proposed new feature set that is constructed from 
the estimated PSD contains features that are different from the ones originally found in literature [67, 
68, 66]. In the previous work done in this area, linear interpolation was usually done to the estimated 
PSD of the RF signals and features were constructed from the straight line. The constructed features 
in the previous work were mainly the slope, the mid-band PSD and the y-intercept of the straight line. 
In the proposed algorithm, the estimated PSD was plotted against the frequency for the different 
ROIs’ signals and these plots were visually inspected. A sample of the produced PSD plot is shown in 
Figure 6-13. The first section that corresponds to smaller frequencies has some information that 
cannot be easily extracted from this plot. Therefore, the proposed feature construction method 
suggests plotting the PSD and the frequency on a log-log scale. The proposed plot for one ROI is 
shown in Figure 6-14 in which the y axis represents -20*log(PSD) and the x- axis represents log(f), 
while Figure 6-15 represents the estimated PSD for some ROIs.  From the above discussion and from 
the figures, the proposed constructed feature set for each ROI in the proposed algorithm depends 
mainly on a plot that is similar to that shown in Figure 6-14. In which a similar plot is generated for 
all the identified ROIs and the features that are expected to carry most of the information in the 
estimated PSD are constructed from the sample plot that is shown in Figure 6-14. It is clear that the 
approximation by a straight line that was used earlier in the literature for the RF data is not adequate 
for our generated ROI signal and will loose lots of information that is present closer to the y-axis. 
Therefore, the proposed algorithm suggests polynomial interpolation for the first segment and the 
obtained polynomial coefficients are used as features. A sample of the chosen polynomial is shown in 
Figure 6-14 which is a very close approximation to the first section in the plot. Moreover, in order not 
to loose the information in the rightmost section of the plot, the second segment is approximated by a 
straight line where the slope, the y-intercept are considered as features. Furthermore, some more 
features are proposed which are: 
• The value of the first peak as well as its corresponding frequency,  




• The slope of the bridge (the 1st ascending section right after the peak) that connects the left 
and right portions of the curve are also considered as features in the proposed spectral feature 
set. 
 



















Figure 6-13 The Estimated PSD for a Cancerous ROI 























Figure 6-14 The Estimated PSD and the Polynomial Fit to the First Section 
Figure 6-15 shows a sample of the estimated PSD for several ROIs which shows that the proposed 










Figure 6-15  Estimated PSD for some ROIs 
The used PSD estimation methods have been explained thoroughly in literature [132, 133]. These 
methods can be categorized into two main categories, namely the parametric and the non-parametric 
PSD estimation methods. 
6.6 Parametric PSD Estimation Methods 
In the parametric PSD estimation methods data is typically modeled as the output of a linear system 
[132, 133] driven by a zero mean white noise, and the parameters of this linear system are estimated.  
The most commonly used model is the all pole model, whose output is an AR process. Therefore, 
these methods are referred to as AR methods for spectral estimation. From the mode and the 
estimated parameters, the PSD can be estimated.  The AR methods tend to describe peaky spectral 
data such as speech signals adequately. AR methods are expected to be suitable for TRUS images, as 
these kinds of images possess high frequency changes. Therefore, AR methods are selected among 
the parametric PSD estimation methods that can describe the TRUS images’ data in this proposed 
algorithm. The data is estimated by linear combination of past values (forward prediction) and/or 
future values (backward prediction). The unknown coefficients are found by minimizing the errors 
between the predicted values and the original data [132]. All AR models give a PSD estimate given 
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Where )(ˆ kap  are the estimates of the AR parameters and 
2σ̂ is the estimated minimum mean square 




for the purpose of TRUS images ROI spectral feature construction. These methods are briefed in the 
following subsections. The classification accuracy using these constructed features is shown in 
section 6.10.  
6.6.1 Yule-Walker AR Method 
Also named as the autocorrelation method, as the autocorrelation is estimated from the data and the 
estimates are used for the autoregression model parameters. This method fits an autoregressive (AR) 
model to the windowed input data by minimizing the forward prediction error in the least squares 
sense [132] to estimate the PSD of the input. This formulation leads to the Yule-Walker equations, 
which are solved by Levinson-Durbin recursion where a biased form of the autocorrelation estimate is 
recommended which ensures that the autocorrelation matrix is positive definite. Therefore, the matrix 
is invertible and solution is guaranteed to exist.  The AR model parameters are obtained by solving 
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6.6.2  Burg Method 
The Burg method estimates the AR parameters using an order recursive least square lattice method, 
based on minimizing the forward and backward errors in linear predictors, such that the AR 
parameters satisfy the Levinson-Durbin recursion. The details of the error prediction are given in 
[132, 134]. This method is reported to obtain better high frequency resolution compared to the Yule-
Walker method. It should also yield to a stable AR model. This is the main reason it is applied in this 
work to capture the high frequencies that exist in the signal accurately. The main disadvantage of this 




6.6.3 Modified Covariance Method (MCM)  
The covariance method for AR spectral estimation is based on minimizing the forward prediction 
error. While, the modified covariance method is based on minimizing the forward and backward 
prediction errors not constrained by satisfying the Levinson-Durbin recursion. It is shown in [135] 
that the MCM performs better than the Burg AR model for some signals and it is shown in [134] that 
the modified covariance method performs better than the non-parametric periodogram method for the 
radar backscatter signals. Therefore it is worth constructing spectral features using the MCM for the 
TRUS images’ ROIs as the ultrasound images are quite close to radar images. The radar images are 
generated using a similar manner to the ultrasound images. The radar machine sends a microwave 
beam and records the reflected amount of that beam using an antenna in a similar manner where the 
ultrasound machine sends an ultrasound wave and receives the reflected wave using its transducer 
[136]. 
6.7 Non-Parametric PSD Estimation Methods 
Since there is no specific assumption regarding the TRUS image data representation, the non-
parametric methods are expected to provide good PSD estimation, as these methods do not need to 
make any assumptions about how the data was generated. Therefore, non-parametric PSD estimation 
methods are also applied in this work for spectral feature construction, as they tend to estimate the 
PSD from the observed signal directly. 
Three different non-parametric methods are used in this work. Further details about these methods 
can be found in [132]. 
6.7.1 Modified Periodogram  
One way of estimating the power spectrum of a signal is to simply find the discrete-time Fourier 
transform of the samples of the process and take the magnitude squared of the result. This estimate is 









)( =                                                                                                                              6-6 
Where sf is the sampling frequency and  











∑=                                                                                                                  6-7 
Since the actual computation of ( )fX L can be performed only at a finite number of frequency 
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In this work the length of the signal that is obtained for each ROI by aligning its pixels is determined 
and N is chosen bigger than L so that N is the next power of two larger than L . ( )kL fX  is evaluated 
by zero padding ( )nxL with zeros to the length of N . The original periodogram suffers from the 
leakage problem that results in large side lobes in the frequency domain, especially for shorter signals 
which is the case of the ROI signals. The original periodogram is also known to be a biased PSD 
estimation method where the PSD produced using the periodogram rather represents leaky PSD than 
the true PSD. Another drawback of the original periodogram is its variance, which does not tend to 
zero for infinite data points, which means that the periodogram is not a consistent PSD estimator. 
Therefore, the original periodogram was not used for this work. 
The modified periodogram tends to solve the spectral leakage problem that is apparent in the original 
periodogram. The modified periodogram windows the signal prior to computing the Fourier 
transforms in order to smooth the edges of the signal. This has the effect of reducing the height of the 
side-lobes or spectral leakage. This action gives rise to the analysis of side-lobes as spurious 
frequencies introduced into the signal by the abrupt truncation that occurs when a rectangular window 
is used. For nonrectangular windows, the end-points of the truncated signal are attenuated smoothly, 
and hence the spurious frequencies introduced are much less severe. On the other hand, 
nonrectangular windows also broaden the main lobe, which results in a net reduction of resolution. In 
the proposed algorithm, a Hamming window is used in order to lessen the effect of large side lobes. 
Yet, the nonrectangular windows affect the average power of the signal as some of the time samples 
are attenuated when multiplied by the window.  
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and )(nw that is used in this work is a finite length Hamming window. 
6.7.2 Welch’ Method 
Some modifications can be applied to the classic periodogram method that allows for overlapping 
signal segments as well as windowing the signal segments prior to computing the periodogram.  The 
Welch’s method depends mainly on dividing the time series signal into segments that can be 
overlapping, it then computes a modified periodogram of each segment, and finally the average PSD 
estimate is obtained [137]. The averaging of modified periodograms tends to decrease the variance of 
the PSD estimate relative to a single periodogram estimate of the entire data record, which makes it 
more consistent method for PSD estimation. However, the bias of the Welch’s method is reported in 




redundant information, this effect is diminished by the use of a nonrectangular window, which 
reduces the importance or weight given to the end samples of segments (the samples that overlap). 
Therefore, from the above discussion the ROI signal is divided into eight segments (to reduce the 
variance of the estimated PSD) and a Hamming window (to decrease the redundant information) with 
an overlap of 50% is used for the ROI PSD estimation using Welch’s method.  
6.7.3 Multi Taper Method (MTM) 
The MTM method uses linear or nonlinear combinations of modified periodograms to estimate the 
PSD. These periodograms are computed using a sequence of orthogonal tapers [133]. Thompson's 
multi-taper method (MTM) is supposed to build an improved PSD estimate. Instead of using filters 
that are rectangular windows such are the ones used in the periodogram method, the MTM method 
uses a bank of optimal band-pass filters to compute the estimate. These optimal filters are derived 
from a set of sequences known as Discrete Prolate Spheroidal Sequences (DPSS) [139, 140]. 
Moreover, the MTM method provides a parameter that could balance the variance and resolution. 
This parameter is given by the time-bandwidth product, N×W and it is directly related to the number 
of tapers used to compute the spectrum. There are always 2N×W-1 tapers used to form the estimate. 
This means that, as N×W increases, there are more estimates of the power spectrum, and the variance 
of the estimate decreases. However, the bandwidth of each taper is also proportional to N×W, so as 
N×W increases, each estimate exhibits more spectral leakage (i.e., wider peaks) and the overall 
spectral estimate is more biased. In the proposed work, MTM is used to estimate the PSD using a 
time bandwidth product of four according as suggested in [138]. 
All the previously explained PSD estimation methods are applied and the features explained in 
section 6.5 are constructed for each of the previously explained methods. This feature set is then 
passed to a feature selection technique that specifies the best discriminating spectral features. The 
results are explained later in this chapter in section 6.9. From the obtained results it was clear that all 
the proposed feature sets are essential to obtain the best possible accuracy. Hence, there is a need to 
propose a more compact feature set that attains the important information needed for classification.   
Therefore, another novel feature set is constructed for TRUS image analysis for the first time to the 
best of the author’s knowledge. The proposed feature set is the ESPRIT feature set. 
6.8 Estimation of Signal Parameters using Rotational Invariant Technique 
(ESPRIT) 
In the proposed algorithm, a novel approach is used for spectral feature construction using TRUS 
images. Estimation of Signal Parameters via Rotational Invariant Techniques (ESPRIT) appears to be 
one of the best-known spectral-analysis methods. ESPRIT has a wide application in array signal 
processing, but the ESPRIT for ultrasound images is rare. ESPRIT has the highest resolution; it has 
no spectral splatter and is robust in the presence of noise [141]. Unlike Fourier methods that 
determine the amplitudes, applied to a set of regularly-spaced real frequencies, that best represent the 




amplitudes?.” Moreover, ESPRIT can deal with complex frequencies, where the signal damping can 
be estimated. ESPRIT is used for our proposed system, where the ROIs signals are pixels’ with grey 
level values that are aligned to form a 1-D signal as explained in section 6.2. 
ESPRIT was introduced and analyzed in [143, 144]. It is usually applied for high-resolution signal 
parameter estimation. ESPRIT proved high accuracy and was applied to a wide variety of problems 
including accurate detection and estimation of cissoids (damped sinusoids). There were several 
approaches to solve the problem of estimation of signal parameters. These methods started by the 
maximum likelihood (ML), which was successful but had some limitations like the sensitivity in 
parameter estimates [142]. A better approach was the Multiple SIgnal Classification (MUSIC) that 
started by solving the problem neglecting any noise and then applying the effect of noise in a way that 
obtained a reasonable approximate solution in the presence of noise [144]. ESPRIT is considered 
more robust (less sensitive) than the MUSIC algorithm. Moreover, it dramatically reduces the 
computation and storage costs. Therefore, it is much better to rely on ESPRIT in this work to estimate 
signal parameters from the ROIs lined pixels signal.  
The ESPRIT can be explained as follows: 
Assume the pixels’ signal is in the form of:  
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[ ] ( )ncnSwhere ii exp=                                                                                                                               6-11 
)( iii jc ωσ +−=   is the damping coefficient and frequency of oscillation of the thi  signal component, 
M is the modal order, and ih  is the complex amplitude of the thi  signal component. 
 iii hh φexp=                                                                                                                                   6-12 
Damping factors and oscillatory transient frequencies are expected to be functions of ROI texture 
properties and are distinctive characteristics that can be used to differentiate between cancerous and 
non-cancerous regions. 
Consider N samples from the lined pixels’ signal, use M consecutive smaller vectors from the N 
samples. 
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This can be written in a more compact form: 
η+= ASX                                                                                                                                         6-15 
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    It is required to solve for  ϕ  in order to estimate the damping factors and the frequencies  )( ic  for 
different frequency components. However, since A is not available, therefore ϕ  is obtained directly 
from the data. 
Since the ESPRIT algorithm requires the data to be separated into two orthogonal subspaces namely, 
the signal subspace and the noise subspace. Therefore, the Eigen decomposition of the autocovariance 
matrix can accomplish this task. Assuming the noise is white stationary: 
{ } IAAnynyER Tyy 2** )()( σλ +==                                                                               6-20 
Where E denotes expectation,  yyR  the autocovariance matrix of the signals, and  
2σ  is the noise 
variance. 
Therefore, define the following matrices of eigenvectors: 
Eigenvectors             [ ]Msig eeeE ...21=                                                                                  6-21 
Noise eigenvectors [ ]NMMnoise eeeE ...21 ++=                                                                       6-22 
And the corresponding matrices of eigenvalues can be given by: 
[ ]Msig diag λλλλ ...)( 21=                                                                                                        6-23 
[ ]NMMNoise diag λλλλ ...)( 21 ++=                                                                                             6-24 
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A signal subspace  sigE   in 6-21 can be estimated from the data. Since A  and sigE  span the same 
signal subspace, therefore a linear transformation γ that relates A  to sigE   exists such that: 




If sigE  is assumed to be proportional to A, this yield:       
00 AE =γ                                                                                                                                                  6-28 
And 11 AE =γ                                                                                                                             6-29 
And  Substitute from 6-28 and 6-29 in 6-18:               
ϕγγ 01 EE =                                                                                                                                          6-30 
 Rearrange   
ψγϕγ 0
1
01 )( EEE ==
−                                                                                                       6-31 
Where ψγϕγ =−1                                                                                                                                 6-32 
Equations 6-31 and 6-32 are the main equations of the ESPRIT algorithm. Equation 6-31 represents a 
set of linear equations that can be solved for ψ . Equation 6-32 represents the eigenvalue 
decomposition of ψ  . ϕ  is the diagonal matrix of eigenvalues and γ   is the matrix of eigenvectors. 
Solving 6-31 and 6-32 gives the required solution for ϕ .   
   ESPRIT Algorithm 
• Define   1+N  dimensional random vector y pertaining to 1+N  consecutive data samples  
].[.,...,]1[,]0[ Nxxx  
• Estimate the autocovariance matrix yyR from the data. 
• Compute the generalized eigenvalues and eigenvectors of yyR . 
• Estimate the number of components inside the signal M. 
• Generate a basis spanning the signal subspace and partition it in two different ways 
10 EandE  
• Compute the matrix ψ using 6-32 
• Compute the eigenvalues of the matrix ψ  using (6-33) which represent the poles. 
The ESPRIT method was used in the proposed work to estimate the different frequencies that exist in 
the signal and their corresponding damping factors. The number of modes is chosen to be eight. 
Therefore, only the frequencies and damping factors that correspond to the first eight modes are 




output of the ESPRIT feature construction method is eight frequencies for each ROI and their 
corresponding damping factors. Figure 6-16 shows a sample of the first mode of one of the regions 
for visualization purposes. The amplitude for this figure is assumed one. From the figure, it is clear 
that each mode is represented by the ESPRIT as a damped sinusoid whose frequency and damping 
factor are considered as the features. 















Figure 6-16 A sample first Mode for a ROI signal 
The obtained frequencies of the modes that correspond to cancerous ROIs are shown in Figure 6-17, 
while the frequencies of the modes that correspond to the non-cancerous ROIs are shown in Figure 

































Figure 6-17 Cancer ROIs Mode Frequencies 


























Figure 6-19 and Figure 6-20 show the histogram of the frequencies that exist in both the cancerous 
regions and the non-cancerous regions respectively for visualization purposes. It is clear from the 
figures that the frequency content and pattern are different in the cancerous ROI signals from the non-
cancerous ROI signal, which is an indication that the ESPRIT features can be considered as strong 
features. The frequencies and the corresponding dampings are used as features for the purpose of ROI 
tissue classification. The size of the ESPRIT feature set is further decreased by applying a feature 
selection method that chooses the best discriminating features and this is explained in the following 
section. 
 
















Histogram of Cancer Frequencies
 




















Histogram of Non-Cancer Frequencies
 
Figure 6-20 Histogram of Non-Cancerous Frequencies 
6.9 PSO FEATURE SELECTION 
The output of the spectral feature construction algorithms is a group of novel spectral feature sets that 
need to be analyzed and tuned to identify the features with higher discriminatory power (that carry 
more information about the ROI tissue type). The wedge and ring method obtained 10 different ring 
energies as well as 10 different wedge energies. The parametric and non-parametric methods 
produced feature sets that correspond to each one of the PSD estimation method. These spectral 
features were explained earlier in sections 6.6 and 6.7. The ESPRIT method obtained eight different 
frequencies and their corresponding damping factors.  
It is expected that some of these constructed features may not be influential and might carry 
redundant information, which may confuse the classifier. Thus, feature selection and dimensionality 
reduction is a crucial step to get the best out of the constructed features. The results obtained from 
chapter 5 recommended one of the Alife FS techniques to be used with the features constructed from 
the TRUS images. 
In this chapter, PSO, the recently proposed optimization technique that was explained and discussed 
in section 5.6.1 is adopted and used to select an optimal subset from the above constructed features. 
As mentioned in the previous chapter the function to be optimized is the classifier accuracy. 
Finally, the SVMs classifier is used to judge the selected features and obtain the classification 




6.10  Classification Results and Discussion 
A set of 108 regions has been implemented in this study where 90 regions were used as a training set 
and the remaining set of 18 regions was used as the test set, as was implemented in the previous 
chapters. An algorithm was introduced and developed in this chapter for TRUS image scanning in 
order to form a 1-D signal. This algorithm allows for the adoption of the RF signal processing 
techniques for TRUS images’ signals. This is considered a significant addition that adds on to the 
existing power of the CAD systems applied on TRUS images. The algorithm was explained in section 
6.2 and the obtained signals are shown in Figure 6-5, Figure 6-6, Figure 6-7, Figure 6-9 and Figure 
6-10 of this chapter. Moreover,  two novel spectral feature sets were introduced and explained in 
sections 6.5 and 6.8. the classification results obtained utilizing those feature sets are shown in the 
following subsections.   
6.10.1 Spectral Feature Subsets 
A subset of each of the different spectral feature sets explained and discussed in this chapter was 
obtained using the PSO FS and then examined using the SVMs classifier. The accuracy results are 
shown in Table 6-4. It is clear from the results that the wedge and ring filters possess the least 
accuracy. As mentioned earlier in section 6.4, this can be explained by the irregular nature of the 
ROIs (non-rectangular). This also proves that dealing with the regions’ pixels as individual data 
points and treating the ROI as a signal is more appropriate for this application considering the ROIs 
irregular shapes. The modified periodogram method obtained the least accuracy among the PSD 
estimation techniques and this can be explained by the effect of spectral leakage that occurs for short 
data sets. Further, the Hamming windows broaden the main lobe, which results in a net reduction of 
resolution. Moreover, the variance does not tend to zero as the data length tends to infinity. In other 
words, the modified periodogram is not a consistent estimator of the PSD especially for short data 
sets. The Welch’s method obtained good results, as it tends to decrease the variance of the estimate 
relative to the periodogram estimate. Although the overlapping between segments tends to introduce 
redundant information, this effect is diminished by the use of a Hamming window, which reduces the 
importance given to the end samples of segments. In the parametric methods, as expected, the 
modified covariance method obtained the best results. Naturally, combining all the features extracted 
from the different PSD estimation methods produced the best results as each set has its own 









Table 6-4 Classification results using the spectral feature subsets 




%Sensitivity %Specificity %Accuracy Remarks 
Wedge & Ring 66.7% 75% 72.2% Least accuracy 
(irregular ROI shape) 
Modified 
Periodogram 
66.67% 83.33% 77.7% Not good (leakage 
PS, lower resolution) 
Multi Taper 66.67% 91.6% 83.3%  






83.3% 83.3% 83.3%  
Burg features 83.3% 83.3% 83.3%  
Modified 
Covariance 





83.3% 100% 94.4% Combined sets 
obtained the best 
accuracy 
 
6.10.2 ESPRIT Feature Subset 
The ESPRIT feature subset obtained from the PSO FS is also examined using SVMs and the results 
are shown in Table 6-5. It is clear that the ESPRIT feature subset obtained very good Sensitivity and 
excellent Specificity, which proves the power of the ESPRIT feature subset in cancer recognition. 
This was expected beforehand when plotting the frequency histograms that were shown and explained 




Moreover, the classification results that are obtained using only the ESPRIT feature set are as good as 
those obtained using all the estimated PSD estimation methods. This leads to a conclusion that the 
ESPRIT features are more adequate and robust to this application, as it did not require the 
construction of any more features, which reduces the computational cost and increases the accuracy 
of the proposed recognition algorithm, as there is no need to construct more features while only one 
feature set obtains the same results. 




cancer 5 1 
Non-cancer 0 12 
83.33% Sensitivity; 100% Specificity; 94.4% Accuracy
6.11 Conclusions 
Using spectral features from TRUS images, a novel system for Prostate tissue characterization was 
introduced. First, the wedge and ring method was used to construct features that represent the energy 
content in each ring and wedge for each identified ROI. The results using this method were not very 
good, as the ROIs do not have a regular shape. 
Therefore, to avoid the problem of the irregular ROI shape, another approach was proposed and 
implemented that treats the ROIs as signals. One of the main advantages of the proposed system is the 
integration of the ROIs pixels to form a signal that allows different signal processing methods to be 
applied. Second, The ROI signal formation generalized the ROI image format to signal format that 
allows it to be treated like the RF signal. The proposed ROI conversion to signal method proved to be 
excellent regarding the application and the obtained signals from the cancer ROIs look very much 
different from those obtained from the non-cancer ROIs. Different parametric and non-parametric 
spectral methods for PSD estimation methods were used for the ROI signal analysis. A novel spectral 
feature set was constructed for each ROI signal after a thorough examination of the estimated PSD 
plot. The constructed ROIs signal feature sets were examined using the PSO FS and the best 
discriminating features were selected. When combining all the estimated PSD features, and using the 
PSO FS as a feature selection algorithm, SVMs classifier achieved a classification accuracy of 94.4%. 
Moreover, a novel feature set was constructed for each identified ROI, which is composed of the 
ESPRIT features that is considered an accurate spectral feature set. The PSO was also used as a 
feature selection method that is applied to the ESPRIT feature set. The selected feature subset is then 
tested using the SVMs classifier. The proposed algorithm obtained excellent results with 83.33% 




In conclusion, using the ESPRIT features obtained the same results as using all the other PSD 
estimation based spectral features, therefore, constructing only one feature set, which is the ESPRIT, 
is recommended as it saves time and effort while obtaining the same accuracy results for the set of 





LLE Based FD and LEMs Features Dimensionality Reduction  
7.1 Introduction 
This Chapter focuses on the construction and analysis of a different set of prostate ROIs features 
for tissue characterization. In Chapter 4, different second order statistical features were constructed, 
compared and statistically analyzed in order to obtain better classification for prostate ROIs. 
Moreover, higher order statistical features were constructed and applied for the first time in the 
context of prostate tissue classification. While in Chapter 5 different novel feature selection methods 
were introduced, implemented and applied for prostate texture features in order to select the most 
informative features that possess the highest discriminatory power. Furthermore, in Chapter 6 
different novel spectral feature construction methods were introduced and applied to the TRUS 
images’ ROIs. The proposed spectral features are based mainly on converting the TRUS ROI signal 
to 1-D signal and construct different features that were not applied earlier for the case of TRUS 
images data. In this Chapter, as briefed in Figure 1-1, from each ROI, two novel different feature sets 
are constructed; the first set includes the Fractal Dimension (FD) obtained using three different 
methods and the second set consists of the Laws Energy Measure (LEMs) features. To the best of the 
author’s knowledge, these new textural features are constructed for the first time to serve the prostate 
tissue characterization problem. To remove the redundancy among the constructed features as well as 
to overcome the curse of dimensionality, Feature Extraction (FE) is utilized. Feature extraction is 
recommended in this chapter, as the FD is calculated using three different methods with different 
approximations which makes these features almost the same, therefore, transferring the data to 
another feature space allows better data interpretation without any information degradation. 
Therefore, the recently developed Locally Linear Embedding (LLE) technique is applied to the 
constructed set of features in order to produce a lower dimensional, neighborhood preserving 
embeddings of the high dimensional data. Figure 7-1 shows the proposed feature analysis method 

















Figure 7-1 Proposed System for Prostate Cancer Diagnosis from TRUS images 
7.2 FD Estimation 
The most familiar geometrical system is the Euclidean geometry, which deals with regular shapes 
that have parameters expressed in simple algebraic formula. This system has three dimensions; an 
idealized line with length but no width has a dimension of one, a planar area has a dimension of two, 
and a solid volume-occupying object has a dimension of three. A pure fractal object has a complex 
boundary and the level of complexity remains the same at increasing magnification. The deficiencies 
of Euclidean geometry in describing the boundary of such objects become apparent when one 
considers measurements such as perimeter. If the perimeter of the fractal object is to be measured at a 
certain magnification, then the complexities seen at a closer view would not be included, because they 
are not visible at the former magnification level and so the estimate of the perimeter would be 
reduced. This is clear from Figure 7-2 and Figure 7-3 where the first figure shows the image from a 
further zoom than the second figure. Therefore, the Fractal Dimension (FD) is usually used to 





Figure 7-2 The Julia Image under Magnification Level 1 
 
Figure 7-3 The Julia Image under Magnification Level 2 
The main problem is that for some structures the level of complexity remains the same at all 
magnifications, so an absolute measurement of parameters such as the perimeter or area is not 
possible. The solution to this was to plot the measured perimeter at different magnifications on a log–
log graph, which usually results in a straight line. Subsequently,  the gradient of that line is known as 
the Fractal Dimension (FD). FD is different from the Euclidean dimensions in that it does not have to 
be an integer; its value lies between the topological (Euclidean) dimension of the object (in this case, 
a one-dimensional line) and the object in which it is embedded (in this example, a two-dimensional 
plane). The fractal dimension is an index of the space-filling properties of an object so that the closer 
the dimension is to the topological dimension in which the object is embedded, the greater its space-
filling properties. Thus, for example, the coastline of Britain, with a fractal dimension of 1.25, is more 
space filling than a straight line, because its dimension is greater than one; but it does not completely 
fill the plane in which it is embedded, because its dimension is less than two. 
The fractal dimension is greater for rougher or more irregular structure.  The fractal dimension also 
leads to the definition of a fractal object, which is an object whose fractal dimension is greater than its 
topological dimension.  
Fractal analysis has proved to be useful in describing the irregular surfaces by a single measure 
[146]. The fractal dimension, describes the degree of irregularity in the surface texture. The rougher 
or more irregular the structure, the greater its fractal dimension is. Fractals are commonly used to 
represent natural surfaces such as coastlines and images. Histopathologists recognized the similarity 
between these images and the boundary of a malignant tumour, such as a breast carcinoma, when 
viewed by light microscopy. From low to high magnification, the level of complexity of the boundary 




Fractals have been used successfully for ultrasound image analysis, where it was among the 
features used for fetal lung maturity [101]. Assuming that the ROI is a 2-D surface allows the fractal 
analysis to capture the irregularities in the ROI boundary only. Therefore, to illustrate the TRUS 
image ROI irregularity, a sample of a sample of a ROI, where the pixel value is represented by the 
height above the plane, is shown in Figure 7-4. From the figure it is clear that the ROI can be better 
considered as an irregular 3-D surface not only an irregular 2-D boundary. This method in 
interpreting the ROIs is introduced in this work for the first time for the TRUS images. It extends the 
analysis of the ROI to a 3-D surface which allows for capturing more information as it takes into 
consideration the irregularity in the surface not only the boundary. Measuring the irregularity of the 
ROI surface is expected to form informative feature as the irregularity of the cancerous regions is 
expected to be different than the irregularity of non-cancerous regions. Therefore, the FD is 


























Figure 7-4 TRUS image with pixel values represented as the height above the (x, y) plane 
Three different FD estimation methods are used in this chapter. The first FD estimation method is 
the box counting technique; the second is the Differential Box Counting (DBC) while the third is 
based on the Fractal Brownian motion (FBm) which uses the Power Spectrum Density (PSD) for FD 
estimation. 
7.2.1 The Box-Counting Fractal Dimension:  
The box counting proposes a logical way of characterizing the roughness of structures when no self-
similarity is apparent. The box-counting dimension FDb of any surface may be formally explained as 




Subdividing the surface into a lattice of grid size rr × , where r is being reduced, then it follows that 
rN is the number of cubes that are contained in the surface for each value of r.  The equivalent 
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 This implies that the box-counting dimension FDb and Nr are connected by the following power law 
relation: 
bFDr r
N 1=                                                                                                                                    7-2 
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From equation 7-5 it is possible to make an analogy to the equation of a straight line, cmxy += , 
where m is the slope of the line and c is the y intersection.  
Therefore, using this method, the FD is typically estimated by placing each ROI, onto a grid having 
boxes of size r × r filling up the complete grid [147]. The grid boxes containing some of the structure 
are then counted. The total number of boxes in the grid, which contain some of the structure, is Nr. 
The algorithm continues by altering r to progressively smaller sizes and counting Nr. The next step is 
to plot log (1/r) against log (Nr) and to fit a straight line through the data. The slope of the line is the 
box-counting dimension for the structure. In the proposed work, the same method is adopted and the 
pixel intensity is regarded as the height above the plane, then the intensity level of the image is 
considered as a rugged surface. The rugged surface is divided to cubes that contain the roof and 




varied between one and the minimum difference between the roof of the rugged surface and its floor. 
It is usually checked that all the box elements are included in the ROI and those boxes are used to 
calculate the FD. Moreover, instead of counting the number of cubes each time, a feature, which is 
the variance for each cube, is added up.  A sample of the plot of Nr against (1/r) for a cancerous ROI 
(ROI 3 in Figure 7-5) is illustrated in Figure 7-6 and the corresponding log plot with the linear fit is 




Figure 7-5 TRUS Image used for the illustration of the FD 




































Figure 7-7 The log Plot for the Number of Boxes versus the Box Size for the same ROI 
7.2.2 Differential Box Counting method (DBC):  
The work done in this section is inspired by the method used in [148].  The basic equation that 





NFD r=                                                                                                                                   7-6 
Assume that each ROI of NM ×  pixels has been divided into rr ×  pixels. Next, consider the ROI 
as a three-dimensional space with ( yx, ) indicating the position and the third coordinate (z) 
representing gray-level. The ( yx,  ) space is partitioned into grids of size rr × . On each grid, there is 
a column of boxes of size hrr ×× . Then, let the minimum and the maximum gray-level of the ROI 
section located at the thji ),( grid both fall in the box number k and l  as shown in [148]. 
Then:  
1),( +−= kljinr                                                                                                                         7-7 









Where rN is counted for differing values of r . Then using equation 7-6, the fractal dimension can be 
estimated from the linear fitting of )log( rN versus )/1log( r . 
A sample of the plot for ROI 3 in Figure 7-5 is shown in Figure 7-8 and the log plot is shown in 
Figure 7-9.  The FD obtained using this method for the sample region is 2.81. 









Figure 7-8 Nr versus (1/r) 















Figure 7-9 log (Nr) versus log (1/r) 
7.2.3 Power Spectrum Density (PSD) FD: 
 This method is based on the Fractional Brownian motion (FBm) model and was explained in [149, 
150] and applied in [148] for liver tissue texture from ultrasound images. The FBm was originally 




result of random walks. An intensity surface of an ultrasound image can be viewed as the end result 
of a random walk, so the FBm model is expected to suit the analysis of TRUS images’ ROIs. 
The term random walk is typically used to describe the characteristic action of Brownian motion. This 
is because the journey of a Brownian particle consists of steps in a seemingly random direction. The 
displacement of the particle at one time interval is independent of the displacement of the particle at 
another. Brownian motion is said to be similar under different magnifications and, as such, possesses 
fractal like properties. 
In a strategy to characterize random walks, which could be generalized for fractal processes the 
Hurst exponent was introduced. A Hurst exponent of zero corresponds to a very rough random 
fractal curve as opposed to an exponent of one, which corresponds to a rather smooth random fractal.  
In this work, the power spectrum is used to estimate the FD from the Hurst exponent as 
recommended in [149]. Where in the frequency domain an average PSD of FBm can be defined and it 
was shown that the PSD is proportional to βf
1  with 12 += Hβ . While in the spatial domain the 
self similarity structure which underlies the definition of FBm allows to associate to it a FD shown in 
equation 7-9.  
HFD −= 2                                                                                                                                          7-9   
 Since the FBm has a βf
1 spectral behavior, then its PSD is supposed to be a straight line in a 
log-log plot. The slope β of the straight line that fits the PSD is determined and the FD is then 
estimated.  
In this specific application of TRUS image analysis, the PSD of the ROIs’ signal that was 
explained in the previous chapter is estimated and a linear fit is obtained in a log-to-log scale and its 
slope β is then estimated accordingly. This process is shown in Figure 7-10. Finally, the FD of this 
























Figure 7-10 FBm FD Estimation 
The FD estimation methods explained in this section obtained three different FDs for each identified 
ROI. In the next section, a different feature set (the Laws Energy Measures) that is constructed from 
the identified ROIs is explained.  
7.3 Laws Texture Energy Measure (LEM) 
The next proposed feature set is the Laws Energy Measures (LEMs). The texture energy measures 
developed by Kenneth Ivan Laws [151] have been used for many diverse applications. These 
measures are computed by first applying small convolution kernels to a digital image. In the proposed 
algorithm, LEMs are obtained by convolving Laws masks to the identified ROIs where there are 25 
different masks that result in 25 different features for each ROI. Laws’ masks are derived from three 
simple vectors of length 3, which represent the one dimensional operations of center-weighted local 
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When these vectors are convolved with themselves or with each other, we obtain five vectors of 



























                                                                                                               7-11 
 Where  5L  performs local averaging, 5E and 5S are spot and edge detectors, 5R and 5W are “ripple” 
and “wave” detectors. Laws’ masks are obtained when each of the row vectors of length 5 is 
multiplied by each column vector of the same length. The obtained masks are shown in Appendix A  
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These masks are generated and convolved with each of the ROIs and the resulting images’ 
variances are used as ROIs’ texture features. A sample of the Laws masks in the frequency domain in 
shown in Figure 7-11. It looks like this specific mask acts as some kind of a band pass filter. 




























Figure 7-11 A Sample of the Laws Masks’ Frequency Response 
One sample ROI (region 3 in Figure 7-5) is shown with some feature images in Figure 7-12, Figure 
7-13, and Figure 7-14 where the original ROI was convolved with different Laws masks and the 
feature images are shown in the figures. 
Original ROI Convolved 1 Convolved 2
Convolved 3 Convolved 4 Convolved 5
 




Convolved 6 Convolved 7 Convolved 8
Convolved 9 Convolved 10 Convolved 11
 
Figure 7-13 the ROI after Convolution with some of the Laws Masks 
Convolved 12 Convolved 13 Convolved 14
Convolved 15 Convolved 16 Convolved 17
 




From the figures, it is clear that the resulting feature images look different which shows that each 
one of them carries a piece of information. The variances of the obtained feature images are then 
obtained to represent the energy and are considered as features for each ROI. Therefore, there are 25 
different features that are constructed from each identified ROI.  
7.4 Constructed Features Statistical Analysis 
7.4.1 FD Feature Analysis 
The FD features are mainly the FD measure obtained using three different methods; therefore, they 
are expected to be highly correlated. Hence, the FD features are statistically analyzed in this section 
and their correlations are calculated. Figure 7-15 shows the boxplot of the three generated FDs, where 
the boxplot method for data visualization was explained earlier in section 4.5. The boxplots were 
generated in this work using the three constructed FDs for both the cancerous regions (represented by 
1 in the figure) and the non-cancerous regions (represented by 0 in the figure). C1 represents FD 
calculated using Box counting, C2 represents FD calculated using DBC, C3 represents FD calculated 
using PSD and the (*) represents an outlier. It is clear from the figure that each feature contributes by 
a portion to the ROI identification problem solution. Yet, each feature is considered important as each 
of them is depending on a different approximation. Figure 7-16 shows a sample of the correlation 
between two of the obtained FDs for the different ROIs. The figure shows high correlation as the data 
is hugging the straight-line fit. Moreover, the calculated correlation coefficient according to equation 
5-1 was 0.97, which is considered very high correlation. Furthermore, the MI between the FD features 
was also calculated as explained in section 5.4.1.3 and the average MI among these features is 1.3, 
which is considered a large value compared to the values obtained earlier in chapter 4. The MI 
between the FD features and the class is also calculated according to the method explained in section 
5.4.1.2 and it was 0.03, which is not considered a large value compared to the MI between any of the 
statistical features and the class that was discussed earlier and shown in Figure 5-9. These results 
prove that FD features by itself had some important information regarding the class, however, FD is 
not sufficient to represent the tissue texture. Therefore, the LEMs are used to assist in the tissue 






































Figure 7-16 the Correlation Between two Fractal Features 
7.4.2 LEMs Feature Analysis 
The variances of the convolution of each ROI with each of the Laws masks are the features that 
constitute the LEMs feature set. Those measures are also expected to be correlated as they are all 
derived from the basic three masks. The correlation between these features is calculated and showed 
very high correlation coefficients. A sample of the correlation coefficients is shown in Table 7-1 and 
a sample of the figures that show this correlation is shown in Figure 7-17, Figure 7-18 and Figure 
7-19. It is clear from the values shown and the figures that the LEMs are very highly correlated 
features. Moreover, a sample of the boxplot of three of the LEMs for the cancer and non-cancer 
regions is portrayed in Figure 7-20. The boxplots of three constructed features for both the cancerous 
regions (represented by 1 in the boxplot) and the non cancerous regions (represented by 0 in the 




is clear that each feature by itself doesn’t show that much difference between the cancer and the non-
cancer regions, however if the information is taken from each of those features better classification 
accuracy can be obtained as the features are expected to complement each other. Yet, there is 













Figure 7-17 Illustration of the correlation between LEM 7 and LEM 8 
Table 7-1 Correlation Coefficients among LEMS features 
 LEM 2 LEM3 LEM4 LEM5 LEM6 LEM7 LEM8 LEM9 LEM10 
LEM1 0.983 0.912 0.868 0.973 0.97 0.975 0.987 0.907 0.981 
LEM 2 0 0.969 0.939 0.998 0.943 0.968 0.984 0.965 0.962 
LEM3 0 0 0.993 0.982 0.879 0.922 0.927 0.999 0.903 
LEM4 0 0 0 0.958 0.841 0.89 0.887 0.995 0.866 
LEM5 0 0 0 0 0.939 0.966 0.976 0.979 0.958 
LEM6 0 0 0 0 0 0.978 0.959 0.878 0.993 
LEM7 0 0 0 0 0 0 0.981 0.922 0.992 
LEM8 0 0 0 0 0 0 0 0.923 0.977 





















































In order to further analyze the relationship between the LEMs features the MI among each pair of the 
LEMs features is also calculated as explained in section 5.4.1.3 and a sample of the MI among some 
of the LEMs features (the same set that the correlation was shown) is shown in Table 7-2. It is clear 
from the table that the MIs among the LEMs features are much bigger than the ones obtained in Table 
5-2, that corresponds to the MI among the statistical features. Having noticed the values of the 
correlation and the MI among the LEMs features, it could be concluded that a dimensionality 
reduction method should be done that will keep the information from each feature and get rid if the 
correlation and redundancy among features (curse of dimensionality) which will in turn obtain more 
accurate tissue characterization. The MI between the LEMs features and the class are also calculated 
as explained in section 5.4.1.2 and it was found to be 0.0087, which is considered a small value 
compared to the values obtained from the statistical features. Therefore, also the LEMs need the 
support of the FDs to obtain good tissue characterization. 
Table 7-2 MI among LEMs Features 
 LEM1 LEM 2 LEM3 LEM4 LEM5 LEM6 LEM7 LEM8 LEM9 LEM10 
LEM1 0 1.05 0.82 0.59 0.52 0.79 0.66 1.19 1.13 0.6 
LEM 2  0 1.26 0.93 0.8 1.2 0.97 1.16 0.97 0.9 
LEM3  0 0 1.6 1.3 2.5 0.71 0.99 1.33 1.5 
LEM4  0 0 0 2.2 1.82 0.47 0.8 0.91 2.6 
LEM5  0 0 0 0 1.49 0.57 0.7 0.82 2.3 
LEM6  0 0 0 0 0 0.68 0.98 1.25 1.73 
LEM7  0 0 0 0 0 0 1.16 0.2 0.63 
LEM8  0 0 0 0 0 0 0 1.26 0.79 
LEM9  0 0 0 0 0 0 0 0 0.92 
LEM10  0 0 0 0 0 0 0 0 0 
 
By observing the features’ correlation, the features’ discriminatory power and the features MI the 
importance for efficiently reducing the feature set is clear. Reducing the feature set with regular FS 
methods is not chosen in this chapter of the proposed work, as it will reject some of the features, 
which will degrade the classifier performance. Therefore, FE is chosen to be applied in this work to 
transform the constructed features into a new lower dimension domain, where all the available 





7.5  Dimensionality Reduction 
Having estimated the FD using three different methods and calculated the LEM using 25 different 
masks, it is expected to have redundant and correlated features, however each feature is expected 
ideally to have a piece of information that is missed by the other features. Therefore, traditional 
feature selection will not fit this feature set as it might loose some of the information that is present in 
the rejected features. Feature Extraction (FE) with dimensionality reduction appears to be more 
appealing in solving this problem. The traditional method to deal with the similar problems is the 
Principal Component Analysis (PCA) that is designed to model linear variations in high dimensional 
feature space, an approximation that is considered an over simplification to the available data set. 
Locally Linear Embedding systems (LLE) have recently been used for unsupervised learning and 
dimensionality reduction. A new feature set with lower dimension is extracted from the original 
feature set using each observation’s neighbors’ information. LLE tries to discover the non-linear 
structure that underlies the data under examination. Therefore, it is applied in this work for the first 
time in the analysis of TRUS images’ features for the purpose of tissue characterization.  
7.5.1 Locally Linear Embedding systems (LLE) 
LLE [152] is an unsupervised learning algorithm that computes lower dimensional, neighborhood 
preserving embeddings of high dimensional data set. LLE attempts to discover nonlinear structure in 
high dimensional data by exploiting the local symmetries of local linear reconstructions.  LLE maps 
its inputs into a single global coordinate system of lower dimensionality, and its optimizations do not 
involve local minima. Yet, it is capable of generating highly non-linear embeddings. 
Each data point in the LLE algorithm and its neighbors are assumed to lie on or close to a locally 
linear patch of the input manifold. The LLE algorithm derives its name from:  
• Local: in the sense that only neighbors contribute to each reconstruction,  
• Linear: in the sense that reconstructions are confined to linear subspaces. 
In other words “nearby points in the high dimensional space remain nearby and similarly co-located 
with respect to one another in the lower- dimensional space.” 
The LLE algorithm is based on simple geometric intuitions and can be summarized as follows: 
Suppose the data consist of N real-valued vectors each of dimensionality D.  It is expected that 
each data point and its neighbors lie on or close to a locally linear patch. The local geometry of these 
patches is characterized by linear coefficients that reconstruct each data point from its neighbors. In 
the simplest formulation of LLE, one identifies nearest neighbors per data point, as measured by 









This adds up the squared distances between all the data points and their reconstructions. The 
weights summarize the contribution of the thj  data point to thi reconstruction. To compute the 
weights, the cost function should be minimized subject to two constraints:  
• First, that each data point is reconstructed only from its neighbors;  
• Second, the rows of the weight matrix sum to one 
The optimal weights subject to these constraints are obtained by solving a least squares problem. In 
the final step of the algorithm, each high dimensional observation X is mapped to a lower 
dimensional vector Y representing global internal coordinates on the manifold. This is achieved by 
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      This cost function is based on locally linear reconstruction errors, but the weights are fixed 
while optimizing the coordinatesY .  The LLE algorithm can be summarized as follows: 
• Compute the neighbors of each data point iX  
• Compute the weights ijW that best reconstruct each data point iX from its neighbors 
minimizing the cost function in 7-14. 
• Compute the vectors iY best reconstructed by the weight ijW minimizing the quadratic form 
in 7-15. 
The LLE is adopted in this work for dimensionality reduction with five neighbors and three new 
dimensions. The output of the algorithm is a new feature vector that is composed of two features. The 
original resultant feature vector, a PCA produced feature vector as well as the LLE produced feature 
vector are examined using SVMs classifier. 
7.6 Dimensionality Reduction and Classification Results  
The LLE algorithm is applied in this work where the input feature set is composed of 28 features 
for 108 ROIs (three FD features and 25 LEMs features). Several sizes of the output feature set were 
tried in this work and the best classification results were obtained using two output features. The new 
features are proved in this work to be uncorrelated features. The correlation between the obtained 
features was calculated by equation 5.1 and as found out to be zero, which proves that the LLE 
generates uncorrelated features. The histograms for the first LLE extracted feature for the available 
data set (108 ROIs) for both the cancer and non-cancer regions are shown in Figure 7-21 and Figure 
7-22. The cancer regions histogram look quite different than the non-cancer regions histogram. 
Moreover, the statistical measures explained earlier in section 4.7.2 of those two features are 




the cancer regions are different from those of the non-cancer regions, which show that those extracted 
features are suitable for representing the tissue texture. Moreover, the boxplots that represent the LLE 
extracted features are shown in Figure 7-23 Figure 7-24, where the data seems to be different from 
the cancer and non cancer regions. This observation supports the conclusion that those features are 
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Figure 7-21 Feature 1 for cancerous regions 
Table 7-3 Statistical Measures for LLE Features 
 Mean StD Q1 Median Q3 Skewness Kurtosis 
Cancer 0.249 1.038 -0.538 -0.055 1.104 0.76 -0.61 
Non-Cancer 
 
Feature 1 -0.141 0.964 -0.949 -0.356 0.354 0.97 0.2 
Cancer -0.073 0.586 -0.246 -0.236 -0.006 3.91 16.34 
Non-Cancer 
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Figure 7-23 Boxplot of Feature1 for Cancer and Non-Cancer Regions 
The originally obtained feature sets using the three approximations for FD estimation as well as the 
LEM calculated using the 25 different masks are combined and tested using the SVMs where the 
resulting accuracy was 66.6% with 6 misclassified cases among 18 test cases.  
When applying the PCA algorithm for dimensionality reduction the accuracy did not improve with 
the same six misclassified cases. This can be explained by the fact that the PCA assumes linearity in 
the data set and uses linear transformation of the available data to the new co-ordinate system, 


















Figure 7-24 Boxplot of Feature2 for Cancer and Non-Cancer Regions 
On applying the LLE algorithm to the same feature set the resulting accuracy is enhanced with 
100% sensitivity, 83.3% specificity and 94.4% overall accuracy as the LLE didn’t assume linearity 
for the whole data set but only assumed piecewise linearity, where each observation can be 
considered laying on a linear patch with its neighbours. The LLE also preserves the neighborhood 
information which keeps the important information during the transformation. 
7.7 Conclusions 
In this chapter the ROIs were analyzed using a feature set that is constructed using a different basis 
than either the statistical or the spectral feature sets that was used earlier in this thesis. The FD is 
obtained for the ROIs using three different approximations. The constructed FDs are statistically 
analyzed where high correlations and MIs are found to be present among the FD features. However, 
the class information that is present in each of the FD features is not big compared to those of the 
statistical feature. Moreover, 25 LEMs features were constructed for each ROI, the correlations and 
the MIs were calculated which shows the large correlation and interdependence among the LEMs 
features. Yet, each of the constructed FDs and LEMs features is adding a piece of information that 
helps in solving the problem. Therefore, to solve the tissue classification problem without loosing any 
of the information provided by the features, feature extraction is used. LLE is applied for FE in this 
chapter to obtain two features instead of the input 28 features. The obtained features are supposed to 
carry all the information from the original features, furthermore, the LLE extracted features proved to 
be uncorrelated from the statistical analysis and correlation coefficients obtained. The obtained 
classification results using the LLE feature set are much better than the classification results obtained 
using the original feature set. Using the PCA to reduce the feature space did not perform as good as 
the LLE because the PCA used linear transformation, which is considered an over simplification for 





Spectral Clustering for TRUS Image  
8.1 Introduction 
In the previous chapters in this thesis, CAD was used as a tool for TRUS images tissue typing where 
features are constructed from the echoes after the echo processing and the formation of the image. 
Different methods were implemented for feature construction such as statistical features that were 
explained in detail in chapter 4; transform based features that were explained in detail in chapter 6 
and some extra texture features such as the LEMs and the FDs that were explained in chapter 7. 
Statistical approaches represent texture with the non-deterministic properties of the relationships 
between the grey levels of the image. Some other approaches represent texture on the basis of the 
spectral properties of the image. Moreover, there are more sophisticated textural features that are 
determined by Fractal models that relate local features to a specific global constraint which is the 
fractal dimension. The proposed framework so far obtained excellent tissue characterization 
techniques that did obtain cancerous regions that were not identified by the radiologist (our only 
available gold standard). However, the radiologist did confirm that he might have missed some of 
those regions. Therefore, there is a need for a technique that can support the decision of the 
implemented feature based algorithms’ obtained tissue classification results.  
The CAD system proposed in this Chapter has a different foundation than the previously proposed 
systems in this thesis as the earlier algorithms rely mainly on image processing and feature analysis 
techniques. The TRUS image segmentation is achieved in this chapter using the Spectral Clustering (a 
recently proposed data clustering method). In the case of image segmentation, Spectral Clustering 
treats the image as a weighted undirected graph and finds the segmentation result by obtaining the 
minimum cut of this weighted graph based on the graph theory methods.  
The spectral clustering method is not yet considered a well established ultrasound image 
segmentation method. Therefore, there is a need for testing the credibility of this algorithm in dealing 
with ultrasound images, hence justifying its application for the prostate image ROI identification 
problem (prostate region segmentation). The prostate boundary detection is considered a problem 
whose solution is well defined, therefore this problem is solved in this chapter using the spectral 
clustering algorithm and the obtained solution is compared to the available gold standards. Hence, the 
problem that is first tackled in this chapter to prove the credibility of spectral clustering is prostate 
boundary detection. The resulting boundaries are then compared to those highlighted by the expert 
radiologist. The results of the prostate boundary detection is shown in section 8.4.1. 
The Gabor filters followed by extensive feature analysis were used earlier in this thesis to identify the 
cancerous ROIs.  However, the proposed algorithm in this chapter is faster on the expense of giving a 
rough estimate of the cancerous regions than the earlier presented work. The algorithm proposed in 




used to support the decisions obtained using the feature analysis especially if the later contradicts the 
radiologist’s decision. The use of spectral clustering for ROI identification is shown in section 8.4.2. 
8.2 Spectral Clustering 
As discussed earlier in chapter 3, the Human Visual System (HVS) can effectively identify objects in 
a scene and can often segment the scene to coherent segments or clusters. There has been a 
tremendous amount of research done to achieve the same level of performance obtained by the HVS. 
Various methods have been introduced in literature to segment ultrasound images such as Kalman 
filters [153] and statistical shape models [154] in which the prostate is segmented from the 
background in order to determine the gland volume. However most of these methods require large 
amount of human interaction. The Gabor filters were used in this thesis as a method to internally 
segment the prostate gland that was already manually segmented from the background.  A novel 
method utilizing the Gabor filter was implemented, explained and applied for the TRUS images 
segmentation in Chapter 3. The ROIs obtained in Chapter 3 did segment regions that were not 
identified by the radiologist, whose ceiling in cancer recognition is not more than 66 %. The 
radiologist confirmed that the extra regions obtained by the ROI identification algorithm proposed in 
this thesis are suspicious. The obtained ROIs were further analyzed using the texture features that 
were explained thoroughly in the previous chapters. Spectral Clustering methods are applied in this 
chapter in order to support the decision obtained in the previous chapters whenever needed. Spectral 
Clustering is chosen to achieve this task due to the fact that its segmentation results are obtained very 
fast (12 seconds average) and it doesn’t depend on any of the features that were obtained earlier in the 
previous Chapters. Spectral Clustering have been introduced for data clustering and were applied in 
different fields. The spectral clustering usually represents the data by a weighted graph and the 
eigenvectors of the affinity (or similarity) matrix are used for the segmentation [155]. In the problem 
of image segmentation the image pixels are considered as the data points as shown in [156]. 
8.2.1 Graph Based Image Segmentation 
Given an image I, a graph ),,( WEVG = is constructed with the pixels represented by the graph 
nodesV , and the pixels within a distance rGV ≤ are connected by a graph edge E . The weight ),( jiW  
measures the likelihood of pixel i  and j being in the same cluster. Partitioning of this graph 
represents the image segmentation [156, 157, 157]. 
8.2.2  Assigning Weights to Graph Edges 
The pair-wise pixel affinity graph determines the segmentation accuracy. Therefore as 
recommended in [157] two simple local grouping cues are used which are the intensity and contours. 

















),(                                                                                                          8-1 
 Where iX  and iI  represent pixel location and intensity.  
Connecting pixels considering only intensity and location usually gives bad segmentation due to the 
texture that is present in the TRUS images. Therefore the principal image contours (edges) are also 
considered for the segmentation of TRUS images. 
• Dominant Contours: the image edges are considered useful when the neighboring regions 
have the same cutter. The affinity between two pixels is calculated by measuring the image 
edges between them. 
cjilinex xEdge
C ejiW
σ/)(max 2),(),( ∈−=                                                                                8-2 
Where ),( jiline  is a straight line joining pixels i  and j  and )(xEdge  is the edge strength at 
location )(x .  
The two cues are combined in this work in the form: 
),(),(),( jiWjiWjiW CCI α+×                                                                                  8-3 
8.2.3 Spectral Clustering Segmentation Algorithms 
In [157], a clustering algorithm based on thresholding the largest eigenvector of the affinity matrix 
was suggested. While in [159] the authors have argued for using a totally different eigenvector for 
solving these types of segmentation problems. Rather than examining the first eigenvector of W they 
examined the generalized eigenvectors. Let D be the degree matrix ofW : 
∑=
j
jiWiiD ),(),(                                                                                                                            8-4 
The generalized eigenvector iy  is a solution to:  
iii DyyWD λ=− )(                                                                                                                             8-5 
Solving the generalized eigenvector minimizes the Ncut which in turn produce the optimum 
segmentation as proved in [156]. In this case they used the generalized eigenvector corresponding to 




segmentation result. This method is adopted for the application of TRUS image segmentation and it 
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 Therefore, the solution to the segmentation problem minimizes the affinity between groups 
normalized by the affinity within the same group. In this work, the spectral clustering is used for the 
first time for TRUS image segmentation using the approach proposed in [159].  
8.3 Proposed Algorithm Implementation 
The segmentation proposed algorithm is composed of the following steps: 
1. The edge map of the TRUS image is obtained using Canny edge detection method 
2. The Affinity matrix is created using equation 3. 
3. The eigenvectors are calculated and reshaped to be shown in the figures. 
4. Eigen vector Discretization: In the best case scenario the second smallest eigenvector 
should take on two discrete values and the signs of the values can tell how to partition the 
graph. The second smallest eigenvector obtained in our case is a continuous vector; 
therefore, it needs to be discretized in order to obtain a splitting point to obtain the 
clustering. In this work the splitting point that minimizes Ncut equation (8.6) is chosen. 
The algorithm applied in this work is similar to that proposed in [156]. 
8.4 Experimental Results 
In this section, some TRUS images’ segmentation results are presented. First the prostate was 
segmented from the background (boundary detection) and the result segmentation is compared to the 
radiologist segmentation. The Eigen vectors of the affinity matrix are also shown and the relation 
between those Eigen vectors and the desired segmentation is examined. The obtained segmentation 
was then evaluated using the overlap area measure and was also examined visually. The obtained 
boundaries were very close to the ones obtained by the expert radiologist. The results of this work are 
shown in section 8.4.1. Therefore, from the first section, the spectral clustering proved its ability to 
deal segment the ultrasound images accurately. Hence its segmentation results should be trusted in the 
case of prostate region segmentation. Therefore, the segmented prostate is then further segmented 
where the gland is subdivided into different regions. The obtained regions were found to be correlated 
to the regions marked by the radiologist and also with the regions obtained earlier in this thesis using 
the Gabor filter. Moreover, the relationship between the obtained ROI segmentation and the 




8.4.1 Prostate Boundary Segmentation  
Spectral Clustering was applied for medical image segmentation only in one recent publication [160] 
where it was applied mainly to artificial ultrasound images and was tested on a couple of real 
ultrasound images obtained from vivo. Therefore more justification needs to be done to accept the 
algorithm segmentation especially in the case of low ground truth accuracy.  In order to test the 
validity of applying the Spectral Clustering for the TRUS image segmentation for the purpose of 
tissue classification and to ensure that the internal segmentation of the gland is acceptable, the 
algorithm is tested in this work with a problem whose solution is well defined. Therefore, Spectral 
Clustering is utilized to segment the prostate gland from the background (boundary detection) and the 
results are compared to those obtained by the radiologist (considered better ground truth than 
recognizing the cancerous regions). Several Prostate images (29 TRUS images) are segmented from 
the background using the proposed Spectral Clustering algorithm with high accuracy. The results are 
shown in the following figures. Figure 8-1 shows the original image, the radiologist’s map and the 
second eigenvector reshaped to an image. Figure 8-2 shows all the obtained affinity matrix 
eigenvectors. Figure 8-3 shows a) obtained segmentation using the implemented spectral clustering 
algorithm, b) the contour map obtained using the spectral clustering algorithm overlapped on the 
original TRUS image. Figure 8-4 shows a) the manually segmented prostate, b) the Spectral 
Clustering segmented prostate and c) the two prostate masks overlapped.  From the figures it is clear 
that the proposed spectral clustering algorithm obtained high accuracy in segmenting the prostate 
from the background. Moreover, the second eigenvector is the most correlated one with the desired 
segmentation. The following figures from Figure 8-5 to Figure 8-31 show ten more segmented 
prostate images that have various shapes, orientations, locations and grey levels. The figures proved 
the ability of the spectral clustering algorithm to segment the prostate accurately without any prior 
knowledge about the gland.  Moreover, the spectral clustering segmented prostate is compared to the 
manually segmented prostate using the overlap area measure. The overlap area measure is calculated 
by dividing the common area between the manually segmented prostate and the spectral clustering 
segmented prostate by the area of the manually segmented prostate. A sample of these accuracy 
results are shown in Table 8-1 Prostate Boundary Detection Accuracy and the average percentage 
overlap area for all the tested images was found to be 94% which proves the superiority of this 
method in obtaining the prostate boundary accurately regardless of its position, orientation and grey 
level. The proposed algorithm is considered a merit in the boundary segmentation, as it didn’t need 
any seed points or preliminary contours to be defined. Therefore it is expected that it will produce 
good results for the cancer region segmentation which is discussed in the following section.  
Table 8-1 Prostate Boundary Detection Accuracy 
Image # 1 2 3 4 5 6 7 8 9 10 11 12 









Figure 8-1 The Original TRUS Image1, Manually Segmented, Second Eigenvector 
 





Figure 8-3 a) Segmentation Result, b) Obtained Contours
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Figure 8-6 a) Segmentation Result, b) Obtained Contours 
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Figure 8-9 a) Segmentation Result, b) Obtained Contours 
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Figure 8-12 a) Segmentation Result, b) Obtained Contours 
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Figure 8-15 a) Segmentation Result, b) Obtained Contours 
 



















Figure 8-18 a) Segmentation Result, b) Obtained Contours 
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Figure 8-21 a) Segmentation Result, b) Obtained Contours 
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Figure 8-24 a) Segmentation Result, b) Obtained Contours 
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Figure 8-27 a) Segmentation Result, b) Obtained Contours 
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Figure 8-30 a) Segmentation Result, b) Obtained Contours 
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Figure 8-33 a) Segmentation Result, b) Obtained Contours 
 
Figure 8-34 a) Manual Segmentation, b) Spectral Clustering Segmentation, c) Difference 
8.4.2 Identifying Cancer regions 
The spectral clustering image segmentation algorithm is mainly used in this work for segmenting 
cancerous regions. However it was applied in the previous subsection for the prostate gland 
segmentation from the TRUS image and it obtained high segmentation accuracy which proves its 
capability of dealing with TRUS images effectively. Therefore, it is used in this sub-section for 
cancer recognition from the manually segmented prostate.  
The Gabor filters followed by extensive feature analysis were used earlier in this thesis to identify the 
cancerous ROIs.  However, the proposed algorithm in this chapter is faster on the expense of giving a 
rough estimate of the cancerous regions than the earlier presented work. The algorithm proposed in 
this chapter can then be used for suspicious regions estimation in an online application. It can also be 





8.4.2.1 Typical prostate shape 
The proposed spectral algorithm was successful for capturing the suspicious cancerous regions from 
the TRUS images with typical prostate shape. For the typical gland shape shown in from Figure 8-35 
the original image and the corresponding doctor’s prostate region segmentation are shown, Figure 
8-36 shows all the obtained eigen vectors, Figure 8-37 shows the second smallest eigen vector that 
shows very high correlation with the desired segmentation, Figure 8-38 shows the obtained 
segmentation and the corresponding regions contours, while Figure 8-39 shows the overlap of  the 
obtained segmentation and the manual segmentation. Another example is shown in the following 
figures from Figure 8-40 to Figure 8-43. The results show that the algorithm was successful in 
identifying the doctor’s suspicious regions in the typical gland. Moreover, it is also able to segment 
regions that were recognized by the Gabor filter and missed by the radiologist as shown in Figure 
8-42 and comparing this segmentation result to those obtained by the Gabor filter that was shown in 
Figure 3-21. The proposed Spectral Clustering algorithm did capture the information that was hidden 
from the radiologist’s decision and can’t be seen by the naked eye which confirms and supports the 
decision of the recognition methods explained earlier in the thesis. Therefore, it can be concluded that 
the Spectral Clustering algorithm segmented regions that were missed by the radiologist, yet still 
carry the same information of the radiologist identified regions which proves the superiority of the 
proposed algorithm.  
8.4.2.2 Unusual Prostate Shape 
The spectral clustering algorithm also shows excellent segmentation even if the prostate shape is not 
the typical shape. The ability of the proposed algorithm is clear from the figure sets from Figure 8-44 
to Figure 8-51. It is clear from the figures that the regions that are marked by the doctor can be 
predictable by the second smallest eigenvector and the segmentation algorithm did capture a rough 
estimate of the suspicious regions and their location in the gland. Moreover, there is a great 
consistency between the regions obtained by the Gabor filter presented in Figure 3-23 and Figure 
3-26  and the segmented regions by the Spectral Clustering method. This result proves the ability of 
the proposed algorithm even for the atypical prostate shape a case that is usually confusing the 
registration methods. This proves the ability of the algorithm to be used as a preliminary online 









Figure 8-35 Prostate TRUS Image 1 with the desired internal segmentation 
 
Figure 8-36 Obtained Eigen-vectors where the second smallest shows correlation with the ROI 
 
















Figure 8-40 Prostate TRUS Image 2 with the desired segmentation 
 





Figure 8-42 a) Segmentation Result, b) Obtained Contours 
 
                                   








Figure 8-44 Prostate TRUS Image 3 with the Desired Segmentation 
 





Figure 8-46 a) Segmentation Result, b) Obtained Contours 
 









Figure 8-48 Prostate TRUS Image 4 with the Desired Segmentation 
 





Figure 8-50 a) Segmentation Result, b) Obtained Contours 
 
Figure 8-51 The Difference between the Identified region and the Manual Segmentation 
8.4.2.3 Recognizing relatively big cancerous regions 
It is clear from the figure sets shown from Figure 8-52 to Figure 8-63, that the algorithm is capable of 
recognizing relatively big cancerous regions regardless of either the prostate shape or the spatial 
location.  Moreover, by checking the regions obtained by the Gabor filter presented in Figure 3-28 
and Figure 3-29, it can be observed that there is agreement between the two methods in identifying 
the suspicious regions. Therefore, Spectral Clustering can be used effectively as a decision support 





Figure 8-52 Prostate TRUS Image 5 with the Desired Segmentation 
 





Figure 8-54 a) Segmentation Result, b) Obtained Contours 
 












Figure 8-56 Prostate TRUS Image 6 with the Desired Segmentation 
 



















Figure 8-60 Prostate TRUS Image 7 with the Desired Segmentation 
 










Figure 8-63 The Difference between each of the Identified regions and the Manual 
Segmentation 
From the above results it is clear that the spectral clustering can be used as a preliminary estimate for 
the cancerous regions during the imaging procedure. Moreover it can be used as a support for the 
decision making either by the radiologist or by the other CAD systems. It can also estimate the 




proved to be consistent with the radiologist manual segmentation for the two different segmentation 
problems tackled in this chapter. 
8.5 Conclusions 
In this chapter the recently proposed spectral clustering method is adopted and applied for the first 
time for the purpose of TRUS image segmentation. Spectral Clustering is able to segment the prostate 
from the background effectively and accurately without any preliminary estimate of either a contour 
or a seed point. Moreover, the spectral clustering method is able to roughly segment the cancerous 
regions that proved consistency with the regions identified by the doctor and by the Gabor filter. The 
method did obtain good results for typical as well as atypical prostate shapes. It could also recognize 
relatively big cancer regions regardless of the prostate shape and the spatial location of the cancer 
within the gland. 
The algorithm obtained fast excellent estimates that can give rough prostate volume as well as 
cancerous regions segmentation which can be used for online application. However in order to obtain 
more accurate tissue characterization the different texture features combined with the Gabor filter 







Conclusions and Contributions 
9.1 Summary 
The CAD cancer recognition systems utilizing TRUS images depend mainly on the amount of 
information extracted from the TRUS images. This information is much more than just the grey level 
values at each pixel. The recognition accuracy depends mainly on the quality of the extracted 
information (features) where bad features result in bad recognition accuracy. The available extraction 
methods using TRUS rely on either the TRUS images or the RF signals. The use of TRUS images is 
more appealing and is more widely used, as this kind of data is much easier for the researchers to 
obtain and visualize. However, the RF signals produced good recognition accuracies. There are 
several deficiencies in the present CAD cancer recognition using TRUS images.  
• First, most of the image-based algorithms presume that the co-occurrence features are the 
only information (feature set) present in the TRUS image. These methods ignore some of 
the information that is present in the TRUS image (less information).  
• Second, the constructed raw features are used directly for classification without performing 
any analysis or evaluation for the quality of the features. In this case, bad or redundant 
features might be used resulting in classifier confusion and bad accuracy (more 
information). 
• Third, in their analysis, methods might utilize the whole image (start from vacuum) which 
might lead to dividing the image into small squares without any prior image scanning. 
These squares might have mixed cancer and non-cancer tissues which may lead to bad 
misleading features. 
• The existing methods might also use the regions marked by the radiologist whose accuracy 
is limited to approximately 65%.  This approach makes the human visual system the ceiling 
of our seach, where we cannot go beyond it. 
• Fourth, in the methods using the RF signal, excellent classification results are obtained, 
however, the data is very hard to collect, store, manipulate and visualize.  
In this thesis, several new methods are developed for improving the deficiencies that exist in the 
available cancer recognition system. The proposed TRUS image analysis have the following 
advantages: 
1. The proposed algorithm introduces novel feature construction methods for TRUS images. 
2. The novel feature sets are analyzed and further reduced by proposing new feature selection 




3. Moreover, the proposed algorithm introduces the idea of studying only the highly 
suspicious regions in the gland instead of studying the whole gland, which makes the 
analysis simpler and more precise.  
4. The proposed algorithm generalizes the ideas used for RF signals to be applied to the 
TRUS images by scanning the TRUS images to form signals. 
5. The proposed techniques are based on different foundations such as image processing, 
signal processing, pattern recognition and graph theory. This is important where different 
methods support the decision of each other. 
When it comes to choosing the suspicious regions, the Gabor filter is used due to its high localization 
property in both the frequency domain and the spatial domain. The ROI identification proposed in 
chapter three is considered a smart way to select the suspicious regions for further analysis. It depends 
on both the frequency information and the spatial information. Moreover, the expert knowledge was 
also integrated into the system to obtain the smart ROI identification algorithm. The proposed ROI 
identification algorithm was validated and its capabilities were demonstrated by applying it to the 
available TRUS images and it was able to identify most of the regions that were identified by the 
expert radiologist. It was also capable of identifying regions that were missed by the radiologist while 
these regions attain the same characteristics as the radiologist identified ones.  
The existing feature construction techniques using TRUS images depend mainly on the co-occurrence 
matrix features, which produced acceptable results but considered an expensive method. Moreover, it 
relies mainly on the second order statistics, which is the cap of the HVS. The proposed feature 
construction methods in this work using TRUS images are three manifold.  
• First, a new statistical feature set that is composed of second and higher order feature sets 
were used in chapter four. These statistical features obtained excellent classification 
accuracy. The second order statistics used are the GLDM (co-occurrence) features as well 
as the GLDV features which are considered less expensive than the GLDM, yet it produces 
excellent classification results. 
• Second the TRUS images’ ROIs were used in chapter 6 to obtain the ROIs’ signals that 
were introduced and proved an excellent way in representing the TRUS ROIs. Chapter 6 
introduced a new method of visualizing the ROIs in the signal form which allows for the 
use of the RF recognition techniques to the images’ ROIs. Moreover, new features were 
constructed from those signals based on the signal spectral analysis. The obtained spectral 
features provided excellent classification accuracy especially the ESPRIT features. 
• Third, a novel feature set composed of the fractal dimension and the LEMs were 
constructed for each of the identified ROIs in chapter seven. Furthermore, those features 
were evaluated and found out to attain excellent recognition power. 
Feature analysis is considered a vital stage in electing the best feature subset in terms of cancer 
recognition. Unfortunately, feature analysis was ignored by researchers in the field of prostate tissue 




feature analysis. Feature analysis was introduced in this work in chapters 4, 5, 6 and 7 where the 
constructed features’ histograms are shown and their statistical measures are calculated. Moreover, 
the correlation among the different features was also investigated which leads to the conclusion that 
there is some redundant and correlated information present in the constructed feature sets.  
Therefore, Different FS methods were adopted in this work to get rid of this redundant and correlated 
information to obtain precise classification. FS is categorized into two main groups, which are namely 
classifier dependent and classifier independent. The first FS avenue introduced in this work is 
classifier independent where a feature subset was chosen depending on the features information 
content regardless of the classifier. The MIFS was adopted in chapter five as a form of classifier 
independent feature selection where a feature subset was chosen that obtained excellent classification 
results. 
Furthermore, in chapter five another avenue for FS is introduced which is the classifier dependent FS. 
The classifier dependent FS methods adopted in this work are based on Alife optimization algorithms 
that try to mimic the behavior of different creatures. This is the first time to the best of the author’s 
knowledge that optimization algorithms are used for TRUS images feature selection. The adopted 
methods namely the PSO and the ACO do not suffer from the nesting problem that is present in the 
existing feature selection methods. Moreover, they do not require the same computational cost 
required for the exhaustive search techniques. Yet, they obtained an optimum feature subset that 
obtained the best possible accuracy result considering the available gold standards. From chapter five 
the Alife techniques were recommended over the MIFS as they obtained the same classification 
accuracy with less computational effort and parameter selection. 
One of the major problems that were present in this research is the lack of the accurate gold standards 
as the available gold standards for this work was the radiologists’ stained images which has a 
maximum accuracy of 65%. Therefore, in order to support our decision, another method should be 
utilized. Spectral clustering is introduced in this work. Spectral Clustering does not depend on 
extracting features and classifying the regions accordingly. On the contrary, it depends on converting 
the image to a weighted graph, which is partitioned using the graph theory techniques. The 
segmentation results obtained by the spectral clustering algorithm supported undoubtly the decisions 
obtained in this thesis. 
9.2 Contributions 
The contribution of the work in this thesis originates from the capability it provides to construct 
different precise automated robust cancer recognition avenues based on TRUS images’ feature 
analysis. The proposed algorithms can detect the suspicious regions, construct a full library of 
informative features, analyze the constructed features, classify the different regions and finally 
support the ROI classification using a different foundation algorithm. The five tasks incorporated in 
such a system were thoroughly investigated; then a set of algorithms that outperform their 
counterparts in literature, to the best of the author’s knowledge, to accomplish these tasks, were 




previous work usually focused on one of those presented tasks. The following points summarize the 
contributions of this research: 
1. The ROI identification algorithm is proposed to eliminate the need to study the whole 
image and to ensure adequate image segmentation for cancer recognition. The algorithm 
proved to be accurate, precise and consistent.  
2. TRUS feature construction methods were thoroughly studied. Most of the proposed 
methods in literature either require the RF signals and/or use only the second order 
statistical features (GLDM). The proposed higher order statistical features, spectral based 
features, model based features are proved to be informative enough for cancer recognition 
and can precisely identify cancerous regions. 
3. The existing methods usually used the constructed features directly which results in the 
existence of the curse of dimensionality. The proposed feature selection and dimensionality 
reduction techniques allow for the accurate selection of feature subsets that guarantee the 
best classification accuracies. The proposed methods take into account, the feature 
information contents, the accuracy results and the transformation to new co-ordinate 
system.   
4. Three different classifiers were compared in this work and the SVMs classifier proved to 
possess the best recognition ability due to its ability to deal with non-linearly separable 
data sets. 
5. Scanning the ROIs to form ROI signal was proposed for the first time for the case of TRUS 
images. This approach is capable of utlizing the methods that were originally applicable for 
RF signals to be used for TRUS images feature analysis and tissue classification. 
6. Different spectral features were introduced for TRUS images feature analysis and those 
features were compared regarding the tissue texture. It was found out that the wedge and 
ring filters are not adequate for the application because of the irregular ROI shape. It was 
also found that the modified periodogram was not adequate as the data set is short which 
leads to spectral leakage. Furthermore, combining all the constructed spectral features 
obtained excellent classification accuracy which proves that each feature set has its own 
piece of information that is important for the classification. 
7.  Moreover, It was found out that in the case of spectral features, the classification results 
that are obtained using only the ESPRIT feature set are as good as those obtained using all 
the estimated PSD estimation methods. This leads to a conclusion that the ESPRIT features 
are more adequate and robust to this application, as it did not require the construction of 
any more features, which reduces the computational cost and increases the accuracy of the 
proposed recognition algorithm, as there is no need to construct more features while only 
one feature set obtains the same results. 
8. The identified regions were classified using the different proposed feature subsets and the 




well supported even in the absence of gold standards. This proves the proposed systems’ 
ability to classify the image tissues when the pathology identified gold standards are made 
available. 
9. The proposed Spectral Clustering algorithm proved excellent segmentation results for the 
whole gland and the boundary detection errors were calculated with 94% average boundary 
detection accuracy. The algorithm was first tested for boundary detection with excellent 
ability to identify the boundaries of the gland without any need to pre-specify either an 
initial contour or a seed point. The algorithm was then applied for segmenting the interior 
of the gland and the segmented regions did match the radiologist’s identified regions. The 
Spectral Clustering was proposed to tackle the problem from a different point of view that 
supports the results obtained using the previous methods. 
10. A framework for cancer recognition using TRUS images was built with a library full of 
informative features and intelligent feature selection methods as well as internal gland 
segmentation methods. 
9.3 Future Work 
This thesis established a framework for implementing an automated system for identifying suspicious 
regions, constructing different features, selecting the best features and classifying different regions. 
However, there is still a need to investigate more avenues in this research such as: 
• Extending this work to be applicable for pathology-identified images. It is expected to 
produce excellent classification results because all the different features contribute to tissue 
classes. 
• Obtaining a bigger data set would be appreciated for accurately judging the constructed 
features.  
• Combining the image features with other clinical data such as the age, family history, PSA 
level, etc,… is expected to yield fruitful classification results. This is because the 
information is gathered from different sensors, where different feature fusion methods can be 
helpful. 
• Moreover, extending this work to be integrated in the Ultrasound machine for online cancer 
detection should be considered, especially with the spectral clustering due to its fast 
estimates of both the prostate boundary and the internal segmentation of the gland.  
• Applying the proposed algorithms for tissue classification using ultrasound images of other 
body organs such as liver tissue classification and Intra Vascular Ultrasound images (IVUS). 





• Applying image registration with different image modalities will also be investigated as each 
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