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Abstract
The next generation of networks represents a heterogeneous wireless environment, 
characterized by the coexistence of multiple technologies. In this environment, the 
users have the privilege to stay connected to the Internet by using mobile terminals 
equipped  with  multiple  interfaces.  Additionally,  the  users  have  the  ability  to  use 
different services at anytime and anywhere. In this context, the most important aim 
is to manage the terminal mobility while ensuring the best continuity of services. In 
order to achieve this task, the design and the developpement of architecture for the 
vertical handover management becomes an indispensable. This thesis is focusing on 
vertical handover management and mainly on network selection decision step within 
heterogeneous wireless networks. In this context, our first contribution proposes a 
new architecture  for  network  selection,  based  on  multi  attribute  decision  making 
(MADM). This solution is based on the IEEE 802.21 standard, contains two modules: 
the first one is used to weigh the criteria.  While the second is applied to rank the 
networks.  Then, we consider the problem of optimizing the weighting algorithms of 
our architecture. Specifically, we first develop a new validation approach which can 
take  into  account  different  weighting  methods.  Our  approach  is  based  on  group 
MADM and it allows determining a suitable weighting algorithm which can be used for 
the network selection. We then improve our architecture by introducing component 
based on differentiated weight which can be integrated into weighting module of our 
architecture.  This  component  allows  to  find the  differentiate  weights  of  available 
networks by considering each criterion. Finally, due to the variety of vertical handoff 
algorithms, we provide a new evaluation model to reach an optimal network selection 
algorithm and to validate our architecture. This new model is based on multi attribute 
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2013Résumé :
Les réseaux de la future génération représentent un environnement hétérogène sans 
fil, dans lequel de nombreuses technologies d’accès peuvent cohabiter. Au sein de 
cet environnement, les utilisateurs ont le privilège de rester connectés à l’Internet à 
travers des terminaux multi-interfaces. De plus, ils ont la possibilité de se doter de 
différents services, peu n’importe le  lieu et le temps. Afin de gérer la mobilité du 
terminal tout en assurant une meilleure continuité de service, la mise en œuvre d’une 
architecture pour la gestion du handover vertical est devenue indispensable. Cette 
thèse  se  focalise  sur  le  handover  vertical,  plus  précisément  sur  la  phase  de  la 
sélection du réseau dans un environnement de réseaux  hétérogènes sans fil. Dans 
ce contexte, notre première contribution propose une nouvelle architecture pour la 
sélection du réseau reposant sur les méthodes d’aide à la décision multi-attributs 
(MADM). Cette solution, simple à intégrer dans la norme IEEE 802.21, comporte deux 
modules  :  le  premier  pour  pondérer  les  critères  et  le  deuxième pour  classer  les 
réseaux.  Ensuite,  nous  nous  intéressons  à  la  résolution  de  différents  problèmes 
relatifs à la pondération des critères afin d’améliorer davantage notre architecture. 
Pour ce faire, nous avons développé dans un premier temps, une nouvelle approche 
de la validation des algorithmes du handover en utilisant la théorie de la prise de 
décision collective. Cette nouvelle approche nous a permis d’identifier l’algorithme de 
pondération  qu’il  faut intégrer dans notre architecture.  Dans un deuxième temps, 
nous  avons  intégré  une nouvelle  unité  de  différenciation  de  poids  au  niveau  du 
module de pondération de notre architecture. Le rôle de cette unité est de calculer le 
degré d’importance relatif à
chaque  critère  en  fonction  de  l’interface  réseau.  Finalement,  nous  proposons  un 
nouveau modèle d’évaluation de performances qui repose sur l’approche MADM et 
l’analyse  de criticité.  L’efficacité  de ce  modèle  se manifeste  dans sa capacité  de 
valider  notre  architecture  en  termes  de  performances  par  rapport  aux  autres 
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RÉSUMÉ
Les réseaux de la future génération représentent un environnement hétérogène sans fil,
dans lequel de nombreuses technologies d’accès peuvent cohabiter. Au sein de cet environne-
ment, les utilisateurs ont le privilège de rester connectés à l’Internet à travers des terminaux
multi-interfaces. De plus, ils ont la possibilité de se doter de différents services, peu importe
le lieu et le temps. Afin de gérer la mobilité du terminal tout en assurant une meilleure conti-
nuité de service, la mise en oeuvre d’une architecture pour la gestion du handover vertical est
devenue indispensable. Cette thèse se focalise sur le handover vertical, plus précisément sur la
phase de la sélection du réseau dans un environnement de réseaux hétérogènes sans fil. Dans
ce contexte, notre première contribution propose une nouvelle architecture pour la sélection
du réseau reposant sur les méthodes d’aide à la décision multi-attributs (MADM). Cette solu-
tion, simple à intégrer dans la norme IEEE 802.21, comporte deux modules : le premier pour
pondérer les critères et le deuxième pour classer les réseaux. Ensuite, nous nous intéressons
à la résolution de différents problèmes relatifs à la pondération des critères afin d’améliorer
davantage notre architecture. Pour ce faire, nous avons développé dans un premier temps, une
nouvelle approche de la validation des algorithmes du handover en utilisant la théorie de la
prise de décision collective. Cette nouvelle approche nous a permis d’identifier l’algorithme de
pondération qu’il faut intégrer dans notre architecture. Dans un deuxième temps, nous avons
intégré une nouvelle unité de différenciation de poids au niveau du module de pondération
de notre architecture. Le rôle de cette unité est de calculer le degré d’importance relatif à
chaque critère en fonction de l’interface réseau. Finalement, nous proposons un nouveau mo-
dèle d’évaluation de performances qui repose sur l’approche MADM et l’analyse de criticité.
L’efficacité de ce modèle se manifeste dans sa capacité de valider notre architecture en termes
de performances par rapport aux autres algorithmes existants. De plus, son second avantage
est le fait de pallier le problème du choix de critères qu’il faut utiliser dans le contexte de la
sélection du réseau.
Mots clés : Réseaux sans fil hétérogènes, Handover vertical, IEEE 802.21, Méthodes d’aide
à la décision multi-attributs, Analyse de criticité.
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ABSTRACT
The next generation of networks represents a heterogeneous wireless environement,
characterized by the coexistence of multiple technologies. In this environement, the users have
the privilege to stay connected to the Internet by using mobile terminals equiped with multiple
interfaces. Additionaly, the users have the ability to use different services at any time and
any where. In this context, the most important aim is to manage the terminal mobility while
ensuring the best continuity of services. In order to acheive this task, the design and the de-
veloppement of architecture for the vertical handover management becomes an indispensable.
This is focusing on vertical handover management and mainly on network selection decision
step within heterogeneous wireless networks. In this context, our first contribution proposes a
new architecture for network selection, based on multi attribut decision making (MADM). This
solution is based on the IEEE 802.21 standard, contains two modules : the first one is used
to weigh the criteria. While the second is applied to rank the networks. Then, we consider the
problem of optimizing the weighiting algorithms of our architecture. Specifically, we first deve-
loppe a new validation approach which can take into account different weighting methods. Our
approach is based on group MADM and it allows to determine a suitable weighting algorithm
which can be used for the network selection. We then improve our architecture by introducing
component based on differentiated weight which can be integrated into wieghting module of
our architecture. This component allows to find the differentiate weights of available networks
by considering each criterion. Finally, due to the variety of vertical handoff algorithms, we pro-
vide a new evaluation model to reach an optimal network selection algorithm and to validate
our architecture. This new model is based on multi attribut decision making and criticality
analysis.
Key words : Heterogeneous wireless networks, vertical handover, IEEE 802.21, Multi At-
tribute Decision Making, Criticality Analysis.
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INTRODUCTION GÉNÉRALE
Contexte
Le secteur des télécommunications a connu une croissance exceptionnelle qui se mani-
feste par le passage du nombre d’abonnés de 23 millions en 1992 à plus de 5 milliards en 20121.
Cette forte augmentation est influencée par l’évolution des nouvelles technologies d’accès qui
permettent d’assurer de nouveaux services qui ne sont pas disponibles dans la technologie
GSM. Cette évolution technologique est dictée par les besoins et les exigences des utilisateurs
qui veulent profiter des différentes applications multimédias qui ont vu le jour ces dernières
années.
Entre les années 2000 et 2010, le secteur des télécommunications a connu des évolutions
profondes avec le développement des nouvelles technologies telles que la troisième génération
(3G) et la quatrième génération (4G). Le déploiement des nouvelles technologies d’accès 3G
(WIFI, UMTS) et 4G (WIMAX, LTE) apportent une solution prometteuse en remplaçant l’in-
frastructure filaire avec une autre dite sans fil. Par conséquent, les utilisateurs ont bénéficié
d’un changement dans la vie quotidienne concernant l’utilisation de l’Internet. Ils peuvent se
connecter à l’Internet n’importe où et n’importe quand. Actuellement, nous ne parlons plus
de l’Internet fixe où l’utilisateur est obligé d’avoir une ligne ADSL et de rester dans le même
endroit pour profiter de tous les services Internet, mais la révolution a été faite par la naissance
de l’Internet mobile. En fait, l’Internet mobile n’est que le fruit du déploiement des réseaux
sans fil.
En parallèle, les terminaux mobiles ont connu une véritable explosion à travers le développement
d’une architecture multi-interfaces. Cette diversité des interfaces permettent à l’utilisateur non
seulement d’être connecté à l’Internet en utilisant la meilleure technologie réseau disponible,
mais aussi, la possibilité de se connecter simultanément aux plusieurs technologies réseaux.
D’un côté, l’évolution de l’Internet mobile ainsi que la miniaturisation de ces terminaux mutli-
interfaces offrent plusieurs possibilités aux utilisateurs :
• Accès à l’information n’importe où et n’importe quand ;
• Choix d’un ou de plusieurs opérateurs d’accès ;
• Choix du type de forfait ;
• Choix du type de service ;
• Possibilité de choisir un réseau où l’accès à l’Internet est gratuit.
1http ://royal.pingdom.com/2013/01/16/internet-2012-in-numbers/
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Introduction Générale 2
D’un autre côté, la forte demande à l’Internet mobile a un impact considérable sur l’économie
des pays. En effet, d’après une étude récemment publiée sur l’économie numérique2, l’Internet
génère 8 000 milliards de dollars chaque année et représente 21% de la croissance des pays
développés sur ces 5 dernières années. Un autre signe que l’Internet mobile est un acteur
décisif dans l’économie mondiale, c’est que non seulement il a résisté à la crise, mais il évolue
davantage d’une manière accélérée selon deux axes : matériels et logiciels.
Motivations
Aujourd’hui, nous avons le privilège d’avoir plusieurs technologies réseaux telles que
ADSL, UMTS, IEEE 802.11, IEEE 802.16 et LTE, qui constituent un environnement hété-
rogène. De plus, nous avons l’opportunité de se doter de différents services (annuaires, jeux,
localisation, etc) offerts par ces différentes technologies en utilisant des terminaux multi-
interfaces. Finalement, cet environnement hétérogène, nous offre une complémentarité entre
ces différentes technologies en termes des ressources telles que la couverture, la bande pas-
sante, et le coût. A cet égard, nous sommes devant trois problèmes :
• Interconnexion et interopérabilité de ces différentes technologies ;
• Gestion de mobilité de l’utilisateur lorsqu’il se déplace physiquement d’un réseau à
un autre différent (“handover vertical”) ;
• Meilleure continuité de service sous le paradigme "Always Best Connected (ABC)"
qui consiste à déterminer le meilleur réseau, à tous moment et n’importe où.
La norme IEEE 802.21, proposée en 2004 et standardisée en 2009 par le groupe IETF, est
une solution incontournable pour surmonter ces trois problèmes. En effet, cette norme a été
conçue pour supporter l’interconnexion des différentes technologies d’accès : celles qui sont
développées par IEEE ou par 3GPP. De plus, ce nouveau protocole permet d’assurer le handover
vertical. Nous signalons que ce protocole est le seul standard proposé jusqu’à maintenant pour
répondre aux problèmes de l’interconnexion et de la mobilité.
En revanche, à travers l’implémentation de cette nouvelle norme, l’environnement hétérogène
est considéré comme une plate-forme tout IP. Cette plate-forme permet de fournir de nombreux
avantages tels que la sélection du réseau, l’accès permanent et ubiquitaire, la variété de services
à haut débit offerts à l’utilisateur, le partage de charge, etc. Cependant, vu que cette plate-
forme intègre une diversité de technologies réseaux différentes, le choix du réseau optimal, qui
peut satisfaire les exigences de l’utilisateur en termes de qualité de service, est un défi majeur
à relever.
Afin de pallier à ce problème, la norme IEEE 802.21 a défini trois phases essentielles qui
interviennent dans le processus de gestion de la mobilité verticale. Il s’agit de la phase de
la découverte dans laquelle le terminal mobile détecte les points d’accès auxquels il peut être
attaché. La deuxième phase concerne la sélection du réseau, elle consiste à utiliser les différents
paramètres collectés dans la première phase afin de déterminer la meilleure interface réseau.
L’exécution du handover intervient comme troisième phase qui permet au terminal mobile
d’établir la liaison physique avec le nouveau réseau en utilisant le protocole mobile IP.
Cependant, les trois phases définies par la norme IEEE 802.21 représentent uniquement la
démarche qu’il faut suivre dans le but de proposer une solution pour le choix du réseau
optimal. Nous signalons dans ce cadre que la norme IEEE 802.21 ne spécifie ni les paramètres
qu’il faut collecter dans la première phase ni l’algorithme de la décision qu’il faut implémenter
dans la deuxième phase. Finalement, il y a absence de spécification du protocole de mobilité
2http ://www.mckinsey.com
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3 Introduction Générale
qu’il faut utiliser dans la troisième phase. Par conséquent, la mobilité verticale représente un
axe de recherche ouvert.
Toutefois, la sélection du réseau est un facteur déterminant et décisif dans le processus de la
gestion de la mobilité verticale. C’est pourquoi, nous avons choisi de nous intéresser à soulever
tous les problèmes liés à cette phase. De plus, ce choix a été motivé par la nécessité et le
besoin d’assurer une meilleure connectivité à l’Internet soit pour l’utilisateur mobile soit pour
l’utilisateur nomade.
Objectifs et contributions
La conception et le développement d’une nouvelle solution intelligente et automatique
permettant de surmonter le problème de la sélection du réseau devient indispensable. En outre,
ce problème est considéré comme un problème NP-complet [40]. L’approche traditionnelle où
la sélection du réseau repose sur l’évaluation de la puissance du signal ne suffit pas car elle ne
prend pas en compte les différents paramètres de chaque technologie réseau. Dans ce cadre,
plusieurs algorithmes ont été proposés dans la littérature pour résoudre ce problème. Nous ci-
tons : la logique floue [50], les algorithmes génétiques [51], les fonctions de coût/d’utilité [109],
la théorie des jeux [151], les réseaux de neurones artificiels [105] et les méthodes d’aide à la
décision multi-attributs (MADM) [138], etc.
En raison de la nature du problème de la sélection du réseau, nos travaux de recherche pour
aborder ce sujet s’appuient sur les méthodes MADM. L’objectif de nos contributions est de
garantir à l’utilisateur mobile une meilleure connectivité dans un environnement réseaux hété-
rogènes. Cette connectivité optimale se traduit par les aspects suivants :
• Assurer le transfert d’une communication sans interruption et avec une meilleure
continuité de la QoS lors du déplacement de l’utilisateur d’un réseau à un autre ;
• Gérer les interfaces multiples du terminal mobile d’une manière efficace afin de maxi-
miser l’autonomie de la batterie ;
• Répondre aux exigences de l’utilisateur en termes de : coût de service, bande pas-
sante, sécurité, etc.
Les contributions de cette thèse sont organisées autour de trois grands axes. Le premier axe
consiste à développer une nouvelle architecture pour la sélection de réseau, capable de pallier
aux inconvénients des approches MADM. Pour ce faire, nous avons proposé trois contribu-
tions [81], [75] et [88]. Les deux solutions [81] et [75] ont pour objectif d’améliorer les
limitations de la méthode TOPSIS qui est largement utilisée pour la sélection du réseau.
En effet, dans la première solution, nous avons proposé une extension de la méthode TOPSIS
appelée E-TOPSIS [81]. Cette nouvelle technique est basée sur l’idée d’introduire deux poids
λ1 et λ2 qui désignent respectivement le degré d’importance relatif à la solution idéale et la
solution pire. La deuxième solution que nous avons fournie est appelée H-TOPSIS [75]. Il s’agit
d’un algorithme hybride qui combine la méthode AHP floue et l’approche TOPSIS. L’algo-
rithme H-TOPSIS a introduit un nouveau critère appelé historique de performance. Ce dernier
permet de mémoriser la performance de chaque réseau accessible pour le terminal mobile.
A l’issue de ces deux solutions, nous avons proposé une nouvelle architecture appelée FADM,
comme une troisième contribution [88]. Cette architecture contient deux modules qui reposent
sur l’approche MADM. Le premier composant est un nouveau système de pondération capable
de surmonter les inconvénients des méthodes classiques de pondération. Le deuxième com-
posant est une nouvelle méthode multi-attributs qui repose sur la distance de Mahalanobis.
L’architecture proposée permet au terminal mobile de sélectionner, dynamiquement et en temps
réel, la meilleure interface réseau qui doit être utilisée par l’utilisateur. De plus, l’avantage de
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Introduction Générale 4
cette architecture réside dans sa faisabilité et sa simplicité d’être intégrée dans la norme IEEE
802.21. En effet, après avoir collecté les performances de chaque paramètre de la QoS par
le protocole IEEE 802.21, dans un premier temps, le module de pondération est utilisé pour
attribuer un poids pour chaque paramètre. Dans un deuxième temps, le module de décision est
capable d’accomplir la fonction de sélection de la meilleure alternative réseau par un simple
calcul de score de toutes les alternatives réseaux accessibles au terminal mobile. Finalement,
nous avons montré à travers les résultats des simulations que notre architecture permet de
fournir de meilleures performances par rapport aux algorithmes MADM classiques.
Ensuite, le deuxième axe de cette thèse consiste à apporter des solutions pour les problèmes re-
latifs aux algorithmes de pondération et particulièrement identifier la méthode de pondération
adéquate en fonction du type de flux pour l’architecture FADM. En effet, vu la diversité des
algorithmes de pondération existants ainsi que leurs inconvénients, le choix de l’algorithme de
pondération approprié dans le contexte du handover vertical est un axe de recherche pertinent.
Dans ce cadre, nous avons proposé deux contributions [87] et [80] afin d’optimiser davantage
le module de la pondération de notre architecture FADM.
Dans la quatrième contribution [87] de cette thèse, nous avons développé une nouvelle ap-
proche de validation des algorithmes du handover en utilisant la théorie de la prise de décision
collective. Cette nouvelle approche nous a permis de déterminer l’algorithme de pondération
à intégrer dans notre architecture FADM. Dans la cinquième contribution [80] de ce travail,
nous avons intégré une nouvelle unité de différenciation de poids au niveau du module de
pondération de notre architecture FADM. Le rôle de cette unité est de calculer le degré d’im-
portance relatif à chaque critère en fonction de l’interface réseau. Les simulations que nous
avons effectuées ont prouvé l’utilité de développer cette nouvelle unité de différenciation de
poids.
Enfin, le dernier axe de cette thèse s’articule autour de la problématique de l’évaluation des
performances des algorithmes de la sélection du réseau. En effet, ce problème apparaît lors
d’évaluation et de comparaison de notre architecture FADM avec d’autres solutions afin de la
valider. Pour résoudre ce problème, plusieurs modèles d’évaluation ont été proposés et dévelop-
pés afin d’évaluer et de comparer les performances des algorithmes de la sélection du réseau.
Cependant, le choix du modèle d’évaluation qu’il faut utiliser et les paramètres d’évaluation
qu’il faut tenir en compte est un sujet de recherche pertinent. Dans ce contexte, nous avons
proposé deux contributions [74] et [78].
Dans la dernière contribution [74] de cette thèse, nous avons analysé dans un premier temps,
les différents modèles d’évaluation existants. Ensuite, à l’issue de cette analyse nous avons
développé notre modèle d’évaluation évolutif qui repose sur l’approche MADM et l’analyse de
criticité. Finalement, nous avons appliqué ce modèle pour valider l’architecture FADM. Notre
dernière contribution [78] a été consacré au problème la redondance des critères. Pour ce
faire, nous avons utilisé notre modèle d’évaluation évolutif pour évaluer la performance de
notre algorithme FADM en fonction des critères de sélection afin d’éliminer le problème de la
redondance des critères.
Organisation du manuscrit
Le manuscrit est organisé en cinq chapitres. Le premier chapitre présente les différents
concepts relatifs à la gestion de la mobilité verticale. Ensuite, nous allons fournir une des-
cription de la norme IEEE 802.21. Finalement, nous établirons un état de l’art des différentes
solutions proposées dans la littérature dans le contexte de la mobilité verticale et nous justi-
fions notre choix d’utiliser l’approche MADM pour optimiser la sélection du réseau.
4
Op
tim
isa
tio
n
et
év
alu
at
ion
de
sp
er
fo
rm
an
ce
sd
es
co
m
m
un
ica
tio
ns
m
ob
ile
sd
an
su
n
en
vir
on
ne
m
en
tr
és
ea
ux
m
ul
ti-
ac
cè
s
5 Introduction Générale
Le deuxième chapitre est consacré essentiellement à la deuxième phase de la mobilité verticale
qui est la sélection du réseau. Dans un temps, nous décrivons les différentes méthodes de l’ap-
proche MADM proposées dans le contexte de la sélection du réseau. Ensuite, nous exposons
les différents modèles d’évaluation de performance existants. Enfin, nous menons une étude
comparative entre les différentes solutions de l’approche MADM afin de dégager les principaux
axes de nos contributions.
Au troisième chapitre, nous présentons nos deux premières solutions [81] et [75] afin de sur-
monter les limitations de l’approche MADM. Ces deux solutions représentent deux extensions
pour améliorer la méthode TOPSIS. La première amélioration est appelée E-TOPSIS [81],
tandis que la deuxième extension est appelée H-TOPSIS [75]. La dernière partie de ce chapitre
est consacrée à la présentation détaillée de l’architecture FADM [88].
Le quatrième chapitre comporte deux contributions [87] et [80] dans le but d’optimiser da-
vantage le module de pondération de l’architecture FADM. La première contribution [87] de
ce chapitre est une nouvelle approche de validation pour le handover vertical qui repose sur
la théorie de la prise de décision collective. L’objectif de cette contribution est de détermi-
ner la méthode de pondération la plus appropriée qui doit être introduite dans le module de
pondération de notre architecture FADM. La deuxième contribution [80] de ce chapitre porte
sur le développement d’une nouvelle unité de différenciation de poids au niveau du module de
pondération de l’architecture FADM.
Le cinquième chapitre propose un nouveau modèle d’évaluation évolutif [74] afin de comparer
les performances des algorithmes de la sélection du réseau. Le premier cas d’utilisation de ce
modèle permet notamment de valider notre architecture FADM. Le second cas d’utilisation de
ce modèle permet de surmonter le problème de la redondances des critères [78].
En conclusion générale de ce mémoire, nous rappellerons les principales contributions réali-
sées au cours de cette thèse. Puis, nous présenterons les différentes perspectives du domaine,
susceptibles d’être explorées dans le futur.
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CHAPITRE 1
ETAT DE L’ART
1.1 Introduction
Les systèmes de communications mobiles ont bouleversé les modes et les usages de
communication dans nos sociétés. Avec le développement très rapide des applications multi-
médias et le besoin de transmettre des flux de voix, de vidéo, d’images fixes ou autres types
d’information, en plus des données, il est devenu nécessaire de développer des systèmes de
communication qui permettent aux utilisateurs de communiquer entre eux n’importe où et
n’importe quand sans faire recours aux infrastructures des réseaux filaires traditionnels.
Les réseaux sans fil (Wireless Networks) représentent une solution émergente permettant à
leurs utilisateurs un accès à l’information et aux services indépendamment de leurs positions
géographiques. Le succès de ce type de réseaux, ces dernières années, a suscité un grand inté-
rêt de la part des particuliers, des entreprises et du milieu industriel. Bien qu’il existe plusieurs
technologies d’accès offertes à l’utilisateur telles que IEEE 802.11, IEEE 802.16, UMTS, LTE,
etc, aucune d’elle ne semble pouvoir s’imposer comme une technologie universelle, du fait que
ces dernières ont des caractéristiques hétérogènes.
Cette évolution incessante des technologies d’accès et leur complémentarité en termes des
ressources fournies, telles que la couverture, le débit et le coût, amènent les opérateurs à
proposer des solutions d’interconnexion entre les différents réseaux et de développer des ter-
minaux mobiles équipés de plusieurs interfaces radio, tels que les smartphones ou iPAD. Cette
interconnexion favorise la mobilité à l’utilisateur entre ces différentes technologies. En faite, à
travers son terminal mobile multi-interfaces, l’utilisateur peut profiter simultanément de tous
les réseaux disponibles.
Cependant, l’hétérogénéité des technologies d’accès implique quatre problèmes majeurs aux-
quels nous nous intéresserons dans cette thèse :
• Comment assurer le transfert d’une communication d’un réseau (réseau mère) à un
autre réseau (réseau cible) sans coupure et avec une meilleure continuité de la qualité
de service ?
• Quand l’utilisateur (terminal mobile) doit changer son réseau mère pour s’attacher
à un autre réseau cible ?
• Comment se fait la décision pour choisir le meilleur réseau disponible en terme de
qualité de service ?
• Quelle est l’unité responsable de la prise de décision (réseau, utilisateur, etc.) ?
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1.1.2 Les normes des technologies de communication
Chacune de ces questions fondamentales représente un domaine prometteur de recherche qui
intéresse l’industrie et le monde universitaire [38] [101] et [14].
Le reste de ce premier chapitre sera organisé comme suit : dans la section suivante, nous allons
décrire les normes de communication radio mobiles les plus répandues comme : WIFI, WiMAX,
LTE, etc. Dans la deuxième section, nous allons traiter des contraintes et des exigences dans
les réseaux hétérogènes. La troisième section sera consacrée à la gestion de la mobilité dans
les réseaux hétérogènes. Dans ce contexte, nous présenterons quelques protocoles de mobilité
suivant leurs niveaux par rapport au modèle OSI. Dans la quatrième section, nous présente-
rons la gestion du handover dans les réseaux hétérogènes. D’abord, nous traitons les différents
concepts relatifs à la gestion de handover, puis nous présenterons une classification de celui-ci.
Ensuite, nous présenterons les différents paramètres qui interviennent dans la gestion du han-
dover et aussi nous donnerons une classification des algorithmes existants dédiés au handover.
Enfin, nous terminerons cette section par la présentation du protocole IEEE 802.21. Dans la
cinquième section, nous présenterons l’état de l’art sur les principaux algorithmes qui sont
développés pour optimiser le handover vertical. A l’issu de cet état de l’art, nous allons fournir
une comparaison et une synthèse des différents algorithmes du handover. Dans la dernière
section, nous conclurons ce chapitre.
1.2 Les normes des technologies de communication
Les technologies sans fil peuvent être classées en trois classes, caractérisées par la taille
de leur zone de couverture ainsi que le débit offert par le réseau. La première classe concerne les
réseaux personnels sans fil (WPANs) caractérisés par une faible portée, de l’ordre de quelques
dizaines de mètres, et un débit faible. Le groupe de travail qui se charge de la normalisation
pour les réseaux WPAN est l’IEEE 802.15. La deuxième classe concerne les réseaux locaux sans
fil (WLANx) caractérisés par une portée d’environ une centaine de mètres. La classe WLAN
contient plusieurs technologies concurrentes telles que IEEE 802.11 et HiperLAN. Les réseaux
métropolitains sans fil (WMANs) également appelés Boucle Locale Radio (BLR) représentent
la troisième classe. Ces réseaux étaient à l’origine prévus pour interconnecter des zones géo-
graphiques d’accès difficiles. Ils ont une portée de l’ordre de quelques dizaines de kilomètres
comme le réseau Wimax.
Enfin, la quatrième classe concerne les réseaux étendus sans fil (WWANs). Cette catégorie
est également connue sous le nom de réseaux cellulaires mobiles. Il s’agit des réseaux sans fil
les plus répandus dans le domaine de la télécommunication. Ces technologies ont connu une
croissance énorme selon la chronologie suivante : Les systèmes de la première génération (1G)
avaient l’objectif de transmettre la voix en utilisant une communication analogique [113]. Plus
tard, la plus grande évolution dans le domaine des télécommunications a été l’introduction
des systèmes de la deuxième génération (2G), comme par exemple la norme GSM [113]. Ces
systèmes prennent en charge, non seulement la transmission de voix numérique, mais aussi des
données avec l’introduction de la technologie GPRS [113].
Avec la forte demande de services basés sur des débits élevés, l’union internationale des télé-
communications (UIT) a permis l’évolution des systèmes mobiles vers la troisième génération
(3G). Parmi les technologies les plus répandues dans cette classe on trouve le réseau UMTS [61]
standardisé par le 3GPP. En 2002, le 3GPP a lancé un autre système de télécommunication
mobile HSDPA [113], dit 3.5G. Cette technologie est une amélioration de l’UMTS, elle permet
d’offrir un débit allant jusqu’à 7.2 Mbps. Vu que le besoin de services à haut débit et une
forte mobilité ne cessent d’augmenter, le 3GPP a lancé des systèmes de télécommunication
de la quatrième génération. Dans ce contexte, nous signalons que les deux technologies IEEE
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CHAPITRE 1. ETAT DE L’ART
802.16 et LTE sont les plus répandues dans la 4G.
Dans ce qui suit, nous abordons une description de six technologies mobiles à savoir Bluetooth,
WiFi, WiMaX, GPRS, UMTS et LTE. Dans cette description, nous nous intéresserons aux ca-
ractéristiques techniques, comme le débit, la couverture, etc. À l’issue de cette description,
nous comparons les performances de ces réseaux mobiles et nous présentons leurs avantages
et inconvénients. La figure 1.1 présente les différentes catégories de réseau sans fil, aini que le
compromis entre les débits offerts par les normes existantes et leurs couvertures réseau.
Fig. 1.1 – Catégories de réseaux sans fil [113]
1.2.1 La norme IEEE 802.15
La norme IEEE 802.15.1/Bluetooth [56] est une spécification de l’industrie des télécom-
munications dédiée aux communications mobiles pour les réseaux personnels sans fil (WPAN).
L’objectif initial de cette norme était de connecter un téléphone ou un ordinateur avec ses
divers accessoires en remplaçant la liaison infrarouge. La technologie IEEE 802.15.1 permet
la communication radio sur de courtes distances (inférieures à 10m) dans une bande de fré-
quences entre 2 400 et 2 483,5 MHz. Elle offre un débit de 64 Kbit/s dans une communication
synchrone, et un débit qui peut atteindre 723,2 Kbit/s dans une liaison de communication
asynchrone.
Parmi les avantages de cette technologie, nous citons le coût de service gratuit et la possibilité
pour les utilisateurs de connecter toutes sortes d’appareils mobiles comme les téléphones, les
PDA, les imprimantes, les ordinateurs portables. D’un autre côté, la norme IEEE 802.15.1
permet d’assurer plusieurs types d’applications, comme le transfert de fichiers, l’agenda élec-
tronique, le transfert de flux audio entre un téléphone et un casque, etc. L’inconvénient majeur
de cette norme réside dans le débit offert qui reste tellement faible par rapport à d’autres tech-
nologies comme IEEE 802.11 ou IEEE 802.16.
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1.1.2 Les normes des technologies de communication
1.2.2 La norme IEEE 802.11
La norme 802.11 [55] est connue sous le nom commercial Wi-Fi qui désigne Wireless
Fidelity. La norme IEEE 802.11 représente la technologie de réseaux sans fil (WLAN) la plus
répandue dans le monde en raison de sa grande simplicité, ainsi que de son faible coût de mise
en oeuvre. Elle permet de connecter des ordinateurs portables, des équipements de bureau,
des assistants personnels (PDA) ou plusieurs types de périphériques à un débit qui peut at-
teindre 11 Mbps ou plus selon la spécification du standard. Ce dernier a été développé pour
favoriser l’interopérabilité du matériel entre les différents fabricants ainsi que pour permettre
des évolutions futures compatibles, un peu à la manière de l’Ethernet. Ceci signifie que les
consommateurs peuvent utiliser des équipements de différents fabricants afin de satisfaire leurs
besoins.
La norme 802.11 est basée sur un équipement physique appelé point d’accès (Access Point).
Ce dernier permet de relier les terminaux mobiles entre eux sur un rayon d’une dizaines de
mètres en environnement fermé et à plusieurs centaines de mètres en environnement ouvert.
Le standard initial IEEE 802.11 a été amendé par de nombreux groupes de travail. Chaque
groupe de travail fait des propositions qui donnent lieu à des améliorations [14] de la norme
IEEE 802.11.
1.2.3 La norme IEEE 802.16
La norme IEEE 802.16 [57] est plus connu sous le nom de WiMAX. C’est une tech-
nologie principalement utilisée pour les réseaux sans fil métropolitains (WMAN) qui visent à
fournir une connexion internet à haut débit sur une zone de couverture de plusieurs kilomètres
de rayon. Le débit théorique du WiMAX est de l’ordre de 70 Mbits/s avec une portée de 50
kilomètres. La technologie WiMAX propose d’introduire des fonctionnalités de mobilité dans
son réseau : un terminal WiMAX peut se déplacer tout en conservant un accès fiable au réseau.
Cette fonctionnalité est introduite par la norme IEEE 802.16e qui peut être classée dans les
réseaux sans fil étendus (WWAN).
Le WiMAX fonctionne en mode point à multi-point, c’est-à-dire le mode infrastructure que
l’on connait pour le Wifi, ou encore le même fonctionnement que les technologies 2G, 3G de
téléphonie mobile. Ainsi, comme en 2G, une station de base nommée BTS (Base Transeiver
Station) ou BS (Base Station) émet vers les clients et reçoit leurs requêtes, puis les transmet
vers le réseau du fournisseur d’accès. Plusieurs variantes de standard ont été proposées, mo-
difiées et ratifiées comme sont résumées dans [14].
En plus, la norme IEEE 802.16 a défini quatre classes de services à savoir : le service à ac-
ceptation non-sollicitée (UGS), le service temps réel (rtPS), le service de transfert de données
(nrtPS) et trafic interactif (BE). En outre, une dernière classe a récemment intégré la norme
constituant une extension du service temps réel (ertPS) [57]. Les caractéristiques de chaque
classe sont définies dans tableau 1.1 ci-dessous.
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CHAPITRE 1. ETAT DE L’ART
Tab. 1.1 – Classification des classes de QoS offertes par la technologie WIMAX
Classe de service Description Application
Services en arrière-plan
BE (Best Effort)
la classe BE est dédiée aux trafic n’exigeant pas
de niveau de performance particulier, rien n’est
garanti, on envoi les données sans garantie de ré-
ception.
la navigation Internet
service de transfert de
données nrtPS (non real
time Polling Service)
la classe nrtPS doit quant à elle permettre la
bonne gestion des trafics insensibles au délai mais
requérant un débit minimum. La taille des paquets
peut donc être variable, ainsi que le délai entre
deux transmissions de paquets.
transfert de fichiers (FTP)
service temps réel rtPS
(real-time Polling Ser-
vices)
la classe rtPS est destinée à traiter les trafics
temps réel pour lesquels la taille des paquets de
flux de données est variable et à intervalle régu-
lier. Cette classe respecte donc les trafics sensibles
au délai en évitant aux requêtes de mise à jour, les
collisions impliquées par l’intervalle de contention.
flux vidéo tels que le
MPEG, H.263
extension du service temps
réel ertPS (extended real
time Polling Service)
la classe ertPS est destinée à supporter les flux
de données temps réel caractérisés par une taille
variable de paquets reçus périodiquement
voix sur IP (VoIP) avec
suppression de silence
service à acceptation non-
sollicitée UGS (Unsolicited
Grant Services)
la classe UGS est destinée à supporter les flux de
données temps réel caractérisés par une taille fixe
de paquets reçus périodiquement.
la voix sur IP (VoIP) sans
suppression de silence
1.2.4 La norme GPRS
Le GPRS (General Packet Radio Services) [113], est une technologie cellulaire de gé-
nération deux et demi (2G+) fondée sur l’interface radio du GSM [113]. La technologie GPRS
est conçue pour pouvoir pallier au problème de transfert de données dans le réseau GSM.
Contrairement à la norme GSM qui utilise le mode circuit, la technologie GPRS introduit le
mode paquet. Ce mode est plus adapté à la transmission des données permettant de ne pas
réserver le canal de communication à un seul utilisateur, mais plutôt de le partager, ce qui
rend la tarification plus souple.
GPRS permet d’atteindre un débit théorique maximum de 171,2 KBits/s, ce qui correspond
pour l’utilisateur à environ 115 Kbits/s. Le principal apport de la technologie GPRS est la
compatibilité avec les protocoles TCP/IP, ce qui permet à cette technologie de supporter des
services mobiles dont les exigences en terme de qualité de service ne dépassent pas 115 Kbits/s.
Parmi les serives supportés, nous citons accès au web, email, jeux en ligne, E-commerce etc.
1.2.5 La norme UMTS
L’UMTS (Universal Mobile Telecommunication System) [61] est un réseau mobile de
troisième génération de la famille IMT-2000 (International Mobile Telecommunication system
2000). Les spécifications techniques de cette norme sont développées au sein du 3GPP. La
technologie UMTS améliore les deux technologies GPRS et GSM par une qualité de service
rendue au moins comparable à celle fournie par les réseaux fixes. L’UMTS se base principale-
ment sur la technique d’accès multiple large bande (W-CDMA) pour y offrir ce type de service.
La technique d’accès W-CDMA utilise une bande passante de 5 MHz autorisant des débits de
144 et 384 Kbit/s. Des débits de 2 Mbit/s peuvent être atteints sous certaines conditions.
De plus, la technologie UMTS est capable de fournir une large gamme de services, tels que
l’accès Internet à haut débit, le téléchargement de fichiers (audio et vidéo) ou alors la visiopho-
nie. Le 3GPP [1] a défini quatre classes de services que l’UMTS peut offrir à l’utilisateur. Le
10
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1.1.2 Les normes des technologies de communication
tableau 1.2 contient une classification des classes de QoS offertes par la technologie UMTS.
Tab. 1.2 – Classification des classes de QoS offertes par la technologie UMTS
Classe de service Description Application
services conversationnels
(Conversational class)
les services de cette catégorie permettent de trans-
mettre principalement du son et des images entre
deux personnes ou groupes de personnes. Leur
qualité est donc assez sensible à des délais dans
la transmission, ces délais pouvant être facilement
perceptibles par les utilisateurs.
la voix et la vidéophonie.
services streaming (Strea-
ming class)
dans cette classe les services qui traitent l’informa-
tion au niveau du terminal de façon continue, c’est
à dire au moment même où elle est reçue (avant
de la recevoir dans sa totalité). Ce type de service
est unidirectionnel. Ces services sont assez récents
et offrent un potentiel d’application assez vaste.
Le streaming audio et vi-
déo
services interactifs (Inter-
active class)
ce type de service est caractérisé par le fait que
le terminal ayant envoyé un message/commande
attend une réponse du destinataire dans un certain
intervalle de temps. Par conséquent, un paramètre
clé pour identifier la QoS des services interactifs
est le temps d’aller-retour, c’est à dire le temps
écoulé entre le moment où le message/commande
est émis et celui où la réponse arrive.
Navigation Web
services en arrière-plan
(Background class)
il existe des services qui ne posent, ou presque,
aucune contrainte de temps dans le transfert de
l’information qu’ils génèrent. Ils peuvent s’exécu-
ter en “arrière-plan”
E-mail, téléchargement
1.2.6 La norme LTE
LTE (Long Term Evolution) [103] [15] est une technologie avancée de communication
radio mobile proposée par l’organisme 3GPP. L’accès aux canaux de fréquences utilisés dans
la norme LTE sont la division de fréquences (FDD) et La division temporelle (TDD). De plus,
cette technologie repose sur le multiplexage OFDMA (Orthogonal Frequency Division Multiple
Access) qui apporte une optimisation dans l’utilisation des fréquences en minimisant les in-
terférences [113]. Finalement, le réseau LTE utilise la technologie d’antennes multiples MIMO
(Multiple-Input Multiple-Output), ce qui permet d’avoir des débits de 75 Mbit/s dans le sens
montant et 300 Mbit/s dans le sens descendant [103].
En termes techniques, l’ensemble de ce réseau s’appelle EPS (Evolved Packet System) [15]. Il
est constitué de deux entités : le réseau évolué d’accès radio LTE, et le réseau coeur évolué
appelé SAE (System Architecture Evolution). Contrairement aux réseaux 2G et 3G où l’on
distinguait les domaines de commutation de circuit et de commutation de paquet, le réseau
coeur SAE ne contient qu’un seul domaine paquet appelé EPC (Evolved Packet Core). Tous
les services sont basés sur IP y compris ceux qui étaient auparavant offerts par le domaine
circuit tels que la voix, la visiophonie, le SMS, etc.
L’organisme de normalisation 3GPP a défini les différents types de servies supportés par le
réseau LTE. Cette technologies a proposée des changements fondamentaux par rapport aux
anciens standards proposés par le 3GPP dans le but d’améliorer la capacité de l’architecture
réseau LTE et d’assurer des services à valeur ajoutée. En effet, le réseau LTE fournit une haute
qualité de service et un accès à internet fiable grâce à sa gestion dynamique des services ainsi
que son routage du service IP. Le standard LTE permet de supporter une large gamme d’appli-
cations mobiles telles que la géolocalisation, la télévision mobile personnelle, la vidéconférence,
etc [15].
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CHAPITRE 1. ETAT DE L’ART
1.2.7 Comparaison et synthèse des technologies sans fil
La variété des normes de communications existantes soulève le problème du choix de la
technologie qu’il faut adopter pour satisfaire les besoins des utilisateurs de l’internet mobile.
Pour faciliter ce choix, une analyse comparative entre différentes technologies mobiles s’avère
nécessaire afin d’aboutir à la meilleure technologie qu’il faut utiliser. Le tableau 1.3 présente
les éléments clés de cette analyse comparative. Nous nous focalisons dans cette comparaison
sur un ensemble de paramètres pertinents tels que le débit, la couverture, le coût de service,
la vitesse de mobilité, la consommation d’énergie, etc.
D’après ce tableau, nous remarquons que les deux technologies de la 4G : WIMAX et LTE
permettent d’améliorer les performances d’une communication radio-mobile comparativement
à la 3G ou la 2G, notamment en terme de : débit, couverture et coût de service. Or, ces deux
technologies n’ont pas encore connu de déploiement commercial de grande ampleur, vu que les
opérateurs de télécommunication n’ont pas encore la volonté de changer leurs infrastructures
basées sur les autres technologies de 2G ou 3G. Pour cette raison, de nombreux défis sont à
relever :
• Faire cohabiter la 2G, la 3G et la 4G ;
• Faire coexister un environnement multi-accès hétérogène ;
• Développer de nouveaux terminaux multi-mode ;
• Assurer une mobilité sans coupure et optimisée dans un environnement sans fil hé-
térogène.
Dans la section suivante, nous allons traiter les contraintes et les exigences dans les réseaux
hétérogènes.
Tab. 1.3 – Tableau récapulatif relatif aux différentes technologies réseaux
Paramètre 802.15.1 802.11n GPRS UMTS LTE 802.16e
Méthode d’accès FHSS OFDM TDMA WCDMA OFDMA OFDMA
Bande de fréquence 2.4 GHZ 2.4 ou 5
GHZ
900 ou 1800
MHz
1920–1980
2110-2170
Mhz 2.4 GHZ 2.3-2.4,
2.496-2.69,
3.3-3.8 GHz
Max des Débits
Lien Descendant
Lien Montant
1Mbps
3Mbps(v2.0) 540Mbps
80Kbps
20Kbps 2Mbps
326Mbps
86Mbps
75Mbps
25Mbps
Couverture de la cellule 1-100m 300m 70-140Km 70-
140Km
5Km 2-7Km
Capacité de cellule 8 utilisateurs 32 64 1000 200-400 100-200
Mobilité supportée 0Km/h 4Km/h 500Km/h 500Km/h 350Km/h 120Km/h
Coût de service Faible Faible Moyenne Moyenne Elevée Elevée
Consommation d’éner-
gie
Faible moyenne moyenne moyenne Elevée Elevée
Securité Faible moyenne moyenne moyenne Elevée Elevée
Qualité de service non oui non oui oui oui
1.3 Contraintes et exigences des réseaux hétérogènes
La notion d’hétérogénéité dans un réseau peut avoir différents aspects. Les sous sys-
tèmes d’un réseau peuvent être gérés par des prestataires de services différents, peuvent utiliser
différents types de supports de transmission tels que le câble, la satellite ou la radio et peuvent
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1.1.4 Gestion de mobilité dans les réseaux hétérogènes
implémenter différents types de protocoles tels que ATM, IP et MPLS. D’autre part, le réseau
peut être considéré hétérogène du point de vue des utilisateurs qui exigent différents types
de services avec un mode de tarification différent. Finalement, l’hétérogénéité de réseau peut
être aussi par rapport aux services fournis aux utilisateurs via chaque technologie. Vu que les
différentes normes de communication n’appartiennent pas à la même génération, les réseaux
ne supportent pas les mêmes classes de services.
D’un autre côté, un environnement réseau hétérogène est caractérisé par une complémentarité
entre les technologies d’accès disponibles. A titre d’exemple, la technologie WIFI assure une
meilleure bande passante avec une couverture limitée et un coût de service faible, contraire-
ment à la technologie UMTS qui permet d’offrir une bande passante faible avec un coût de
service élevé et une meilleure couverture.
Parmi les problèmes qui se posent dans l’environnement réseau hétérogène, on a l’inter-
fonctionnement et la gestion de mobilité. L’inter-fonctionnement est un ensemble de mé-
canismes qui permettent d’interconnecter les noeuds d’accès de technologies différentes afin
de partager des services et des ressources, tout en conservant une indépendance entre les
différents réseaux élémentaires. Plusieurs modèles d’inter-fonctionnement entre systèmes hé-
térogènes sont envisageables. On peut distinguer les principales approches en fonction du type
de “couplage réseau” considéré [91] [16] :
– Le couplage léger (loose coupling) : ce type considère l’utilisation de fonctions d’inter-
connexion de haut niveau dans les réseaux en se basant généralement sur l’utilisation
du protocole IP pour la mobilité et l’identification.
– Le couplage intégré (integrated coupling) : ce type applique plutôt des mécanismes
de coopération directe entre les éléments de réseaux d’accès différents (stations de
bases par exemple) ou leur intégration au sein de noeuds d’accès multi-technologies.
Dans le contexte d’inter-fonctionnement des réseaux hétérogènes, il est important de gérer
efficacement la mobilité des usagers dans le but d’assurer une continuité de service lorsque
l’utilisateur se déplace d’un réseau à l’autre. Dans la section suivante, nous introduisons les
principes de la gestion de mobilité dans les réseaux hétérogènes.
1.4 Gestion de mobilité dans les réseaux hétérogènes
1.4.1 Définition
La mobilité est une opération de changement du point d’attachement dans un réseau
d’accès sans fil vers un autre point d’attachement tout en gardant la continuité des services.
L’objectif principal de la gestion de mobilité est de maintenir des informations sur la position
des terminaux mobiles et de gérer leurs connexions lorsqu’ils se déplacent dans les zones de
couverture permises par les réseaux. La gestion de la mobilité inclut deux procédures [142] :
1. La gestion de la localisation : cette fonctionnalité permet de fournir au réseau des
informations sur la position courante d’un terminal mobile. Elle contient deux étapes,
d’abord le processus d’inscription de la localisation, où le terminal mobile est authentifié
et sa position est mise à jour. Ensuite le paging, où la position du terminal mobile est
recherchée pendant l’initialisation d’une nouvelle session.
2. La gestion des handovers : le handover est le processus par lequel le terminal mobile
peut maintenir la communication quand il se déplace d’un point d’attachement (station
de base) vers un autre point d’attachement.
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CHAPITRE 1. ETAT DE L’ART
Classiquement, la gestion de la mobilité implique l’ensemble des protocoles de mobilité utilisés
dans le contexte d’un réseau hétérogène pour assurer une continuité de la communication dans
les meilleures conditions possibles. Parmi ces protocoles on peut citer mobile IPv6 (MIPv6) [62],
Fast Handover for Mobile IPv6 (FMIPv6) [68], Hierarchical Mobile IPv6 (HMIPv6) [133] et
Proxy Mobile IPv6 (PMIPv6) [43]. En plus, la gestion de mobilité est de plus en plus complexe
vu qu’il faut tenir en compte plusieurs facteurs tels que la La gestion des ressources, la qualité
de service et la securité. Pour comprendre cette complexité, nous analyserons les différents
types de mobilité ainsi que ses différents niveaux. Nous détaillerons après le protocole mobile
IPv6.
1.4.2 Types de mobilité
Généralement, on distingue plusieurs types de mobilité en fonction des entités qui sont
impliquées [166]. Une connexion réseau peut être définie comme une liaison établie par deux
entités qui se trouvent aux deux bouts de la connexion et qui s’envoient des données. Ces
entités peuvent désigner les machines, les applications ou même les utilisateurs. Dans ce qui
suit, nous présentons les caractéristiques de ces différents types de mobilité.
1.4.2.1 Mobilité du terminal
Cette mobilité se rapporte à un terminal qui se déplace soit à travers différents points
d’accès d’un réseau, soit à travers différents réseaux d’accès, tout en maintenant l’accès à un
même ensemble de services. Ce type de mobilité doit permettre le déplacement des terminaux
sans coupure. De ce fait, la mobilité du terminal est au centre des problèmes abordés dans
notre thèse.
1.4.2.2 Mobilité du réseau
La mobilité du réseau se rapporte au déplacement de l’infrastructure du support de
transport. C’est le cas des passagers d’un train ou d’un avion. En fait, c’est le sous réseau qui
bouge avec tous ces noeuds, la problématique est la même que pour la mobilité du terminal.
Par contre, lorsqu’il s’agit d’un noeud du réseau coeur qui se déplace, nous avons aussi une
problématique d’interconnexion.
1.4.2.3 Mobilité de l’utilisateur
La mobilité de l’utilisateur est dénommée aussi mobilité personnelle. Ce type de mobilité
représente la possibilité de l’utilisateur à utiliser n’importe quel terminal pour communiquer
à travers des applications et services de n’importe quel réseau. Les utilisateurs peuvent se
servir de différents terminaux en fonction de l’endroit et la situation où ils se trouvent. Par
conséquent, avec la pluralité des terminaux et services de communication, l’utilisateur possède
plusieurs identifiants, en fonction de l’application utilisée : adresses e-mail professionnelles et
personnelles, numéros de téléphone (téléphone portable, téléphone fixe) et d’autres noms d’uti-
lisateur pour d’autres applications Internet comme la messagerie instantanée et la téléphonie
sur Internet.
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1.1.4 Gestion de mobilité dans les réseaux hétérogènes
1.4.2.4 Mobilité du service
La mobilité du service doit permettre à un utilisateur d’accéder aux services auxquels il
est souscrit auprès de son fournisseur d’accès où qu’il se situe (éventuellement chez un autre
fournisseur d’accès) et quel que soit le type de terminal ou de technologie qu’il utilise. Ainsi,
en prenant l’exemple du service VoIP, le fait que l’utilisateur a été souscrit à ce service, il aura
accès n’importe où, à la liste de ses contacts et aux préférences de médias relatifs à ce service.
1.4.2.5 Mobilité de session
La mobilité de la session doit permettre à un utilisateur de maintenir ses sessions actives
tout en changeant de terminal. Ainsi, un utilisateur ayant une communication de VoIP sur son
smartphone peut, en arrivant à son bureau de travail, choisir de continuer sa conversation sur
son PC sans qu’il y ait rupture de communication.
1.4.3 Les niveaux de mobilité
Selon le modèle OSI (Open Systems Interconnection), la mobilité peut être mise en
oeuvre à différents niveaux. Chaque niveau correspond à une couche de modèle OSI dans lequel
intervient un protocole de gestion de mobilité. Dans ce qui suit, nous présentons les propriétés
de ces différents niveaux de mobilité.
1.4.3.1 Mobilité de niveau 2
Ce niveau de mobilité se réfère à la couche liaison de données. Il est connu sous
le nom de Micro Mobilité. Par définition, la Micro Mobilité concerne le déplacement d’un
noeud mobile entre deux points d’attachement situés sur le même réseau sans changement
des caractéristiques de niveau 3 (son adresse IP courante par exemple).
1.4.3.2 Mobilité de niveau 3
La mobilité de niveau réseau est plus connue sous le nom de Macro Mobilité. Il s’agit de
gérer le déplacement d’un utilisateur mobile entre deux domaines différents du même réseau,
ou entre deux réseaux différents. Ce déplacement nécessite une mise à jour de la base de
données "Location Directory" et une mise à jour de l’adresse IP courante de la station mobile.
Cette dernière effectue, dans ce cas, un transfert intercellulaire entre deux cellules gérées par
différentes passerelles.
1.4.3.3 Mobilité de niveau 4
La mobilité de niveau transport est proposée comme un concurrent à la mobilité de
niveau réseau pour mieux supporter l’intégration des services. La gestion de la mobilité au
niveau transport est prise en charge dans le monde IP par le protocole SCTP (Stream Control
Transmission Protocol) [140] et son extension DAR (Dynamic Address Reconfiguration) [141].
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CHAPITRE 1. ETAT DE L’ART
1.4.3.4 Mobilité de niveau 5
La mobilité de niveau application correspond à la mobilité au niveau de trois couches
hautes du modèle OSI, qui sont, la couche session, présentation et application. Le proto-
cole d’initiation de session (SIP) [116] présente des fonctionnalités de base très utiles dans
le contexte de mobilité au niveau 5. Le standard SIP est un protocole de signalisation stan-
dardisé par l’IETF conçu pour établir, modifier et terminer des sessions avec un ou plusieurs
participants. Sa principale utilisation réside actuellement dans la gestion des sessions de voix
sur IP (VoIP, Voice over IP), dont il est actuellement le standard ouvert le plus répandu.
1.4.4 Mobile IPv6 (MIPv6)
Le protocole Mobile IPv6 [62] normalisé par l’IETF présente une solution incontournable
pour la gestion de la mobilité sur Internet. L’architecture du protocole Mobile IPv6 est basée
sur trois entités qui interviennent dans le processus de mobilité :
1. Le terminal mobile (MN, Mobile Node) qui peut se déplacer d’un réseau à l’autre et
donc changer son point d’attachement d’un réseau ou sous réseau à un autre ;
2. L’agent mère (HA, Home Agent) en charge de rediriger les paquets à destination du MN
lorsqu’il se trouve dans un réseau visité ;
3. Le terminal correspondant (CN, Correspondant Node) qui communique avec le MN.
La figure 1.2 illustre cette architecture. En plus, dans cette architecture, on distingue trois
types de réseaux qui sont :
– Le réseau mère, qui est le réseau d’origine du MN. Dans ce réseau, le MN possède
une adresse permanente dite adresse mère (HoA, Home Address) ;
– Le réseau correspondant, qui est le réseau du CN (peut être le même que le réseau
mère) ;
– Le réseau visité, qui est un réseau autre que le réseau mère pour un MN. Le MN
aura une adresse temporaire (CoA, Care-of Address) quand il s’attache à ce réseau.
Il y a deux scénarios possibles pour le fonctionnement du protocole mobile IPv6. Le premier
scénario représente le cas lorsque le MN se trouve dans son réseau mère, le routage s’effectue
de manière classique en se basant sur les tables de routage, puisque, dans son réseau mère, le
MN se comporte comme un terminal fixe.
Le deuxième scénario est lorsque le MN se déplace dans un réseau visité, il obtient une CoA
dont le préfixe sera évidemment celui du réseau visité. Pour cela, à son arrivée dans le réseau
visité, soit il reçoit directement un Router Advertisement (RA) non sollicité, soit il envoie un
Router Sollicitation pour forcer l’envoi d’un RA. Grâce à ce message, il connaît le préfixe du
réseau. Ensuite, il construit une adresse grâce au mécanisme d’autoconfiguration IPv6. Une
fois que les mécanismes de DAD (Duplicate Address Detection) ont été effectués pour garantir
l’unicité des adresses IPv6 (lien-local et unicast) sur le lien, le MN enregistre sa CoA auprès de
son HA en lui envoyant un message de mise à jour d’association : un Binding Update (BU) qui
comprend à la fois son adresse mère et son adresse temporaire. Le MN attend alors la réponse
de son HA par l’intermédiaire d’un Binding Acknowledgement (BACK). L’agent mère joue
ensuite le rôle de proxy : les paquets envoyés par le CN à destination du MN sont interceptés
par le HA qui les encapsule et les transmet à travers le tunnel mis en place entre le HA et
le MN à destination de la CoA du MN tandis que le MN transmet ses paquets au CN par
l’intermédiaire du HA.
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1.1.5 Gestion de handover dans les réseaux hétérogènes
Fig. 1.2 – Architecture du protocole Mobile IPv6 [161]
1.4.5 Positionnement de notre étude sur la mobilité
Dans la littérature des réseaux mobiles, les deux termes mobilité et handover désignent
la même chose. Ils sont souvent utilisés pour décrire la même fonctionnalité. Cependant, dans
le but de positionner précisément le contexte de notre sujet de thèse et d’éviter certaines
confusions, il est important de distinguer entre les deux termes.
Nous avons constaté que le terme “mobilité“ couvre un grand nombre de significations [91] [16],
ce qui en fait un domaine très complexe. En effet, le terme handover désigne en réalité la
mobilité de terminal. Ainsi, vu que ce type de mobilité est le plus important parmi tous les
autres types, il représente l’objet de plusieurs travaux de recherche [38] [166]. Notre sujet de
thèse se focalise sur la gestion du handover. Pour la suite de ce mémoire, nous nous intéressons
à la mobilité du terminal (handover) sachant aussi que la mobilité du niveau 3 intervient dans
la gestion du handover [161].
1.5 Gestion de handover dans les réseaux hétérogènes
La gestion du handover dans l’internet est devenue un enjeu plus important surtout dans
un environnement réseau hétérogène et multi-accès. L’hétérogénéité du réseau se manifeste
par l’existence de différentes technologies d’accès telles que : IEEE 802.11, IEEE 802.16,
UMTS, et LTE, ainsi qu’une diversité d’applications offertes aux utilisateurs telles que les jeux
en ligne, la vidéofréquence, le chat, etc. L’aspect multi-accès se traduit par l’évolution des
terminaux équipés par plusieurs interfaces réseaux, ce qui permet aux utilisateurs de profiter
simultanément de ces différentes technologies réseaux disponibles. La gestion du handover est
considérée comme la gestion de la mobilité au niveau du terminal. Elle représente un ensemble
de mécanismes qui permettent à un terminal mobile multimode de basculer d’un réseau à
l’autre tout en gardant une continuité de service pendant la communication.
Dans le but d’introduire le contexte et les objectifs de notre thèse, cette section sera consacrée
à la présentation des différents concepts relatifs à la gestion du handover. D’abord, nous
allons présenter une classification des terminologies relatives aux handovers. Puis nous allons
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CHAPITRE 1. ETAT DE L’ART
présenter les différents paramètres qui interviennent dans la gestion du handover et nous
proposons également une nouvelle classification des algorithmes du handover existants. Enfin,
nous allons présenter le protocole IEEE 802.21 comme étant le nouveau standard pour la
gestion de la mobilité pour les réseaux hétérogènes.
1.5.1 Qu’est ce qu’un handover ?
Le terme handover, appelé aussi le transfert intercellulaire, est utilisé au niveau de la
gestion de la connectivité entre une ou plusieurs stations de service et une station mobile,
afin de désigner deux concepts [156]. Le premier concept est le changement de cellule de la
station mobile dans le but de bénéficier des services d’une autre cellule au lieu de l’ancienne
tout en restant dans la même technologie d’accès. Le deuxième concept sert à désigner le
basculement de l’interface de connectivité de la station mobile de son point d’accès à un
autre point d’attachement d’une technologie différente. Dans ce cas, la station mobile aura la
possibilité de continuer sa communication en cours avec un minimum d’interruption.
La raison majeure pour déclencher le handover est la dégradation de la qualité de signal.
Néanmoins, le handover peut se produire pour d’autres raisons à savoir :
– Une meilleure satisfaction de la QoS : si la cellule courante ne peut satisfaire la
qualité de service exigée par l’utilisateur, ou lorsqu’il existe une autre cellule qui
assure des services avec une meilleure QoS, l’appel est servi par une autre cellule
pouvant satisfaire les paramètres de QoS requis ;
– La réduction de la congestion : dans le cas où une congestion a lieu dans la cellule
courante, un appel peut être servi par une cellule alternative ;
– L’itinérance ou roaming : un fournisseur de service pourrait empêcher les abonnés
de passer à certains réseaux particuliers.
1.5.2 Classification de terminologies des handovers
De nombreux facteurs interviennent dans la classification du handover. Nous présentons
ci-après un aperçu sur quelques facteurs utiles pour comprendre la suite de notre thèse :
• Handover horizontal et vertical : cette classification est basée sur le type de réseaux.
En effet, selon le type de transfert, le handover peut être classifié en deux types ho-
rizontal et vertical [5]. Un handover horizontal (handoff intra-system) est un handover
classique entre deux cellules gérées par la même technologie. Autrement dit, le hando-
ver horizontal se déclenche lorsque le terminal mobile change son point d’accès d’une
technologie à un autre point d’accès tout en restant dans la même technologie réseau.
Par exemple, UMTS vers UMTS, WLAN vers WLAN, WIMAX vers WIMAX etc.
Le handover vertical (handoff inter-system) se passe entre deux cellules hétérogènes,
c’est-à-dire le handover apparaît lorsque le terminal mobile change son point d’accès
d’une technologie à un autre point d’accès d’une technologie différente. Par exemple
entre une station de base de IEEE 802.16 vers un point d’accès de IEEE 802.11. La
figure 1.3 présente les deux types du handover dans un environnement réseaux sans fil
hétérogènes.
D’un autre côté, dans le handover vertical nous distinguons deux types : le handover
montant et le handover descendant [156]. Le premier se déclenche d’un réseau de cou-
verture réduite et a grand débit vers un autre réseau avec une couverture plus étendue
et moins de débit, par exemple WLAN vers UMTS. A l’inverse, le handover descendant
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1.1.5 Gestion de handover dans les réseaux hétérogènes
se produit dans le sens opposé, par exemple UMTS vers WLAN. En raison des diffé-
rentes capacités des réseaux, le handover montant ou le handover descendant doivent
être traités différemment. Dans le cas du hanover descendant, le terminal mobile effec-
tue un transfert de contrôle à un nouveau réseau même si le réseau actuel est encore
disponible. Dans ce cas, le temps de latence du handover ne présente pas une contrainte
pour les performances des services délivrés aux utilisateurs. En revanche, dans le cas du
handover montant, le terminal mobile doit choisir le meilleur réseau disponible en termes
de qualité de service et doit effectuer un transfert de contrôle à un réseau plus étendu
suite à un déplacement à l’extérieur de la zone de couverture. Par conséquent, la latence
du handover devient critique.
Fig. 1.3 – Les deux types du handover horizontal et vertical dans les réseaux 4G [66]
• Hard, soft et softer : le handover peut être classifié selon le nombre de points d’accès
(ou stations de base) auxquels le terminal mobile peut se connecter à n’importe quel
moment en trois types : hard, soft et softer [131] [177]. Le mécanisme du hard handover
permet au terminal mobile d’interrompre la connexion avec l’ancien point d’attachement
avant d’établir la connexion avec un nouveau point d’accès (principe Break before Make).
Dans ce cas, le mobile ne peut être associé qu’à un seul point d’accès au cours d’une
communication. Le softer handover se produit quand le terminal mobile communique
avec une seule station de base qui utilise simultanément deux canaux radio. Dans le
sens descendant, deux codes d’identification de signaux sont activés. Ils aident le mobile
à distinguer les signaux issus des deux cellules. Durant le soft handover, le terminal
mobile peut être en communication avec un ou plusieurs points d’accès à n’importe quel
moment (principe Make before Break).
• Handover contrôlé ou assisté par le mobile/le réseau : cette classification re-
pose sur le contrôle de la décision pour s’attacher à un nouveau point d’accès. Dans ce
contexte, il existe quatre types de handovers : handover contrôlé par le mobile (MCHO),
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CHAPITRE 1. ETAT DE L’ART
handover contrôlé par le réseau (NCHO), handover assisté par le mobile (MAHO) et
handover assisté par le réseau (NAHO) [174]. Dans le NCHO, le réseau mesure périodi-
quement la puissance du signal dans le sens montant et initie le processus du handover
suivant les mesures effectuées. Durant le MCHO, le terminal mobile mesure la puissance
du signal dans le sens descendant ainsi que la puissance des signaux en provenance des
cellules adjacentes. Compte tenu des mesures effectuées, le mobile décide d’effectuer
le handover à la station de base estimée comme étant la meilleure candidate pour le
handover. La stratégie MCHO garantit l’établissement du handover en un temps optimal
et réduit la complexité des terminaux mobiles. Dans le cas de MAHO, le réseau et le
mobile effectuent conjointement des mesures des liaisons radio dans le sens montant
et descendant. Les mesures effectuées sur la liaison descendante par le terminal mobile
sont envoyées périodiquement au réseau. La décision du handover est prise alors par le
réseau. Cette décision est basée sur les mesures effectuées sur les liaisons descendante et
montante. Finalement, pour la décision NAHO, le réseau informe le terminal mobile des
mesures effectuées sur le sens montant. Ainsi, le mobile effectue la décision du handover
avec l’aide du réseau.
• Seamless, smooth et fast : en fonction de la qualité du service, le handover peut être
classé en trois types : seamless handover, smooth handover et fast handover [18]. Le
seamless handover est destiné à offrir une session sans coupure pour l’application et à
respecter la QoS de bout en bout, ainsi que la continuité de la session sans coupure.
Le smooth handover est destiné à minimiser la perte de paquets. Le fast handover est
destiné à minimiser le délai du handover. Le délai du handover est la différence temporelle
entre l’émission/réception de paquets du routeur précédent et l’émission/réception de
paquets du routeur suivant.
Les autres classifications existantes sont illustrées par la figure 1.4 et sont détaillées dans
[107] [124].
Fig. 1.4 – Classification de handover vertical [124]
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1.1.5 Gestion de handover dans les réseaux hétérogènes
1.5.3 Positionnement de notre thèse sur le handover
Le terme “handover“ englobe plusieurs significations qui peuvent engendrer des axes
de recherches différents. Dans cette thèse, nous nous focalisons sur la gestion du handover
vertical, contrôlé par le mobile. De plus, nous nous intéressons à l’intégration de la QoS dans
le processus de handover vertical (seamless handover) pour choisir le réseau le plus approprié
parmi les technologies d’accès disponibles.
1.5.4 Le processus du handover vertical
Le processus du handover vertical peut être divisé en trois phases [156] :
1. La phase d’initiation : est aussi appelée la phase de découverte. Il s’agit pour un terminal
mobile de découvrir les points d’attachement (PoA ) auxquels il peut s’attacher. En plus,
le terminal ou le réseau collecte les informations spécifiques comme la qualité du signal,
la disponibilité d’un autre canal pour identifier la nécessité du handover, etc.
2. La phase de décision : on l’appelle aussi phase de sélection du réseau. C’est la phase
la plus importante dans le processus du handover. Elle comprend un ensemble de trai-
tements que le mobile doit effectuer pour déterminer la meilleure interface réseau qui
devrait être sélectionnée.
3. La phase d’exécution : elle consiste à établir la connexion avec le nouveau point d’at-
tachement. Un protocole de mobilité (MIPv6) intervient pour allouer un nouveau lien
radio et libérer l’ancien canal de communication.
Le concept “Always Best Connected” (ABC) [45] est devenu un problème majeur dans les
réseaux sans fil hétérogènes. Avec la fonctionnalité ABC, les utilisateurs peuvent se connecter
aux différents services à tout moment et n’importe où avec des terminaux multi-interfaces.
Le processus du handover vertical permet d’assurer le principe ABC. Dans cette thèse, nous
abordons la deuxième phase du processus de handover qui est la sélection du réseau. La finalité
est le choix du meilleur réseau en fonction de multiples critères lorsque plusieurs réseaux d’accès
sont disponibles.
Notre objectif étant d’optimiser et d’évaluer la performance de la sélection du réseau dans
un environnement sans fil hétérogène. Il est important, à ce stade, de définir les critères qui
interviennent dans la phase de la sélection du réseau, avant de présenter un aperçu sur les
différents algorithmes de handover.
1.5.5 Les caractéristiques désirables de handover vertical
L’efficacité de n’importe quel algorithme du handover vertical se manifeste par la sa-
tisfaction d’un ensemble de caractéristiques désirables. Ces dernières permettent de répondre
aux exigences des utilisateurs. Certaines de ces caractéristiques importantes sont décrites ci-
dessous [107] :
– Rapidité : le handover doit être assez rapide pour éviter la dégradation et/ou l’in-
terruption de service. La mobilité du terminal avec une grande vitesse exige un
algorithme dynamique ;
– Fiabilité : le handover doit être fiable de telle sorte que le terminal mobile pourrait
maintenir la QoS exigée après l’exécution du handover ;
– Partage de charge : pour réduire la probabilité de blocage d’un nouvel appel, le
handover doit équilibrer le trafic entre les cellules (points d’accès) ;
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CHAPITRE 1. ETAT DE L’ART
– Réussi : les canaux libres et les ressources doivent être disponibles dans le réseau
d’accès cible pour éviter l’échec de l’exécution du handover ;
– Nombre de handovers : il est important de réduire le nombre de handoffs car
ceux-ci impliquent une forte consommation d’énergie du terminal et une rupture
temporaire des communications.
1.5.6 Les critères de sélection du réseau
Traditionnellement, la décision de handover, en cas de handover horizontal, se base
uniquement sur la puissance du signal (RSS) et les valeurs de seuils comme des paramètres
d’entrée [148]. Or, en cas de handover vertical, on ne peut pas comparer directement le RSS de
deux réseaux d’accès différents. Le handover vertical prend en considération plusieurs critères
pour déterminer le meilleur réseau d’accès. L’ensemble de ces critères peuvent être regroupés
de la manière suivante [4] :
– Critères relatifs au réseau/interface : ils représentent les informations liées aux ca-
ractéristiques de réseaux d’accès disponibles. Parmi ces métriques, nous citons la
couverture réseau, la puissance de signal (RSS), la bande passante, le coût, les ca-
ractéristiques de l’interface (consommation d’énergie, niveau de sécurité), etc.
– Critères relatifs au terminal : ce sont des informations liées au terminal mobile. Par
exemple la vitesse, la batterie, les information de localisation, etc.
– Critères relatifs à l’usager : ces paramètres concernent des informations liées au profil
d’utilisateur et ses préférences. Ils regroupent : le réseau préféré, l’ordre de priorité
de l’application, coût préféré, etc.
– Critères relatifs aux services : ils regroupent des métriques liées aux services telles
que la QoS exigée par l’application, services potentiels, etc.
En plus, les critères du hanover peuvent être classifiés en deux types : statique et dynamique.
D’une part, les critères statiques sont des métriques relatifs aux préférences de l’utilisateur, ainsi
que le coût de service. D’autre part, les critères dynamiques regroupent des métriques comme
la puissance du signal, la vitesse du terminal mobile et les paramètres de QoS. Nous signalons
aussi que ces critères peuvent être considérés comme paramètres de sortie pour évaluer la
performance de différents algorithmes de handover. Nous citons ci-dessous les critères que
nous allons utiliser durant nos simulations :
• Le coût (CB) : il désigne le coût pour avoir un tel débit (unité de mesure Dollar/byte).
• La bande passante totale (TB) : elle représente le débit total assuré par le réseau
(exemple 54 Mbps pour IEEE 802.11a).
• La bande passante attribuée (AB) : c’est le débit offert pour chaque utilisateur
(exemple 200Kbps/user).
• Le taux d’utilisation (TU) : elle représente la charge du réseau. Elle peut être exprimée
en pourcentage(%).
• Le délai (D) : il représente le délai de transfert d’un paquet entre deux interfaces
(exprimé en ms).
• La gigue (J) : la variation de délais entre deux paquets consécutifs (exprimée en ms).
• Le taux de perte (L) : c’est la proportion entre le total des paquets perdus sur
l’ensemble des paquets transmis.
• La sécurité (S) : certaines applications exigent la confidentialité et/ou l’intégrité des
données lors de la communication. Ce paramètre peut être utile pour basculer vers
le réseau le plus sécurisé parmi les réseaux d’accès disponibles.
• Consommation d’énergie : le processus de handover exige une consommation mi-
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1.1.5 Gestion de handover dans les réseaux hétérogènes
nimale d’énergie pour avoir une autonomie plus grande du terminal mobile. Il est
préférable que celui-ci bascule vers l’interface réseau qui peut prolonger son autono-
mie.
• La vitesse : c’est un facteur de décision important dans la phase d’initiation de
handover ou dans la phase de sélection réseau. Ce paramètre se rapporte à deux autres
métriques qui sont la durée de connexion et la location de terminal. Le déplacement
du terminal mobile avec une vitesse élevée peut produire un nombre excessif de
handovers.
1.5.7 Classification des algorithmes du handover
La sélection du réseau est un problème très complexe vu qu’elle doit tenir compte
de plusieurs facteurs tels que la mobilité du terminal mobile, les critères de sélection ainsi
que le type de services. Pour aborder ce problème, plusieurs algorithmes sont proposés dans
la littérature durant les dernières années. Selon les critères utilisés et les modèles mathé-
matiques qui exploitent ces critères, il existe quatre propositions principales dans la littéra-
ture [67] [163] [98] [155] pour classifier les algorithmes du handover.
Les auteurs M. kassar et al. [67] ont classifié les algorithmes de décision du handover en six
catégories qui sont : les algorithmes classiques basés sur la puissance du signal, les algorithmes
du handover basés sur la fonction du coût, les algorithmes du handover basés sur les préfé-
rences d’utilisateur, les algorithmes basés sur la logique floue et les réseaux de neurones, les
algorithmes du handover basés sur les méthodes multi-critères et finalement des stratégies
basées sur le contexte d’information (context-aware).
Généralement, les préférences d’utilisateur représentent un ensemble d’objectifs (peuvent être
considérés comme des paramètres ) fixés par l’utilisateur au moment de la décision du hando-
ver. Parmi ces objectifs nous citons : réseau préféré, service préféré, niveau de sécurité souhaité,
coût monétaire limité pour bénéficier d’un service réseau, etc. L’ensemble de ces objectifs est
exploité dans un modèle mathématique pour exprimer la satisfaction d’utilisateurs. Dans [109],
les auteurs ont introduit la fonction d’utilité pour maximiser la satisfaction d’utilisateur en se
basant sur leurs préférences.
D’autre part, la catégorie des algorithmes du handover basés sur l’information du contexte
a pour but de prendre une meilleure décision pour le handover vertical. L’information du
contexte se base sur la connaissance des informations relatives au terminal mobile et au réseau
afin de prendre la meilleure décision dans la sélection du réseau. Les informations de contexte
représentent des critères relatifs au terminal mobile (localisation, batterie, etc), des critères
relatifs au réseau (couverture, QoS, etc) et des critères relatifs au service (exigence en QoS,
coût, etc). Nous signalons que le contexte d’information nécessite l’utilisation d’une fonction
mathématique pour regrouper l’ensemble de ces informations dans le processus du handover
vertical. Dans [143], les auteurs ont proposé une solution de la sélection du réseau qui utilise
les méthodes MADM comme modèle mathématique pour sélectionner le meilleur réseau. En
plus, cette solution prend en considération le contexte d’information dans la phase de décision.
D’après cet apperçu de la littérature sur les préférences d’utilisateur et le contexte d’infor-
mations, nous pouvons déduire que ces deux approches ne présentent pas réellement des
catégories d’algorithmes du handover mais plutôt un ensemble des paramètres de décision.
Ces paramètres représentent les critères qu’il faut tenir en compte en utilisant des modèles
mathématiques à savoir la fonction de coût/utilité [110] et les méthodes MADM [138].
Une nouvelle classification des algorithmes du handover a été proposée dans [163] par les au-
teurs Xiaohuan et al. Dans cette classification, les deux catégories, les références d’utilisateur et
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CHAPITRE 1. ETAT DE L’ART
le contexte d’information sont éliminés. La nouvelle classification contient uniquement quatre
groupes d’algorithmes qui sont : des algorithmes basés sur la puissance du signal reçu (RSS),
des algorithmes basés sur la bande passante, des algorithmes basés sur la fonction de coût et
la dernière catégorie concerne les algorithmes basés sur l’intelligence artificielle (combination
algorithms). Cette dernière catégorie regroupe des algorithmes du handover qui utilisent la
logique floue, les réseaux de neurones et les méthodes MADM. Cette catégorie représente une
fusion de deux catégories : les algorithmes basés sur la logique floue/réseau de neurone et les
algorithmes multi-critères qui sont proposés dans [67].
La troisième classification proposée dans la littérature est celle de johann et al [98]. Cette
classification divise l’ensemble des algorithmes du handover en trois grandes catégories : les
algorithmes mathématiques, les algorithmes computationels et les algorithmes d’agrégation de
paramètres. La première catégorie représente des fonctions mathématiques comme la fonction
de coût et la chaîne de markov. Quant à la deuxième catégorie, elle regroupe des approches
telles que la logique floue, les réseaux de neurone etc. Finalement, la dernière catégorie repré-
sente les algorithmes muti-critères.
La quatrième classification existante est celle de Bien Van Quang et al [155]. Dans cette clas-
sification, les algorithmes du handover vertical sont divisés en deux catégories appelées : les
algorithmes conventionels et les algorithmes basés sur l’intelligence artificielle.
D’après notre analyse et synthèse des quatre propositions de classifications existantes, nous
proposons une nouvelle classification des algorithmes de la sélection de réseau [86]. Cette
classification contient quatre groupes suivants :
1. Algorithmes conventionels : dans ce groupe, tous les algorithmes introduisent un seul
paramètre décisif, soit pour déclencher l’initiation du handover, soit pour déterminer la
meilleure interface. Parmi ces algorithmes, nous citons les algorithmes basés sur la puis-
sance de signal (RSS), les algorithmes basés sur la bande passante (BP), les algorithmes
basés sur la vitesse du terminal (V), les algorithmes basés sur la direction du terminal
(D) et les algorithmes basés sur la consommation d’énergie (P).
2. Algorithmes basés sur l’intelligence artificielle : cette classe regroupe la logique floue
(FL), les réseaux de neurones (RN), les algorithmes génétiques (AG) ainsi que la théorie
de jeux (TJ).
3. Algorithmes basés sur l’agrégation de paramètres : généralement ces méthodes consistent
à combiner un ensemble de critères en utilisant une fonction mathématique. On trouve
les algorithmes d’aide à la décision multi-attributs (MADM), la fonction de coût (FC)
et la fonction d’utilité (FU).
4. Algorithmes hybrides : ce groupe contient des méthodes qui combinent les différents
algorithmes des autres groupes entre eux. Par exemple, une méthode hybride basée sur
l’algorithme génétique et la logique floue.
La figure 1.5 illustre cette classification et la section 1.6 présentera un aperçu détaillé de
quelques algorithmes du handover de chaque groupe, les plus utilisés dans la littérature.
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1.1.5 Gestion de handover dans les réseaux hétérogènes
Fig. 1.5 – Nouvelle classification des algorithmes de handover [86]
1.5.8 Evaluation de performance du handover vertical
La performance de différents algorithmes de handover vertical peut être évaluée et
comparée en se basant sur la mesure des paramètres suivants :
– Délai du handover : ce paramètre représente le temps écoulé entre la phase d’ini-
tiation de handover et la fin de la phase d’exécution du handover. De plus, cette
métrique influence directement la complexité d’un algorithme du handover. En effet,
un algorithme de décision simple peut produire une valeur minimale de ce paramètre.
Généralement, les applications en temps réel nécessitent une valeur très sensible de
cette métrique afin de satisfaire les exigences des utilisateurs ;
– Nombre des handovers : un algorithme du handover efficace doit éviter des handovers
non nécessaires pour maximiser les ressources du réseau et minimiser la consomma-
tion d’énergie au niveau du terminal mobile ;
– Nombre de handovers échoués : l’échec du handover se produit lorsque le termi-
nal mobile bascule vers un nouveau réseau cible qui ne garantit pas les ressources
suffisantes pour le terminal. Cet échec est également possible quand le terminal se
déplace en dehors de la couverture du réseau cible avant l’achèvement du processus
du handover vertical. Ce paramètre influence directement la QoS de la session en
cours ;
– Qualité de service : il est important que l’algorithme du handover optimise la perfor-
mance des paramètres de QoS tels que le débit, la gigue, le taux de perte, etc.
1.5.9 La norme IEEE 802.21
La norme IEEE 802.21, également appelée MIH (Media Independent Handover) est
un protocole de handover standardisé en 2009 par le groupe de travail IEEE 802.21 [58].
Ce standard a été développé pour supporter l’interconnexion et la mobilité entre des réseaux
hétérogènes. La norme MIH regroupe un ensemble d’algorithmes permettant de maintenir
les communications sans coupure entre des réseaux basés sur les technologies IEEE (802.11,
802.15, 802.16) ou cellulaire (GPRS, UMTS, LTE).
Le standard IEEE 802.21 spécifie des procédures et des primitives qui facilitent l’initiation du
handover et la sélection du réseau. Il fournit l’état du niveau liaison de données sous forme
d’informations aux utilisateurs de MIH. Cependant, le standard IEEE 802.21 ne définit pas les
algorithmes et les politiques qu’il faut appliquer au niveau de chaque phase du handover telles
que l’initiation du handover, la sélection du réseau et finalement l’exécution du handover.
L’architecture protocolaire de la norme IEEE 802.21 est basée sur une nouvelle couche qui
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CHAPITRE 1. ETAT DE L’ART
s’appelle fonction de Media Independant handover (MIHF). La MIHF opère entre la couche
liaison de données (L2) et la couche réseau (L3) du modèle OSI (voir la figure 1.6). La fonction
MIHF fournit de nouveaux points d’accès au services : SAPs (Service Access Point) pour faire
le lien entre les couches inférieures (1 et 2) et les couches supérieures (3+).
Fig. 1.6 – L’architecture de la norme IEEE 802.21
Dans la fonction MIH (MIHF), il existe trois services qui permettent le passage des messages
tout au long de la pile protocolaire. Les fonctions basiques de ces services sont présentées
ci-dessous :
– Media Independent Event Service (MIES) : qui fournit des services aux couches
supérieures en signalant les événements locaux (au sein du terminal) et distants (en
provenance d’éléments du réseau). Ainsi les événements locaux se propagent depuis
les couches inférieures vers la MIHF puis vers les couches supérieures d’un terminal
tandis que les événements distants peuvent se propager depuis un élément du réseau
vers la couche MIH ou une couche supérieure du terminal. Ces événements peuvent
par exemple être du type : Link Up (lien connecté), Link Down (lien déconnecté), Link
Handover Imminent (changement de lien imminent), etc. La liste de ces évènements
est présentée dans le tableau 1.4.
– Media Independent Command Service (MICS) : elle concerne les commandes en-
voyées depuis les couches supérieures vers les couches inférieures du modèle de ré-
férence. Les couches hautes et les autres utilisateurs MIH peuvent utiliser le service
de commandes pour déterminer les états des liens et/ou contrôler de manière op-
timale les performances du terminal multi-mode. Le service de commandes peut
aussi permettre aux utilisateurs MIH d’exécuter de manière optimale le handover,
car les services de commande contiennent des informations dynamiques telles que la
puissance du signal, le débit du lien, etc.
– Media Independent Information Service (MIIS) : elle fournit une architecture et des
mécanismes permettant à la MIHF de collecter des informations sur les réseaux dis-
ponibles. Ces informations peuvent concerner le type du réseau (GSM, IEEE 802.11,
IEEE 802.16, etc.), le canal à utiliser, l’adresse MAC du point d’accès, le débit, la
QoS ou encore la sécurité ainsi que d’autres informations concernant les services des
couches supérieures. Ces informations sont disponibles aussi bien pour les couches
supérieures que pour les couches inférieures.
Finalement, nous signalons qu’il existe d’autres solutions pour assurer la gestion de mobilité
du terminal mobile. Cependant, ces solutions ne sont pas standardisées, nous citons à titre
d’exemple, l’architecture intégrée Cyberté, l’architecture Ubique, l’architecture MIMA, etc. Le
détail de chacune de ces architecture est donnée dans les références [18] et [102].
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1.1.6 Les algorithmes de la décison du handover vertical
Tab. 1.4 – Les évènements MIH
Type de l’événement Nom de l’événement Description
changement d’état lien connecté connection L2 établie
changement d’état lien déconnecté connection L2 perdue
prévisible lien en cours de déconnection perte de connexion L2 imminente
changement d’état lien détecté nouveau lien L2 découvert
changement d’état changement des paramètres modification des paramètres de liaison
administratif repositionnement d’une liaison repositionnement d’une liaison
liaison de transmission status de transmission amélioration des performances du handover
liaison synchrone liaison handover imminente proximité de changement de réseau
liaison synchrone liaison handover terminée information sur l’état de handover
1.6 Les algorithmes de la décison du handover vertical
Les algorithmes de sélection d’interface pour le handover vertical sont assez nombreux
dans la littérature. Dans cette section, nous présentons l’état de d’art sur les principaux algo-
rithmes qui sont développés et proposés pour optimiser le handover vertical.
1.6.1 Les algorithmes conventionnels
1.6.1.1 La puissance du signal RSS
Pour cette approche, la décision du handover est basée principalement sur la puissance
du signal reçu (RSS : Received Signal Strength). L’algorithme du handover vertical mesure
la valeur de la RSS pour tous les réseaux disponibles, ensuite il décide de transférer la com-
munication vers l’interface réseau ayant la valeur la plus grande de la RSS. En raison de la
simplicité de cette approche, plusieurs stratégies sont proposées pour attaquer le problème de
la sélection du réseau. Les auteurs Yan et al. [163] présentent un aperçu sur l’ensemble de ces
stratégies qui sont basées sur le RSS.
Il est important de signaler que les algorithmes basés sur la RSS provoquent un phénomène qui
s’appelle “l’effet de ping-pong” à cause de la dégradation du signal. Ce phénomène se traduit
par des handovers inutiles de terminal mobile. Ainsi, la RSS ne doit pas être le critère prioritaire
par rapport aux autres critères de la sélection du réseau. Vu l’environnement hétérogène dans
la 4éme génération des réseaux moblies, l’algorithme de la décision du handover doit combiner
le paramètre RSS et d’autre paramètres comme la bande passante où la durée de disponibilité
du réseau pour délivrer un service donné [170].
1.6.1.2 La bande passante
Les algorithmes du handover vertical basés sur la bande passante considèrent la bande
passante disponible pour servir le terminal mobile comme un paramètre principal lors de la
sélection de la meilleure interface réseau. L’ensemble des approches proposées dans ce cadre
sont présentées d’une manière détaillée dans [163].
Pour avoir une meilleure décision dans la phase de la sélection réseau, les algorithmes du
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CHAPITRE 1. ETAT DE L’ART
handover vertical basés sur la bande passante utilisent généralement en parallèle, la puissance
de signal comme un deuxième critère de sélection [44] [171].
1.6.1.3 La vitesse
Différentes techniques [9] [70] ont été proposées dans la littérature pour optimiser le
handover vertical en utilisant la vitesse du terminal mobile comme critère principal dans la
phase de décision. Lorsque le terminal mobile se déplace à grande vitesse, la probabilité de
blocage des utilisateurs pour entrer dans une nouvelle cellule devient élevée. Pour cette raison,
les techniques basées sur la vitesse doivent prendre en considération les différentes valeurs de
seuil de vitesse au moment de décision.
1.6.1.4 La direction
Les stratégies du handover basées sur la direction de mouvement de terminal mobile
sont utiles lorsque ce dernier se déplace à grande vitesse. Le critère de direction facilite la
sélection de la meilleure interface réseau. Les stratégies qui utilisent ce critère permettent
d’améliorer la performance de handover en termes de minimisation de nombre des hando-
vers et aussi minimisation de délai de handover. Les détails de ces stratégies sont fournis
dans [8] [176] [154].
1.6.2 Les approches basées sur l’intelligence artificielle
1.6.2.1 La logique floue
La logique floue est un outil mathématique largement utilisé dans l’intelligence artifi-
cielle. Elle permet de modéliser des aspects qualitatifs concernant des connaissances relatives
à l’expertise humaine. En plus, cette logique est utilisée pour prendre en compte la subjecti-
vité des critères étudiés et aussi pour représenter des connaissances imprécises, incertaines, ou
incomplètes [169].
Le concept d’ensemble flou a été présenté par Zadeh [169] où il a décrit les mathématiques de
la théorie des ensembles par une modélisation floue. En effet, la logique floue repose sur un
système flou qui reçoit dans l’entrée des variables linguistiques pour fournir une valeur numé-
rique dans la sortie de ce système. Une variable linguistique représente un état dans le système
à régler comme batterie faible, une couverture large, etc. Parmi les systèmes flous utilisés,
nous citons le système de Mamdani [167], le système de Takagi [167] et celui de Sugeno [167].
Dans le processus du handover vertical, le système flou est introduit pour développer des règles
précises pour traiter des paramètres de la sélection du réseau qui sont non mesurables comme
l’autonomie de la batterie. Plusieurs stratégies basées sur la logique floue sont proposées pour
optimiser le handover vertical. La majorité des travaux publiés sont des méthodes hybrides
qui combinent la logique floue et le réseau de neurones, les algorithmes génétiques ou les
algorithmes MADM. Les références [132] et [50] représentent des solutions reposant princi-
palement sur la logique floue pour résoudre le problème de la sélection de réseau.
Dans [132], l’optimisation de l’algorithme du handover vertical repose sur la théorie de la lo-
gique floue. L’algorithme proposé prend en considération, dans le système flou, trois critères
qui sont la puissance du signal RSS, le coût de service ainsi que la bande passante. Les auteurs
Hou et al. [50] ont proposé un algorithme de la prise de décision du handover basé entièrement
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1.1.6 Les algorithmes de la décison du handover vertical
sur la logique floue. Cette solution prend en considération les préférences d’utilisateur ainsi
que les politiques de l’opérateur. En plus, la solution proposée permet de réduire le nombre
des handovers non nécessaires. Finalement, les références [69], [125] et [153] fournissent un
aperçu sur l’ensemble des autres stratégies basées sur la logique floue ainsi que les nouvelles
solutions pour résoudre le problème de la sélection du réseau.
1.6.2.2 Les réseaux de neurones artificiels (RNA)
Un réseau de neurones artificiels est un modèle mathématique inspirés des systèmes
nerveux biologiques. Il simule deux aptitudes fondamentales du cerveau : l’apprentissage à par-
tir des exemples et la généralisation [48]. Les réseaux de neurones artificiels sont des réseaux
fortement connectés de neurones fonctionnant en parallèle. Chaque neurone calcule une sortie
unique sur la base des informations qu’il reçoit.
Les RNA sont applicables, en principe, pour résoudre tout problème complexe sur lequel on dis-
pose d’une base d’exemples ou base d’apprentissage. Parmi ces applications, nous citons la clas-
sification,la reconnaissance de formes, les systèmes de contrôle et les réseaux/télécommunications,
etc. Dans le cadre du handover vertical, les réseaux de neurones peuvent apporter une solution
pour optimiser la phase d’initiation du handover et aussi dans la phase de la sélection du
réseau [111] et [106].
Dans [111], les auteurs Pahlavan et al. présentent un algorithme du handover vertical basé
sur les réseaux de neurones dans un contexte où le WLAN et le GPRS sont interconnectés.
L’algorithme proposé permet de satisfaire les exigences des utilisateurs en termes de bande
passante. C’est un réseau de neurones qui prend la donnée ”RSS” et en sortie donne un signal
binaire où le 0 indique que le terminal doit poursuivre sa communication dans le réseau WLAN
et le 1 qu’il doit effectuer un handover vers le réseau GPRS. L’architecture proposée fournit de
meilleurs résultats en termes de délai et de nombre de handovers par rapport aux algorithmes
classiques qui sont basés uniquement sur la puissance de signal RSS.
Les auteurs Nidal et al. [106], ont proposé une solution middleware basée sur les réseaux de
neurones dans le but de choisir le meilleur réseau disponible. Cette solution prend en compte
un ensemble de paramètres tels que : les préférences d’utilisateur, la capacité de terminal mo-
bile ainsi que les caractéristiques du réseau. La fonction de décision de ce middleware utilise
quatre critères qui sont le coût de service, la sécurité, la consommation d’énergie et la bande
passante disponible.
Les autres approches basées sur les réseaux de neurones et qui permettent de résoudre le
problème de la sélection du réseau sont abordées dans les références [105], [69]et [153].
1.6.2.3 La théorie des jeux
La théorie des jeux est un outil mathématique développé principalement pour l’étude
des interactions entre plusieurs agents (individus, groupes, entreprises, etc.) [41]. La théorie
des jeux fournit des approches mathématiques pour structurer, analyser et comprendre les
problèmes qui nécessitent la prise de décision.
Le champ d’application de la théorie des jeux a envahi plusieurs domaines tels que la guerre, la
biologie, l’ingénierie, les transports, les réseaux/télécommunications, etc. Dans le contexte du
handover vertical, plusieurs travaux sont proposés dans la littérature pour optimiser la décision
du handover [151].
Ramouna et al. [151] présentent un aperçu sur l’ensemble des travaux qui sont publiés pour
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CHAPITRE 1. ETAT DE L’ART
surmonter les problèmes et les défis concernant la sélection du réseau dans la 4G. Les au-
teurs visent à familiariser les chercheurs avec le concept de la sélection du réseau et aussi
avec les différents algorithmes de la théorie des jeux qui sont utilisés dans la littérature pour
modéliser le problème de la sélection réseau. Pour la même raison, les auteurs proposent une
classification complète relative aux différentes approches basées sur la théorie des jeux ainsi
que leurs utilisations pour attaquer le problème de la sélection de réseau. Cette classification
regroupe les algorithmes du handover en trois catégories selon les interactions des acteurs qui
interviennent dans le jeu : utilisateurs vs. utilisateurs, réseaux vs. réseaux et utilisateurs vs.
réseaux. Enfin, les auteurs ont donné une comparaison et une analyse entre les différentes
solutions développées pour résoudre le problème de la sélection de réseau en se basant sur la
théorie des jeux.
Quoique la théorie des jeux est très utilisée pour la répartition de charge, elle ne s’avère pas
être appropriée pour assurer le paradigme ”ABC”. En effet, avec la théorie des jeux, les réseaux
(joueurs dans un jeu) sélectionnent leurs services appropriés. Pour le concept “ABC“, il faut
que les services sélectionnent leur meilleur réseau.
1.6.3 Les approches basées sur l’agrégation des para-
mètres
1.6.3.1 La fonction de coût
La fonction de coût est une mesure du coût consommé en sélectionnant un réseau
d’accès particulier parmi plusieurs réseaux disponibles. L’interface réseau qui a le coût le plus
minimal, est considérée comme la meilleure. La fonction de coût est la somme d’une forme
normalisée de chaque valeur xij qui représente la performance de attribut j dans le réseau i.
La normalisation N(xij) est nécessaire pour normaliser les attributs sur différentes unités. Les
décideurs peuvent préciser les poids de chaque attribut. La forme générale de la fonction de
coût Fi de réseau d’accès i, est :
Fi =
m∑
j=1
Wj ∗N(xij) avec
m∑
j=1
Wj = 1 (1.1)
où, wj est le poids de l’attribut j, N(xij) représente la valeur normalisée de la performance de
l’attribut j dans le réseau i et m est le nombre de critères.
La première stratégie du handover, qui utilise la fonction de coût, a été proposée en 1999 [156].
Cette stratégie permet de déterminer la meilleure interface réseau disponible ainsi que le
moment pour déclencher le handover. Les paramètres utilisés sont la bande passante Bn
offerte par le réseau n, la consommation de batterie Pn dans le réseau n et le coût monétaire
Cn de l’utilisation du réseau n. La fonction de coût pour utiliser le réseau d’accès n s’écrit
sous la forme :
Fn = wb ∗N(1/Bn) + wp ∗N(Pn) + wc ∗N(Cn) (1.2)
où, wb, wp et wc représentent respectivement les poids accordés aux trois critères : la bande
passante, la consommation de batterie et le coût monétaire.
Hasswa et al. [47] ont proposé une fonction de coût dans le but de sélectionner le meilleur
réseau d’accès. Dans cette approche, la normalisation et l’attribution des poids pour différents
critères sont fournies. Le facteurQi de qualité de réseau i est utilisé pour évaluer la performance
du handover et choisir le meilleur réseau. La forme de Qi est exprimée par l’équation suivante :
Qi = w1aCi + w2bWi + w3cSi + w4dUi + w5eNi + w6fPi + w7gVi (1.3)
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1.1.6 Les algorithmes de la décison du handover vertical
Ci, Wi, Si, Ui, Ni , Pi et Vi représentent respectivement le coût de service, la consommation
d’énergie, la sécurité, les préférences d’utilisateur, les conditions du réseau i, la performance
du réseau i et la vitesse du terminal mobile. D’autre part, w1, w2, w3, w4, w5, w6 et w7 sont
les poids associés aux différents critères. Finalement, les scores numériques a, b, c, d, e, f , g
sont utilisés pour décrire la quantité et l’ampleur de chaque critère en fonction du réseau. La
valeur de chaque score est donnée par l’équation suivante :
0 ≤ a, b, c, d, e, f, g ≤ ∞ (1.4)
1.6.3.2 La fonction d’utilité
La fonction d’utilité est un modèle mathématique qui décrit le niveau de satisfaction
d’un décideur ou d’un objectif spécifique en fonction de plusieurs variables. Cette fonction est
utilisée souvent dans les domaines d’économie et de finance. Elle permet de mesurer d’une
manière subjective le degré de satisfaction du client. Pour le processus de la sélection du
réseau, la fonction d’utilité représente le degré de satisfaction du terminal mobile par rapport
à un ensemble de services offerts par le réseau cible. Cette fonction est définie comme suit :
Ui =
∑
j
wj ∗ fj(xij) (1.5)
Où xij représente la valeur de performance du critère j dans le réseau i, wj est le poids du
critère j (∑j wj = 1) et fj(.) représente la fonction de normalisation.
Plusieurs schémas [110] et [108] ont été proposés pour la sélection de la meilleure interface
réseau en utilisant des fonctions d’utilité. Dans [110], les auteurs ont proposé un aperçu sur
l’ensemble des stratégies du handover qui sont basées sur la fonction d’utilité. En plus, ils ont
proposé un nouvel algorithme de handover qui utilise la fonction d’utilité.
Le problème majeur des schémas présentés dans [110] est qu’il n’existe pas de fonction d’utilité
adéquate qu’il faut appliquer pour tous les types de trafic et pour tous les critères. Pour cette
raison, les auteurs [108] ont examiné les différents modèles de la fonction d’utilité existants
dans la littérature. Suite à cette étude, les auteurs ont définit la fonction d’utilité adéquate
pour le handover vertical.
1.6.3.3 Les méthodes MADM
Les méthodes d’aide à la décision multi-attributs [168] [172] représentent un outil ma-
thématique efficace pour les problèmes qui nécessitent une prise de décision. Cette dernière
est une action qui consiste à trancher entre plusieurs alternatives (solutions) et choisir celle
qui sera la meilleure. Cette approche est largement appliquée dans plusieurs domaines comme
l’économie, la sociologie, la statistique, l’informatique, etc. Les méthodes d’aide à la décision
multi-attributs permettent d’évaluer plusieurs alternatives selon plusieurs critères conflictuels
dans le but de classer, de la première à la dernière, toutes les alternatives.
L’approche MADM est une solution adéquate et prometteuse pour étudier et modéliser le
handover vertical. Au cours de ces dernières années, plusieurs travaux de recherche ont utilisé
les méthodes MADM pour résoudre le problème du handover vertical. Parmi les méthodes
MADM qui sont développées et modifiées pour ce but, nous citons : AHP (Analytic Hiera-
chy Process), SAW (Simple Additive Weighting), MEW (Multiplicative Exponent Weighting),
TOPSIS (Technique for Order Preference by Similarity to Ideal Solution), and GRA (Grey
relational Analysis), etc.
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CHAPITRE 1. ETAT DE L’ART
Les auteurs K.Savitha et al. [121] ont proposé un aperçu sur l’ensemble des algorithmes du
handover basés sur l’approche MADM. Un autre travail intéressant est celui de E. Stevens-
Navarro et al dans [138] où les auteurs ont présenté une étude comparative et une évaluation
de performances entre tous les algorithmes du handover existants dans la littérature qui se
basent sur l’approche MADM.
1.6.4 Les approches hybrides
Les algorithmes hybrides constituent des éléments clés pour répondre au problème du
handover vertical. Ces algorithmes combinent les différentes approches du handover entre elles
pour aboutir aux solutions efficaces et pertinentes dans le but de satisfaire les exigences des
utilisateurs. Plusieurs algorithmes hybrides pour le handover sont proposés et développés dans
la littérature [175], [23], [51], [49] et [6].
Dans [175], la solution proposée pour le handover vertical est une solution hybride qui com-
bine la logique floue et les méthodes MADM. La logique floue est utilisée pour traiter les
informations imprécises relatives aux quelques critères de décision et aussi aux préférences
d’utilisateur. D’autre part, les méthodes MADM sont utilisées pour aider l’utiliseur à choisir
le meilleur réseau.
Les auteurs Lei Chen et al. [23] ont proposé une nouvelle approche pour la sélection de réseau,
basée sur la méthode AHP et la fonction d’utilité. Les poids de différents critères sont calculés
par la méthode AHP, alors que la fonction d’utilité est utilisée pour classer tous les réseaux
disponibles.
Dans [51], la décision du handover vertical est basée sur l’approche MADM et les algorithmes
génétiques. La méthode AHP est utilisée pour attribuer les poids pour les différents critères,
ensuite, la méthode TOPSIS est appliquée pour classer les différents réseaux. Finalement, les
algorithmes génétiques sont utilisés pour garantir les exigences de QoS.
Horrich et al. [49] ont proposé un algorithme du handover vertical qui combine le réseau de
neurone et la logique floue. Le réseau de neurone est appliqué pour déterminer les paramètres
optimaux qui doivent être utilisés dans la phase de sélection du réseau. Ensuite, la logique
floue est utilisée pour résoudre le problème des informations imprécises et aussi pour donner
un score pour chaque réseau.
Enfin les auteurs M. Alkhawlani et al. [6] ont développé une solution hybride pour optimiser le
probléme de la sélection du réseau. Cette solution combine trois méthodes : la logique floue,
les algorithmes génétiques et une méthode MADM appelée SMART (Simple Multiattribute
Rating Technique). D’abord, la logique floue est appliquée dans cette stratégie pour traiter les
critères de la sélection de réseau qui sont imprécis. Ensuite, les algorithmes génétiques sont
utilisés pour associer des poids pour chaque critère. Finalement, la méthode SMART permet
de classer les différents réseaux.
1.6.5 Comparaison et synthèse entre les algorithmes du
handover vertical
Cette section fournit une comparaison et une synthèse de différents algorithmes du
handover qui sont discutés dans les sections ci-dessus. Du fait que la sélection du réseau est
la phase la plus importante lors du handover vertical, l’évaluation et la comparaison entre
les différentes approches de handover vertical se focalisent principalement sur cette phase. La
performance du réseau, la satisfaction d’utilisateur, les préférences d’utilisateur, l’efficience, la
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1.1.6 Les algorithmes de la décison du handover vertical
complexité, la flexibilité et la fiabilité pour l’ensemble des algorithmes du handover doivent
être considérées pour comparer et évaluer les approches du handover vertical. Un autre groupe
de paramètres d’évaluation des algorithmes a été déjà présenté dans la section 1.5.8.
En effet, une étude comparative des différentes classes des algorithmes du handover a été
effectuée dans les références [67], [163] et [155]. Le tableau 1.5 [67] présente une compa-
raison entre les différentes stratégies du handover vertical. Cette comparaison est basée sur
les paramètres d’évaluation tels que : le choix multi-critères, les préférences des utilisateurs,
l’efficience, la flexibilité, la complexité et le type des services supportés.
Tab. 1.5 – Comparaison entre les différentes approches du handover vertical [67]
Handoff RSS Fonction
de coût
User
centric
MADM Context
Aware
Intelligence
artificielle
Multi-critères Non Oui Oui Oui Oui Oui
Préferences utilisateur Non Faible Elevé Moyen High Moyen à
élevé
Efficience Faible Moyen Moyen Elevé Elevé Elevé
Flexibilité Faible Faible Faible Moyen Moyen Elevé
Complexité Faible Faible Faible Moyen Moyen Elevé
Services supportés Non
temps
réel
Plusieurs
types
Plusieurs
types
Plusieurs
types
Multiple
types
Multiple
types
En outre, le tableau 1.6 [163] fournit une comparaison entre quatre groupes de handover
selon cinq aspects : les technologies réseaux applicables, les paramètres d’entrée, les critères
de sélection du réseau cible, la complexité et la fiabilité.
Finalement, le tableau 1.7 [155] résume la comparaison entre les différentes approches du han-
dover selon six différentes métriques : les critères de sélection, l’effet ”ping pong“, le temps
de latence, le nombre de handovers, le nombre de handovers inutiles et l’effet ”corner”.
Tab. 1.6 – Comparaison entre quatre groupes des algorithmes du handover [163]
Group RSS based Bandwidth based Cost function ba-
sed
Combination algo-
rithms
Applicable
networking
technologies
Usually between
macrocellular
and microcellular
networks
Between any two
heterogeneous net-
works
Between any two
heterogeneous net-
works
Between any two
heterogeneous net-
works
Input parameters RSS as the main in-
put
Bandwidth combi-
ned with other pa-
rameters such as
RSS
Various parameters
such as cost, band-
width and security
Different input
parameters depen-
ding on different
methods
Handover target
selection criteria
The network candi-
date with the most
stable RSS
The network candi-
date with the hi-
ghest bandwidth
The network candi-
date with the hi-
ghest overall per-
formance
The network candi-
date with the hi-
ghest overall per-
formance
Compléxité Simple Simple Complexe Très complexe
Reliability Reduced reliability
because of fluctua-
tion of RSS
Reduced reliability
because of the
changing available
bandwidth
Reduced reliability
because of diffi-
culty in measuring
some parameters
High reliability be-
cause of the trai-
ning of the system
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CHAPITRE 1. ETAT DE L’ART
D’après les trois comparaisons précédentes, les algorithmes du handover qui sont proposés
malgré leurs aspects développés présentent quelques inconvénients et certaines limites. En
terme de complexité, les algorithmes conventionnels sont généralement les plus simples à im-
plémenter parmi toutes les catégories puisqu’ils utilisent principalement un seul critère comme
RSS, bande passante, etc. La complexité augmente avec les méthodes MADM qui exigent non
seulement un ensemble de critères mais aussi le fait que ces derniers doivent être normalisés.
D’ailleurs, l’utilisation de l’intelligence artificielle et les algorithmes hybrides présentent l’in-
convénient d’être trop complexes à implémenter.
En termes de fiabilité, les algorithmes du handover qui sont basés sur l’intelligence artificielle
et l’approche MADM sont considérés comme les algorithmes les plus fiables parmi toutes les
approches du handover existantes [163] [155]. Ils peuvent fournir des solutions précises en
prenant en compte plusieurs facteurs de décision dans le processus de sélection du réseau.
En termes de services, les algorithmes conventionnels ne sont pas applicables pour la transmis-
sion en temps réel. D’autre part, les méthodes basées sur l’intelligence artificielle et l’approche
MADM peuvent supporter toutes classes de services.
A travers cette étude et l’analyse comparative basée sur les algorithmes du handover, nous
optons pour le choix de l’approche MADM afin d’optimiser le handover vertical. La question
que nous pouvons se poser est : Pourquoi choisit-on les méthodes MADM pour cette finalité ?
Nous choisissons l’approche MADM comme noyau de notre schéma de la sélection du réseau,
pour les raisons suivantes :
• La sélection du réseau est un problème de nature multi-critères ;
• L’approche MADM est relativement simple à implémenter par rapport à d’autres
techniques comme l’intelligence artificielle et les algorithmes hybrides.
• Les préférences d’utilisateur ainsi que le contexte d’information sont utilisés implici-
tement dans l’approche MADM ;
• L’approche MADM offre la possibilité de choisir le réseau optimal en termes de
qualité de service ;
• L’approche permet de garantir l’amélioration des performances du handover telles
que le temps de latence, le nombre du handover, etc ;
• La stratégie de sélection du réseau devrait prendre une décision en quelques mil-
lisecondes, l’approche MADM satisfait cette exigence. Par contre, les techniques
hybrides ou celles basées sur l’intelligence artificielle, nécessitent trop de temps ;
• La logique floue et la fonction d’utilité peuvent être combinées facilement avec
l’approche MADM dans le cas des stratégies hybrides. L’approche MADM représente
toujours le noyau de chaque stratégie hybride dédiée pour la sélection du réseau.
1.7 Conclusion
Les technologies réseaux sans fil sont appliquées dans différents domaines tels que
l’industrie et la science. Dans ce chapitre, nous avons présenté les différentes normes de com-
munications mobiles avec leurs performances et capacités hétérogènes. Nous avons constaté
également que ces différentes normes constituent un environnement hétérogène pour l’utilisa-
teur.
L’intégration des différentes technologies réseaux sans fil est devenue nécessaire pour four-
nir une interopérabilité sans coupure pour les utilisateurs. Le handover vertical a été proposé
comme une solution efficace pour réaliser l’intégration entre les différentes technologies exis-
tantes dans la quatrième génération (4G) tout en assurant le paradigme ”Always Best Connec-
ted“.
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1.1.7 Conclusion
Nous avons décrit aussi le processus du handover vertical, les différentes phases qui consti-
tuent ce processus, ainsi que les paramètres qui interviennent dans la phase de la décision du
handover. Nous avons choisi d’optimiser la phase de la sélection du réseau qui représente la
deuxième phase la plus importante dans le processus du handover.
Concernant les paramètres d’évaluation du handover, nous avons présenté les métriques les
plus utilisées dans la littérature pour comparer et évaluer les performances des différentes stra-
tégies du handover. En plus, nous avons décrit le protocole de la gestion du handover IEEE
802.21.
En outre, nous avons proposé une nouvelle classification pour regrouper les algorithmes du
handover. Cette classification contient quatre groupes d’algorithmes. Chaque groupe contient
un ensemble de solutions qui sont basées sur le même concept pour optimiser le handover.
Ensuite, nous avons présenté l’état de l’art des principaux algorithmes de la sélection du réseau
de chaque groupe.
Finalement, nous avons choisi les méthodes MADM pour optimiser le handover vertical. Le
deuxième chapitre sera consacré aux algorithmes de la sélection qui sont basés sur l’approche
MADM, leurs descriptions, ainsi que leurs différentes limitations.
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Tab. 1.7 – Principaux algorithmes du handover vertical [163] [155]
Conventional handoffs Intelligent handoffs
Handoff RSS SIR Bandwidth Minimum
power
Velocity
adaptive
Direction
Based
Fuzzy
logic
Neural
network
Prediction MCDM
Resource
manage-
ment
Signal
strength
SIR in-
tegrated
resource
manage-
ment
Bandwidth,
RSS
SIR, Power,
integrated
resource
manage-
ment
Velocity,
RSS
Direction,
RSS
Mutiple de-
cision crite-
ria
Mutiple de-
cision crite-
ria
Mutiple deci-
sion criteria
Mutiple de-
cision crite-
ria
Ping-
Pong
effect
Yes Avoided
(by using
hysteresis
Yes NA Avoided Avoided Avoided Avoided Avoided Relatively
high
Handoff
Latency
Relatively
low
Relatively
low
Short hando-
ver delay
NA Reduced Reduced Reduced Reduced Reduced NA
Number
of han-
doffs
Can be
very
high
reduced Not provided NA NA Low Reduced Reduced Reduced Relatively
high
Number
of unne-
cessary
handoffs
Can be
very
high
Relatively
high
Not provided NA NA Low Low NA Low Can be very
high
Corner
Effect
(NLOS)
Possible Possible Possible Possible Yes Yes Yes, but
can be
avoided
Yes, but
can be
avoided
Yes, but can
be avoided
Yes, but
can be
avoided
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CHAPITRE 2
LA SELECTION DU RESEAU BASEE
SUR LES METHODES MADM : ETAT
DE L’ART
2.1 Introduction
Comme nous l’avons déjà avancé dans le chapitre précédent, les méthodes d’aide à la
décision multi-critères (MCDM) représentent une solution prometteuse pour le problème de la
sélection du réseau. Dans ce chapitre, nous abordons les éléments clés relatifs à l’ensemble des
méthodes MCDM afin de comprendre comment se fait le processus d’optimisation via cette ap-
proche. Dans un premier temps, nous allons présenter une classification des méthodes MCDM
existantes dans la littérature (section 2). Ensuite, dans la section 3, nous nous focalisons sur
le principe des les méthodes d’aide à la décision multi-attributs (MADM). Puis, nous décri-
vons les quatre facteurs qu’il faut prendre en compte dans l’optimisation du handover (section
4). Dans un deuxième temps, nous allons décrire les différentes techniques de normalisation
(section 5). Dans la section 6, nous présentons les différents algorithmes de pondération qui
ont été récemment proposés dans la littérature dans le contexte du handover vertical. Dans la
section 7, nous donnons un aperçu détaillé de l’état de d’art sur les principaux algorithmes de
classement qui sont développés et proposés pour optimiser le handover vertical. A l’issue de
cet état d’art, nous allons synthétiser et évaluer la performance des différents algorithmes de
handover (section 8). Enfin, une conclusion de ce chapitre sera donnée dans la section 9.
2.2 Classification des méthodes d’aide à la décision multi-
critères
La prise de décision est un élément clé dans de nombreuses disciplines dans la vie quo-
tidienne. Les méthodes d’aide à la décision multi-critères (MCDM) [152] interviennent comme
une solution prometteuse pour la prise de décision. Bien que les problèmes qui nécessitent
l’utilisation de l’approche MCDM soient largement divers (économie, sociologie, statistique,
informatique, etc.), ils en partagent des caractéristiques communes :
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CHAPITRE 2. LA SELECTION DU RESEAU BASEE SUR LES
METHODES MADM : ETAT DE L’ART
• Le domaine de choix représente un ensemble fini/infini des alternatives qui possèdent
au moins deux critères de décision.
• L’existence de conflit entre les critères : par exemple lors de la conception d’un ordi-
nateur portable, l’objectif de réduire le coût de la production entraîne la renonciation
à une partie de la performance.
• Les critères n’ont pas la même unité de mesure : chaque critère possède sa propre
unité de mesure. Dans le même exemple, le coût est quantifié par dirhams, tandis
que la vitesse du processeur est exprimée par le gigahertz (GHZ).
• La modélisation des préférences : c’est une étape de traitement importante dans la
théorie de la décision. C’est une façon par laquelle le décideur exprime ses préférences
vis-à-vis d’une alternative dans le but de choisir l’alternative optimale parmi les
solutions disponibles.
La dernière caractéristique nous offre la possibilité de classifier les méthodes d’aide à la décision
multi-critères en deux catégories : les méthodes d’aide à la décision multi-objectifs (MODM)
et les méthodes d’aide à la décision multi-attributs (MADM).
Le tableau 2.1 contient une comparaison des caractéristiques des deux classes. En effet, pour
les problèmes basés sur l’approche MODM, les critères sont définis par des objectifs. Un objectif
est le but à atteindre, fixé à l’avance par des concepteurs. Par exemple, dans le contexte de la
sélection du réseau, nous citons comme des objectifs pour l’utilisateur : minimiser le coût du
service, minimiser le délai du handover, maximiser la durée de vie de la batterie, etc. Ainsi, le
but est explicite dans cette approche. En outre, l’approche MODM repose sur un ensemble de
contraintes bien définies, ce qui constitue un autre point de distinction par rapport à l’approche
MADM.
Par contre, pour les problèmes basés sur l’approche MADM, les critères sont considérés comme
des attributs relatifs à chaque alternative. Un attribut représente réellement la performance
d’un paramètre ou d’un facteur qui influence directement la sélection de l’alternative optimale.
Dans cette approche, chaque alternative est caractérisée par un ensemble fini d’attributs.
Toujours dans le même exemple, un réseau se caractérise par un ensemble d’attributs tels
que le coût de service, la couverture, le débit, etc. La décision définitive pour déterminer le
meilleur réseau s’effectue en comparant tous les attributs de tous les réseaux disponibles. Pour
les problèmes basés sur l’approche MADM, généralement le but n’est pas explicite, mais il est
mal défini. La maximisation de la satisfaction est parfois définie comme le but souhaité. Dans
les méthodes MADM, les contraintes sont incluses directement dans les attributs.
Tab. 2.1 – Comparaison entre les deux approches MODM et MADM
Characteristics MODM MADM
Criteria defined by Objectives Attributes
Goal Explicit Implicit
Constraint Active Inactive
Alternative Infinite field Finite field
Decision space Continue Discrete
Usage Design Selection/Evaluation
Après avoir exposé une comparaison entre les deux approches MODM et MADM, nous pouvons
déduire que le problème de la sélection du réseau doit être traité en utilisant l’approche MADM.
En effet, dans le processus de la sélection du réseau, un réseau candidat représente une solution
connue a priori qui peut être choisie par l’utilisateur. De plus, cette solution est caractérisée par
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2.2.3 Le principe de fonctionnement de l’approche MADM
un ensemble de paramètres tels que le débit, le délai, le taux de perte, etc qui sont considérés
comme des attributs pour l’approche MADM. Finalement, le nombre des alternatives réseaux
auxquelles l’utilisateur peut se connecter à un instant donné est fini et l’espace de décision est
discret.
Dans le contexte de la sélection du réseau, nous distinguons deux groupes d’algorithmes dans
l’approche MADM :
1. Les algorithmes de pondération qui sont utilisés pour attribuer des poids pour les critères
comme AHP, ANP, etc.
2. Les algorithmes de classement qui sont appliqués pour classer les alternatives selon leurs
performances comme SAW, MEW, TOPSIS. etc.
Nous signalons que les méthodes de pondération comme AHP ou ANP peuvent être utilisées
pour ranger les alternatives.
2.3 Le principe de fonctionnement de l’approche MADM
L’objectif fondamental de MADM [53] [172] consiste à déterminer l’alternative optimale
parmi un ensemble d’alternatives. Chacune est définie par un ensemble fini d’attributs. Dans le
contexte de la décision du handover vertical, les alternatives représentent les réseaux d’accès
disponibles pour un terminal mobile et les attributs représentent les critères de la sélection du
réseau. Le principe de fonctionnement de l’approche MADM repose sur les étapes suivantes :
1. La construction de la matrice de décision D : cette matrice contient n lignes et m
colonnes et elle est exprimée comme suit :
D =

d11 d12 . . . . . . d1m
d21 d22 . . . . . . d2m
... ... ... . . . ...
dn1 dn2 . . . . . . dnm
 (2.1)
• Les lignes représentent la liste des alternatives A = {Ai, i = 1, 2, 3, ..., n}
• Les colonnes indiquent la liste des attributs C = {Cj, j = 1, 2, 3, ...,m}
• dij représente la performance de l’alternative Ai qui correspond au critère Cj
2. Normalisation des critères : vu que les critères n’ont pas la même unité de mesure, il est
important de les normaliser. Pour chaque dij, on calcule sa valeur normalisée en utilisant
la formule suivante :
rij = N(dij) (2.2)
Où N(xij) représente la valeur normalisée de l’alternative i de l’attribut j, N est une
fonction de normalisation (voir la section 2.4.1). On obtient la matrice de décision
normalisée R(rij) définie par :
R =

r11 r12 . . . . . . r1m
r21 r22 . . . . . . r2m
... ... ... . . . ...
rn1 rn2 . . . . . . rnm
 (2.3)
De plus, à chaque critère Cj, on associe un poids Wj qui représente son degré d’im-
portance. L’ensemble de poids est exprimé par le vecteur de poids W = {Wj, j =
1, 2, 3, ...,m} qui doit satisfaire la contrainte ∑mj=1Wj = 1.
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CHAPITRE 2. LA SELECTION DU RESEAU BASEE SUR LES
METHODES MADM : ETAT DE L’ART
3. La construction de la matrice de décision normalisée pondérée V : la matrice pondérée
V (vij) est obtenue à partir de la matrice R(rij), selon la formule suivante :
vij = Wj ∗ rij avec
m∑
j=1
Wj = 1 (2.4)
Donc, la matrice V sera exprimée par l’équation
V =

v11 v12 . . . . . . v1m
v21 v22 . . . . . . v2m
... ... ... . . . ...
vn1 vn2 . . . . . . vnm
 (2.5)
4. Classement des alternatives : l’approche MADM introduit des techniques pour calculer
le score global par alternative Ai , ce qui permettra de classer les alternatives. Le score
est calculé en prenant en compte les performances de chaque critère qui sont exprimées
dans la matrice V .
En général, toutes les méthodes MADM respectent la même démarche pour classer les alter-
natives. En revanche, elles se distinguent en deux points. Le premier concerne la technique de
normalisation utilisée (étape 2) pour unifier les attributs, tandis que le deuxième point réside
dans la technique utilisée pour classer les alternatives (étape 4).
2.4 Optimisation de la sélection du réseau basée sur l’ap-
proche MADM
La conception et la modélisation d’une architecture pour le handover vertical en uti-
lisant l’approche MADM comme le noyau de la décision, nécessite l’étude de quatre points
particuliers :
1. Identifier l’ensemble de critères de la sélection ;
2. Normaliser les critères ;
3. Déterminer le poids pour chaque critère ;
4. Choisir la méthode MADM à utiliser pour regrouper les critères.
Afin de définir l’ensemble des critères qui doivent être considérés dans la phase de sélection
réseau, il est nécessaire d’évaluer et de comparer l’ensemble des algorithmes de handover. Ceci
ne peut être fait qu’avec des simulations pour éliminer les critères redondants. Le deuxième
point qu’il faut traiter consiste à identifier une technique efficace pour normaliser les critères
vu que ces derniers n’ont pas la même unité de mesure.
Le choix des poids à assigner à chaque critère requiert également une bonne connaissance
de l’état de d’art relatif à ce problème. Comme nous le verrons par la suite, il peut être très
difficile de trouver un algorithme unique pour attribuer les poids relatifs aux critères pour les
différents types de flux.
Enfin, le choix de la méthode à mettre en oeuvre pour l’agrégation des critères dépendra
souvent de la complexité de la méthode ainsi que de sa performance. En effet, en fonction
de l’évaluation des performances de différentes solutions basées sur l’approche MADM, nous
décidons quelle est la meilleure méthode qu’il faut utiliser. D’ailleurs, dans le contexte de la
sélection du réseau, il n’existe pas une méthode MADM appropriée par rapport à une autre.
La figure 2.1 illustre le modèle de la sélection de réseau qu’il faut tenir en compte afin de
proposer une solution pour le handover vertical ou d’optimiser une solution existante en utilisant
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2.2.5 Les méthodes de normalisation
l’approche MADM. Notre travail, au cours de cette thèse, se focalise sur l’optimisation et
l’évaluation de trois axes à savoir les algorithmes de pondération, les algorithmes de classement
ainsi que les critères de la sélection utilisés dans le handover vertical.
Fig. 2.1 – Modèle de la sélection de réseau basé sur l’approche MADM
2.5 Les méthodes de normalisation
Lorsque les méthodes MADM sont appliquées, les unités utilisées pour comparer les
différents attributs provoquent des problèmes de calcul. En effet, généralement les critères
qui interviennent dans la phase de décision n’ont pas la même unité de mesure. Par la suite
une comparaison directe entre eux devient impossible. Afin de résoudre ce problème, il est
important d’introduire le processus de normalisation [168] comme une étape cruciale dans
n’importe quelle méthode de l’approche MADM. Ce processus permet d’unifier les différents
critères afin d’effectuer une comparaison entre eux. De plus, les attributs de décision peuvent
être classifiés en deux groupes avant d’appliquer une technique de normalisation [12] :
1. Les attributs de bénéfice : la fonction d’utilité pour ces attributs est monotone croissante.
Plus la valeur de l’attribut est grande, plus son degré de préférence est grand. Par exemple
le débit offert par une technologie d’accès.
2. Les attributs de coût : la fonction d’utilité pour ces attributs est monotone décroissante.
Plus la valeur de l’attribut est petite, plus son degré de préférence est grand. Par exemple
le coût de service.
Il existe quatre techniques de normalisation qui sont utilisées dans l’approche MADM. Ces
techniques sont décrites ci-dessous.
2.5.1 La technique de normalisation euclidienne
Dans cette procédure, chaque valeur d’attribut xij de la matrice de décision est divisée
par sa norme. La valeur normalisée rij est alors obtenue selon l’équation suivante :
rij =
xij√∑n
i=1 xij
2
(2.6)
Cette technique a l’avantage de normaliser les attributs sur différentes unités d’une manière
très simple [53] [168].
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CHAPITRE 2. LA SELECTION DU RESEAU BASEE SUR LES
METHODES MADM : ETAT DE L’ART
2.5.2 La technique de normalisation par le minimum-
maximum (min-max)
Dans cette procédure les attributs sont normalisés en fonction du minimum et maxi-
mum observés pour le paramètre. La valeur normalisée rij est définie en fonction de types de
l’attribut :
– Pour un critère de bénéfice : La valeur normalisée rij est calculée comme suit :
rij =
xij − xminj
xmaxj − xminj
(2.7)
– Pour un critère de coût : la valeur normalisée rij est calculée comme suit :
rij =
xmaxj − xij
xmaxj − xminj
(2.8)
Où xminj et xmaxj représentent respectivement la valeur minimale et maximale de l’attribut xij
parmi toutes les alternatives. Cette procédure présente l’avantage que l’échelle de mesure est
précisément entre 0 et 1 pour chaque attribut [53] [168].
2.5.3 La technique de normalisation par le maximum (max)
Cette technique est similaire à la normalisation Min-Max mais au lieu d’utiliser la valeur
maximale et minimale, elle utilise uniquement la valeur maximale. La procédure divise la valeur
de chaque attribut par la valeur maximale de l’attribut parmi toutes les alternatives. La valeur
normalisée rij est obtenue par :
– Pour un critère de bénéfice : La valeur normalisée rij est calculée comme suit :
rij =
xij
xmaxj
(2.9)
– Pour un critère de coût : La valeur normalisée rij est calculée comme suit :
rij = 1− xij
xmaxj
(2.10)
2.5.4 La technique de normalisation par la somme (sum)
Cette procédure consiste à diviser la valeur xij de l’attribut pour chaque alternative
par la somme des valeurs de toutes les alternatives correspondantes à cet attribut. La valeur
normalisée rij est obtenue comme suit :
rij =
xij∑n
i=1 xij
(2.11)
Finalement, le choix de la technique de normalisation adéquate qu’il faut utiliser pour une telle
méthode MADM reste un problème ouvert. Or, il n’ y a pas une spécification réalisée pour
répondre à ce problème vu la diversité des méthodes MADM dans la littérature.
2.6 Les algorithmes de pondération
La pondération des critères est une étape importante dans le processus de la prise de
la décision. Dans cette phase, les décideurs expriment leur préférences entre les critères par
la pondération ou le poids relatif qu’ils attribuent à chaque critère. Le poids exprime donc
l’importance accordée par un décideur à un critère [100].
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2.2.6 Les algorithmes de pondération
Il existe différentes méthodes de pondération qui permettent de calculer le poids de chaque
critère. Ces méthodes peuvent être classées en deux catégories. La première catégorie repré-
sente les méthodes de pondération subjective. La détermination subjective des poids conduit
à plusieurs jeux de poids qui reflètent des échelles de valeurs différentes et des opinions qui
peuvent être divergentes. Parmi les méthodes de cette catégorie, nous citons AHP, ANP, AHP
floue, ANP floue, la logique floue et les moindres carrés.
La deuxième catégorie représente la pondération objective dans laquelle les décideurs n’in-
terviennent pas pour attribuer des poids. Le degré d’importance de chaque critère est calculé
selon les mesures numériques de l’ensemble des critères. Cette catégorie contient des méthodes
telles que l’entropie, la pondération aléatoire et les algorithmes génétiques.
Cette section sera consacrée à la description des deux méthodes de pondération AHP et ANP.
Pour chaque méthode, nous présentons son principe de fonctionnement, l’état de l’art relatif
à la sélection du réseau, les critiques ainsi que son extension basée sur la logique floue. Nous
signalons que les autres méthodes de pondération telles que la logique floue [64], l’algorithme
génétique [6] et l’entropie [126] sont moins utilisées dans le contexte du handover par rapport
aux méthodes MADM.
2.6.1 La méthode AHP
2.6.1.1 Fondements de la méthode
Le processus d’analyse hiérarchique (Analytic Hierarchy Process : AHP) a été développé
par Saaty [117] dans les années 1980. Cette méthode consiste à représenter un problème de
décision par une structure hiérarchique reflétant les interactions entre les divers éléments du
problème. Le principe de fonctionnement de la méthode AHP est défini par les six étapes
suivantes :
1. Construire la structure hiérarchique : le problème est décomposé sous la forme d’une
arborescence hiérarchique des critères, des sous critères et des alternatifs. Au sommet de
la hiérarchie, on trouve l’objectif, et dans les niveaux inférieurs, les éléments contribuant
à atteindre cet objectif. Le dernier niveau est celui des actions. La figure 2.2 illustre
cette structure hiérarchique de la méthode AHP.
Fig. 2.2 – Structure hiérarchique de la méthode AHP [94]
2. Construire les matrices de décisions : cette étape consiste à procéder aux comparaisons
par paires des éléments de chaque niveau hiérarchique par rapport à un élément du niveau
hiérarchique supérieur. Cette étape permet de construire des matrices de comparaisons.
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CHAPITRE 2. LA SELECTION DU RESEAU BASEE SUR LES
METHODES MADM : ETAT DE L’ART
Les valeurs de ces matrices sont obtenues par la transformation des jugements en valeurs
numériques selon l’échelle de Saaty (Echelle de comparaisons binaires).
La forme générale d’une matrice de décision est exprimée par :
A =

x11 x12 . . . . . . x1n
x21 x22 . . . . . . x2n
... ... ... . . . ...
xn1 xn2 . . . . . . xnn
 avec xji =
{
1 si i = j;
1
xij
si i#j. (2.12)
Les éléments xij sont obtenus à partir du tableau 2.2, qui contient les niveaux de
préférences de 1-9.
Tab. 2.2 – Echelle à 9 valeurs de Saaty
Valeur numérique Jugement verbal
1 Important égale
3 Modérément plus important
5 Fortement plus important
7 Très fortement plus important
9 Extrêment plus important
2,4,6,8 Valeurs Intermédiaires entre deux juge-
ments, utilisées pour affiner le jugement
3. Construire la matrice de décision normalisée : la matrice normalisée Anorm(aij) est
obtenue à partir de la matrice A(xij), selon la formule suivante :
aij =
xij∑n
i=1 xij
(2.13)
Anorm =

a11 a12 . . . . . . a1n
a21 a22 . . . . . . a2n
... ... ... . . . ...
an1 an2 . . . . . . ann
 (2.14)
4. Déterminer l’importance relative à chaque élément : le poids de chaque facteur i peut
être calculé par :
Wi =
∑n
j=1 aij
n
et
n∑
i=1
Wi = 1 (2.15)
Où n représente le nombre des éléments comparés.
5. Vérifier la cohérence des jugements : pour tester la cohérence, Saaty [117] a introduit
trois paramètres : le ratio de cohérence RC, l’indice aléatoire IA et l’indice de cohérence
IC.
• On calcule d’abord, l’indice de cohérence IC.
IC =
λmax − n
n− 1 (2.16)• Aussi, nous avons besoin de calculer λmax en utilsant la formule suivante :
λmax =
∑n
i=1 bi
n
sachant que bi =
∑n
j=1Wj ∗ aij
Wi
(2.17)
• On calcule le ratio de cohérence RC comme suit :
RC =
IC
IA
(2.18)
Où IA est l’indice aléatoire obtenu à partir du tableau 2.3.
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2.2.6 Les algorithmes de pondération
Selon Saaty [117], la valeur de ce dernier doit être au plus égale à 10%. Dans le cas où cette
valeur dépasse 10%, les appréciations peuvent exiger certaines révisions, et la cohérence est
dite non acceptée.
Tab. 2.3 – Valeur de l’indice aléatoir IA
Nombre de critères 3 4 5 6 7 8 9 10
IA 0.58 0.90 1.12 1.24 1.32 1.41 1.45 1.49
2.6.1.2 Contexte de sélection de réseau basée sur AHP
La méthode AHP est largement utilisée dans la littérature pour attribuer des poids à
chaque critère dans la phase de la décision du handover. Cette méthode est combinée avec
plusieurs algorithmes de classement des réseaux tels que la méthode TOSPSIS [123], [122],
[126], la méthode GRA [135], [134], [59], [39], [97], la méthode SAW [127], [28], la fonction
d’utilité [26], [112], la logique floue [164] et l’algorithme génétique [46].
D’autre part, il existe plusieurs travaux dans lesquels la méthode AHP est appliquée pour classer
les réseaux accessibles au terminal mobile. Parmi ces travaux, nous citons [114], [130], [26]
et [115].
2.6.1.3 Critiques
La méthode AHP est facile à mettre en oeuvre. Par ailleurs, elle a l’avantage de mo-
déliser le problème de décision par une structure hiérarchique. De plus, elle utilise une échelle
sémantique pour exprimer les préférences du décideur.
Toutefois, la méthode AHP a fait l’objet de plusieurs critiques :
• La méthode AHP exige la dépendance entre les éléments de même niveau hiérar-
chique ;
• Un grand nombre d’éléments dans le problème de décision fait augmenter le nombre
de comparaisons par paires ;
• Le problème de renversement de rang ou ce qu’on appelle aussi anomalie du clas-
sement (deux actions peuvent voir leur ordre de priorité s’inverser suite à une mo-
dification (ajout ou suppression d’une ou de plusieurs actions) de l’ensemble des
actions ;
• L’association d’une échelle numérique à l’échelle sémantique est restrictive, elle in-
troduit des valeurs numériques imprécises ;
• Dans la majorité des situations, l’indice de cohérence IC dépasse 10%, ce qui nécessite
la reconstruction de la matrice de préférences.
Afin d’écarter ces différentes limitations, la méthode AHP a fait l’objet de plusieurs extensions
telles que la prise en compte de l’incertitude (AHP stochastique) et du flou (AHP flou) dans
l’expression des jugements.
2.6.1.4 La méthode AHP floue (Fuzzy AHP : FAHP)
Bien que la méthode conversationnelle AHP soit largement utilisée pour pondérer les
critères, elle est souvent critiquée pour son incapacité à gérer d’une manière efficace les pré-
férences du décideur. En effet, les préférences associées à chaque critère sont exprimées sous
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CHAPITRE 2. LA SELECTION DU RESEAU BASEE SUR LES
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forme linguistique [7] (voir le tableau 2.2). Par conséquent, le poids relatif à chaque critère sera
représenté par une valeur numérique imprécise. A titre d’illustration, on considère l’exemple de
pondération de deux critères C1 et C2 en utilisant la méthode classique AHP. La construction
de la matrice de décision (eq (2.14)) est basée sur des expressions linguistiques (jugement
verbal) du tableau 2.2. On suppose que le critère C1 est “modérément plus important“ que
C2, d’après le principe de la méthode AHP, la première ligne de la matrice décision contient
les deux valeurs 1 et 3. Mais, à l’oeuvre de cette méthode, on rencontre deux problèmes. Le
premier est que chaque jugement verbal représente une seule valeur numérique discrète. Le
deuxième problème se manifeste par le fait que les valeurs existantes entre 1 et 3 ne sont pas
clairement définies. Ces deux problèmes causent le manque de précision dans le calcul du degré
d’importance de chaque critère.
La modélisation floue s’avère plus adéquate pour modéliser les jugements verbaux du tableau
de Saaty. Pour cela, une extension floue de la méthode AHP, appelée AHP floue a été proposée
dans la littérature [63]. La méthode floue AHP permet d’établir la matrice de préférences à
partir des nombres réels flous. Le tableau 2.2 est transformé en tableau 2.4 qui contient les neuf
jugements pour construire la matrice de décision floue. Dans ce ce nouveau tableau, chaque
jugement verbal est exprimé à travers un nombre triangulaire flou (NTF). Ce nombre reflète le
degré d’importance relatif à chaque facteur de décision. Un nombre flou triangulaire est noté
généralement par x˜ = (l,m, u). Où le paramètre m est la valeur réelle la plus prometteuse
qui maximise la fonction d’appartenance µ(x). Tandis que l et u représentent respectivement
les bornes inférieures et supérieures qui limitent le champ de l’évaluation possible d’un facteur
[90]. La fonction d’appartenance µ(x) pour chaque NTF est définie dans l’équation (2.19)
comme suit.
µ(x) =

(x−l)
(m−l) si x ∈ [l,m];
(u−x)
(u−m) si x ∈ [m,u];
0 sinon.
(2.19)
Finalement, la préférence modérément plus importante entre le critère C1 et le critère C2 ne
se traduit plus par le réel 3, mais par le nombre flou triangulaire x˜12 = (2, 3, 4).
Tab. 2.4 – Les neuf nombres flous triangulaires (TFN) en utilisant la méthode AHP floue
Valeur numérique Jugement verbal TFN TFN réciproque
1 Important égale (1, 1, 1) (1, 1, 1)
2 Valeur Intermédiaire (1/2, 3/4, 1) (1, 4/3, 2)
3 Modérément plus important (2/3, 1, 3/2) (2/3, 1, 3/2)
4 Valeur intermédiaire (1, 3/2, 2) (1/2, 2/3, 1)
5 Fortement plus important (3/2, 2, 5/2) (2/5, 1/2, 2/3)
6 Valeur intermédiare (2, 5/2, 3) (1/3, 2/5, 1/2)
7 Très fortement plus important (5/2, 3, 7/2) (2/7, 1/3, 2/5)
8 Valeur intermédiaire (3, 7/2, 4) (1/4, 2/7, 1/3)
9 Extrêment plus important (7/2, 4, 9/2) (2/9, 1/4, 2/7)
Le principe de la méthode FAHP : comme pour la méthode classique AHP, on commence
par construire la matrice de jugement flou. L’unique différence réside dans le fait que la matrice
A˜ est construite avec des nombres flous qui sont fournis à travers des comparaisons par paire
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2.2.6 Les algorithmes de pondération
entre les critères. La forme générale de la matrice de décision floue A˜ est définie sous la forme
suivante :
A˜ = (a˜ij)n×n =

(1, 1, 1) (l12,m12, u12) . . . . . . (l12,m12, u12)
(l21,m21, u21) (1, 1, 1) . . . . . . (l2n,m2n, u2n)
... ... ... . . . ...
(ln1,mn1, un1) (ln2,mn2, un2) . . . . . . (1, 1, 1)
 (2.20)
Avec a˜ij est un nombre flou triangulaire et a˜ji = [a˜ij]−1 = (lij,mij, uij)−1 = ( 1lij ,
1
mij
, 1
uij
)
Plusieurs méthodes sont proposées pour calculer le poids final relatif à chaque critère. Parmi
ces méthodes, l’intervalle synthétique flou (Fuzzy Extent Analysis) proposé par Chang (1996)
[96] qui reste le plus utilisé. Pour chaque critère i, l’intervalle synthétique flou S˜i se calcule
selon la formule suivante :
S˜i =
n∑
j=1
a˜ij ⊕
 n∑
i=1
n∑
j=1
a˜ij
−1 (2.21)
Les opérations arithmétiques des n intervalles synthétiques flous telles que l’addition et l’inverse
sont données respectivement par l’équation 2.22 et 2.23.
n∑
j=1
a˜ij = (
n∑
j=1
lij,
n∑
j=1
mij,
n∑
j=1
uij) (2.22)
 n∑
i=1
n∑
j=1
a˜ij
−1 = [ 1∑n
i=1
∑n
j=1 uij
,
1∑n
i=1
∑n
j=1mij
,
1∑n
i=1
∑n
j=1 lij
]
(2.23)
Le degré de possibilité V (V nombre réel) qu’un nombre flou S˜1 soit supérieur à un nombre
flou S˜2 est défini par :
V
(
S˜1 ≥ S˜2
)
= SUPx≥y
[
min
(
S˜1(x), S˜2(y)
)]
(2.24)
L’expression de l’équation 2.24 peut être écrite aussi de la manière suivante :
V
(
S˜1 ≥ S˜2
)
=

1 si m1 ≥ m2;
0 si l2 ≥ u1;
(l2−u1)
(m1−u1)−(m2−l2) sinon.
(2.25)
Pour comparer S˜1 et S˜2, les deux valeurs de V
(
S˜1 ≥ S˜2
)
et V
(
S˜2 ≥ S˜1
)
sont nécessaires.
Le degré de possibilité qu’un nombre flou S˜ soit supérieur à K nombre flou S˜i(i = 1, 2, ..., k)
est défini par :
V
(
S˜ ≥ S˜1, S˜2, ..., S˜k
)
= V
[
(S˜ ≥ S˜1)and...and(S˜ ≥ S˜k)
]
= minV
(
S˜ ≥ S˜i
)
, (2.26)
avec i = 1, 2, 3..., k
Ce degré de possibilité permet de connaître l’importance d’un critère i vis-à-vis de l’ensemble
des critères. Le poids d′i du critère i est alors donné par : d
′
i = minV
(
S˜i ≥ S˜k
)
et le vecteur
de poids est donné par w′ =
[
d
′
1, d
′
2, ..., d
′
n
]T
.
Finalement, après la phase de la normalisation, le vecteur de poids normalisé est donné par :
W = [d1, d2, ..., dn]
T avec di =
d
′
i∑n
j=1 d
′
i
(2.27)
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CHAPITRE 2. LA SELECTION DU RESEAU BASEE SUR LES
METHODES MADM : ETAT DE L’ART
Contexte de sélection de réseau basée sur FAHP : Malgré l’efficacité de l’approche floue
AHP, elle est moins utilisée que la méthode AHP dans le contexte de la sélection de réseau. Les
travaux existants dans la littérature qui se basent sur cette approche sont cités en [32], [65]
et [120].
Critique Similaire à l’approche AHP, la méthode floue AHP présente les mêmes limitations
que AHP excepté qu’elle est capable de faire l’association d’une échelle numérique à celle
sémantique d’une manière efficace.
2.6.2 La méthode ANP
2.6.2.1 Fondements de la méthode
Le processus d’analyse réseau (Analytic Network Process : ANP) est proposé par Saaty
pour généraliser la méthode AHP [118]. En effet, la méthode AHP nécessite que les éléments
de même niveau hiérarchique doivent être indépendants. Or, cette condition n’est pas toujours
satisfaite dans un problème MADM. Pour cette raison, la méthode ANP intervient pour prendre
en considération les deux types de dépendances : la dépendance intérieure et la dépendance
extérieure. La dépendance intérieure représente la relation de corrélation entre les élèments du
même niveau hiérachique. La dépendance extérieure se refére à la relation entre les élèments
de niveaux hiérarchiques différents [119].
Cependant, le problème de décision basé sur la méthode ANP est une structure réseau reflétant
les interactions entre les divers éléments de même niveau hiérarchique ou non. La procédure
pour utiliser la méthode ANP peut être résumée de la manière suivante :
1. Construire le modèle : un problème est décomposé en réseau dans lequel les noeuds cor-
respondent aux composants. Un composant permet de regrouper un ensemble d’éléments
qui peuvent agir l’un sur l’autre. En outre, un composant peut agir sur un autre compo-
sant. Les relations qui reflètent les interactions entre les éléments qui appartiennent au
même composant ou entre les composants eux mêmes, sont représentées par des arcs
orientés. La figure 2.3 illustre cette structure réseau de la méthode AHP.
Fig. 2.3 – Structure réseau de la méthode ANP [94]
2. Construire les matrices de décisions : cette étape consiste à construire des matrices
de comparaisons entre les composants et entre les élèments de chaque composant. La
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2.2.6 Les algorithmes de pondération
manière de construction de ces matrices est identique à celle de la deuxième étape de
la méthode AHP.
3. Contruire la matrice de décision normalisée : est identique à celle de la troisième étape
de la méthode AHP.
4. Déterminer l’importance relative de chaque élément : on applique le même principe que
la quatrième étape de l’approche AHP.
5. Vérifier la cohérence des jugements : on reprend la même procédure de la cinquième
étape de la méthode AHP.
6. Construire la matrice de décision globale : cette matrice est appelée aussi super-matrice
(super-matrix), elle permet de calculer les poids pour toutes les alternatives. La super-
matrice est une matrice en blocs dont chaque élément représente une matrice d’inter-
dépendance entre deux clusters ou entre les éléments du même cluster. L’équation 2.28
représente une super-matrice S d’un système composé de m clusters C1, C2, ..., Cm.
Chaque cluster Ck contient nk éléments qui sont notés ek1, ek2, ..., eknk . La matrice bloc
Sij contient une colonne de poids prioritaires qui représente l’impact de l’ensemble des
éléments dans le cluster Ci sur chacun des éléments du cluster Cj.
S =

S11 S12 . . . . . . S1m
S21 S22 . . . . . . S2m
... ... ... . . . ...
Sn1 Sn2 . . . . . . Snm
 et Sij =

ei1(j1) ei1(j2) . . . . . . ei1(jnj)
ei2(j1) ei2(j1) . . . . . . ei2(jnj)... ... ... . . . ...
eini(j1) eini(j1) . . . . . . eini(jnj)
 (2.28)
2.6.2.2 Contexte de sélection de réseau basée sur ANP
La plupart des approches proposées pour la sélection du réseau sont basées sur la mé-
thode AHP dans la phase de pondération des paramètres. Peu de travaux utilisent la méthode
ANP pour assigner des poids aux différents critères. Dans [72] et [94], les auteurs ont pro-
posé un algorithme de la sélection réseau qui combine deux méthodes ANP et RTOPSIS. La
méthode ANP est appliquée pour trouver les poids pour chaque critère. De plus, la méthode
RTOPSIS [24] est aussi une méthode de la classe MADM qui représente une variante de la
méthode classique TOPSIS. La méthode RTOPSIS permet de classer les alternatives réseaux.
Son principe de fonctionnement est le même que TOPSIS. La seule différence entre les deux
méthodes est que le calcul de la distance de similarité, donné par les deux équations 2.37 et
2.38 est modifié en utilisant une nouvelle équation définie comme suit :
S+i =
√√√√ m∑
j=1
(V +j − vij)2
wj
; i = 1, ..., n, (2.29)
et
S−i =
√√√√ m∑
j=1
(vij − V −j )2
wj
; i = 1, ..., n. (2.30)
2.6.2.3 Critiques
La méthode ANP a l’avantage de remédier au problème de la méthode AHP en tenant
compte de la dépendence entre les éléments de même niveau hiérachique. Par contre, elle
présente les mêmes problèmes que la méthode AHP.
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2.6.2.4 La méthode ANP floue (Fuzzy ANP)
Similaire à la méthode AHP, l’approche ANP fournit aussi des valeurs imprécises concer-
nant les poids relatifs à chaque alternatif. Cette imprécision est due aux jugements du décideur
sur les préférences entre les alternatifs réseaux. Pour éviter ce problème, la logique floue est
combinée avec la méthode ANP pour élaborer une extension qu’on appelle ANP floue. Le
principe du fonctionnement de la méthode ANP floue est identique à celle de la méthode AHP
floue.
Jusqu’au moment de la rédaction de notre mémoire, il n’y a pas de travail qui repose sur
la méthode floue ANP pour pondérer les critères dans le cadre de handover vertical. Le seul
travail qui existe actullement dans la littérature est celui que nous avons publié dans [79].
2.7 Les algorithmes de classement (ranking)
Cette section présente les différents algorithmes de classement qui peuvent être utilisés
comme le noyau de la sélection de réseau. Nous avons discuté lors du premier chapitre que
dans un environnement réseau sans fil hétérogène, l’utilisteur désire rester en connexion à tout
moment et n’importe où. Afin de garantir la continuité et la qualité de service lors du tranfert
d’une commnunication, la conception et la modélisation d’une solution intelligente pour la
décision de handover vertical est exigée. Cette solution permet aux utilisateurs de sélectionner
le réseau optimal tout en assurant le principe ABC.
Plusieurs algorithmes, basés sur l’approche MADM comme SAW, MEW, TOPSIS, GRA, VI-
KOR, DIA, et ELECTRE ont été proposés pour résoudre le problème de la sélection du réseau.
Ces algorithmes sont appliqués essentillement pour classer les alternatives réseaux.
Dans le reste de cette section, nous présentons une description détaillée des principales étapes
de chaque approche MADM telles que SAW, MEW, TOPSIS et GRA. En parallèle, nous
présentons l’état de l’art des algorithmes de handover vertical qui sont basés sur ces quatre
méthodes MADM.
2.7.1 TOPSIS
2.7.1.1 Fondements de la méthode
TOPSIS est l’une des méthodes classiques de résolution de certains problèmes de déci-
sion multiattributs MADM, proposée pour la première fois par Hwang et Yoon en 1981 [53].
Son principe consiste à choisir une solution qui se rapproche le plus de la solution idéale et de
s’éloigner le plus possible de la solution pire. La solution idéale correspond à une alternative
dont les valeurs de performances de chaque critère sont les meilleures par rapport à n’importe
quelle autre alternative. Par contre, la pire des solutions représente une alternative dont les
critères détiennent les pires valeurs de performances.
En effet, la méthode calcule la distance euclidienne entre chaque alternative et les deux solu-
tions l’idéale et la pire. La solution choisie par TOPSIS doit avoir la distance la plus courte
de la solution idéale et la distance la plus longue de la solution pire [159]. Les étapes de la
méthode TOPSIS se présentent comme suit :
1. Construire la matrice de décision : dans cette étape, la construction de la matrice de
décision se fait de la même façon que l’équation 2.1.
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2.2.7 Les algorithmes de classement (ranking)
2. Normaliser la matrice de décision : chaque élément rij est calculé en utilisant la norma-
lisation euclidienne [20] comme suit :
rij =
dij√∑n
i=1 dij
2
, i = 1, ..., n, j = 1, ...,m. (2.31)
3. Pondérer la matrice de décision normalisée : le calcul de la matrice pondérée se base sur
l’équation 2.4.
4. Déterminer la solution idéale positive A+ et la solution idéale négative A− :
A+ = [V +1 , ..., V
+
m ] et A
− = [V −1 , ..., V
−
m ], (2.32)
– Pour un critère de bénéfice :
V +i = max{vij, j = 1, ..., n} (2.33)
V −i = min{vij, j = 1, ..., n} (2.34)
– Pour un critère de coût :
V +i = min{vij, j = 1, ..., n} (2.35)
V −i = max{vij, j = 1, ..., n} (2.36)
5. Calculer la distance de similarité : cette étape consiste à calculer les distances entre
chaque alternative et A∗ et A−. Les distances sont calculées comme suit :
S+i =
√√√√ m∑
j=1
(V +j − vij)2 ; i = 1, ..., n, (2.37)
et
S−i =
√√√√ m∑
j=1
(vij − V −j )2 ; i = 1, ..., n. (2.38)
6. Calculer le coefficient de mesure du rapprochement au profil idéal :
C∗i =
S−i
(S+i + S
−
i )
; i = 1, ..., n. (2.39)
7. Classement : cette étape consiste à ranger les alternatives en fonction des valeurs dé-
croissantes de C∗i .
2.7.1.2 Sélection de réseau basée sur TOPSIS
L’une des raisons de la popularité de la méthode TOPSIS, dans le contexte de la sé-
lection du résau, est qu’elle nécessite un nombre limité de critères subjectifs de la part du
décideur. Effectivement, la subjectivité des critères se manifeste à travers des poids attribués
par les décideurs. Dans ce cadre de nombreuses stratégies de handover basées sur cette mé-
thode ont été proposées dans la littérature [123], [122], [126] et [31].
La même stratégie de la sélection du réseau a été fournie par les auteurs Aggeliki et al. dans
[123] et [122]. Elle est basée sur la méthode TOPSIS qui est introduite pour classer les ré-
seaux disponibles. De plus, dans cette stratégie, la méthode AHP est utilisée pour attribuer
des poids aux critères. La différence entre ces deux travaux réside uniquement dans la partie
simulation pour évaluer la performance de la méthode TOPSIS. Dans [123], l’environnement
de simulation contient trois technologies WLAN, UMTS et WIFI. En plus, les critères de la
sélection utilisés sont : le débit, le délai, la gigue, la perte, le coût et la sécurité. Par contre,
dans [122], l’environnement hétérogène contient deux technologies WIFI et WIMAX. Pour les
critères considérés, on trouve la bande passante, le délai, la gigue et le coût de service.
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La stratégie proposée présente deux limitations. L’évaluation de la performance de la méthode
TOPSIS se focalise uniquement sur un paramètre : le choix du réseau cible. La deuxième
limitation est l’absence d’une comparaison de la stratégie basée sur la méthode TOPSIS avec
d’autres algorithmes de handover.
Dans [126], une nouvelle stratégie de la sélection du réseau appelée SEA-TOPSIS a été pro-
posée. La SEA-TOPSIS, comme son nom l’indique, combine quatre techniques : la puissance
du signal (SINR), la technique entropie pour pondérer les critères, la méthode AHP pour at-
tribuer des poids aux critères et finalement la technique TOPSIS pour classer les alternatives
réseaux. Cette dernière technique est considérée comme le noyau de la stratégie SEA-TOPSIS.
La matrice de décision exploitée par la méthode TOPSIS contient quatre paramètres : la bande
passante exigée par l’utilisateur, la bande passante disponible, le coût de service et la puissance
du signal.
L’évaluation des performances de cette stratégie est basée sur la simulation de quatre types
de trafic : arrière-plan, conversationnel, interactif, et streaming. Les résultats des simulations
montrent que la stratégie SEA-TOPSIS permet de fournir de meilleures performances selon
les caractéristiques de chaque type de traffic.
Dans [31], les auteurs Souvar et al. ont proposé une nouvelle architecture pour le moteur de
décision du handover vertical dans le cas des communications véhiculaires. Dans ce moteur de
décision, l’algorithme TOPSIS est un composant important qui permet de déterminer le réseau
optimal parmi trois réseaux disponibles UMTS, WLAN et WIAMX. L’architecture fonctionnelle
de ce moteur est présentée dans la figure 2.4.
La performance de l’architecture proposée a été évaluée pour deux types de trafic : conversa-
tionnel et streaming en se basant sur les facteurs suivants : la charge du trafic réseau, la vitesse
de la station mobile, le débit, le coût de service et le délai initial. Les résultats des simulations
montrent que l’architecture proposée est très simple et nécessite un temps d’exécution plus
court que celui requis par les algorithmes de handover existants.
Fig. 2.4 – Architecture fonctionnelle pour Moteur VHO [31]
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2.7.1.3 Critiques
La méthode TOPSIS permet d’ordonner les actions. Son grand apport est l’introduction
des notions d’idéal et d’anti idéal. De plus, elle est facile à appliquer. Toutefois, certaines limites
caractérisent cette méthode à savoir :
• Les attributs doivent être de nature cardinale ;
• Le nombre de handovers est élevé ;
• Les hanovers inutiles sont élevés ;
• L’anomalie du classement (Rank Reversal) : c’est un phénomène qui caractérise la
majorité des méthodes MADM. Plus particulièrement, il présente l’inconvénient ma-
jeur de la méthode TOPSIS. Cette anomalie signifie que l’ordre du classement n’est
pas stable, il peut changer. Ce changement se produit losque de nouvelles alterna-
tives (respectivement des critères) sont ajoutées ou supprimées. Ce phénomène est
susceptible d’influencer l’efficacité de l’algorithme de décision dans le contexte du
handover vertical. Un exemple qui illustre cette anomalie est donné par la suite.
Exemple de l’anomalie du classement : on considère le contexte de la sélection de réseau
contenant quatre réseaux : #1, #2, #3 et #4 ainsi que quatre attributs : débit, coût, perte
et délai. On attribue la même valeur de poids 1 à chaque critère. Les attributs et leur valeurs
normalisées utilisées sont présentés dans le tableau 2.5.
Tab. 2.5 – La décision de sélection du réseau basée sur TOPSIS : itération 1
Réseau Débit Coût Perte Délai
C∗j Mbps norm Dh/MB norm per10
6 norm ms norm
#1 0.0991 3 0.4082 80 0.9562 100 0.9044 250 0.6804
#2 0.7631 4 0.5443 20 0.2390 20 0.1809 200 0.5443
#3 0.7473 2 0.2722 10 0.1195 15 0.1357 100 0.2722
#4 0.8081 5 0.6804 10 0.1195 40 0.3618 150 0.4082
L’ordre de classement de ces quatre alternatives est déterminé en calculant le coefficient de
mesure du rapprochement C∗i (défini par l’équation 2.39). Dans cet exemple, les deux réseaux
#1 et #4 représentent respectivement la mauvaise solution et la meilleure solution.
Maintenant, on suppose que l’alternative du réseau de plus petit score #1 ait été enlevé
de la liste des candidats (le réseau est déconnecté). La tableau 2.6 présente les nouvelles
valeurs normalisées des attributs ainsi que le nouveau score obtenu pour chaque alternative.
On remarque que l’ordre de classement des réseaux a été changé. Le réseau #3 devient la
meilleure solution et #2 devient la mauvaise solution. Donc, on conclut qu’après la suppression
de l’alternative #1 le meilleur réseau à été changé de #4 à #3, tandis que les valeurs des
attributs ne sont pas changées.
Tab. 2.6 – La décision de sélection du réseau basée sur TOPSIS : itération 2
Réseau Débit Coût Perte Délai
C∗j Mbps norm Dh/MB norm per10
6) norm ms norm
#2 0.4713 4 0.5963 20 0.8165 20 0.4240 200 0.7428
#3 0.6311 2 0.2981 10 0.4082 15 0.3180 100 0.3714
#4 0.5300 5 0.7454 10 0.4082 40 0.8480 150 0.5571
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2.7.2 GRA
2.7.2.1 Fondements de la méthode
La méthode d’analyse relationnelle Grey (Grey Relational Analysis : GRA) est aussi une
stratégie de la classe MADM [173], qui repose sur la théorie du sytème Grey [29]. La mesure
de performance d’un critère dans ce système est définie par un nombre de Grey. Ce dernier
est caractérisé par l’absence d’une valeur exacte pour la mesure, mais l’intervalle des valeurs
possibles est connu.
La méthode GRA consiste à calculer la distance de similarité GRC de chacune des alternatives
à la meilleure solution et de choisir la solution qui se rapproche de la meilleure alternative. Les
étapes de cette méthode se résument comme suit :
1. Construire la matrice de décision : on reprend la même étape de l’équation 2.1.
2. Normaliser la matrice de décision : chaque élément rij est calculé par la technique de
normalisation par le maximum [19] comme suit :
– Pour un critère de bénéfice, la valeur de rij est calculée par :
rij =
dij
dmaxj
, avec i = {1, ..., n}, j = {1, ...,m} (2.40)
Où dmaxj correspond à la valeur de la performance maximale de l’attribut Cj parmi
toutes les alternatives et dij représente la valeur actuelle de cet attribut.
– Pour un critère de coût, la valeur de rij est calculée par :
rij = 1− dij
dmaxj
, avec i = {1, ..., n}, j = {1, ...,m}. (2.41)
Où dmaxj correspond à la valeur de la performance minimale de l’attribut Cj parmi
toutes les alternatives et dij représente la valeur actuelle de cet attribut.
3. Pondérer la matrice de décision normalisée : dans cette étape, on applique le même
principe que l’équation 2.4
4. Déterminer la solution idéale R∗ :
R∗ = [R∗1, ..., R
∗
m] (2.42)
– Pour un critère de bénéfice :
R∗i = max{vij, j = 1, ...,m} (2.43)
– Pour un critère de coût :
R∗i = min{vij, j = 1, ...,m} (2.44)
5. Calculer le coefficient rationnel de grey (GRC) : ce coefficient décrit la distance de
similarité de chacune des alternatives à la solution idéale. La valeur du coefficient GRC
est définie comme suit :
GRCi =
1∑m
j=1 |vij −R∗j |+ 1
; i = 1, ..., n. (2.45)
6. Ranger les alternatives : les alternatives sont ordonnées en fonction des valeurs décrois-
santes de GRCi.
2.7.2.2 Sélection de réseau basée sur GRA
Dans la littérature, il existe plusieurs travaux consacrés à la sélection du réseau en
utilisant la méthode GRA [135], [134], [162], [42], [59], [39] et [97].
Les auteurs Quingyan et al. [135] [134], ont proposé un nouveau modèle pour résoudre le
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2.2.7 Les algorithmes de classement (ranking)
problème de la sélection du réseau. Ce modèle combine les deux approches AHP et GRA. La
méthode AHP se charge de l’évaluation des préférences d’utilisateur et aussi des paramètres
de QoS. La méthode GRA est utilisée pour classer les deux réseaux UMTS et WLAN.
Le modèle de la sélection réseau contient trois composants : l’unité de collection, l’unité de
traitement et l’unité de décision. Le schéma de ce modèle est illustré par la figure 2.6. Pour le
fonctionnement de ce modèle, lorsque le terminal mobile détecte un réseau disponible, l’unité
de collection intervient pour estimer les valeurs numériques concernant la performance du
réseau, la classe de service et les préférences de l’utilisateur. Le terminal mobile est supposé
toujours sous la couverture du réseau UMTS. La détection du réseau WLAN se produit quand
la puissance du signal reçu (RSS), par le terminal mobile, du réseau WILAN devient supérieure
au seuil du RSS (par exemple –80 dBm). Enuite, l’unité de traitement permet de calculer la
valeur de GRC de deux réseaux UMTS et WLAN. Finalement, l’unité de décision permet de
choisir le réseau qui possède la plus grande valeur de GRC comme le réseau le plus souhaitable
pour le terminal mobile. Dans le cas où la puissance du signal RSS reçu par le terminal mobile
du réseau WILAN est inférieure au seuil du RSS, le terminal mobile continue sa communication
dans le réseau UMTS. Pour cette raison, les valeurs de GRC attribuées aux WLAN et UMTS
sont respectivement 0 et 1.
Dans [162], les auteurs ont uilisé le même modèle proposé dans [135] pour pallier au problème
du handover entre le réseau WIMAX et le réseau TD-SCDMA. Ce dernier est une norme de
communication similaire à la technologie UMTS développée en Chine.
Les auteurs Godor et Detari [42] ont défini un mécanisme de la sélection du réseau similaire au
modèle proposé dans [135]. Ce mécanisme est décomposé aussi en trois blocs fonctionnels : la
collection de données, le traitement de données et la prise de décision. Les critères de handover
utilisés sont regroupés en trois catégories distinctes : les caractéristiques des services, les profils
utilisateurs, les caractéristiques de réseau. Les profils utilisateurs contiennent les exigence du
service en terme de QoS, le coût monétaire et le débit. Les caractéristiques des services
contiennent les classes de la qualité de service qui peuvent être fournies aux utilisateurs, le
niveau minimum de ressources nécessaires pour chaque service, et les exigences de service en
terme de délai , perte, etc. Les caractéristiques de réseau repésentent les paramètres de QoS lié
au réseau tels que : le débit, la gigue, la perte, et le délai. D’une part, la méthode GRA est un
composant important de ce mécanisme. Elle permet de déterminer le meilleur réseau disponible
dans un environment hétérogène qui contient deux réseaux GSM, deux réseux UMTS, un réseau
WIMAX et un réseau WLAN. D’autre part, la méthode AHP est introduite aussi pour pondérer
les différents critères.
D’autres solutions de la sélection réseau ont été inspirées du modèle défini dans [135] sont
présentées dans [59], [39] et [97]. Ces solutions sont basées aussi sur la méthode GRA
et et AHP. La seule différence entre elles réside dans le fait que chaque solution utilise son
propre environnement de simulation avec des critères différents. Dans [59] l’environnement de
simulation contient trois technologies réseaux 3G (TD-SCDMA), WLAN et 4G. Les paramètres
considérés dans la simulation sont : le coût, la bande passante totale, la bande passante
disponible, le taux d’utilisation, le délai, la gigue, et la perte. De plus, dans [39] l’environnement
de simulation contient trois technologies réseaux CDMA, WiBro et WLAN. Les critères de la
simulation sont : les quatre paramètres de QoS débit, délai, délai et la gigue et trois paramètres
relatifs à la consommation d’énergie : Tx, Rx et Idle. Enfin, dans [97] l’environnement de
simulation contient deux réseaux GPRS et WLAN. Les paramètres considérés dans la simulation
sont le délai, la gigue, la perte et le débit.
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Fig. 2.5 – Le modèle de la sélecion réseau basé sur GRA et AHP [135]
2.7.2.3 Critiques
La méthode GRA possède les mêmes avantages et les mêmes limites que la méthode
TOPSIS. En plus, cette méthode présente un manque de précision dans l’identification du
classement des alternatives. La précision est définie par la différence entre des valeurs de clas-
sement. Si cette différence est grande, elle permet d’identifier facilement l’ordre de classement
et de sélectionner facilement la meilleure alternative.
2.7.3 La méthode SAW
2.7.3.1 Fondements de la méthode
L’approhe somme pondérée (Simple Additive Weighting : SAW) est une méthode mul-
tiattributs [168] caractérisée par la simplicité de son principe et de son application. Cette
simplicité explique le nombre important de travaux scientifiques où la méthode SAW a été
appliquée avec succès. Cette méthode est basée sur une agrégation additive des critères par
sommation pondérée. La méthode SAW se présente comme suit :
1. Construire la matrice de décision : on reprend la même étape de l’équation 2.1 ;
2. Normaliser la matrice de décision : on reprend la même étape de l’équation 2.40 et 2.41 ;
3. Pondérer la matrice de décision normalisée : où on applique le même principe que l’équa-
tion 2.4 ;
4. Calculer le score global pour chaque alternative Ai comme suit :
Si =
m∑
j=1
vij avec i = 1, ..., n (2.46)
5. Choisir la meilleure alternative : le choix de la meilleure solution est défini par la formule
suivante :
SAW ∗ =
n
max
i=1
Si (2.47)
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2.7.3.2 Sélection de réseau basée sur SAW
Dans le contexte de la sélection du réseau, la méthode SAW est largement utilisée
pour classer les alternatives réseaux, grâce à sa simplicité et sa facilité d’implémentation
[147], [145], [146], [144] et [127]. Cette méthode intervient dans plusieurs travaux de
recherche consacrés à l’évaluation et l’analyse des performances des algorithmes de hando-
ver [149], [157], [92] et [34].
Tawil et al. [147] [145] [146] ont proposé une nouvelle stratégie distribuée de la décision de
handover basée sur une fonction d’estimation de QoS. La méthode SAW représente le noyau
de cette fonction d’estimation. Les critères de sélection considérés par la méthode SAW sont
les paramètres de QoS, le coût de service, la sécurité et la consommation d’énergie.
La stratégie de handover proposée permet de distribuer la prise de décision entre le terminal
mobile et tous ses réseaux accessibles. Chaque réseau calcule sa propre valeur concernant la
fonction d’estimation de QoS. Le terminal mobile choisit le réseau qui offre la plus grande
valeur de QoS comme réseau cible. Pour l’évaluation de performance de cette stratégie par
rapport à l’implémentation centralisée de handover, les résultats des simulations montrent que
cette stratégie permet de maximiser la bande passante et de réduire le temps de latence et
l’effet de ”ping pong“.
Pour assurer un ”seamless handover“, sans coupure, les auteurs Tawil et al. [144] ont défini
un algorithme tiers appelé TDVHD (Trusted Vertical HO Decision algorithm). Le TDVHD est
une extension de la stratégie distribuée de handover proposée par les mêmes auteurs dans les
références [147], [145] et [146]. La méthode SAW est appliquée d’une manière distribuée
pour calculer la valeur de la qualité de service de chaque réseau (NQV). Les paramètres consi-
dérés pour calculer la valeur de NQV sont : le temps de latence et le coût monétaire. Ensuite,
pour éviter l’effet de ping-pong, le mécanisme tiers est appliqué comme l’indique la figure 2.6.
Lorsque le terminal mobile reçoit la valeur NVQ de chaque réseau, il le compare avec son
niveau de tiers (LOT) pour décider d’exécuter le handover.
Une autre stratégie de la décision de handover appelée SASAW [127] est définie par les au-
teurs Sheng-mei et al. Cette stratégie combine l’effet SINR et la bande passante requise par
l’utilisateur, le coût de service et la bande passante disponible pour construire la matrice de
décision. La méthode AHP est introduite dans SASAW pour calculer le poids de chaque critère,
tandis que la méthode SAW, qui représente le noyau de cette stratégie, permet de classer les
alternatives réseaux. Les résultats de simulation montrent que la stratégie SASAW permet de
garantir de meilleures performances par rapport aux deux algorithmes similaires.
Enfin, les auteurs Filho et al. [28] ont proposé un nouveau mécanisme pour la décision de han-
dover basé sur la méthode SAW. L’implémentation de ce mécanisme a été faite en utilisant la
norme IEEE 802.21. L’environnement de simulation considéré pour évaluer la performance de
ce mécanisme est un environnement hétérogène qui contient trois réseaux, WIFI, WIMAX, et
un réseau cellulaire. Les critères de sélection utilisés dans chaque réseau sont la bande passante
et le coût de service. La méthode SAW exploite ces deux critères pour déterminer la meilleure
interface réseau disponible. Dans le but de valider le mécanisme de handover proposé, les au-
teurs ont comparé la performance de cette solution à une solution ordinaire de handover basée
sur la priorité de réseau [101]. Les résultats de l’expérimentation prouvent que le mécanisme
proposé assure un meilleur partage de charge entre les réseaux disponibles.
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Fig. 2.6 – Le schéma de TDVHD [144]
2.7.3.3 Critiques
Bien que la méthode SAW soit la plus simple à mettre en oeuvre parmi toutes les
méthodes MADM existantes, elle présente plusieurs inconvénients. Ces derniers sont divisés en
deux catégories : la première catégorie représente les limites communes à toutes les méthodes
MADM. Dans ce cadre, la méthode SAW possède les mêmes inconvénients que la méthode
GRA. La deuxième catégorie contient des invonvénients propres à la méthode SAW. La com-
pensation des mauvais critères par les critères performants est l’inconvénient majeur de cette
deuxième catégorie. Cette compensation permet de masquer les faiblesses d’un critère, ce qui
peut avoir des conséquences néfastes dans la phase de décision. Par exemple dans le cas du
problème de handover vertical, la méthode somme pondérée peut choisir un réseau qui ne
répond pas aux exigences d’utilisateur en terme de qualité de service.
Prenons un exemple pour illustrer ce fait. On considère le problème de sélection de réseau, qui
contient deux alternatives : réseau-1 et réseau-2 et trois critères : la bande passante disponible,
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2.2.7 Les algorithmes de classement (ranking)
le coût et le taux d’utilisation. On attribue la même valeur de poids 1 aux trois critères. Le
tableau 2.7 ci-dessous contient les caractéristiques des deux alternatives envisagées.
Tab. 2.7 – Tableau d’évaluation relatif au problème de sélection réseau
Actions Critères Coût Bande passante Taux d’utilisation
réseau-1 10 30 100
réseau-2 14 25 70
On applique la méthode somme pondérée pour classer les deux réseaux. Le résultat obtenu
est présenté dans le tableau 2.8. On remarque que la méthode somme pondérée sélectionne le
réseau-1 comme la meilleure interface réseau. Or, le réseau-1 ne représente pas le bon choix
vu qu’il n’y a plus des ressources disponibles dans ce réseau. le taux d’utilsation 100% signifie
que tous les appels seront rejetés.
Tab. 2.8 – Matrice d’évaluation des réseaux basée sur la méthode SAW
Actions Critères Coût Bande passante Taux d’utilisation Somme pondérée
réseau-1 1 1 0.7 2.7
réseau-2 0.714 0.833 1 2.5
2.7.4 La méthode MEW
2.7.4.1 Fondements de la méthode
La méthode produit pondéré (Multiplicative Exponent Weighting MEW) est une mé-
thode de la famille MADM [168], similaire à la méthode SAW. La différence majeure entre
les deux méthodes MEW et SAW est que l’opérateur de multiplication est utilisé au lieu de
l’addition pour l’agrégation des paramètres. La méthode MEW se présente en cinq étapes
comme suit :
1. Construire la matrice de décision : on reprend la même étape de l’équation 2.1.
2. Normaliser la matrice de décision : on reprend la même étape de l’équation 2.40 et 2.41
3. Pondérer la matrice de décision normalisée : le calcul de la matrice pondérée V (vij) est
obtenu en appliquant la formule suivante :
vij = r
Wj
ij avec
m∑
j=1
Wj = 1 (2.48)
4. Calculer le score global pour chaque alternative Ai comme suit :
Pi =
m∏
j=1
vij avec i = 1, ..., n (2.49)
5. Déterminer la meilleure alternative : le choix de la meilleure solution est défini par
l’équation suivante :
MEW ∗ =
n
max
i=1
Pi (2.50)
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2.7.4.2 Sélection de réseau basée sur MEW
Parmi les nombreuses méthodes MADM proposées dans la littérature, la méthode MEW
est probablement la moins utilisée comme noyau des stratégies consacrées à l’optimisation et
l’amélioration du processus du handover vertical [128] [165]. En revanche, cette méthode est
largement utilisée dans la majorité des travaux relatifs à la comparaison et à l’évaluation des
performances des algorithmes MADM [149], [157], [92] et [34].
Les auteurs Liu shengmei et al. [128] ont proposé un algorithme de la décision de hando-
ver vertical appelé SLE-MEW. La puissance de signal (SINR) est considérée comme étant
un critère important dans cet algorithme. Ce paramètre est combiné avec le coût de service
et la bande passante disponible pour construire la matrice de décision. De plus, l’approche
SLE-MEW introduit deux méthodes de pondération les moindres carrés (least square :LS) et
l’entropie. La méthode des moindres carrés permet la détermination subjective des poids re-
latifs à chaque critère. Tandis que la méthode entropie permet de pondérer les critères d’une
manière objective. Finalement, la méthode MEW utilise la matrice de décision et les vecteurs
de poids pour déterminer le meilleur réseau en terme de QoS.
Quatre classes de trafic sont prises en compte dans l’évaluation des performances de l’algo-
rithme SLE-MEW avec deux autres algorithmes CSVH [128] et MASVH [128]. Les résultats
de la simulation ont montré que l’algorithme proposé permet de minimiser le coût, le nombre
de handovers et la probabilité de suppression des appels et de maximiser le débit par rapport
aux deux autres algorithmes CSVH et MASVH.
Les auteurs Yang et al. [165] ont proposé un algorithme de la décision de handover basé sur la
norme IEEE 802.21, entre deux technologies différentes WIFI et WIMAX. L’algorithme utilise
la méthode AHP pour calculer le poids de différents paramètres et utilise la méthode MEW
pour calculer le score relatif à la qualité de service de chaque réseau. Trois classes de trafic
sont considérées dans la simulation : la voix, la vidéo, le service en arrière plan. Pour chaque
type de trafic, les auteurs ont utilisé quatre critères : le coût de service, la bande passante,
le délai, le taux de perte et la gigue. Pour l’évaluation de performance, cet algorithme a été
comparé à l’approche classique de décision qui se base uniquement sur la puissance de signal
RSS. Les résultats des simulations montrent que l’algorithme de handover proposé permet
d’améliorer le temps de latence et de réduire le taux de blocage d’un nouvel appel par rapport
à l’approche classique RSS.
2.7.4.3 Critiques
La méthode MEW présente les mêmes avantages et inconvénients que la méthode
SAW. Une autre critique peut porter sur cette méthode, c’est qu’elle pénalise les alternatives
qui possèdent de mauvaises valeurs pour leurs attributs. Pour illustrer cet inconvénient, on
reprend le même exemple donné dans le tableau 2.7. Le résultat du classement, lorsqu’on
applique l’approche MEW, est donné dans le tableau 2.9.
Tab. 2.9 – Matrice d’évaluation des réseaux basée sur la méthode MEW
Actions Critères Coût Bande passante Taux d’utilisation Produit pondéré
réseau-1 1 1 0.7 0.700
réseau-2 0.714 0.833 1 0.595
Le tableau 2.9, montre que la méthode produit pondérée sélectionne le réseau-1 comme la
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2.2.8 Evaluation des performances des algorithmes de handover
basés sur l’approche MADM
meilleure interface réseau. Or, le réseau-1 ne représente pas le bon choix vu qu’il n’y a plus de
ressources disponibles dans ce réseau. Le taux d’utilisation 100% signifie que tous les appels
seront rejetés.
D’ailleurs, on remarque que l’approche MEW peut se mettre sous la forme SAW, il suffit pour
cela de poser P ′i = log(Pi), on obtient alors :
P ′i =
m∑
j=1
log(vij) (2.51)
Où Pi est la valeur obtenue à partir de l’équation (2.49).
2.8 Evaluation des performances des algorithmes de han-
dover basés sur l’approche MADM
2.8.1 Evaluation et comparaison des algorithmes MADM
Le problème de la sélection de réseau basé sur l’approche MADM est considéré comme
un problème NP-complet [40] en raison des quatre facteurs suivants :
1. Diversité des algorithmes de classement qui peuvent être appliqués tels que : TOPSIS,
GRA, SAW, etc ;
2. Diversité des algorithmes de pondération qu’on peut utiliser pour associer un degré
d’importance pour chaque critère tels que AHP, ANP, AHP floue, etc ;
3. Plusieurs critères qui peuvent être considérés par l’algorithme de décision de handover ;
4. Une multitude de techniques de normalisation qui peuvent être utilisées pour normaliser
les critères.
Chaque combinaison de ces quatre facteurs représente une solution pour le problème du han-
dover vertical. La question qui se pose par la suite est : quelle est la meilleure combinaison
possible qu’il faille choisir en vue de résoudre le problème de la sélection du réseau ?. Afin de
répondre à cette question, plusieurs modèles de simulation tels que [136] [17] [22] et [104]
ont été proposés et développés. Ces modèles permettent de mieux comprendre l’implication
de différents algorithmes de handover. Cependant, il n’y a aucun modèle qui implémente ces
différentes stratégies du handover pour comparer leurs performances. Donc ces travaux de
recherche ne permettent pas d’identifier la solution du handover qui peut être considérée fa-
vorable par rapport à une autre solution. L’évaluation de performances a été réalisée, soit avec
des modèles analytiques, soit avec la simulation, soit sur des plate-formes de test.
La solution du problème a été fondée sur un ensemble des méthodologies d’évaluation clas-
siques ou des modèles analytiques. Les méthodologies classiques [149], [157], [139] et [99]
permettent de comparer la performance de différents algorithmes de handover en utilisant un
simulateur ou une plateforme de test. Parmi les simulateurs existants, nous citons : NS-2,
NS-3, OPNET, MATLAB, etc. Les plate-formes de test proposées dans la littérature sont
Short Scale et Medium Scale. Les autres outils de simulation proposés dans le contexte du
handover ainsi que leurs pourcentages d’utilisation, y compris les références de travaux qui ont
utilisés chacun des outils sont présentés dans [14]. Les parmètres d’évaluation de handover
qui peuvent être considérés sont détaillés dans le chapitre 1. D’autre part, les méthodologies
analytiques [92] [35] [34] représentent des modèles mathématiques développés pour d’évaluer
la performance des algorithmes.
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Par ailleurs, l’évaluation de différentes stratégies de handover qui utilisent l’approche MADM
ou autre stratégie, est devenue obligatoire pour identifier l’algorithme de la sélection du réseau
optimal qui permet aux utilisateurs mobiles de choisir le meilleur réseau d’accès disponible.
Dans ce cadre, Alexander et al. [35] présentent un aperçu sur l’ensemble des travaux qui sont
publiés pour évaluer la performance de tous les algorithmes du handover vertical. Dans cette
thèse, nous nous focalisons sur les travaux d’évaluation des performances de différents algo-
rithmes de handover basés sur l’approche MADM.
Dans le but de mettre en oeuvre les limitations des algorithmes de handover basés sur MADM,
les auteurs Phuoc et al. [149] ont présenté une comparaison de performances entre trois algo-
rithmes TOPSIS, SAW et MEW. Selon cette étude, l’anomalie de classement est l’inconvénient
majeur de la méthode TOPSIS. Les deux méthodes SAW et MEW montrent un manque de
précision dans l’identification du classement des alternatives réseaux. Ce problème d’identifica-
tion du classement peut être provoqué lorsque les valeurs des attributs de chaque alternative
sont proches, et par la suite les scores globaux calculés par la méthode SAW ou MEW sont
presque les mêmes.
Dans [157], les auteurs ont proposédes simulations extensives pour démontrer la faisabilité de
l’approche MADM pour la modélisation de la sélection du réseau, ainsi que son résultat per-
tinent à propos de choix du réseau optimal. Différents scénarios de simulation sont proposés
pour évaluer la performance de cinq algorithmes de handover qui sont SAW, MEW, TOPSIS,
GRA et ELECTRE. Les types de trafics considérés pour chaque algorithme sont : arrière-plan,
conversationnel, interactif et streaming. L’environnement de simulation contient quatre caté-
gories de réseaux : WPAN, WLAN, WMAN et WWAN. Les résultats de simulations montrent
que le meilleur réseau sélectionné par les deux algorithmes SAW et MEW correspond à un ré-
seau dont la valeur de l’attribut est le minimum parmi tous les réseaux disponibles. Par contre,
les deux méthodes TOPSIS et GRA permettent de déterminer le meilleur réseau caractérisé
par un attribut dont la valeur est la plus grande entre toutes les alternatives. De plus, tous les
algorithmes ne permettent pas de déterminer le même réseau optimal, mais généralement, ils
sélectionnent un réseau raisonnable qui peut satisfaire les exigences de l’utilisateur.
Plus récemment, les auteurs Ismail et Byeong-hee [60] ont réalisé une étude de performance
de cinq approches de handover qui sont TOPSIS, SAW, Maximin, ELECTRE et AHP. Ces
approches sont couplées avec la logique floue pour éliminer l’ambiguïté causée par différents
critères imprécis et pour les convertir en données précises.
Une autre comparaison de performances des différents algorithmes MADM a été proposée par
les auteurs Stevens et al. dans différentes références [139], [99] et [138]. Dans la référence
[139], l’analyse de la performance est basée sur l’évaluation de quatre types de trafics : arrière-
plan, conversationnel, interactif et streaming pour chaque algorithme de handover. Les critères
utilisés dans la simulation sont : le débit, le délai, la gigue et la perte. De plus, la méthode
AHP est appliquée pour l’affectation de poids pour ces quatres critères. Les résultats d’éva-
luation ont montré que, d’une part les trois algorithmes SAW, MEW et TOPSIS fournissent
les même résultats pour l’ensemble de types de trafic. D’autre part, pour les deux types de
services arrière-plan et interactif, la méthode GRA permet d’assuer une bande passante légère-
ment élevée et de minimiser le délai. Les résultats de simulation montrent aussi que les quatre
algorithmes de handover dépendent de poids relatif à chaque critère.
Une autre analyse comparative de ces quatres algorithmes SAW, MEW, TOPSIS et GRA avec
trois autres méthodes MADM telles que ELECTRE [13], VIKOR [137] et WMC [160] a été
proposée dans [99]. L’environnement de simulation de ces sept méthodes MADM contient trois
réseaux hétérogénes WLAN, UMTS et WIMAX. La simulation prend en considération deux
types d’applications : la transmission de la voix et la transmission de données. Les critères
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2.2.8 Evaluation des performances des algorithmes de handover
basés sur l’approche MADM
de décision qui interviennent dans la décision sont : la bande passante disponible, la bande
passante totale, le délai, la gigue, le taux de perte et le coût de service. Les résultats de cette
comparaison montrent que les trois approches TOPSIS, SAW et VIKOR sont plus adéquates
pour la transmission de la voix, tandis que les deux méthodes MEW et GRA sont plus favo-
rables pour la transmission de données.
L’extension de cette évaluation a été proposée par les mêmes auteurs Stevens et al. [138]. Cette
extension fournit une analyse comparative vaste entre les sept stratégies de handover vertical
qui sont utilisées pour trois types d’applications telles que la voix, le transfert de données et
l’application avec contraintes de coût. Le tableau 2.10 compare les performances de toutes les
approches. On peut remarquer que les deux stratégies MEW et VIKOR offrent une meilleure
décision, tandis que les deux algorithmes SAW et GRA fournissent une meilleure complexité.
L’évaluation de performances de ces travaux a été réalisée avec le simulateur MATLAB.
Tab. 2.10 – Étude comparative de différents algorithmes basés sur MADM [138]
Algorithme de handover Voice Data Cost Flops
SAW Satisfactory Satisfactory Best Best
MEW Low Best Best Satisfactory
TOPSIS Satisfactory Satisfactory Best Satisfactory
GRA Low Low Low Best
VIKOR Best Satisfactory Best Satisfactory
ELECTRE Low Satisfactory Satisfactory Low
WMC Low Low Best Low
Les auteurs Bonnin et al. [92] ont conçu et développé une nouvelle méthodologie d’évaluation
des algorithmes de handover. Cette méthodologie est basée sur une plate-forme qui permet de
simuler des scénarios réels dans le but d’évaluer la performance des algorithmes. En plus, la
méthodologie proposée prend en compte les préférences d’utilisateur, les exigences des appli-
cations, le contexte d’information relatif au terminal mobile et les contraintes de l’opérateur.
Cette méthodologie a été implémentée pour comparer la performance de cinq algorithmes de
handover vertical : SAW, MEW, TOPSIS, GRA, et UA (Abique’s Algorithm). Pour chaque
algorithme du handover, la méthode AHP est utilisée pour obtenir des poids relatifs à chaque
critère. Les deux types de trafic considérés dans cette simulation : sont le flux conversationnel
et le flux streaming. Les paramètres de décision associés à chaque type de trafic sont : la bande
passante disponible, le taux de perte, le délai, la sécurité, et le coût monétaire.
Un autre modèle efficace pour l’évaluation de performance a été proposé par les auteurs
Alexander et al. [35] et [34]. Ce nouveau modèle [35] s’appuie de manière fondamentale
sur l’approche MADM et l’analyse de la criticité (criticality analysis). Ce modèle consiste à
mesurer les valeurs de trois paramètres pour chaque algorithme. Ces paramèters d’évaluation
sont le nombre de handover, le délai et la complexité. Ensuite, le modèle d’évaluation calcule
l’indice de l’analyse de criticité. L’agorithme du handover qui possède la plus grande valeur
de cet indice est considéré comme le meilleur. Une extension de ce travail a été proposée
par les mêmes auteurs dans la référence [34]. Dans cette extension, le même modèle a été
utilisé pour évaluer la performance de cinq algorithmes de handover SAW, MEW, TOPSIS,
ELECTRE, et VIKOR. Pour chaque algorithme de handover, le modèle introduit cinq critères
de décision qui sont : la bande passante disponible, le délai, la gigue, et le coût. Le résulat
de cette analyse montre que la méthode MEW offre la meilleure performance par rapport aux
autres algorithmes.
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2.8.2 Bilan
Le mécanisme du handover vertical vise à maintenir une continuité de la qualité de
service lorsque l’utilisateur se déplace dans un environnement hétérogène. Pour assurer l’effi-
cacité et l’efficience de ce mécanisme, le choix du meilleur algorithme de décision qu’il faut
implémenter dans ce processus est devenu nécessaire. Cependant, vu la diversité des algo-
rithmes de décision basés sur l’approche MADM, ce choix est un défi à relever. D’ailleurs,
il n’y a aucun algorithme de handover favorable par rapport à un autre algorithme. Tous les
algorithmes proposés dans la littérature présentent des limitations.
Pour nous focaliser sur les algorithmes du handover les plus répandus, nous avons réalisé une
statistique sur l’ensemble des travaux existants dans la littérature. Le tableau 2.11 présente un
aperçu sur les différents algorithmes MADM existants ainsi que leurs pourcentages d’utilisation
dans le contexte du handover. En tenant compte de toutes les méthodes de pondération, nous
remarquons que les deux algorithmes de classement TOPSIS et GRA sont les plus utilisés dans
la littérature, 40.54% des références pour l’algorithme TOPSIS et 24.32% pour la méthode
GRA. De plus, nous observons également que 21.62% des propositions combinent les deux
méthodes TOPSIS et GRA avec la méthode AHP. Finalement, l’approche AHP, représente la
méthode la plus utilisée pour l’affectation du poids pour chaque critère. Cette méthode a été
utilisée presque à 75.68% dans la littérature.
Comme conclusion de cette analyse, les trois méthodes TOPSIS, GRA et AHP sont largement
utilisées dans la littérature comme noyau de l’algorithme de décision.
Tab. 2.11 – Bilan sur les différents algorithmes du handover basés sur l’approche MADM
Bilan Algorithmes de pondération Algorithmes de classement
Références % AHP ANP FAHP FANP SAW MEW TOPSIS GRA ELECTRE
[127] [28] [147]
[157] [99] [139]
16.22 √ √
[165] [157] [99]
[139]
10.81 √ √
[122] [123] [126]
[157] [99] [139]
[31] [79]
21.61 √ √
[135] [134] [59]
[157] [99] [139]
[39] [97]
21.62 √ √
[99] [157] 5.41 √ √
[94] [72] [79] 8.11 √ √
[32] 2.70 √ √
[65] [120] [79] 8.11 √ √
[120] 2.70 √ √
[79] 2.70 √ √
Total 100% 75.68 8.11 13.51 2.70 16.22 10.81 40.54 24.32 8.11
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2.2.9 Conclusion
2.9 Conclusion
Dans ce chapitre nous avons présenté une revue de la littérature des travaux de re-
cherches consacrés aux problèmes de sélection de réseau en utilisant l’approche MADM. Nous
avons décrit les différentes techniques de normalisation. Puis, nous avons également fourni
les différents algorithmes de pondération proposés dans la littérature. Ensuite, nous avons
exploré les principaux algorithmes de classement basés sur l’approche MADM. Enfin, nous
avons présenté les différents modèles d’évaluation de performance proposés ainsi qu’une étude
comparative entre les algorithmes de handover existants.
A l’issue de cette évaluation et de cette comparaison de solutions de handover basées sur
l’approche MADM, nous tirons les conclusions suivantes :
• Tous les algorithmes de handover basés sur l’approche MADM présentent des limita-
tions telles que anomalie de classement, nombre de handover élevé handover inutile
etc.
• L’algorithme de pondération utilisé pour l’affectation de poids influence la perfor-
mance de l’algorithme de décision.
• Absence d’une évaluation de performance de techniques de pondération pour iden-
tifier le meilleur algorithme qu’il faut appliquer pour calculer le poids de chaque
attribut ;
• Les modèles d’évaluation de performance proposés dans la littérature ne prennent
pas en considération les différents paramètres d’évaluation ;
• L’optimisation ou la proposition d’un nouveau modèle mathématique pour l’évalua-
tion de performance est un défi à relever dans notre thèse ;
• L’identification du meilleur algorithme de classement à implémenter dans le processus
du handover reste un sujet ouvert de recherche.
Le chapitre suivant présente nos différentes solutions qui contribuent à l’optimisation de la
sélection de réseau. Cette optimisation se focalise sur deux points essentiels. Le premier est
de réduire le phénomène de l’anomalie de classement. Le deuxième consiste à minimiser le
nombre de handoffs.
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CHAPITRE 3
UNE NOUVELLE ARCHITECTURE
POUR LA SELECTION DE RESEAU
3.1 Introduction
Au terme du chapitre précédent, nous avons identifié l’anomalie du classement comme
l’inconvénient majeur qui influence la performance des algorithmes de la sélection du réseau.
Dans ce chapitre, nous proposons trois contributions à même de remédier à cet inconvénient.
Le premier objectif est de déterminer les facteurs qui provoquent l’anomalie de classement.
Pour cela, la première partie présente l’état de l’art de l’ensemble des solutions proposées
pour surmonter l’anomalie de classement. Une étude analytique de ces solutions nous a permis
d’aboutir aux différents facteurs qui impliquent cette anomalie.
La deuxième partie de ce chapitre est consacrée à notre première contribution. Cette der-
nière est une technique améliorée basée sur la méthode TOPSIS et la méthode AHP. Cette
technique est appelée E-TOPSIS (Enhanced TOPSIS), elle introduit deux poids λ1 et λ2 qui
désignent respectivement les degrés d’importance relatifs aux solutions idéale et anti-idéale
(pire). D’abord, la méthode AHP est utilisée pour pondérer les différents critères. Ensuite,
notre technique E-TOPSIS est appliquée pour classer les alternatives réseaux.
Notre deuxième contribution est donnée dans la troisième partie de ce chapitre. Il s’agit d’un
algorithme hybride appelé H-TOPSIS. Cet algorithme repose sur deux méthodes MADM qui
sont AHP floue et TOPSIS. La première méthode est utilisée pour l’élicitation de poids et la
deuxième méthode est appliquée pour classer les alternatives réseaux. L’idée de base de notre
algorithme H-TOPSIS consiste à introduire un nouveau critère appelé historique de perfor-
mance. Ce dernier permet de mémoriser la performance de chaque interface réseau accessible
pour le terminal mobile et par conséquent, réduire l’anomalie de classement en choisissant
l’interface réseau la plus favorable.
Dans la quatrième partie de ce chapitre, nous présentons une nouvelle stratégie pour la sélec-
tion du réseau appelée FADM (Fuzzy AHP Combined with Distance of Mahalanobis) dans le
but de contourner les limites des algorithmes classiques basés sur l’approche MADM. Cette
troisième contribution propose deux modules : le premier est un système de pondération ap-
pliqué pour calculer le poids pour chaque critère, tandis que le second module est un nouvel
algorithme de classement qui repose sur la distance de Mahalanobis pour ranger les alterna-
tives réseaux.
66
Op
tim
isa
tio
n
et
év
alu
at
ion
de
sp
er
fo
rm
an
ce
sd
es
co
m
m
un
ica
tio
ns
m
ob
ile
sd
an
su
n
en
vir
on
ne
m
en
tr
és
ea
ux
m
ul
ti-
ac
cè
s
3.3.2 Le problème d’anomalie de classement
Finalement, afin d’évaluer la performance de chaque contribution que nous proposons dans ce
chapitre, nous présentons et analysons les résultats obtenus par les simulations. Nous compa-
rons également leur efficacité par rapport aux algorithmes classiques de la sélection du réseau.
La dernière partie de ce chapitre présente une conclusion et des perspectives d’investigation
pour de futurs travaux.
3.2 Le problème d’anomalie de classement
Bien que les deux algorithmes de classement TOPSIS et GRA aient été largement utili-
sés dans le contexte de la sélection du réseau, ils sont loin d’être efficaces vu qu’ils présentent
des limitations. Parmi ces contraintes nous citons le nombre de handovers qui reste élevé et
l’inconvénient de l’anomalie du classement (voir la section 2.7.1.3). Plusieurs travaux ont été
développés et proposés afin de rendre autant que possible efficaces les approches du handover.
Pour l’approche TOPSIS, nous citons [10], [150], [30] et [21]. Quant à l’approche GRA, nous
mentionnons [11] et [52].
Les auteurs Bari et al. [10], ont fourni une approche efficace pour résoudre le problème de
l’anomalie du classement. Cette approche consiste à appliquer la méthode TOPSIS d’une ma-
nière itérative jusqu’à avoir un seul réseau candidat. Ce réseau représente l’interface optimale
qu’il faut utiliser pour le terminal mobile. Le principe de cette solution est illustré par la fi-
gure 3.1. Cependant, l’inconvénient de cette solution réside dans le temps d’exécution requis
pour choisir le meilleur réseau. Par exemple, si nous avons n réseaux d’accès disponibles, nous
devons répéter l’approche “Iterative TOPSIS“ n-1 fois jusqu’à ce que la meilleure interface
réseau soit obtenue.
Fig. 3.1 – Décision du handover basée sur l’approche itérative de méthode TOPSIS [10]
De plus, les auteurs Tran et al. [150] ont présenté un algorithme de handover vertical appelé
DIA. Cet algorithme est une variante de la méthode TOPSIS. Il permet de choisir l’alternative
réseau qui a la plus courte distance euclidienne par rapport à une alternative idéale positive
(PIA). En termes de performance, l’algorithme permet de réduire l’anomalie de classement par
rapport à la méthode TOPSIS. Nous nous devons de signaler que cet algorithme ne permet
pas d’éliminer définitivement cette anomalie.
Un autre algorithme de classement pour résoudre le problème d’anomalie du classement a
été proposé dans [30]. L’algorithme proposé représente une proximité de la méthode TOPSIS.
L’idée de cet algorithme consiste d’abord à calculer la médiane de chaque colonne de la matrice
de décision pondérée. Ensuite, les alternatives réseaux sont classées selon l’ordre décroissant
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CHAPITRE 3. UNE NOUVELLE ARCHITECTURE POUR LA
SELECTION DE RESEAU
de la valeur de médiane. La solution proposée comporte trois désavantages : le premier est
l’absence d’une comparaison de la performance de cette solution avec d’autres algorithmes de
la sélection basés sur l’approche MADM. Le deuxième est que cette solution ne permet pas
de supprimer l’anomalie de classement.
Finalement, les auteurs Ionnis et al. [30] ont présenté une nouvelle méthode appelée FSR-
TOPSIS pour la sélection du réseau. La méthode FSR-TOPSIS représente une extension de
l’approche TOPSIS de telle sorte qu’elle prend en compte l’incertitude des critères de sélection.
Cette nouvelle approche combine la logique floue et la fonction d’utilité dans le but de réduire
l’anomalie de classement et d’éviter l’effet de ping-pong. Pour l’évaluation de performance de
la méthode FSR-TOPSIS, les auteurs ont proposé des exemples numériques pour la sélection
du réseau. L’environnement hétérogène de la simulation contient trois réseaux : UMTS, WIFI
et WIMAX. Bien que cette nouvelle approche fournisse de meilleurs résultats par rapport à la
méthode TOPSIS, elle ne parvient pas à remédier définitivement à l’anomalie de classement.
Dans le même contexte, deux travaux basés sur l’approche GRA ont été proposés dans la
littérature [11] et [52] pour remédier au même problème de l’anomalie du classement. Les
auteurs Farooq et al. [11] ont proposé une nouvelle méthode appelée GRA floue (Fuzzy GRA).
Cette nouvelle méthode combine la logique floue et l’approche GRA. Elle permet de réduire
l’anomalie de classement issue de l’approche GRA.
La deuxième solution pour éliminer l’anomalie de classement produite par l’approche GRA est
présentée dans [52]. Dans cette solution les auteurs ont montré que l’origine de cette anoma-
lie réside dans la normalisation max-min utilisée par la méthode GRA. Pour cette raison, ils
ont proposé trois variantes de cette normalisation (voir le tableau 3.1). Bien que la nouvelle
normalisation proposée permette d’éliminer l’anomalie du classement, elle implique toutefois
l’imprécision dans l’identification du classement.
Tab. 3.1 – Techniques de normalisation pour la sélection du réseau basée sur GRA
original norm-1 norm-3 norm-3
smaller the better
uj−si(j)
uj−lj
Emaxj−si(j)
Emaxj−Eminj
Emaxj−si(j)
Emaxj−lj
lj
si(j)
larger the better
si(j)−lj
uj−lj
si(j)−Eminj
Emaxj−Eminj
si(j)−Eminj
uj−Eminj
si(j)
uj
Malgré la diversité des solutions proposées pour lutter contre l’anomalie du classement, cette
dernière représente toujours l’inconvénient majeur pour les méthodes MADM. La question
qu’il faut poser est : pourquoi ces solutions ne permettent elles pas de résoudre définitive-
ment ce problème ? Après avoir bien étudié les algorithmes de handover basés sur MADM,
nous avons déterminé les facteurs susceptibles de produire cette anomalie. Nous avons relevé
quatre facteurs principaux qui peuvent provoquer ce problème :
1. Le type de normalisation : la technique de normalisation est un élément important
qui influence directement l’anomalie de classement. Après l’insertion ou la suppression
d’une alternative ou d’un critère, la nouvelle valeur normalisée de chaque critère dans la
matrice de décision sera changée automatiquement. Ce changement représente le facteur
qui produit l’anomalie de classement. Par conséquent, pour éviter ce problème, il suffit
de choisir une technique de normalisation capable de garder la même valeur normalisée
après l’insertion ou la suppression d’une alternative ou d’un critère. A titre d’exemple,
la nouvelle technique de normalisation proposée dans [52].
2. L’algorithme de pondération : la procédure de pondération utilisée, pour l’affectation de
poids pour chaque attribut, est la cause du problème d’anomalie de classement [149].
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3.3.3 Une technique améliorée basée sur la méthode TOPSIS
pour la sélection du réseau (E-TOPSIS)
3. L’incertitude des critères de sélection : généralement, lors du processus de mesure de
chaque critère, on peut avoir des informations non précises. L’incertitude des critères de
la sélection peut produire aussi l’anomalie de classement [11].
4. La distance euclidienne : les techniques de classement basées sur la distance euclidienne
comme TOPSIS présente davantage cette anomalie vu que cette distance ne prend pas
en considération la corrélation entre les attributs. Dans la distance euclidienne, toutes
les composantes des vecteurs sont traitées de la même façon. Elle accorde le même poids
pour toutes les composantes [150].
D’autre part, comme nous l’avons déjà mentionné dans le chapitre II, le nombre de handover
élevé représente un autre inconvénient pour les algorithmes de handover basés sur l’approche
MADM. De plus, la majorité des stratégies proposées dans la littérature reposent sur la mé-
thode AHP pour pondérer les critères. Cependant, la méthode AHP présente aussi des limi-
tations (voir chapitre 2) qui ne sont pas encore traitées. D’ailleurs, nous avons montré que
l’amélioration de la méthode AHP implique la réduction de l’anomalie du classement, ainsi que
le nombre de handover.
Afin d’améliorer les algorithmes de handover basés sur l’approche MADM, nous proposons
dans ce chapitre trois contributions. Nous montrons à travers des simulations que ces trois
solutions permettent de réduire l’anomalie de classement ainsi que le nombre de handover par
rapport aux algorithmes classiques de handover.
3.3 Une technique améliorée basée sur la méthode TOP-
SIS pour la sélection du réseau (E-TOPSIS)
3.3.1 Le principe de la méthode E-TOPSIS
La méthode TOPSIS est basée sur le coefficient de préférence C∗i (Eq. (2.39)) pour
déterminer la meilleure interface réseau. Cependant, ce coefficient présente deux inconvénients
qui causent l’anomalie de classement. Le premier inconvénient réside dans l’utilisation de la
distance euclidienne [159] pour calculer la valeur de C∗i . Le deuxième inconvénient, c’est que
le calcul de ce coefficient ne prend pas en considération le degré d’importance entre S+i (Eq.
(2.37)) et S−i (Eq. (2.38)) [93]. En effet, la figure 3.2 illustre ce deuxième inconvénient, les
deux distances de similarité S+4 et S−4 possèdent le même degré d’importance par rapport à la
solution idéale.
Fig. 3.2 – Problème de la méthode TOPSIS
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CHAPITRE 3. UNE NOUVELLE ARCHITECTURE POUR LA
SELECTION DE RESEAU
Afin de remédier à ce deuxième inconvénient qui est un biais pour réduire l’effet de l’ano-
malie de classement, nous proposons une technique améliorée basée sur la méthode TOP-
SIS [82] [81]. Cette technique est appelée E-TOPSIS (Enhanced TOPSIS). Elle introduit deux
poids λ1 et λ2 qui désignent respectivement le degré d’importance relatif à la solution idéale et
à la pire solution. L’ancienne valeur de coefficient de préférence C∗i (Eq. (2.39)) est remplacée
par une nouvelle valeur appelée C∗Newi . Le nouveau coefficient de préférence C∗
New
i est défini
par l’équation suivante :
C∗
New
i = 1−
λ1 ∗ S+i + λ2 ∗ S−i
S+i + S
−
i
, i = 1, ..., n. (3.1)
En outre, la méthode de pondération AHP est appliquée pour calculer le degré d’importance
de chaque coefficient λ1 et λ2 en fonction du type de trafic.
3.3.2 Pondération AHP
Avant de classer les alternatives réseaux en utilisant notre technique E-TOPSIS [82] [81],
il est important de connaître le degré d’importance de chaque critère. Pour accomplir cette
tâche, nous avons besoin d’introduire une technique de pondération comme AHP, AHP floue,
ANP, etc. Bien que la méthode AHP présente plusieurs limites (voir chapitre 2), elle fait partie
des techniques les plus répandues dans la littérature pour l’affectation de poids (60% des tra-
vaux utilisent cette méthode). La méthode AHP vise à expliciter les préférences du décideur à
travers un modèle hiérarchique qui représente les critères et les alternatives.
Dans notre contexte de la sélection réseau, nous utilisons six critères : la bande passante dis-
ponible (AB), la sécurité (S), le coût de service (CB), la gigue (J), le délai (D) et le taux de
perte (L). De plus, l’environnement réseau contient trois technologies hétérogènes : UMTS,
WLAN et WIMAX. Le modèle hiérarchique défini par la méthode AHP est illustré par la figure
3.3.
Fig. 3.3 – Hiérarchie de la méthode AHP pour la sélection du réseau
Comme nous l’avons déjà abordé dans le chapitre 1, les trois technologies réseaux permettent
de supporter quatre classes de services définies par 3GPP [1] :
• Services en arrière-plan (Background class) ;
• Services conversationnels (Conversational class) ;
• Services interactifs (Interactive class) ;
• Services streaming (Streaming class).
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3.3.3 Une technique améliorée basée sur la méthode TOPSIS
pour la sélection du réseau (E-TOPSIS)
La méthode AHP permet d’accorder un degré d’importance pour chaque critère, en tenant
compte des caractéristiques techniques de chaque type de service. Dans ce qui suit, nous
présentons la méthodologie de calcul de poids pour les quatre types de services : services en
arrière-plan, services conversationnels, services interactifs et services streaming. Pour chaque
service, nous donnons le degré d’importance associé à chaque critère et le poids relatif aux
coefficients λ1 et λ2.
3.3.2.1 Elicitation de poids : service en arrière-plan
Le tableau 3.2 montre le poids accordé aux différents critères en fonction du service en
arrière plan, tandis que le tableau 3.3 représente le degré d’importance associé par la méthode
AHP aux coefficients λ1 et λ2.
Tab. 3.2 – Poids accordé à chaque critère pour le flux arrière-plan
Critères CB S AB D J L Poids
CB 1 1/3 1/7 1/7 1/7 1/7 0.085
S 3 1 1/4 1/4 1/4 1/4 0.213
AB 7 4 1 9 9 3 0.430
D 7 4 1/9 1 1 1/5 0.042
J 7 4 1/9 1 1 1/5 0.042
L 7 4 1/3 5 5 1 0.187
Tab. 3.3 – Degré d’importance de λ1 et λ2 pour le flux arrière-plan
Critères λ1 λ2 Poids
λ1 1 2 0.677
λ2 1/2 1 0.333
3.3.2.2 Elicitation de poids : service conversationnel
Le tableau 3.4 montre le poids attribué aux différents critères en fonction du service
conversationnel, tandis que le tableau 3.5 représente le degré d’importance associé par la
méthode AHP aux coefficients λ1 et λ2.
Tab. 3.4 – Poids accordé à chaque critère pour le flux conversationnel
Critères CB S AB D J L Poids
CB 1 1/3 1/7 1/7 1/7 1/7 0.085
S 3 1 1/4 1/4 1/4 1/4 0.213
AB 7 4 1 1/7 1/7 1/6 0.033
D 7 4 7 1 1 2 0.259
J 7 4 7 1 1 2 0.259
L 7 4 6 1/2 1/2 1 0.150
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CHAPITRE 3. UNE NOUVELLE ARCHITECTURE POUR LA
SELECTION DE RESEAU
Tab. 3.5 – Degré d’importance de λ1 et λ2 pour le flux conversationnel
Critères λ1 λ2 Poids
λ1 1 4 0.800
λ2 1/4 1 0.200
3.3.2.3 Elicitation de poids : service interactif
Le tableau 3.6 montre le poids accordé aux différents critères en fonction du service
interactif, tandis que le tableau 3.7 représente le degré d’importance associé par la méthode
AHP aux coefficients λ1 et λ2.
Tab. 3.6 – Poids accordé à chaque critère pour le flux interactif
Critères CB S AB D J L Poids
CB 1 1/3 1/7 1/7 1/7 1/7 0.085
S 3 1 1/4 1/4 1/4 1/4 0.213
AB 7 4 1 1/3 2 1/3 0.089
D 7 4 3 1 8 1 0.287
J 7 4 1/2 1/8 1 1/8 0.039
L 7 4 3 1 8 1 0.287
Tab. 3.7 – Degré d’importance de λ1 et λ2 pour le flux interactif
Critères λ1 λ2 Poids
λ1 1 6 0.857
λ2 1/6 1 0.143
3.3.2.4 Elicitation de poids : service streaming
Le tableau 3.8 illustre le poids accordé aux différents critères en fonction du flux strea-
ming, tandis que le tableau 3.9 représente le degré d’importance associé par la méthode AHP
aux coefficients λ1 et λ2.
Tab. 3.8 – Poids accordé à chaque critère pour le flux streaming
Critères CB S AB D J L Poids
CB 1 1/3 1/7 1/7 1/7 1/7 0.085
S 3 1 1/4 1/4 1/4 1/4 0.213
AB 7 4 1 7 2 2 0.300
D 7 4 1/7 1 1/4 1/5 0.041
J 7 4 1/2 4 1 2 0.151
L 7 4 1/2 5 1/2 1 0.210
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3.3.3 Une technique améliorée basée sur la méthode TOPSIS
pour la sélection du réseau (E-TOPSIS)
Tab. 3.9 – Degré d’importance de λ1 et λ2 pour le flux streaming
Critères λ1 λ2 Poids
λ1 1 8 0.889
λ2 1/8 1 0.111
3.3.3 L’algorithme de la sélection réseau basé sur E-
TOPSIS et AHP
Notre technique améliorée pour la sélection du réseau E-TOPSIS combine deux mé-
thodes MADM : AHP et E-TOPSIS. D’une part, la première méthode est appliquée pour
pondérer les différents critères. D’autre part, la deuxième méthode qui est une extension amé-
liorée de la méthode classique TOPSIS utilisée pour ranger les alternatives réseaux accessibles
pour le terminal mobile. La technique E-TOPSIS fonctionne comme suit :
1. Construire le modèle hiérarchique en utilisant la méthode AHP (voir la figure 3.3).
2. Attribuer un poids pour chaque critère du modèle hiérarchique.
3. Appliquer la méthode E-TOPSIS pour calculer le score C∗Newi pour chaque technologie
réseau (dans notre cas i=1..3).
4. Choisir le réseau qui correspond à la plus grande valeur de ce score en le qualifiant
comme le meilleur réseau.
3.3.4 Simulations et résultats
3.3.4.1 Scénario de simulation
Afin de valider notre technique améliorée E-TOPSIS proposée pour la sélection du
réseau, nous comparons la performance de notre solution E-TOPSIS par rapport à la perfor-
mance de l’algorithme TOPSIS. La comparaison de performance se fait au niveau de deux
aspects : l’anomalie de classement et le nombre de handover. Le scénario de simulation utilisé
pour l’évaluation de performance de ces deux algorithmes est illustré par la figure 3.4.
Les différents attributs utilisés dans chaque réseau sont présentés dans le tableau 3.10. Les va-
leurs de ces attributs sont générées d’une façon aléatoire selon l’intervalle indiqué pour chaque
attribut.
Tab. 3.10 – Performances des attributs pour les réseaux candidats
criteria
network
CB
(%)
S
(%)
AB
(mbps)
D
(ms)
J
(ms)
L
(per106)
UMTS 60 50 0.1-2 20-50 5-15 20-80
WLAN 15 60 1-10 100-140 10-20 20-80
WIMAX 50 60 1-60 60-100 3-10 20-80
Quatre expériences ont été effectuées pour simuler respectivement quatre types de flux qui
sont : services en arrière-plan, services conversationnels, services interactifs et services strea-
ming. Pour chaque simulation, les deux algorithmes E-TOPSIS et TOPSIS ont été exécutés
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CHAPITRE 3. UNE NOUVELLE ARCHITECTURE POUR LA
SELECTION DE RESEAU
dans 50 points de la sélection du réseau à l’aide du simulateur MATLAB. Nous présentons
dans ce qui suit les résultats de ces quatre simulations.
Fig. 3.4 – Scénario de simulation
3.3.4.2 La simulation 1
Dans cette simulation, nous analysons le flux arrière-plan, afin de comparer la perfor-
mance de notre technique E-TOPSIS par rapport à l’algorithme TOPSIS.
• L’anomalie de classement : la figure 3.5 montre le taux moyen de l’anomalie
de classement provoquée par les algorithmes TOPSIS et E-TOPSIS. Nous pouvons
observer que la meilleure performance de l’anomalie de classement est donnée par
notre solution E-TOPSIS. Avec cette dernière, nous pouvons réduire cette anomalie
à 42%. De plus, l’algorithme TOPSIS permet d’obtenir une valeur de 45%.
Fig. 3.5 – Taux moyen de l’anomalie de classement basé sur E-TOPSIS pour arrière-plan
• Le nombre de handoffs : la figure 3.6 montre le taux moyen qui correspond au
nombre de handoffs effectué par les deux algorithmes TOPSIS et E-TOPSIS. Nous
observons que notre technique permet de réduire ce problème à 36%. En revanche,
l’algorithme TOPSIS fournit une valeur de 45%. En somme, nous constatons que
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3.3.3 Une technique améliorée basée sur la méthode TOPSIS
pour la sélection du réseau (E-TOPSIS)
notre solution E-TOPSIS fournit une meilleure performance du nombre du handoffs
par rapport à l’algorithme TOPSIS.
Fig. 3.6 – Taux moyen du nombre de handoffs basé sur E-TOPSIS pour arrière-plan
3.3.4.3 La simulation 2
Afin de comparer la performance de notre solution E-TOPSIS par rapport à l’algorithme
classique TOPSIS, nous analysons le flux conversationnel dans cette simulation.
• L’anomalie de classement : la figure 3.7 représente le taux moyen de l’anomalie
de classement pour les deux algorithmes TOPSIS et E-TOPSIS dans 50 points de
décision. Nous pouvons observer que notre solution E-TOPSIS permet de réduire ce
problème de 20%. Par contre l’algorithme TOPSIS fournit une valeur de 27%. Nous
pouvons déduire que notre technique fournit une meilleure performance concernant
l’anomalie du classement par rapport à l’algorithme TOPSIS pour le flux conversa-
tionnel.
Fig. 3.7 – Variation de l’anomalie de classement basé sur E-TOPSIS pour conversationnel
• Le nombre de handoffs : la figure 3.8 montre le taux moyen qui correspond au
nombre de handoffs effectué par les deux algorithmes TOPSIS et E-TOPSIS dans 50
points de décision. Nous pouvons observer que la meilleure performance du nombre de
handoff est donnée par notre solution E-TOPSIS. Avec cette dernière, nous pouvons
minimiser le risque d’avoir ce problème jusqu’à 50% pour le flux conversationnel.
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CHAPITRE 3. UNE NOUVELLE ARCHITECTURE POUR LA
SELECTION DE RESEAU
Tandis que l’algorithme TOPSIS permet de réduire le nombre de handoffs d’une
valeur de 55%.
Fig. 3.8 – Taux moyen du nombre de handoffs basé sur E-TOPSIS pour conversationnel
3.3.4.4 La simulation 3
La troisième simulation a pour but d’analyser le flux interactif pour évaluer la perfor-
mance de notre technique E-TOPSIS par rapport à l’algorithme TOPSIS.
• L’anomalie de classement : la figure 3.9 montre le taux moyen de l’anomalie de
classement effectué par les deux algorithmes TOPSIS et E-TOPSIS dans 50 points de
décision. Nous remarquons que la meilleure performance de l’anomalie de classement
est fournie par notre technique E-TOPSIS. Avec cette dernière, nous observons que
le risque d’avoir cette anomalie se limite à 36% pour le flux interactif. Or, la solution
classique TOPSIS permet de réduire cette anomalie à 45%.
Fig. 3.9 – Taux moyen de l’anomalie de classement basé sur E-TOPSIS pour interactif
• Le nombre de handoffs : la figure 3.10 montre le taux moyen qui correspond au
nombre de handoffs concernant les deux algorithmes TOPSIS et E-TOPSIS dans 50
points de décision. D’après cette figure, notre technique permet de réduire le nombre
de handoffs à 30%. Par contre, l’algorithme TOPSIS minimise le risque d’avoir ce
problème avec une valeur de 36%. Ce qui nous mène à constater que notre solution
fournit une meilleure performance du nombre de handoffs par rapport à l’algorithme
classique TOPSIS.
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3.3.3 Une technique améliorée basée sur la méthode TOPSIS
pour la sélection du réseau (E-TOPSIS)
Fig. 3.10 – Taux moyen du nombre de handoffs basé sur E-TOPSIS pour interactif
3.3.4.5 La simulation 4
La dernière simulation consiste à évaluer la performance de notre technique E-TOPSIS
par rapport à la solution classique TOPSIS pour le flux streaming.
• L’anomalie de classement : la figure 3.11 montre le taux moyen de l’anomalie de
classement effectué par les deux algorithmes TOPSIS et E-TOPSIS dans 50 points
de décision. D’après cette figure, nous observons que la meilleure performance en
termes de l’anomalie de classement est assurée par notre solution E-TOPSIS car
elle minimise le risque d’avoir cette anomalie à 35%. Quant à l’algorithme classique
TOPSIS peut aller jusqu’à 45%.
Fig. 3.11 – Taux moyen de l’anomalie de classement basé sur E-TOPSIS pour streaming
• Le nombre de handoffs : la figure 3.12 représente le taux moyen du nombre de
handoffs effectué par les deux algorithmes TOPSIS et E-TOPSIS dans 50 points
de décision. Nous observons que la technique E-TOPSIS minimise ce problème à
52%. Par contre, l’algorithme TOPSIS réduit le nombre de handoffs avec une valeur
de 55%. Nous pouvons déduire que notre solution E-TOPSIS permet d’obtenir une
meilleure performance concernant le nombre de handoffs par rapport à TOPSIS.
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Fig. 3.12 – Taux moyen du nombre de handoffs basé sur E-TOPSIS pour streaming
3.3.5 Discussion
Dans cette contribution, nous avons proposé une technique améliorée appelée E-TOPSIS,
pour la sélection du réseau. Notre technique repose sur l’idée d’introduire deux poids λ1 et λ2
qui désignent respectivement le degré d’importance relatif à la solution idéale et à la pire des
solutions. D’autre part, la méthode de pondération AHP a été couplée avec E-TOPSIS pour
l’affectation de poids pour chaque critère.
Les résultats des simulations en fonction de chaque type de service montrent que notre tech-
nique E-TOPSIS permet de fournir la meilleure performance concernant l’anomalie de clas-
sement et le nombre de handoffs par rapport à l’algorithme TOPSIS. De plus, nous pouvons
déduire que le nombre de handoffs reste plus élevé parce que le terminal mobile bascule tou-
jours vers la technologie réseau qui assure une meilleure qualité de service. Enfin, comme une
perspective de ce travail, nous nous intéressons à réduire davantage le nombre du handoffs
ainsi que l’anomalie de classement, dans la deuxième contribution.
3.4 Un algorithme hybride pour la sélection du réseau
basé sur l’historique de la performance
3.4.1 Le principe de l’algorithme de la sélection basé sur
AHP floue et TOPSIS
Nous introduisons dans cette section un algorithme hybride pour la sélection du ré-
seau [75], qui tente de s’affranchir des mêmes inconvénients de la méthode TOPSIS, à savoir
l’anomalie de classement et le nombre élevé de handoffs. Nous signalons que l’algorithme pro-
posé ne s’appuie pas sur notre technique E-TOPSIS, mais il repose sur le même principe que
celui de l’approche classique TOPSIS.
Notre proposition est basée sur deux idées principales. La première consiste à combiner la mé-
thode TOPSIS et AHP floue au lieu de la méthode AHP. En effet, comme nous l’avons signalé
dans le chapitre précédent, la méthode conventionnelle AHP possède plusieurs inconvénients.
Ces derniers peuvent produire l’anomalie du classement ainsi qu’un nombre de handoffs élevé.
Pour y remédier, nous utilisons l’approche AHP floue. La deuxième idée consiste à introduire
un nouveau paramètre dans l’ensemble des critères de sélection. Ce paramètre est appelé
historique de la performance (handover histroy). Son rôle est de mémoriser la performance
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3.3.4 Un algorithme hybride pour la sélection du réseau basé sur
l’historique de la performance
de l’interface réseau afin de l’utiliser dans la prochaine décision. L’avantage de ce nouveau
paramètre est de permettre au réseau qui a été choisi pour la première fois d’être toujours
choisi par le terminal, à condition qu’il puisse satisfaire les exigences de QoS, ce qui permet
d’éviter des handovers successifs et de minimiser l’anomalie de classement. La valeur initiale
de l’attribut historique de la performance est égale à 1. Ensuite, après la première décision du
handover, la valeur du coefficient de rapprochement C∗i est affectée à cet attribut. Le modèle
hiérarchique défini par la méthode AHP floue est illustré dans la figure 3.13.
Notre algorithme hybride proposé pour la sélection du réseau se base sur le même environne-
ment réseau de la première contribution en ajoutant l’attribut historique de la performance.
Afin de déterminer la meilleure technologie réseau qu’il faut choisir par le terminal mobile,
notre algorithme hybride basé sur AHP floue et TOPSIS fonctionne comme suit :
1. Construire le modèle hiérarchique en utilisant la méthode AHP (voir la figure 3.13).
2. Si le terminal exécute le processus du handover pour la première fois (itération i=0)
alors initialiser l’attribut historique de la performance (H) avec une valeur égale à 1.
3. Sinon, la valeur de l’attribut historique de la performance devient Hi+1 = C∗i avec C∗i
représente la valeur du coefficient de rapprochement relatif à l’itération i ; Finsi.
4. Attribuer un poids pour chaque critère du modèle hiérarchique.
5. Appliquer la méthode TOPSIS pour calculer le score C∗i pour chaque technologie réseau
(dans notre cas i=1..3).
6. Choisir le réseau qui correspond à la plus grande valeur de ce score comme étant le
meilleur réseau.
Fig. 3.13 – Hiérarchie de la méthode AHP floue pour la sélection du réseau
3.4.2 Pondération AHP floue
Afin de surmonter les limites de la méthode classique AHP, nous introduisons la mé-
thode AHP floue dans notre algorithme hybride. La méthode AHP floue est utilisée pour
pondérer les différents critères dans le contexte de quatre types de flux qui sont services en
arrière-plan, services conversationnels, services interactifs et services streaming.
Pour chaque type de flux, nous calculons le degré d’importance pour chaque critère du premier
ensemble qui contient six critères : la bande passante disponible (AB), la sécurité (S), le coût
de service (CB), la gigue (J), le délai (D) et le taux de perte (L). Puis, nous calculons le
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CHAPITRE 3. UNE NOUVELLE ARCHITECTURE POUR LA
SELECTION DE RESEAU
degré d’importance pour chaque critère du deuxième ensemble qui contient sept critères qui
sont : les critères du premier ensemble en ajoutant notre critère historique de performance (H).
Nous présentons dans ce qui suit, la démarche de pondération de chaque critère en utilisant
la méthode AHP floue.
3.4.2.1 Elicitation de poids : service en arrière-plan
Le tableau 3.11 montre le poids accordés aux différents critères sans tenir compte du
critère historique de performance (H), tandis que le tableau 3.12 représente le degré d’impor-
tance associé aux différents critères en tenant compte du critère H.
Tab. 3.11 – Poids basés sur AHP floue pour six critères en fonction de flux arrière-plan
Critères CB S AB D J L Poids
CB (1,1,1) (2/3,1,3/2) (2/7,1/3,2/5) (2/7,1/3,2/5) (2/7,1/3,2/5) (2/7,1/3,2/5) 0.131
S (2/3,1,1/2) (1,1,1) (1/2,2/3,1) (1/2,2/3,1) (1/2,2/3,1) (1/2,2/3,1) 0.310
AB (5/2,3,7/2) (1,3/2,2) (1,1,1) (7/2,4,9/2) (7/2,4,9/2) (2/3,1,1/2) 0.306
D (5/2,3,7/2) (1,3/2,2) (2/9,1/4,2/7) (1,1,1) (1,1,1) (2/5,1/2,2/3) 0.025
J (5/2,3,7/2) (1,3/2,2) (2/9,1/4,2/7) (1,1,1) (1,1,1) (2/5,1/2,2/3) 0.025
L (5/2,3,7/2) (1,3/2,2) (2/3,1,1/2) (3/2,2,5/2) (1,1,1) (1,1,1) 0.204
Tab. 3.12 – Poids basés sur AHP floue pour sept critères en fonction de flux arrière-plan
CB S AB D J L H Poids
CB (1,1,1) (2/3,1,3/2) (2/7,1/3,2/5) (2/7,1/3,2/5) (2/7,1/3,2/5) (2/7,1/3,2/5) (2/3,1,3/2) 0.118
S (2/3,1,1/2) (1,1,1) (1/2,2/3,1) (1/2,2/3,1) (1/2,2/3,1) (1/2,2/3,1) (2,5/2,3) 0.281
AB (5/2,3,7/2) (1,3/2,2) (1,1,1) (7/2,4,9/2) (7/2,4,9/2) (2/3,1,1/2) (5/2,3,7/2) 0.278
D (5/2,3,7/2) (1,3/2,2) (2/9,1/4,2/7) (1,1,1) (1,1,1) (2/5,1/2,2/3) (5/2,3,7/2) 0.022
J (5/2,3,7/2) (1,3/2,2) (2/9,1/4,2/7) (1,1,1) (1,1,1) (2/5,1/2,2/3) 5/2,3,7/2) 0.022
L (5/2,3,7/2) (1,3/2,2) (2/3,1,1/2) (3/2,2,5/2) (1,1,1) (1,1,1) (5/2,3,7/2) 0.185
H (2/3,1,3/2) (1/3,2/5,1/2)(2/7,1/3,2/5) 2/7,1/3,2/5) (2/7,1/3,2/5) (2/7,1/3,2/5) (1,1,1) 0.094
3.4.2.2 Elicitation de poids : service conversationnel
Le tableau 3.13 montre les poids accordés aux différents critères sans prendre en consi-
dération le critère historique de performance (H), tandis que le tableau 3.14 représente le degré
d’importance associé aux différents critères en tenant compte du critère H.
3.4.2.3 Elicitation de poids : service interactif
Le tableau 3.15 montre les poids accordés aux différents critères sans tenir compte du
critère historique de performance (H), tandis que le tableau 3.16 représente le degré d’impor-
tance associé aux différents critères en tenant compte du critère H.
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3.3.4 Un algorithme hybride pour la sélection du réseau basé sur
l’historique de la performance
Tab. 3.13 – Poids basés sur AHP floue pour six critères en fonction de flux conversationnel
Critères CB S AB D J L Poids
CB (1,1,1) (2/3,1,3/2) (2/7,1/3,2/5) (2/7,1/3,2/5) (2/7,1/3,2/5) (2/7,1/3,2/5) 0.131
S (2/3,1,1/2) (1,1,1) (1/2,2/3,1) (1/2,2/3,1) (1/2,2/3,1) (1/2,2/3,1) 0.310
AB (5/2,3,7/2) (1,3/2,2) (1,1,1) (2/7,1/3,2/5) (2/7,1/3,2/5) (1/3,2/5,1/2) 0.034
D (5/2,3,7/2) (1,3/2,2) (5/2,3,7/2) (1,1,1) (1,1,1) (2/3,1,3/2) 0.187
J (5/2,3,7/2) (1,3/2,2) (5/2,3,7/2) (1,1,1) (1,1,1) (2/3,1,3/2) 0.187
L (5/2,3,7/2) (1,3/2,2) (2,5/2,3) (1,4/3,2) (1,4/3,2) (1,1,1) 0.151
Tab. 3.14 – Poids basés sur AHP floue pour sept critères pour le flux conversationnel
CB S AB D J L H Poids
CB (1,1,1) (2/3,1,3/2) (2/7,1/3,2/5) (2/7,1/3,2/5) (2/7,1/3,2/5) (2/7,1/3,2/5) (2/3,1,3/2) 0.118
S (2/3,1,1/2) (1,1,1) (1/2,2/3,1) (1/2,2/3,1) (1/2,2/3,1) (1/2,2/3,1) (2,5/2,3) 0.281
AB (5/2,3,7/2) (1,3/2,2) (1,1,1) (2/7,1/3,2/5) (2/7,1/3,2/5) (1/3,2/5,1/2) (2/3,1,3/2) 0.031
D (5/2,3,7/2) (1,3/2,2) (5/2,3,7/2) (1,1,1) (1,1,1) (2/3,1,3/2) (5/2,3,7/2) 0.170
J (5/2,3,7/2) (1,3/2,2) (5/2,3,7/2) (1,1,1) (1,1,1) (2/3,1,3/2) (5/2,3,7/2) 0.170
L (5/2,3,7/2) (1,3/2,2) (2,5/2,3) (1,4/3,2) (1,4/3,2) (1,1,1) (5/2,3,7/2) 0.137
H (2/3,1,3/2) (1/3,2/5,1/2)(2/7,1/3,2/5) 2/7,1/3,2/5) (2/7,1/3,2/5) (2/7,1/3,2/5) (1,1,1) 0.094
Tab. 3.15 – Poids basés sur AHP floue pour six critères en fonction de flux interactif
Critères CB S AB D J L Poids
CB (1,1,1) (2/3,1,3/2) (2/7,1/3,2/5) (2/7,1/3,2/5) (2/7,1/3,2/5) (2/7,1/3,2/5) 0.131
S (2/3,1,3/2) (1,1,1) (1/2,2/3,1) (1/2,2/3,1) (1/2,2/3,1) (1/2,2/3,1) 0.310
AB (5/2,3,7/2) (1,3/2,2) (1,1,1) (2/3,1,3/2) (2/3,3/4,1) (2/3,1,3/2) 0.101
D (5/2,3,7/2) (1,3/2,2) (2/3,1,3/2) (1,1,1) (3,7/2,4) (1,1,1) 0.201
J (5/2,3,7/2) (1,3/2,2) (1,4/3,2) (1/4,2/7,1/3) (1,1,1) (1/4,2/7,1/3) 0.055
L (5/2,3,7/2) (1,3/2,2) (2/3,1,3/2) (1,1,1) (3,7/2,4) (1,1,1) 0.201
Tab. 3.16 – Poids basés sur AHP floue pour sept critères en fonction de flux interactif
CB S AB D J L H Poids
CB (1,1,1) (2/3,1,3/2) (2/7,1/3,2/5) (2/7,1/3,2/5) (2/7,1/3,2/5) (2/7,1/3,2/5) (2/3,1,3/2) 0.118
S (2/3,1,3/2) (1,1,1) (1/2,2/3,1) (1/2,2/3,1) (1/2,2/3,1) (1/2,2/3,1) (2,5/2,3) 0.281
AB (5/2,3,7/2) (1,3/2,2) (1,1,1) (2/3,1,3/2) (2/3,3/4,1) (2/3,1,3/2) (5/2,3,7/2) 0.092
D (5/2,3,7/2) (1,3/2,2) (2/3,1,3/2) (1,1,1) (3,7/2,4) (1,1,1) (5/2,3,7/2) 0.183
J (5/2,3,7/2) (1,3/2,2) (1,4/3,2) (1/4,2/7,1/3) (1,1,1) (1/4,2/7,1/3) (5/2,3,7/2) 0.050
L (5/2,3,7/2) (1,3/2,2) (2/3,1,3/2) (1,1,1) (3,7/2,4) (1,1,1) (5/2,3,7/2) 0.183
H (2/3,1,3/2) (1/3,2/5,1/2)(2/7,1/3,2/5) 2/7,1/3,2/5) (2/7,1/3,2/5) (2/7,1/3,2/5) (1,1,1) 0.094
81
Op
tim
isa
tio
n
et
év
alu
at
ion
de
sp
er
fo
rm
an
ce
sd
es
co
m
m
un
ica
tio
ns
m
ob
ile
sd
an
su
n
en
vir
on
ne
m
en
tr
és
ea
ux
m
ul
ti-
ac
cè
s
CHAPITRE 3. UNE NOUVELLE ARCHITECTURE POUR LA
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3.4.2.4 Elicitation de poids : services streaming
Le tableau 3.17 montre les poids accordés aux différents critères sans prendre en consi-
dération le critère historique de performance (H). Le tableau 3.18 représente le degré d’impor-
tance associé aux différents critères en prenant en considération le critère H.
Tab. 3.17 – Poids basés sur AHP floue pour six critères en fonction de flux streaming
Critères CB S AB D J L Poids
CB (1,1,1) (2/3,1,3/2) (2/7,1/3,2/5) (2/7,1/3,2/5) (2/7,1/3,2/5) (2/7,1/3,2/5) 0.131
S (2/3,1,3/2) (1,1,1) (1/2,2/3,1) (1/2,2/3,1) (1/2,2/3,1) (1/2,2/3,1) 0.310
AB (5/2,3,7/2) (1,3/2,2) (1,1,1) (5/2,3,7/2) (2/3,3/4,1) (2/3,3/4,1) 0.195
D (5/2,3,7/2) (1,3/2,2) (2/7,1/3,2/5) (1,1,1) (1/2,2/3,1) (2/5,1/2,2/3) 0.047
J (5/2,3,7/2) (1,3/2,2) (1,4/3,2) (1,3/2,2) (1,1,1) (2/3,3/4,1) 0.149
L (5/2,3,7/2) (1,3/2,2) (1,4/3,2) (3/2,2,5/2) (1,4/3,2) (1,1,1) 0.168
Tab. 3.18 – Poids basés sur AHP floue pour sept critères en fonction de flux streaming
CB S AB D J L H Poids
CB (1,1,1) (2/3,1,3/2) (2/7,1/3,2/5) (2/7,1/3,2/5) (2/7,1/3,2/5) (2/7,1/3,2/5) (2/3,1,3/2) 0.118
S (2/3,1,3/2) (1,1,1) (1/2,2/3,1) (1/2,2/3,1) (1/2,2/3,1) (1/2,2/3,1) (2,5/2,3) 0.281
AB (5/2,3,7/2) (1,3/2,2) (1,1,1) (5/2,3,7/2) (2/3,3/4,1) (2/3,3/4,1) (5/2,3,7/2) 0.177
D (5/2,3,7/2) (1,3/2,2) (2/7,1/3,2/5) (1,1,1) (1/2,2/3,1) (2/5,1/2,2/3) (5/2,3,7/2) 0.043
J (5/2,3,7/2) (1,3/2,2) (1,4/3,2) (1,3/2,2) (1,1,1) (2/3,3/4,1) (5/2,3,7/2) 0.135
L (5/2,3,7/2) (1,3/2,2) (1,4/3,2) (3/2,2,5/2) (1,4/3,2) (1,1,1) (5/2,3,7/2) 0.153
H (2/3,1,3/2) (1/3,2/5,1/2)(2/7,1/3,2/5) 2/7,1/3,2/5) (2/7,1/3,2/5) (2/7,1/3,2/5) (1,1,1) 0.094
3.4.3 Simulations et résultats
3.4.3.1 Scénario de simulation
Dans le but de mettre en évidence l’efficacité de notre algorithme hybride [75] proposé
pour la sélection du réseau, nous comparons les performances des deux algorithmes suivants :
• TOPSIS : il représente l’algorithme classique pour la sélection du réseau basé sur la
méthode AHP floue et TOPSIS. En plus, cet algorithme ne prend pas en considération
le critère de l’historique (son degré d’importance est nul).
• H-TOPSIS : il représente notre algorithme hybride pour la sélection du réseau. Cet
algorithme combine aussi la méthode AHP floue et TOPSIS, et il prend en considé-
ration le critère de l’historique pour mémoriser la performance de l’interface réseau.
Nous utilisons le même scénario de simulation proposé dans la section 3.3.4.1. Nous envisa-
geons quatre simulations afin d’évaluer et comparer ces deux algorithmes pour les quatre types
de services. Pour chaque type de service, l’évaluation de performance se focalise sur les deux
paramètres l’anomalie de classement et le nombre de handoffs.
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3.3.4 Un algorithme hybride pour la sélection du réseau basé sur
l’historique de la performance
3.4.3.2 La simulation 1
Afin de comparer la performance de notre algorithme hybride H-TOPSIS par rapport
à l’algorithme TOPSIS, nous analysons le service en arrière-plan dans cette simulation.
• L’anomalie de classement : la figure 3.14 montre le taux moyen de l’anomalie
de classement effectué par les deux algorithmes TOPSIS et H-TOPSIS dans 50
points de décisions. Nous constatons que la meilleure performance de l’anomalie
de classement est donnée par notre solution H-TOPSIS. Avec cette dernière, nous
pouvons minimiser le risque d’avoir cette anomalie à 45% pour le flux arrière-plan.
Tandis que la solution classique TOPSIS permet d’obtenir une valeur de 60%.
Fig. 3.14 – Taux moyen de l’anomalie de classement basé sur H-TOPSIS pour arrière-plan
• Le nombre de handoffs : la figure 3.15 représente le taux moyen qui correspond
au nombre de handoffs effectué par les deux algorithmes TOPSIS et H-TOPSIS dans
50 points de décision. Nous pouvons observer que notre technique permet de réduire
ce problème à 30%. Par contre l’algorithme TOPSIS fournit une valeur de 50%. En
conclusion, notre solution H-TOPSIS fournit une meilleure performance du nombre
de handoffs par rapport à l’algorithme TOPSIS.
Fig. 3.15 – Taux moyen du nombre de handoffs basé sur H-TOPSIS pour arrière-plan
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CHAPITRE 3. UNE NOUVELLE ARCHITECTURE POUR LA
SELECTION DE RESEAU
3.4.3.3 La simulation 2
En vue de comparer la performance de notre solution H-TOPSIS par rapport à l’algo-
rithme classique TOPSIS, nous analysons le flux conversationnel dans cette simulation.
• L’anomalie de classement : la figure 3.16 représente le taux moyen de l’anomalie
de classement pour les deux algorithmes TOPSIS et H-TOPSIS dans 50 points de
décision. Nous pouvons observer que notre solution H-TOPSIS permet de réduire ce
problème à 12%. Par contre, l’algorithme TOPSIS fournit une valeur de 15%. Nous
pouvons déduire que notre technique donne une meilleure performance concernant
l’anomalie du classement par rapport à l’algorithme TOPSIS pour le flux conversa-
tionnel.
Fig. 3.16 – Taux de l’anomalie de classement basé sur H-TOPSIS pour le conversationnel
• Le nombre de handoffs : la figure 3.17 montre le taux moyen qui correspond au
nombre de handoffs effectué par les deux algorithmes TOPSIS et H-TOPSIS dans 50
points de décision. Nous pouvons observer que la meilleure performance du nombre
de handoffs est donnée par notre solution H-TOPSIS. Avec cette dernière, nous
pouvons minimiser le risque d’avoir ce problème à 40% pour le flux conversationnel.
Tandis que l’algorithme TOPSIS réduit le nombre de handoffs d’une valeur de 60%.
Fig. 3.17 – Nombre de handoffs basé sur H-TOPSIS pour le flux conversationnel
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3.3.4 Un algorithme hybride pour la sélection du réseau basé sur
l’historique de la performance
3.4.3.4 La simulation 3
La troisième simulation vise à analyser le service interactif pour évaluer la performance
de notre technique H-TOPSIS par rapport à l’algorithme TOPSIS.
• L’anomalie de classement : la figure 3.18 montre le taux moyen de l’anomalie
de classement effectué par les deux algorithmes TOPSIS et E-TOPSIS dans 50
points de décision. Nous pouvons observer que la meilleure performance de l’anomalie
de classement est fournie par notre technique H-TOPSIS. Celle-ci nous permet de
réduire le risque d’avoir cette anomalie à 25%. Par contre, l’algorithme TOPSIS
fournit une valeur de 30%.
Fig. 3.18 – Taux moyen de l’anomalie de classement basé sur H-TOPSIS pour interactif
• Le nombre de handoffs : la figure 3.19 montre le taux moyen qui correspond au
nombre de handoffs concernant les deux algorithmes TOPSIS et H-TOPSIS dans 50
points de décision. D’après cette figure, notre technique permet de réduire le nombre
de handoffs à 40%. Par contre, l’algorithme TOPSIS minimise le risque d’avoir ce
problème d’une valeur de 70%. Nous pouvons déduire que notre solution fournit une
meilleure performance du nombre de handoffs par rapport à l’algorithme TOPSIS.
Fig. 3.19 – Taux moyen du nombre de handoffs basé sur H-TOPSIS pour le flux interactif
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CHAPITRE 3. UNE NOUVELLE ARCHITECTURE POUR LA
SELECTION DE RESEAU
3.4.3.5 La simulation 4
La dernière simulation consiste à évaluer la performance de notre technique H-TOPSIS
par rapport à la solution classique TOPSIS pour le flux streaming.
• L’anomalie de classement : la figure 3.20 montre le taux moyen de l’anomalie
de classement effectué par les deux algorithmes TOPSIS et H-TOPSIS dans 50
points de décision. Nous pouvons observer que la meilleure performance de l’anomalie
de classement est donnée par notre solution H-TOPSIS pour le flux streaming. La
technique proposée H-TOPSIS minimise le risque d’avoir cette anomalie à 20%. Par
contre, l’algorithme classique TOPSIS permet d’obtenir une valeur de 25%.
Fig. 3.20 – Taux moyen de l’anomalie de classement basé sur H-TOPSIS pour streaming
• Le nombre de handoffs : la figure 3.21 représente le taux moyen du nombre de
handoffs effectué par les deux algorithmes TOPSIS et H-TOPSIS dans 50 points
de décision. Nous pouvons observer que notre technique E-TOPSIS minimise ce
problème à 20%. Par contre, l’algorithme TOPSIS réduit le le nombre de handoffs
d’une valeur de 40%. Nous pouvons déduire que notre solution H-TOPSIS permet
d’obtenir une meilleure performance concernant le nombre de handoffs par rapport
à l’algorithme TOPSIS.
Fig. 3.21 – Taux moyen du nombre de handoffs basé sur H-TOPSIS pour streaming
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3.3.5 Une nouvelle architecture pour la sélection du réseau
3.4.4 Discussion
Nous avons fourni un algorithme hybride appelé H-TOPSIS, pour la sélection de réseau.
Cet algorithme proposé repose sur deux méthodes MADM qui sont : AHP floue et TOPSIS.
Dans un premier temps, la méthode AHP floue est utilisée pour l’affectation de poids pour
chaque critère. Dans un deuxième temps, la méthode TOPSIS est appliquée pour classer les
alternatives réseaux. De plus, notre algorithme H-TOPSIS a introduit un nouveau critère ap-
pelé historique de performance. Ce dernier permet de mémoriser la performance de chaque
interface réseau accessible pour le terminal mobile.
L’analyse des résultats fournis par les quatre simulations que nous avons effectuées nous a per-
mis de constater que le taux moyen de l’anomalie du classement fourni par notre algorithme
H-TOPSIS est réduit par rapport à celui donné par l’algorithme classique TOPSIS. De même,
le taux moyen concernant le nombre de handoffs donné par l’algorithme H-TOPSIS est réduit
par rapport à la valeur fournie par l’algorithme TOPSIS. Cette réduction est due au fait que
l’algorithme proposé H-TOPSIS prend en considération la performance de l’interface réseau à
travers le critère historique de performance.
Par conséquent, notre algorithme hybride H-TOPSIS permet au terminal mobile d’avoir une
meilleure performance en termes d’anomalie de classement et du nombre de handoffs par rap-
port à l’algorithme classique TOPSIS.
Comme perspective de ce travail, nous envisageons d’introduire le critère historique de perfor-
mance dans la méthode E-TOPSIS afin de réduire l’anomalie de classement et le nombre de
handoffs.
3.5 Une nouvelle architecture pour la sélection du réseau
3.5.1 Introduction
Après avoir proposé deux contributions E-TOPSIS [82] et H-TOPSIS [75] pour l’opti-
misation de la sélection du réseau qui peuvent fournir une meilleure performance par rapport
à l’algorithme classique TOPSIS, la question qu’on peut poser est la suivante : est-ce que ces
deux solutions représentent les stratégies idéales qui répondent aux exigences de l’utilisateur
mobile en terme de qualité de service ? Malheureusement, la réponse est négative, vu que le
taux moyen relatif au nombre de handoffs ainsi que l’anomalie du classement reste encore élevé,
ce qui peut conduire à la dégradation de la qualité du service lors de l’exécution du processus
du handover vertical. A titre d’exemple, l’autonomie de la batterie du terminal mobile peut
être épuisée rapidement suite à l’exécution du handover d’une façon successive.
Les deux contributions proposées se basent sur la distance euclidienne. Cette dernière repré-
sente le facteur majeur qui peut impliquer l’anomalie du classement et le nombre élevé du
handover. De plus, nous avons utilisé les deux méthodes de pondération AHP et AHP floue
respectivement dans la première et la deuxième contribution. Cependant, ces méthodes ne
prennent pas en compte l’hétérogénéité des critères de la sélection. Ce qui, alors, influence les
valeurs accordées aux différents critères.
Notre objectif dans cette troisième contribution est d’assurer une meilleure qualité de service
pour le terminal mobile lors de l’exécution du handover vertical. Pour ce faire, notre proposi-
tion apporte une solution au problème de la distance euclidienne en développant une nouvelle
méthode à l’aide de la décision multi-attributs qui n’utilise pas cette distance. De plus, notre
solution proposée permet d’améliorer les méthodes de pondération AHP, et AHP floue, en
utilisant un nouveau système de pondération qui regroupe les critères en classes homogènes.
87
Op
tim
isa
tio
n
et
év
alu
at
ion
de
sp
er
fo
rm
an
ce
sd
es
co
m
m
un
ica
tio
ns
m
ob
ile
sd
an
su
n
en
vir
on
ne
m
en
tr
és
ea
ux
m
ul
ti-
ac
cè
s
CHAPITRE 3. UNE NOUVELLE ARCHITECTURE POUR LA
SELECTION DE RESEAU
3.5.2 Un nouveau schéma pour la sélection du réseau
La figure 3.22 montre le schéma qui représente le noyau de notre nouvelle architec-
ture [73] [88] consacrée à la sélection du réseau. Le premier avantage de cette stratégie réside
dans sa capacité de pallier aux inconvénients des algorithmes de handover qui sont basés sur
l’approche MADM. Son autre avantage est le fait qu’elle représente une solution simple à inté-
grer dans le protocole IEEE 802.21. Nous signalons que notre schéma a été conçu et développé
en nous basant sur le prototype de la norme IEEE 802.21.
Fig. 3.22 – Schéma du principe du modèle proposé pour la sélection de réseau
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3.3.5 Une nouvelle architecture pour la sélection du réseau
En effet, notre architecture [88] proposée pour la sélection du réseau est constituée de deux
modules. Le premier module est un système de pondération efficace, capable d’améliorer les
méthodes AHP et AHP floue. Ce module a pour rôle de regrouper les critères en classes homo-
gènes. Autrement dit, les critères qui ont la même unité de mesure, ou qui sont corrélés entre
eux, seront regroupés dans la même classe. Ensuite, la méthode AHP floue (ou AHP) sera
appliquée pour accorder des poids pour chaque critère de chaque classe. Le deuxième module
représente une nouvelle méthode MADM que nous avons développée afin de classer les alter-
natives réseaux. l’idée de base de cette nouvelle méthode de classement consiste à remplacer
la distance euclidienne par la distance de Mahalanobis. Ainsi, à la différence de la distance
euclidienne où tous les attributs des alternatives sont traités de la même façon, la distance de
mahalanobis accorde un poids aux différents attributs. L’utilisation de cette distance porte un
troisième avantage, vu qu’elle prend en compte la corrélation entre les attributs.
Le principe de fonctionnement de notre schéma est simple. Après avoir collecté les informa-
tions des critères de la sélection, lors de la première étape, le premier module est utilisé pour
la pondération de critères d’une manière subjective. Ensuite, le deuxième module sera utilisé
pour calculer la performance de chaque interface réseau accessible pour le terminal mobile.
Puis, ce score sera utilisé pour déterminer la meilleure technologie réseau qu’il faut utiliser par
le terminal mobile. Dans ce qui suit, nous détaillons le principe de fonctionnement de chaque
module de notre architecture.
3.5.2.1 Module de pondération basé sur la classification
de critères
Étant donné que A est un ensemble d’ordre N des alternatives correspondant aux
réseaux accessibles pour un terminal mobile.
A = {Ai avec i = 1, 2, ...., N}. (3.2)
Ensuite, on considère P un ensemble fini d’ordre M des paramètres utilisés dans la phase de
la sélection réseau.
P = {Pj avec j = 1, 2, ....,M}. (3.3)
On construit k classes homogènes Ck à partir de l’ensemble P telles que :
P =
k⋃
i=1
Ci et Ci ∩ Cj = ∅ si i 6= j (3.4)
Où Ci = {Pk, Pk ∈ P et k = 1...M}
L’homogénéité est assurée par les deux caractéristiques suivantes :
• La même unité de mesure.
• La corrélation entre les critères.
Le module de pondération contient un système de pondération intra-classes et un autre inter-
classes. La sortie du module de pondération est un vecteur de poids qui correspond au degré
d’importance de chaque critère pour chaque alternative réseau. Ce vecteur de sortie est calculé
en combinant les deux systèmes intra-classes et inter-classes. Le principe de fonctionnement
de ces deux systèmes est le suivant :
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CHAPITRE 3. UNE NOUVELLE ARCHITECTURE POUR LA
SELECTION DE RESEAU
1. Le système de pondération intra-classes : pour chaque classe Ci, la méthode AHP
floue est appliquée pour générer un vecteur de poids WCi pour chaque alternative
Ai. Le vecteur de poids WCi contient le degré d’importance associé à chaque critère
appartenant à cette classe. L’expression de ce vecteur est définie de la façon suivante :
WCi = [CiA1, CiA2, ..., CiAn], i = 1, ..., k. (3.5)
2. Le système de pondération inter-classes : ce système permet de fournir le degré
d’importance relatif à chaque classe en utilisant la méthode AHP floue. Pour chaque
classe homogène Ci on obtient un poids Wi. Le vecteur de poids de toutes les classes
est défini par :
W = [W1,W2, ...,Wk] avec
k∑
i=1
Wi = 1 (3.6)
La combinaison de différents vecteurs de chaque classe permet de construire la matrice
de décision NW. Cette combinaison repose sur la multiplication de chaque vecteur WCi
par le vecteur W. La matrice de décision NW est donnée sous la forme suivante :
NW =

W1 ∗ C1A1 W2 ∗ C2A1 . . . Wk ∗ CkA1
W1 ∗ C1A2 W2 ∗ C2A2 . . . Wk ∗ CkA2
... ... . . . ...
W1 ∗ C1An W2 ∗ C2An . . . Wk ∗ CkAn
 (3.7)
Nous signalons que chaque ligne de cette matrice correspond à un vecteur de poids de
différents critères pour un réseau donné.
3.5.2.2 Module de classement basé sur la distance de
Mahalanobis
La distance de Mahalanobis est une métrique pour mesurer la distance, proposée par
P.C. Mahalanobis en 1936 [27]. Cette métrique joue un rôle primordial dans plusieurs
domaines [95] tels que : la statistique, l’analyse de données, le traitement d’image, etc.
Contrairement à la distance euclidienne où toutes les composantes des vecteurs sont
traitées de la même façon, la distance de Mahalanobis accorde un poids relatif à chaque
composant. Donc, toutes les composantes des vecteurs ne sont pas traitées de la même
façon. L’autre avantage apporté par cette métrique par rapport à la distance classique
euclidienne est le fait qu’elle tient en compte la corrélation entre toutes les composantes
des vecteurs. Pour cette raison, elle est largement utilisée pour déterminer la cohérence
ou la similarité des données fournies.
Soit S une matrice de covariance pour un vecteur à plusieurs variables x = (x1, x2, ..., xn)T .
La distance de Mahalanobis d’une série de valeurs de moyenne µ = (µ1, µ2, ..., µn)T est
définie comme suit :
DM(x) = (x− µ)T ∗ S−1 ∗ (x− µ) (3.8)
Avec S−1 représente la matrice de covariance inverse.
En revanche, dans le contexte de la sélection du réseau, vu les avantages fournis par la distance
de Mahalanobis, ainsi que notre motivation de surmonter les inconvénients des algorithmes
classiques, nous avons développé une nouvelle méthode de classement MADM qui repose sur
cette métrique. Nous l’avons appelé l’algorithme de Mahalanobis. Ce dernier permet au ter-
minal mobile de sélectionner dynamiquement la meilleure interface. De plus, il améliore les
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3.3.5 Une nouvelle architecture pour la sélection du réseau
limitations de MADM en terme d’anomalie de classement, de nombre de handoffs et de pré-
cision dans l’identification de classement.
L’algorithme de Mahalanobis repose sur le principe de l’algorithme classique TOPSIS. En effet,
si la méthode TOPSIS utilise la distance euclidienne à m dimensions, notre algorithme Ma-
halanobis utilise la distance de Mahalanobis pour calculer la distance entre chaque alternative
Ai et la matrice de décision normalisée. La meilleure solution correspond au réseau qui a la
plus courte distance fournie par notre algorithme. La procédure pour utiliser notre algorithme
Mahalanobis contient les six étapes suivantes :
1. Construire la matrice de décision : dans cette étape, la construction de la matrice de
décision se fait de la même façon que l’équation 2.1.
2. Normaliser la matrice de décision : chaque élément rij est calculé via la normalisation
euclidienne ou Max-Min.
3. Pondérer la matrice de décision normalisée : le calcul de la matrice pondérée se base sur
l’équation 2.4.
4. Calculer la distance de Mahalanobis pour chaque alternative Ai : cette valeur peut être
calculée en utilisant l’équation 3.8. Elle est exprimée sous la forme suivante :
DM(Ai) = [Di1, ..., Dim] (3.9)
5. Calculer le score global pour chaque alternative Ai : la valeur de score est donnée par
la moyenne arithmétique du vecteur obtenu dans l’étape précédente ((Eq. (3.9)) :
Ci =
∑m
j=1Dij
m
(3.10)
6. Ranger les alternatives : les alternatives réseaux sont ordonnées en fonction des valeurs
croissantes de Ci
3.5.3 L’algorithme de sélection du réseau basé sur notre
schéma (FADM)
Après avoir exploré le principe de fonctionnement de chaque module qui intervient
dans notre schéma proposé pour la sélection du réseau, nous présentons dans cette section,
notre nouvel algorithme du handover appelé FADM (Fuzzy AHP Combined with Distance of
Mahalanobis) [88] qui combine les deux modules. Afin de choisir une meilleure solution pour la
sélection du réseau qui peut contourner les limites des algorithmes classiques, notre algorithme
FADM se déroule comme suit :
1. Construire le modèle hiérarchique en appliquant notre module de pondération : en effet,
avec l’utilisation de notre système de pondération, la hiérarchie classique définie par la
méthode AHP dans la figure 3.3 est transformée sous la forme d’une autre hiérarchie
illustrée par la figure 3.23. Cette nouvelle hiérarchie contient deux niveaux. Le premier
représente trois classes homogènes : classe 1 , classe 2 et classe 3. Le deuxième niveau de
la hiérarchie contient les critères qui représentent les éléments de chaque classe. La bande
passante disponible, la gigue, le délai et le taux de perte constituent les quatre critères
de la classe 1, tandis que la sécurité et le coût de service appartiennent respectivement
à la classe 2 et la classe 3.
2. Assigner un vecteur du poids pour le premier niveau de la hiérarchie : la méthode floue
AHP est utilisée pour calculer le degré d’importance pour chaque classe (pondération
inter-classe).
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CHAPITRE 3. UNE NOUVELLE ARCHITECTURE POUR LA
SELECTION DE RESEAU
3. Assigner un vecteur du poids pour le deuxième niveau de la hiérarchie : la méthode AHP
floue est utilisée pour associer un poids pour chaque critère appartenant à la même
classe (pondération intra-classe).
4. Attribuer un poids définitif à chaque critère : le poids accordé à chaque critère est
calculé en multipliant le poids obtenu à travers la pondération intra-classe par le degré
d’importance qui correspond à la classe à laquelle appartient le critère.
5. Appliquer l’algorithme de Mahalanobis : cet algorithme de classement (deuxième module)
est utilisé pour calculer le score de performance Ci (Eq. (3.10)) pour chaque alternative
réseau.
6. Choisir la meilleure alternative réseau qui correspond à la plus petite valeur du score Ci.
Fig. 3.23 – Hiérarchie de la méthode AHP floue basée sur la classification de critères
3.5.4 Simulations et résultats
3.5.4.1 Scénario de simulation
Pour montrer l’efficacité de ce nouvel algorithme de décision FADM [88] dans le cadre
d’optimisation de la sélection du réseau, nous présentons dans cette section les résultats ob-
tenus en comparant les performances de quatre algorithmes qui sont FADM, TOPSIS, GRA
et DIA. L’environnement de simulation contient six réseaux : deux technologies cellulaires :
UMTS1 et UMTS2, deux technologies WLANS : WLAN1 et WLAN2 et deux technologies
WMANS : WIMAX1 et WIMAX2. Nous considérons également six attributs associés à cet
environnement hétérogène : la bande passante disponible (AB), la sécurité (S), le coût de
service (CB), la gigue (J), le délai (D) et le taux de perte (L). Les valeurs de ces critères sont
générées selon l’intervalle indiquée pour chaque critère dans le tableau 3.19.
Pour prouver l’utilité d’introduire notre système de pondération basé sur la classification de
critères, ainsi que l’importance du nouvel algorithme de classement qui repose sur la distance
de Mahalanobis, nous effectuons trois simulations. Dans la première simulation, la méthode
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3.3.5 Une nouvelle architecture pour la sélection du réseau
AHP est utilisée pour accorder un poids aux différents critères pour les quatre algorithmes de
décision FADM, TOPSIS, GRA et DIA. La deuxième simulation consiste à introduire notre
système de pondération en remplaçant la méthode AHP. Ce système de pondération utilise la
méthode AHP dans le but d’affecter un degré d’importance aux différents critères. Finalement,
dans la troisième simulation, le module de pondération basé sur la méthode AHP floue est
appliqué pour calculer le poids relatif à chaque critère.
Tab. 3.19 – Performances des attributs pour les réseaux candidats
criteria
network
CB
(%)
S
(%)
AB
(mbps)
D
(ms)
J
(ms)
L
(per106)
UMTS1 60 70 0.1-2 25-50 5-10 20-80
UMTS2 80 90 0.1-2 25-50 5-10 20-80
WLAN1 10 50 1-11 100-150 10-20 20-80
WLAN2 5 50 1-11 100-150 10-20 20-80
WIMAX1 50 60 1-60 60-100 3-10 20-80
WIMAX2 40 60 1-60 60-100 3-10 20-80
L’objectif de ces simulations est de calculer le taux moyen de l’anomalie de classement et le
nombre de handoffs fournis par ces quatre algorithmes afin de comparer leurs performances.
Pour ce faire, dans chaque simulation, nous avons exécuté chaque algorithme de décision dans
100 points de décision pour les quatre classes de services que nous avons déjà citées. Les
résultats de ces quatre simulations sont présentés dans ce qui suit :
3.5.4.2 La simulation 1
Dans cette simulation, nous analysons les quatre types de flux arrière-plan, conversa-
tionnel, interactif et streaming afin d’effectuer une comparaison des performances entre les
algorithmes FADM, TOPSIS, GRA, et DIA. Les caractéristiques de chaque type de service sont
prises en considération lorsqu’on calcule le poids de chaque critère en appliquant la méthode
classique AHP. Les différentes valeurs de poids accordées à chaque critère selon la nature de
service délivré à l’utilisateur sont illustrées par la figure 3.24.
Fig. 3.24 – Degré d’importance en utilisant la méthode classique AHP
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CHAPITRE 3. UNE NOUVELLE ARCHITECTURE POUR LA
SELECTION DE RESEAU
• L’anomalie de classement : la figure 3.25 montre que notre algorithme FADM
réduit le risque d’avoir le problème d’anomalie de classement à une valeur de 18%,
15% , 20% et 27 % respectivement pour les quatre types de flux arrière-plan, conver-
sationnel, interactif et streaming. D’une part, nous observons que la méthode GRA
permet d’obtenir les valeurs de l’ordre de 20%, 18%, 25% et 30% respectivement
aussi pour les quatre types de flux arrière-plan, conversationnel, interactif et strea-
ming.
D’autre part, la méthode DIA permet de minimiser cette anomalie de 30% pour le
flux arrière-plan, 27% pour le flux conversationnel, 33% pour le flux interactif et
30% pour le flux streaming. Finalement, la méthode TOPSIS fournit la plus grande
valeur par rapport aux trois algorithmes FADM, GRA et DIA.
En somme, nous constatons que la meilleure performance de l’anomalie de classe-
ment est donnée par notre algorithme FADM, tandis que la mauvaise performance
est fournie par la méthode TOPSIS.
Fig. 3.25 – Variation de l’anomalie de classement des algorithmes basés sur AHP
• Le nombre de handoffs : la figure 3.26 montre que les deux algorithmes FADM et
DIA diminuent le problème du nombre de handover avec les mêmes valeurs de 33%
et 41.67% respectivement pour les deux types de services arrière-plan et streaming.
Pour les deux autres types de flux conversationnel et interactif, avec l’algorithme
FADM, le risque d’avoir ce problème se limite à une valeur de 50% pour le premier
et avec une valeur 60% pour le deuxième flux.
D’autre part, la méthode DIA réduit le risque à une valeur de 60% pour le flux
conversationnel et à une valeur de 80% pour le flux interactif. En outre la méthode
GRA réduit ce problème à une valeur de 80%, 60%, 60% et 70% respectivement
pour les quatre types de flux : arrière-plan, conversationnel, interactif et streaming.
Enfin, la méthode TOPSIS permet de réduire le risque d’une valeur de 70% pour le
flux arrière-plan, de 80% pour le flux conversationnel, de 70% pour le flux interactif
et de 60% pour le flux streaming.
Nous pouvons déduire que pour tous les types de services, notre algorithme de déci-
sion FADM fournit la meilleure performance concernant le nombre de handoffs par
rapport aux autres algorithmes GRA, DIA et TOPSIS. Ces résultats sont dus à l’ef-
ficacité de la distance de Mahalanobis.
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3.3.5 Une nouvelle architecture pour la sélection du réseau
Fig. 3.26 – Variation de nombre de handoffs des algorithmes basés sur AHP
3.5.4.3 La simulation 2
Dans cette simulation, nous proposons une amélioration des résultats obtenus dans la
première simulation en ciblant l’inconvénient de l’hétérogénéité des critères qui n’est pas résolu
par la méthode AHP. Pour y aboutir, nous appliquons notre schéma fondé sur deux systèmes
de pondération inter-classes et intra-classes. Ces deux systèmes reposent sur la méthode AHP
pour attribuer un poids à chaque critère.
Pour chaque type de service, les différentes valeurs de poids accordées à la classe1, la classe2
et la classe3 en utilisant le système de pondération inter-classes sont explorées dans le tableau
3.20. En plus, pour chaque classe, on applique le système de pondération intra-classes afin de
calculer le degré d’importance de chaque critère de cette classe. Nous signalons qu’il y a un
seul critère dans la classe 2 et la classe 3. Par conséquent, le poids affecté à ce critère dans les
deux classes est égal à 1. La classe 1 contient quatre critères. Les valeurs de poids obtenues
pour ces critères en fonction de type de flux sont illustrées dans le tableau 3.21. Enfin, les
valeurs de poids affectées à chaque critère pour chaque type de service en combinant les deux
systèmes de pondération sont représentées dans la figure 3.27.
Tab. 3.20 – Pondération inter-classes en utilisant la méthode AHP
La classe de trafic Class1 Class2 Class3
Arrière-plan 0.582 0.303 0.115
Conversationnel 0.582 0.303 0.115
Interactif 0.582 0.303 0.115
Streaming 0.582 0.303 0.115
Tab. 3.21 – Pondération intra-classes pour la classe 1 en utilisant la méthode AHP
La classe de trafic AB D J L
Arrière-plan 0.230 0.059 0.059 0.652
Conversationnel 0.050 0.450 0.450 0.050
Interactif 0.165 0.165 0.045 0.625
Streaming 0.422 0.118 0.422 0.039
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Fig. 3.27 – Degré d’importance en utilisant le module de pondération basé sur AHP
• L’anomalie de classement : le taux moyen de l’anomalie de classement effectué
par les quatre algorithmes pour chaque type de service est représenté dans la figure
3.28. On remarque que notre algorithme FADM permet de fournir les valeurs 15%,
12%, 18% et 25% respectivement pour les quatre types de flux : arrière-plan, conver-
sationnel, interactif et streaming, tandis que la méthode GRA réduit cette anomalie
à 20%, 15%, 20% et 35% respectivement aussi pour les services arrière-plan, conver-
sationnel, interactif et streaming. Nous observons également que la méthode DIA
fournit une valeur de 23% pour le flux arrière-plan, de 20% pour le flux conversa-
tionnel, de 30% pour le flux interactif et de 28% pour le flux streaming. La dernière
remarque en ce qui concerne cette simulation est que la méthode TOPSIS fournit la
plus grande valeur en fait de cette anomalie.
Nous pouvons déduire que la meilleure performance de l’anomalie de classement pour
tous les types de flux est donnée par notre algorithme FADM. De plus, La mauvaise
performance de l’anomalie de classement est donnée par la méthode TOPSIS.
Fig. 3.28 – Anomalie de classement des algorithmes basés sur le module de pondération
• Le nombre de handoffs : la figure 3.29 illustre le taux moyen du nombre de han-
doffs obtenus avec les différents algorithmes pour les quatre types de services. Nous
observons que notre algorithme FADM diminue le risque d’avoir ce problème à une
valeur de 50%, 45% , 60% et 50 % respectivement pour les quatre types de flux
arrière-plan, conversationnel, interactif et streaming. Nous remarquons également
que d’une part, la méthode DIA réduit ce risque d’une valeur à 55% pour le flux
arrière-plan, à 50% pour le flux conversationnel, à 70% pour le flux interactif et
à 52% pour le flux streaming. D’autre part, la méthode GRA réduit ce problème
à une valeur de 70%, 55%, 60% et 65% respectivement pour les quatre types de
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3.3.5 Une nouvelle architecture pour la sélection du réseau
flux arrière-plan, conversationnel, interactif et streaming. Enfin, la méthode TOPSIS
fournit la valeur de 40% pour les deux types de services arrière-plan et interactif.
Pour le flux conversationnel, elle fournit la valeur de 30% et pour le flux streaming
elle donne la valeur 55%.
Du moment que toutes les valeurs fournies par notre algorithme FADM pour chaque
type de service sont plus faibles que les valeurs issues des autres méthodes, nous
pouvons déduire que notre algorithme fournit la meilleure performance par rapport
aux autres algorithmes.
Fig. 3.29 – Nombre de handoffs des algorithmes basés sur le module de pondération
3.5.4.4 La simulation 3
Cette simulation consiste à analyser la performance de notre algorithme de décision
FADM dans le contexte où le schéma de pondération basé sur la méthode AHP floue est
utilisé. Le fait d’introduire la méthode AHP floue au lieu de la méthode AHP dans les deux
systèmes inter-classes et intra-classes rend notre schéma plus efficace. L’efficacité se traduit
par les résultats obtenus dans les simulations.
En appliquant le système de pondération inter-classes pour les trois classes 1, 2 et 3, les
valeurs de poids obtenues selon le type de service sont données dans le tableau 3.22. Le calcul
de poids qui correspond à chaque critère de chaque classe se fait en utilisant le système de
pondération intra-classes. Les différentes valeurs calculées pour la classe 1 en fonction du type
de flux sont présentées dans le tableau 3.23, tandis que l’utilisation du système de pondération
intra-classes pour la classe 1 et la classe 2 permet de fournir la valeur 1 pour le seul critère de
chaque classe. En utilisant le module de pondération, le degré d’importance associé à chaque
critère en respectant le type de service est représenté dans la figure 3.30.
Tab. 3.22 – Pondération inter-classes en utilisant la méthode AHP floue
Traffic class Class1 Class2 Class3
Arrière-plan 0.559 0.310 0.131
Conversationnel 0.559 0.310 0.131
Interactif 0.559 0.310 0.131
Streaming 0.559 0.310 0.131
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Tab. 3.23 – Pondération intra-classes pour la classe 1 en utilisant la méthode AHP floue
Traffic class AB D J L
Arrière-plan 0.717 0.052 0.074 0.158
Conversationnel 0.211 0.317 0.346 0.127
Interactif 0.278 0.350 0.131 0.241
Streaming 0.581 0.050 0.192 0.177
Fig. 3.30 – Degré d’importance en utilisant le module de pondération basé sur AHP floue
• L’anomalie de classement : la figure 3.31 présente les résultats obtenus avec
ces quatre algorithmes en simulant les quatre types de flux. Nous constatons que
pour le flux arrière-plan les algorithmes TOPSIS, GRA, DIA et FADM permettent
de réduire cette anomalie respectivement avec des valeurs de 17%, 12.50%, 20%
et 10%. Nous pouvons constater également que pour le flux conversationnel ces
quatre algorithmes fournissent respectivement les valeurs 25%, 12%, 18% et 9%.
Pour le flux interactif, les quatre algorithmes que nous avons déjà cités, réduisent le
risque, respectivement avec les valeurs de 36%, 25%, 28% et 17%. Enfin, pour le
flux streaming, les algorithmes TOPSIS, GRA, DIA et FADM permettent d’obtenir
respectivement les valeurs de 45%, 18%, 25% et 20%.
Vu que toutes les valeurs fournies par l’algorithme FADM sont plus faibles que les
valeurs provenant des autres méthodes, nous pouvons déduire que notre algorithme
fournit la meilleure performance par rapport aux autres algorithmes.
Fig. 3.31 – Anomalie de classement obtenus en utilisant le module de pondération floue
• Le nombre de handoffs : la figure 3.32 présente une comparaison de la varia-
tion du nombre du handoffs effectués par le terminal mobile en fonction des quatre
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3.3.5 Une nouvelle architecture pour la sélection du réseau
algorithmes. Nous pouvons remarquer que pour le flux arrière-plan les algorithmes
TOPSIS, GRA, DIA et FADM permettent de minimiser le nombre du handoffs res-
pectivement avec les valeurs de 55%, 60%, 50% et 45%. Nous constatons également
que pour le flux conversationnel, ces quatre algorithmes donnent respectivement les
valeurs de 46%, 42%, 46% et 40%. Pour le flux interactif, les quatre algorithmes
réduisent le risque d’avoir ce problème respectivement avec les valeurs de 66%, 55%,
66% et 55%. Enfin, pour le flux streaming les algorithmes TOPSIS, GRA, DIA et
FADM permettent de fournir respectivement les valeurs 50%, 60%, 50% et 47%.
Après une analyse de ces valeurs fournies par ces algorithmes, nous tirons la conclu-
sion que les valeurs de l’algorithme FADM sont plus faibles pour tous les types de
flux par rapport aux autres méthodes. Nous pouvons déduire que notre algorithme
fournit la meilleure performance par rapport aux autres algorithmes.
Fig. 3.32 – Nombre de handoffs obtenus en utilisant le module de pondération floue
3.5.5 Discussion
La troisième contribution présentée dans ce chapitre est une nouvelle architecture pour
la sélection du réseau qui nous a permis de remédier aux limites des algorithmes classiques
basés sur l’approche MADM. Notre stratégie repose sur deux modules : le premier module est
un système de pondération appliqué pour calculer le poids pour chaque critère. Le deuxième
module est un nouvel algorithme de classement introduit pour ranger les alternatives réseaux.
Nous signalons que nous avons choisi d’une part, de remplacer la distance euclidienne avec
la distance de Mahalanobis. D’autre part, nous avons proposé une amélioration des deux
méthodes de pondération AHP et AHP floue en introduisant le concept d’hétérogénéité des
critères lors de l’affectation de poids. Nous avons construit des classes qui contiennent des
critères homogènes. L’homogénéité des critères est assurée par deux propriétés qui sont : la
même unité de mesure pour les critères et la corrélation entre eux. Ensuite, nous avons utilisé
la méthode AHP floue pour accorder les poids inter-classes et intra-classes. Finalement, nous
avons présenté le principe de notre nouvel algorithme FADM.
Afin de mettre en évidence l’efficacité de notre nouvel algorithme FADM et la nécessité de
l’intégrer dans le protocole IEEE 802.21, nous analysons les résultats obtenus dans les quatre
simulations. Pour ce faire, dans cette analyse nous mettons l’accent sur les deux points sui-
vants :
1. Le premier point consiste à comparer et à analyser la performance de notre algorithme
FADM par rapport aux trois algorithmes TOPSIS, GRA et DIA dans chaque simulation
en tenant compte des classes de services. En plus, nous donnons des explications des
résultats auxquels nous avons obtenus dans chaque simulation.
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CHAPITRE 3. UNE NOUVELLE ARCHITECTURE POUR LA
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2. Le deuxième point consiste à comparer les résultats fournis par notre algorithme FADM
dans les quatre simulations que nous avons effectuées selon le type de service. Nous
signalons qu’il existe une relation entre les trois simulations, pour cela, nous pouvons les
comparer.
Ainsi, concernant le premier point, à partir des résultats de la simulation 1, la simulation 2 et
la simulation 3, nous pouvons déduire que pour tous les types de services, notre algorithme de
décision FADM fournit la meilleure performance pour l’anomalie de classement et le nombre de
handoffs par rapport aux autres algorithmes GRA, DIA et TOPSIS. En revanche, la mauvaise
performance est donnée par la méthode TOPSIS. Ceci explique largement l’utilité d’utiliser la
distance de Mahalanobis au lieu de la distance euclidienne dans l’algorithme de classement.
Maintenant, pour le deuxième point en comparant la performance de l’algorithme FADM dans
la simulation 1 et celle fournie dans la simulation 2, nous pouvons déduire que les résultats
auxquels nous avons abouti dans la simulation 2 sont meilleurs par rapport à la simulation
1. Cette amélioration des résultats est due à l’efficacité de notre système de pondération
qui prend en considération l’hétérogénéité de critères. De plus, les résultats obtenus dans la
simulation 3 où notre algorithme a été utilisé sont meilleurs par rapport aux résultats de la
simulation 2. Nous pouvons déduire que notre système de pondération basé sur la méthode
AHP floue permet d’offrir une meilleure performance par rapport au système de pondération
basé sur AHP. Il faut noter aussi que les performances des algorithmes TOPSIS , GRA et DIA
obtenues dans la simulation 2 ont été améliorées progressivement par rapport aux résultats de
la simulation 1. Enfin, la simulation 3 permet d’améliorer les performances de ces algorithmes
par rapport à la simulation 2.
Par conséquent, l’algorithme FADM que nous avons proposé dans cette contribution permet de
surmonter les limites des algorithmes classiques tels que l’anomalie de classement et le nombre
de handoffs. En plus, il se caractérise pas sa simplicité grâce à sa conception modulaire.
Le dernier avantage de cet algorithme est la possibilité de l’implémenter facilement dans le
protocole IEEE 802.21. Comme perspective de cette contribution, nous pouvons améliorer le
module de pondération en examinant d’autres algorithmes de pondération comme ANP et
ANP floue.
3.6 Conclusion
Dans ce chapitre, nous avons fourni trois contributions pour l’optimisation de la sélec-
tion du réseau. Les avantages de ces trois solutions proposées sont la réduction de l’anomalie du
classement ainsi que le nombre de handoffs. La première technique présentée dans ce chapitre
est une amélioration de l’algorithme standard TOPSIS qui s’appelle E-TOPSIS. Elle s’appuie
sur la modification de la méthode TOPSIS en tenant en compte deux poids λ1 et λ2. Ces deux
valeurs désignent respectivement le degré d’importance relatif à la solution idéale et à la pire
des solutions. Dans cette contribution, la méthode classique AHP est appliquée pour calculer le
poids de chaque critère. Les résultats de simulation ont montré que notre technique E-TOPSIS
permet d’obtenir une meilleure performance concernant l’anomalie de classement et le nombre
de handoffs par rapport à l’algorithme TOPSIS. Cependant, la performance fournie par cette
technique n’est pas favorable vu que le taux moyen de l’anomalie de classement ainsi que le
nombre de handover sont toujours élevés.
Afin de pallier aux inconvénients de notre technique E-TOPSIS, nous avons développé un
autre algorithme hybride appelé H-TOPSIS. Le premier avantage de cet algorithme est le fait
d’utiliser la méthode AHP floue au lieu de AHP pour l’élicitation de poids. Le deuxième avan-
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3.3.6 Conclusion
tage réside dans l’exploitation du critère historique de performance qui permet de mémoriser
la performance de chaque interface réseau. Les résultats des simulations effectuées sur les
quatre types de services pour comparer l’algorithme H-TOPSIS et TOPSIS, ont montré que la
meilleure performance en fonction de deux paramètres d’évaluation l’anomalie de classement
et le nombre de handoffs, a été donnée par notre algorithme hybride. Similaire à la technique
E-TOPSIS, la performance fournie par la méthode H-TOPSIS n’est pas favorable pour sa-
tisfaire les exigences de l’utilisateur en terme de QoS. D’où l’idée de proposer et développer
une nouvelle stratégie pour la sélection réseau qui permet de remédier aux limites des deux
solutions E-TOPSIS et H-TOPSIS.
En effet, nous avons proposé un nouvel algorithme pour la sélection de réseau appelé FADM.
Il s’agit d’un nouveau schéma qui contient deux modules. Un module pour la pondération de
poids et un autre pour le classement de différents réseaux. Chacun de ces deux modules pré-
sente des avantages. Le module de pondération a l’avantage de tenir en compte l’hétérogénéité
des critères. Il est constitué de deux systèmes de pondération : le premier système est désigné
pour la pondération inter-classes et le second système sert pour la pondération intra-classes.
D’autre part, le module de classement est basé sur un nouvel algorithme MADM que nous
avons développé. En plus, son avantage majeur est le fait de remplacer la distance euclidienne
par la distance de Mahalanobis. Les résultats des simulations que nous avons effectuées, nous
ont permis de mettre en évidence l’efficacité de notre algorithme FADM par rapport aux trois
algorithmes les plus répandus tels que TOPSIS, GRA et DIA. Cette efficacité se manifeste
à travers les résultats de simulations, l’algorithme FADM a réduit davantage l’anomalie du
classement et le nombre du handoffs que les autres algorithmes. Nous signalons que cette
réduction a une influence significative sur la maximisation de l’autonomie de la batterie et de
la bande passante.
Avant de conclure ce chapitre, il convient de signaler que le module de pondération proposé
pour accorder les poids aux différents critères peut être optimisé afin de fournir une meilleure
performance. En effet, notre idée de classifier les critères en classes homogènes a été testée
uniquement pour les deux méthodes AHP et FAHP. Il existe d’autres algorithmes MADM pro-
posés dans la littérature pour pondérer les attributs comme ANP et ANP floue. Notre objectif
dans le chapitre suivant sera consacré à l’optimisation du module de la pondération.
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CHAPITRE 4
UNE NOUVELLE APPROCHE DE LA
SELECTION RESEAU AVEC
DIFFERENCIATION DE POIDS
4.1 Introduction
Dans le chapitre précédent, nous avons présenté une architecture modulaire pour la
sélection du réseau. Cette architecture contient deux modules, le premier est consacré à la
pondération des critères et le deuxième à classer les alternatives réseaux. Le module de pon-
dération est basé essentiellement sur la méthode AHP floue pour pondérer chaque critère.
Cependant, il existe d’autres méthodes de pondération que nous avons déjà citées dans le
deuxième chapitre et que nous n’avons pas encore testées sur notre module de pondération.
L’objectif essentiel de ce chapitre est d’améliorer le module de pondération. Pour ce faire, nous
allons proposer deux contributions dans ce chapitre.
Le reste de ce chapitre est organisé de la façon suivante. La section suivante est consacrée
aux limitations des algorithmes de pondération existants dans le contexte de la sélection du
réseau ainsi que les solutions proposées pour surmonter ces limitations. Ensuite, nous propo-
sons notre première contribution dans la troisième partie de ce chapitre. Il s’agit d’une nouvelle
approche de la validation pour le handover. Cette approche est basée sur la théorie de la prise
de la décision collective. D’un côté, cette nouvelle approche permet de déterminer la méthode
de pondération la plus appropriée qui doit être introduite dans notre module de pondération.
D’un autre côté, nous pouvons exploiter cette solution afin de comparer la performance des
algorithmes du handover vertical.
Notre deuxième contribution sera développée dans la troisième partie de ce chapitre. L’idée de
base de cette contribution consiste à introduire une nouvelle entité pour la différenciation de
poids. Cette unité sera intégrée dans le module de pondération afin de produire un vecteur de
poids en fonction de chaque interface réseau.
Enfin, pour chaque contribution, nous réalisons un ensemble de simulations afin d’illustrer les
améliorations obtenues au niveau de notre architecture FADM.
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4.4.2 Limitations des algorithmes de pondération existants dans
le contexte de la sélection du réseau
4.2 Limitations des algorithmes de pondération existants
dans le contexte de la sélection du réseau
Dans le cadre de l’optimisation de l’architecture FADM, nous proposons dans cette
section les éléments clés afin d’améliorer le module de pondération. Pour ce faire, nous nous
intéressons à l’étude de l’impact des algorithmes de pondération sur la performance de l’algo-
rithme FADM. En fait, les poids calculés en utilisant un algorithme de pondération permettent
très souvent d’influencer la performance de n’importe quel algorithme de la sélection de réseau.
Comme nous l’avons déjà signalé dans le chapitre 2, le choix d’un algorithme efficace pour le
calcul du poids est un facteur crucial qu’il faut tenir en compte afin de réduire l’anomalie de
classement et le nombre de handoffs.
Malgré cet enjeu, les algorithmes de pondération basés sur l’approche MADM restent moins
étudiés dans le contexte de handover vertical. Cela se traduit par le fait que la majorité des
stratégies de handover proposées dans la littérature reposent sur la méthode de pondération
AHP, presque 90% des travaux publiés l’utilisent. Cependant, ces méthodes de pondération
présentent plusieurs inconvénients qui peuvent dégrader la qualité de service lors du handover
vertical. Ces inconvénients peuvent être regroupés en deux catégories. La première catégorie
contient des inconvénients d’ordre général que nous pouvons trouver si nous appliquons l’une
de ces méthodes de pondération dans n’importe quel domaine. L’ensemble de ces inconvénients
a été déjà mentionné dans le chapitre 2. La deuxième catégorie représentent un ensemble de
limites spécifiques à chaque méthode de pondération dans le contexte du handover vertical.
Parmi ces inconvénients, nous citons :
1. Absence d’une technique d’évaluation des performances de différentes méthodes de pon-
dération. En effet, d’après notre aperçu sur la littérature, il n’y a aucune stratégie d’éva-
luation centrée sur les algorithmes de pondération. Par conséquent, il n’y a aucune
indication concernant l’algorithme de pondération approprié à être utilisé en fonction
du type de service. De plus, les comparaisons faites entre les différentes stratégies de
handover ne prennent pas en considération l’effet des algorithmes de pondération sur les
résultats de performances.
2. Les méthodes de pondération se basent sur l’expérience d’un seul expert : en général le
fait d’utiliser un seul expert pour pondérer les différents attributs ne reflète pas réelle-
ment les besoins de l’utilisateur en termes de QdS. Par conséquent, cet algorithme de
pondération influence la performance de l’algorithme de la sélection du réseau.
3. Les méthodes de pondération permettent d’associer un vecteur de poids aux différents
critères indépendamment de l’interface réseau. Autrement dit, toutes les méthodes de
pondération utilisées dans le contexte du handover vertical attribuent le même vecteur
de poids pour toutes les interfaces réseaux. Cependant, les critères n’ont pas le même
degré d’importance dans toutes technologies réseaux. A titre d’exemple, les deux va-
leurs associées respectivement au critère coût de service dans les deux réseaux WIFI et
WIMAX sont largement différentes. Dans un réseau WIMAX, le coût est élève tandis
que dans un réseau WIFI le coût est faible. Pour cela, ce critère ne doit pas avoir le
même poids dans les deux réseaux. Ce troisième inconvénient peut impliquer le phé-
nomène d’imprécision dans l’identification de classement lorsque les différents critères
ayant les mêmes performances dans chaque réseau. Un exemple illustrant ce phénomène
est présenté dans le tableau 4.1.
Exemple du phénomène d’imprécision : pour illustrer ce phénomène, nous considérons le
contexte de la sélection de réseau. Le scénario utilisé contient trois réseaux : #1, #2 et #3
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CHAPITRE 4. UNE NOUVELLE APPROCHE DE LA
SELECTION RESEAU AVEC DIFFERENCIATION DE POIDS
ainsi que trois critères : le débit, la perte et le délai. Nous supposons que les trois réseaux
fournissent la même performance pour les trois critères. La méthode TOPSIS est utilisée pour
classer les alternatives réseaux. Les attributs et ses valeurs normalisées utilisées sont présentés
dans le tableau 4.1. Finalement, quelles que soient les valeurs de poids attribuées à chaque
critère, le score calculé par la méthode est le même pour les trois réseaux. Dans notre cas,
nous attribuons les trois valeurs 0.5, 0.3 et 0.2 respectivement au débit, à la perte et au délai.
Par conséquent, nous ne pouvons pas décider quel est le réseau qu’il faut choisir.
Tab. 4.1 – La décision de sélection du réseau basée sur TOPSIS
Réseau Débit Perte Délai
C∗j Mbps norm Dh/MB norm per10
6 norm
#1 0.12 10 0.76 1 0.7 12 0.12
#2 0.12 80 0.76 10 0.7 20 0.12
#3 0.12 90 0.76 0.8 0.7 30 0.12
Après avoir présenté les inconvénients de chaque catégorie relatifs aux algorithmes de pondéra-
tion, nous mettons l’accent maintenant, sur les solutions proposées pour les surmonter. D’une
part, afin de pallier aux inconvénients relatifs à la première catégorie, il n’existe qu’une seule
solution dans la littérature. Cette solution est celle que nous avons présentée dans le chapitre
3. Il s’agit de notre module de pondération qui permet de tenir compte de l’hétérogénéité
des critères en utilisant la méthode AHP floue. D’autre part, deux solutions [79] et [84] ont
été proposées afin de surmonter respectivement le premier et le deuxième inconvénient de la
deuxième catégorie. D’ailleurs ces deux solutions sont les seules proposées dans la littérature.
Dans [79] nous avons présenté une étude comparative entre cinq algorithmes de pondération :
AHP, FANP, ANP, FANP et RW (Random Weighting) afin de spécifier la méthode de pon-
dération adéquate pour être couplée avec l’algorithme TOPSIS. Cette étude a été fondée sur
l’évaluation des performances de cinq algorithmes de décision reposant sur les cinq algorithmes
de pondération. Quatre types de flux arrière-plan, conversationnel, interactif et streaming sont
simulés en fonction de deux paramètres d’évaluation le nombre de handovers échoués et l’ano-
malie de classement. Les résultats fournis par les cinq algorithmes de décision ont montré que
la méthode de pondération ANP est la plus appropriée pour être combinée avec la méthode
TOPSIS pour les trois types de flux : arrière-plan, conversationnel et interactif. Pour le flux
streaming, la méthode de pondération AHP est la plus adéquate pour être couplée avec la
méthode TOPSIS. Or, cette solution ne permet pas de valider le choix de l’algorithme de
pondération parce qu’il faut tenir compte d’autres paramètres d’évaluation.
De plus, pour pallier au deuxième problème des méthodes de pondération qui utilisent un
seul expert, nous avons proposé une nouvelle solution qui permet de tenir compte plusieurs
experts [84]. Nous détaillons cette solution dans la section suivante. Enfin, nous signalons que
le troisième inconvénient n’est pas encore traité dans la littérature.
En résumé, nous pouvons dire que les lacunes spécifiques aux algorithmes de pondération ne
sont pas encore comblées par des solutions efficaces jusqu’à maintenant.
Afin de pouvoir pallier aux inconvénients spécifiques aux algorithmes de pondération, nous
proposons dans ce chapitre deux contributions. Nous montrons à travers des simulations que
l’ensemble de ces contributions permettent de remédier définitivement à tous les inconvénients
de la deuxième catégorie.
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4.4.3 Une nouvelle approche pour la validation de la sélection du
réseau basée sur le groupe MADM
4.3 Une nouvelle approche pour la validation de la sélec-
tion du réseau basée sur le groupe MADM
4.3.1 La théorie de la prise de décision collective
Jusqu’à maintenant, les méthodes MADM que nous avons exploité, soit pour pondérer,
ou soit pour classer, reposent sur la théorie de la prise de décision individuelle. Avec cette
dernière, un seul décideur (expert) est désigné à chaque moment pour prendre une décision.
Par exemple, dans le cas d’une méthode MADM de pondération, cette décision consiste à
calculer les poids de chaque critère. La contrainte majeure de cette théorie est le fait qu’un seul
décideur reste incapable d’exprimer parfaitement les préférences subjectives qui correspondent
à chaque critère. Par conséquent, le calcul de poids est imprécis.
D’ailleurs, il paraît très raisonnable de prendre en compte les préférences de plusieurs experts
au lieu d’un seul. D’où la nécessité d’introduire la théorie de la prise de décision collective [54].
Cette théorie se fonde sur le fait que plusieurs décideurs interviennent dans la phase de décision.
Ce qui implique de trouver la meilleure alternative qui reflète le mieux les préférences du groupe
de décideurs dans son ensemble [71]. Pour ce faire, la prise de décision nécessite une synergie
d’efforts de plusieurs décideurs ayant différents intérêts, compétences et expériences afin que
chacun d’eux mette à contribution son savoir-faire. D’ailleurs, c’est grâce à cette synergie que le
groupe de décideurs peuvent atteindre des résultats supérieurs à ceux qu’ils auraient pu réaliser
individuellement. La question qui se pose : comment les individus parviennent-ils à prendre
une décision en commun ? La réponse à cette question repose sur les deux étapes suivantes :
dans la première étape, chaque expert fournit des préférences sur les critères, représentant
son propre point de vue personnel. La deuxième étapes consiste à construire les préférences
collectives en utilisant l’agrégation des préférences individuelles. Pour cela, plusieurs méthodes
sont proposées dans la littérature pour calculer l’agrégation des préférences [33] et [37].
D’un côté, la théorie de la prise de décision collective est largement appliquée dans plusieurs
domaines tels que l’industrie, la médecine, la philosophie, l’économie, ou plus récemment dans
le domaine de l’informatique et de l’intelligence artificielle. D’un autre côté, peu de travaux se
sont intéressés à l’utilisation de la théorie de la prise de décision collective dans le contexte du
handover [129] et [36]. Les auteurs Shi Zhang et Zhu Qi [129], ont proposé un algorithme
pour la sélection du réseau qui repose sur l’approche MADM et la prise de décision collective
(GDM). Dans cette solution proposée, d’un côté la méthode de classement utilisée pour choisir
la meilleure technologie réseau est une fonction objective exprimée comme suit :
Pn = f(rn1, rn1, ..., rnm) =
m∑
j=1
rnj ∗ wj avec
m∑
j=1
wj = 1 (4.1)
où, rnj représente la valeur normalisée du critère j dans le réseau n et wj correspond au poids
associé à ce critère.
D’un autre côté, le groupe de la décision collective est appliqué pour pondérer les différents
critères d’une manière efficace. Les préférences de deux décideurs interviennent dans ce groupe.
Le premier décideur utilise la méthode entropie qui permet de pondérer les critères d’une fa-
çon objective. Tandis que le deuxième décideur introduit la méthode AHP pour pondérer les
critères d’une façon subjective. Par conséquent, le groupe de décision permet de prendre en
compte les types de pondération à savoir la pondération objective et la pondération subjec-
tive. Pour l’évaluation de performance, les auteurs ont comparé la performance de l’algorithme
proposé par rapport aux deux méthodes GRA [134] et EM [158] en fonction de deux types
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CHAPITRE 4. UNE NOUVELLE APPROCHE DE LA
SELECTION RESEAU AVEC DIFFERENCIATION DE POIDS
de services : conversationnel et interactif. Les résultats de simulations ont montré que cet
algorithme proposé permet de minimiser le nombre de handover, le délai, la gigue et le coût
de service mieux que les méthodes GRA et EM.
Dans [36], les auteurs ont développé une solution pour la sélection de réseau qui prend en
considération plusieurs communications simultanément. Afin de déterminer la meilleure tech-
nologie qui peut supporter en même temps ces différentes communications. Les auteurs ont
introduit le concept de la prise de décision collective basée sur l’approche MADM. L’idée de
cette solution, est chaque décideur accorde un poids à chaque critère en fonction du type de la
communication. Le calcul du vecteur de poids collectif est basé sur l’agrégation de différentes
valeurs de poids de chaque critère calculées par chaque décideur. De plus, la solution repose
sur la logique floue pour la pondération de critère et la méthode TOPSIS pour classer les
différentes alternatives réseaux. Finalement, les résultats de simulations montrent que chaque
groupe des communications qui s’exécutent simultanément est influencé par les priorités rela-
tives qui correspondent à chaque type de communication. Les résultats montrent également
que la fréquence d’avoir le processus de handover diminue si les préférences d’utilisateur sont
augmentées. En outre, les résultats montrent que la probabilité d’avoir le handover vertical dû
à l’initiation d’une nouvelle communication à partir d’un terminal diminue lorsque le nombre
des communications supportées simultanément par le terminal augmente.
Dans [84], les auteurs M. Lahby et al, ont proposé un nouveau mécanisme pour la sélection
du réseau qui repose sur l’approche MADM collective. L’objectif essentiel de ce mécanisme
est de surmonter l’inconvénient spécifique à la méthode AHP qui réside dans l’utilisation de
l’expérience d’un seul expert pour pondérer les différents attributs. Pour ce faire, dans le mé-
canisme proposé, les auteurs ont introduit une extension de la méthode AHP appelé multiple
AHP (M-AHP). Cette dernière, prend en considération les expériences de plusieurs experts
pour pondérer les critères. De plus, la méthode GRA est appliquée pour classer les alternatives
réseaux. Le calcul du vecteur de poids du groupe se fait avec la méthode de pondération
M-AHP en se basant sur l’agrégation des vecteurs de poids individuels de chaque décideur.
L’agrégation est calculée en appliquant la moyenne arithmétique.
Pour l’évaluation des performances de ce mécanisme proposé, les auteurs ont comparé la per-
formance des deux algorithmes GRA-1 et GRA-2. Le premier algorithme GRA-1 combine la
méthode AHP et la méthode GRA. Le deuxième algorithme GRA-2 utilise la méthode M-AHP
au lieu de AHP pour pondérer les critères et la méthode GRA pour classer les alternatives
réseaux. Les résultats fournis par les deux algorithmes en fonction de quatre types de services
déjà cités, montrent que la méthode GRA-2 permet de fournir une meilleure performance par
rapport à l’algorithme GRA-1 pour chaque type de service. Cela est dû à l’utilisation de la
méthode M-AHP dans la phase de pondération de critères. La deuxième remarque est que le
taux moyen du nombre du handoffs fourni par le mécanisme GRA-2 est similaire à celui fourni
par l’algorithme GRA-1. Nous pouvons déduire que notre méthode de pondération M-AHP
proposée n’a aucun effet sur le paramètre du nombre des handoffs.
Dans notre deuxième contribution, nous allons introduire la théorie de la prise de décision
collective afin de valider notre algorithme de la sélection du réseau qui combine la méthode
ANP pour pondérer les critères et l’algorithme de mahalanobis distance pour classer les alter-
natives réseaux. Nous rappelons que la validation de n’importe quel algorithme de handover
vertical consiste à valider l’algorithme de pondération et l’algorithme de classement. Nous nous
focalisons sur la validation de l’algorithme de pondération parce que nous avons déjà conclu à
travers les différentes simulations que notre algorithme de classement mahalanobis permet de
fournir la meilleure performance par rapport aux algorithmes MADM.
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4.4.3 Une nouvelle approche pour la validation de la sélection du
réseau basée sur le groupe MADM
4.3.2 L’approche proposée basée sur la prise de décision
en groupe
Bien qu’il existe plusieurs algorithmes de la sélection du réseau qui reposent sur l’ap-
proche MADM dans la littérature, il n’y a aucun algorithme de pondération qui soit considéré
approprié par rapport aux autre algorithmes. De plus, la totalité des méthodologies d’évalua-
tion proposées dans la littérature pour évaluer les performances des algorithmes sont centrées
sur les algorithmes de classement. Autrement dit, la finalité de ces solutions est d’identifier le
meilleur algorithme de classement qu’il faut implémenter indépendamment de l’algorithme de
pondération.
Le processus de validation de l’algorithme de la sélection du réseau est devenu nécessaire afin
d’identifier la meilleure solution qu’il faut implémenter au niveau de terminal mobile. Or, il
n’y a aucune étude proposée dans la littérature concernant la validation de n’importe quel
algorithme de handover vertical. Dans le but de surmonter cette limitation, nous proposons
une nouvelle approche de validation [87] qui repose sur le groupe MADM. L’idée de base de
cette approche proposée a été inspirée du modèle de validation développé dans [25]. Ce modèle
proposé est basé sur le groupe de décision MADM afin de déterminer le meilleur algorithme
de classement. Ce modèle consiste à calculer le classement des alternatives en utilisant chaque
algorithme individuel MADM ainsi qu’avec l’introduction du groupe MADM. Ensuite, le mo-
dèle calcule le degré de consistance pour chaque algorithme de classement MADM. Ce degré
représente la similarité entre la solution trouvée avec l’algorithme de classement individuel et
la solution calculée en utilisant le groupe MADM. La méthode de corrélation [3] de Pearson
(ou Spearman) est appliquée pour calculer le degré de consistance. Finalement, le modèle de
validation choisit l’algorithme de classement qui fournit la plus grande valeur qui correspond
au degré de consistance comme le meilleur algorithme. Cependant, la faiblesse de ce modèle
réside dans le fait qu’il ne tient pas en compte l’algorithme de pondération lors du classement
des alternatives. Le modèle de validation proposé suppose que tous les attributs sont pondérés
de façon équitable par les différents décideurs.
L’objectif de notre nouvelle approche de validation [87] est similaire au modèle [25]. Il consiste
à déterminer le meilleur algorithme de décision, ce qui implique à déterminer automatique-
ment le meilleur algorithme de pondération. La différence majeure entre notre approche et le
modèle proposé [25] réside dans le fait que notre solution de validation prend en considéra-
tion les quatre algorithmes de pondération : AHP (W1), FAHP (W2), ANP (W3) et FANP
(W4). Nous examinons quatre algorithmes de la sélection du réseau afin de valider le meilleur
algorithme de pondération qui doit être en fonction du type de service. Nous notons Mahalabis-
W1, Mahalabis-W2, Mahalabis-W3 et Mahalabis-W4 les quatre algorithmes de la sélection qui
utilisent respectivement les quatre algorithmes de pondération W1, W2, W3 et W4. Tous ces
quatre algorithmes se basent sur l’algorithme de Mahalanobis pour classer les alternatives.
Nous allons utiliser le groupe MADM qui repose sur les algorithmes de pondération déjà cités.
Dans la section suivante, nous présentons les éléments clés de notre nouvelle approche de
validation.
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CHAPITRE 4. UNE NOUVELLE APPROCHE DE LA
SELECTION RESEAU AVEC DIFFERENCIATION DE POIDS
4.3.2.1 Formulation du problème basé sur le groupe de
la décision MADM
En général, dans le contexte de la sélection du réseau, le groupe de la décision MADM
implique les points suivants :
• Étant donné A, un ensemble fini d’ordre n qui représente les alternatives réseaux
accessibles au terminal mobile :
A = {Ai, pour i = 1, 2...n}. (4.2)
• Étant donné C, un ensemble fini d’ordre m des critères utilisés dans la sélection du
réseau :
C = {cj avec j = 1, 2, ....,m}. (4.3)
• Étant donné DM, un ensemble fini d’ordre p qui représente le groupe de décideurs :
DM = {DMk, pour k = 1, 2...p} (4.4)
4.3.2.2 Notre algorithme de validation proposé basé sur
le groupe MADM
Afin de valider la méthode de pondération la plus appropriée à être combinée avec
n’importe quel algorithme de classement, nous présentons notre nouvelle approche de vali-
dation [87] [89]. Nous signalons aussi que notre approche est capable de valider aussi les
algorithmes de classement et non pas uniquement les algorithmes de pondération. Les étapes
de cette approche sont définies comme suit :
• Étape 1 : construire la matrice de décision individuelle : chaque décideur DMk
évalue la performance xkij qui correspond à l’attribut Cj en fonction de l’alternative
Ai afin de construire la matrice Xk. Cette évaluation est quantitative ou qualitative.
L’expression de la matrice de décision Xk est donnée dans l’équation suivante :
Xk =

xk11 x
k
12 . . . . . . x
k
1m
xk21 x
k
22 . . . . . . x
k
2m... ... ... . . . ...
xkn1 x
k
n2 . . . . . . x
k
nm
 (4.5)
• Étape 2 : calculer le vecteur de poids W k : chaque décideur DMk applique les
quatre algorithmes AHP, FAHP, ANP et FANP afin de calculer respectivement les
quatre vecteurs de poids T k1 , T k2 , T k3 , T k4 . Chacun de ces vecteurs contient les poids
attribués par le décideur DMk pour chaque critère Cj. Le vecteur de poids W k
combine les quatre vecteurs T k1 , T k2 , T k3 et T k4 en utilisant la moyenne arithmétique.
Le vecteur de poids W k, obtenu est défini par :
W k = [wk1, w
k
2, ...w
k
m], avec w
k
i =
∑4
j=1 T
k
j
4
(4.6)
• Étape 3 : calculer la matrice de décision de groupe X : le calcul de la matrice
de décision de groupe est basé sur la moyenne arithmétique de toutes les matrices
de décision individuelle Xk donnée par chaque décideur. La matrice de décision du
groupe est calculée par l’équation suivante :
X =

x11 x12 . . . . . . x1m
x21 x22 . . . . . . x2m
... ... ... . . . ...
xn1 xn2 . . . . . . xnm
 (4.7)
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4.4.3 Une nouvelle approche pour la validation de la sélection du
réseau basée sur le groupe MADM
avec xij =
∑p
k=1
xkij
p
, i = 1, ..n, j = 1, ..,m
• Étape 4 : calculer le vecteur de poids de groupe W : le calcul de poids du vecteur W
prend en considération tous les vecteurs de poids calculés par le groupe de décideurs.
L’expression du vecteur W est la suivante :
W = [w1, w2, ..., wm] avec wj =
∑p
k=1w
k
j
p
, j = 1, ..,m (4.8)
• Étape 5 : appliquer l’algorithme de la sélection du réseau basé sur le groupe MADM :
le score de classement obtenu en appliquant la distance de mahalanobis sur la matrice
de groupe X en tenant compte du vecteur de poids W, est exprimé par le vecteur
V i :
V i = [ai1, ai2, ..., ain] (4.9)
• Étape 6 : appliquer l’algorithme de la sélection du réseau basé sur un seul décideur :
chaque décideur combine une seule méthode de pondération et la distance de ma-
halnobis afin de fournir le vecteur V ki . Ce dernier contient les valeurs de performance
de chaque alternative réseau. Ce vecteur est défini par l’équation suivant :
V ki = [b
k
i1, b
k
i2, ..., b
k
in] avec i = 1, 2..., n et k = 1, 2...., p. (4.10)
• Étape 7 : calculer le degré de consistance : ce degré permet de mesurer la corrélation
entre les différents algorithmes de la sélection de réseau individuels et l’algorithme
de la sélection de réseau basé sur le groupe MADM. Cette corrélation est calculée en
introduisant le coefficient de corrélation de Pearson. Le degré de consistance CDi
entre les deux vecteurs Vi et V ki est défini par l’équation suivante :
CDi =
∑p
k=1C
k
i
p
(4.11)
Où Cki représente le coefficient de corrélation de Pearson entre V i et V ki . L’expression
de ce coefficient est donnée dans l’équation suivante :
Cki =
n(
∑n
j=1 aijb
k
ij)− (∑nj=1 aij)(∑nj=1 bkij)√
[n(
∑
aij2)− (∑ aij)2][n(∑ bkij2)− (∑ bkij)2] (4.12)
• Étape 8 : classer les algorithmes de la sélection du réseau par ordre décroissant en
fonction du degré de consistance CDi qui correspond à l’algorithme i.
4.3.3 Simulations et résultats
4.3.3.1 Scénario de simulation
Comme nous l’avons déjà évoqué, la méthode de Mahalanobis peut être combinée avec
quatre algorithmes de pondération à savoir AHP (W1), FAHP (W2), ANP (W3) et FANP
(W4). Notre objectif à travers ces simulations est d’identifier la méthode de pondération la
plus appropriée à être utilisée avec la distance de Mahalanobis, en fonction du type de service.
Pour ce faire, nous présentons les résultats obtenus en appliquant notre nouvelle approche de
validation. Nous effectuons quatre simulations qui prennent en considération respectivement
les quatre types de flux : arrière-plan, conversationnel, interactif et streaming.
Le scénario de simulation utilisé pour modéliser le groupe de la décision MADM est le suivant :
• L’environnement réseaux contient trois technologies : A={UMTS, WIFI, WIMAX}.
• Six attributs associés à cet environnement : C={AB, S, CB, D, J, L}.
• Le groupe de décideurs contient trois experts DM={DM1, DM2, DM3}.
Les valeurs des critères relatifs à la qualité de service tels que AB, D, J, et L sont générées à
travers le protocole IEEE 802.21. Leurs mesures sont illustrées dans le tableau 4.2 en fonction
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CHAPITRE 4. UNE NOUVELLE APPROCHE DE LA
SELECTION RESEAU AVEC DIFFERENCIATION DE POIDS
de chaque type de réseau. Les mesures des deux paramètres, le coût de service et la sécurité
sont accordées par les trois décideurs selon les valeurs mentionnées dans le tableau 4.3.
Tab. 4.2 – Les métriques de QoS relatives à chaque réseau candidat
Réseaux AB (mbps) D (ms) J (ms) L(per106)
UMTS 1.2 35 12 50
WIFI 6 110 15 60
WIMAX 8 100 20 80
Tab. 4.3 – Les performances du coût et de sécurité relatives à chaque réseau candidat
DM1 DM2 DM3
Réseaux CB(%) S(%) CB(%) S(%) CB(%) S(%)
UMTS 60 70 65 60 70 80
WIFI 12 25 15 30 10 20
WIMAX 70 75 55 50 65 70
La matrice de décision X qui correspond au groupe de décision est générée à partir de deux
tableaux 4.2 et 4.3 en utilisant l’équation 4.7. De plus, chaque décideur utilise les quatre
algorithmes de pondération W1, W2, W3 et W4 afin de calculer le poids de chaque critère. Le
vecteur de groupe W est généré à partir des préférences données par les trois décideurs dont
chacun applique en même temps les quatre algorithmes de pondération. Ce qui implique de
produire un vecteur de groupe W qui tient en compte les quatre algorithmes de pondération
ainsi que les trois décideurs. De plus, en fonction de chaque type de trafic, le calcul de W est
basé sur les deux équations 4.6 et 4.8.
En tenant compte des quatre algorithmes de pondération W1, W2, W3 et W4 ainsi que
l’algorithme de Mahalanobis, nous pouvons construire quatre algorithmes de la sélection de
réseau qui sont notés respectivement Mahalanobis-W1, Mahalanobis-W2, Mahalanobis-W3 et
Mahalanobis-W4. Le fait d’appliquer ces quatre algorithmes de la décision en tenant compte de
la matrice du groupe X ainsi que le vecteur du groupe W, permet de produire respectivement
quatre groupes de décision G1, G2, G3 et G4. Vu que les groupes de décision utilisent la même
matrice de décision X et appliquent le même vecteur de groupe W, les résultats de classement
fournis par G1, G2, G3 et G4 seront les mêmes. Par conséquent, nous aurons un seul groupe
de décision noté G.
Dans chaque simulation, nous calculons le degré de consistance entre le groupe de décision G
et les quatre algorithmes de la sélection du réseau à savoir Mahalanobis-W1, Mahalanobis-W2,
Mahalanobis-W3 et Mahalanobis-W4. Puis, nous choisissons l’algorithme de la sélection du
réseau qui fournit la plus grande valeur de ce degré. Les résultats numériques de ces quatre
simulations sont présentés dans ce qui suit :
4.3.3.2 La simulation 1
Dans cette simulation, nous analysons le flux en arrière-plan, en vue de déterminer la
méthode de pondération adéquate pour être couplée avec la distance de Mahalanobis. Les vec-
teurs de poids accordés à chaque critère par les décideurs DM1, DM2, et DM3 sont illustrés
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4.4.3 Une nouvelle approche pour la validation de la sélection du
réseau basée sur le groupe MADM
dans le tableau 4.4. Le vecteur poids W correspondant au groupe de décideurs est également
présenté dans le même tableau.
Tab. 4.4 – Pondération de critères par les décideurs en fonction de flux arrière-plan
DM1 DM2 DM3 Group
W1 W2 W3 W4 W1 W2 W3 W4 W1 W2 W3 W4 W
CB 0.085 0.131 0.085 0.131 0.092 0.161 0.092 0.161 0.069 0.087 0.069 0.087 0.104
S 0.213 0.310 0.213 0.310 0.201 0.208 0.201 0.208 0.181 0.136 0.181 0.136 0.208
AB 0.430 0.306 0.503 0.397 0.433 0.346 0.507 0.449 0.460 0.042 0.538 0.552 0.445
D 0.042 0.025 0.036 0.020 0.043 0.028 0.037 0.022 0.045 0.034 0.039 0.027 0.033
J 0.042 0.025 0.052 0.040 0.043 0.028 0.052 0.045 0.045 0.034 0.056 0.055 0.043
L 0.187 0.204 0.110 0.103 0.189 0.230 0.111 0.116 0.200 0.283 0.118 0.143 0.166
Le tableau 4.5 présente les résultats fournis par trois algorithmes individuels de la décision
DM1−W1, DM2−W1 et DM3−W1. Ces algorithmes utilisent la même méthode de pon-
dération AHP ainsi que le même algorithme de classement Mahalanobis. En outre, le tableau
montre les résultats de l’algorithme de la décision du groupe G1 qui repose sur le vecteur W
et la distance de Mahalanobis. Nous remarquons que les quatre algorithmes de la décision
permettent de fournir le même classement pour toutes les technologies réseaux. Par contre
leurs performances sont différentes vu qu’ils n’utilisent pas le même vecteur de poids.
Tab. 4.5 – Comparaison de classement en utilisant G1 pour le flux arrière-plan
G1 DM1 −W1 DM2 −W1 DM3 −W1
Networks C∗j Rank C∗j Rank C∗j Rank C∗j Rank
UMTS 0.0834 3 0.0759 3 0.0777 3 0.0917 3
WIFI 0.0115 2 0.0126 2 0.0099 2 0.0110 2
WIMAX 0.0057 1 0.0062 1 0.0073 1 0.0067 1
De plus, le tableau 4.6 contient l’ordre de classement et le score calculé en utilisant les quatre
algorithmes de la sélection du réseau qui sont DM1 −W1, DM2 −W1, DM3 −W1 et G2.
Les trois premiers algorithmes individuels se basent sur la même méthode de pondération floue
AHP et le même algorithme de classement Mahalanobis. L’algorithme de la décision du groupe
G2 est identique à l’algorithme G1. Par conséquent, les deux algorithmes fournissent les mêmes
résultats. Nous observons également que les quatre algorithmes de la décision permettent de
fournir le même classement pour toutes les technologies réseaux.
Tab. 4.6 – Comparaison de classement en utilisant G2 pour le flux arrière-plan
G2 DM1 −W2 DM2 −W2 DM3 −W2
Networks C∗j Rank C∗j Rank C∗j Rank C∗j Rank
UMTS 0.0834 3 0.0324 3 0.0444 3 0.0758 3
WIFI 0.0115 2 0.0276 2 0.0107 1 0.0115 2
WIMAX 0.0057 1 0.0089 1 0.0108 2 0.0137 1
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CHAPITRE 4. UNE NOUVELLE APPROCHE DE LA
SELECTION RESEAU AVEC DIFFERENCIATION DE POIDS
De plus, le tableau 4.7 présente les résultats de classement en utilisant les quatre algorithmes
de la décision DM1−W1, DM2−W1, DM3−W1 et G3. Dans ce cas, les trois algorithmes
individuels reposent sur la même méthode de pondération ANP et le même algorithme de
classement Mahalanobis. Le groupe de la décision G3 est identique aussi au G1. Les quatre
algorithmes permettent de fournir le même classement pour toutes les technologies réseaux.
Tab. 4.7 – Comparaison de classement en utilisant G3 pour le flux arrière-plan
G3 DM1 −W3 DM2 −W3 DM3 −W3
Networks C∗j Rank C∗j Rank C∗j Rank C∗j Rank
UMTS 0.0834 3 0.1181 3 0.1211 3 0.1432 3
WIFI 0.0115 2 0.0127 2 0.0100 2 0.0111 2
WIMAX 0.0057 1 0.0044 1 0.0054 1 0.0045 1
Enfin, le tableau 4.7 illustre les résultats de classement fournis par les quatre algorithmes de la
décision qui sont DM1−W1, DM2−W1, DM3−W1 et G4. Dans ce cas, les trois algorithmes
individuels reposent sur la même méthode de pondération floue ANP et le même algorithme de
classement Mahalanobis. L’algorithme de la décision du groupe G4 est identique à l’algorithme
G1. Nous remarquons également que les quatre algorithmes permettent de fournir le même
classement pour toutes les technologies réseaux.
Tab. 4.8 – Comparaison de classement en utilisant G4 pour le flux arrière-plan
G4 DM1 −W4 DM2 −W4 DM3 −W4
Networks C∗j Rank C∗j Rank C∗j Rank C∗j Rank
UMTS 0.0834 3 0.0620 3 0.0869 3 0.1544 3
WIFI 0.0115 2 0.0267 2 0.0093 2 0.0088 2
WIMAX 0.0057 1 0.0058 1 0.0062 1 0.0052 1
En appliquant le coefficient de corrélation de Pearson, les degrés de consistance obtenus pour
les quatre groupes G1, G2, G3 et G4 sont illustrés dans le tableau 4.9. Nous remarquons que le
groupe G3 possède le score le plus élevé en fonction du degré de consistance. Cela signifie que
la méthode ANP est la plus appropriée pour pondérer les critères pour le flux en arrière-plan.
Tab. 4.9 – Degré de consistance relatif à chaque groupe MADM pour le flux arrière-plan
Groupe MADM Degré de consistance
G1 0.99970
G2 0.89990
G3 0.99973
G4 0.98360
4.3.3.3 La simulation 2
Cette simulation consiste à analyser le flux conversationnel afin de déterminer la mé-
thode de pondération adéquate pour être combinée avec la distance de Mahalanobis . Les
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4.4.3 Une nouvelle approche pour la validation de la sélection du
réseau basée sur le groupe MADM
vecteurs de poids accordés à chaque critère par les décideur DM1, DM2, et DM3 sont illus-
trés dans le tableau 4.10. Le vecteur poids W correspondant au groupe de décideurs est aussi
présenté dans le même tableau.
Tab. 4.10 – Pondération de critères par les décideurs en fonction de flux conversationnel
DM1 DM2 DM3 Group
W1 W2 W3 W4 W1 W2 W3 W4 W1 W2 W3 W4 W
CB 0.085 0.131 0.085 0.131 0.092 0.161 0.092 0.161 0.069 0.087 0.069 0.087 0.104
S 0.213 0.310 0.213 0.310 0.201 0.208 0.201 0.208 0.181 0.136 0.181 0.136 0.208
AB 0.033 0.034 0.148 0.178 0.033 0.039 0.149 0.201 0.035 0.048 0.158 0.247 0.109
D 0.259 0.187 0.222 0.149 0.261 0.211 0.224 0.169 0.277 0.259 0.238 0.208 0.222
J 0.259 0.187 0.243 0.156 0.261 0.211 0.245 0.176 0.277 0.259 0.260 0.216 0.229
L 0.150 0.151 0.089 0.076 0.152 0.171 0.090 0.086 0.161 0.210 0.095 0.106 0.128
Le tableau 4.11 présente les résultats fournis par les algorithmes individuels DM1 − W1,
DM2 −W1 et DM3 −W1 qui utilisent la même méthode AHP. De plus, le tableau contient
les résultats de l’algorithme de la décision du groupe G1. Nous observons que les quatre algo-
rithmes ne permettent pas de fournir le même classement pour toutes les technologies réseaux.
Tab. 4.11 – Comparaison de classement en utilisant G1 pour le flux conversationnel
G1 DM1 −W1 DM2 −W1 DM3 −W1
Networks C∗j Rank C∗j Rank C∗j Rank C∗j Rank
UMTS 0.0059 1 0.0060 1 0.0066 1 0.0064 1
WIFI 0.0168 3 0.0226 3 0.0203 2 0.0233 2
WIMAX 0.0135 2 0.0192 2 0.0206 3 0.0266 3
En outre, le tableau 4.12 contient l’ordre de classement et le score calculé en utilisant les
quatre algorithmes DM1 − W1, DM2 − W1, DM3 − W1 et G2. Les trois premiers algo-
rithmes individuels reposent sur la même méthode de pondération floue AHP et le même
algorithme de classement Mahalanobis. L’algorithme de la décision du groupe G2 est identique
à l’algorithme G1. Par conséquent, les deux algorithmes fournissent les mêmes résultats. Nous
observons également que les quatre algorithmes de la décision ne permettent pas d’avoir le
même classement.
Tab. 4.12 – Comparaison de classement en utilisant G2 pour le flux conversationnel
G2 DM1 −W2 DM2 −W2 DM3 −W2
Networks C∗j Rank C∗j Rank C∗j Rank C∗j Rank
UMTS 0.0059 1 0.0062 1 0.0070 1 0.0065 1
WIFI 0.0168 3 0.0301 3 0.0147 2 0.0188 2
WIMAX 0.0135 2 0.0118 2 0.0151 3 0.0215 3
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CHAPITRE 4. UNE NOUVELLE APPROCHE DE LA
SELECTION RESEAU AVEC DIFFERENCIATION DE POIDS
De plus, le tableau 4.13 présente les résultats de classement en utilisant les quatre algo-
rithmes de la sélection du réseau qui sont DM1 − W1, DM2 − W1, DM3 − W1 et G3.
Dans ce cas, les trois algorithmes individuels reposent sur la même méthode de pondération
ANP et le même algorithme de classement Mahalanobis. L’algorithme de la décision du groupe
G3 est identique à l’algorithme G1. Nous remarquons également que les quatre algorithmes
permettent de fournir le même classement pour toutes les technologies réseaux.
Tab. 4.13 – Comparaison de classement en utilisant G3 pour le flux conversationnel
G3 DM1 −W3 DM2 −W3 DM3 −W3
Networks C∗j Rank C∗j Rank C∗j Rank C∗j Rank
UMTS 0.0059 1 0.0077 1 0.0083 1 0.0084 1
WIFI 0.0168 3 0.0179 3 0.0155 3 0.0176 3
WIMAX 0.0135 2 0.0137 2 0.0150 2 0.0160 2
Enfin, le tableau 4.14 illustre les résultats de classement fournis par les quatre algorithmes
de la décision qui sont DM1 −W1, DM2 −W1, DM3 −W1 et G4. Dans ce cas les trois
algorithmes individuels reposent sur la même méthode de pondération floue ANP et le même
algorithme de classement Mahalanobis. L’algorithme de la décision du groupe G4 est iden-
tique à l’algorithme G1. Nous remarquons également que les quatre algorithmes permettent
de fournir le même classement pour toutes les technologies réseaux.
Tab. 4.14 – Comparaison de classement en utilisant G4 pour le flux conversationnel
G4 DM1 −W4 DM2 −W4 DM3 −W4
Networks C∗j Rank C∗j Rank C∗j Rank C∗j Rank
UMTS 0.0059 1 0.0103 2 0.0128 2 0.0173 2
WIFI 0.0168 3 0.0271 3 0.0143 3 0.0198 3
WIMAX 0.0135 2 0.0077 1 0.0091 1 0.0105 1
Les degrés de consistance calculés pour chaque groupe de décision G1, G2, G3 et G4 sont
donnés dans le tableau 4.15. Nous observons que le degré de consistance le plus élevé corres-
pond au groupe G3. Cela signifie que, pour le flux conversationnel, la méthode ANP est la
plus appropriée pour calculer le degré d’importance relative à chaque critère.
Tab. 4.15 – Degré de consistance relatif à chaque groupe MADM pour le conversationnel
Groupe MADM Degré de consistance
G1 0.09478
G2 0.9001
G3 0.9850
G4 0.5439
4.3.3.4 La simulation 3
Dans cette troisième simulation, nous allons nous pencher sur l’identification de la
méthode de pondération adéquate pour le flux interactif. Les vecteurs de poids calculés par
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4.4.3 Une nouvelle approche pour la validation de la sélection du
réseau basée sur le groupe MADM
les décideurs DM1, DM2, et DM3 sont illustrés dans le tableau 4.16. Le vecteur poids W
correspondant au groupe de décideurs est également présenté dans le même tableau.
Tab. 4.16 – Pondération de critères par les décideurs en fonction de flux interactif
DM1 DM2 DM3 Group
W1 W2 W3 W4 W1 W2 W3 W4 W1 W2 W3 W4 W
CB 0.085 0.131 0.085 0.131 0.092 0.161 0.092 0.161 0.069 0.087 0.069 0.087 0.104
S 0.213 0.310 0.213 0.310 0.201 0.208 0.201 0.208 0.181 0.136 0.181 0.136 0.208
AB 0.089 0.101 0.195 0.205 0.090 0.115 0.196 0.232 0.096 0.141 0.208 0.285 0.163
D 0.287 0.201 0.246 0.161 0.289 0.227 0.248 0.182 0.307 0.280 0.263 0.224 0.243
J 0.039 0.055 0.092 0.091 0.039 0.062 0.092 0.103 0.041 0.076 0.098 0.127 0.076
L 0.287 0.201 0.169 0.101 0.289 0.227 0.171 0.114 0.307 0.280 0.181 0.141 0.206
Le tableau 4.17 illustre les résultats fournis par trois algorithmes individuels DM1 − W1,
DM2−W1 et DM3−W1. Ces algorithmes utilisent la même méthode de pondération AHP
ainsi que le même algorithme de classement Mahalanobis. De plus, le tableau montre les résul-
tats de l’algorithme de la décision du groupe G1 qui repose sur le vecteur W et la distance de
Mahalanobis. Nous remarquons que les quatre algorithmes de la décision ne permettent pas
de fournir le même classement pour toutes les technologies réseaux.
Tab. 4.17 – Comparaison de classement en utilisant G1 pour le flux interactif
G1 DM1 −W1 DM2 −W1 DM3 −W1
Networks C∗j Rank C∗j Rank C∗j Rank C∗j Rank
UMTS 0.0081 1 0.0078 1 0.0084 1 0.0086 1
WIFI 0.0173 3 0.0267 3 0.0244 2 0.0283 3
WIMAX 0.0125 2 0.0233 2 0.0247 3 0.0276 2
En outre, le tableau 4.18 contient l’ordre de classement et le score calculé en utilisant les
quatre algorithmes de la sélection du réseau qui sont DM1−W1, DM2−W1, DM3−W1 et
G2. Les trois premiers algorithmes individuels reposent sur la même méthode de pondération
floue AHP et le même algorithme de classement Mahalanobis. Nous constatons que les quatre
algorithmes de la décision ne permettent pas de fournir le même classement pour toutes les
technologies réseaux.
Tab. 4.18 – Comparaison de classement en utilisant G2 pour le flux interactif
G2 DM1 −W2 DM2 −W2 DM3 −W2
Networks C∗j Rank C∗j Rank C∗j Rank C∗j Rank
UMTS 0.0081 1 0.0070 1 0.0082 1 0.0087 1
WIFI 0.0173 3 0.0305 3 0.0152 3 0.0200 2
WIMAX 0.0125 2 0.0116 2 0.0148 2 0.0213 3
De plus, le tableau 4.19 présente les résultats de classement en utilisant les quatre algo-
rithmes de la sélection du réseau qui sont DM1−W1, DM2−W1, DM3−W1 et G3. Dans
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CHAPITRE 4. UNE NOUVELLE APPROCHE DE LA
SELECTION RESEAU AVEC DIFFERENCIATION DE POIDS
ce cas, les trois algorithmes individuels reposent sur la même méthode de pondération ANP et
le même algorithme de classement Mahalanobis. Nous observons, que les quatre algorithmes
permettent de fournir le même classement.
Tab. 4.19 – Comparaison de classement en utilisant G3 pour le flux interactif
G3 DM1 −W3 DM2 −W3 DM3 −W3
Networks C∗j Rank C∗j Rank C∗j Rank C∗j Rank
UMTS 0.0081 1 0.0101 1 0.0107 1 0.0113 1
WIFI 0.0173 3 0.0174 3 0.0149 3 0.0169 3
WIMAX 0.0125 2 0.0106 2 0.0118 2 0.0121 2
D’autre part, le tableau 4.20 fournit les résultats de classement des quatre algorithmes de la
décision DM1 − W1, DM2 − W1, DM3 − W1 et G4. Dans ce cas, les trois algorithmes
individuels reposent sur la même méthode de pondération floue ANP et le même algorithme
de classement Mahalanobis. Nous remarquons que les résultats de classement obtenus par ces
algorithmes sont différents pour toutes les technologies réseaux.
Tab. 4.20 – Comparaison de classement en utilisant G4 pour le flux interactif
G4 DM1 −W4 DM2 −W4 DM3 −W4
Networks C∗j Rank C∗j Rank C∗j Rank C∗j Rank
UMTS 0.0081 1 0.0127 2 0.0093 2 0.0117 2
WIFI 0.0173 3 0.0270 3 0.0101 3 0.0143 3
WIMAX 0.0125 2 0.0068 1 0.0079 1 0.0083 1
Enfin, le tableau 4.21 contient les valeurs des degrés de consistance obtenus pour les quatre
groupes G1, G2, G3 et G4. La meilleure performance est donnée par le groupe G3 qui offre le
score le plus élevé. Par conséquent, nous déduisons que la méthode ANP est la plus adéquate
pour attribuer les poids pour le flux interactif.
Tab. 4.21 – Degré de consistance relatif à chaque groupe MADM pour le flux interactif
Groupe MADM Degré de consistance
G1 0.8809
G2 0.8768
G3 0.9367
G4 0.5144
4.3.3.5 La simulation 4
Dans la dernière simulation, nous analysons le flux streaming afin de déterminer la
méthode de pondération appropriée pour être utilisée avec la distance de Mahalanobis. Les
vecteurs de poids accordés à chaque critère par les décideur DM1, DM2, et DM3 sont illustrés
dans le tableau 4.22. Le vecteur poids W correspondant au groupe de décideurs est présenté
également dans le même tableau.
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4.4.3 Une nouvelle approche pour la validation de la sélection du
réseau basée sur le groupe MADM
Tab. 4.22 – Pondération de critères par les décideurs en fonction de flux streaming
DM1 DM2 DM3 Group
W1 W2 W3 W4 W1 W2 W3 W4 W1 W2 W3 W4 W
CB 0.085 0.131 0.085 0.131 0.092 0.161 0.092 0.161 0.069 0.087 0.069 0.087 0.104
S 0.213 0.310 0.213 0.310 0.201 0.208 0.201 0.208 0.181 0.136 0.181 0.136 0.208
AB 0.300 0.195 0.408 0.328 0.303 0.221 0.411 0.371 0.321 0.271 0.437 0.456 0.335
D 0.041 0.047 0.035 0.037 0.041 0.053 0.035 0.042 0.044 0.065 0.037 0.052 0.044
J 0.151 0.149 0.135 0.109 0.152 0.168 0.136 0.123 0.161 0.207 0.144 0.151 0.149
L 0.210 0.168 0.124 0.085 0.211 0.190 0.125 0.096 0.224 0.233 0.133 0.118 0.160
Le tableau 4.23 présente les résultats fournis par trois algorithmes individuels DM1 − W1,
DM2−W1 et DM3−W1 . Ces algorithmes utilisent la même méthode de pondération AHP
ainsi que le même algorithme de classement Mahalanobis. De plus, le tableau montre les résul-
tats de l’algorithme de la décision du groupe G1 qui repose sur le vecteur W et la distance de
Mahalanobis. Nous remarquons que les quatre algorithmes de la décision permettent de fournir
le même classement pour toutes les technologies réseaux. Par contre, leurs performances sont
différentes vu qu’ils n’utilisent pas le même vecteur de poids.
Tab. 4.23 – Comparaison de classement en utilisant G1 pour le flux streaming
G1 DM1 −W1 DM2 −W1 DM3 −W1
Networks C∗j Rank C∗j Rank C∗j Rank C∗j Rank
UMTS 0.0378 3 0.0289 3 0.0301 3 0.0350 3
WIFI 0.0107 2 0.0125 2 0.0099 2 0.119 2
WIMAX 0.0062 1 0.0084 1 0.0094 1 0.0109 1
En outre, le tableau 4.24 contient l’ordre de classement et le score calculé en utilisant les quatre
algorithmes de la sélection du réseau qui sont DM1 −W1, DM2 −W1, DM3 −W1 et G2.
Les trois premiers algorithmes individuels se basent sur la même méthode de pondération floue
AHP et le même algorithme de classement Mahalanobis. Nous constatons également que les
quatre algorithmes de la décision fournissent le même classement pour toutes les technologies
réseaux.
Tab. 4.24 – Comparaison de classement en utilisant G2 pour le flux streaming
G2 DM1 −W2 DM2 −W2 DM3 −W2
Networks C∗j Rank C∗j Rank C∗j Rank C∗j Rank
UMTS 0.0378 3 0.0225 2 0.0161 3 0.0233 3
WIFI 0.0107 2 0.0267 3 0.0096 2 0.0093 2
WIMAX 0.0062 1 0.0083 1 0.0100 1 0.0121 1
De plus, le tableau 4.25 présente les résultats de classement en utilisant les quatre algo-
rithmes de la sélection du réseau qui sont DM1−W1, DM2−W1, DM3−W1 et G3. Dans
ce cas, les trois algorithmes individuels reposent sur la même méthode de pondération ANP et
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CHAPITRE 4. UNE NOUVELLE APPROCHE DE LA
SELECTION RESEAU AVEC DIFFERENCIATION DE POIDS
le même algorithme de classement Mahalanobis. Nous remarquons que les quatre algorithmes
permettent de fournir le même classement pour toutes les technologies réseaux.
Tab. 4.25 – Comparaison de classement en utilisant G3 pour le flux streaming
G3 DM1 −W3 DM2 −W3 DM3 −W3
Networks C∗j Rank C∗j Rank C∗j Rank C∗j Rank
UMTS 0.0378 3 0.0648 3 0.0665 3 0.0785 3
WIFI 0.0107 2 0.0115 2 0.0089 2 0.0097 2
WIMAX 0.0062 1 0.0049 1 0.0058 1 0.0050 1
Enfin, le tableau 4.26 illustre les résultats de classement fournis par les quatre algorithmes
de la décision qui sont DM1 −W1, DM2 −W1, DM3 −W1 et G4. Dans ce cas les trois
algorithmes individuels reposent sur la même méthode de pondération floue ANP et le même
algorithme de classement Mahalanobis. L’algorithme de la décision du groupe G4 est iden-
tique à l’algorithme G1. Nous remarquons également que les quatre algorithmes permettent
de fournir le même classement pour toutes les technologies réseaux.
Tab. 4.26 – Comparaison de classement en utilisant G4 pour le flux streaming
G4 DM1 −W4 DM2 −W4 DM3 −W4
Networks C∗j Rank C∗j Rank C∗j Rank C∗j Rank
UMTS 0.0378 3 0.0372 3 0.0513 3 0.0887 3
WIFI 0.0107 2 0.0260 2 0.0084 2 0.0071 2
WIMAX 0.0062 1 0.0057 1 0.0061 1 0.0050 1
En appliquant le coefficient de corrélation de Pearson, les degrés de consistance obtenus pour
les quatre groupes G1, G2, G3 et G4 sont illustrés dans le tableau 4.27. Nous remarquons que
le groupe G3 possède le score le plus élevé en fonction du degré de consistance. Cela signifie
que la méthode ANP est la plus appropriée pour pondérer les critères pour le flux streaming.
Tab. 4.27 – Degré de consistance relatif à chaque groupe MADM pour le flux streaming
Groupe MADM Degré de consistance
G1 0.99590
G2 0.78453
G3 0.99763
G4 0.94637
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4.4.4 Vers une technique efficiente pour la sélection du réseau
basée sur la différenciation de poids
4.3.4 Discussion
Pour résumer, nous avons proposé une nouvelle approche pour la validation [87] [87]
de la sélection du réseau. Cette approche repose sur la théorie de la prise de la décision
collective. Elle s’agit d’une solution qui prend en considération l’expérience de trois décideurs.
Chaque décideur a utilisé les quatre méthodes de pondération à savoir AHP, floue AHP, ANP,
et floue ANP pour accorder un poids à chaque critère. Le vecteur de poids du groupe a été
basé sur les vecteurs de poids individuels calculés par chaque décideur. L’avantage majeur de
notre approche est sa capacité à identifier la méthode de pondération la plus adéquate qui
doit être utilisée avec n’importe quel algorithme de classement. Plus particulièrement, nous
avons exploité cette approche afin de déterminer la méthode de pondération que nous devons
utiliser dans notre modèle de la sélection du réseau qui repose sur l’algorithme de Mahalanobis.
D’ailleurs, un autre point fort de cette approche est le fait de valider n’importe quel algorithme
de la sélection du réseau en fonction de type de service.
L’idée de base de cette approche de validation consiste à calculer le coefficient de corrélation
de Pearson entre les algorithmes de la décision individuels et l’algorithme de la décision de
groupe MADM. Ensuite, choisir l’algorithme individuel qui fournit la meilleure corrélation par
rapport à l’algorithme de groupe.
D’après les résultats fournis par les quatre simulations, nous remarquons que pour les quatre
types de services, la meilleure valeur de degré de consistance est donnée par le groupe de
décision G3. Par conséquent, nous déduisons que la méthode ANP est la plus appropriée
pour pondérer les critères. En guise de conclusion, nous affirmons la nécessité de remplacer la
méthode de pondération floue AHP avec ANP dans notre modèle de la sélection du réseau.
4.4 Vers une technique efficiente pour la sélection du
réseau basée sur la différenciation de poids
4.4.1 L’amélioration du module de pondération de la stra-
tégie FADM avec la differenciation de poids
Dans cette contribution nous proposons d’ajouter une nouvelle unité appelé Différen-
ciation de poids au niveau du module de pondération [80], [76] et [83]. Le rôle de cette unité
est de calculer le degré d’importance relative à chaque critère en fonction du type de service et
du type de l’interface réseau. Autrement dit, l’unité de différenciation permet de tenir compte
des différentes technologies accessibles au terminal mobile lors de la pondération de chaque
critère.
En effet, comme nous l’avons déjà mentionné au début de ce chapitre, les méthodes classiques
de pondération attribuent des poids aux différents critères indépendamment de la technologie
réseau. Par conséquent, on trouve le même vecteur de poids valable pour toutes les technolo-
gies réseaux. Ce qui influence la performance de l’algorithme de la sélection du réseau.
En réalité, le degré d’importance accordé à un critère doit varier en fonction de la technologie
réseau. A titre d’exemple, le poids affecté au critère de la sécurité dans le réseau WIFI ne doit
par être le même dans le réseau WIMAX. La même remarque est valable pour le critère du coût
de service ainsi que pour les autres critères. Pour ce faire, nous introduisons cette unité pour
générer un vecteur de poids pour chaque critère. Les éléments de ce vecteur représentent les
valeurs de poids accordées pour ce critère dans les différentes technologies réseaux. Les trois
unités à savoir le système inter-classes, le système intra-classes et l’unité de différenciation
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CHAPITRE 4. UNE NOUVELLE APPROCHE DE LA
SELECTION RESEAU AVEC DIFFERENCIATION DE POIDS
sont combinés afin de produire un vecteur de poids pour chaque interface réseau dans lequel
on trouve le degré d’importance de chaque critère. La figure 4.1 illustre la nouvelle architecture
améliorée en introduisant l’unité de la différenciation de poids.
Fig. 4.1 – Amélioration de l’architecture FADM en utilisant la differenciation de poids
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4.4.4 Vers une technique efficiente pour la sélection du réseau
basée sur la différenciation de poids
4.4.2 Le principe de fonctionnement de l’unité de la dif-
ferenciation de poids
Les trois unités à savoir le système inter-classes, le système intra-classes et l’unité de
différenciation collaborent entre elles de la manière suivante :
• Étape 1 : d’abord les deux systèmes de pondération sont utilisés pour calculer le
vecteur de poids W. Ce dernier est défini par l’équation suivante :
W = [wc1, wc2, ..., wcn] (4.13)
Où wci est la valeur de poids accordée au critère Ci.
• Étape 2 : ensuite, l’unité de la différenciation est appliquée pour calculer le vec-
teur de poids de chaque critère Ci en fonction de l’interface réseau. Étant donné
Ntw1, Ntw2,...,NtwK l’ensemble de k réseaux accessibles pour un terminal mobile.
L’expression du vecteur calculé est définie par
WCi = [wiNtw1 , wiNtw2 , ..., wiNtwK ] (4.14)
• Étape 3 : finalement, le vecteur de poids de chaque technologie réseau WNtwi est
obtenu en multipliant les éléments de deux vecteurs W et WCi . L’expression de ce
vecteur est donnée par l’équation suivante :
WNtwi = [W1,W2, ...,Wn] avec Wi = wci ∗ wiNtwi (4.15)
4.4.3 L’algorithme de sélection du réseau basé sur notre
schéma (FADM) avec la différenciation de poids
Après avoir amélioré le module de pondération en introduisant une nouvelle unité de
différenciation de poids, la mise à jour de l’algorithme de la sélection du réseau FADM se
présente comme suit :
1. Construire le modèle hiérarchique en appliquant le module de pondération amélioré : ce
modèle est identique au modèle de la figure 3.23. La seule différence est le fait que la
méthode ANP permet de tenir en compte la dépendance entre les attributs.
2. Assigner un vecteur du poids au premier niveau de la hiérarchie : la méthode ANP est
utilisée pour calculer le degré d’importance pour chaque classe (pondération inter-classe).
3. Assigner un vecteur du poids au deuxième niveau de la hiérarchie : la méthode ANP est
utilisée pour associer un poids à chaque critère appartenant à la même classe (pondéra-
tion intra-classe).
4. Calculer le poids de chaque critère en fonction de l’interface : l’unité de la différenciation
de poids est appliquée pour calculer le degré d’importance relative à chaque critère en
fonction de l’interface réseau. Le calcul de ce degré est basé sur la méthode ANP.
5. Assigner un vecteur du poids pour le troisième niveau de la hiérarchie : cette étape
consiste à calculer le vecteur de poids à chaque interface réseau en utilisant l’équation
4.15.
6. Appliquer l’algorithme de mahalanobis : cet algorithme de classement (deuxième module)
est utilisé pour calculer le score de performance Ci (Eq. (3.10)) pour chaque alternative
réseau.
7. Choisir la meilleure alternative réseau qui correspond à la plus petite valeur du score Ci.
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CHAPITRE 4. UNE NOUVELLE APPROCHE DE LA
SELECTION RESEAU AVEC DIFFERENCIATION DE POIDS
4.4.4 Simulations et résultats
4.4.4.1 Scénario de simulation
Pour illustrer l’efficience de notre algorithme de la sélection du réseau avec la différen-
ciation de poids, nous analysons les résultats fournis par les quatre algorithmes suivants :
• FADM-1 : cet algorithme de la sélection du réseau repose sur notre architecture
proposée dans le chapitre 3. La seule amélioration qu’on a faite au niveau du module
de pondération est d’utiliser méthode la ANP au lieu de la méthode AHP floue.
• FADM-2 : cet algorithme est similaire à l’algorithme FADM-1, la seule différence
est que l’algorithme FADM-2 permet de tenir en compte le critère historique de
performance.
• FADM-3 : cet algorithme est basé sur notre module de pondération amélioré qui
utilise la méthode ANP au lieu de la méthode floue AHP et qui intègre l’unité de la
différenciation.
• FADM-4 : cet algorithme est similaire à l’algorithme FADM-3. De plus, l’algorithme
FADM-4 permet de tenir en compte le critère historique de performance contraire-
ment à l’algorithme FADM-3.
Nous utilisons le même scénario de simulation proposé dans la section 3.3.4.1. Nous effectuons
quatre simulations en fonction de quatre types de flux que nous avons déjà cités. Pour chaque
simulation nous allons évaluer les performances de ces quatre algorithmes dans 100 points
de décision, en utilisant MATLAB. La performance est mesurée en termes de l’anomalie de
classement, le nombre de handoffs et le nombre de handover échoués. Nous présentons dans
ce qui suit les résultats de ces quatre simulations.
4.4.4.2 La simulation 1
Dans cette simulation, nous analysons le flux en arrière-plan, dans le but de compa-
rer la performance de notre algorithme FADM-4 par rapport aux trois algorithmes FADM-1,
FADM-2 et FADM-3. Les poids calculés pour chaque critère en utilisant FADM-1 et FADM-2
sont présentés dans la figure 4.2. Tandis que le vecteur de poids accordé à chaque interface
réseau en appliquant les deux algorithmes FADM-3 et FADM-4 sont illustrés respectivement
dans la figure 4.3 et 4.4.
Fig. 4.2 – Pondération des critères basée sur FADM-1 et FADM-2 pour arrière-plan
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4.4.4 Vers une technique efficiente pour la sélection du réseau
basée sur la différenciation de poids
Fig. 4.3 – Différenciation de poids basée sur FADM-3 pour le flux arrière-plan
Fig. 4.4 – Différenciation de poids basée sur FADM-4 pour le flux arrière-plan
• L’anomalie de classement : la figure 4.5 montre le taux moyen de l’anomalie
de classement effectué par les quatre algorithmes FADM-1, FADM-2, FADM-3 et
FADM-4 pour le flux en arrière-plan. Nous pouvons observer que la meilleure per-
formance de l’anomalie de classement est donnée par l’algorithme FADM-4. Avec ce
dernier, nous pouvons minimiser le risque d’avoir cette anomalie à 5%. Tandis que
les trois algorithmes FADM-1, FADM-2 et FADM-3 permettent d’obtenir respecti-
vement les valeurs 9.50%, 8% et 6.50%.
Fig. 4.5 – Variation de l’anomalie en fonction des algorithmes pour arrière-plan
• Le nombre de handoffs : la figure 4.6 montre le taux moyen qui correspond au
nombre de handoffs concernant les quatre algorithmes pour le flux en arrière-plan.
D’après cette figure, nous constatons que les algorithmes FADM-1, FADM-2, FADM-
3 et FADM-4 permettent de réduire cette anomalie respectivement avec les valeurs
de 42%, 36%, 28% et 12%. Nous pouvons déduire que notre algorithme FADM-4
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CHAPITRE 4. UNE NOUVELLE APPROCHE DE LA
SELECTION RESEAU AVEC DIFFERENCIATION DE POIDS
fournit la meilleure performance par rapport aux autres algorithmes.
Fig. 4.6 – Variation du nombre de handoffs en fonction des algorithmes pour arrière-plan
• Le nombre de handovers échoués : la figure 4.7 montre le pourcentage de chaque
réseau préféré par un algorithme de la sélection du réseau. Nous remarquons que l’al-
gorithme FADM-4 choisit dans la majorité de points de décisions la technologie WI-
MAX. Ce choix est traduit par une valeur de pourcentage de 80% du réseau préféré.
En plus, la technologie WIMAX représente 20% du réseau préféré pour l’algorithme
FADM-4. Vu que les deux réseaux WIFI et WIMAX peuvent satisfaire les exigences
du flux en arrière-plan en terme de QoS nous pouvons affirmer que le pourcentage
du handovers échoués est 0%. D’ailleurs, il n’ y a aucun point de décision où l’al-
gorithme FADM-4 choisisse le réseau UMTS. Enfin l’algorithme FAMD-1 permet de
prendre la meilleure décision puisqu’il favorise le réseau WIFI par rapport au réseau
WIMAX. Par conséquent, le terminal mobile peut utiliser la technologie WIFI qui
offre un meilleur coût de service par rapport la technologie WIMAX.
D’un autre côté, le nombre du handovers échoués provoqués par l’algorithme FADM-
3 est 0%. De plus le réseau WIFI représente 48% du réseau préféré et la technologie
WIMAX représente 52%. Nous pouvons déduire que l’algorithme FADM-3 permet
de prendre une bonne décision malgré le choix du réseau WIMAX dans la moitié des
points de décision. D’ailleurs, l’utilisateur favorise la technologie WIFI par rapport
WIMAX pour transférer le flux en arrière-plan.
Finalement, le taux de handovers échoués provoqués respectivement par l’algorithme
FADM-1 et FADM-2 est 32% et 20%. Par conséquent, ces deux algorithmes ne per-
mettent pas d’assurer la bonne décision concernant la sélection du réseau.
Fig. 4.7 – Variation de handovers échoués en fonction des algorithmes pour arrière-plan
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4.4.4 Vers une technique efficiente pour la sélection du réseau
basée sur la différenciation de poids
4.4.4.3 La simulation 2
Cette simulation consiste à comparer la performance entre les quatre algorithmes
FADM-1, FADM-2, FADM-3 et FADM-4 pour le flux conversationnel. Les poids calculés pour
chaque critère en utilisant FADM-1 et FADM-2 sont présentés dans la figure 4.8. De plus, le
vecteur de poids accordé à chaque interface réseau en utilisant les deux algorithmes FADM-3
et FADM-4 sont illustrés respectivement dans la figure 4.9 et 4.10.
Fig. 4.8 – Pondération des critères basés sur FADM-1 et FADM-2 pour conversationnel
Fig. 4.9 – Différenciation de poids basée sur FADM-3 pour le flux conversationnel
Fig. 4.10 – Différenciation de poids basée sur FADM-4 pour le flux conversationnel
• L’anomalie de classement : la figure 4.11 montre les résultats obtenus avec ces
quatre algorithmes pour le paramètre l’anomalie de classement en fonction du flux
conversationnel. Nous observons que les algorithmes FADM-1, FADM-2, FADM-3 et
FADM-4 permettent d’obtenir respectivement les valeurs 8.50%, 7%, 5.5% et 4%.
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CHAPITRE 4. UNE NOUVELLE APPROCHE DE LA
SELECTION RESEAU AVEC DIFFERENCIATION DE POIDS
Vu que la valeur fournie par l’algorithme FADM-4 est plus faible par rapport aux
valeurs des autres méthodes, nous pouvons déduire que notre algorithme FADM-4
fournit la meilleure performance concernant l’anomalie de classement.
Fig. 4.11 – Variation de l’anomalie en fonction des algorithmes pour conversationnel
• Le nombre de handoffs : la figure 4.12 montre une comparaison de la variation
du nombre du handoffs provoqué par le terminal mobile en fonction des quatre algo-
rithmes pour le conversationnel. Nous pouvons constater que les quatre algorithmes
FADM-1, FADM-2, FADM-3 et FADM-4 permettent de réduire respectivement le
nombre de handoffs avec les valeurs 36%, 34%, 25% et 10%. D’après ces valeurs,
nous pouvons conclure que l’algorithme FADM-4 fournit la meilleure performance
par rapport aux autres algorithmes.
Fig. 4.12 – Taux de nombre de handoffs en fonction des algorithmes pour conversationnel
• Le nombre de handovers échoués : la figure 4.13 présente une comparaison de la
variation du réseau préféré par le terminal mobile en fonction des quatre algorithmes,
pour le conversationnel. D’après cette figure, nous remarquons que le réseau UMTS
a été choisi à 56% comme un réseau préféré pour l’algorithme FADM-1. Nous remar-
quons également que le même réseau est considéré préféré par l’algorithme FADM
avec un pourcentage de 32%. La décision effectuée par l’algorithme FADM-1 et
FADM-2 est un mauvais choix, vu que le réseau UMTS n’est pas adéquat au trans-
fert du flux conversationnel lors de l’existence de deux autres interfaces telles que
WIFI et WIMAX.
En revanche, la décision prise par les deux algorithmes FADM-3 et FADM-4 est par-
faitement valide en raison de l’absence de la sélection du réseau UMTS dans tous les
points de décision. Ce qui implique que le taux du handovers échoués provoqués par
ces deux algorithmes est égal à 0%. De plus, la technologie WIMAX a été choisie
presque que à 70% comme un réseau préféré pour les deux algorithmes FADM-3 et
FADM-4. Finalement, nous signalons que l’algorithme FADM-4 donne une meilleure
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4.4.4 Vers une technique efficiente pour la sélection du réseau
basée sur la différenciation de poids
possibilité au terminal mobile pour utiliser l’interface WIFI avec un coût de service
faible pour le flux conversationnel.
Fig. 4.13 – Taux de handovers échoués en fonction des algorithmes pour conversationnel
4.4.4.4 La simulation 3
Nous comparons dans cette simulation les performances des quatre algorithmes FADM-
1, FADM-2, FADM-3 et FADM-4 en fonction de l’anomalie de classement, le nombre de
handoffs et le nombre de handovers échoués. Cette comparaison se fait pour le flux interactif.
Les poids calculés pour chaque critère en utilisant FADM-1 et FADM-2 sont présentés dans la
figure 4.14. De plus, le vecteur de poids accordé à chaque interface réseau en utilisant les deux
algorithmes FADM-3 et FADM-4 sont illustrés respectivement dans la figure 4.15 et 4.16.
Fig. 4.14 – Pondération des critères basés sur FADM-1 et FADM-2 pour interactif
• L’anomalie de classement : la figure 4.17 présente le taux moyen de l’anomalie
de classement pour les algorithmes FADM-1, FADM-2, FADM-3 et FADM-4 pour
le flux interactif. Nous observons que l’algorithme FADM-4 fournit une meilleure
performance concernant ce paramètre par rapport aux autre algorithmes. Il permet
de réduire ce problème de 10%. Nous remarquons également que l’algorithme FADM-
3 fournit une valeur de 12% mieux que les deux autres algorithmes à savoir FADM-1
et FADM-2. De plus, l’algorithme réduit le risque d’avoir cette anomalie d’une valeur
de 14%. Finalement, la mauvaise performance est donnée par l’algorithme FADM-1
avec une valeur de 15.50%.
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CHAPITRE 4. UNE NOUVELLE APPROCHE DE LA
SELECTION RESEAU AVEC DIFFERENCIATION DE POIDS
Fig. 4.15 – Différenciation de poids basée sur FADM-3 pour le flux interactif
Fig. 4.16 – Différenciation de poids basée sur FADM-4 pour le flux interactif
Fig. 4.17 – Variation de l’anomalie en fonction des algorithmes pour interactif
• Le nombre de handoffs : la figure 4.18 montre le taux moyen qui correspond
au nombre de handoffs effectué par les algorithmes FADM-1, FADM-2, FADM-3 et
FADM-4 pour le flux interactif. Nous pouvons constater que ces quatre algorithmes
fournissent respectivement les valeurs de 52%, 45%, 36% et 15%. Vu que la valeur
fournie par l’algorithme FADM-4 est la plus faible par rapport aux autres méthodes,
nous pouvons déduire que la meilleure performance concernant le nombre de handoffs
est fournie par l’algorithme FADM-4.
• Le nombre de handovers échoués : la figure 4.19 montre le pourcentage du
réseau préféré par le terminal mobile en fonction des quatre algorithmes, pour le flux
interactif. Nous remarquons que le taux d’échec de la décision du handover est élevé
pour les deux algorithmes FADM-1 et FADM-2. Cet échec se manifeste par le choix
du réseau UMTS par les deux algorithmes, à 80% pour l’algorithme FADM-1 et à
44% pour l’algorithme FADM-2. D’ailleurs le réseau UMTS n’est pas adéquat pour
transférer le trafic interactif par rapport au réseau WIMAX et WIFI.
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4.4.4 Vers une technique efficiente pour la sélection du réseau
basée sur la différenciation de poids
Fig. 4.18 – Variation du nombre de handoffs en fonction des algorithmes pour interactif
Nous remarquons également que le taux d’échec de la décision du handover est nul
pour les deux algorithmes FADM-3 et FADM-4. Par conséquent, les deux algorithmes
FADM-3 et FADM-4 permettent de fournir une meilleure décision concernant la
sélection du réseau cible. De plus, la technologie WIFI a été choisie à 8% comme
un réseau préféré pour l’algorithme FADM-3 et à 20% pour l’algorithme FADM-4.
Cette dernière valeur offre la possibilité au terminal mobile d’utiliser l’interface WIFI
avec un coût de service faible pour le flux interactif.
Fig. 4.19 – Variation de handovers échoués en fonction des algorithmes pour interactif
4.4.4.5 La simulation 4
La dernière simulation consiste à comparer les trois paramètres de performances pour
les quatre algorithmes en fonction du flux streaming. Les poids calculés pour chaque critère en
utilisant FADM-1 et FADM-2 sont présentés dans la figure 4.20. De plus, le vecteur de poids
accordé à chaque interface réseau en appliquant les deux algorithmes FADM-3 et FADM-4
sont illustrés respectivement dans la figure 4.21 et 4.22.
• L’anomalie de classement : la figure 4.23 présente le taux moyen de l’anomalie de
classement provoqué par les algorithmes FADM-1, FADM-2, FADM-3 et FADM-4.
Nous observons que FADM-1 réduit ce problème d’une valeur de 18%. L’algorithme
FADM-2 réduit l’anomalie d’une valeur de 16%. Ensuite, l’algorithme FADM-3 per-
met de fournir une valeur de 14.50. Finalement, l’algorithme réduit cette anomalie
d’une valeur de 12%. Nous pouvons déduire que cet dernier algorithme permet d’ob-
tenir une meilleure performance concernant l’anomalie de classement par rapport aux
FADM-1, FADM-2 et FADM-3.
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CHAPITRE 4. UNE NOUVELLE APPROCHE DE LA
SELECTION RESEAU AVEC DIFFERENCIATION DE POIDS
Fig. 4.20 – Pondération des critères basés sur FADM-1 et FADM-2 pour streaming
Fig. 4.21 – Différenciation de poids basée sur FADM-3 pour le flux streaming
Fig. 4.22 – Différenciation de poids basée sur FADM-4 pour le flux streaming
Fig. 4.23 – Variation de l’anomalie en fonction des algorithmes pour streaming
• Le nombre de handoffs : la figure 4.24 présente le taux moyen qui correspond
au nombre de handoffs effectués par les quatre algorithmes pour le flux streaming.
Nous observons que FADM-1, FADM-2, FADM-3 et FADM-4 permettent de réduire
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4.4.4 Vers une technique efficiente pour la sélection du réseau
basée sur la différenciation de poids
le nombre de handoffs respectivement à les valeurs de 45%, 36%, 28% et 18%. Nous
remarquons également que la valeur donnée par l’algorithme FADM-4 est plus faible
par rapport aux autres méthodes. Par conséquent, nous pouvons déduire que l’algo-
rithme FADM-4 fournit la meilleure performance concernant le nombre de handoffs
pour le flux streaming.
Fig. 4.24 – Variation du nombre de handoffs en fonction des algorithmes pour streaming
• Le nombre de handovers échoués : la figure 4.25 montre que les deux algorithmes
FADM-3 et FADM-4 permettent de fournir la même performance dans la majorité de
points de décision. D’ailleurs, le taux moyen du nombre de handoffs effectué par les
deux algorithmes est égal à 0. De plus, la technologie WIMAX a été choisie à 80%
comme un réseau préféré pour les deux algorithmes. Ce qui implique une meilleure
décision vu que le réseau WIMAX peut satisfaire les exigences du trafic streaming
en termes de QoS. Nous remarquons également que FADM-3 et FADM-4 ont choisi
la technologie WIFI en 20% des points de décision.
Par contre, les deux algorithmes FADM-1 et FADM-2 ont choisi la technologie UMTS
comme un réseau préféré respectivement avec des valeurs de 40% et 28%. Cepen-
dant, cette décision effectuée par ces deux algorithmes n’est pas favorable vu que
le réseau UMTS ne peut transférer le trafic streaming avec une meilleure QdS par
rapport au réseau WIMAX. Finalement, nous remarquons que le réseau WIMAX a
été choisi à 60% comme un réseau préféré pour les deux algorithmes FADM-1 et
FADM-2.
Fig. 4.25 – Variation de handovers échoués en fonction des algorithmes pour streaming
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CHAPITRE 4. UNE NOUVELLE APPROCHE DE LA
SELECTION RESEAU AVEC DIFFERENCIATION DE POIDS
4.4.5 Discussion
Dans cette contribution, nous avons proposé une optimisation de notre architecture de
la sélection du réseau FADM. Cette optimisation a été basée sur l’amélioration du module de
pondération. En effet, nous avons intégré une nouvelle unité de la différenciation de poids au
niveau de ce module. L’avantage majeur de cette unité est de calculer le degré d’importance
relative à chaque critère en fonction de l’interface réseau. Par conséquent, notre nouvelle unité
de différenciation a permis de surmonter l’inconvénient majeur des méthodes de pondération
qui réside dans la pondération des critères indépendamment de la technologie réseau. Le nou-
veau module de pondération améliorée contient trois composants : le système inter-classes,
le système intra-classes et l’unité de différenciation. Ceci implique de différencier le poids de
chaque critère en fonction de l’interface réseau. Par la suite, ce nouveau module permet de
fournir une meilleure pondération de différents critères par rapport à l’ancien module de pon-
dération.
En outre, afin de mettre en évidence l’efficience du module de la pondération améliorée et
l’avantage d’introduire l’unité de différenciation du poids, nous avons effectué quatre simula-
tions en fonction de quatre types de flux. La première conclusion que nous pouvons tirer à partir
des résultats fournis à travers des quatre simulations est tout d’abord que pour tous les types
de flux, l’algorithme FADM-4 fournit la meilleure performance par rapport aux algorithmes
FADM-1, FADM-2 et FADM-3. Cela permet d’expliquer d’une part, l’utilité d’introduire le
critère de l’historique de performance et d’autre part, l’avantage d’ajouter le composant de
différenciation de poids dans le module de pondération.
Une deuxième remarque importante concerne le taux de l’échec de la décision effectuée par
les quatre algorithmes. Nous remarquons que les deux algorithmes FADM-3 et FADM-4 per-
mettent de fournir un taux d’échec nul contrairement aux deux algorithmes FADM-1 et FADM-
2. Nous pouvons expliquer ces résultats par le fait que les deux algorithmes FADM-3 et FADM-
4 utilisent le module de pondération améliorée, tandis que les deux algorithmes FADM-1 et
FADM-2 reposent sur l’ancien module de pondération qui ne tient pas compte de l’unité de la
différenciation.
La troisième remarque est que FADM-2 permet de fournir une meilleure performance concer-
nant l’anomalie de classement et le nombre de handoffs par rapport à l’algorithme FADM-1.
Cela est dû à l’utilisation du critère historique de performance dans l’algorithme FADM-2. En
plus, la méthode FADM-3 permet de réduire l’anomalie du classement et le nombre du han-
doffs mieux que l’algorithme FADM-2. Nous pouvons déduire que l’unité de la différenciation
est plus efficace par rapport à l’introduction du critère historique de performance.
Enfin, la quatrième remarque est en relation avec la performance de l’algorithme FADM qu’on
a simulé dans le chapitre 3. Vu que nous avons utilisé le même scénario de simulation pour les
deux algorithmes FADM et FADM-1, nous remarquons que ce dernier algorithme permet de
fournir une meilleure performance concernant l’anomalie de classement et le nombre de han-
doffs par rapport à l’algorithme FADM. Cette amélioration obtenue par l’algorithme FADM-1
explique d’un côté l’utilité de remplacer la méthode floue AHP par la méthode ANP dans
le module de pondération. D’un autre côté, nous confirmons les résultats obtenus par notre
nouvelle approche de la validation qui a choisi la méthode ANP comme la plus adéquate pour
la pondération des critères.
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4.4.5 Conclusion
4.5 Conclusion
Dans ce chapitre, nous nous sommes intéressés à l’optimisation du module de pondé-
ration de notre architecture FADM. Pour ce faire, nous avons proposé deux contributions dans
ce chapitre. Les résultats des différentes simulations effectuées dans chaque contribution en
fonction de type de flux ont été très satisfaisantes. En effet, d’une part, nous avons proposé
une première contribution afin de spécifier la méthode de pondération appropriée à être cou-
plée avec l’architecture FADM. En effet, nous avons utilisé l’approche de la décision collective
afin de développer une nouvelle solution pour la validation des algorithmes du handover. Cette
solution proposée a pour but de déterminer la méthode de pondération adéquate qu’il faut
coupler avec n’importe quel algorithme de classement en fonction du type de flux. Nous avons
appliqué cette approche de validation dans le cadre de notre architecture FADM afin de valider
le choix de la méthode de pondération dans le contexte de notre architecture FADM.
D’autre part, dans notre deuxième contribution, nous avons proposé d’ajouter une nouvelle
unité de différenciation de poids au niveau du module de pondération. L’avantage majeur de
cette unité est le fait de calculer le poids de chaque critère en fonction de l’interface réseau. Les
simulations que nous avons menées dans cette contribution ont effectivement validé l’optimi-
sation que nous avons apportée à notre architecture FADM. D’ailleurs, avec la différenciation
de poids, une meilleure performance concernant l’anomalie de classement et le nombre du
handoffs est obtenue. De plus, le fait de combiner la méthode de Mahalanobis et l’unité de
différenciation de poids permet d’éviter des handovers échoués. Par conséquent, assurer une
qualité de service supplémentaire lors du processus du handover. Enfin, nous signalons qu’il
est important de tenir en compte l’unité de la différenciation dans n’importe quelle solution
du handover vertical.
Finalement, à travers les résultats obtenus dans les deux contributions, la nouvelle architecture
FADM est devenue comme suit :
• Le module de pondération : nous remplaçons la méthode AHP floue par la mé-
thode ANP. De plus, nous confirmons l’utilité d’ajouter une nouvelle unité de la
différenciation de poids ;
• Le module de classement : vu l’efficacité de la méthode de mahalanobis, nous
utilisons le même module de classement.
L’optimisation du module de pondération que nous avons réalisé au cours de ce chapitre, ainsi
que les résultats très satisfaisants que nous avons obtenus grâce à cette amélioration, nous
encourageons la poursuite de cette étude en vue d’améliorer davantage l’architecture FADM.
Pour ce faire, dans le chapitre suivant, nous proposons d’envisager des optimisations en termes
de critères qui interviennent dans la phase de la sélection du réseau.
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CHAPITRE 5
VALIDATION ET OPTIMISATION DE
L’ARCHITECTURE FADM
5.1 Introduction
L’architecture FADM que nous avons développé dans cette thèse est le fruit de l’en-
semble des contributions proposées et validées à travers les simulations effectuées dans les
deux chapitres précédents. Dans ce dernier chapitre, nous continuons à optimiser davantage
cette architecture afin de satisfaire les exigences de l’utilisateur en termes de qualité de service.
Comme nous l’avons déjà mentionné dans le deuxième chapitre, la conception et le dévelop-
pement d’une solution pour le handover vertical doivent prendre en compte trois facteurs
essentiels : l’algorithme de classement, l’algorithme de pondération et les critères de la sé-
lection. Or, notre architecture prend en considération uniquement les deux premiers facteurs.
Pour ce faire, nous nous intéressons au troisième facteur qui représente un axe de recherches
pertinent dans le contexte de la sélection du réseau.
De plus, bien que nous ayons élaboré une architecture efficace pour la sélection du réseau, nous
ne l’avons pas encore validée. Le processus de validation consiste à évaluer notre architecture
par rapport aux autres stratégies proposées dans la littérature dans le contexte de la sélection
du réseau. Pour atteindre cet objectif, il est important d’introduire un modèle d’évaluation
permettant de comparer et d’évaluer notre architecture.
Ce chapitre est structuré de la façon suivante : la deuxième section du chapitre s’articule
autour d’un aperçu sur les limites des modèles d’évaluation existants. A l’issue de cette étude
bibliographique, dans la troisième section, nous décrivons le principe et les limites du modèle
d’évaluation sur lequel s’est basé notre travail. A la quatrième section, nous proposons notre
modèle d’évaluation évolutif. Dans la cinquième section, nous appliquons ce modèle d’évalua-
tion évolutif afin de valider l’architecture FADM. Le même modèle sera utilisé dans la sixième
section, afin de résoudre le problème de la sélection de critères. Finalement, la septième section
contient des conclusions de ce chapitre.
134
Op
tim
isa
tio
n
et
év
alu
at
ion
de
sp
er
fo
rm
an
ce
sd
es
co
m
m
un
ica
tio
ns
m
ob
ile
sd
an
su
n
en
vir
on
ne
m
en
tr
és
ea
ux
m
ul
ti-
ac
cè
s
5.5.2 Intérêts et limitations des modèles d’évaluation du
handover existants
5.2 Intérêts et limitations des modèles d’évaluation du
handover existants
Après avoir développé et amélioré notre architecture FADM qui permet à l’utilisateur
mobile de choisir la meilleure technologie, nous pouvons nous poser les questions suivantes :
1. Est-ce que notre architecture proposée est valide en terme de performance par rapport
aux autres solutions existantes ?
2. Y a t-il des optimisations supplémentaires possibles au niveau de cette architecture ?
En réponse à la première question, bien que notre architecture FADM permet de fournir de
meilleurs résultats par rapport aux quelques algorithmes de handover, nous ne l’avons pas
encore testée pour valider si elle est la meilleure solution existante dans la littérature. Afin
d’y parvenir, il est nécessaire d’utiliser un modèle d’évaluation dans le but de comparer les
performances de notre architecture FADM par rapport aux autres algorithmes du handover
existants.
En réponse à la deuxième question posée, effectivement, nous pouvons améliorer davantage
l’architecture FADM, en tenant compte du bloc de critères qui interviennent dans la phase de
décision. Par rapport à notre architecture, ce bloc représente les données d’entrées manipulées
par le module de pondération et le module de classement. Notre dernier objectif est d’analyser
et de traiter le bloc de critères afin d’améliorer la performance de notre architecture FADM.
Comme nous l’avons déjà mentionné auparavant, plusieurs critères sont employés dans la
phase de la décision du handover. Parmi les critères les plus répandus, nous citons : la bande
passante, la puissance du signal, le coût de service, le délai, la perte, la sécurité, etc. Cependant,
le choix des critères représente l’une des clés importantes dans la phase de la conception
d’une stratégie de handover vertical. Si le choix de critères est fait d’une manière efficace,
l’algorithme du hanodver fournit une meilleure performance. Or, la majorité des solutions
du handover proposées ne prend pas en compte ce facteur de choix. Généralement, chaque
nouvelle solution développée repose sur les critères souvent utilisés dans une autre stratégie,
sans faire aucune étude sur la nécessité d’utilisation ou d’élimination d’un tel critère. En plus,
aucune solution proposée dans la littérature ne justifie son choix des critères, qui reste un sujet
ouvert dans le contexte du handover.
Une étude bibliographique, nécessaire mais n’est pas suffisante pour résoudre le problème du
choix des critères en fonction du mécanisme du handover, a été faite par les auteurs [100]. Ils
ont présenté quelques recherches qui ont été publiées concernant les critères employés dans sept
algorithmes du handover. L’ensemble des critères considérés dans cette étude sont : la bande
passante,le temps de latence, la consommation d’énergie, le coût de service, les préférences
de l’utilisateur, le débit, le partage de charge, la sécurité, la puissance du signal reçu et la
vitesse. Selon cette étude, il n’y a aucun algorithme qui prend en considération les dix critères
simultanément. De plus, tous les algorithmes utilisent au moins cinq critères dans la phase de
la sélection. Or, cette étude n’est pas suffisante pour comprendre le problème de la sélection
de critères vu qu’il n’y a aucune validation des résultats obtenus, ni par la simulation, ni par
une approche analytique.
Un autre problème relatif toujours au choix de critères est celui de la redondance. En fait,
cette redondance se traduit par l’utilisation des critères qui sont en relation (dépendance) entre
eux. Par exemple, il existe une relation entre le délai et la gigue. Or, ce problème influence
directement le temps de latence du handover. En effet, l’équation 5.1 présente l’expression
pour calculer le temps de latence.
TempsLatenceV HO = LatenceInitiation + LatenceDecision + LatenceExecution (5.1)
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CHAPITRE 5. VALIDATION ET OPTIMISATION DE
L’ARCHITECTURE FADM
Le temps de latence de l’initiation requis pour collecter les informations des critères non
redondants est inférieur à celui de latence de l’initiation pour les critères redondants. Nous
retenons la même remarque pour le temps de la décision. Par conséquent, si nous arrivons à
éviter ce problème, automatiquement le temps de latence sera réduit. Nous signalons que ce
problème implique aussi d’autres paramètres tels que la consommation d’énergie, l’anomalie
de classement, etc. Bien que le problème de la redondance cause la dégradation de la qualité
de service, toutes les stratégies du handover ne prennent pas en considération ce facteur.
Le dernier problème à résoudre réside dans l’identification des critères qui doivent être utilisés
en fonction du type de flux. Or, toutes les solutions de handover choisissent les critères de la
sélection indépendamment de type du flux. Autrement dit, les mêmes critères sont utilisés dans
le contexte du handover pour les différents types du flux. En réalité, chaque algorithme du
handover doit prendre en considération les critères qui représentent les exigences de n’importe
quel type d’application. A titre d’exemple, nous ne pouvons pas ignorer le critère délai lorsque
nous cherchons à déterminer la meilleure interface pour le flux streaming.
Pour surmonter les problèmes que nous avons cités au-dessus, nous avons besoin d’utiliser un
modèle d’évaluation. Dans le contexte du handover, un modèle d’évaluation est efficace s’il
permet de tenir en compte les trois facteurs suivants :
• Algorithme de classement : pour ce facteur, le modèle d’évaluation doit dé-
terminer le meilleur algorithme de classement qu’il faut appliquer pour ranger les
alternatives réseaux. Comme nous l’avons déjà évoqué dans le chapitre 2, plusieurs
modèles d’évaluation ont été proposés et développés afin d’évaluer et comparer la
performance des algorithmes de classement. Or, il n’existe aucune étude compara-
tive des modèles visant à choisir le modèle d’évaluation adéquat dans le contexte
des algorithmes de classement.
• Algorithme de pondération : dans ce contexte, le modèle d’évaluation vise à
identifier la méthode de pondération adéquate qu’il faut appliquer pour calculer le
poids. Bien que l’évaluation de performance des méthodes de pondération soit un
processus décisif dans l’algorithme de la sélection du réseau, les seuls travaux qui
abordent ce problème, sont nos deux contributions [87] et [80] présentées dans le
chapitre précédent.
• Les critères de sélection : dans ce cadre, le modèle d’évaluation doit être capable
de préciser les critères appropriés à être employés dans la phase de la sélection du ré-
seau. Or, dans la littérature, il n’existe aucun modèle d’évaluation pour réaliser cette
tâche. L’objectif de ce modèle d’évaluation sera la comparaison de la performance
d’un algorithme de handover en fonction des critères de la sélection utilisés par l’al-
gorithme. Les modèles proposés pour l’évaluation des performances des algorithmes
de classement peuvent être exploités dans ce cadre. Autrement dit, nous n’avons
pas besoin de développer un nouveau modèle consacré à l’évaluation des critères en
raison que cette évaluation revient à comparer le même algorithme de classement, en
changeant seulement les critères de la sélection qui interviennent dans cet algorithme
de classement.
Vu la diversité des modèles d’évaluation, la question que nous pouvons nous poser est la
suivante : quel est le meilleur modèle d’évaluation à choisir afin de répondre à nos besoins ?
Parmi les modèles d’évaluation que nous avons déjà mentionnés, notre choix s’est fixé sur le
modèle proposé par les auteurs Alexander et al. [35] et [34]. D’ailleurs, ce choix n’est pas
arbitraire, il s’appuie sur le fait que le modèle choisi possède les avantages suivants :
• Le modèle choisi est essentiellement basé sur une approche mathématique pour
évaluer la performance des algorithmes de handover.
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5.5.3 Le schéma du modèle d’évaluation choisi
• Le modèle introduit l’approche MADM et l’analyse de criticité qui permettent de
fournir un meilleur résultat.
• La simplicité d’implémenter le modèle par rapport aux autres solutions en C++ ou
Java.
• La flexibilité en termes de paramètres d’évaluation. En effet, on peut ajouter facile-
ment de nouveaux paramètres dans le modèle.
• Le modèle peut être adapté pour évaluer les méthodes de pondération dans le
contexte du handover vertical.
Dans la section suivante, nous exposons le principe et les limites de ce modèle sur lequel repose
notre travail avant de présenter nos contributions pour résoudre le problème de la sélection
des critères, ainsi que notre démarche pour valider notre architecture FADM.
5.3 Le schéma du modèle d’évaluation choisi
La figure 5.1 illustre le schéma du modèle d’évaluation proposé par les auteurs Alexander
et al. [35] [34]. Ce schéma est décomposé en trois blocs ci-dessous :
1. Le processus de la simulation : ce bloc fonctionnel a pour but de simuler les différents
algorithmes de handover afin d’évaluer leurs performances. Les algorithmes de hando-
ver constituent les données d’entrée de ce bloc, alors que les paramètres d’évaluation
obtenus, en appliquant chaque algorithme de handover, représentent ses résultats de
sortie.
2. Le modèle d’évaluation : il représente le noyau du schéma d’évaluation. Ce bloc
combine l’approche MADM et l’analyse de la criticité afin de calculer l’indice de criticité.
Puis-que l’objectif est de déterminer la meilleure solution du handover, il est important
d’appliquer l’approche MADM. L’ensemble des algorithmes de handover représentent
les alternatives possibles, quant aux paramètres d’évaluation, ils représentent les critères
de décision. De plus, l’analyse de criticité est utilisée dans le but de déterminer les
alternatives ayant un degré d’importance supérieur aux autres. L’algorithme du handover
qui possède la plus grande valeur de l’indice criticité est considéré comme le meilleur.
Les données traitées par ce bloc sont les mesures de paramètres d’évaluation fournies
par le premier bloc. Le modèle génère les résultats sous la forme d’un fichier XML. Ce
fichier contient les différentes valeurs de l’indice de criticité de chaque algorithme. Les
différentes étapes effectuées par ce bloc pour générer ce fichier XML seront détaillées
dans la section suivante.
3. Les interfaces graphiques API : ce bloc consiste à interpréter graphiquement les
résultats obtenus à travers le modèle d’évaluation.
Fig. 5.1 – Le schéma du modèle d’évaluation pour les algorithmes du handover [35]
Bien que ce schéma d’évaluation [92] représente une solution prometteuse pour déterminer
le meilleur algorithme du handover en combinant l’approche MADM et l’analyse de criticité,
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CHAPITRE 5. VALIDATION ET OPTIMISATION DE
L’ARCHITECTURE FADM
il possède un inconvénient majeur au niveau du deuxième bloc. En effet, lors du calcul de
l’indice de l’analyse de criticité, le modèle d’évaluation ne prend pas en considération le degré
d’importance relatif à chaque paramètre d’évaluation fourni par le bloc du processus de la
simulation. Pour cela, notre objectif consiste à proposer un modèle d’évaluation évolutif qui
tient en compte le problème relatif à la pondération des paramètres d’évaluation. Ce modèle
d’évaluation proposé sera utilisé en premier lieu pour valider notre architecture FADM. En
deuxième lieu, nous exploitons ce modèle afin de remédier au problème de la redondance de
critères.
5.4 Notre proposition : Le processus du modèle d’éva-
luation évolutif
Nous proposons dans cette contribution, notre modèle d’évaluation amélioré [74]. L’ob-
jectif de base de notre modèle est de combler les lacunes de l’ancien [92]. Pour ce faire, nous
avons développé un nouveau modèle d’évaluation qui repose sur la même idée et le même
principe de fonctionnement que l’ancien modèle proposé dans [92]. L’apport de notre modèle
proposé par rapport à l’ancien modèle, réside dans l’introduction de la méthode de pondération
ANP dans les étapes de calcul de l’indice de criticité. En effet, la méthode ANP est appli-
quée afin de calculer le poids de chaque paramètre d’évaluation. Par conséquent, notre idée
d’utiliser cette méthode permet de résoudre définitivement l’inconvénient de l’ancien modèle.
Le principe de fonctionnement de notre processus d’évaluation amélioré repose sur les étapes
suivantes :
1. Identifier les paramètres d’évaluation : ces paramètres représentent les indicateurs qui
influencent la performance de l’algorithme de la sélection du réseau. De plus, ils sont uti-
lisés afin de comparer et d’évaluer les algorithmes du handover. Les différents paramètres
d’évaluation existants sont déjà cités dans le chapitre 1.
2. Construire la matrice d’évaluation : dans le cadre de l’approche MADM, cette matrice
représente la matrice de la décision. Elle contient l’évaluation de chaque algorithme de
handover Algi en fonction du paramètre d’évaluation Pj. La matrice de décision est
exprimée par l’équation suivante :
EM =

v11 v12 . . . . . . v1m
v21 v22 . . . . . . v2m
... ... ... . . . ...
vn1 vn2 . . . . . . vnm
 (5.2)
• Les lignes contiennent l’ensemble des algorithmes de handover (alternatives)
Alg = {Algi, i = 1, 2, 3, ..., n}
• Les colonnes indiquent les paramètres d’évaluation (attributs) P = {Pi, i = 1, 2, 3, ...,m}
• vij représente la performance fournie par l’algorithme Algi en fonction du paramètre
d’évaluation Pj. La valeur vij est obtenu à travers la simulation de l’algorithme du
handover.
3. Normaliser la matrice d’évaluation : afin de contrôler l’importance de différents para-
mètres d’évaluation et d’unifier leurs unités de mesure, nous construisons la matrice
d’évaluation normalisée EMnorm. La technique de normalisation par le maximum est
utilisée pour calculer les éléments de cette matrice normalisée. La forme générale de
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5.5.4 Notre proposition : Le processus du modèle d’évaluation
évolutif
cette matrice est donnée par l’équation suivante :
EMnorm =

d11 d12 . . . . . . d1m
d21 d22 . . . . . . d2m
... ... ... . . . ...
dn1 vn2 . . . . . . dnm
 (5.3)
Où la valeur de chaque élément dij est défini comme suit :
– Pour un critère de bénéfice, la valeur de dij est calculée par :
dij =
vij
vmaxj
(5.4)
– Pour un critère de coût, la valeur de rij est calculée par :
dij =
vminj
vij
(5.5)
4. Construire la matrice de criticité : selon l’échelle d’évaluation définie dans le tableau 5.1,
nous analysons la matrice normalisée obtenue à travers l’équation 5.3 afin de construire
la matrice de criticité C(cij). L’expression de la matrice C est définie par l’équation
suivante :
C =

c11 c12 . . . . . . c1m
c21 c22 . . . . . . c2m
... ... ... . . . ...
cn1 vn2 . . . . . . cnm
 (5.6)
Où la valeur de chaque élément cij est égale à k. La valeur de k est donnée en fonction
de la valeur normalisée dij selon le tableau 5.1.
Tab. 5.1 – l’échelle d’évaluation de la matrice de criticité
Very low k=1 Low k=3 Medium k=5 Highk=7 Very hight k=9
dij > 80%
of the max
value
dij > 60%
of the max
value
dij > 40%
of the max
value
dij > 20%
of the max
value
dij <= 20%
of the max
value
5. Pondérer la matrice de criticité : cette étape représente notre apport par rapport à
l’ancien modèle [92]. Elle permet de contourner le problème de pondération de différents
paramètres d’évaluation en introduisant la méthode ANP. En effet, la méthode ANP est
appliquée pour calculer le degré d’importance relatif à chaque paramètre en fonction
du type de flux. Par conséquent, la matrice de criticité pondérée T (tij) est donnée par
l’équation suivante :
T =

t11 t12 . . . . . . t1m
t21 t22 . . . . . . t2m
... ... ... . . . ...
tn1 tn2 . . . . . . tnm
 (5.7)
Où tij = wj ∗ cij avec ∑mj=1wj = 1. La valeur de wj représente le poids associé au
paramètre d’évaluation Pi en utilisant la méthode ANP.
6. Calculer l’indice de criticité : cet indice permet de mesurer le degré d’importance de
chaque algorithme du handover Algi. L’indice de criticité CIi est calculé par :
CIi = 100 ∗ (
m∑
j=1
tij)/n avec i = 1, ..., n (5.8)
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CHAPITRE 5. VALIDATION ET OPTIMISATION DE
L’ARCHITECTURE FADM
Où n est la valeur maximale de tous les paramètres calculés dans la matrice de criticité.
7. Classer les alternatives : l’ensemble des algorithmes de handover sont ordonnés par ordre
décroissant en fonction de l’indice de criticité CI∗i .
5.5 Validation de l’architecture FADM à travers le mo-
dèle d’évaluation évolutif
Afin de mettre en valeur la pertinence de notre extension évolutive du modèle d’éva-
luation [74], nous l’avons utilisé pour valider notre architecture FADM. La validité de cette
dernière repose sur la comparaison et l’évaluation des performances de l’algorithme FADM
vis-à-vis des autres algorithmes les plus répandus tels que : E-TOPSIS, TOPSIS, GRA, DIA,
SAW et MEW. Pour atteindre cet objectif, il convient dans un premier temps de fixer les
paramètres d’évaluation qui doivent être considérés dans la phase de simulation. Dans un
deuxième temps, nous simulons les différents algorithmes du handover pour mesurer leurs per-
formances en fonction des paramètres d’évaluation fixés à l’avance. Ensuite, nous introduisons
notre modèle d’évaluation évolutif pour exploiter les résultats obtenus par ces algorithmes afin
de calculer les indices de criticité de chaque algorithme de la sélection du réseau. Finalement,
nous classons en fonction de cet indice de criticité les différents algorithmes du handover afin
de déterminer la meilleure solution pour chaque type de flux.
5.5.1 Résultats numériques
5.5.1.1 Scénario de simulation
Pour le scénario de la simulation, nous suivons la même procédure de la simulation
que nous avons proposée dans la section 3.3.4.1. Deux paramètres d’évaluation sont mesurés :
l’anomalie du classement et le nombre de handoffs. Nous effectuons quatre simulations en
fonction de quatre type de flux : arrière-plan, conversationnel, interactif et streaming. Dans
chaque simulation, les sept algorithmes du handover : FADM, E-TOPSIS, TOPSIS, GRA, DIA,
SAW et MEW sont testés afin de mesurer leurs performances en fonction de deux paramètres
d’évaluation que nous avons déjà mentionnés. Au fait, la finalité de chaque simulation consiste
à déterminer la meilleure solution pour chaque type de service. Nous présentons dans ce qui
suit les résultats de ces quatre simulations.
5.5.1.2 La simulation 1
Dans cette simulation, nous analysons le flux en arrière-plan afin de calculer les in-
dices de criticité liés à chaque algorithme de la sélection du réseau. Nous présentons tout
d’abord les résultats fournis par les sept algorithmes de décision que nous avons mentionnés.
Le tableau 5.2 montre les deux performances obtenues pour chaque algorithme. D’après ce
tableau, nous remarquons que notre algorithme FADM fournit la meilleure performance en
fonction de l’anomalie du classement et le nombre de handoffs. Par contre, si nous excluons
notre approche FADM, nous remarquons qu’il n’ y a aucun algorithme adéquat par rapport
à un autre vu qu’il existe des méthodes qui minimisent l’anomalie du classement mieux que
les autres et il y a d’autres qui permettent de réduire le nombre du handoffs mieux que les
autres. Par exemple, la méthode GRA permet de fournir une meilleure performance concernant
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5.5.5 Validation de l’architecture FADM à travers le modèle
d’évaluation évolutif
l’anomalie du classement par rapport à la méthode DIA. Tandis que cette dernière méthode
permet de réduire le nombre de handoffs mieux que la méthode GRA. Par conséquent, nous
ne pouvons pas affirmer que la méthode GRA est meilleure que la méthode DIA. D’où, la
nécessité d’introduire notre modèle d’évaluation évolutif.
Tab. 5.2 – Mesures de performances de paramètres d’évaluation pour le flux arrière-plan
Algorithmes Anomalie du classement(%) Nombre du handoffs(%)
FADM 6.5 28
E-TOPSIS 18 35
TOPSIS 50 70
GRA 20 80
DIA 30 60
SAW 50 70
MEW 60 60
En outre, le tableau 5.3 illustre la matrice de criticité calculée en appliquant l’étape quatre
du modèle d’évaluation évolutif . Les éléments de cette matrice sont obtenus en analysant
les résultats fournis dans le tableau 5. 2 en fonction de l’échelle d’évaluation définie dans le
tableau 5.1.
Tab. 5.3 – Matrice de criticité correspondant au flux arrière-plan
Algorithmes Anomalie du classement(%) Nombre du handoffs(%)
FADM 9 7
E-TOPSIS 7 5
TOPSIS 1 1
GRA 7 1
DIA 5 3
SAW 1 1
MEW 1 3
Ensuite, nous calculons le poids de chaque paramètre d’évaluation en utilisant la méthode
ANP. Les valeurs du poids accordées aux paramètres l’anomalie du classement et le nombre
de handoffs en fonction du flux arrière-plan, sont illustrées dans le tableau 5.4.
Tab. 5.4 – Poids accordé à chaque paramètre d’évaluation pour le flux arrière-plan
Paramèters d’évaluation Anomalie du classement Nombre du handoffs Poids
Anomalie du classement 1 1 0.5
Nombre du handoffs 1 1 0.5
Enfin, le tableau 5.5 montre les indices de criticité relatifs à chaque algorithme de la sélection
du réseau. D’après ce tableau, nous observons que la plus grande valeur de cet indice est don-
née par l’algorithme FADM. Avec cet algorithme, l’indice obtenu à travers le modèle évolutif
est de 89.83%. Par conséquent, nous le considérons comme la meilleure solution destinée à
la sélection du réseau. De plus, la méthode E-TOPSIS est qualifiée comme la deuxième solu-
tion favorable dans le contexte du handover vu que son indice de criticité est plus grand que
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CHAPITRE 5. VALIDATION ET OPTIMISATION DE
L’ARCHITECTURE FADM
les valeurs fournies par les méthodes TOPSIS, GRA, DIA, SAW et MEW. Nous remarquons
également que les deux méthodes GRA et MEW ont la même valeur de l’indice de criticité
de 44.44%. Cette valeur permet de classer les deux méthodes en troisième position en terme
de performance par rapport aux FADM et E-TOPSIS. Finalement, nous observons que la plus
petite valeur de l’indice de criticité est fournie par les deux méthodes TOPSIS et SAW. Par
conséquent, ces deux méthodes ne sont pas efficacement applicables pour le processus du
handover.
Tab. 5.5 – Indices de criticité de différents algorithmes pour le flux arrière-plan
Algorithmes Anomalie du classement(%) Nombre du handoffs(%) Indice de criticité(%)
FADM 9 7 88.89
E-TOPSIS 7 5 66.67
TOPSIS 1 1 11.11
GRA 7 1 44.44
DIA 5 3 44.44
SAW 1 1 11.11
MEW 1 3 22.22
5.5.1.3 La simulation 2
Cette simulation consiste à analyser le flux conversationnel afin de déterminer l’algo-
rithme de la sélection du réseau adéquat que nous devons utiliser. Pour ce faire, nous calculons
les indices de criticités de chaque algorithme du handover. Le tableau 5.6 illustre les résultats
fournis par les différents algorithmes en fonction de deux paramètres d’évaluation à savoir :
l’anomalie du classement et le nombre de handoffs. Nous remarquons que les algorithmes
FADM, E-TOPSIS, TOPSIS, GRA, DIA, SAW et MEW permettent de réduire l’anomalie du
classement avec les valeurs 5.5%, 16.50%, 36%, 18%, 27%, 42% et 60%. D’après ces valeurs,
nous constatons que la meilleure performance en fonction de ce paramètre est assurée par
notre algorithme FADM. Nous observons également que l’algorithme FADM réduit le nombre
de handoffs d’une valeur de 25% qui est inférieure à toutes les autres fournies par les autres
algorithmes. Ce qui implique que l’algorithme FADM permet d’assurer une meilleure perfor-
mance en fonction de nombre du handoffs par rapport aux autres algorithmes.
Tab. 5.6 – Mesures de performances de paramètres d’évaluation pour le conversationnel
Algorithmes Anomalie du classement(%) Nombre du handoffs(%)
FADM 5.5 25
E-TOPSIS 16.50 42
TOPSIS 36 80
GRA 18 60
DIA 27 60
SAW 42 80
MEW 60 65
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5.5.5 Validation de l’architecture FADM à travers le modèle
d’évaluation évolutif
En outre, en appliquant le modèle d’évaluation évolutif pour construire la matrice de criti-
cité, les éléments de cette matrice sont illustrés dans le tableau 5.7. Le calcul d’éléments de
cette matrice se fait à travers l’analyse des résultats fournis dans le tableau 5. 6 en fonction
de l’échelle d’évaluation définie dans le tableau 5.1.
Tab. 5.7 – Matrice de criticité correspondant au flux conversationnel
Algorithmes Anomalie du classement(%) Nombre du handoffs(%)
FADM 9 7
E-TOPSIS 7 5
TOPSIS 5 1
GRA 7 3
DIA 5 3
SAW 3 1
MEW 1 1
Ensuite, nous calculons le poids de chaque paramètre d’évaluation en utilisant la méthode
ANP. Les valeurs du poids accordées aux paramètres : l’anomalie de classement et le nombre
de handoffs en fonction du service conversationnel sont illustrées dans le tableau 5.8.
Tab. 5.8 – Poids accordé à chaque paramètre d’évaluation pour le flux conversationnel
Paramèters d’évaluation Anomalie du classement Nombre du handoffs Poids
Anomalie du classement 1 1/3 0.250
Nombre du handoffs 3 1 0.750
Enfin, le tableau 5.9 montre une comparaison de différents algorithmes de la sélection du ré-
seau en fonction de l’indice de criticité. Nous remarquons que l’algorithme FADM possède le
score le plus élevé en fonction de l’indice de criticité (83.33%). Cela signifie que cet algorithme
est le plus approprié pour la sélection du réseau. Nous constatons également que la plus petite
valeur de l’indice de criticité est fournie par l’algorithme MEW qui se limite à une valeur de
11.11%. Cette dernière valeur implique que l’algorithme MEW n’est pas favorable pour être
implémenté comme une solution pour la sélection du réseau pour le flux conversationnel.
Pour le classement des autres algorithmes en termes de performance, nous trouvons l’algo-
rithme E-TOPSIS dans la deuxième place avec une valeur de 61.11%. L’algorithme GRA en
troisième place avec une valeur de 44.44%. L’algorithme DIA en quatrième place avec une va-
leur de 38.89%. Puis, l’algorithme TOPSIS dans la cinquième place avec une valeur de 22.22%.
Finalement, l’algorithme SAW se positionne en sixième place avec une valeur de 16.67%.
143
Op
tim
isa
tio
n
et
év
alu
at
ion
de
sp
er
fo
rm
an
ce
sd
es
co
m
m
un
ica
tio
ns
m
ob
ile
sd
an
su
n
en
vir
on
ne
m
en
tr
és
ea
ux
m
ul
ti-
ac
cè
s
CHAPITRE 5. VALIDATION ET OPTIMISATION DE
L’ARCHITECTURE FADM
Tab. 5.9 – Indices de criticité de différents algorithmes pour le flux conversationnel
Algorithmes Anomalie du classement(%) Nombre du handoffs(%) Indice de criticité(%)
FADM 9 7 83.33
E-TOPSIS 7 5 61.11
TOPSIS 5 1 22.22
GRA 7 3 44.44
DIA 5 3 38.89
SAW 3 1 16.67
MEW 1 1 11.11
5.5.1.4 La simulation 3
Dans cette troisième simulation, nous calculons également les indices de criticité de
différents algorithmes afin de déterminer la meilleure solution que nous devions utiliser dans le
contexte de la sélection du réseau pour le flux interactif. Le tableau 5.10 montre les résultats
fournis par les différents algorithmes en fonction de l’anomalie de classement et le nombre de
handoffs. Nous observons que les algorithmes FADM, E-TOPSIS, TOPSIS, GRA, DIA, SAW
et MEW permettent de réduire l’anomalie de classement respectivement avec les valeurs de
12%, 25%, 42%, 25%, 33%, 55% et 42%. Nous remarquons également que ces algorithmes
permettent de réduire le nombre de handoffs respectivement avec les valeurs de 36%, 40%,
70%, 60%, 80%, 75% et 70%.
Tab. 5.10 – Mesures de performances de paramètres d’évaluation pour le flux interactif
Algorithmes Anomalie du classement(%) Nombre du handoffs(%)
FADM 12 36
E-TOPSIS 25 40
TOPSIS 42 70
GRA 25 60
DIA 33 80
SAW 55 75
MEW 42 70
En outre, le tableau 5.11 présente la matrice de criticité calculée en appliquant l’étape quatre
du modèle d’évaluation évolutif. Les éléments de cette matrice sont obtenus en analysant les
résultats fournis dans le tableau 5. 10 en fonction de l’échelle d’évaluation définie dans le
tableau 5.1.
Avant de calculer l’indice de criticité relatif à chaque algorithme du handover dans le but d’en
choisir le meilleur, nous introduisons la méthode ANP pour pondérer les deux paramètres ano-
malie de classement et le nombre de handoffs. Le tableau 5.12 contient les valeurs du poids
accordées à chaque paramètre d’évaluation en fonction du flux conversationnel.
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5.5.5 Validation de l’architecture FADM à travers le modèle
d’évaluation évolutif
Tab. 5.11 – Matrice de criticité correspondant au flux interactif
Algorithmes Anomalie du classement(%) Nombre du handoffs(%)
FADM 7 5
E-TOPSIS 5 5
TOPSIS 3 1
GRA 5 3
DIA 5 1
SAW 1 1
MEW 3 1
Tab. 5.12 – Poids accordé à chaque paramètre d’évaluation pour le flux interactif
Paramèters d’évaluation Anomalie du classement Nombre du handoffs Poids
Anomalie du classement 1 1/5 0.167
Nombre du handoffs 5 1 0.833
Finalement, le tableau 5.13 illustre les indices de criticité obtenus pour les différents algo-
rithmes en utilisant notre modèle d’évaluation évolutif. D’après ce tableau, nous constatons
que la plus grande valeur de l’indice de criticité est donnée par l’algorithme FADM (76.18%).
Cela implique que notre algorithme est le plus approprié pour être implémenté dans le contexte
de la sélection du réseau. Ensuite, la méthode E-TOPSIS vient dans la deuxième position avec
une valeur de 71.42%. Pour le classement de deux algorithmes GRA et DIA en termes de
performance, nous trouvons GRA en troisième place avec une valeur de 47.51% et l’algo-
rithme DIA en quatrième place avec un score de 23.80%. Nous remarquons également que les
deux méthodes TOPSIS et SAW ont la même valeur d’indice de criticité de 19.04%. Cette
valeur permet de classer les deux méthodes en troisième position en terme de performance.
Finalement, nous observons que la plus petite valeur de l’indice de criticité est donnée par
l’algorithme MEW. Par conséquent, cet algorithme n’est pas favorable pour le processus du
handover.
Tab. 5.13 – Indices de criticité de différents algorithmes pour le flux interactif
Algorithmes Anomalie du classement(%) Nombre du handoffs(%) Indice de criticité(%)
FADM 7 5 76.18
E-TOPSIS 5 5 71.42
TOPSIS 3 1 19.04
GRA 5 3 47.61
DIA 5 1 23.80
SAW 1 1 14.28
MEW 3 1 19.04
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CHAPITRE 5. VALIDATION ET OPTIMISATION DE
L’ARCHITECTURE FADM
5.5.1.5 La simulation 4
Dans la dernière simulation, nous analysons le flux streaming afin de déterminer l’algo-
rithme de la sélection du réseau adéquat qui sera désigné pour le handover en fonction de son
indice de criticité. Le tableau 5.14 montre les résultats fournis par les différents algorithmes en
fonction de deux paramètres d’évaluation à savoir : l’anomalie du classement et le nombre de
handoffs. Nous remarquons que l’algorithme FADM réduit l’anomalie de classement d’une va-
leur de 14.5% et il minimise le nombre de handoffs d’une valeur de 28%. Tandis que l’anomalie
de classement fournie par l’algorithme E-TOPSIS se limite à 20% et le nombre de handoffs se
limite à 45%. Nous observons également que les deux algorithmes TOPSIS et SAW permettent
de réduire l’anomalie de classement avec la même de valeur de 60% et les deux algorithmes
GRA et DIA permettent aussi de fournir la même valeur de 30% pour le même paramètre.
Le dernier algorithme MEW réduit le risque d’avoir l’anomalie de classement d’une valeur de
65%. D’autre côté, nous constatons que les trois algorithmes TOPSIS, DIA et SAW minimisent
le nombre de handover avec la même valeur de 60%. L’algorithme MEW permet de réduire
ce problème d’une valeur de 50%. Or, la mauvaise performance concernant ce paramètre est
donnée par l’algorithme GRA qui réduit ce problème d’une valeur de 70%. D’après ces valeurs,
nous constatons que la meilleure performance en fonction de ces deux paramètres est assurée
par notre algorithme FADM. Nous validons ce résultat par la suite en utilisant notre modèle
d’évaluation.
Tab. 5.14 – Mesures de performances de paramètres d’évaluation pour le flux streaming
Algorithmes Anomalie du classement(%) Nombre du handoffs(%)
FADM 14.50 28
E-TOPSIS 20 45
TOPSIS 60 60
GRA 30 70
DIA 30 60
SAW 60 60
MEW 65 50
En outre, en appliquant le modèle d’évaluation évolutif pour construire la matrice de criticité,
les éléments de cette matrice sont illustrés dans le tableau 5.14. Le calcul d’éléments de cette
matrice se fait, d’abord, à travers l’analyse des résultats fournis dans le tableau 5. 6 en fonction
de l’échelle d’évaluation définie dans le tableau 5.15.
Tab. 5.15 – Matrice de criticité correspondant au flux streaming
Algorithmes Anomalie du classement(%) Nombre du handoffs(%)
FADM 9 7
E-TOPSIS 7 5
TOPSIS 1 1
GRA 7 1
DIA 5 3
SAW 1 1
MEW 1 3
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5.5.5 Validation de l’architecture FADM à travers le modèle
d’évaluation évolutif
Ensuite, nous calculons le poids de chaque paramètre d’évaluation en utilisant la méthode
ANP. Les valeurs du poids accordées aux paramètres : l’anomalie de classement et le nombre
de handoffs en fonction du service streaming sont illustrées dans le tableau 5.16.
Tab. 5.16 – Poids accordé à chaque paramètre d’évaluation pour le flux streaming
Paramèters d’évaluation Anomalie du classement Nombre du handoffs Poids
Anomalie du classement 1 1/7 0.125
Nombre du handoffs 7 1 0.875
Enfin, le tableau 5.17 montre les indices de criticité relatifs à chaque algorithme de la sélection
du réseau. D’après ce tableau, nous remarquons que la plus grande valeur de cet indice est
donnée par l’algorithme FADM. Avec cet algorithme l’indice obtenu à travers le modèle évo-
lutif est de 80.56%. Par conséquent, nous le considérons comme la meilleure solution destinée
à la sélection du réseau. De plus, l’indice de criticité associé à la méthode E-TOPSIS est
égale à 58.33% . Ce qui implique que cet algorithme est qualifié comme la deuxième solution
favorable dans le contexte du handover. La méthode se présente comme troisième solution
favorable pour la sélection du réseau, vu que son indice de criticité est de 36.11%, qui est plus
grand que les autres valeurs fournies par les méthodes GRA, TOPSIS, SAW et MEW. Nous
remarquons également que l’indice de criticité de la méthode MEW se limite à 30.56%. Cette
valeur classe cette méthode en quatrième position en terme de performance. Nous trouvons la
méthode GRA en cinquième place avec une valeur de 19.44%. Finalement, nous observons que
la plus petite valeur de l’indice de criticité est fournie par les deux méthodes TOPSIS et SAW.
Par conséquent, ces deux méthodes ne sont pas appropriées pour le processus du handover.
Tab. 5.17 – Indices de criticité de différents algorithmes pour le flux streaming
Algorithmes Anomalie du classement(%) Nombre du handoffs(%) Indice de criticité(%)
FADM 9 7 80.56
E-TOPSIS 7 5 58.33
TOPSIS 1 1 11.11
GRA 7 1 19.44
DIA 5 3 36.11
SAW 1 1 11.11
MEW 1 3 30.56
5.5.2 Discussion
Nous avons fixé dans cette première contribution l’objectif de valider l’architecture
FADM à travers un modèle d’évaluation existant. Or, le premier obstacle que nous avons ren-
contré a été le choix du modèle d’évaluation adéquat permettant d’atteindre notre objectif.
En effet, nous avons analysé les différents modèles d’évaluation existants. Puis, nous avons
décidé de choisir le modèle proposé dans [92] vu ses avantages par rapport aux autres modèles
d’évaluation proposés dans la littérature. Cependant, le seul inconvénient de ce modèle réside
dans le fait qu’il ne prend pas en considération le degré d’importance relatif aux différents
paramètres d’évaluation. Pour cela, nous avons investi dans l’amélioration de ce modèle afin
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CHAPITRE 5. VALIDATION ET OPTIMISATION DE
L’ARCHITECTURE FADM
de pallier à cette limitation.
Ainsi, nous avons proposé un nouveau modèle d’évaluation évolutif reposant sur l’approche
MADM et l’analyse de criticité. Notre modèle proposé est une extension de l’ancien mo-
dèle [92]. Son point fort est le fait qu’il introduit la méthode de pondération ANP pour calculer
le poids de chaque paramètre d’évaluation. Finalement, nous avons appliqué ce modèle évolutif
pour évaluer et comparer les performances de notre algorithme FADM par rapport aux autres
méthodes de la sélection du réseau : E-TOPSIS, TOPSIS, GRA, DIA, SAW et MEW.
Les simulations effectuées nous amènent à conclure que pour tous les types de flux, l’algo-
rithme FADM possède l’indice de criticité le plus élevé. Cela signifie que notre algorithme
assure de meilleures performances en termes d’anomalie du classement et le nombre de han-
doffs par rapport aux autres algorithmes du handover. Par conséquent, nous affirmons que
notre architecture, proposée dans cette thèse, est valide et prometteuse dans le contexte de la
sélection du réseau.
Tab. 5.18 – Comparaison des performances des algorithmes MADM
Algorithmes Arrière-plan Conversationnel Interactif Streaming
FADM 1 1 1 1
E-TOPSIS 2 2 2 2
TOPSIS 5 5 5 6
GRA 3 3 3 5
DIA 3 4 4 3
SAW 5 6 6 6
MEW 4 7 5 4
5.6 Optimisation de l’architecture FADM à travers le mo-
dèle d’évaluation évolutif
Afin d’optimiser davantage notre architecture FADM, nous contournons dans cette
contribution le problème de la sélection des critères. En effet nous utilisons notre modèle
d’évaluation évolutif pour évaluer la performance de notre algorithme FADM en fonction des
critères de la sélection. Cette évaluation a pour objectif d’éliminer le problème de la redondance
des critères. Ce travail a été justifié par le fait que toutes les stratégies de handover proposées
dans la littérature ne mettent pas un terme à ce problème.
L’idée de base de cette contribution [78] [77] consiste à utiliser notre modèle amélioré pour
l’évaluation du handover afin de pallier au problème de la redondance de critères. Notre dé-
marche proposée pour éliminer la redondance est illustrée dans la figure 5.2.
5.6.1 Résultats numériques
5.6.1.1 Scénario de simulation
Dans cette section, nous montrons l’efficacité de notre modèle d’évaluation évolutif
dans le cadre d’optimiser davantage l’architecture FADM au niveau de la sélection des cri-
tères [78] [77]. Pour ce faire, nous analysons les trois variantes de l’algorithme FADM en
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5.5.6 Optimisation de l’architecture FADM à travers le modèle
d’évaluation évolutif
fonction de critères. Il s’agit de la technique 1, la technique 2 et la technique 3. Ces trois
techniques reposent sur la même architecture FADM, ayant unique différence l’ensemble des
critères qui interviennent dans chaque technique. Les critères de la sélection utilisés en fonction
de chaque technique sont :
• Technique 1 : cette technique prend en considération six critères : la bande passante
disponible, la sécurité, le coût de service, la gigue, le délai et le taux de perte.
• Technique 2 : cet algorithme utilise cinq critères : la bande passante disponible, la
sécurité, le coût de service, le délai et le taux de perte.
• Technique 3 : cette solution tient en compte uniquement les quatre critères : la
bande passante disponible, la sécurité, le coût de service et le délai.
Fig. 5.2 – Démarche proposée pour éliminer la redondance de critères
Nous utilisons le même scénario de simulation proposé dans la section 3.3.4.1 en vue de mesurer
les performances de ces trois techniques. En fait, pour calculer l’indice de criticité de chaque
technique, nous procédons à la même démarche adoptée dans la première contribution de ce
chapitre. En premier temps, nous simulons les trois techniques en fonction de quatre types
de flux : arrière-plan, conversationnel, interactif et streaming. Pour chaque simulation, nous
évaluons les performances de ces trois techniques dans 100 points de décision. Les performances
de chaque technique sont mesurées en fonction de quatre paramètres d’évaluation. Il s’agit de
l’anomalie de classement, du nombre de handoffs, du nombre de handover échoués et de la
complexité.
Dans un deuxième temps, nous appliquons notre modèle d’évaluation pour obtenir l’indice de
criticité relatif à chaque technique. Lors du calcul de cet indice, nous construisons la matrice de
criticité qui repose sur l’analyse de différents paramètres d’évaluation en fonction de l’échelle
d’évaluation. D’une part, pour les trois paramètres, l’anomalie de classement, le nombre de
handoffs et le nombre de handover échoués, nous utilisons le tableau 5.1 pour construire les
éléments de cette matrice. D’autre part, pour le paramètre de la complexité, nous introduisons
le nouveau tableau 5.19 qui contient l’échelle d’évaluation de ce paramètre.
Tab. 5.19 – l’échelle d’évaluation de la matrice de criticité [92]
Paramètre Low=3 Medium=5 High=7 Very hight=9
Compléxité O(2n) ou O(n!) O(n2) ou O(na) O(n) ou O(Log(n)) O(Log(n))
Finalement, en fonction de la valeur de l’indice de criticité obtenue par chaque technique, nous
identifions les critères de la sélection les plus appropriés pour être utilisés dans le contexte du
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CHAPITRE 5. VALIDATION ET OPTIMISATION DE
L’ARCHITECTURE FADM
handover vertical. Ceci entraîne l’élimination de la redondance de critères en fonction de chaque
type de flux. Nous présentons dans ce qui suit les résultats de ces quatre simulations.
5.6.1.2 La simulation 1
Nous analysons dans cette simulation le flux arrière-plan afin d’optimiser davantage
notre architecture FADM en termes du nombre de critères qui interviennent dans la sélection.
Pour ce faire, nous évaluons les performances des trois algorithmes : technique 1, technique
2 et technique 3 en fonction de quatre paramètres d’évaluation : l’anomalie du classement, le
nombre de handoffs, le nombre de handoffs échoués et la complexité. Le tableau 5.20 montre
les résultats fournis par les différents algorithmes en fonction de différents paramètres d’éva-
luation. D’après ce tableau, nous remarquons que la technique 1, la technique 2 et la technique
3 permettent de réduire respectivement l’anomalie du classement avec les valeurs de 6.5%,
10% et 8%. Nous observons également que le nombre de handoffs provoqué par les trois al-
gorithmes se limite respectivement aux valeurs de 28%, 20% et 18%. La dernière remarque
est que tous les algorithmes permettent d’assurer les mêmes valeurs concernant le nombre de
handoffs échoués et la complexité.
Tab. 5.20 – Mesures de performances relatives aux variantes de FADM pour l’arrière-plan
Algorithmes Anomalie du classement Nombre du handoffs Handoffs échoués Compléxité
Technique 1 6.5% 28% 0% O(n2)
Technique 2 10% 20% 0% O(n2)
Technique 3 8% 18% 0% O(n2)
En outre, le tableau 5.21 présente la matrice de criticité calculée à travers notre modèle d’éva-
luation évolutif. Les éléments de cette matrice sont obtenus en analysant les résultats fournis
dans le tableau 5. 20 en fonction de deux échelles d’évaluation qui sont définies respectivement
dans les deux tableaux 5.1 et 5.19.
Tab. 5.21 – Matrice de criticité relative aux variantes de FADM pour le flux arrière-plan
Algorithmes Anomalie du classement Nombre du handoffs Handoffs échoués Compléxité
Technique 1 3 1 9 5
Technique 2 1 3 9 5
Technique 3 3 3 9 5
Ensuite, avant de calculer l’indice de criticité relatif à chaque algorithme du handover, nous cal-
culons le poids de chaque paramètre d’évaluation en utilisant la méthode ANP. Les valeurs du
poids accordées aux paramètres : l’anomalie du classement, le nombre de handoffs, le nombre
de handoffs échoués et la complexité en fonction du service arrière-plan sont présentées dans
le tableau 5.22.
Enfin, le tableau 5.23 montre une comparaison de trois algorithmes de la sélection du réseau
en fonction de l’indice de criticité. Nous remarquons que les indices de criticité associés res-
pectivement aux trois algorithmes de handoffs technique 1, technique 2 et technique 3 sont
50.14%, 51.81% et 57.17%. D’après ces trois scores, nous déduisons que la meilleure perfor-
mance est donnée par la technique 3 vu qu’elle possède la plus grande valeur correspondant à
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5.5.6 Optimisation de l’architecture FADM à travers le modèle
d’évaluation évolutif
l’indice de criticité. Pour le classement de la technique 2 et la technique 1, nous trouvons la
première dans la deuxième place en termes de performance, tandis que la technique 1 occupe
la dernière place. Dans cette simulation, nous déduisons que notre algorithme FADM qui prend
seulement en considération trois critères de la sélection représente la meilleure solution pour
le handover vertical. De plus, cette solution permet de remédier au problème de la redondance
de critères pour le flux arrière-plan.
Tab. 5.22 – Degré d’importance de chaque paramètre d’évaluation pour l’arrière-plan
Paramètres Anomalie classement Nombre handoffs Handoffs échoués Compléxité Poids
Anomalie du classement 1 1 1 1 0.241
Nombre du handoffs 1 1 1 4 0.316
Handoffs échoués 1 1 1 4 0.316
Compléxité 1 1/4 1/4 1 0.126
Tab. 5.23 – Indice de criticité relatif à chaque variante FADM pour le flux arrière-plan
Algorithmes Anomalie classement Nombre handoffs Handoffs échoués Compléxité Indice criticité
Technique 1 3 1 9 5 50.14
Technique 2 1 3 9 5 51.81
Technique 3 3 3 9 5 57.17
5.6.1.3 La simulation 2
Cette deuxième simulation est similaire à la première. Nous calculons les indices de
criticité de différents algorithmes afin de pallier au problème de la redondance de critères pour
le flux conversationnel. Le tableau 5.24 présente les résultats fournis par les trois techniques
que nous avons déjà simulées dans la première simulation en fonction de l’anomalie du classe-
ment, le nombre de handoffs, le nombre de handoffs échoués et la complexité. Nous observons,
d’une part, que les trois algorithmes technique 1, technique 2 et technique 3 minimisent le
phénomène de l’anomalie du classement respectivement avec les valeurs de 5.5%, 6% et 8.5%.
D’autre part, nous remarquons qu’elles permettent de réduire le nombre de handoffs respecti-
vement avec les valeurs de 25%, 20% et 15%. Enfin, nous constatons que les trois techniques
sont caractérisées par la même valeur de la complexité O(n2) ainsi que le nombre de handoffs
échoués est nul.
Tab. 5.24 – Mesures de performances de chaque variante FADM pour conversationnel
Algorithmes Anomalie du classement Nombre du handoffs Handoffs échoués Compléxité
Technique 1 5.5% 25% 0% O(n2)
Technique 2 6% 20% 0% O(n2)
Technique 3 8.5% 15% 0% O(n2)
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CHAPITRE 5. VALIDATION ET OPTIMISATION DE
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En appliquant le modèle d’évaluation évolutif pour construire la matrice de criticité. Les élé-
ments de cette matrice sont illustrés dans le tableau 5.23. Le calcul d’éléments de cette matrice
se fait à travers l’analyse des résultats fournis dans le tableau 5. 22 en fonction de deux échelles
d’évaluation qui sont définies respectivement dans les deux tableaux 5.1 et 5.19.
Tab. 5.25 – Matrice de criticité relative aux variantes de FADM pour conversationnel
Algorithmes Anomalie du classement Nombre du handoffs Handoffs échoués Compléxité
Technique 1 3 1 9 5
Technique 2 3 3 9 5
Technique 3 1 5 9 5
Ensuite, nous calculons le poids de chaque paramètre d’évaluation en appliquant la méthode
ANP. Les valeurs du poids accordées aux différents paramètres d’évaluation en fonction du
service conversationnel sont illustrées dans le tableau 5.26.
Tab. 5.26 – Degré d’importance de chaque paramètre d’évaluation pour le conversationnel
Paramètres Anomalie classement Nombre handoffs Handoffs échoués Compléxité Poids
Anomalie du classement 1 1/3 1/3 1/2 0.109
Nombre du handoffs 3 1 1 2 0.351
Handoffs échoués 3 1 1 2 0.351
Compléxité 2 1/2 1/2 1 0.189
Enfin, le tableau 5.27 montre une comparaison de différents algorithmes de la sélection du
réseau en fonction de l’indice de criticité. Nous remarquons que l’algorithme technique 3 pos-
sède le score le plus élevé en fonction de l’indice de criticité (66.31%). Cela signifie que cet
algorithme est le plus approprié pour la sélection du réseau. Puis, nous constatons que la plus
petite valeur de l’indice de criticité est fournie par la technique 1 qui se limite à une valeur de
53.13%. Cette dernière valeur implique que la technique 1 est moins performante que la tech-
nique 3 vu qu’elle présente le problème de la redondance de critères. Finalement, la technique
2 est moins performante que la technique 3 et plus performante que la technique 1.
Tab. 5.27 – Indice de criticité relatif à chaque variante FADM pour le flux conversationnel
Algorithmes Anomalie classement Nombre handoffs Handoffs échoués Compléxité Indice criticité
Technique 1 3 1 9 5 53.13
Technique 2 3 3 9 5 60.93
Technique 3 1 5 9 5 66.31
5.6.1.4 La simulation 3
Cette simulation consiste à analyser le flux interactif afin de déterminer l’algorithme
de la sélection du réseau adéquat que nous devons appliquer. Pour ce faire, nous calculons les
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5.5.6 Optimisation de l’architecture FADM à travers le modèle
d’évaluation évolutif
indices de criticité relatifs aux trois techniques. Le tableau 5.28 contient les résultats fournis
par trois techniques en simulant quatre paramètres d’évaluation. D’un côté, nous remarquons
en ce qui concerne l’anomalie du classement, que la technique 1, la technique 2 et la technique
3 permettent de réduire ce paramètre, respectivement avec les valeurs 12%, 10% et 15%. D’un
autre côté, nous constatons qu’en fonction de nombre de handoff, la technique 1, la technique
2 et la technique 3 réduisent le risque d’avoir ce problème respectivement avec les valeurs
de 36%, 30% et 25%. Comme la dernière remarque, tous algorithmes fournissent les mêmes
valeurs concernant le nombre de handoffs échoués et la complexité.
Tab. 5.28 – Mesures de performances relatives aux variantes de FADM pour l’interactif
Algorithmes Anomalie du classement Nombre du handoffs Handoffs échoués Compléxité
Technique 1 12% 36% 0% O(n2)
Technique 2 10% 30% 0% O(n2)
Technique 3 15% 25% 0% O(n2)
En outre, le tableau 5.29 illustre la matrice de criticité calculée en appliquant le modèle
d’évaluation évolutif. Les éléments de cette matrice sont obtenus en analysant les résultats
fournis dans le tableau 5. 28 en fonction de deux échelles d’évaluation définies respectivement
dans les deux tableaux 5.1 et 5.19.
Tab. 5.29 – Matrice de criticité relatives aux variantes de FADM pour le flux interactif
Algorithmes Anomalie du classement Nombre du handoffs Handoffs échoués Compléxité
Technique1 3 1 9 5
Technique2 3 1 9 5
Technique3 1 3 9 5
Ensuite, avant de calculer l’indice de criticité relatif à chaque technique du handover dans le
but d’en choisir la meilleure, nous pondérons les différents paramètres d’évaluation en utilisant
la méthode ANP. Les valeurs du poids accordées aux paramètres : l’anomalie du classement,
le nombre de handoffs, le nombre de handoffs échoués et la complexité en fonction du flux
interactif sont illustrées dans le tableau 5.30.
Tab. 5.30 – Degré d’importance de chaque paramètre d’évaluation pour l’interactif
Paramètres Anomalie classement Nombre handoffs Handoffs échoués Compléxité Poids
Anomalie du classement 1 1/5 1/5 1/2 0.089
Nombre du handoffs 5 1 1/2 1/2 0.232
Handoffs échoués 5 2 1 1 0.368
Compléxité 2 2 1 1 0.311
Enfin, le tableau 5.31 montre la comparaison de trois algorithmes de la sélection du réseau
en fonction de l’indice de criticité. Nous remarquons que la technique 3 assure une valeur
de l’indice de criticité égale à 62.60%. Nous constatons également que la technique 1 et
la technique 2 ont la même valeur d’indice de criticité qui se limite à 59.62%. D’après ces
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CHAPITRE 5. VALIDATION ET OPTIMISATION DE
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résultats, nous tirons la conclusion que la technique 3 est la plus appropriée pour la sélection du
réseau vu que son indice de criticité est meilleur que les indices relatifs aux autres techniques.
Cela signifie que la technique 3 permet de surmonter le problème de la redondance de critères
pour le flux interactif.
Tab. 5.31 – Indice de criticité relatif à chaque variante FADM en fonction de flux interactif
Algorithmes Anomalie classement Nombre handoffs Handoffs échoués Compléxité Indice criticité
Technique 1 3 1 9 5 59.62
Technique 2 3 1 9 5 59.62
Technique 3 1 3 9 5 62.80
5.6.1.5 La simulation 4
Cette dernière simulation consiste à calculer les indices de criticité de différents algo-
rithmes afin de pallier au problème de la redondance de critères pour le flux streaming. Le
tableau 5.32 présente les résultats fournis par les trois techniques en simulant quatre para-
mètres d’évaluation à savoir : l’anomalie du classement, le nombre de handoffs, le nombre
de handoffs échoués et la complexité. Nous observons, d’une part que les trois algorithmes
technique 1, technique 2 et technique 3 réduisent le phénomène de l’anomalie du classement
respectivement avec les valeurs de 14.5%, 16% et 12%. D’autre part, nous remarquons qu’elles
permettent de réduire le nombre de handoffs respectivement avec les valeurs de 28%, 25% et
20%. Enfin, nous constatons que les trois techniques sont caractérisées par la même valeur de
la complexité O(n2) et un nombre de handoffs échoué nul.
Tab. 5.32 – Mesures de performances relatives aux variantes de FADM pour le streaming
Algorithmes Anomalie du classement Nombre du handoffs Handoffs échoués Compléxité
Technique 1 14.5% 28% 0% O(n2)
Technique 2 16% 25% 0% O(n2)
Technique 3 12% 20% 0% O(n2)
Nous analysons les résultats fournis dans le tableau 5.32 en fonction de deux échelles d’éva-
luation définies respectivement dans les deux tableaux 5.1 et 5.19 afin de construire la matrice
de criticité. Les éléments de cette matrice sont illustrés dans le tableau 5.33.
Tab. 5.33 – Matrice de criticité relative aux variantes de FADM pour le flux streaming
Algorithmes Anomalie du classement Nombre du handoffs Handoffs échoués Compléxité
Technique 1 1 1 9 5
Technique 2 1 1 9 5
Technique 3 3 3 9 5
Ensuite, nous calculons le poids de chaque paramètre d’évaluation en appliquant la méthode
ANP. Les valeurs du poids accordées aux différents paramètres d’évaluation en fonction du
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5.5.6 Optimisation de l’architecture FADM à travers le modèle
d’évaluation évolutif
service streaming sont illustrées dans le tableau 5.34.
Enfin, le tableau 5.35 montre la comparaison des trois techniques de la sélection du réseau en
fonction de l’indice de criticité. Nous remarquons que l’algorithme technique 3 possède le score
le plus élevé en fonction de l’indice de criticité (67.52%). Cela signifie que cet algorithme est
le plus approprié pour la sélection du réseau. Nous constatons également que la technique 1 et
la technique 2 permettent de fournir la valeur d’indice de criticité de 62.30%. Cette dernière
valeur implique que ces deux techniques sont moins performantes que la technique 3.
Tab. 5.34 – Degré d’importance de chaque paramètre d’évaluation pour le streaming
Paramètres Anomalie classement Nombre handoffs Handoffs échoués Compléxité Poids
Anomalie du classement 1 1/6 1/8 1/4 0.057
Nombre du handoffs 6 1 1/4 1/3 0.178
Handoffs échoués 8 2 1 1 0.388
Compléxité 4 3 1 1 0.376
Tab. 5.35 – Indice de criticité relatif à chaque variante FADM pour le flux streaming
Algorithmes Anomalie classement Nombre handoffs Handoffs échoués Compléxité Indice criticité
Technique 1 1 1 9 5 62.30
Technique 2 1 1 9 5 62.30
Technique 3 3 3 9 5 67.52
5.6.2 Discussion
Dans cette contribution, nous avons proposé d’optimiser davantage notre architecture
FADM. Cette optimisation a été focalisée sur l’élimination du problème de la redondance de
critères. Ce phénomène se manifeste à travers l’utilisation des critères corrélés dans la phase
de la sélection du réseau. Pour pallier à ce phénomène qui influence la performance de notre
algorithme FADM, nous avons introduit le modèle d’évaluation évolutif. En effet, notre idée
de base consiste à évaluer les différentes variantes de l’algorithme FADM. Ces variantes sont
construites en fonction du nombre de critères utilisés par l’algorithme FADM. Dans ce travail,
nous avons comparé les trois variantes : la technique 1, la technique 2 et la technique 3. La
seule différence entre ces trois techniques est le nombre de critères utilisés. En fait, la tech-
nique 1 prend en considération six critères : la bande passante disponible, la sécurité, le coût
de service, la gigue, le délai et le taux de perte. La technique 2 utilise cinq critères : la bande
passante disponible, la sécurité, le coût de service, le délai et le taux de perte. La technique 3
tient en compte uniquement quatre critères : la bande passante disponible, la sécurité, le coût
de service, et le délai.
Afin de mettre en évidence l’amélioration que nous avons apportée au niveau de notre architec-
ture, nous avons évalué et comparé les trois techniques en utilisant notre modèle d’évaluation.
Pour ce faire, nous avons effectué quatre simulations en fonction de quatre types de flux :
arrière-plan, conversationnel, interactif et streaming. Dans chaque simulation, nous avons in-
troduit le modèle d’évaluation pour calculer l’indice de criticité relatif à chaque technique.
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CHAPITRE 5. VALIDATION ET OPTIMISATION DE
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De plus, pour assurer la validité des résultats fournis par le modèle d’évaluation, nous avons
introduit quatre paramètres d’évaluation : l’anomalie du classement, le nombre de handoffs,
le nombre de handoffs échoués et la complexité.
D’après les résultats fournis par les quatre simulations, nous remarquons que pour les quatre
types de services, la technique 3 permet d’assurer la meilleure valeur de l’indice de criticité.
Par conséquent, nous déduisons que cette technique est la plus appropriée à être implémentée
dans notre architecture proposée. Une autre remarque pertinente est le fait que la technique
2 est plus performante que la technique 1 vu que son indice de criticité est supérieur à celui
obtenu par la technique 1.
En guise de conclusion, nous affirmons que notre modèle d’évaluation évolutif est capable de
surmonter le problème de la redondance des critères au niveau de l’architecture FADM. Ce
qui implique, la réduction du nombre de critères qui doivent être utilisés dans le contexte de
la sélection du réseau. Cette réduction, nous a permis de minimiser le temps de latence et de
rendre notre architecture plus performante. Comme perspective de cette contribution, nous
allons essayer d’analyser d’autres critères qui sont proposés dans la littérature afin de spécifier
les critères adéquats qu’il faut tenir en compte dans la phase de la sélection du réseau en
fonction de chaque type de service.
5.7 Conclusion
L’évaluation de la performance est l’un des problèmes les plus délicats auxquels sont
souvent confrontés les solutions proposées dans le contexte de la sélection du réseau. En effet,
pour juger qu’une telle solution du handover est meilleure par rapport à une autre, il est in-
dispensable de comparer les performances de ces solutions. Pour effectuer cette comparaison,
il faut tenir compte de deux points, le premier est le choix du modèle d’évaluation, le second
point est l’identification des paramètres d’évaluation.
Vu l’utilité de l’évaluation comme une étape très importante dans la phase de la conception et
le développement d’un algorithme du handover, plusieurs modèles d’évaluation sont proposés
dans la littérature. Cependant, tous ces modèles ne prennent pas en considération le degré
d’importance relatif à chaque paramètre d’évaluation. C’est pourquoi, nous avons élaboré un
modèle d’évaluation évolutif pour les algorithmes de la sélection du réseau. Ce modèle repose
sur l’approche MADM et l’analyse de criticité. L’avantage de ce modèle évolutif est le fait
qu’il permet de surmonter les limites concernant les modèles classiques d’évaluation.
Ensuite, nous avons exploité ce modèle d’évaluation évolutif afin de valider notre architecture.
En effet, nous avons utilisé notre modèle pour comparer la performance de l’algorithme FAMD
par rapport aux autres algorithmes du handover tels que E-TOPSIS, TOPSIS, GRA, DIA, SAW
et MEW. Les résultats de quatre simulations que nous avons effectuées ont montré que notre
algorithme FADM permet d’assurer l’indice de criticité le plus élevé pour tous les types de flux.
C’est à partir de ceci que notre architecture tient sa validité.
Finalement, après avoir validé l’architecture FADM, nous avons proposé de l’améliorer davan-
tage. L’optimisation que nous avons apportée à notre architecture a eu pour but éliminer le
problème de la redondance de critères. A travers les quatre simulations que nous avons effec-
tuées en fonction du type de flux, nous avons pu utiliser uniquement quatre critères en éliminant
la gigue et le taux de perte. Cette élimination de critères corrélés permet par conséquent de
pallier au problème de la redondance de critères.
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CONCLUSION GÉNÉRALE
Conclusions
La forte demande des services multimédias à haut débit par le biais de l’internet mobile a
motivé l’évolution des nouvelles technologies d’accès comme WIFI, UMTS, WIMAX et LTE. De
plus, au fil du temps de nouvelles technologies d’accès ne cessent d’évoluer et les services offerts
aux utilisateurs continuent de se développer. Par conséquent, les utilisateurs ont l’opportunité
de profiter de nombreuses applications telles que la vidéo-conférence, les jeux en ligne, La TV
mobile, etc.
En parallèle, l’évolution extraordinaire des terminaux mobiles vers une architecture multi-modes
et leur miniaturisation avaient une influence considérable sur l’augmentation du nombre des
utilisateurs de l’Internet mobile. Cette forte augmentation a un impact direct sur l’économie
des pays.
Dans ce contexte, le protocole IEEE 802.21 est standardisé par l’IETF en 2009 dans le but
d’interconnecter les différentes technologies réseaux. En outre, la norme IEEE 802.21 est
une solution générique qui permet à l’utilisateur de rester connecté à l’Internet lorsqu’il se
déplace d’un réseau à un autre. Ce transfert de la communication est appelé handover vertical.
Nous signalons dans ce cadre que l’avantage majeur du protocole IEEE 802.21 est que le
handover vertical se fait sans coupure et avec une continuité de service “Seamless handover”
en respectant le principe ABC (Always Best Connected).
Les différentes technologies développées représentent un environnement réseau hétérogène
dans lequel l’utilisateur peut se connecter à l’Internet n’importe où et n’importe quand par
le biais de son terminal multi-interfaces. Cependant, vu l’abondance des technologies réseaux
utilisables pour se connecter à l’internet à travers le protocole IEEE 802.21, la sélection de
la meilleure technologie réseau qu’il faut utiliser reste une problématique qui n’est pas encore
résolue par le protocole. En effet, l’objectif de chaque utilisateur dans cet environnement réseau
hétérogène est de se doter d’une connectivité optimale. Cette connectivité doit garantir les
exigences de l’utilisateur en termes de qualité de service et de coût.
Comme la sélection de la meilleure interface réseau est un problème très complexe qui est
classé dans la catégorie NP-difficile, plusieurs approches et stratégies ont été proposées dans
la littérature. L’ensemble des solutions proposées contiennent des algorithmes qui reposent sur
la logique floue, les algorithmes génétiques, la théorie de jeux, la fonction de coût, fonction
d’utilité et les méthodes d’aide à la décision multi-attributs (MADM).
L’étude de l’ensemble des solutions proposées dans la littérature dans le contexte de la sélection
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Conclusion Générale
du réseau nous a permis de nous focaliser sur l’approche MADM. Ce choix n’est pas arbitraire,
mais il est influencé par les facteurs suivants :
• La sélection du réseau est un problème de nature multi-critères.
• L’approche MADM est très simple à implémenter par rapport aux autres algorithmes.
• L’approche MADM permet de choisir la meilleure interface rapidement.
Bien que l’approche MADM représente une solution incontournable pour résoudre et amélio-
rer le problème de la sélection du réseau, la revue de littérature que nous avons menée sur
l’ensemble des algorithmes basés sur cette approche nous a montré leurs insuffisances pour
résoudre notre problématique. En effet, cette approche possède plusieurs limites qui sont re-
groupées en deux catégories. D’un coté, la première catégorie contient des limites relatives
aux algorithmes MADM destinés à la pondération de critères :
• L’hétérogénéité de critères n’est pas traité par ces algorithmes
• L’utilisation de l’expérience d’un seul expert pour pondérer les attributs.
• L’association du même vecteur du poids aux différents critères indépendamment de
l’interface réseau.
• L’absence d’un modèle d’évaluation pour identifier la méthode de pondération adé-
quate en fonction de type de flux.
D’un autre coté, la deuxième catégorie représente des inconvénients relatifs aux algorithmes
de classement :
• L’anomalie du classement provoquée par l’utilisation de la distance euclidienne.
• Le nombre élevé de handoff.
• Le taux élevé de hanoffs échoués.
• Le manque de précision dans l’identification du classement.
Après avoir pu identifier les limites de l’approche MADM, dans un premier temps, nous nous
sommes d’abord intéressés à la conception et au développement d’une nouvelle architecture
pour la sélection du réseau. En effet, nous avons proposé une nouvelle architecture pour ré-
pondre à la problématique de la sélection du réseau. Cette architecture que nous avons appelée
FADM a été définie en deux modules basés sur l’approche MADM. Le premier module est un
système de pondération efficace capable de surmonter le problème de l’hétérogénéité de cri-
tères. Ce module contient un système de pondération intra-classes et un autre inter-classes.
Après avoir regroupé les critères homogènes dans la même classe, le système de pondération
intra-classes est appliqué pour calculer le poids de chaque critère de cette classe en utilisant la
méthode AHP floue. Ensuite, le système inter-classes est utilisé pour fournir le degré d’impor-
tance relatif à chaque classe en utilisant aussi la méthode AHP floue. Enfin, la multiplication
de deux vecteurs de poids générés par les deux systèmes permet de fournir le degré d’impor-
tance relatif à chaque critère.
Le second module de l’architecture FADM représente une nouvelle méthode MADM que nous
avons développée afin de classer les alternatives réseaux sans avoir le problème de l’anomalie de
classement. Nous nous sommes inspirés pour cette nouvelle méthode MADM de l’algorithme
TOPSIS en éliminant l’anomalie du classement.
Nous avons montré, à travers des simulations, l’avantage de notre architecture FADM dans
l’amélioration des performances en termes d’anomalie du classement et le nombre de handoffs
par rapport aux trois algorithmes TOPSIS, GRA et DIA.
Les résultats très satisfaisants que nous avons obtenus à travers cette architecture, nous ont
encouragés à optimiser davantage la solution FADM. Pour cela, nous avons proposé d’intro-
duire un nouveau critère dans la phase de la sélection du réseau. Ce critère que nous avons
appelé historique de la performance a son rôle de mémoriser la performance de l’interface
réseau afin de l’utiliser à la prochaine décision. Les résultats des simulations que nous avons
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Conclusion Générale
effectués ont montré l’utilité de ce paramètre dans l’objectif de réduire l’anomalie de classe-
ment et d’éviter des handovers successifs.
Ensuite, en deuxième temps, nous nous sommes penchés sur l’optimisation du module de la
pondération. En effet, le fait d’avoir d’autres méthodes de pondération telles que ANP et floue
ANP nous a incités à chercher la méthode de pondération appropriée qui doit être intégrée
dans le module de pondération. Or, dans la littérature, aucune étude n’a été faite pour spécifier
la méthode de pondération à appliquer en fonction du type de flux.
Pour cela, nous avons développé une nouvelle approche de la validation qui se base sur l’ap-
proche MADM collective. L’avantage majeur de cette approche proposée réside dans sa ca-
pacité de déterminer la méthode de pondération adéquate qu’il faut combiner avec n’importe
quel algorithme de classement en fonction du type de flux. Dans le cadre de notre architecture
FADM, les résultats des différentes simulations effectuées à travers l’approche de la validation
ont montré que la méthode ANP est la plus adéquate pour le module de pondération que la
méthode AHP floue.
Comme les autres méthodes classiques de pondération, notre module amélioré accorde le poids
pour chaque critère sans prendre en considération l’interface réseau. Cependant, comme nous
l’avons déjà évoqué dans cette thèse, le degré d’importance associé à un critère doit changer
en fonction de la technologie réseau. Afin de surmonter ce problème, nous avons proposé d’in-
tégrer une nouvelle unité de la différenciation de poids au niveau du module de pondération.
L’idée de base de cette unité est de calculer le poids de chaque critère en fonction de l’interface
réseau. Les simulations que nous avons menées dans cette contribution ont effectivement mon-
tré les améliorations apportées à l’architecture FADM en termes de l’anomalie de classement,
le nombre de handoffs et le nombre de handovers échoués. D’ailleurs, nous confirmons qu’il
est important de tenir en compte l’unité de la différenciation dans n’importe quelle solution
du handover vertical afin d’éviter des handovers échoués.
Enfin, nous avons visé de réaliser deux objectifs à la fin de cette thèse. Comme premier objectif,
il s’agissait de valider l’architecture FADM. Cette validation consiste à évaluer et comparer les
performances de notre architecture FADM par rapport aux algorithmes les plus répandus tels
que E-TOPSIS, TOPSIS, GRA, DIA, SAW et MEW. Le deuxième objectif cible est d’optimiser
le bloc de critères de l’architecture FADM. Cette optimisation se fait dans deux parties, la
première partie concerne l’identification des critères qu’il faut tenir en compte dans la phase
de la sélection, tandis que la deuxième partie traite le problème de la redondance de critères.
L’utilisation d’un modèle d’évaluation est indispensable afin d’atteindre le premier objectif. Vu
la diversité des modèles d’évaluation développés et proposés dans la littérature, nous sommes
confrontés au problème de choisir le modèle adéquat pour répondre à notre problématique.
Pour cela, nous avons analysé les différents modèles d’évaluation existants. Puis, nous avons
décidé de choisir un modèle efficace qui repose sur l’approche MADM et l’analyse de criticité
vu ses avantages par rapport aux autres modèles existants. Le seul inconvénient de ce modèle
choisi réside dans le fait qu’il ne prend pas en considération le degré d’importance relatif aux
différents paramètres d’évaluation. Pour pallier à cet inconvénient, nous avons investi dans le
développement d’un nouveau modèle d’évaluation évolutif qui repose sur le modèle choisi.
Ensuite, nous avons introduit ce modèle d’évaluation évolutif afin de valider notre architec-
ture. En effet, les résultats des simulations que nous avons effectuées ont montré que notre
algorithme FADM permet d’assurer l’indice de criticité le plus élevé pour tous les types de flux.
Ce qui assure la validité de notre architecture dans le contexte de la sélection du réseau.
Finalement, ce modèle d’évaluation évolutif nous a permis aussi de réaliser notre deuxième
objectif qui concerne l’élimination du problème de la redondance de critères. Ce problème se
manifeste à travers l’utilisation des critères corrélés dans la phase de la sélection du réseau.
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De plus, comme nous l’avons déjà mentionné, ce phénomène influence le temps de latence
du handover. Vu qu’il n’y a plus de travaux de recherches qui s’intéressent au problème de la
redondance de critères, nous nous sommes focalisés sur l’élimination de ce phénomène. Notre
idée de base consiste à évaluer, à l’aide du modèle évolutif, les différentes variantes de l’al-
gorithme FADM. Ces variantes sont construites en fonction du nombre de critères utilisés par
l’algorithme FADM. A travers les résultats fournis par les quatre simulations que nous avons
fait, nous avons pu utiliser uniquement que les quatre critères suivants : la bande passante
disponible, la sécurité, le coût de service et le délai. L’élimination de critères corrélés tels que
la gigue et le taux de perte permet par conséquent de pallier au problème de la redondance
de critères.
A l’issue de toutes les contributions que nous avons proposées, tout au long de cette thèse,
nous avons abouti à une architecture de la sélection du réseau efficace et efficiente qui répond
aux spécifications de la norme IEEE 802.21. De plus, cette architecture est caractérisée par
plusieurs avantages :
• La décision est contrôlée par le terminal mobile qui choisit d’une manière dynamique
et en temps réel la meilleure interface réseau qu’il faut utiliser.
• La faisabilité et la simplicité d’être intégrée dans la norme IEEE 802.21.
• L’architecture FADM est basée sur une approche mathématique qui est la théorie de
l’aide à la décision multi-atributs (MADM).
• La flexibilité de cette architecture en terme de l’intégration des nouveaux modules
(par exemple unité de la différenciation).
• L’architecture FADM assure de très bonne performances, le taux de l’anomalie de
classement et le nombre du handoffs sont significativement diminués.
Perspectives
A l’issue des contributions menées tout au long de cette thèse, plusieurs pistes méritent
d’être explorées. Nous les résumons dans les points suivants :
– Implémenter notre architecture FADM en utilisant la plate-forme ODTONE [2]. Cette
dernière est une solution open source qui est développée dans le but d’implémenter
le protocole IEEE 802.21. En fait, nous envisageons de réaliser une expérimentation
réelle pour illustrer le handover entre trois technologies réseaux Ethernet (802.3),
WiFI (802.11) et 3G en utilisant l’architecture FADM.
– L’architecture FADM proposée dans cette thèse permet de satisfaire uniquement
les exigences de l’utilisateur en termes de la QoS. La tendance aujourd’hui est de
garantir aussi la qualité de l’expérience d’utilisateur (QoE). Cette dernière consiste à
mesurer la performance d’utilisation d’un service directement auprès de l’utilisateur.
Dans ce contexte, notre objectif est d’améliorer l’architecture afin de supporter la
QoE.
– Le module de pondération de l’architecture FADM repose essentiellement sur la mé-
thode ANP. Cette dernière est une méthode de pondération subjective. De plus, elle
s’appuie sur la théorie de prise de décision individuelle. Il serait intéressant d’intro-
duire la pondération objective avec le groupe MADM afin d’améliorer davantage le
module de pondération.
– Nous envisageons également de proposer une nouvelle méthode de normalisation [85]
qui utilise la fonction d’utilité. L’avantage de cette fonction est le fait de normaliser
chaque critère en tenant en compte des exigences de chaque type de flux par rapport
à ce critère. Par conséquent, à l’aide de cette nouvelle méthode de normalisation,
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nous éliminerons définitivement l’anomalie du classement et l’effet de ping pong.
– Dans cette thèse nous nous sommes focalisés sur l’optimisation et l’évaluation de
la sélection du réseau qui représente la deuxième phase du processus du handover
vertical. Dans ce contexte, nos recherches pourront continuer sur les deux autres
étapes telles que l’initiation et l’exécution. Il sera avantageux de les étudier afin de
proposer une architecture efficace et évolutive pour le handover vertical.
– Dans le contexte où le terminal est équipé de plusieurs interfaces, il peut utiliser
simultanément les différentes interfaces à chaque moment et non pas seulement une
pour servir plusieurs applications, ce qu’on appelle le “multihoming”. Notre architec-
ture FADM ne prend pas en considération le “multihoming”. Pour cela, il est très
intéressant d’étudier cet aspect afin de l’intégrer dans notre architecture.
– Nous envisageons finalement de tenir en compte la consommation d’énergie comme
un paramètre crucial lors de la décision du handover.
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