Wavelet theory provides a new type of function expansion and and has found many applications in signal processing. Discrete wavelet transform of a signal x(i) in C2(R) is usually computed by the so-called pyramid algorithm. It however requires a proper initialization, i.e., expansion coefficients with respect to the basis of one of the desirable approximation subspaces.
Introduction
Wavelet theory provides a new type of signal representation: it expands functions in terms of small waves, localized both in time and frequency, in contrast to Fourier analysis where basis functions are sinusoids. It hence applies to many cases where local information is important, for example, image compression. In particular, discrete wavelet transform fits naturally with the digital computer with its basis functions defined by summations but not integrals or derivatives.
Wavelet analysis of a signal begins by approximation by projecting it onto one of the approximation s u b spaces, which is spanned by shifted scaling functions, constituting multiresolution analysis. This determines the finest resolution, and one is led to find expansion coefficients of coaser orders from there. The pyramid algorithm [9] can then be invoked to obtain such lower scale approximation coefficients. Furthermore, this can be implemented by a multirate filter bank [7,9, lo] . In this procedure, one has to first find expansion coefficients with respect to the basis formed by the shifted scaling functions. The subsequent approximation accuracy in the pyramid algorithm depends on these CD efficients.
In digitalsignal processing, however, it is morecommon practice that only sampled values of signals are available. Then it is not possible to accurately compute such expansion coefficients in the first place. One may then directly employ the sampled values as such coefficients, with the idea that the intersampling changes are not large. This is convenient, but obviously not satisfactory from the theoretical point of view, and hence referred to as "wavelet crime" by Strang and Nguyen [91.
For this problem, one wants to design some kind of filter that leads to a better approximation. Delyon and Juditsky [5] gave a finitary solution in a Besov space, depending on the regularity of wavelets. Qian and Francis [8] gave a discretetime solution, along with an error analysis. They have shown that the wavelet crime can lead to a very large error. On the other hand, their filter is not causal and infinite-dimensional, and hence not easily realizable.
We instead propose to use a finite-dimensional and causal (with finite-time delay) digital filter; for its design, we assume a certain frequency domain characteristic, and employ sampled-data control theory as per [6, 12, 13, 141 etc. While the performance may become less optimal compared to that of [a], it is easily realizable and, moreover, as we see later, it can be extended to non-orthogonal wavelets.
The paper is organized as follows: We first introduce discrete wavelet transform and formulate our problem. We reduce this to an equivalent discrete-time 31" problem. Then these results are extended to the case of oversampled signals and non-orthogonal scaling functions. The optimal filter is compared with the conventional wavelet crime to exhibit the difference. 
For an appropriate series { h ( k ) ] , the function generated by (2) gives the mother wavelet * ( t ) such that Wj is spanned by { $ j , k } k E Z where
We have now constructed a set of functions that could span all of C2(R). According to ( I ) , any function z ( t ) E C2(R) could be written as a series expansion in terms of the scaling function and wavelets:
Computation of DWT
Firstly it is known that we can apply the filter bank shown in Figure 1 to compute ( d j -l ( k ) ) k E z and { c j -l ( k ) } k c z along with ( C j ( k ) } k E z [9, lo] . Here In practice, computation of the DWT of x ( t ) t C2(R) goes as follows:
1. Select some level J where v~( t ) E VJ represents x ( t ) to a desired degree of resolution.
. If the approximation coefficients at this level
{ c~( k ) ) kEz are available, we can obtain ( d~--l ( k ) } k~z and { c J -I (~) }~E z by the filter bank above.
3.
Since we can similarly obtain { d j -l ( k ) l k E z and { c j -l ( k ) ) k~z along with { c j ( k ) ) ~€ 2 , repeat a number of times down to the coarsest, desired scale j n .
This algorithm is called the pyramid algorithm
As shown in step 2 , the pyramid algorithm should be initialized by { C J (~) ) k E z . In what follows, we first consider the case of orthogonal wavelets.
A s s u m p t i o n 1 Scaling Junction 4 is orthonormal,
where 6ij denotes the Kronecker delta.
This assumption makes (~J , L . )~, z
an orthonormal system of VJ and the projection coefficients are given by the inner product ( x , O~, k ) p ( q .
However even in this czse it will be difficult to compute by means of the definition itself. Since often only sampled data of z ( t ) are available, common practice is to use these sampled values directly in place of the correct coefficient,s {c,(k)) k E~, Because this is of course for convenience and causes errors: it is called a "wavelet crime" in 191. Our problem here is to compute {cj(k)} k E z directly from these samples via digital filters. This problem is called the optimal initialization problem of the DWT and is formulated and solved by giving an optimal solution in [8]. otherwise,
Problem Formulation

2h -t t : t E [ h : 2 h ] . (7)
With this assumption, for m 2 1 allowing an m step delay, the error system showed in Figure 2 where A E R"X" and X ( k ) E R". W e then have? from ( 6 ) : that
The error system in Figure 2 for m = I -1 can be rewritten as that in Figure 3 where 
4
Extensions We now give some generalizations, including the case of non-orthogonal wavelets.
P r o j e c t i o n onto higher resolution subspace
We have given a procedure to optimally initialize the wavelet expansion, i.e.: optimally projecting onto VO which has the same scale of resolution as the sampling rate. It is however possible to prqject onto a subspace with a higher scale resolution than VO: by making use of a given frequency distribution (i.e.: weighting W ) of the original signals. This leads us to the design problem depicted in Figure 5 . --U F i g u r e 5 : Error system
The differences with Problem 2 are S h j 2 , and t 2'
First define S h j Z , :
and the output of upper path is c~( k ) .
In accordance with this, the sampled values are also upsampled by t Z J to match with the sampling rate of the upper p a t h t 2J : P ( 2 ) -+ P ( 2 ) : v(k) e u(k) := otherwise and processed by Kd(z) . This gives an approximation problem in the space VJ instead of Vo.
A difficulty here is that the overall error system becomes multirate due to the upsampler, but one can reduce this problem to a singlerate problem via discretetime lifting [4, 3, 12, 131. 
Non-orthogonal scaling function
When Assumption 1 is not satisfied, taking the inner product with the scaling function does not directly give projection coefficients. In such a case we can employ the dual basis { < l ; ( t ) } l ; E Z such that According to MRA, we can take for the dual basis. Here desirable coefficients given by For cb(k) we can apply the method in the previous sect ion.
A Design Example
We present a d-ign example for the case of the Haar and 2nd order B-spline wavelets. ...
4792
We first compare the present method with that by the "wavelet crime." Note that the Haar wavelet satisfies Assumption 1. Figures 6 , 7 show the time responses of the two methods against the source signal x(1) = 4 sinl. Figure 6 shows the projection onto V, whereas Figure 7 shows the projection onto V I , per the method given in Both examples exhibits quite an admirable performance of the proposed method.
Concluding Remarks
We have presented a new method, based on sampleddata control theory, for designing a digital filter in the optimal initialization problem of the DWT. The o b tained filters are finitedimensional and show advantages to a naive representation of using sampled values directly. We have also extended the results to the higher order expansion and to the non-orthogonal wavelets.
