In this paper, we consider the problem of optimizing the quantiles of the cumulative rewards of Markov Decision Processes (MDP), to which we refers as Quantile Markov Decision Processes (QMDP). Traditionally, the goal of a Markov Decision Process (MDP) is to maximize expected cumulative reward over a defined horizon (possibly to be infinite). In many applications, however, a decision maker may be interested in optimizing a specific quantile of the cumulative reward instead of its expectation. Our framework of QMDP provides analytical results characterizing the optimal QMDP solution and presents the algorithm for solving the QMDP. We provide analytical results characterizing the optimal QMDP solution and present the algorithms for solving the QMDP. We illustrate the model with two experiments: a grid game and a HIV optimal treatment experiment.
Introduction
The problem of sequential decision making has been widely studied in the fields of operations research, management science, artificial intelligence and stochastic control. The Markov Decision Process (MDP) is one important framework for addressing such problems. In the traditional setting, an agent sequentially performs actions based on information about the current state and then obtains rewards based on the action and state. The goal of an MDP is to maximize the expected cumulative reward over a defined (finite/infinite) horizon.
In many applications, however, a decision maker may be interested in optimizing a specific quantile of the cumulative reward instead of its expectation. This quantile reflects the decision maker's risk attitude and thus different people should desire different optimal strategies. For example, a risk-averse physician may want to determine the optimal drug regime for a patient with the objective of maximizing the 0.10 quantile of the cumulative reward; this is the cumulative improvement in health that is expected to occur at least 90% of the time for the patient. A company such as Amazon that provides cloud computing services might want their cloud service to be optimized at the 0.01 quantile (DeCandia et al. 2007) ; the company wants to provide service that satisfies 99% of its customers. On the other hand, a wealthy investor may wish to maximize the 0.90 quantile of reward; this is the return on investment that is expected to occur only 10% of the time.
People has been well aware of the risk in MDP, while not much work has been done with respect to the quantile perspective. The idea of risk-sensitive decision making in MDPs was first introduced in the 1970s when Howard and Matheson (1972) proposed the use of an exponential utility function to reflect the risk attitude: the goal of the resulting MDP is to maximize expected utility. In recent years, two independent streams of research have explored risk-sensitive MDPs. One stream focuses on optimizing the cumulative reward with a worst-case guarantee (Altman 1999 , Ermon et al. 2012 ). This approach formulates the MDP as a constrained optimization problem with cumulative reward as the objective function and the worst-case guarantee as a constraint. The other stream of research investigates the problem of maximizing the conditional value-at-risk (CVaR) for an MDP (Carpin et al. 2016 , Chow and Ghavamzadeh 2014 , Bauerle and Ott 2011 . The CVaR, also known as average value-at-risk (AVaR) or expected shortfall, is defined as the expectation of the loss/reward under the worst q% of cases. Although the quantile, or value-at-risk (VaR), is a more useful objective in many scenarios (Aït-Sahalia and Hansen 2009, Jorion 1997) , CVaR is used as an objective because it can be expressed in a one-dimensional optimization problem (Rockafellar and Uryasev 2000) . In this paper, we will demonstrate that the quantile (VaR) objective also has good analytical properties and can be elegantly handled in the context of MDP. Besides, two recent works studied the problem of "robust Markov decision processes" (Delage and Mannor 2010, Wiesemann et al. 2013 ). The goal is to optimize expected reward under the uncertainty of model parameters. In this paper, by looking into the quantiles, we discuss the randomness of the model reward itself, which is more essential and insightful.
To our knowledge, our paper is the first work that fully resolves the problem of optimizing quantile rewards for MDP. A few literatures are close to ours. Filar et al. (1995) proposed an algorithm to optimize the quantile of limiting average reward of infinite-horizon MDP while Ummels and Baier (2013) developed an algorithm to compute the quantile cumulative rewards for a given policy in polynomial time. One step further, Gilbert et al. (2016) addressed the quantile optimization problem for the case of deterministic reward and preference-based MDP, which was too restrictive for practical use. In addition, the recent work from Jiang and Powell (in press) emphasized the importance of considering quantile in MDP and solved a variant for the criteria of cumulative reward's quantile. More importantly, a common problem for all these works along with some other efforts is that they are too computationally costly for practical use. As we will demonstrate later in the paper, our framework and algorithms can easily scale for the problem with thousands of states and hundreds of time horizons.
To summarize, our contributions are in the following four aspects:
• First, we propose a Quantile Markov Decision Process (QMDP) framework that addresses the problem of maximizing quantile reward in MDP for both finite/infinite horizon. In this QMDP framework, the optimal values and policies for all quantiles τ ∈ [0, 1] can be computed in a single pass of backward dynamic programming.
• Second, we develop several theoretical results and algorithms for the quantiles of random variables. They can be of independent interest for other applications outside the scope of MDP.
• Third, we design an efficient algorithm to solve QMDP. The complexity analysis unveils the internalized complexity associated with the QMDP and therefore concludes that no further improvement can be made in terms of computation cost.
• Fourth, we conduct simulation and real-world experiments to demonstrate advantages of the quantile criteria, which opens the great possibilities of using QMDP in practice. Remarkably, the QMDP framework on one hand provides us quantile optimal policy which reflects the decision maker's risk attitude, on the other hand can also serve as a tool to assess the risk for the optimal policy in traditional MDP.
Preliminaries and Model Setup

Markov Decision Process
The Markov Decision Process (MDP) consists of two parts (Bertsekas 1995) : (1) an underlying discrete-time dynamic system, and (2) a reward function that is additive over time. A dynamic system defines the evolution of the state over time:
where S t denotes the state variable from state space S, a t denotes the actions/decisions at time t and w t is a random variable that captures the stochasticity in the system. The reward function at time t, denoted by r t (S t , a t , w t ), accumulates over time. The total reward is
where r T (S T ) is the terminal reward at the end of the process. The random variable w t ∈ W determines the transition in the state space and the state S t+1 follows a distribution P t (·|S t , a t ) that is possibly dependent on the state S t and the action a t . We consider the class of policies that consist a sequence of functions π = {µ 0 , ..., µ T −1 } where µ t maps historical information h t = (S 0 , a 0 , ..., S t−1 , a t−1 , S t ) to an admissible action a t ∈ A t ⊂ A. Here we use A t and A to denote the admissible action set. The policy π together with the function f t determines the dynamics of the process. Given an initial state S 0 and a policy π, we have the following expected total reward:
The objective of an MDP is to choose an optimal policy in the set Π of all admissible policies that maximizes the expected total reward, i.e.
where the expectation is taken with respect to (w 0 , w 1 , ..., w T −1 ). Without loss of generality, we assume r T (S T ) = 0 for all S T .
Quantile
The quantile of a random variable is defined as follow.
Definition 1. For τ ∈ (0, 1), the τ -quantile of a random variable X is defined as
For τ = 0, 1 we define Q 0 (X) = inf{X} and Q 1 (X) = sup{X}, respectively.
1
The following properties are implied by the definition.
Lemma 1. For a given random variable X, Q τ (X) is a left continuous and non-decreasing function of τ. Additionally,
Quantile Objective and Assumptions
As its name implies, the goal of the QMDP is to maximize the τ -quantile of the total reward,
Here the quantile is taken with respect to the random variables (w 0 , w 1 , ..., w T −1 ) and the superscript π denotes the policy we take. So far, we have discussed the finite-horizon MDP i.e. T < ∞. Also, our QMDP framework extends to the infinite-horizon case and the objective is
where γ ∈ (0, 1) is the discounting factor.
Throughout this paper, we will make the following three assumptions on the structure of MDP.
The first assumption is quite standard for MDP and it is about the finiteness of state and action space.
Assumption 1 (State and Action Space). We assume the state space S and the action space A is finite.
Secondly, we require the random variable w t has a finite support, i.e. w t is a discrete random variable only taking finite possible values. Indeed, this assumption is crucial and inevitable for the framework of QMDP. Consider our goal is to compute the optimal values and policies for all the quantiles τ ∈ [0, 1]. If w t has infinite support, this will result in the reward r t (S t , a t , w t ) has infinite support and so does the cumulative reward. However, we have no way to store the infinite support random variable or to query its quantiles unless it has some special well-parametrized structure. Since we want to solve the QMDP problem under generic dynamic and reward functions, the assumption of finite support is necessary.
Assumption 2 (Finite Support). We assume the random variable w t ∈ W has a finite support, i.e. |W| < ∞.
Thirdly, for the notation simplicity in our derivation, we assume that the random variable w t can be fully recovered with the knowledge of S t , a t and S t+1 , i.e. there exists a function h t s.t.
w t = h t (S t , a t , S t+1 ) . This assumption asserts that there is no additional randomness other than the one that governs the state transition. It follows that the reward r t will be a function of S t , a t and S t+1 . In practice, this assumption is well satisfied by most of the MDP applications. And we point out that the reason to impose this assumption is purely for the simplicity of derivation and we will fully remove it in section 5.
Assumption 3 (Weak Invertibility). We assume a "weak invertibility" on the function f t :
S × A × W → S governs the dynamic system (1). Here the "weak invertibility" means that there exists a function h t : S × A × S → W, s.t. for any s ∈ S, a ∈ A and w ∈ W, h t (s, a, f t (s, a, w)) = w.
Throughout this paper, we allow the dynamics f t (·) and the reward function r t (·) to be nonstationary and non-parametric.
Quantile Markov Decision Process (QMDP)
In this section, we present our main result -a dynamic programming procedure to solve the QMDP problem. In section 3.1, we derive the formulation and point out the core of the dynamic programming is an optimization problem. In section 3.2, we provide theoretical guarantees for the value function derived above and the according optimal policy.
Value Function and Dynamic Programming
We first introduce a value function for the quantile reward of the Markov decision process. Imagine the process starts from state s at the timestamp t, we adopt the policy π t:T and receive cumulated reward value as
Here π t:T = (µ t , ..., µ T −1 ) denotes the policy and the action
for k = t, ..., T − 1. Since the procedure starts at time t, the history here also begins with S t . The value function is a function of state s and the quantile of interest τ and it is indexed by time t. And also, we notice that the value function is dependent on the policy π t:T we choose. The objective of QMDP is to maximize the value v π t:T t (s, τ ) by optimizing the policy π t:T . So, we define the optimal value function as,
When t = 0, the value function v 0 (s, τ ) is equal to the optimal value in (3).
Then we begin constructing a dynamic programming procedure and derive the optimal value function v t (s, τ ) backward from t = T −1 to t = 0. The key of the dynamic programming procedure is to relate the value functions v t (s, τ ) with v t+1 (s, τ ). Intuitively, v t+1 (s, τ ) is obtained by optimizing π (t+1):T while v t (s, τ ) by optimizing π t:T . The only difference between this two is the choice of
To connect them, we introduce an intermediate value function by fixing the output action of µ t (s) to be a :
On one hand, we can easily relate v t (s, τ ) with v t (s, τ, a) by optimizing a,
On the other hand, we want to establish the relation between v t (s, τ, a) and the value function v t+1 (s , τ ) at time stamp t + 1.
Here the second line is obtained by introducing an indicator function for the state S t+1 . It is a summation of |S| random variables where each one is associated with a specific state s . To analyze each term more carefully, we have,
The first term here is deterministic with the knowledge of S t and S t+1 from Assumption 3. The interesting point is that the second term seems equal to the value function v t+1 (s , τ Theorem 1 (Value function dynamic programming). The value functions defined in (5) is equal to the optimal value of the optimization problem OP T (s, τ, a, v t+1 (·, ·)) . Let S = {s 1 , ..., s n } and
Here w t = h t (s, a, s t+1 ) = h t (s, a, s i ) is from the Assumption 3 on inversibility. We use v t+1 (·, ·) to denote the value function at t + 1 and to emphasize that it is a function of state and quantile. The decision variable here is the vector q. Then,
The optimization problem appeared in the theorem is actually motivated from the following Lemma 2 which computes the quantile of a summation of random variables. We all know that the expectation of a summation of random variables equals to the summation of the expectations. This linearity makes it possible the backward dynamic programming in the traditional MDP. Here the Lemma 2 plays a similar role in that it relates the quantile of the summation of random variables to the quantiles of each random variables. This result together with the optimization algorithm in next section can be of independent interest for other applications concerning quantiles of random variables.
Lemma 2. Consider n discrete random variables X i , i = 1, ..., n, (here and hereafter, by discrete random variables, we means that X i take values on a finite set) and another n random variables
And we know that {X i }'s and {Y i }'s are independent. Then the quantile of the summation
is given by the following optimization problem,
Here q = (q 1 , ..., q n ) and
The key idea for the proof of Theorem 1 is to introduce a random variable X i such that its
Then the right hand side of (8) is in the same form as (9) and the Lemma 2 applies. More details can be referred to the Appendices.
By putting together Theorem 1 together with (6), we establish the relation between v t (s, τ ) and v t+1 (s , τ ) and build the foundation for a backward dynamic programming to compute optimal value functions. Importantly, the algorithm is to derive the whole value functions, i.e., at time stamp t, the output we obtain is the function v t (·, ·) rather than its evaluation at some specific s and τ. In the following, we will state that the value functions we obtain from the backward dynamic programming is equal to the optimal value for the QMDP and it defines the optimal policy accordingly. 
Optimal Value and Optimal Policy
In this section, we derive the optimal value and the implied policy based on the backward dynamic programming routine in Theorem 1. The procedure of computing value functions is illustrated in Figure 1 .
Theorem 3 (Optimal Policy). We augment the state S t with a quantile τ t to assist the execution of the optimal policy. At the initial state s 0 and τ 0 = τ, we define our initial policy function as,
At time stamp t, we execute the output of µ t and then the process arrives on state S t+1 . Let q * be the solution to the optimization problem
as in Theorem 2. The term τ t+1 is assigned as
for the specific i that S t+1 = s i . Then we define π t+1 as
The policy π = (π 0 , ..., π T ) defined above is the optimal policy for the objective (3) and obtains the optimal value v 0 (s 0 , τ 0 ).
The above two theorems can be easily implied from Theorem 1 and the proofs are deferred to the appendices. Theorem 2 verifies that the value function computed via backward dynamic programming is equal to the optimal quantile value. For Theorem 3, it is worth to notice that unlike the case of normal MDP, the optimal policy π t for QMDP is a function of the history h t = (S 0 , a 0 , ..., S t ) instead of simply the current state S t . The point of surprise is that all the history h t is summarize into the quantile level τ t . In other words, τ t is a function (although not explicit) of the history and plays a role like the "summary statistics". The theorem tells us that the optimal policy π t is a function of only the current state S t and the "summary statistics" τ t .
Intuitively, this augmented quantile level τ t reflects the historical performance of the MDP. Higher quantile level will encourage more aggressive policy in the remaining periods while lower quantile level will encourage conservative moves. For example, if we start with τ 0 = τ = 0.5 which means our ultimate goal is to maximize the median cumulative reward over 0 to T , then at some time stamp t in between, if we have already achieved pretty good reward, i.e., a large t k=0 r k , the augmented quantile level τ t will decrease to some value smaller than 0.5 accordingly. This will drive us to take relatively conservative moves in the future, and vise versa.
Algorithm and Computation
In this section, we present the algorithms for solving QMDP and discuss its computational aspect.
As mentioned earlier, the key for computing the value function is to solve the optimization problem OP T (s, τ, a, v t+1 (·, ·)). In the following, we will first provide an efficient algorithm for solving the OP T problem and then analyze its complexity.
Algorithm for Solving the Optimization Problem OP T (s, τ, a)
We formulate OP T (s, τ, a, v t+1 (·, ·)) in a more general way as follow:
Here τ and p i 's are known parameters as well as the function g : {1, ..., n} × [0, 1] → R. The decision variable is q = (q 1 , ..., q n ). Furthermore, we assume g(i, ·) to be a left continuous and piecewise constant function with finite breakpoints for all i. The variable i refers to the state back in the QMDP settings. We will show later that these assumptions will be satisfied for value functions of QMDP with finite-state space and discrete rewards. Therefore, we can represent and encode each function g(i, ·) with a set of breakpoint-value pairs
where n i is the number of the pairs. Then we have
Here we define b
(1)
Algorithm 1 Algorithm for the optimization problem (10)
i , i ∈ S = {1, ..., n} and u = min i∈S u i . 4: Let f (0) = u.
5: while S is non-empty do 6:
for i ∈ S 0 do 9:
else 13:
14:
Let f (τ ) = u for τ ∈ (τ tmp , τ new ].
17:
Update τ tmp = τ new
18:
Update u = min i∈S u i 19: Return f (·) Step-by-step execution of Algorithm 1 with n = 3 sample g(·, ·) functions: numbers inside and along the block represent the values and breakpoints of the input functions g(i, ·). The shaded regions reflect the progress of the algorithm. In the end, the output is f.
We provide the details for solving OP T in Algorithm 1. The idea is quite straightforward: we start with q i = 0 for all i and gradually increase the specific q i that has the smallest value of
The g(i, q i ) that has smallest value is exactly the bottleneck for the objective value. By increasing the corresponding q i , we keep improving the objective value. The output of the algorithm f (·) restores the optimal values of OPT as a function of τ ∈ [0, 1]. We illustrate the execution of the algorithm for a toy example of n = 3 in Figure 2 .
Algorithm for Solving QMDP
In this subsection, we summarize the previous results and provide the algorithm for solving QMDP as Algorithm 2. It is obtained by putting together the Algorithm 1 with Theorem 2 and 3.
Complexity Analysis and Approximation
The computation cost of QMDP (Algorithm 2) is mostly concentrated on the part of computing the value functions. First, it is easy to show that all the value functions are piecewise constant function. This is because when the input functions of OP T are piecewise constant, the OP T procedure will output a piecewise constant function as well. Also, we can see that the complexity of Algorithm 1 is linear of the number of breakpoints for its output functions. Based on these facts, we have the following corollary. Corollary 1. When the rewards are integers and bounded, |r t | ≤ R for all t, then the complexity for computing value functions for QMDP is O (AST · max(RT, S)) . Here T is the length of time horizon. A = |A| and S = |S| are the numbers of action and state space respectively.
The proof of this corollary is straightforward: When the reward is integer and bounded by R, the cumulated reward is bounded by RT. So any value function has at most RT breakpoints, which means each call of OP T will induce at most O(RT ) complexity. Along with that, it will have a O(S) read and write complexity. So each iteration has O(max(RT, S)) complexity. Since there are AST iterations in total, the overall complexity is O (AST · max(RT, S)) . The case is Algorithm 2 Algorithm for Solving QMDP 1: Input: Transition probabilities P(S t , a, S t+1 ), reward function r t (s t , a t , w t ), time horizon T . for i = 1, ..., n do
6:
for a ∈ A t do 7:
10:
t=0 for all s ∈ S, a ∈ A and τ ∈ [0, 1] 12: Execution:
13: Initialize S 0 = s and our goal is to maximize τ quantile. Let R = 0 and τ 0 = τ.
14: for t = 0, ..., T − 1 do
15:
Take action a t = arg max a v t (S t , τ t , a)
16:
Transit from S t to S t+1 = s j for some j ∈ {1, ..., n} 17:
Let q * be the optimizer of OP T (S t , a t , v t+1 (·, ·))
19:
Update τ t+1 = q * j 20: Output: Cumulative Reward R more complicated with respect to non-integer rewards, where we have no simple way to bound the number of breakpoints for the value functions. In other words, the value function can be exponentially complicated with the procedure of backward dynamic programming, so that the cost to restore the value function will also grow exponentially. To prevent this explosion, we provide two solutions: (1) to truncate the rewards to integers; (2) to do approximation for the value functions.
For the first solution, if we still want to preserve the computation precision, we can scale up the rewards before the truncation. For the second solution, by doing approximation, we only restore the function value at N uniform breakpoints. The number N is up to the choice of user and can be as large as 10000, which means that we restore only and all the quantiles values with an interval of 0.0001.
From the above analysis, we can observe that the bottleneck for the complexity of our algorithm lies in the complexity of value function. In traditional MDP, the value function is a function of state s and time stamp t. However, in QMDP, for each given s and t, we need to compute and memorize the optimal values for all the quantiles so as to derive that for time t − 1, which is inevitable. Therefore, there is not much room for improvement on this complexity upper bound under a generic setting.
Extensions
In this section, we discuss two extensions for the QMDP framework. First we establish the results of optimal value and policy for infinite-horizon case in section 5.1. Then we discuss how to relax the Assumption 3 in section 5.2.
Infinite-Horizon QMDP
For the infinite-horizon QMDP, the objective is
Here r t = r(S t , a t , w t ) is stationary and γ ∈ (0, 1) is the discounting factor. The policy π =
consists a sequence of decision functions and µ t maps the historical information h t = (S 0 , a 0 , ..., S t−1 , a t−1 , S t ) to an admissible action a t ∈ A t ⊂ A. Let the value function
Similar to the infinite-horizon MDP, we propose a value iteration procedure to compute the QMDP value function. The result is formally stated as Theorem 4. We use k to denote the iteration number here to distinguish it with the index notation t in Theorem 2 which is the time stamp for backward dynamic programming.
Theorem 4 (Infinite-horizon Optimal Value Function). We propose a value iteration procedure as:
Then we have,
for any s ∈ S and τ ∈ [0, 1]. Furthermore, since the function v(s, τ ) is a monotonous function for τ , the convergence is uniform.
The key to the proof of the theorem is to show that the OP T procedure, as an operator, features the same contractive mapping property as the Bellman operator in traditional MDP.
And the contraction rate is simply the discounting factor γ. The detailed proof can be referred in Appendices. Based on the optimal value function, we have the following result on the optimal policy.
Theorem 5 (Infinite-horizon Optimal Policy). Let v(·, ·) be the optimal value function as in Theorem 4 and v(s, τ, a) OP T (s, τ, a, γv(·, ·)).
We augment the state S t with a quantile τ t to assist the execution of the optimal policy. At the initial state s 0 and τ 0 = τ, we define our initial policy function as,
At time stamp t, we execute π t and then arrive on state S t+1 . Let q * be the solution to the optimization problem OP T (S t , µ t (S t , τ t ), τ t , γv(·, ·)). The term τ t+1 is defined as
for the specific i that S t+1 = s i , and π t+1 is defined as
The policy π = {µ t } ∞ t=0 defined above is the optimal policy for the objective (11) and obtains the optimal value v(s 0 , τ 0 ).
The value iteration procedure appears similar to the backward dynamic programming procedure for the finite-horizon case. This is because we can always interpret the finite-horizon reward as an approximation for the infinite-horizon reward by truncating off the reward after time T .
Relaxation of Assumption 3
We mentioned earlier in the model setup that Assumption 3 is introduced for the purpose of the simplicity in mathematical derivation. In this subsection, we will discuss the removal of the assumption with the help of another interesting lemma about the quantiles of random variables.
In Assumption 3, we require that the reward function has some invertibility, in other words, the reward is a function of S t , a t and S t+1 . Under this, recall that the input for the OP T procedure , h t (s, a, s i ) ) .
Algorithm 3 Algorithm for Computing Quantiles of the Sum of Random Variable
1: Input: Two random variables and their probability-value pairs:
2: a 1 ) , ..., (p n , a n )} and X 2 :
4: for i = 1, ..., n do 5:
for j = 1, ..., m do 6:
Merge pairs in D with the same value by:
8: Removing two pairs with same value and appending a new pair with the same value but the probability as the sum of the two removed probabilities.
9: Output: D: the set of probability-value pairs to represent the distribution of
The assumption will render the second part as a deterministic constant (in that it is a function of S t = s, a t = a and S t+1 = s i ). Therefore, from v t+1 (·, ·), we can easily obtain the input for OP T by increasing it with the constant. However, when the assumption is not true, the reward r t (s, a, w t ) is a random variable and no longer a constant determined by S t , a t and S t+1 . Theorem 1 and its proof tells us that this difference does not matter as long as we can compute the τ -th quantile of the sum
for any τ ∈ [0, 1]. As in the proof of Theorem 1, we introduce a random variable X s i , s.t.
for any τ ∈ [0, 1]. Let W s i = r t (s, a, w t ) . It is easy to see that given S t+1 = s i (or conditional on S t+1 ),
Then, what left is to come up with an algorithm that takes as input the quantile functions of two independent random variables and outputs the quantile function of their summations. For discrete random variables, this indeed can be done efficiently. First, let the input be two random variables X 1 and X 2 , which are represented by two sets of probability-value pairs {(p 1 , a 1 ), ..., (p n , a n )} and {(q 1 , b 1 ), ..., (q m , b m )}, i.e. P (X 1 = a i ) = p i and P (X 2 = b i ) = q i . The idea is that when X 1 and X 2 are independent, we can easily compute the distribution of their sum and therefore the quantile function as Algorithm 3.
Corollary 2. The complexity of Algorithm 3 is O(mn), where n and m are the number of breakpoints for the quantile function of X 1 and X 2 respectively. In the context of QMDP, the complexity is upper bounded by O(R 2 T ). Therefore, the complexity bound for QMDP with arbitrary reward function will be O (AST · max(R 2 T, S)) . Here T is the length of time horizon. A = |A| and S = |S| are the numbers of action and state space respectively.
With relaxing the Assumption 3, we need to compute the sum of two random variables every time for the input for OP T . This operation brings in an order of O(R) in the complexity. However, since the overall complexity is at most quadratic with respect to all the variables, the algorithm is still efficient and scalable.
Experiments
We present two examples to demonstrate the model of QMDP, one for an MDP game and one for HIV optimal treatment. and reward structure. In this game, a player is moving along a chain and keeps receiving rewards dependent on his location. He takes the action to stay or to move and his goal is to maximize expected cumulative reward over time horizon. We formulate the game in the language of MDP as follows:
• Time Horizon: We assume there are T decision periods.
• State: We denote the state by S t , t = 0, .., T where S t ∈ S = {1, ..., n}.
• Action: At each time t, the player takes an action a t ∈ A = {Stay, Move}.
• Transition Probability :
-When a t = Stay, the player will stay on his location with probability 1.
-When a t = Move, the player will move randomly to one of its neighbors. When the player starts from the end of the chain, then he moves to his single neighbor with probability 1.
• Rewards: When the player stays at state i at the beginning of a time period, he receives a reward R i . We observe that the running time is quadratic in time horizon T of the model. The graph in the middle showcases that the running time is linear of state size n. For the plot on the right, the runtime grows linear and then fluctuate after the R max reaches certain level. This does not contradict the complexity analysis in Corollary 1: the quadratic complexity over R max is an upper bound but not necessarily to be tight for every trial. Overall speaking, the algorithm is efficient and can elegantly handle large-scale problems.
Quantile optimal value tells us the maximal quantile cumulative reward that is achievable for an MDP. While the traditional MDP solution outputs an optimal policy π * that maximized the expectation of cumulative reward, it does not necessarily maximize the quantiles. In Figure 5 , we demonstrate with three random trials the sub-optimality of π * in terms of quantiles. First we compute the π * using the dynamic programming for traditional MDP. Then we follow π * to 20000 simulation trials and plot their cumulative rewards as the red lines in Figure 5 (in cumulative density function). A point (q, r 0 ) on the red line means that π * can achieve at least r 0 cumulative reward with probability 1 − q. The black lines are the plots for optimal value function of QMDP.
And a point (q, r 1 ) on the black lines means the optimaluantile reward is r 1 , i.e., there exists a policy π s.t. it can achieve at least r 1 cumulative rewards with probability 1 − q. The gap between the red line and black line tells the space of improvement in terms of quantile. For the plot on the left and right, the difference is not too large uniformly for all the quantiles. This means that the policy π * , although not necessarily achieve quantile optimality, is quite stable and robust. However, for the plot in the middle, we can see that there is a large space of improvement for lower quantiles, which means that there exists certain quantile policy that can improve greatly the bad cases.
On one hand, the comparison of QMDP and the cumulative density function of traditional MDP assesses the risk with respect to the policy π * . On the other hand, it gives us a sense whether we want to adopt some quantile policies as for the example in the middle. Also, we want to point out that, due to the nature of this toy game, the traditional MDP optimal policy π * is also optimal for many quantiles. But this is always not the case, like for the asset selling and machine replacement examples. suppresses an individual's HIV viremia, reduces HIV associated morbidity and mortality for treated individuals (Tanser et al. 2013 ) and thus has transformed HIV into a chronic disease. However, the debate around optimal time to initiate ART has lasted for decades due to the side effects.
Antiretroviral Therapy(ART) Optimal
One major concern is the increased cardiac risk during the treatment process. The delay of ART causes the patients to sacrifice immunological benefits from treating HIV in the near future but shields the patients from the cardiac risk. Therefore, a good medical decision making tool will help identify the optimal time to initiate ART. Negoescu et al. (2012) approached the problem by constructing a sequential decision model and thus identified the optimal policy that maximized the expected cumulative quality adjusted life expectancy. However, in the era of patient-centered care, patient preference should be contemplated while measuring health care quality. According to Fraenkel et al. (2003) , patient's risk attitude is associated with his or her treatment preference.
QMDP bridges the gap between the traditional MDP and patient's risk attitude by imposing the manually selected quantile threshold in QMDP objective.
The formulation of ART optimal initiation time problem is straightforward and is similar to the MDP formulation.
• Time Horizon: We assume the patient will be assessed at each time period t and t ∈ {0, 1, 2, · · · , T }
• State: We characterize the state of a HIV-infected patient at time t as S t = (c t , y t , d t ). The state is a function of the patient's CD4 cell count (c t ), age (y t ) and ART treatment duration (d t ).
We divide the continuous CD4 cell counts into Y N is the terminal age of the patient. For treatment duration, d t = 0 denotes the patient is yet to start ART . Once the patient has started ART, d t will increase by one unit after each time step.
• Action: At each time t, the patient can take an action a t ∈ {W, Rx}, where W represents waiting for another period and Rx means starting ART treatment immediately.
• Transition Probability : The transition probability P k (S t , a t , S t+1 ) depends on the patient's current state S t , the action a t at time t and the state S t+1 at time t + 1. There are two basic types of transitions: the transition probability between CD4 counts C level to another CD4 counts C level and the transition from CD4 counts level C to terminal state death denoted by D.
• Rewards: There are 2 types of reward:immediate reward and terminal reward.First,immediate reward (R I ) is measured as the quality adjusted life years (QALYs) the patient experienced from S t to S t+1 (S t ∈ C, S t+1 ∈ C, D). To simplify the calculation, we assume patient will die uniformly from t to t + 1 and the resulted immediate reward would be halved. Second, the terminal reward (R E ) is cumulative QALYs from the patient who past the terminal age (Y N )
Results
We model HIV infected women from United States from 20 years old to 90 years old and they will be presented with 2 choices every 6 months: starting ART immediately or delaying ART for another 6 months. To obtain the cumulative QALYs after the terminal age, we perform a cohort simulation that utilizes the same model parameters including transition probabilities and utility. All model parameters are showcased in Appendix B. Figure 6 shows the optimal actions for the HIV infected women to follow at different ages. We consider three QMDP models: with different quantile threshold (τ = 0.2, 0.5, 0.8). As τ increases, the patient becomes less risk averse. There are several interesting observations can be made from the figure. To start with, policies obtained from different instances of QMDP model exhibit the similar patterns that is showcased in original MDP paper Negoescu et al. (2012) . Patient will tends to choose to delay ART to next time period when the patients are older or their CD4 counts are high. In both cases, the reduced HIV associated morbidity and mortality from initiating ART is outweighed by the induced cardiac risks. When patients are in the later stages of their lives, the induced cardiac risks are substantial because of the higher baseline cardiac risks at older ages.
Moreover, when patients' CD4 counts is high, patient are relatively healthy and additional benefits from starting ART is less than the induced cardiac risks. Furthermore, different risk attitudes of patients will lead to different treatment preferences. As shown in Figure 6 , patients will tend to start ART when the patient become less risk averse since patient are more willing to embrace the elevated cardiac risks in order to enjoy the immunological benefits from treating HIV with ART. Aside from the general patterns that match the expectation, instabilities exist in the QMDP policies, especially within the region where action switch are made. Such effects stem from the nonconvexity in the transition probabilities, which requires further research on the necessary conditions that eliminates such instabilities.
Overall, QMDP exhibits similar properties in terms of balancing various risks that can be also derived from traditional MDP and but more importantly it demonstrates an elegant way to incorporate patient's risk attitude into treatment decision making process which will contribute to the provisioning of a patient centered care plan.
Conclusions, Limitations, and Future Directions
In this paper, we present a novel quantile framework for Markov Decision Process in which the objective is to maximize the quantiles of the cumulative rewards. Several theoretical results on quantiles of random variables are presented and they contribute to an efficient algorithm that solve the QMDP. We present three experiments and analyze the results from the perspective of optimal value, optimal policy and computation cost. In the first place, we recommend people to run QMDP for all the MDP applications as a risk diagnose. On one hand, it can provide us an alternative and safe strategies for MDP models with high risk; on the other hand, it meets the need of quantile criteria in many MDP application. Some open questions are: what is the cause of the risk of the MDP? As the toy game experiment in Section 6.1, the traditional MDP optimal policy also provides good quantile rewards for some trials, while the policy performs rather bad in certain quantiles in other cases. The reason that causes this discrepancy deserves more understanding.
Also, the quantile criteria naturally extends to the MDP with a utility-function criteria for which our goal is to optimize the utility of the cumulative reward. The good news is that the quantile criteria is invariant for a monotonous utility function. So the QMDP provides a good alternative solution for the MDPs with utility function objective that is hard to optimize. As for future work, we plan to apply the QMDP framework on more practical problems as a tool to understand the underlying risk and to generate quantile policies reflecting risk attitude.
Appendix A: Proof of lemmas and theorems A.1. Proof of Theorem (2) We first introduce several lemmas.
Lemma 3. Consider n random variables Y i for i = 1, ..., n, s.t.
1(Y i = 1) = 1 and n random variables X i , and Y i ⊥ X i , we have
for any C ∈ R.
[ Proof of Lemma 3] We show the first equation and the rest are similar.
Lemma 4. For a discrete random variable X and C ∈ R, let
is the quantile function as in Definition 1.
[ Proof for Lemma 4 ] For any C 0 < C, P (X ≤ C 0 ) ≤ q < q + . Consider the definition of the quantile, we finish the proof.
With the help of the above two lemmas, we begin the proof of the lemma 2, namely for computing the quantile of the summation of random variables.
[ Proof for Lemma 2 ] On one hand, we show that
Let f (q) = min i∈{q i =1|i=1,2,...,n}
To show (12), we only need to show for any feasible q = (q 1 , ..., q n ),
By saying q is feasible, we mean q = (q 1 , ..., q n ) is subject to
We show (13) by contradiction. If
By the definition of quantile, this implies,
However, from Lemma 3,
Here the inequality in the middle of the second line is strict because of the definition of h(q i ). So the above leads to contradiction, which means the inequality (13) is true.
On the other hand, we prove by construction that there exists q = (q 1 , ..., q n ), s.t.
Let
By the definition of quantiles, we know that
for any > 0. First, we takeq i = P (X i < C). We know that
We first prove that the inequality in the end will not hold, i.e.
Thus, P (X i = C) = 0 for all i. Consider the discreteness of random variable X i 's, there must exist C 0 ≤ C,
for all i. As a result,
But this contradicts (15). So we have
With this strict inequality, let
and
From Lemma 4, we know that
for q i = 1. Therefore, (14) 
Without loss of generality, we assume that our policy π ∈ Π t {π t:T ∈ Π|µ t (s) = a} is a function of (S t = s, τ, S t+1 ). As we will see shortly, the optimal policy will be indeed determined by (S t = s, τ, S t+1 ). Since s and τ are fixed in our discussion here, we denote the policy as π s to reflect its dependence on S t+1 = s .
Consequently, the cumulative loss
Here the first term r t (S t , a t , w t ) is deterministic with the knowledge of S t , a and S t+1 while the second term is a random variable dependent on the state s and the corresponding policy π s . Let
The subscripts indicate that the random variable is dependent on the state of S t+1 and the policy thereafter.
Let state space S = {s 1 , ..., s n }. The definition of the value function v t+1 (s , τ ) tells us that
for any i = 1, ..., n and τ ∈ [0, 1]. Consider the fact the right hand side is a non-decreasing function with respect to τ , so we can introduce a random variable Z i s.t.
and from Lemma 2, we know
The relation between X πs i s i and Z i is that for any τ ∈ [0, 1]
and for each i and every τ there exists a policy π * s i ,τ that makes the equality holds. First we show that
This only requires for any (π s 1 , ..., π sn ), 
Let q * = (q * 1 , ..., q * n ) be the optimal solution for the optimization problem OP T (s, τ, a, v t+1 (·, ·)) , and we takẽ
Therefore,
Here the first inequality is from Lemma 2 and the last one is from the optimality of q. Thus, we have
By combining the above two aspects, we finish the proof.
A.2.2. Proof of Theorem 2
T his theorem is easily implied from Theorem 1 with the fact that
A.2.3. Proof of Theorem 3
W e prove by backward induction that the defined policy will can achieve the value function v k (S k , τ k ).
When k = T, the result is trivial. Assume the result is true for k = t + 1, i.e. for any state s and quantile τ , there is a policy π s ,τ (t+1):T such that under this policy, we can achieve a τ -quantile reward v t+1 (s , τ ). Then for k = t, if we want to maximize the τ -quantile reward with the state S t = s, then by solving the optimization problem OP T (s, a, τ, v t+1 (·, ·)) where a = arg max v t (s, τ ), we obtain the optimizer q * = (q * 1 , ..., q * n ). From the last part of the proof for Theorem 1, we know that by take the policy π s i ,q i (t+1):T , we can make to the τ -quantile reward v t (s, τ ). Thus, we finish the proof for the optimal policy by this induction argument. T o show the convergence of the value iteration algorithm for QMDP, we need to prove the convergence to the optimal as in the traditional MDP case (Section 1.2 & 1.6, Volume II, (Bertsekas 1995) ). The idea is to interpret the OP T optimization procedure as a contraction mapping and to verify that the optimal value function is the fixed point of the mapping. For a value function v : S × [0, 1] → R, let L be the operator Lv = max a OP T (s, τ, a, γv(·, ·)).
Here Lv is a function of (s, τ ) which are the input for OP T on the right hand side. Then we have
First, we show that the optimal value function v(s, τ ) is the fixed-point of the operator L, namely v = Lv. is left is to show that the operator L is a contraction mapping. We consider the ∞-norm as the norm in the space of functions, f ∞ = sup x |f (x)|. Then we need to show, for any two value functions v 1 (·, ·) and v 2 (·, ·),
where the contraction rate is the discounting factor γ. Indeed, it is sufficient to show |OP T (s, τ, a, γv 1 (·, ·)) − OP T (s, τ, a, γv 2 (·,
for any (s, τ ). Without loss of generality, we assume OP T (s, τ, a, γv 1 (·, ·)) ≥ OP T (s, τ, a, γv 2 (·, ·)). Let q * be the optimizer of first OP T , i.e., Here q * = (q * 1 , ..., q * n ). Moreover, the second part the reward is r(·) instead of r t (·) because in the infinitehorizon case the reward is stationary. And also, the reward part is the same for the two OP T s in (16).
Then, OP T (s, τ, a, γv 1 (·, ·)) = min 
Consider the arbitrariness of (s, τ ), we have
A.3.2. Proof of Theorem 5
T he proof of the optimal policy is exactly the same as the case in finite-horizon case. The derivation of the value function implies the existence of the optimal policy to achieve the respect optimal value. By assuming this existence for time stamp t = 1, the optimal policy at t = 0 will be as stated in the theorem. 
