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Abstract
The work presented in this thesis investigates the mathematical modelling of charge
transport in electrolyte solutions, within the nanoporous structures of electrochemi-
cal devices. We compare two approaches found in the literature, by developing one-
dimensional transport models based on the Nernst-Planck and Maxwell-Stefan equa-
tions.
The development of the Nernst-Planck equations relies on the assumption that the
solution is infinitely dilute. However, this is typically not the case for the electrolyte
solutions found within electrochemical devices. Furthermore, ionic concentrations much
higher than those of the bulk concentrations can be obtained near the electrode/electrolyte
interfaces due to the development of an electric double layer. Hence, multicomponent
interactions which are neglected by the Nernst-Planck equations may become impor-
tant. The Maxwell-Stefan equations account for these multicomponent interactions,
and thus they should provide a more accurate representation of transport in electrolyte
solutions. To allow for the effects of the electric double layer in both the Nernst-Planck
and Maxwell-Stefan equations, we do not assume local electroneutrality in the solution.
Instead, we model the electrostatic potential as a continuously varying function, by way
of Poisson’s equation. Importantly, we show that for a ternary electrolyte solution at
high interfacial concentrations, the Maxwell-Stefan equations predict behaviour that is
not recovered from the Nernst-Planck equations.
The main difficulty in the application of the Maxwell-Stefan equations to charge trans-
port in electrolyte solutions is knowledge of the transport parameters. In this work,
we apply molecular dynamics simulations to obtain the required diffusivities, and thus
we are able to incorporate microscopic behaviour into a continuum scale model. This
is important due to the small size scales we are concerned with, as we are still able to
retain the computational efficiency of continuum modelling. This approach provides an
vii
avenue by which the microscopic behaviour may ultimately be incorporated into a full
device-scale model.
The one-dimensional Maxwell-Stefan model is extended to two dimensions, representing
an important first step for developing a fully-coupled interfacial charge transport model
for electrochemical devices. It allows us to begin investigation into ambipolar diffusion
effects, where the motion of the ions in the electrolyte is affected by the transport
of electrons in the electrode. As we do not consider modelling in the solid phase in
this work, this is simulated by applying a time-varying potential to one interface of
our two-dimensional computational domain, thus allowing a flow field to develop in
the electrolyte. Our model facilitates the observation of the transport of ions near the
electrode/electrolyte interface. For the simulations considered in this work, we show
that while there is some motion in the direction parallel to the interface, the interfacial
coupling is not sufficient for the ions in solution to be “dragged” along the interface for
long distances.
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CHAPTER 1
Introduction
Electrochemical devices, such as batteries and solar cells, are ubiquitous in today’s
society. We depend on electrochemical devices for power in everyday life, from personal
electronics to medical equipment.
A key component of many electrochemical devices is the liquid electrolyte, which is re-
sponsible for transporting charge between the electrodes within electrochemical devices.
As such, the mathematical modelling and numerical simulation of charge transport in
electrolyte solutions is of crucial importance. Mathematical modelling can allow us to
gain insight into the operation and efficiency of these devices, and provide indications
on possible improvements.
Electrolyte solutions are, by their very nature, multicomponent solutions, consisting of
two or more charged species, and a neutral solvent species.1 Typically, the multicompo-
nent nature of electrolytes is ignored in the modelling process, and the assumption that
the solution is infinitely dilute is applied. However, with advances in electrochemical
devices comes the need for more accurate mathematical models and furthermore, the
decreasing size-scale of electrochemical devices presents a problem with the often-used
assumption of local electroneutrality. The electrode systems of many electrochemi-
cal devices are composed of nanoporous materials, saturated with liquid electrolyte.
Within the pores of these thin-film electrochemical devices, the assumption that the
electrolyte is electrically neutral at every point in the pore may not be valid, due to
the development of an electric double layer, which could be significant on the scale
1Note that other liquids, such as molten salts and ionic liquids, can be used in electrochemical
devices. These are not considered in this work.
2 Chapter 1. Introduction
of the pore diameter in nanoporous substrates. In the development of mathematical
models for charge transport in electrolyte solutions, an approach that has been ex-
tensively and successfully used for many years is the application of the Nernst-Planck
equations. These equations are based on an extension of the Stokes-Einstein model
(Einstein 1905, Stokes 1850), which allows for the effects of an electric field. The main
limitation of the Nernst-Planck equations is the fact that they are based on infinitely-
dilute solution theory. An approach that should provide a more accurate description
of charge transport in electrolyte solutions is that based on the work of Maxwell (1860,
1866, 1868) and Stefan (1871) in gases. It was shown by Lightfoot, Cussler & Rettig
(1962) that this work could be applied to mass transport in liquids, and it has since
been recognised (e.g. Krishna & Wesselingh 1997, Newman 1991, Taylor & Krishna
1993) that the Maxwell-Stefan equations, which take into account the multicomponent
interactions that occur within electrolyte solutions, are applicable to the analysis of
electrolyte charge transport.
A phenomenon that is recognised to occur at electrochemical interfaces is ambipolar
diffusion (Biondi & Brown 1949, Kopidakis, Schiff, Park, van de Lagemaat & Frank
2000, Ruzicka, Werake, Samassekou & Zhao 2010). Ambipolar diffusion occurs due
to the coupling of the electric field that exists across the electrochemical interface,
between the solid and solution phases. This coupling results in the transport of ions in
the electrolyte being affected by the transport of electrons in the solid, and vice versa.
Ambipolar diffusion is typically artificially enforced in charge transport models, via a
modification to the diffusion coefficient. In this work we wish to develop a model that
will allow ambipolar effects to occur as a natural consequence of our model.
The work presented in this thesis investigates the application of the Nernst-Planck
and Maxwell-Stefan equations for modelling charge transport in electrolyte solutions.
We are interested primarily with the application of these approaches to electrolytes
in nanoporous electrodes, thus the assumption of local electroneutrality will not be
specifically incorporated. Local electroneutrality is valid when the width of the electric
double layer is insignificant in relation to the pore diameter, which may not be the case
in our work. We provide a comparison between the Maxwell-Stefan and Nernst-Planck
approaches, to determine when the Maxwell-Stefan equations should be used. This
work can be applied to any electrolyte solution, provided the required parameters are
either available in the literature or can be obtained in some fashion.
At the time of writing this thesis, two publications have resulted from this work and a
third is currently in preparation:
Farrell, T. W. & Psaltis, S. T. P. (2010). Physics of Nanostructured Solar
Cells, Nova Science Publishers, chapter A comparison of the Nernst-Planck and
Maxwell-Stefan approaches to modelling multicomponent charge transport in
electrolyte solutions.
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Psaltis, S. T. P. & Farrell, T. W. (2011). Comparing charge transport predictions
for a ternary electrolyte using the Maxwell-Stefan and Nernst-Planck equations,
Journal of the Electrochemical Society 158: A33–A42.
Psaltis, S. T. P. & Farrell, T. W. (2012). A two dimensional Maxwell-Stefan
electrolyte charge-transport model, In Preparation .
1.1 Aims and Objectives
This thesis is primarily concerned with investigating the mathematical modelling of
charge transport in electrolyte solutions. The specific objectives of this thesis are:
• Develop comprehensive one-dimensional models for electrolyte charge transport
within idealised nanopores. These models will consist of conservation equations
for each species in the electrolyte, with the fluxes defined by either the Nernst-
Planck or Maxwell-Stefan equations. Furthermore, we shall use Poisson’s equation
to model the electrostatic potential, thus not assuming local electroneutrality,
allowing us to include the effects of the double layer. Each of these models will
be solved numerically, by using the finite volume discretisation technique, with
computer code developed in Matlab R©.
• Compare the solutions obtained from the Maxwell-Stefan and Nernst-Planck mod-
elling approaches. Our aim is to determine when, if ever, the Nernst-Planck
equations are unable to predict the electrolyte transport behaviour due to the
multicomponent interactions that inherently occur in such solutions. We aim to
characterise when such interactions are important and when differences in the
predicted behaviour of these model systems will occur.
• Investigate the use of molecular dynamics simulations to obtain the multicompo-
nent diffusivities for the Maxwell-Stefan equations. Without knowledge of these
diffusivities, we are unable to make use of the Maxwell-Stefan equations. We first
reproduce results in the literature to validate our simulations, before conduct-
ing further simulations on an electrolyte for which the diffusivities are unavail-
able in the literature. These simulated diffusivities will be incorporated into our
Maxwell-Stefan models, meaning that our continuum level model will be informed
by microscopic information.
• Use the results of the one-dimensional modelling to guide us in the development
of a two-dimensional model as the important first step in investigating ambipolar
diffusion effects, however this model will not have ambipolar diffusion artificially
enforced via the incorporation of specific terms. Unlike in the one-dimensional
models, this two-dimensional model will require the use of the full momentum
equation, which presents significant challenges in the accurate numerical solution
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of the model. Accurate and efficient computer code will be developed in C++ to
solve the model equations developed here.
1.2 Novel Contributions
(1) Include the effects of the electric double layer in a multicomponent Maxwell-
Stefan model describing charge transport in nanopores. We believe it is important
to account for the effects of the electric double layer when considering charge
transport in nanoporous structures, as the thickness of the double layer may
become significant when compared to the pore diameter.
(2) A comparison of comprehensive charge transport models to determine under what
circumstances the Nernst-Planck equations are unable adequately predict the elec-
trolyte behaviour. The characterisation of when multicomponent interactions are
important and when differences in the predicted behaviour of the Nernst-Planck
and Maxwell-Stefan model systems will occur is important in guiding the choice
of equation system to be used. The differences in behaviour exhibited by the
Nernst-Planck and Maxwell-Stefan models observed in this work have not been
previously reported in the literature. The choice of model equations can have a
significant impact on the predicted model behaviour.
(3) The use of molecular dynamics simulations to obtain multicomponent diffusiv-
ities for a ternary electrolyte, and the subsequent inclusion of these simulated
diffusivities into the full Maxwell-Stefan model. This hybrid approach combines
information from both the micro- and macroscales in the continuum model.
(4) The development of Java code to facilitate the calculation of the Maxwell-Stefan
diffusivities from our molecular dynamics simulations performed with the pack-
age DL POLY. This code is based on existing code for calculating mean-squared
displacements that is provided with DL POLY.
(5) A two dimensional Maxwell-Stefan model to investigate ambipolar diffusion, where
ambipolar effects are not artificially specified in the model. A model of this type
has not been reported in the literature for examining ambipolar diffusion.
(6) A comprehensive, high-level computer code (written in C++) that is developed
to solve the two dimensional model equations. This code can be easily modified
to account for different electrolyte systems.
1.3 Thesis Outline
The work presented in this thesis is organised into six chapters. Chapter 2 is primar-
ily concerned with providing the relevant background information on modelling charge
1.3 Thesis Outline 5
transport in electrolyte solutions. We give a detailed overview of the derivation of
the Maxwell-Stefan equations for describing charge transport in an n-component elec-
trolyte, as well as a derivation of the Nernst-Planck equations. We discuss existing
work in the literature on modelling charge transport in electrolyte solutions, as well
as the applicability of these equations to the small size scales that exist in thin-film
electrochemical devices.
In Chapter 3 we explore the application of the Nernst-Planck and Maxwell-Stefan ap-
proaches developed in Chapter 2, to a binary (3-component) and ternary (4-component)
electrolyte. These charge transport models are solved numerically, and their solutions
are compared in order to determine the applicability of the Nernst-Planck equations.
The Maxwell-Stefan diffusivities for the binary electrolyte are determined from experi-
mental measurements reported in the literature, whilst the Maxwell-Stefan diffusivities
for the ternary electrolyte are calculated from molecular dynamics simulations that are
discussed in Chapter 4.
In Chapter 4 we investigate molecular dynamics simulations, as a means to calculate
the transport parameters required by the Maxwell-Stefan models developed in Chap-
ter 3. We investigate the calculation of the Maxwell-Stefan diffusivities for two different
electrolyte solutions, one binary and the other ternary. Experimental measurements of
the Maxwell-Stefan diffusivities for the binary electrolyte are available in the literature,
and we use these data to validate our simulations. We then conduct simulations on a
ternary electrolyte, for which no experimental data is available, and calculate the re-
quired Maxwell-Stefan diffusivities. This ternary electrolyte is the electrolyte modelled
in Chapter 3.
In Chapter 5 we extend the one-dimensional modelling work done in Chapter 3 to two
dimensions, to begin investigation into ambipolar diffusion effects. We select the form
of the flux (either Nernst-Planck or Maxwell-Stefan) based on the results obtained
from Chapter 3. This extension to two dimensions requires the inclusion of the full
momentum equation, and the development of a high-level numerical code. By applying
a time-varying electrostatic potential at the boundary of our domain, we are able to
examine the flow of ionic species near the electrode/electrolyte interface.
Chapter 6 summarises the work presented in this thesis, and discusses the conclusions
that can be drawn from it. Furthermore, it provides indications for possible further
work that can be used to extend this research.
CHAPTER 2
Background
2.1 Motivation
The mathematical modelling and numerical simulation of electrolyte solutions is of
critical importance in many electrochemical devices. The work presented in this thesis
has been motivated by an interest in the development of mathematical models for a
range of nanocrystalline, electrochemically active porous media, including the electrode
systems of photoelectrochemical solar cells (Boschloo & Hagfeldt 2009, Ferber & Luther
2001, Ferber, Stangl & Luther 1998, Penny, Farrell & Please 2008, Penny, Farrell &
Will 2008) and batteries (Botte, Subramanian & White 2000, Chen & Cheh 1993,
Dargaville & Farrell 2010, Farrell & Please 2005, Farrell, Please, McElwain & Swinkels
2000, McGuinness, Richardson, King & Hahn 2004, Thomas, Newman & Darling 2002).
The variation in pore diameter of such electrode systems, and the range of electrolyte
concentrations and compositions involved, necessitates the need for a generalised mod-
elling framework. However, the use of such generalised frameworks is dependent on
the feasibility of calculating parameter values for the systems concerned. With the
ever-increasing computing power available today, the calculation of parameters by mi-
croscopic simulations has become a viable avenue of investigation. Combined with the
use of experimental techniques, it is envisaged that it will be possible to obtain accurate
parameter values for use in such generalised modelling frameworks.
An example of a thin-film electrochemical device is the dye-sensitised solar cell (DSC)
developed by O’Reagan & Gra¨tzel (1991). The DSC is discussed here to demonstrate
the relevancy of the mathematical models presented in this work. These cells are
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comprised of a nanoporous titanium dioxide (TiO2) film, in which the pore diameters
typically range in size from 10 to 20 nm, and contain a liquid electrolyte solution with a
concentration range from O(10−2) to O(100) M (Penny, Farrell & Please 2008, Penny,
Farrell & Will 2008). This electrolyte is traditionally composed of lithium, Li+ , iodide,
I− and triiodide I−3 ions, in an organic solvent, acetonitrile (ACN). In our work we
apply the mathematical models that are developed to this electrolyte, as an example
of a multicomponent electrolyte solution. We do not consider the development of a
mathematical model for DSCs.
At the electrode/electrolyte interface, an electric double layer will form due to the
propensity of some ions in the solution to be attracted to the interface. The thickness
of this double layer is dependent on the concentration of the electrolyte in contact with
the electrode (Newman 1991). Therefore, within nanoporous stuctures, there may be
instances in which the thickness of the double layer at the electrochemical interface is
not negligible in comparison to the pore diameter. Furthermore, within this double layer
region, there will be higher concentrations of some electrolyte species. This leads to
ambipolar diffusion effects, where the electrons in the electrode are screened by cations
in the electrolyte, and thus affect the transport of charged species in both the solid
and solution phases of the film (Frank, Kopidakis & van de Lagemaat 2004, Kopidakis
et al. 2000). Features such as these should be taken into account in any model of charge
transport within thin-film electrochemical device. Such modelling may provide us with
an avenue via which we may evaluate the effects of these features and aid in developing
systems that enhance or reduce these effects in order to produce more efficient devices.
The fundamental modelling approaches presented in this work are at the very core of
developing charge transport models in the electrolyte solutions of thin-film electrochem-
ical devices. In this thesis, we consider two different approaches to modelling charge
transport in electrolyte solutions. The first, based on dilute solution theory, is the
widely-used Nernst-Planck model. This will be compared to a multicomponent charge
transport model, based on Maxwell-Stefan equations. In certain situations, the Nernst-
Planck equations fail to adequately predict the behaviour of electrolyte solutions. We
aim to characterise when this may occur, thus indicating when a multicomponent model
should be considered. We emphasise that we are only concerned with modelling charge
transport in the solution phase of electrochemical devices.
In this chapter we present the background material required for the development of
charge transport models based on the Maxwell-Stefan and Nernst-Planck equations.
We provide on overview of the development of each of these equation systems.
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2.2 Electrolyte Charge Transport
The mathematical modelling and simulation of an electrolyte solution generally requires
an accurate description of the movement of multiple mobile ionic and non-ionic species
(Newman & Thomas-Alyea 2004). Such simulations often adopt transport laws that
are only appropriate for binary and/or infinitely dilute solutions, even though the elec-
trolyte solutions involved are neither binary nor infinitely dilute. These transport laws
are usually based on the Nernst-Planck equations (Bard & Faulkner 1980).
2.2.1 Nernst-Planck Equations
The main limitation of the Nernst-Planck equations is the fact that their development is
based on a binary, infinitely dilute solution approximation. In reality, many electrolyte
solutions are neither binary nor infinitely dilute. Despite this, the Nernst-Planck equa-
tions have been widely and succesfully used for modelling charge transport in a wide
variety of electrochemical applications (Farrell et al. 2000, Ferber & Luther 2001, Fer-
ber et al. 1998, Newman & Tobias 1962, Penny, Farrell & Will 2008, White, Lorimer
& Darby 1983).
To obtain the Nernst-Planck equations for an individual ionic species i, we begin with
an extension of the Stokes-Einstein model (Einstein 1905, Stokes 1850) of molecular
motion in a liquid. This extension takes into account the effect an electric field has
on the diffusion of ionic species, by defining the driving force to be a gradient in the
electrochemical potential. By considering an infinitely dilute solution (where there are
no solute-solute interactions) of rigid, spherical ions moving slowly through a continuum
of solvent, the velocity of each species i, vi (m s
−1), relative to the velocity of the bulk
solution, v (m s−1), is proportional to the driving forces acting on species i, that is
(Cussler 2008, Newman & Thomas-Alyea 2004),
(vi − v) = −ui∇ µ¯i = −ui(∇µi + ziF ∇Φ), (2.1)
where ui (m
2mol J−1 s−1) is the mobility of species i, µ¯i (J mol
−1) is the electrochemical
potential of species i, µi (J mol
−1) is the chemical potential of species i, zi is the formal
charge of species i, F (C mol−1) is Faraday’s constant, and Φ (V) is the electrostatic
potential.
In an infinitely dilute solution we assume that the solution is ideal, thus we can relate the
gradient in the chemical potential to a gradient in the concentration, namely (Cussler
2008),
∇µi =
RT
ci
∇ ci, (2.2)
where R (J K−1mol−1) is the gas constant, T (K) temperature, and ci (mol m
−3) is the
concentration of species i.
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By considering the molecular molar flux of species i, Ji (mol m
2 s−1), defined relative
to v, and combining Equations (2.1) and (2.2), we obtain,
Ji = ci
(
vi − v
)
= −Di
(
∇ ci + cizi
F
RT
∇Φ
)
, (2.3)
where the binary diffusion coefficient, Di (m
2 s−1), for species i in the solvent, has been
related to the mobility via the Nernst-Einstein relation (Newman 1991), namely,
Di = RTui. (2.4)
Hence, by defining the combined molar flux of species i, Ni (mol m
−2 s−1), as the sum
of the diffusive (molecular) flux and advective flux due to the bulk solution velocity, we
can obtain the Nernst-Planck equation for ionic species i, namely,
Ni = Ji + civ

= −Di∇ ci − ziF
RT
Dici∇Φ+ civ
. (2.5)
From the above derivation, it is apparent that Equations (2.5) are only applicable to
infinitely dilute solutions. This is due to the fact that in their formulation, solute-solute
interactions are completely ignored, with only solute-solvent interactions considered.
Additionally, the bulk solution velocity, v, that appears in these equations has not
been formally defined. However, the definition of the molecular flux (i.e. the sum
of the diffusion and migration fluxes for electrolyte systems) given by Equation (2.3),
should be consistent with the choice of reference velocity for the system (Newman
1991). In Equations (2.5) this is only true if the bulk solution velocity is equivalent to
the velocity of the solvent. Furthermore, this will be the case only when the solution
is infinitely dilute, since in concentrated solutions the bulk solution velocity will be
composed of contributions from each of the individual components. This again infers
that Equations (2.5) only apply in dilute solutions.
We are able to account for the solute-solute interactions which occur in electrolyte solu-
tions in Equations (2.5) through the use of mixture rules, which involve the individual
Di values for each ionic species. A good review of these is given by Cussler (2008),
for a variety of solute-solute interactions. The main drawback of these mixture rules
is the requirement of an electroneutrality assumption. If we consider a strong, binary
electrolyte consisting of counterions 1 and 2, electroneutrality gives us that (Cussler
2008),
z1c1 + z2c2 = 0, (2.6)
and no net current implies that (Cussler 2008),
z1N1 + z2N2 = 0. (2.7)
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Substituting Equations (2.5) and (2.6) into Equation (2.7), we can obtain an expression
for the electrostatic potential, namely,
F
RT
∇Φ =
z1D2 − z1D1
c1z21D1 + c2z
2
2D2
∇c1, (2.8)
which allows us to eliminate the electrostatic potential from the Nernst-Planck equa-
tions.
Thus, for species 1, Equation (2.5) can be expressed as,
Ni = −D12∇ c1 + c1v, (2.9)
which defines a binary diffusion coefficient, D12 (m
2 s−1), for the electrolyte in the
solvent, namely (Cussler 2008, Graham & Dranoff 1982, Newman 1991),
D12 =
D1D2
(
z21c1 + z
2
2c2
)
z21D1c1 + z
2
2D2c2
=
D1D2 (z1 − z2)
z1D1 − z2D2 . (2.10)
We emphasise the fact that expressions such as those shown in Equation (2.10) assume
that local electroneutrality applies. This presents obvious problems in this work, as we
are interested in simulating charge transport within the pores of thin film electrochem-
ical devices, where the assumption of local electroneutrality may not be appropriate
due to the double layer thickness being significant in comparison to the pore width.
For moderately dilute electrolytes, we can obtain a modified form of Equation (2.5),
given by (Newman & Thomas-Alyea 2004),
Ni = −ziDiF
RT
ci∇Φ−Di∇ci −Dici∇ln fi,n + civ, (2.11)
where,
fi,n =
fi
f
zi/zn
n
, (2.12)
and fi and fn are activity coefficients of species i and a chosen ionic species n respec-
tively. This introduces further concentration dependence into the model, as the activity
coefficients, fi,n, are dependent on the local composition of the solution (Newman &
Thomas-Alyea 2004).
An additional method of modifying the Nernst-Planck equations to account for non-
dilute effects is to include a concentration-dependent diffusion coefficient. This modifi-
cation of the diffusion coefficient is done by the inclusion of the activity (Gainer 1970),
and can be seen as being equally as important as the modification given in Equa-
tion (2.11). These modifications to the Nernst-Planck equations may increase their
validity at higher concentrations, however the application of these modifications is not
considered in this work.
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Despite their restricted applicability, Equations (2.5) have been applied successfully in
the analysis and simulation of many electrochemical systems (e.g. Farrell et al. 2000,
Ferber & Luther 2001, Ferber et al. 1998, Newman & Tobias 1962, Penny, Farrell & Will
2008, White et al. 1983). Furthermore, many electrochemical systems are sufficiently
dilute such that multicomponent interactions are negligible and their simulation does
not require the expanded mathematical overhead necessary to describe these effects.
Cussler (2008) gives some examples of such systems.
2.2.2 Multicomponent Charge Transport
The development of a model of multicomponent mass transport that is more gener-
ally valid than the one characterised by the above equations, follows on from two
historical approaches to the problem of diffusion. The first is due to the work of Fick
(1855a,b), who developed mathematical expressions for diffusion based on Thomas Gra-
ham’s (1833, 1850) experimental work in binary gas and liquid mixtures, and the second
due to the work of Maxwell (1860, 1866, 1868) and Stefan (1871). Maxwell developed
equations for diffusion in binary dilute gas mixtures, while Stefan extended Maxwell’s
work to multicomponent dilute gas mixtures. The theory of linear irreversible thermo-
dynamics pioneered by Onsager (1931a,b), provides the support necessary to extend
these two historical approaches to a macroscopic description of mass transport in an
n-component (i.e. n-species) system.
This yields the generalized Fick equations (Bird, Stewart & Lightfoot 2002, Onsager
1945, Taylor & Krishna 1993), which, for an isothermal system, can be written in the
form,
ji = ρi (vi − v) = −ρi
n∑
j=1
cRTαij
ρiρj
dj = −ρi
n∑
j=1
Dijdj (i = 1, 2, 3, . . . , n), (2.13)
and the generalised Maxwell-Stefan equations (Bird et al. 2002, Taylor & Krishna 1993),
which, again assuming an isothermal system, can be written,
di = −
n∑
j=1
j 6=i
χiχj
ij
(vi − vj) (i = 1, 2, 3, . . . , n). (2.14)
Details of the development of the above equations are given in the following section.
Here ji (kg m
−2 s−1) is the molecular mass flux of species i defined relative to the mass
average velocity of the system, v (m s−1), ρi (kg m
−3) is the mass density of species i,
c (mol m−3) is the total molar concentration, αij are the “Onsager phenomenological
coefficients”, Dij (m
2 s−1) are Fickian multicomponent diffusivities, di (m
−1) is the dif-
fusional driving force acting on species i, χi is the mole fraction of species i, ij (m
2 s−1)
are Maxwell-Stefan diffusivities and vi (m s
−1) is the velocity of species i. Note that
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Equation (2.14) defines n(n− 1)/2 independent transport parameters, ij , since it can
be shown that these diffusivities can be taken to be symmetric (i.e. ij = ji) (Curtiss
& Bird 1999, Hirschfelder, Curtiss & Bird 1964) and ii is not defined.
Equations (2.14) can be obtained from (2.13) via an inversion process (and vice-versa),
with the Fick form expressing molecular flux as a linear combination of diffusional
forces and the Maxwell-Stefan form expressing the diffusional driving force as a linear
combination of the molecular fluxes. As such, the Fickian diffusivities Dij can be written
in terms of the Maxwell-Stefan diffusivities ij and vice-versa (Bird et al. 2002, Curtiss
& Bird 1999).
Before the work of Lightfoot et al. (1962), the Maxwell-Stefan equations were only
applicable to describing transport in gases. Lightfoot et al. derived a generalised
Maxwell-Stefan system applicable to mass transport in liquids, and compared solutions
of this model to experimental results. They found, in the two examples examined, that
the Maxwell-Stefan diffusivities (which are related to the phenomenological coefficients),
were not strongly dependent on concentration. Lightfoot et al. (1962) showed that
Maxwell-Stefan equations are applicable in multicomponent liquids and since that time
both formulations have been used in the analysis of diffusion in electrolyte solutions
(e.g. Graham & Dranoff 1982, Leaist & Lyons 1980, Miller 1967, Newman 1967, 1991,
Newman, Bennion & Tobias 1965, Newman & Chapman 1973, Pinto & Graham 1986,
1987, Schonert 1984).
Much of the work done on modelling transport within electrochemical systems is based
on the pioneering work of Newman and coworkers (Newman 1967, 1991, Newman et al.
1965, Newman & Chapman 1973, Newman & Tobias 1962). Newman (1991) consid-
ered concentrated transport through the use of multicomponent equations which use
the electrochemical potential as the driving force for diffusion. An electroneutrality
assumption is applied in order to eliminate a solute species from the model and a mod-
ified Ohm’s law is used to obtain the current density from the electrostatic potential.
In a bulk electrolyte solution this is a perfectly valid assumption to make. However, at
electrochemical interfaces where an electric double layer forms due to the preference of
some ions to be close to the solid (which depending on the electrolyte concentration,
can typically range in width from 0.3 nm to 10 nm (Bard & Faulkner 1980)), local
electroneutrality does not hold. Many modern thin film electrochemical devices such
as DSCs and Li-ion batteries are nanoporous (Dargaville & Farrell 2010, O’Reagan &
Gra¨tzel 1991, Pereira, Dupont, Tarascon, Klein & Amatuccia 2003), and in such struc-
tures the double layer region may be significant in relation to the pore diameter (Psaltis
& Farrell 2011). In this work we wish to be able to account for this, and as such we do
not wish to apply an electroneutrality assumption.
Taylor & Krishna (1993) also consider transport in electrolyte solutions, from a gener-
alised development of the Maxwell-Stefan equations. They assume an isobaric system
with electroneutrality everywhere, and outline the inversion process for obtaining the
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generalised Fickian diffusion equations from the Maxwell-Stefan equations. In addition,
they show how the Maxwell-Stefan equations reduce to the Nernst-Planck equations for
infinitely dilute solutions.
Cussler (2008) has written an excellent book on diffusive transport in fluids, in which
he includes a section on multicomponent transport. Cussler notes that a multicompo-
nent approach to transport modelling may be motivated in systems containing solutes
of very different sizes/molecular weights and/or concentrated electrolytes. This is ob-
tained from his previous work (Cussler 1976), where he gives four empirical rules for
determining if multicomponent diffusion is important. For solutes of very different
sizes, Cussler (1976) defines large multicomponent effects as systems in which the cross
diffusion coefficients are a significant fraction of the main diffusion coefficient. The
electrolytes we are considering in this work are concentrated solutions, and moreover,
the molecular weight of I− is approximately twenty times that of Li+ , with I−3 being
even larger (Lide 2010). These two factors lead us to believe that the multicomponent
effects may be important.
Lito & Silva (2008) have compared the use of Maxwell-Stefan and Nernst-Planck equa-
tions for modelling the transport processes associated with ion exchange in microporous
materials, with a typical pore width of 0.3 to 0.4 nm. These authors assume no net
current flow and electroneutrality. However, they only deal with a dilute binary elec-
trolyte, which is a perfect candidate for using the Nernst-Planck equations. Thus, it
is not surprising that they found there was no difference between the Maxwell-Stefan
and Nernst-Planck equations for the system that they modelled.
Graham & Dranoff (1982), and Pinto & Graham (1987) considered modelling the dif-
fusion of charges in ion exchange resins. These resins typically have a high ionic con-
centration (3 to 4 M), and as such, significant multicomponent interactions may occur,
making them an excellent candidate for treatment with multicomponent equations.
These authors found that in order for Nernst-Planck based models to successfully sim-
ulate these materials, the effective diffusion coefficients must be chosen so as to give the
“best-fit” to the experimental data (Graham & Dranoff 1982). Additionally, they found
these fitted diffusion coefficients to vary greatly with solution composition and types
of other ions present (Graham & Dranoff 1982), thus implying that ionic interactions,
not accounted for in the Nernst-Planck equations, are important in these systems.
A common theme amongst this previous work is the fact that an assumption of local
electroneutrality is made. In the vast majority of cases, this assumption is valid, as local
electroneutrality holds in all regions outside of the electric double layer. However, when
considering the mathematical modelling of nanoscale devices, it is unclear whether this
assumption remains valid. The double layer may extend into a significant portion of
the domain and this should be accounted for. Hence, in this work we do not make an
assumption of local electroneutrality and attempt to account for the non-electrically
neutral double layer.
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The fact that we are considering charge transport in nanoscale devices introduces the
question as to whether continuum equations remain valid on such a small size scale.
We wish to write down continuum equations, because ultimately we are interested in
producing full device models. There exist a number of examples of the application
of continuum models to transport in nanoporous media (see for example, Ferber &
Luther 2001, Penny, Farrell & Will 2008, Roy, Raju, Chuang, Cruden & Meyyappan
2003, Wolfram, Burger & Siwy 2010), suggesting that their use is widely accepted. In
this work we incorporate microscopic behaviour through the calculation of transport
parameters, thus allowing us to integrate particle scale dynamics into our continuum
model. As it is infeasible to develop full device models based solely on microscopic
models (Roy et al. 2003), this hybrid approach has the advantage of computational
efficiency.
Additionally, we can consider the mean free path length of the diffusing molecules,
which is the average distance a molecule travels between successive collisions (Bird
et al. 2002). In liquids, the mean free path is typically on the order of angstroms
(Ben`ıtez 2009, Cussler 2008), and as a result diffusion inside the pores is typically due
to ordinary molecular diffusion only (Ben`ıtez 2009).
Furthermore, there is evidence to suggest that provided the pore width is not too
small (∼ 10 molecular diameters) (Travis, Todd & Evans 1997), continuum equations
adequately predict the behaviour of fluids within nanopores. In this work, we are
concerned with developing pore-scale equations, where the pores are typically on the
order of 10 to 20 nm in width, which is greater than 10 molecular diameters of the
species we shall consider. For these reasons, we are confident in the application of
continuum equations to this work.
When considering transport in nanopores, the effect of electroosmosis may need to be
accounted for. Electroosmosis can be considered as the motion of a liquid, relative to a
fixed charge surface, caused by an electric field (Kuhn & Hoffstetter-Kuhn 1993). When
an electric field, acting in the direction parallel to the pore wall, is applied to the liquid,
the mobile charges in the diffuse region of the double layer migrate under this electric
field. This causes them to impart a momentum on adjacent layers of liquid through
viscous effects (Ghosal 2004), which leads to bulk movement of the solvent (Camilleri
1993). The resulting velocity profile of the solution is flat across the width of the pore,
and varies only in the double layer region near the pore wall (Camilleri 1993, Kuhn
& Hoffstetter-Kuhn 1993). This is generally referred to as plug-like flow (Camilleri
1993, Kuhn & Hoffstetter-Kuhn 1993), as opposed to the parabolic flow exhibited by
pressure-driven systems (Kuhn & Hoffstetter-Kuhn 1993).
In this work, we do not specifically consider the effect of electroosmosis. However, we
note that the Maxwell-Stefan equations consider all of the interactions between species,
by accounting for the friction forces that exist between them (Taylor & Krishna 1993),
and include diffusivities that can be considered as inverse drag or friction coefficients
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(Newman & Thomas-Alyea 2004, Taylor & Krishna 1993). Therefore, the Maxwell-
Stefan equations may inherently account for electroosmotic flow, when the ionic species
migrate under the effect of an applied electric field. Thus, we believe that our Maxwell-
Stefan models have the capability of resolving electroosmotic effects. Furthermore, we
do not consider the application of an electric field in a direction parallel to the pore
walls, due to the physical scenarios considered in this work, which will be discussed
in later chapters. In our one dimensional models (Chapter 3), we are concerned with
charge transport only orthogonal to the pore walls. In two dimensions (discussed in
Chapter 5), we specify an electric field orthogonal to the pore walls, which we allow
to vary with time, to obtain motion parallel to the pore walls. For these reasons, we
will not observe the type of flow fields that are characteristic of electroosmotic flow.
However, we note that our model is capable of predicting any non-zero flow field.
We now examine the development of the Maxwell-Stefan equations for charge transport
in multicomponent electrolyte solutions. To do this, we follow the work of Curtiss &
Bird (1999), together with Bird et al. (2002) and Taylor & Krishna (1993). The text
by Bird et al. (2002) provides an in-depth discussion of the formulation of the driving
forces, based on the theory of linear irreversible thermodynamics and the work by
Curtiss & Bird (1999). Taylor & Krishna (1993) provide a convenient explanation of
the interactions between species in a solution, by considering molecules as rigid spheres,
and examining the collisions and friction forces that occur between pairs of molecules.
These friction forces must be balanced with the driving forces in the system.
2.2.3 Development of the Multicomponent Equations
We now consider the derivation of the multicomponent equations for charge transport
in an electrolyte solution. For full details of the derivation, please see Appendix A.
To begin development of the transport equations for a multicomponent fluid, we first
consider Jaumann’s balance of entropy (Bird et al. 2002), namely,
ρ
DSˆ
Dt
= − (∇·s) + gs, (2.15)
where ρ (kg m−3) is the total density, Sˆ (J K−1 kg−1) is the entropy per unit mass of a
multicomponent fluid, s is the flux of entropy (J K−1m−2 s−1), and gs (J K
−1m−3 s−1)
is the rate of entropy production per unit volume. Then, assuming that we can apply
the equations of equilibrium thermodynamics (the so called “quasi-equilibrium postu-
late”) (Bird et al. 2002), we introduce the Gibbs fundamental equation (Kuiken 1994),
namely,
dUˆ = TdSˆ − pdVˆ +
n∑
j=1
(
G¯j
Mj
)
dωj, (2.16)
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where Uˆ (J kg−1) is the internal energy per unit mass, T (K) is the temperature, p
(kg m−1 s−2) is the pressure, Vˆ (m3 kg−1) is the volume per unit mass, G¯j (J mol
−1) is
the partial molar Gibbs free energy of species j, Mj (kg mol
−1) is the molecular weight
of species j, and ωj is the mass fraction of species j, given by,
ωj =
ρj
ρ
. (2.17)
Here, ρj (kg m
−3) is the density of species j.
Next, we need to introduce the concept of a reference velocity. A reference velocity is a
velocity characteristic of the velocity of the bulk fluid (Newman 1991). As diffusion can
be considered as the movement of species relative to the bulk fluid (Newman 1991), we
must reference the diffusive flux to a reference velocity. In the first instance, we shall
consider a mass average reference velocity, v (m s−1) (Bird et al. 2002) given by,
v =
n∑
i=1
ωivi, (2.18)
where vi (m s
−1) is the average velocity of species i. The mass flux of a species i, ji
(kg m−2 s−1), relative to the mass average velocity, is thus given by (Bird et al. 2002),
ji = ρi(vi − v). (2.19)
In addition, we note that with our choice of a mass average velocity, defined by (2.18),
and mass flux defined by (2.19), we have that,
n∑
i=1
ji = 0, (2.20)
and therefore there are only n−1 independent fluxes, for an n component system. This
fact will become important further below.
Using the assumption of local equilibrium (Kuiken 1994), and applying this assumption
to a fluid moving at the mass average velocity, Equation (2.16) can be expressed in terms
of the material derivative, namely,
ρ
DSˆ
Dt
=
ρ
T
DUˆ
Dt
− p
ρT
Dρ
Dt
− ρ
T
n∑
j=1
(
G¯j
Mj
)
Dωj
Dt
, (2.21)
where t (s) is time.
Next, we introduce conservation equations for specific internal energy, Uˆ , total density,
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ρ, and species mass fraction ωi, given by (Bird et al. 2002),
ρ
DUˆ
Dt
= −(∇·q)− (pi :∇v) +
n∑
j=1
jj · gj , (2.22)
Dρ
Dt
= −ρ(∇·v), (2.23)
ρ
Dωi
Dt
= −(∇·ji) + ri, (2.24)
where q (J m−2 s−1) is the heat flux, pi (kg m−1 s−2) is the molecular momentum flux,
gj (m s
−2) is the external force per unit mass acting on species j, and ri (kg m
−3 s−1) is
the production of species i by chemical reactions. Substituting Equations (2.21), (2.22),
(2.23), and (2.24) into Equation (2.15), we can obtain expressions for the entropy flux,
s, and entropy production, gs (Bird et al. 2002), namely,
s =
1
T

q− n∑
j=1
G¯j
Mj
jj

 , (2.25)
and
gs = −
(
q·
1
T 2
∇T
)
−
n∑
i=1
(
ji ·
[
∇
(
1
T
G¯i
Mi
)
− 1
T
gi
])
−
(
τ :
1
T
∇v
)
−
n∑
i=1
1
T
G¯i
Mi
ri,
(2.26)
respectively. Here, τ (kg m−1 s−2) represents the viscous force per unit area acting
on the fluid. To proceed, we introduce the Gibbs-Duhem equation in the entropy
representation (Curtiss & Bird 1999) (obtained by considering entropy as a function of
internal energy, volume, and number of moles (Rao 2003)), namely,
Ud
(
1
T
)
+ V d
( p
T
)
−
n∑
j=1
Njd
(
G¯j
T
)
= 0, (2.27)
where U (J) is the total internal energy, V (m3) is the total volume, Nj (mol) is the
number of moles of species j and d is the differential operator. Dividing through by the
volume, and introducing the thermodynamic relationships involving enthalpy, H (J),
namely,
H = U + pV, (2.28)
and partial molar enthalpy, H¯ (J mol−1), namely,
H =
n∑
j=1
NjH¯j, (2.29)
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Equation (2.27) may be rewritten as (Curtiss & Bird 1999),
n∑
j=1
ρj∇
(
1
T
G¯j
Mj
)
− 1
T
∇p+
n∑
j=1
ρj
H¯j
Mj
1
T 2
∇T = 0. (2.30)
At constant temperature, Equation (2.30) becomes,
n∑
j=1
ρj∇
(
G¯j
Mj
)
−∇p = 0. (2.31)
We now return to Equation (2.26), and note that the second term on the right-hand-
side of this equation describes the contributions made by the mass flux of individual
species within the multicomponent fluid, to the rate of entropy production within the
fluid per unit volume. Our aim here is to recast this term into a scalar product of the
individual species mass flux vectors, ji, and a force vector, di (m
−1), that describes
the diffusional driving forces on species i that lead to the mass flux of that species.
The value of this exercise is that it will allow us to determine the exact form of these
force vectors. As noted earlier, due to our choice of reference velocity there are n − 1
independent mass flux vectors, hence we require n−1 independent driving force vectors
for the dimensionality of our scalar product to be consistent. Thus, for this to hold, we
must have,
n∑
i=1
di = 0. (2.32)
To develop our driving force vector di in Equation (2.26), we will add terms to Equa-
tion (2.26) such that its value remains unchanged. To guide us in the type of terms to
add, we consider the Gibbs-Duhem Equation (2.30). Specifically, ignoring viscous terms
through Curie’s symmetry principle (Kuiken 1994), and reaction terms, we rewrite
Equation (2.26) as,
gs = −
(
q·
1
T 2
∇T
)
−
n∑
i=1
(
ji
ρi
·
[
ρi∇
(
1
T
G¯i
Mi
)
− ρi
ρ
1
T
∇p
+ρi
H¯i
Mi
1
T 2
∇T − ρi H¯i
Mi
1
T 2
∇T − 1
T
ρigi +
1
T
ρi
ρ
n∑
j=1
ρjgj



 .
(2.33)
We note that the terms,
1
ρ
1
T
∇p, (2.34)
and
1
T
1
ρ
n∑
j=1
ρjgj . (2.35)
are both invariant under a summation over the number of species. Given this and
Equation (2.20), it is then apparent that the sum over the number of species of the
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scalar product of these terms and ji will not contribute to gs. In addition, we note that
the term,
H¯i
Mi
1
T 2
∇T, (2.36)
is both added and subtracted and hence this inclusion will also not contribute anything
to gs.
Rearranging Equation (2.33), we have that,
gs = −
(
q·
1
T 2
∇T −
n∑
i=1
H¯i
Mi
ji ·
[
1
T 2
∇T
])
−
n∑
i=1
(
ji
ρi
·
[
ρi∇
(
1
T
G¯i
Mi
)
− ρi
ρ
1
T
∇p
+ρi
H¯i
Mi
1
T 2
∇T − 1
T
ρigi +
1
T
ρi
ρ
n∑
j=1
ρjgj



 ,
(2.37)
which gives (Curtiss & Bird 1999),
gs = −
(
q(h) ·
1
T
∇lnT
)
−
n∑
i=1
(
ji
ρi
·
[
ρi∇
(
1
T
G¯i
Mi
)
− ρi
ρ
1
T
∇p
+ρi
H¯i
Mi
∇lnT − 1
T
ρigi +
1
T
ρi
ρ
n∑
j=1
ρjgj



 ,
(2.38)
where,
q(h) = q−
n∑
k=1
H¯k
Mk
jk. (2.39)
By noting the form of the second term on the right-hand-side of Equation (2.38), we
may now define our set of diffusional driving forces, di, such that,
cRT
ρi
di = T ∇
(
1
T
G¯i
Mi
)
+
H¯i
Mi
∇lnT − 1
ρ
∇p− gi + 1
ρ
n∑
j=1
ρjgj , (2.40)
where R (J K−1mol−1) is the universal gas constant, and c (mol m−3) is given by,
c =
n∑
j=1
cj =
n∑
j=1
ρj
Mj
. (2.41)
Here cj (mol m
−3) is the molar concentration of species j. Thus, (2.38) can now be
rewritten as,
Tgs = −
(
q(h) · ∇lnT
)
−
n∑
i=1
(
ji ·
cRT
ρi
di
)
. (2.42)
To proceed we assume an isothermal system, however we note that it is possible to
continue from (2.42) (refer to Curtiss & Bird (1999) for details). Thus, Equation (2.42)
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becomes,
Tgs = −
n∑
i=1
(
ji ·
cRT
ρi
di
)
, (2.43)
where,
cRT
ρi
di =∇
(
G¯i
Mi
)
− 1
ρ
∇p− gi + 1
ρ
n∑
j=1
ρjgj. (2.44)
We now consider the sum,
cRT
n∑
i=1
di =
n∑
i=1
ρi∇
(
G¯i
Mi
)
−
n∑
i=1
ρi
ρ
∇p−
n∑
i=1
ρigi +
n∑
i=1
ρi
ρ
n∑
j=1
ρjgj . (2.45)
Due to the fact that we used the Gibbs-Duhem equation to guide the way in which
Equation (2.26) was rewritten to obtain Equation (2.33), we can now invoke the Gibbs-
Duhem equation (here we use the constant temperature form), Equation (2.31), and see
that the first two terms on the right-hand-side of (2.45) sum to give zero. Furthermore,
we note that the remaining two terms on the right-hand-side of (2.45) exactly balance
each other, since,
n∑
i=1
ρi
ρ
= 1. (2.46)
Hence, defining the di in this way ensures that Equation (2.32) is satisfied, and therefore
that the scalar product in (2.43) is consistent.
As an aside, we note that Newman (1991) considers a gradient in electrochemical po-
tential to contribute to the diffusion of chemical species. This accounts for both a
concentration gradient and an electrostatic potential gradient. In Equation (2.44) we
have obtained a more general driving force, in which we have accounted for any ex-
ternal forces that may be acting on the fluid, and forces due to pressure gradients.
If the only external forces present involved a potential gradient, as defined by Equa-
tion (2.54), the electroneutrality assumption used by Newman (1991) would eliminate
the sum of the external forces in Equation (2.44). Furthermore, Newman (1991) uses
an isobaric assumption, and applying this to Equation (2.44) we can obtain the same
form for the driving force given by Newman (1991). However, in the work in this thesis,
we do not make these assumptions, and retain the form of the driving force given in
Equation (2.44).
Equation (2.44) can be expressed as,
di =
χi
RT
∇G¯i − ωi
cRT
∇p− ρi
cRT
gj +
ωi
cRT
n∑
j=1
ρjgj. (2.47)
The partial molar free energy of species i, G¯i, is often referred to as the chemical
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potential, µi (Noggle 1996), which can be expressed as (Noggle 1996),
µi = µ


i +RT ln ai, (2.48)
where µ
i (J mol
−1) is the chemical potential of species i at a standard state and ai is
the activity of species i. Substituting Equation (2.48) into Equation (2.47), we obtain
di = χi∇ln ai +
ciV¯i
cRT
∇p− ωi
cRT
∇p− ρi
cRT
gj +
ωi
cRT
n∑
j=1
ρjgj , (2.49)
where the derivative in ∇ln ai is taken at constant temperature and pressure (Bird
et al. 2002). It would be advantageous to write the first term on the right-hand-side
of Equation (2.49) in terms of a concentration gradient. For nonideal fluids, Taylor &
Krishna (1993) show that,
χi∇ ln ai =
n−1∑
j=1
Γij∇χj (i = 1, 2, . . . , n), (2.50)
where χi is the mole fraction of species i, Γij is a thermodynamic factor for the i, j pair
and the nth species has been eliminated from the sum due to the fact that the χi sum
to unity (Taylor & Krishna 1993). The Γij are given by (Taylor & Krishna 1993),
Γij = δij + χi
∂ln γi
∂χj
∣∣∣∣
T,p,χl(l=1...n−1,l 6=j)
, (2.51)
where δij is the Kronecker delta (1 if i = j and 0 if i 6= j) and γi is an appropriate
activity coefficient for species i. We note that for an ideal mixture, γi = 1, which means
that the only nonzero Γij are equal to unity and Equation (2.50) is identically satisfied.
For nonideal mixtures, however, we see from Equation (2.51) that in order for Γij to
be determined we require measurements of the activity of species i as a function of the
concentration of species j.
There is a limiting situation where the application of Equation (2.51) is more readily
achievable in electrolyte solutions. This is when the electrolyte can be treated as a
two component mixture (i.e. n = 2). This can be done for a binary electrolyte (where
n = 3) if we apply an assumption of local electroneutrality since then ξ1 ion(s) of species
1 will be associated with ξ2 ion(s) of species 2 at all points in the solution. Here ξi is the
number of ions of species i formed from the dissociation of one molecule of electrolyte.
Noting this, and following Newman and coworkers (Newman 1991, Newman et al. 1965,
Newman & Chapman 1973), for a binary electrolyte we may write that,
Γ =
(
1 +
∂ln γ12
∂lnm
)
. (2.52)
Here γ12 is the mean molal activity coefficient of the electrolyte and m (mol kg
−1
solvent)
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is the molality of the electrolyte defined by,
m =
m1
ξ1
=
m2
ξ2
, (2.53)
where m1 (mol kg
−1
solvent) and m2 (mol kg
−1
solvent) are the molalities of species 1 and 2,
respectively. We note that Equation (2.53) infers the condition of local electroneutrality.
Chapman (1967) gives Γ and accompanying ij data (determined under the same
simplifying assumptions that apply to Γ) for a number of binary electrolyte solutions.
Data such as these are extremely rare for electrolyte systems. In Chapter 3 we shall
utilise these data in a one-dimensional charge transport model for a binary electrolyte.
In an electrolyte system, assuming the effects of gravity are negligible, the only external
force we are concerned with is that due to electrostatic potential. Thus, recalling that
gi is a force per unit mass, we introduce external forces of the form,
gi = −ziF
Mi
∇Φ, (2.54)
where zi is the valency of species i. Substituting Equation (2.54) into Equation (2.49),
we obtain,
di = χi∇ln ai +
1
cRT
(ciV¯i − ωi)∇p+ ciziF
cRT
∇Φ− ωiF
cRT
n∑
j=1
cjzj∇Φ. (2.55)
We now apply the linearity postulate (Bird et al. 2002), which states that the fluxes in
the system may be expressed as a linear combination of the forces, to express the mass
flux in terms of the driving forces, namely (Curtiss & Bird 1999),
ji = −ρi
n∑
j=1
cRTαij
ρiρj
dj, (2.56)
where αij are phenomenological coefficients (Bird et al. 2002), and are symmetric ac-
cording to the Onsager reciprocal relations (Bird et al. 2002, Haase 1969, Hirschfelder
et al. 1964). The linearity postulate is one of the fundamental postulates of irreversible
thermodynamics (Verros 2007, Verros & Giovannopoulos 2009), and comes from a Tay-
lor series expansion of the flux in terms of the forces.
Inverting Equation (2.56) (see Bird et al. (2002), Curtiss & Bird (1999) for details) to
obtain an expression for the driving forces, we can arrive at what are known as the
generalised Maxwell-Stefan equations (Bird et al. 2002), namely,
di = −
n∑
j=1
χiχj
ij
(
ji
ρi
− jj
ρj
)
, (2.57)
where χi is the mole fraction of species i.
24 Chapter 2. Background
Due to Onsager’s reciprocal relations, it can be shown (Curtiss & Bird 1999, Hirschfelder
et al. 1964) that the Maxwell-Stefan diffusivities in Equation (2.57) are symmetric, that
is,
ij = ji. (2.58)
The Maxwell-Stefan diffusivities can be considered to be the inverse of the friction
coefficients, Kij (J s cm
−1), introduced by Newman (1991), which express the inter-
actions between molecules of different species. In Equation (2.57), the mass fluxes
are referenced to the mass average velocity, as per Equation (2.19). Thus, we may
rewrite Equation (2.57) in terms of the species velocity, vi and vj for species i and j
respectively, to obtain (Taylor & Krishna 1993),
di = −
n∑
j=1
χiχj(vi − vj)
ij
. (2.59)
This indicates that the driving force is always independent of the reference velocity that
is used in the definition of the mass flux. Hence, we may choose any reference frame
we desire for our system. This will be investigated further below.
We are now in a position to obtain forms for the flux of each species in our n-component
electrolyte solution. We shall consider molar flux, as we are concerned with concentra-
tions of chemical species. In the first instance, we shall consider the molar diffusive flux
to be relative to the molar average velocity of the electrolyte. This will be followed by a
molar diffusive flux defined relative to the solvent velocity. This will demonstrate that
we are able to choose alternative frames of reference for defining diffusion in our system.
The final expressions we obtain will differ in the form of the diffusion coefficients.
We define the molar flux of species i relative to the molar average velocity, J∗i (mol m
−2 s−1),
as (Taylor & Krishna 1993)
J∗i = ci(vi − v∗), (i = 1, 2 . . . , n), (2.60)
where v∗ (m s−1) is the molar average velocity, given by (Taylor & Krishna 1993),
v∗ =
n∑
i=1
χivi. (2.61)
This choice of average velocity has the property that,
n∑
i=1
J∗i = 0. (2.62)
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Thus, Equation (2.59) becomes,
cdi = −
n∑
j=1
j 6=i
1
ij
(
χjJ
∗
i − χiJ∗j
)
, (i = 1, 2 . . . , n). (2.63)
Next, noting Equation (2.62), we are able to express one of the fluxes, J∗n say, where n
is the solvent, in terms of all the other fluxes, such that,
J∗n = −
n−1∑
j=1
J∗j . (2.64)
We can rewrite Equation (2.63) as,
cdi = −


n∑
j=1
j 6=i
χj
ij

J∗i +


n−1∑
j=1
j 6=i
1
ij
J∗j

χi + χi
ij
J∗n, (i = 1, 2 . . . , n− 1), (2.65)
and substituting Equation (2.64) into Equation (2.65) gives,
cdi = −


n∑
j=1
j 6=i
χj
ij

J∗i +


n−1∑
j=1
j 6=i
1
ij
J∗j

χi − χi
in
n−1∑
j=1
J∗j , (i = 1, 2 . . . , n− 1). (2.66)
Thus, we can express Equation (2.66) in the form,
cdi = −AiiJ∗i −
n−1∑
j=1
AijJ
∗
j , (i = 1, 2 . . . , n− 1), (2.67)
where
Aii =
χi
in
+
n∑
j=1
j 6=i
χj
ij
and Aij = −χi
(
1
ij
− 1
in
)
. (2.68)
Note that the form given by Equations (2.67) and (2.68) no longer depends on the flux
of the solvent species. Furthermore, Equations (2.67) and (2.68) do not apply for the
solvent species (i = n).
By realising Equation (2.67) represents a (n−1)× (n−1) matrix system, we can invert
the matrix to obtain an expression for the molar flux of species i. Note that without
the linear dependence of the fluxes and driving forces, which allows us to remove an
equation from the system, inversion of Equation (2.63) is not possible, as it can be
shown that due to Equation (2.58), the resulting matrix is singular. Importantly, we
note that we may choose any flux form that allows us to easily evaluate one of the
species fluxes. For instance, the molar flux, Ji (mol m
−2 s−1), relative to the solvent
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velocity, v0 (m s−1), is defined as,
Ji = ci(vi − v0). (2.69)
This indicates that the solvent molar flux, Jn, is identically zero, allowing the solvent
flux equation to be removed from the matrix system.
With the solvent reference frame such that Jn = 0, Equation (2.59) becomes,
cdi = −
n∑
j=1
j 6=i
1
ij
(χjJi − χiJj) . (2.70)
Expressing Equation (2.70) in a similar form as Equation (2.67), we obtain,
cdi = −A0iiJi −
n−1∑
j=1
j 6=i
A0ijJj , (i = 1, 2 . . . , n− 1), (2.71)
where
A0ii =
n−1∑
j=1
j 6=i
χj
ij
and A0ij =
−χi
ij
. (2.72)
Inversion of the generalised Maxwell-Stefan equations, Equations (2.67) and (2.71),
gives the generalised Fickian form,
J∗i = −c
n−1∑
j=1
Dijdj, (2.73)
and
Ji = −c
n−1∑
j=1
D0ijdj , (2.74)
respectively, where the Dij and D0ij are Fickian multicomponent diffusivities, which
are functions of the concentrations of chemical species, and involve the Maxwell-Stefan
diffusivities. Their form differs due to the reference frame used to define the molar flux.
Table 2.1 gives the functional forms for Dij for a binary electrolyte, while Table 2.2
gives the forms for the D0ij .
The combined molar flux of species i, N∗i or Ni (molm
−2 s−1), is then the sum of the
diffusive (or molecular) flux and the convective flux (due to the average velocity of the
mixture), namely,
N∗i = J
∗
i + civ
∗, (2.75)
and
Ni = Ji + civ
0, (2.76)
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Table 2.1 Table of functional form of the multicomponent diffusivities for a binary electrolyte, relative
to the molar average velocity.
D11 = 13 [(χ2 + χ3)12 + χ123]
∆
D12 = χ123(13 −12)
∆
D21 = −χ213(12 −23)
∆
D22 = 23 [(χ1 + χ3)12 + χ213]
∆
∆ = (χ1 + χ2 + χ3)(χ312 + χ213 + χ123)
Table 2.2 Table of functional form of the multicomponent diffusivities for a binary electrolyte, relative
to the solvent velocity.
D011 =
13 [χ312 + χ123]
∆
D012 =
χ11323
∆
D021 =
χ21323
∆
D022 =
23 [χ312 + χ213]
∆
∆ = χ3(χ123 + χ213 + χ312)
Equations (2.75) and (2.76) can be used as the basis for a multicomponent charge
transport model. In Chapter 3 we shall consider specific modelling examples using
each of these forms.
2.3 Summary
In this chapter we have provided the required background information for the develop-
ment of charge transport models in electrolyte solutions. We have provided an in-depth
development of the multicomponent flux expressions based on the Maxwell-Stefan equa-
tions, and discussed the derivation of the Nernst-Planck equations, from dilute solution
theory. Furthermore, we have provided justification for the use of continuum models in
nanoscale devices. In Chapter 3, we apply the theory investigated in this chapter to a
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binary and ternary electrolyte system, and provide a comparison between the Maxwell-
Stefan and Nernst-Planck approaches to charge transport in electrolyte solutions.
CHAPTER 3
One-Dimensional Charge Transport Model
This chapter explores the development of one-dimensional charge transport models for
liquid electrolytes. We shall examine two of the typical modelling approaches used. The
first, based on Nernst-Planck equations, is developed from dilute solution theory (Bard
& Faulkner 1980, Cussler 2008, Newman & Thomas-Alyea 2004). The second approach
allows for the behaviour of highly concentrated multicomponent solutions, and is based
on the Maxwell-Stefan equations (Cussler 2008, Krishna & Wesselingh 1997) discussed
in Chapter 2.
We aim to compare the concentration profiles predicted by these two approaches, to
ascertain whether or not significantly different solution behaviour is obtained. It is
believed that due to the multicomponent nature of electrolyte solutions, a model based
on the Maxwell-Stefan equations is more suitable for describing charge transport.
To perform this comparison, we choose two specific electrolyte solutions. A binary elec-
trolyte (ternary solution) containing Li+ ions and Cl−ions in water, and the electrolyte
traditionally found in dye-sensitised solar cells (DSCs), a ternary electrolyte containing
Li+ , I− and I−3 ions, with Acetonitrile as the solvent.
3.1 A Binary Electrolyte (3-component) Model
3.1.1 Model Development
In order to further investigate the multicomponent mass flux defined in Equation (2.75)
we will now develop a mass transfer model based on this flux. Specifically, let us consider
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a cell in which two ideally-polarizable metal electrodes are submerged in a quiescent
bath of binary electrolyte solution consisting of counter ions, 1 and 2, and a neutral
solvent species, 3, initially at equilibrium. This is shown in Fig. 3.1.
V
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
Metal IPE
L
Figure 3.1 Diagram of the simplified modelling scenario used to perform a comparison between the
Maxwell-Stefan and Nernst-Planck equations. It consists of a bath of a binary electrolyte, with two
metallic ideally-polarizable electrodes. A voltage, V , is applied across the cell.
We assume that the electrodes are separated by a distance, L (m), and that at time, t =
0 (s), we apply a constant potential difference, V (V), between them, and examine the
transient behaviour of the electrolyte. Furthermore, we assume that charge transport
is one-dimensional (normal to the electrode surfaces) and that there is no transfer of
charge at the metal/electrolyte interfaces (i.e. there is no appreciable passage of current
in the steady state). Additionally, we neglect any effect that specific adsorption may
have. By neglecting specific adsorption, we assume the bulk thermodynamic model
which relates concentration to activity (given by Equation (3.2) below) is valid at all
points, including the interface. We acknowledge that this will not necessarily be true,
however it is an avenue of future investigation. By neglecting specific adsorption, the
concentrations predicted at the interface will be affected. Nevertheless, we do not
expect the behaviour observed in the electrolyte concentrations (presented later in this
Chapter) to be significantly altered.
These assumptions allow us to focus on evaluating the multicomponent charge trans-
port aspects of this system without the added complications of reaction chemistry,
porous geometry and electrokinetic effects. We acknowledge that complicating effects
such as these often need to be accounted for in real electrochemical and photoelectro-
chemical systems, however, notwithstanding this, our simplified system lies at the heart
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of understanding liquid phase charge transport in saturated, electrochemically active,
porous media. Our aim therefore is to predict the transient concentration and potential
responses of this simplified system until a steady state is reached.
Maxwell-Stefan Model
Recall from Chapter 2 the form of the driving forces given by Equation (2.55), namely,
di = χi∇ln ai +
1
cRT
(ciV¯i − ωi)∇p+ ciziF
cRT
∇Φ− ωiF
cRT
n∑
j=1
cjzj∇Φ. (3.1)
In order to utilise the Γ data provided by Chapman (1967) we will assume that the
first term on the right-hand-side of Equation (3.1) can be written as (Taylor & Krishna
1993),
χi∇ ln ai = Γ∇χi, (i = 1, 2, . . . , n). (3.2)
This assumption is valid in all regions except the electric double layer, which exists
within a few nanometers of the electrode/electrolyte interfaces (since local electroneu-
trality does not apply in the double layer) (Newman & Thomas-Alyea 2004). Whilst
we appreciate this fact, we do note that the simulation of mass transport in multicom-
ponent electrolyte solutions, especially in regions where local electroneutrality does not
apply, is limited by our ability to obtain appropriate Γij and ij values. Thus, since
the Γij in Equation (2.50) are not readily available for electrolyte solutions we adopt
Equation (3.2) as a feasible alternative to Equation (2.50). In addition, our model will
use the ij data provided by Chapman that is consistent with the Γ in Equation (3.2).
We do this only in an attempt to account for the nonideality of the electrolyte solution
and the explicit adoption of local electroneutrality will only be applied to the Γ and
ij terms in our model formulation.
Substituting Equation (3.2) into Equation (3.1) and assuming an isobaric system, we
obtain,
di = Γ∇χi +
ciziF
cRT
∇Φ− ωiF
cRT
n∑
j=1
cjzj∇Φ. (3.3)
Note that in Section 3.2, we must be more careful with the assumption of an isobaric
system. This is due to the fact that we make an assumption of mechanical equilibrium,
and if we do not wish to impose a condition of local electroneutrality, our system cannot
be isobaric. This will be discussed further in Section 3.2.
We are now in a position to formulate our multicomponent charge transport model for
a binary electrolyte. In Chapter 2 it was shown that the diffusive molar flux, relative
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to the molar average velocity, is given by,
J∗i = −c
n−1∑
j=1
Dijdj. (3.4)
Thus, the one-dimensional conservation equations for a 3-component system become,
∂c1
∂t
+
∂
∂x
(c1v
∗ + J∗1 ) = 0, (3.5)
∂c2
∂t
+
∂
∂x
(c2v
∗ + J∗2 ) = 0, (3.6)
and
∂c3
∂t
+
∂
∂x
(c3v
∗ + J∗3 ) = 0, (3.7)
where
J∗1 =−D11
{
Γ
∂c1
∂x
+
F
RT
[z1c1 − ω1(z1c1 + z2c2)] ∂Φ
∂x
}
−D12
{
Γ
∂c2
∂x
+
F
RT
[z2c2 − ω2(z1c1 + z2c2)] ∂Φ
∂x
}
, (3.8)
J∗2 =−D21
{
Γ
∂c1
∂x
+
F
RT
[z1c1 − ω1(z1c1 + z2c2)] ∂Φ
∂x
}
−D22
{
Γ
∂c2
∂x
+
F
RT
[z2c2 − ω2(z1c1 + z2c2)] ∂Φ
∂x
}
, (3.9)
and
J∗3 = −J∗1 − J∗2 . (3.10)
Here x (m) is the spatial coordinate, t (s) is time, ci = ci(x, t), Φ = Φ(x, t) , v
∗(x, t) =
v∗ · xˆ and J∗(x, t) = J∗ · xˆ, where xˆ is the unit vector in the positive x direction.
In addition, the diffusivities in Equations (3.8) and (3.9) will have functional forms
identical to those given in Table 2.1. These functional forms are obtained from the
inversion of the multicomponent Maxwell-Stefan equations, shown in Chapter 2.
The electrostatic potential, Φ, is governed by Poisson’s equation, namely (Newman &
Thomas-Alyea 2004),
∂
∂x
(
ε
∂Φ
∂x
)
= −F (z1c1 + z2c2), (3.11)
where ε (C V−1m−1) is the permittivity of the electrolyte solution.
Assuming that the solution is incompressible, then, at all points in the domain, we have
conservation of volume of the solution. Thus,
V¯1c1 + V¯2c2 + V¯3c3 = 1, (3.12)
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where V¯i (m
3mol−1) is the partial molar volume of species i.
At each of the electrode/electrolyte interfaces (i.e. x = 0 and x = L) the flux of species
is zero, hence,
Ni(0, t)· xˆ = 0, (i = 1, 2, 3) (3.13)
and
Ni(L, t)· xˆ = 0, (i = 1, 2, 3). (3.14)
Furthermore, a constant potential difference, V , is applied across the electrodes and
hence we designate,
Φ(0, t) = V (3.15)
and
Φ(L, t) = 0. (3.16)
Initially we assume that the cell is in a state of equilibrium where local electroneutrality
applies. Thus, we have that
ci(x, 0) = c
0
i = ξic
0, (i = 1, 2) (3.17)
and from Equation (3.12),
c3(x, 0) =
1− V¯1ξ1c0 − V¯2ξ2c0
V¯3
, (3.18)
where ξi is the number of moles of species i that form from the dissociation of one mole
of electrolyte, c0 (mol m−3) is the initial volumetric concentration of electrolyte.
Equations (3.5) to (3.7), (3.11) and (3.12), with auxiliary equations (3.8) to (3.10),
boundary conditions (3.13) to (3.16) and initial conditions (3.17) and (3.18) form our
”Maxwell-Stefan model”, for the distribution of ionic species concentration, solvent con-
centration, electrostatic potential and molar average velocity in the simple cell described
above.
In the next section we will outline the procedure for solving our Maxwell-Stefan model
equations numerically. However, prior to this we introduce a ”multicomponent Nernst-
Planck model” for the same cell, against which we will benchmark the Maxwell-Stefan
model in a later section.
Nernst-Planck Model
As shown in Chapter 2, in a dilute electrolyte solution, charge transport can be modelled
through the use of the Nernst-Planck equations, each of which describes the total molar
flux, Ni (mol m
−2 s−1), of ionic species i due to bulk fluid (or solvent) motion and
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gradients in concentration and electrostatic potential; namely (Bard & Faulkner 1980,
Cussler 2008, Newman 1991, Taylor & Krishna 1993),
Ni = −Di∇ ci + ziF
RT
Dici∇Φ+ civ
0, (i = 1, 2, . . . , n). (3.19)
For a 3-component system described above, we obtain conservation equations of the
form,
∂c1
∂t
+
∂
∂x
(c1v
0 + J1) = 0, (3.20)
∂c2
∂t
+
∂
∂x
(c2v
0 + J2) = 0, (3.21)
and
∂c3
∂t
+
∂
∂x
(c3v
0) = 0, (3.22)
where
J1 = −D1∂c1
∂x
−D1Fz1
RT
c1
∂Φ
∂x
(3.23)
and
J2 = −D2∂c2
∂x
−D2Fz2
RT
c2
∂Φ
∂x
. (3.24)
The electrostatic potential, Φ, is still governed by Poisson’s equation (3.11) and our
assumption that the solution is incompressible still provides Equation (3.12). Further-
more, the boundary and initial conditions for the Nernst-Planck model are identical to
those given by Equations (3.13) to (3.18).
Thus, Equations (3.11), (3.20) to (3.22), with auxiliary equations (3.23) and (3.24),
boundary conditions (3.13) to (3.16) and initial conditions (3.17) and (3.18) form our
multicomponent Nernst-Planck model for the distribution of ionic species concentration,
solvent concentration, electrostatic potential and solvent velocity in the cell described
previously.
We now consider the numerical procedure for solving the Maxwell-Stefan and Nernst-
Planck models.
3.1.2 Numerical Solution
The generalized Maxwell-Stefan equations are a system of highly coupled, non-linear
partial differential equations. As such, it is appropriate to consider a numerical ap-
proach to solving these equations. The conservation of mass equations, for both
the Maxwell-Stefan and Nernst-Planck models, are in conservative form (Versteeg &
Malalasekera 1995), which is conducive to the application of a finite (control) volume
discretisation (Patankar 1980). In this section we shall give a brief discussion on the dis-
cretisation process by way of example. For further details on the finite volume method,
the reader is referred to the books by Patankar (1980) and Versteeg & Malalasekera
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(1995).
A number of issues have been identified when considering the numerical solution of the
systems of equations introduced in the previous section. We briefly discuss these issues
here.
Due to the fact that we are operating on such small size scales, it is important to
apply an appropriate scaling to the model equations for both the Maxwell-Stefan and
Nernst-Planck systems. The scaling applied in this work is that used by Richardson &
King (2007), and is given by Expressions (3.25), namely,
ci =
c˜i
V¯n
; Φ =
RT
F
Φ˜; x = Lx˜; t = t0t˜; v
∗ =
L
t0
v˜∗ (3.25)
The finite volume discretisation is applied to the resulting dimensionless equations.
The approach to solving for the velocity, in both the Maxwell-Stefan and Nernst-Planck
systems, requires some consideration. Within the finite volume discretisation, the ve-
locity is only ever required at the control volume faces. However, the algebraic Equa-
tion (3.12), which can be thought of as the equation for the velocity of each system, is
not conducive to evaluation at the finite volume faces due to its dependency on species
concentrations, which are solved at the node points of the finite volume stencil (see
Fig. 3.2). To address this, in our Maxwell-Stefan system, we combine Equations (3.5)
to (3.7) and (3.12) to obtain an explicit governing equation for the molar average ve-
locity, namely,
∂
∂x
[
v∗ + V¯1J1 + V¯2J2 − V¯3(J1 + J2)
]
= 0. (3.26)
Furthermore, we note that the normal component of the velocity of each species in the
electrolyte solution will be zero at the electrode/electrolyte interfaces (i.e. there is nil
penetration by the electrolyte species into either electrode). Thus we set
v∗(L, t) = 0, (3.27)
to be the boundary condition for Equation (3.26). We then solve the system of equa-
tions (3.5), (3.6), (3.11) and (3.26), with auxiliary equations (3.8) and (3.9), boundary
conditions (3.13) to (3.16) and (3.27) (with i = 1, 2 in (3.13) and (3.14)), and initial
conditions (3.17).
Similarly, for our Nernst-Planck system we combine Equations (3.20) to (3.22) and
(3.12), to obtain an explicit governing equation for the solvent velocity, namely,
∂
∂x
[
v0 + V¯1J1 + V¯2J2
]
= 0, (3.28)
with
v0(L, t) = 0. (3.29)
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We then solve the system of equations (3.11), (3.20), (3.21), and (3.28), with auxiliary
equations (3.23) and (3.24), boundary conditions (3.13) to (3.16) and (3.29) (again with
i = 1, 2 in (3.13) and (3.14)), and initial conditions (3.17).
These Maxwell-Stefan and Nernst-Planck systems of equations are now conducive to a
control volume stencil in which the concentrations and the potential are evaluated at
the node points and the velocity is evaluated at the control volume faces (which, we
recall, is where it is required).
A further possible cause of numerical problems is the existence of very large gradients
near the boundaries. It is known that within an electrical double layer, we will obtain
high concentration and potential gradients. Due to this, the mesh that we have imple-
mented our numerical solution on contains an exponential refinement capability, with
an increased number of nodes being located near the boundaries of the domain. To do
this, we first calculate a base node spacing, δxbase, which for an odd number of nodes
is given by,
δxbase =
L
2
(
1− r
1− rM−1
)
, (3.30)
where r (r 6= 1) is a parameter which determines the level of refinement, and M
is the number of the centre node, where numbering begins from the left-most node.
Equation (3.30) is derived from the sum of a geometric series (Anton 1999). We then
use a geometric progression to obtain the distances between each node, δxi , given by,
δxi = δxbaser
i, (3.31)
where i is the number of the i-th node.
A representative mesh is shown in Figure 1. The positions of the nodes are designated
with a capital subscript. The node of interest is represented by xP , xE and xW represent
the east and west neighbour nodes respectively, while the east and west control volume
faces are represented by xe and xw respectively. The distance from the current node
position, xP , to the east neighbour node at xE , is given by δxe. Similarly, the distance
to the west neighbour node is given by δxw. Note that due to the implementation of
grid refinement, δxe and δxw are not necessarily equal.
By using a grid refinement scheme such as this, we are able to reduce the variation
in the concentrations and potential across control volumes near the boundaries (and
thereby reduce errors at these points), without having to use a large number of nodes
at the interior of the domain (thus improving computational efficiency).
To discretise the one-dimensional conservation equations, Equation (3.5) for example,
we integrate over the finite volume stencil shown in Fig. 3.2, that is,
∫ xe
xw
∂c1
∂t
dx+
∫ xe
xw
∂
∂x
(c1v
∗ + J1)dx = 0. (3.32)
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Figure 3.2 Representative control volume mesh, as used in the numerical solution for this work.
We approximate the first term on the left-hand-side by using the midpoint rule applied
to the integral, which assumes that the value of c1 at the node point, xP , prevails
throughout the cell. This gives,
dc1,P
dt
+
1
VP
∫ xe
xw
∂
∂x
(c1v
∗ + J1)dx = 0, (3.33)
where c1,P is the value of c1 at xP and VP = ∆xP is the“volume”of the cell. Integrating
the second term we obtain,
dc1,P
dt
+
1
VP
[(c1v
∗ + J1)|xe − (c1v∗ + J1)|xw ] = 0, (3.34)
or, rearranging,
dc1,P
dt
+
1
VP
[(c1v
∗)e − (c1v∗)w + J1,e − J1,w] = 0, (3.35)
where the subscripts represent the east and west faces of the control volume. In solv-
ing these systems we note that there are several options for handling the advective
terms found in the conservation of mass equations; in this work we have used a first-
order upwind differencing scheme (Patankar 1980, Versteeg & Malalasekera 1995). The
advective term at the east control volume face, (c1v
∗)e, is determined as follows,
IF v∗e ≥ 0,
THEN (c1v
∗)e = c1,P v
∗
e ,
ELSE (c1v
∗)e = c1,Ev
∗
e .
To approximate the value of the diffusive flux, J1, at the control volume faces, we use
a central difference approximation for the derivative terms, namely,
∂c1
∂x
∣∣∣∣
e
≈ c1,E − c1,P
δxe
, (3.36)
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and
∂Φ
∂x
∣∣∣∣
e
≈ ΦE − ΦP
δxe
. (3.37)
To evaluate the concentrations at the control volume faces, we use the average of the
values at the adjacent nodes, due to the adjacent nodes being equidistant from the
control volume face. From the finite volume discretisation, we obtain a system of
ordinary differential equations defined at each node point. For the Maxwell-Stefan
conservation of species, we obtain dimensionless equations of the form,
dc1,P
dt
+
1
VP
[(c1v
∗)e − (c1v∗)w
−D11,e
(
Γ
c1,E − c1,P
δxe
+
[z1
2
(c1,E + c1,P )
− ω1,e
(z1
2
(c1,E + c1,P ) +
z2
2
(c2,E + c2,P )
)] ΦE − ΦP
δxe
)
+D11,w
(
Γ
c1,P − c1,W
δxw
+
[z1
2
(c1,P + c1,W )
− ω1,w
(z1
2
(c1,P + c1,W ) +
z2
2
(c2,P + c2,W )
)] ΦP −ΦW
δxw
)]
= 0. (3.38)
These differential equations can then be integrated in time, from t = tn to t = tn+1, to
obtain a system of algebraic equations. For Equation (3.38) given above, this becomes,
c
(n+1)
1,P − c(n)1,P +
θ∆t
VP
[
(c1v
∗)(n+1)e − (c1v∗)(n+1)w
−D11,e

Γc(n+1)1,E − c(n+1)1,P
δxe
+
[z1
2
(c
(n+1)
1,E + c
(n+1)
1,P )
− ω1,e
(z1
2
(c
(n+1)
1,E + c
(n+1)
1,P ) +
z2
2
(c
(n+1)
2,E + c
(n+1)
2,P )
)] Φ(n+1)E − Φ(n+1)P
δxe
)
+ . . .
]
− (1− θ)∆t
VP
[
(c1v
∗)(n)e − (c1v∗)(n)w
−D11,e

Γc(n)1,E − c(n)1,P
δxe
+
[z1
2
(c
(n)
1,E + c
(n)
1,P )
− ω1,e
(z1
2
(c
(n)
1,E + c
(n)
1,P ) +
z2
2
(c
(n)
2,E + c
(n)
2,P )
)] Φ(n)E − Φ(n)P
δxe
)
+ . . .
]
= 0, (3.39)
where ∆t = tn+1 − tn, and θ is a weighting parameter. Note that the general case is
given in Equation (3.39) for completeness. In this work we have used a fully implicit,
backward Euler scheme (Gockenbach 2011), and as such the parameter θ = 1. This
leads to a system of algebraic equations, which must be solved at each node point, and
each time step.
For the Maxwell-Stefan model, the algebraic equations will be nonlinear. Thus, to
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solve these equations (and those for the Nernst-Planck system), we have implemented
an inexact, globally convergent Newton iteration scheme (Press 2007). This involves
solving the linear system,
B· δw = −F, (3.40)
where B is an approximation of the Jacobian matrix, δw is the Newton step, and F = 0
is the non-linear function. Elements of the Jacobian are approximated by,
F(w + hei)−F(w)
h
, (3.41)
where h =
√
εmachine||w||∞ if ||w||∞ > εmachine, otherwise h =
√
εmachine, and ei is
the ith elementary vector. To solve Equation (3.40) for δw, we have used the built in
Matlab R© LU Decomposition function, combined with the backslash operator.
The Newton step is then used to update the solution,
w = (c1,1|c2,1|c3,1|Φ1|v01 | . . . |c1,N |c2,N |c3,N |ΦN |v0N )T , such that,
w(n+1) = w(n) + λδw, (3.42)
where the superscripts (n+1) and (n) denote the new and previous iterates respectively,
and λ is the line search parameter. To calculate λ, we have implemented a three point
parabolic line search scheme (Kelley 1995). The updated solution is then used for the
next Jacobian and function evaluations.
Fig. 3.3 shows the basic solution algorithm that has been used for both the Maxwell-
Stefan and Nernst-Planck equations, which has been implemented using Matlab R©. Af-
ter initially loading the parameters from a file, and setting up the required data struc-
tures, the code enters the Newton iteration loop. Within this loop, the code solves the
nonlinear equations obtained from the finite volume discretisation. The convergence
criteria is given by,
||w(n+1) −w(n)||∞ < tol, (3.43)
where tol is the desired tolerance, which can be specified for each variable. Typically,
tol ≈ O(10−7). When the solution has converged for a particular time, the converged
solution is stored, time is incremented and, if the new time is not past the set simulation
time, the code re-enters the Newton iteration loop using the most recently converged
solution as the initial guess.
An average Maxwell-Stefan simulation takes approximately 48 minutes to run, whilst an
average Nernst-Planck simulation takes approximately 38 minutes. These simulations
were executed on a standard desktop PC, with an IntelR© CoreTM2 Duo E6400 processor,
with 2 GB of RAM.
We now consider the outcomes of the numerical solutions of our Maxwell-Stefan and
Nernst-Planck model equations for the cell configuration described earlier.
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Store solution
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Figure 3.3 Flow chart showing solution algorithm
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3.1.3 Results and Discussion
For definiteness we consider that our cell contains an aqueous LiCl electrolyte solution
where, in our model equations, species 1 is designated to be Li+ , species 2 is Cl−and
species 3 is H2O. We choose LiCl because it forms stable electrolyte solutions that act
in accordance with our assumption that no reaction occurs at the electrode/electrolyte
interfaces under a fairly wide range of concentrations and applied potentials. Also, im-
portantly, LiCl is one of the electrolytes for which Γ and the ij (and their dependence
on concentration) have been measured (Chapman 1967). Furthermore, we assume that
the electrodes are separated by a distance of 20nm and that a potential difference of
0.1V is applied across them. These being representative figures for the pore width and
discharge voltage for nanoporous electrochemical systems such as dye-sensitized solar
cells. This is represented in Fig. 3.4. A list of the physical and chemical parameter
values (along with appropriate references) that were used to generate the results of this
section is given in Table 3.1.
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Cl-
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+
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+
+
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+
Metal IPE
20nm
LiClaq
Figure 3.4 Diagram of the simplified modelling scenario used to perform a comparison between the
Maxwell-Stefan and Nernst-Planck equations. It consists of a bath of the LiCl electrolyte, with two
metallic ideally-polarizable electrodes. A voltage, V , is applied across the cell.
We note that the V¯1 and V¯2 values in Table 2 were calculated from the appropriate M
and ρ values according to,
V¯i =
Mi
ρi
, (i = 1, 2). (3.44)
In addition, we note that the value of ε for the electrolyte solution is assumed to be
constant and to be that of pure water. However, the permittivity close to the interface
is likely to have a smaller value than in the bulk solution. This will cause there to
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Table 3.1 Table of parameter values used in the simple cell simulations, with calculated values of V¯ .
Parameter Value Description
zLi+ +1 Formal charge on Li
+ (Lide 2010)
zCl− -1 Formal charge on Cl
−(Lide 2010)
F 96485.3399 (C/mol) Faraday Constant (Lide 2010)
R 8.31447215 (J/K mol) Gas Constant (Lide 2010)
T 298.15 (K) Temperature
V 0.1 (V) Voltage
DLi+ 1.027 × 10−9 (m2/s) Diffusion coefficient of Li+
in H2O(Chapman 1967)
DCl− 2.05 × 10−9 (m2/s) Diffusion coefficient of Cl−
in H2O(Chapman 1967)
MLi+ 6.941 × 10−3 (kg/mol) Molar mass of Li+ (Lide 2010)
MCl− 35.453 × 10−3 (kg/mol) Molar mass of Cl−(Lide 2010)
MH2O 18.01528 × 10−3 (kg/mol) Molar mass of H2O(Lide 2010)
ε 708.32 × 10−12 (C/Vm) Permittivity of water (Chapman 1967)
V¯ Li+ 1.299812734 × 10−5 (m3/mol) Partial molar volume of Li+
V¯ Cl− 2.26752 × 10−5 (m3/mol) Partial molar volume of Cl−
V¯ H2O 1.8× 10−5 (m3/mol) Partial molar volume of H2O
ρLi+ 534 (kg/m
3) Density of lithium
(Aylward & Findlay 1994)
ρCl− 1562.5 (kg/m
3) Density of chloride
(Aylward & Findlay 1994)
be less separation of charge required at the interface to maintain the same potential
gradient. Therefore, this may affect the concentrations observed at the interface. For
the ternary electrolyte discussed in Section 3.2, this may affect the potential at which
we observe the behaviour exhibited, however we believe that qualitatively the results
would be unchanged.
As mentioned earlier, Chapman (1967) gives Γ and accompanying ij data for a number
of binary electrolyte solutions, including LiCl. In his work he tabulates ij values at a
given concentration of electrolyte solution. We have utilized this data in our simulations
and Appendix B gives some details about the functional forms (also given by Chapman
(1967)) for the ij. Also included in Appendix B is a table of Γ values as given by
Chapman for LiCl at various electrolyte concentrations. We have utilized this data
in our numerical code, at a given bulk electrolyte concentration, by applying a linear
interpolation algorithm (Phillips 2003) to the data listed in the table.
Fig. 3.5 shows the steady state Li+ and Cl−concentration profiles and the accompa-
nying Φ distribution within our cell as predicted by the Maxwell-Stefan model under
a 0.1V applied potential for a 0.001M (1mol m−3), a 0.1M (100mol m−3) and a 1M
(1000mol m−3) LiCl electrolyte solution.
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Figure 3.5 Steady state Maxwell-Stefan Cl−and Li+ concentration and potential distributions at 0.1V
applied potential for: (a) a 0.001M LiCl electrolyte solution, (b) a 0.1M LiCl electrolyte solution and
(c) a 1M LiCl electrolyte solution.
We show these results to establish that the trends depicted within them are reasonable
and we note that the same trends may be observed from the corresponding Nernst-
Planck model output. First of all, from the concentration profiles in Fig. 3.5, we
observe the establishment of double layer regions within the cell adjacent to each metal
electrode surface. In these regions c1(x, t)/ξ1 6= c2(x, t)/ξ2 and local electroneutrality
does not apply. Furthermore, for a given concentration of our one-to-one electrolyte
solution the effective width of the double layer regions is the same at each electrode
and as the electrolyte concentration is increased this width is reduced ( 20nm for the
0.001M solution, 4nm for the 0.1M solution and 1nm for the 1M solution). These
observations are consistent with the predictions from Debye-Hu¨ckel theory (Debye &
Hu¨ckel 1923, Newman 1991). At higher LiCl concentrations (e.g. 1M) we observe that
the Cl−concentration profile at x = 0 and the Li+ concentration profile at x = L are
not symmetric. This is due to the different partial molar volumes of Cl−and Li+which
infer that less of the larger Cl−ions are able to specifically adsorb onto the metal surface
at x = 0 than are able for the smaller Li+ at x = L. It is important to realize, however,
that because we are dealing with a one-to-one electrolyte and a symmetric potential
profile that the total concentration of Cl−ions in the double layer at x = 0 is equal to
the total concentration of Li+ ions in the double layer at x = L (i.e. the area under
the Cl−peak at x = 0 is equal to the area under the Li+ peak at x = L) for all of
the concentration curves in Fig. 3.5. In addition, from the concentration profiles in
Fig. 3.5 (b) and (c), we are able to observe that outside of the double layer regions
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c1(x, t)/ξ1 = c2(x, t)/ξ2 and local electroneutrality applies. In the concentration profile
shown in Fig. 3.5 (a) the double layer region extends for almost the entire 20nm domain
and, in the strict sense, local electroneutrality does not occur anywhere for the 0.001M
example. We note, however, that for a large amount of the domain in this case the
difference in the concentrations of Li+ and Cl−ions is less than 1mol m−3 anyway.
The potential profile in Fig. 3.5 (a) shows that for the 0.001M LiCl solution at an
applied potential of 0.1V there is very little deviation at steady state from the initial
linear potential distribution. This is to be expected in a cell containing very dilute
electrolyte operating at a moderate or high potential. The low concentrations of ions
in the double layer regions are not enough to compensate for the charge on the metal
side of the interface and we essentially retain the character of a linear ohmic potential
drop. In Fig. 3.5 (b) and (c) the higher electrolyte concentrations means that the
ions in the double layer are fully compensating for the charge on the metal side of
the interface. In these cases the potential profile is akin to that expected for ideally
polarizable electrodes, namely, that we essentially drop all of our applied potential at
the interfaces and that the potential within the bulk electrolyte solution is constant.
The trends observed in Fig. 3.5 are consistent with those explained in the literature
on electrochemical systems (Debye & Hu¨ckel 1923, Newman & Thomas-Alyea 2004)
and are what we would expect to observe experimentally from our cell. Again we
iterate, that these same trends are also observed from the results of our Nernst-Planck
model system. Rather than repeat these again here we will now consider a quantitative
comparison between the Maxwell-Stefan and Nernst-Planck model results.
Fig. 3.6 compares transient Cl−concentration profiles from the Maxwell-Stefan and
Nernst-Planck models under a 0.1V applied potential for a 0.001M (1mol m−3), a 0.1M
(100mol m−3) and a 1M (1000mol m−3) LiCl electrolyte solution. For clarity only
Cl−concentration profiles are depicted, and these are only shown over the first 2nm of
the cell adjacent to the x = 0 boundary (this being where the maximum variation in
Cl−concentration occurs). The results for Li+ concentrations are similar at x = L (as
can be inferred from Fig. 3.5).
We can see that the Maxwell-Stefan and the Nernst-Planck profiles in Fig. 3.6 (a) are
essentially identical at all times. Given that the electrolyte solution is dilute (0.001M),
in this case a good correspondence between the two models is to be expected since in the
infinitely dilute limit, c1, c2 → 0, the Maxwell-Stefan model is identical to the Nernst-
Planck model. Fig. 3.6 (b) and (c) show that the variation between the Maxwell-Stefan
and the Nernst-Planck predictions increases with increasing concentration; with the
interfacial (x = 0) concentration variation between the two models being approximately
2M for the 1M solution case.
It is important to note that, in general, we found that the significant differences be-
tween the Maxwell-Stefan and the Nernst-Planck results are confined to the double
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Figure 3.6 Transient Maxwell-Stefan and Nernst-Planck Cl−concentrations in the first 1nm of the model
cell at 0.1V applied potential for: (a) a 0.001M LiCl electrolyte solution, (b) a 0.1M LiCl electrolyte
solution and (c) a 1M LiCl electrolyte solution.
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layer regions where the ionic concentration gradients are very steep. Steep gradients
can occur (as is the case in Fig. 3.6 (c)) at moderate potentials as we increase the
electrolyte concentration (thereby producing very thin double layer regions) or at mod-
erate concentrations because we increase the applied potential. For example, consider
Fig. 3.7, which depicts results analogous to those shown in Fig. 3.6 (b) for a 0.1M
electrolyte solution with the exception that an applied voltage of 0.3V has been used
in Fig. 3.7 compared with 0.1V for Fig. 3.6 (b). We can see that the double layers are
the same width in each figure; however, the concentration gradients are significantly
larger in Fig. 3.7 due to the higher applied potential and consequently we see a greater
difference between the Maxwell-Stefan and Nernst-Planck concentrations at x = 0 in
Fig. 3.7 than we do in Fig. 3.6 (b).
Thus, small variations in the models in these regions of high concentration gradients can
lead to seemingly large variations in the interfacial ionic concentrations. In contrast to
this, in the bulk, electrically neutral region of the cell there is little difference between
the predictions of the models, even at high concentrations (like 1M) or higher applied
potentials.
3.1.4 Conclusions
In this section we have reviewed, investigated and implemented two multicomponent
mass transfer models for liquid electrolyte solutions. One based on Maxwell-Stefan
arguments, which seeks to account for the kinematic interactions that occur within
and between each and every component of the mixture; the other (referred to as the
Nernst-Planck model) based on the infinitely dilute solution limit of the Maxwell-Stefan
approach, where the only interactions which are accounted for are those between the
ionic components of the system and a single reference component (the solvent), assumed
to be present in very large excess.
In developing the above transport model equations we did not adopt an explicit as-
sumption of local electroneutrality. However, the applicability of such a formulation in
the Maxwell-Stefan case for electrolyte solutions is severely restricted by an inability to
develop appropriate diffusion coefficient models that remain faithful to the assumption
of nonelectroneutrality. To this end, when we applied the Maxwell-Stefan transport
model to a simple electrochemical cell containing a binary electrolyte, we adopted dif-
fusion coefficients that were derived from experimental measurements in the literature
where assumptions that the electrolyte solution was a two component, electrically neu-
tral mixture had been made.
To solve our system of model equations, a numerical code was developed to implement
a simple electrochemical cell model. This was written in Matlab R© and was based on
a control volume discretisation and an inexact, globally convergent, iterative Newton
solver.
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The results of our simple cell model for a LiCl electrolyte system showed that the only
significant differences between the transient concentration responses predicted by the
Maxwell-Stefan and Nernst-Planck models occurred in the double layer regions of the
cell where there were steep concentration gradients. In such regions small variations
in the model predictions can yield significant differences in the resulting electrolyte
concentrations. Considering this, for the system presented here (LiCl at concentrations
up to 1M and applied potentials up to 0.3V), there is no need to adopt the more
complicated Maxwell-Stefan model over the Nernst-Planck model. This is not to say,
however, that this will be the case for all systems. Higher LiCl concentrations and
higher applied potentials, where a Maxwell-Stefan model may be more applicable, were
not considered in this section as this would not be in keeping with the ideally polarizable
electrode assumption of our electrochemical cell.
We now consider the development of a one-dimensional charge transport model for a
ternary electrolyte (4-component) system. By way of example we shall use an electrolyte
comprised of Li+ , I− and I−3 , in a solvent of acetonitrile (ACN). This electrolyte was
developed for use in dye-sensitised solar cells (Boschloo & Hagfeldt 2009).
3.2 A Ternary Electrolyte (4-component) Model
3.2.1 Model Development
In this section we consider a similar cell set-up as introduced in the previous section.
However, we now have a 4-component system containing ionic species 1, 2 and 3, with
a neutral solvent species 4. In the previous section our modelling was done using the
molar average velocity as the reference frame. However, here we shall consider the
diffusive flux relevent to the solvent velocity. This is done to maintain consistency with
the molecular dynamics calculations that will be discussed in the following chapter.
Maxwell-Stefan Equations
In Chapter 2, we developed the form of the diffusional driving forces acting on species
in an electrolyte solution, namely,
di = χi∇ ln ai +
1
cRT
(ciV¯i − ωi)∇p+ ciziF
cRT
∇Φ− ωiF
cRT
n∑
j=1
cjzj∇Φ. (3.45)
We now consider the conservation of linear momentum on an element of fluid in our
electrolyte. Assuming that the reference velocity of the system is the velocity of the
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solvent, v0, we then have that (Taylor & Krishna 1993),
Dv0
Dt
+∇·τ = −1
ρ
∇ p+
n∑
j=1
ωjgj , (3.46)
where t is time (s), ρ =
n∑
j=1
ρj (kg/m
3), and τ (m2/s2) represents the viscous stresses.
At this point we must be particularly careful with what further assumptions we make.
In the previous section we were somewhat cavalier with our choice of an isobaric system,
however here we shall give it further consideration. If we were to assume that mechanical
equilibrium prevails in the fluid (i.e. acceleration and velocity gradients are negligible),
we obtain that,
1
ρ
∇ p =
n∑
j=1
ωjgj. (3.47)
Substituting Equation (2.54) into Equation (3.47) we have,
∇ p = −

 n∑
j=1
zjcj

F ∇Φ. (3.48)
Now, if in addition to the assumption of mechanical equilibrium, we were to assume
an isobaric system, (∇ p = 0), then in the presence of an electric field we see that
Equation (3.48) would imply a condition of electroneutrality. However, we know that
in the double layer region, local electroneutrality does not hold. Thus, to include
the effects of the double layer, we must retain the pressure term in Equation (3.47).
Substituting Equation (3.47) into Equations (3.45), we then obtain,
di = χi∇ ln ai − 1
cRT
(ciV¯i − ωi)
(
n∑
k=1
zkck
)
F ∇Φ+
ciziF
cRT
∇Φ− ωiF
cRT
n∑
k=1
ckzk∇Φ,
= χi∇ ln ai +
ciziF
cRT
∇Φ− ciV¯iF
cRT
n∑
k=1
ckzk∇Φ. (3.49)
By not assuming an isobaric system, we have altered the coefficient of the last term on
the right-hand-side, when compared with Equation (3.3).
In the previous section we showed how the first term on the right-hand-side of Equa-
tion (3.49) could be replaced by a term involving a thermodynamic factor, Γ, and the
gradient in the mole fraction of species i, χi. However, in this section we will have no
knowledge of the thermodynamic factor. Thus, to allow us to determine the first term
on the right-hand-side of Equation (3.49), we use an ideality assumption which gives,
χi∇ ln ai =∇χi. (3.50)
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This indicates that the thermodynamic factor, Γ, is unity.
Substituting Equation (3.50) into Equation (3.49), we obtain,
cdi = c∇χi +
ciF
RT
(
zi∇Φ− V¯i
n∑
k=1
ckzk∇Φ
)
, (i = 1, 2, . . . , n). (3.51)
Noting that the molecular flux of species i, Ji, relative to the solvent velocity reference
frame, is,
Ji = ci
(
vi − v0
)
, (3.52)
the total molar flux of species i for a 4-component system then becomes,
Ni = Ji + civ
0, (i = 1, 2, 3),
= −
n−1∑
j=1
D0ij
[
c∇χj +
cjF
RT
(
zj∇Φ− V¯j
n∑
k=1
ckzk∇Φ
)]
+ civ
0, (i = 1, 2, 3),
(3.53)
and
N4 = c4v
0, (3.54)
where species 4 is the solvent.
The Fickian multicomponent diffusion coefficients, D0ij , are dependent on concentration
and the Maxwell-Stefan diffusivities, ij . While the functional forms for D0ij are known,
the values of ij are generally not known. In the previous section we were able to make
use of existing data for a binary electrolyte, however no such data exists for ternary
electrolytes. Thus, the main difficulty in using a mathematical model based on the
Maxwell-Stefan equations lies in determining these transport coefficients. One method
for determining the transport parameters is through the use of molecular dynamics
simulations. This method will be discussed in detail in Chapter 4, however here we
make use of the transport parameters calculated in that chapter.
For each species in the solution, we obtain a one-dimensional conservation equation,
given by,
∂c1
∂t
+
∂N1
∂x
= 0, (3.55)
∂c2
∂t
+
∂N2
∂x
= 0, (3.56)
∂c3
∂t
+
∂N3
∂x
= 0, (3.57)
∂c4
∂t
+
∂N4
∂x
= 0, (3.58)
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where
N1 = −
3∑
j=1
D1j
[
c
∂χj
∂x
+
cjF
RT
(
zj
∂Φ
∂x
− V¯j
n∑
k=1
ckzk
∂Φ
∂x
)]
+ c1v
0, (3.59)
N2 = −
3∑
j=1
D2j
[
c
∂χj
∂x
+
cjF
RT
(
zj
∂Φ
∂x
− V¯j
n∑
k=1
ckzk
∂Φ
∂x
)]
+ c2v
0, (3.60)
N3 = −
3∑
j=1
D3j
[
c
∂χj
∂x
+
cjF
RT
(
zj
∂Φ
∂x
− V¯j
n∑
k=1
ckzk
∂Φ
∂x
)]
+ c3v
0, (3.61)
and
N4 = c4v
0. (3.62)
Conservation of volume at each point in the electrolyte yields (Farrell et al. 2000,
Richardson & King 2007),
4∑
i=1
ciV¯i = 1. (3.63)
Furthermore, the electrostatic potential is governed by Poisson’s equation, namely
(Newman & Thomas-Alyea 2004),
∂
∂x
(ε
∂Φ
∂x
) = −F
3∑
i=1
zici, (3.64)
where ε (C V−1m−1) is the permittivity, which here is assumed to be a constant. In
reality, the permittivity is both composition and spatially dependent and investigat-
ing means of accounting for this (for example Allen & Tildesley (2003), Corradini,
Marchetti, Tagliazucchi, Tassi & Tosi (1994), Hess, Holm & van der Vegt (2006), Reis,
Iglesias, Douhe´ret & Davis (2009)) may be a possible extension of the model. In this
work, we did not wish to account for the additional computational and modelling effort
that would be required.
To close our equation system we need a set of initial and boundary conditions. Initially
we assume that each species is at a constant, uniform concentration, c0i (molm
−3), such
that the system is electrically neutral. Thus,
ci(x, 0) = c
0
i , (i = 1, 2, 3, 4), (3.65)
and ∑
zic
0
i = 0, (i = 1, 2, 3). (3.66)
At each electrode surface no interfacial reaction occurs, hence the flux of each species
is given by,
Ni(0, t) = Ni(L, t) = 0, (i = 1, 2, 3, 4). (3.67)
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For the electrostatic potential at each electrode interface we set
Φ(0, t) =
V
2
, Φ(L, t) = −V
2
. (3.68)
Equations (3.55) to (3.58) combined with auxiliary equations (3.59) to (3.62), equations
(3.63) and (3.64), together with initial conditions (3.65) and boundary conditions (3.67)
and (3.68) form our 4-component Maxwell-Stefan model for charge transport in the
electrolyte of our simple cell. These equations are solved numerically, and the solution
procedure will be discussed in the following section.
Nernst-Planck Equations
We also wish to compare this Maxwell-Stefan based model to a 4-component Nernst-
Planck based model. Extending the 3-component Nernst-Planck model from the pre-
vious section, we obtain the following conservation equations for each species,
∂c1
∂t
+
∂
∂x
(c1v
0 + J1) = 0, (3.69)
∂c2
∂t
+
∂
∂x
(c2v
0 + J2) = 0, (3.70)
∂c3
∂t
+
∂
∂x
(c3v
0 + J3) = 0, (3.71)
and
∂c4
∂t
+
∂
∂x
(c4v
0) = 0, (3.72)
where
J1 = −D1 ∂c1
∂x
−D1Fz1
RT
c1
∂Φ
∂x
, (3.73)
J2 = −D2 ∂c2
∂x
−D2Fz2
RT
c2
∂Φ
∂x
, (3.74)
and
J3 = −D3 ∂c3
∂x
−D3Fz3
RT
c3
∂Φ
∂x
. (3.75)
Once again, volume conservation (Equation (3.63)) is satisfied, and the electrostatic
potential is governed by Poisson’s equation, Equation (3.64). Furthermore, the bound-
ary and initial conditions are identical to the Maxwell-Stefan model. Hence, our 4-
component Nernst-Planck model is given by equations (3.20) to (3.72) combined with
auxiliary equations (3.73) to (3.75), equations (3.63) and (3.64), with initial conditions
(3.65) and boundary conditions (3.67) and (3.68).
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3.2.2 Numerical Solution
We have again applied a scaling to the equations in this section, due to the small
size and time scales involved in this problem. The scaling used is identical to that
outlined in the previous section, given by Expressions (3.25). To develop an equation
for the solvent velocity, we use an approach similar to that outlined previously. By
combining the conservation equations (3.55) to (3.58) with the volume conservation
equation (3.63), we obtain an explicit equation for the solvent velocity v0, namely,
∂
∂x
[
v0 + V¯1J1 + V¯2J2 + V¯3J3
]
= 0. (3.76)
We also require a boundary condition on the solvent velocity, which is given by a
condition similar to that defined previously, that is,
v0(L, t) = 0. (3.77)
The solvent velocity is only required at the control volume faces, and Equation (3.76)
is in a form conducive to this.
To solve this system of equations, we have used a finite volume spatial discretisation to
obtain a system of ordinary differential equations (ODEs) and algebraic equations.
The approach is similar to that outlined in Section 3.1.2. Here, the equations are
discretized using control volume methods (Patankar 1980) on a uniform mesh to yield
a set of differential algebraic equations (DAEs). However, unlike in the previous section,
we do not integrate these equations in time. We retain the DAE system, and use a
specialised DAE solver.
As the DAEs associated with the multicomponent transport model are non-linear, a
Newton iteration scheme (Burden & Faires 2004) is applied to solve our DAEs at
each time step. Progression of the solution in time is achieved through the use of
the IDAS module for differential-algebraic equations in Sundials (Hindmarsh, Brown,
Grant, Lee, Serban, Shumaker & Woodward 2005). Use of this module is achieved
through sundialsTB (Sundials Toolbox), which provides a Matlab R©interface to the
Sundials functions implemented in C. We have chosen to use Sundials to solve this
model as it is more robust and efficient (due to the implementation in C) than the code
written previously. This increased efficiency allows us to use a finer mesh for solving
our system of equations. As the 4-component model has greater complexity than the
3-component model, this will improve our ability to efficiently determine a solution to
the model.
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3.2.3 Results and Discussion
In Section 3.1.3 we considered charge transport in a simple electrochemical cell con-
taining a binary electrolyte of Li+ and Cl−ions, as shown in Fig. 3.4. In this section we
consider the setup of an identical cell, where no interfacial reactions occur, consisting of
two metallic ideally-polarizable electrodes (IPE). However, our electrolyte is now com-
posed of Li+/I−/I−3 /ACN . A potential difference is applied across the electrodes, such
that the left hand electrode (at x = 0) is at a potential that is V (V) more positive than
the right hand electrode (at x = L). Charge transport is modelled in one dimension
only; orthogonal to the two electrodes. This is shown in Fig. 3.8 .
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Figure 3.8 Diagram of the simplified modelling scenario used to perform a comparison between the
Maxwell-Stefan and Nernst-Planck equations. It consists of a bath of the Li+/I−/I−3 /ACN electrolyte,
with two metallic ideally-polarizable electrodes. A voltage, V , is applied across the cell.
Table 3.2 gives the parameter values (and appropriate references) used to solve the
system of equations for our simple cell model. Note that the value of the partial molar
volume for Li+ , V¯ Li+ , differs to that given in Section 3.1.3. This is due to the fact that
here we have used the radius of the ionic species (Lide 2010) to calculate the partial
molar volumes, whereas in Section 3.1.3 we simply calculated them as the inverse of
the densities. Note that we have not taken into account any effect that solvation may
have when calculating the partial molar volumes.
Fig. 3.9 shows a comparison between the steady state electrolyte concentration profiles
in our simple cell obtained for the Li+/I−/I−3 /ACN electrolyte, at 0.5 M initial concen-
tration, with a 0.01 V applied voltage, from both the Maxwell-Stefan and Nernst-Planck
54 Chapter 3. One-Dimensional Charge Transport Model
Table 3.2 Table of parameter values used in the simple cell simulations, with calculated values of V¯ .
Parameter Value Description
zLi+ +1 Formal charge on Li
+ (Lide 2010)
zI− -1 Formal charge on I
− (Lide 2010)
zI−3
-1 Formal charge on I−3 (Lide 2010)
F 96485.3399 (C/mol) Faraday Constant (Lide 2010)
R 8.31447215 (J/K mol) Gas Constant (Lide 2010)
T 298.15 (K) Temperature
DLi+ 7.5× 10−10 (m2/s) Diffusion coefficient of Li+ in
ACN (Penny 2006)
DI− 7.5× 10−10 (m2/s) Diffusion coefficient of I− in
ACN (Penny 2006)
DI−3
3.2× 10−10 (m2/s) Diffusion coefficient of I−3 in
ACN (Penny 2006)
MLi+ 6.941 × 10−3 (kg/mol) Molar mass of Li+ (Lide 2010)
M I− 126.90447 × 10−3 (kg/mol) Molar mass of I− (Lide 2010)
M I−3
380.71341 × 10−3 (kg/mol) Molar mass of I−3 (Lide 2010)
MACN 41.052 × 10−3 (kg/mol) Molar mass of ACN (Lide 2010)
ε 324.41056 × 10−12 (F/m) Permittivity of liquid ACN,
multiplied by the permittivity of free
space (Lide 2010, Sahakyan et al. 2008)
V¯ Li+ 2.11485877 × 10−6 (m3/mol) Partial molar volume of Li+
V¯ I− 5.12978048 × 10−5 (m3/mol) Partial molar volume of I−
V¯ I−3
4.103824384 × 10−4 (m3/mol) Partial molar volume of I−3
based models. From the figure, we can see that in this case the predictions from each
model are indistinguishable. At such a low applied voltage, there is relatively little
increase in the electrolyte concentration at the interfaces and as such any non solute-
solvent interactions that are not accounted for by the Nernst-Planck equations have a
negligible effect.
Fig. 3.10 shows a comparison between the transient interfacial concentration profiles
of I−3 predicted by the Nernst-Planck and Maxwell-Stefan models at 51 ns, 101 ns and
steady state (1071 ns for the Nernst-Planck model and 762 ns for the Maxwell-Stefan
model), for a 0.5 M initial electrolyte concentration and an applied voltage of 0.01 V.
This is the same scenario as presented in Fig. 3.9, where no difference in the steady-
state profiles was found between the two approaches. In Fig. 3.10, we see that there
is very little difference between the predicted I−3 concentrations, even in the transient
profiles. We also note that the differences between similar predictions for Li+ and
I− concentrations are even smaller than those shown here for I−3 . As the transient
profiles at these low interfacial concentrations are very similar for both the Nernst-
Planck and Maxwell-Stefan models (as we would hope they would be), this gives a
good indication that our simulated multicomponent diffusivities are reasonable.
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Figure 3.9 Comparison between the steady state concentration profiles obtained from the Nernst-Planck
and Maxwell-Stefan models, for the Li+/I−/I−3 /ACN electrolyte with an initial concentration of 0.5 M
and applied voltage of 0.01 V. ( ) Li+ , ( ) I− , ( ) I−3 .
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Figure 3.10 Comparison of the transient I−3 interfacial concentration predicted by the Maxwell-Stefan
( ) and Nernst-Planck ( ) equations for the Li+/I−/I−3 /ACN electrolyte, at an initial concentra-
tion of 0.5M and applied voltage of 0.01 V, at 51 ns (H), 101 ns () and steady state (•).
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Figure 3.11 Resulting concentration profiles from a simulation of the simple cell model, predicted by the
Nernst-Planck equations, for an initial Li+/I−/I−3 /ACN electrolyte concentration of 0.5 M and applied
voltage of 0.15 V. ( ) Li+ , ( ) I− , ( ) I−3 .
Fig. 3.11 shows the steady state concentration profiles obtained from the Nernst-Planck
equations for the Li+/I−/I−3 /ACN electrolyte at an initial concentration of 0.5 M, when
the applied voltage is increased to 0.15 V. We see that much higher concentrations are
obtained at the electrode surfaces, which is to be expected. The corresponding Maxwell-
Stefan results are given in Fig. 3.12. The interfacial concentrations of Li+ and I− are
predicted to be lower than those from the Nernst-Planck equations, which may be due
to the inclusion of interactions between each species. However, if we look closer at
a comparison between the interfacial concentration of I−3 , we observe that different
behaviour occurs.
Fig. 3.13 shows a comparison between the transient I−3 interfacial concentration for the
Maxwell-Stefan and Nernst-Planck equations at 51 ns and 101 ns, with steady state
at 3493 ns for the Nernst-Planck model and 1265 ns for the Maxwell-Stefan model, at
an initial electrolyte concentration of 0.5 M and an applied voltage of 0.15 V. While
the I−3 concentration continues to monotonically increase as we approach the interface
for the Nernst-Planck equations, the corresponding Maxwell-Stefan profile displays an
extremum just prior to the interface, which is at a significantly lower concentration
than the interfacial concentration predicted by the Nernst-Planck model. This could
be interpreted as the I−3 ions being repelled from the interface due to an increasing con-
centration of like charged I− ions. By increasing the applied voltage to 0.15 V, we have
reached interfacial concentrations where the multicomponent interactions accounted for
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Figure 3.12 Resulting concentration profiles from a simulation of the simple cell model, predicted by
the Maxwell-Stefan equations, for an initial Li+/I−/I−3 /ACN electrolyte concentration of 0.5 M and
applied voltage of 0.15 V. ( ) Li+ , ( ) I− , ( ) I−3 .
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Figure 3.13 Comparison of the transient interfacial I−3 concentration profiles predicted by the Maxwell-
Stefan ( ) and Nernst-Planck ( ) models, at 0.5 M and 0.15 V, at 51 ns (H), 101 ns () and
steady state (•).
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by the Maxwell-Stefan equations become important.
The preceding results show that significant differences can occur in the behaviour pre-
dicted by the Nernst-Planck and Maxwell-Stefan models. As mentioned previously,
Cussler (2008) has stated that multicomponent effects become important in highly con-
centrated electrolyte solutions. However, in the simulations of our simple cell model,
we have held the initial electrolyte concentration constant at 0.5 M and varied the ap-
plied voltage. One way of obtaining a highly concentrated electrolyte is to increase the
initial electrolyte concentration. We found that for the Li+/I−/I−3 /ACN electrolyte,
the initial concentration had to be significantly higher than 0.5 M to obtain significant
differences between the Nernst-Planck and Maxwell-Stefan equations at low applied
voltages (e.g. 0.01 V). An alternative method to increase concentration, that we have
employed here, is to increase the applied voltage. This leads to high ionic concentrations
at the electrode interfaces, as seen in Figs. 3.11 and 3.12. For the 0.5 M Li+/I−/I−3 /ACN
electrolyte, increasing the applied voltage to 0.15 V allowed us to observe differences
between the Nernst-Planck and Maxwell-Stefan model concentration predictions.
The differences observed in predicted interfacial concentrations between the Nernst-
Planck and Maxwell-Stefan models may be important in models of electrochemical
systems where interfacial reactions occur. This leads us to explore the causes be-
hind these differences and attempt to characterise when these differences will occur.
As discussed above, to elicit the different behaviour exhibited by the Maxwell-Stefan
equations we increased the applied voltage as a method of obtaining higher concentra-
tions. To this end, we consider the contribution of potential to the driving forces, given
by Equation (3.51), of the Maxwell-Stefan equations. Hence, we consider the ratio,
ciV¯i
n∑
j=1
cjzj ||∇Φ||
cizi||∇Φ|| , (i = Li
+, I−, I−3 ), (3.78)
where ||∇Φ|| is the magnitude of the electrostatic potential gradient. Note that in one
dimension this is equivalent to
∂Φ
∂x
. Additionally, ratio (3.78) can be simplified further,
which we shall consider below.
We recall (from Equation (3.51)) that the numerator in ratio (3.78) represents the
driving force due to pressure, whilst the denominator represents the driving force due
to the electric field. While this ratio appears to be a function of the electrostatic
potential, we can in fact eliminate the electrostatic potential gradient, and obtain a
function of concentration only, namely,
V¯i
zi
n∑
j=1
cjzj , (i = Li
+, I−, I−3 ). (3.79)
This reduced ratio of terms (3.79) has been calculated for the 0.5 M Li+/I−/I−3 /ACN
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Figure 3.14 Ratio of force terms given by Equation (3.79), for the Li+/I−/I−3 /ACN electrolyte at 0.5 M
and 0.01 V. For this scenario, no significant difference was observed between the simulated concentration
profiles and here Equation (3.79) remains small for all species. ( ) Li+ , ( ) I− , ( ) I−3 .
electrolyte, with an applied voltage of 0.01 V and the results are shown in Fig. 3.14. For
this scenario we observed no appreciable difference between the predicted electrolyte
concentrations, as shown in Figs. 3.9 and 3.10, and here the value of (3.79) remains
small for all ionic species. This indicates that the concentrations are not sufficiently
high enough for the pressure term to dominate the electric field.
Fig. 3.15 shows a comparison of (3.79) for each ionic species, where the applied voltage
has been increased to 0.15 V. Note that this is the same case as presented in Fig. 3.12,
where an extremum in the I−3 concentration is seen prior to the interface. We can see
that for Li+ and I− this ratio remains small in the region close to the interface, where
we see the most difference in predicted electrolyte concentrations. However, for I−3 the
ratio becomes greater than unity. In this case the ionic concentrations have reached
a point where the pressure becomes the dominant term. We believe that it is this
pressure term, not accounted for in the Nernst-Planck model, that drives the behaviour
exhibited by the Maxwell-Stefan model at high interfacial concentrations. When (3.79)
becomes greater than unity, we will see considerably different behaviour between the
Nernst-Planck and Maxwell-Stefan models.
We also note that in our multicomponent model, if we were to consider a binary (3-
component) electrolyte, the reduced ratio of terms given in (3.79) will be unity when
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Figure 3.15 Ratio of force terms given by Equation (3.79), for the Li+/I−/I−3 /ACN electrolyte at
0.5 M and 0.15 V. When this ratio becomes larger than unity, we observe different behaviour in the
concentration profiles. ( ) Li+ , ( ) I− , ( ) I−3 .
the concentration of one ionic species, j, goes to zero, and the other, i, goes to 1/V¯i.
In this instance, conservation of volume, Equation (3.63), implies that the solvent
concentration must also be zero. At the interface this would indicate that our model
predicts that a layer of species i has been deposited on the electrode. As an aside,
we note that in fact, the reduced ratio (3.79) can never be larger than unity for a
binary electrolyte. In our model we make no account of the additional chemistry that
may be associated with there being no solvent at the interface (e.g. the precipitation
of ionic species, the desolvation of ionic species in solution, etc.). Hence, in regimes
where the solvent concentration at the interface is non-zero, for a binary electrolyte
we do not expect to see a situation where an ionic species exhibits a maximum at a
point away from the interface, as is the case for our ternary electrolyte in this work.
Interfacial behaviour like that shown for our Li+/I−/I−3 /ACN electrolyte will only occur
in electrolytes containing two or more like charged species, with a difference in their
partial molar volumes, V¯ . We can see this by noting that when there is no difference
in the partial molar volumes of the ionic species, the maximum absolute value of the
sum,
∣∣∣∣∣∣
n∑
j=1
cjzj
∣∣∣∣∣∣, is
∣∣zi/V¯i∣∣, meaning that the reduced ratio in (3.79) cannot exceed unity.
However, when (as is generally the case) there is a difference in the partial molar volumes
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of the ionic species, this ratio can exceed unity, because
∣∣∣∣∣∣
n∑
j=1
cjzj
∣∣∣∣∣∣ can exceed
∣∣zi/V¯i∣∣. It
is this exceeding of unity in (3.79) that indicates when the behaviour observed in this
work will occur (where an ionic species exhibits a maximum at a point away from the
interface).
In addition to the above analysis of driving forces, we wish to determine what effect
the diffusion coefficients have on the concentration profiles. To this end, we consider
the difference between the Maxwell-Stefan equations when using our simulated multi-
component diffusivities and “ordinary” binary diffusion coefficients. To obtain a model
based on Maxwell-Stefan type equations that are consistent with using binary diffu-
sivities, we must somehow neglect interactions between different solute species. To do
this, we consider a derivation of the Maxwell-Stefan equations where the only non-zero
friction coefficients are those involving interactions between a solute and the solvent.
Taylor & Krishna (1993) give the force between species i and j as,
−fijχiχj (vi − vj) , (3.80)
where fij is a friction factor for the i − j pair. Setting fij = 0 when i or j 6= n, the
Maxwell-Stefan equations give,
di = −χiχn
in
(vi − vn) , (3.81)
where species n is the solvent. Substituting Equation (3.52) into Equation (3.81), we
obtain,
cdi = − χn
in
Ji. (3.82)
Rearranging Equation (3.82) gives a new expression for the molecular flux, namely,
Ji = −in
χn
cdi, (3.83)
which can be used in our species conservation equations, Equations (3.55) to (3.57). We
then let in/χn be the binary diffusivity of species i in the solvent, Di (m
2/s) (as used
in the Nernst-Planck equations, Equation (3.21)), thus yielding a binary approximation
to the full Maxwell-Stefan model.
Figs. 3.16 and 3.17 show a comparison of the transient I−3 concentration profiles for the
Li+/I−/I−3 /ACN electrolyte at an initial concentration of 0.5 M and applied voltage
of 0.01 V and 0.15 V respectively, as predicted by the binary approximation to the
Maxwell-Stefan model and the full Maxwell-Stefan model. We see that the diffusion
coefficients have no effect on the final steady state concentration distribution, however
the transient concentration profiles are affected by the diffusivities. The Maxwell-Stefan
model based on binary diffusivities consistently takes more time to reach steady state
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Figure 3.16 Comparison of transient I−3 interfacial concentration profiles between the full Maxwell-
Stefan ( ) and binary Maxwell-Stefan equations ( ), for the Li+/I−/I−3 /ACN electrolyte at 0.5
M and 0.01 V applied voltage, at 51 ns (H), 101 ns () and steady state (•).
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Figure 3.17 Comparison of transient I−3 interfacial concentration profiles between the full Maxwell-
Stefan ( ) and binary Maxwell-Stefan equations ( ), for the Li+/I−/I−3 /ACN electrolyte at 0.5
M and 0.15 V applied voltage, at 51 ns (H), 101 ns () and steady state (•).
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than the full Maxwell-Stefan equations. This is consistent with what was observed
in the comparison between the Nernst-Planck and Maxwell-Stefan equations and may
be due to the solute-solute interactions that have been neglected. Additionally, as we
increase the applied voltage, and thus the interfacial concentrations, we see greater
differences in the transient concentration profiles. This is to be expected, because at
higher concentrations the interaction terms neglected by the binary Maxwell-Stefan
model become more important.
For our Li+/I−/I−3 /ACN electrolyte, this shows that the diffusivities have no effect
on the final steady-state concentration profiles predicted by the Maxwell-Stefan model.
Thus, for situations where the steady-state profiles are of interest, this indicates that we
may simply make use of the binary diffusivities and neglect solute-solute interactions,
as they do not affect the steady-state concentration distribution. However, transient
concentration profiles become important when there is current flowing in the system,
which will be the case in many electrochemical devices. In cases such as these, the
interactions accounted for by the Maxwell-Stefan equations may become important.
3.2.4 Conclusions
In this section we have investigated the use of both the Nernst-Planck and Maxwell-
Stefan equations for modelling charge transport in a ternary liquid electrolyte originally
found in dye-sensitized solar cells (DSCs). The electrolyte is composed of Li+ , I− , and
I−3 ions, with acetonitrile as the solvent. At low interfacial concentrations, we observed
that the predictions obtained from the Maxwell-Stefan and Nernst-Planck models were
indistinguishable. We have shown, however, that at higher interfacial concentrations,
we obtain different behaviour in the predicted concentration profiles between the two
approaches. This appears to be the result of the pressure term which appears in the
driving force for the Maxwell-Stefan equations. An assumption of electroneutrality,
together with mechanical equilibrium, would see the pressure eliminated from Equa-
tion (3.45).
However, due to our interest in modelling charge transport in nanoporous structures,
we specify that local electroneutrality is not necessarily satisfied at all locations in the
electrolyte, and as such we must retain the pressure term. We make an assumption
of mechanical equilibrium, which allows us to express the pressure gradient in terms
of the external force. Without this assumption we would need to consider the viscous
stresses and acceleration terms in the momentum equation Equation (3.46). We found
that at high interfacial electrolyte concentrations, achieved by increasing the applied
voltage, the pressure term became dominant due to the interactions between the like
charged I− and I−3 ions, causing the development of an extremum near the interface in
the I−3 concentration. By analysing a ratio of force terms appearing in the driving forces
of the Maxwell-Stefan equations, Equation (3.51), we have shown that such behaviour
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will only occur in electrolytes with two or more like charged species and a difference
in the partial molar volumes of the ionic species. As such, in our simple cell model
the ionic species in a binary electrolyte will not exhibit an extremum in concentration
at a point away from the interface. This was seen in our binary electrolyte model,
where there was little difference in the solution behaviour between the Nernst-Planck
and Maxwell-Stefan equations.
We have also investigated the effect of the multicomponent diffusion coefficients in
the Maxwell-Stefan equations. By introducing a binary solution approximation based
on the Maxwell-Stefan form, we were able to make use of binary diffusion coefficients
available in the literature. We found that only the transient concentration profiles were
affected, which in turn alters the time taken to reach steady-state. However, the steady-
state concentration profiles predicted by the full Maxwell-Stefan model and the binary
approximation to the Maxwell-Stefan model are identical. This suggests that when
transient profiles are not required, a simplified Maxwell-Stefan model that makes use
of binary diffusivities can be implemented. This would remove the need for the costly
calculations involved in determining the ij. It may also provide a way of testing the
validity of our simulated Maxwell-Stefan diffusivities.
When dealing with the modelling of multicomponent charge transport in nanoporous
structures, where the interfacial concentrations are of interest, it is important to con-
sider carefully which modelling strategy to use. An example of an electrochemical device
where interfacial concentrations are important is the dye-sensitized solar cell (DSC). In
a DSC, there are numerous interfacial reactions that take place, one of which occurs at
the counter electrode, where I−3 ions are reduced by the electrons entering the cell. If the
concentration of I−3 ions is too low, the efficiency of the cell will be affected. Thus, ac-
curate predictions of interfacial concentrations are crucial in obtaining accurate full cell
models. In this work, we have shown that for a ternary electrolyte the Maxwell-Stefan
model, which provides a more realistic description of charge transport, predicts ionic
concentration profiles that exhibit behaviour that is not captured by the Nernst-Planck
equations and this should be considered when modelling charge transport.
Summary
In this chapter we have investigated the Maxwell-Stefan and Nernst-Planck equations
discussed in Chapter 2, applied to a binary and ternary electrolyte. We have performed
a comparison between these two modelling approaches, utilising both calculated trans-
port parameters and those found in the literature. For a binary electrolyte, composed
of a positive and negative ionic species and neutral solvent, we have shown that there
is no significant difference between the Maxwell-Stefan and Nernst-Planck equations.
However, in a ternary electrolyte, where there are competing like-charged ionic species,
we have shown that significantly different behaviour is predicted by the Maxwell-Stefan
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model than predicted by the Nernst-Planck equations. The ternary electrolyte model
made use of calculated transport parameters (discussed in Chapter 4), however we
have shown that the behaviour observed is not a result of the transport parameters.
Thus, it is apparent in the case of electrolytes with competing ionic species (ternary
electrolytes and above), that the Maxwell-Stefan equations should be considered as a
suitable approach to modelling charge transport. In Chapter 4 we investigate the use
of molecular dynamics simulations to calculate the multicomponent diffusivities of the
Li+/I−/I−3 /ACN electrolyte that were utilised in this chapter.
CHAPTER 4
Transport Parameter Calculation
4.1 Introduction
To make use of the Maxwell-Stefan equations for electrolyte charge transport devel-
oped in Chapter 2, knowledge of multicomponent diffusivities is crucial. However, for
a general multicomponent solution, these diffusivities are not known. They must be
either measured or calculated in some way, if the Maxwell-Stefan equations are to be
used successfully for models of charge transport. In this chapter we explore a method
of calculating the Maxwell-Stefan diffusivities for a binary (NaCl) electrolyte, and the
Li+/I−/I−3 /ACN electrolyte discussed earlier. To our knowledge, no such multicompo-
nent diffusivities exist in the literature for the Li+/I−/I−3 /ACN electrolyte.
Chapman (1967) tabulates a collection of Maxwell-Stefan diffusivity data for a number
of binary, aqueous electrolytes, over various concentration and temperature ranges.
These transport parameters were calculated using experimental data on diffusivity,
transference number, conductance, and activity coefficients (Chapman 1967), based
on the theory of transport in concentrated solutions. Collections of Maxwell-Stefan
diffusivities such as the one presented by Chapman (1967) are rare, thus we shall utilise
some of this data to allow us, where possible, to perform validation on our calculations.
Pinto & Graham (1986) use the Maxwell-Stefan equations to develop expressions to
calculate the diffusion coefficients. To obtain these expressions, the authors apply an
assumption of electroneutrality, which is valid everywhere except in the double layer
region near an interface. They found good agreement with experimental results for
the electrolyte systems examined. Pinto & Graham (1987) then extended this work
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to include the effect of solvation on the diffusion of concentrated electrolyte solutions,
which also agreed with experimental results.
More recently, molecular dynamics simulations of multicomponent diffusion have been
examined as a means of obtaining the diffusivities (van de Ven-Lucassen, Otten, Vlugt
& Kerkhof 1999, van de Ven-Lucassen, Vlugt, van der Zanden & Kerkhof 1998, Wheeler
& Newman 2004a,b). These techniques have become a more viable option due to the
rapid increase of computing power available today. To this end, in this chapter we
explore the use of molecular dynamics simulations, as a means to obtain the diffu-
sivities for the Li+/I−/I−3 /ACN electrolyte, as a specific example. By using molecular
dynamics to calculate our transport parameters, we are able to include microscale infor-
mation in our continuum model for charge transport. Before attempting to simulate the
Li+/I−/I−3 /ACN electrolyte however, we consider the simulation of two simpler liquids.
Firstly, we consider the simulation of pure liquid water, and compare the calculated
self-diffusivity to that found in the literature. This will be followed by simulation of the
aqueous binary electrolyte containing sodium and chloride ions. We choose this elec-
trolyte to test our simulations due to the fact that data exists on the multicomponent
diffusivities (Chapman 1967), and Wheeler & Newman (2004a) applied their molecular
dynamics simulations to this electrolyte. This will allow us to validate our calculated
Maxwell-Stefan diffusivities against those given by Chapman (1967), and against the
results given by Wheeler & Newman (2004a).
4.2 Equilibrium Molecular Dynamics
Molecular dynamics simulations can be used to study a wide variety of systems, in-
cluding polymers, solids and complicated fluids (Rapaport 2004). The basis for MD
simulations are Newton’s equations of motion, which, due to the large number of inter-
acting particles, can only be solved numerically (Rapaport 2004). For this reason, the
feasibilty of MD simulations is highly dependent on the computer power available.
There exist well-established formulations (Allen & Tildesley 2003, Evans & Morriss
2007) for calculating tracer (self) diffusion coefficients from molecular dynamics simu-
lations. Evans & Morriss (2007) give a detailed discussion of their derivation, which we
will briefly cover here. The main idea is to relate the macroscopic transport parameters
to the integral of the microscopic time correlation functions, accounting for all times in
the past.
The time-dependent drag on a rapidly oscillating sphere in a fluid can be described by
a non-Markovian generalisation of the Langevin equation, namely (Evans & Morriss
2007),
dv(t)
dt
= −
∫ t
0
ζ(t− t′)v(t′)dt′ + FR(t), (4.1)
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where v is velocity, t time, ζ is a friction coefficient and FR is a random force per unit
mass that describes the force on the sphere due to interaction with solvent molecules.
Equation (4.1) indicates that the viscous drag on the sphere is dependent on the velocity
at all previous times.
By modelling the flow around a sphere using the steady Navier-Stokes equations, we
know that the friction coefficient, ζ, is given by (Evans & Morriss 2007),
ζ =
6πηd
m
, (4.2)
where η is the shear viscosity, d is the diameter of the sphere and m is its mass.
Through the use of Laplace transforms, it can be shown that the velocity autocorrelation
function, given by (Evans & Morriss 2007),
Z(t) ≡ 1
3
〈v(0)· v(t)〉 , (4.3)
is related to the friction coefficient by (Evans & Morriss 2007),
Z˜(s) =
kBT/m
s+ ζ˜(s)
, (4.4)
where kB (m
2 kg s−2K−1) is the Boltzmann constant.
Furthermore, the velocity autocorrelation function integral is related to the mean-
squared displacement (Evans & Morriss 2007),
Z˜(0) = lim
t→∞
1
3
∫ t
0
〈
v(0)· v(t′)
〉
dt′, (4.5)
which can be expressed in the form (Evans & Morriss 2007),
Z˜(0) = lim
t→∞
1
6
d
dt
〈
∆r(t)2
〉
, (4.6)
where ∆r(t) is the displacement vector defined as (Evans & Morriss 2007),
∆r(t) = r(t)− r(0) =
∫ t
0
v(t′)dt′. (4.7)
By assuming that the mean-squared displacement is linear in time as t → ∞, we can
obtain the Einstein form for the tracer diffusion coefficient, or self diffusivity, D, namely
(Evans & Morriss 2007),
kBT
m ˜ζ(0)
≡ D = 1
6
lim
t→∞
d
dt
〈
∆r(t)2
〉
=
1
6
lim
t→∞
〈
∆r(t)2
〉
t
(4.8)
Equation (4.8) provides an effective means for calculating the self-diffusivity of a single
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component in a fluid from molecular dynamics simulations, as it only requires the
position vectors of the molecules at each timestep.
Until recently, however, there has been no equivalent formulation for the calculation
of Maxwell-Stefan diffusivities in a general n-component liquid. A Green-Kubo ex-
pression (Allen & Tildesley 2003) for determining the Maxwell-Stefan diffusivities from
molecular dynamics simulations of a ternary (3-component) mixture has been developed
by van de Ven-Lucassen et al. (1998) and van de Ven-Lucassen et al. (1999). However,
there is no indication as to how their method can be extended for a higher number
of components, and furthermore, their expression for calculating the diffusivities does
not obey Onsager’s reciprocal relations (Hirschfelder et al. 1964, Wheeler & Newman
2004a).
Wheeler & Newman (2004a), on the other hand, have developed a general Green-
Kubo expression to obtain the Maxwell-Stefan diffusivities from equilibrium molecular
dynamics simulations of n-component fluids. Moreover, their development preserves
Onsager’s reciprocal relations for the diffusivities, meaning an n-component fluid has
only n(n − 1)/2 unique transport parameters. The Maxwell-Stefan diffusivities pre-
dicted by Wheeler & Newman showed reasonable agreement with diffusivities measured
experimentally by Chapman (1967). More recently, Liu, Schnell, Simon, Bedeaux, Kjel-
strup, Bardow & Vlugt (2011) investigated a means to calculate the Fickian diffusivities
from equilibrium MD simulations, by computing the thermodynamic factor and the
Maxwell-Stefan diffusivity. They showed good agreement between their Fickian diffu-
sivities obtained from molecular dynamics simulations compared with experimentally
derived values, however they considered only binary mixtures, and furthermore do not
show how to extend their method to a higher number of components. Therefore, in
this chapter we shall apply the work of Wheeler & Newman (2004a) to calculate the
multicomponent diffusivities for our electrolyte solution.
4.3 Simulation Software
To perform the simulations for calculating the Maxwell-Stefan diffusivities, ij , we have
made use of a molecular dynamics simulation package, DL POLY (version 2.20) (Smith
accessed June 2009, Smith & Forester 1996). Created by Smith, Forester and Todorov at
Daresbury Laboratory, DL POLY is a general purpose molecular dynamics simulation
package written in FORTRAN. It is able to make use of the velocity verlet (Swope,
Andersen, Berens & Wilson 1982) and leapfrog verlet algorithms (Allen & Tildesley
2003) for the calculation of molecular trajectories. DL POLY requires, at minimum,
three input files to run the molecular dynamics simulations, namely, the CONTROL,
CONFIG, and FIELD files. The CONTROL file contains a list of directives and their
parameters that are used to control the simulation. A typical example of a CONTROL
file used in our work is given in Fig. 4.1.
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integrator velocity verlet
temperature  298.0
pressure     0.001
ensemble npt hoover 0.5 0.5
steps         500000
equilibration 100000
restart
mult           1
scale          1
print          500
stack          100
stats          100
rdf            10
cap        1e+4
timestep       0.001
cutoff         10.0
delr width     5.0
ewald precision 1e-5
print rdf
no link
trajectory     100000    10    0
job time       999999.0
close time     20.0
finish
Figure 4.1 A typical CONTROL file used for molecular dynamics simulations with DL POLY.
The integrator directive is used to specify the type of integration method used. Here we
have used the velocity verlet algorithm (Swope et al. 1982). The system temperature
(K) and pressure (kbar) are set with the corresponding directives, and we select the
ensemble with the ensemble directive. We have chosen the NPT (isobaric-isothermal)
ensemble of Hoover (1985), with thermostat and barostat relaxation times of 0.5 ps
each. The following two directives, steps and equilibration, allow us to specify the
total number of time steps for the simulation, and the number of equilibration time
steps respectively. The equilibration period is required to allow the system to come to
equilibrium at the desired state, and lose all memory of the initial configuration (Allen
& Tildesley 2003). The restart directive is used if we are resuming a simulation, or if
it is not specified then a new simulation will be performed.
We can specify whether DL POLY is to take multiple time steps through the mult
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directive, and scale specifies how often the atomic velocities are rescaled during equi-
libration. System data is printed out at time step intervals specified by print, and the
rolling average stack and statistics collection are set through stack and stats respec-
tively.
The cap on the forces during equilibration (the default is 1000) can be modified (this has
been chosen from example simulations provided with DL POLY), and we can specify
the cutoff distances for the short range forces. The directive cutoff is a universal cutoff
that is applied to the van der Waals forces if there is no user specified cutoff. This was
chosen to be smaller than half the simulation cell width. The width of the boundary for
the construction of the Verlet neighbour list is specified by delr. This list is updated if
two or more atoms move more than delr/2 from their positions from the previous Verlet
list update (Smith, Forester & Todorov 2009), and is used to increase the efficiency of
force and energy calculations between neighbours (Allen & Tildesley 2003). When
choosing the parameters for the simulation, care must be taken to ensure that the total
energy is conserved during the simulation. This has been verified through examining
the output from DL POLY for a number of simulations.
To specify to DL POLY to output trajectory data, we must provide the trajectory
directive. The parameters to this directive indicate the number of time steps after
which trajectory data will be output, the time step interval for output and a key
specifying whether to output coordinates only (0), coordinates and velocities (1), or
coordinates, velocities and forces (2).
Fig. 4.2 shows a typical FIELD file for a simulation involving the Li+/I−/I−3 /ACN
electrolyte. Fig. 4.2 (a) specifies the units used and the number of different molecule
types involved in the simulation. We then proceed to describe each of the molecule types
in Fig. 4.2 (b) to (e). For example, Fig. 4.2 (b) specifies the details for acetonitrile.
We must provide the number of molecules of acetonitrile in the simulation, as well as
the number of atoms in each molecule. For each atom in the molecule, we specify the
atom name, molar mass and charge on the atom. The last three parameters can be
used to specify repeated atoms, a “frozen” atom (immobilised at a fixed point in the
cell (Smith et al. 2009)) and neutral or charge group numbers. For molecules involving
bonds (acetonitrile and triiodide), we have specified them as being rigid bodies. For
the specification of the rigid bodies, we must provide the number of rigid atoms, and
the index of the atoms, which is given by the order that they are specified in. It is
important to note that the order of definition of the molecules in the FIELD file must
match the order in which they appear in the CONFIG file.
In Fig. 4.2 (f), we specify the possible pairwise interactions that can occur. Here we have
used the Lennard-Jones pair potential function (LJ), which is given by Equation (4.15).
The two potential parameters, ǫ and σ, are described in Section 4.5.
The CONFIG file describes the starting configuration of the molecules to be used in the
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UNITS kJ
MOLECULES 4
ACETONITRILE
NUMMOLS 5000
ATOMS 6
C_me       12.0107        0.206    1    0    1
C          12.0107        0.247    1    0    1
N          14.0067       -0.453    1    0    1
H          1.00794        0.000    1    0    1    
H          1.00794        0.000    1    0    1
H          1.00794        0.000    1    0    1
RIGID BODIES 1
    6    6    5    4    3    2    1
FINISH
TRIIODIDE
NUMMOLS 20
ATOMS 3
I3-        126.90447        -0.485    1    0    1
I3-        126.90447        -0.030    1    0    1
I3-        126.90447        -0.485    1    0    1
RIGID BODIES 1
    3    1    2    3
FINISH
IODIDE
NUMMOLS 180
ATOMS 1
I-        126.90447        -1.0000    1    0    1
FINISH
LITHIUM
NUMMOLS 200
ATOMS 1
Li+        6.941        1.0000    1    0    1
FINISH
VDW       21
C_me    C_me    LJ    0.782400000  3.77500000
C       C       LJ    0.544000000  3.65000000
N       N       LJ    0.627600000  3.20000000
I3-     I3-     LJ    0.418400000  5.16700000
I-      I-      LJ    0.418400000  5.16700000
Li+     Li+     LJ    0.690400000  1.50500000
C_me    C       LJ    0.652399877  3.71250000
C_me    N       LJ    0.700738353  3.48750000
C_me    I3-     LJ    0.572150470  4.47100000
C_me    I-      LJ    0.572150470  4.47100000
C_me    Li+     LJ    0.734961877  2.64000000
C       N       LJ    0.584306769  3.42500000
C       I3-     LJ    0.477084479  4.40850000
C       I-      LJ    0.477084479  4.40850000
C       Li+     LJ    0.612843863  2.57750000
N       I3-     LJ    0.512433254  4.18350000
N       I-      LJ    0.512433254  4.18350000
N       Li+     LJ    0.658251502  2.35250000
I3-     I-      LJ    0.418400000  5.16700000
I3-     Li+     LJ    0.537460101  3.33600000
I-      Li+     LJ    0.537460101  3.33600000
CLOSE
(a)
(b)
(c)
(d)
(e)
(f)
Figure 4.2 A typical FIELD file used for molecular dynamics simulations with DL POLY.
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simulation. At a minimum, it must specify the coordinates of each molecule, however
it can also include the velocity of molecules and the force applied to the molecules. The
CONFIG file is also responsible for defining the size of the simulation cell. To set up the
initial configuration, the programs PackMol (Martinez, Andrade, Birgin & Martinez
2009) and Aten (Youngs 2009) were used. PackMol requires the coordinates of one
molecule of each type in the medium being simulated, the numbers of each molecule in
the medium, the dimensions of the simulation cell, and the minimum distance between
molecules. To place the molecules in the simulation cell, PackMol considers it as a
packing problem (Aste & Weaire 2008). It then uses box-constrained minimisation
algorithms (Dennis & Schnabel 1996, Facchinei, Ju´dice & Soares 1998, Mart´ınez &
Mart´ınez 2003) to optimise the packing of molecules within the defined cell, based on the
specified minimum distance between the molecules. Mart´ınez & Mart´ınez (2003) have
shown that this method performs well for obtaining starting configurations compared
to methods based on potential optimisation. This is due to the fact that PackMol
ensures that the distances between atoms is sufficient so that large repulsive forces will
not disrupt the simulation (Martinez et al. 2009).
#
# A mixture of acetonitrile, with triiodide, iodide and lithium ions
#
# All the atoms from different molecules will be separated at least 2.0
# Angstroms at the solution.
tolerance 2.0
# The file type of input and output files is xyz
filetype xyz
# The name of the output file
output DSC4.xyz
structure ACN.xyz
  number 1319 
  inside box -25. -25. -25. 25. 25. 25.
end structure
structure triiodide.xyz
  number 1
  inside box -25. -25. -25. 25. 25. 25.
end structure
structure iodide.xyz
  number 9
  inside box -25. -25. -25. 25. 25. 25.
end structure
structure lithium.xyz
  number 10
  inside box -25. -25. -25. 25. 25. 25.
end structure
Figure 4.3 An example input file for PackMol the Li+/I−/I−3 /ACN electrolyte, specifying the molecules
and dimensions of the simulation cell.
A typical input file for PackMol is given in Fig. 4.3. We specify the structure files for
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each of the molecules (which define coordinates for the atoms in the molecule), the
number of molecules and the dimensions of the simulation cell to place the molecules
in. The number of solvent molecules (acetonitrile) was chosen based on the dimensions
of the cell and the density of the liquid. The output from PackMol is then opened in
Aten, where it can be visualised and exported to a format compatible with DL POLY.
An equilibration simulation is then run on this configuration using DL POLY, to obtain
the initial configurations for the full MD simulations.
4.4 Calculation of Maxwell-Stefan diffusivities
Wheeler & Newman (2004a) have developed a generalised approach to obtain the
Maxwell-Stefan diffusivities for a multicomponent solution. They developed a Green-
Kubo expression based on the collective velocity correlation function for a general
number of species, which can be calculated from equilibrium simulations (Wheeler &
Newman 2004a). For our multicomponent system, this can be written as,
L0ij =
V
3kBT
∫ ∞
0
dt < Si(t)· Sj(0) >, (i, j = 1, 2, . . . , n− 1) (4.9)
where V (m3) is the simulation cell volume, Si(t) (m s
−1) is the generalised flux of
species i at time, t, and Sj(0) is the generalised flux of species j at t = 0. The
generalised flux of a species is defined as the time rate of change of the centre of mass
of the species relative to the solvent, that is R˙i(t) (m s
−1) (Wheeler & Newman 2004a).
Thus,
Si(t) = R˙i(t), (i = 1, 2, . . . , n− 1), (4.10)
where,
Ri(t) =
1
Ni
(∑
k∈i
rk(t)
)
− 1
Nn
(∑
k∈n
rk(t)
)
, (i = 1, 2, . . . , n− 1). (4.11)
Here, rk(t) (m) is the position vector of a particular molecule at time, t, in our molecular
dynamics simulation cell, with k in the first term on the right-hand-side representing
ionic species i and in the second term representing the solvent species, n, while Ni
and Nn are the numbers of molecules of species i and n (solvent), respectively. Equa-
tion (4.11) indicates that the centre of mass of species i must be referenced to the
centre of mass of the solvent, and Wheeler & Newman (2004a) found that, due to the
solvent velocity being used as the reference frame, this was critical in order to obtain
the correct transport parameters, L0ij.
Equations (4.9) can be applied to a liquid with any number of components, and more-
over as noted earlier, they satisfy Onsager’s reciprocal relations.(Hirschfelder et al.
1964) They define a new set of transport parameters, L0ij, which are related to the
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Fickian multicomponent diffusivities, D0ij , introduced in Chapter 2. The functional
form of each of the D0ij is obtained when we invert Equations (2.63) and (2.70) to
obtain Equations (2.73) and (2.74). These functional forms are a set of nonlinear al-
gebraic equations that relate the species concentrations, ci, the D0ij and the ij , and
are given in Chapter 2 for a binary electrolyte. Now, given that at known ci values
the Lij (and hence the D0ij) can be determined from molecular dynamics simulations
using the procedure outlined below, these nonlinear algebraic equations (for the func-
tional forms of the D0ij) can then be solved simultaneously to yield the ij . We solve
these nonlinear equations to obtain the ij for the NaCl electrolyte, however for the
Li+/I−/I−3 /ACN electrolyte we calculate the D0ij from the L0ij by noting that (Wheeler
& Newman 2004a),
vi − v0 =
n−1∑
j=1
L0ijXj, (4.12)
where Xj is the driving force as defined by Wheeler & Newman (2004a). Recalling the
form of Equation (2.69) from Chapter 2, we can relate the L0ij to the D0ij by,
D0ij = ciRTL0ij. (4.13)
In our work, rather than apply Equations (4.9) to calculate the L0ij, we have used
the equivalent Einstein form of the Green-Kubo expression, also developed by Wheeler
& Newman (2004a), namely,
L0ij =
V
6kBT
lim
t→∞
d
dt
< [Ri(t)−Ri(0)]· [Rj(t)−Rj(0)] >, (i, j = 1, 2, . . . , n− 1).
(4.14)
Equations (4.14) can be considered the multicomponent analog of Equation (4.8), used
for calculating self-diffusivities. Equations (4.14) are used to calculate the diffusivities,
as opposed to Equations (4.9), as they require only the coordinates of each atom in the
system at each time step, which are produced as output by DL POLY. On the other
hand, Equations (4.9) require the generalised fluxes, which can be calculated from the
species velocities. Although DL POLY has the capability to output velocities from the
molecular dynamics simulations, there is an increased data storage overhead associated
with this approach that we did not wish to cater for here. Furthermore, Allen &
Tildesley (2003) show that in the calculation of self diffusivities, incorrect values can be
obtained by using a Green-Kubo expression. This occurs when the velocity correlation
function is not integrated over a long enough time period and important information
is lost. This can be avoided by using the equivalent Einstein form, which allows us to
observe when fluctuations in the system have relaxed.
To perform our molecular dynamics simulations, we have defined our simulation cell
to have periodic boundary conditions. This means that a molecule that exits the cell
through one boundary, reenters the cell through the opposite boundary. We shall discuss
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the importance of this for our diffusivity calculations further below. In our molecular
dynamics simulations, the species concentrations are held constant, indicating that the
L0ij must also be constant. For this to occur, we require a linear profile for the dot
product in Equations (4.14), yielding a constant gradient in time. We have developed
comprehensive Java code, based on the code provided with DL POLY to calculate
the mean-squared displacement, to calculate < [Ri(t) − Ri(0)] · [Rj(t) − Rj(0)] >
as a post-processing step, after the molecular dynamics simulations have completed
execution. This code requires as input the name of the first atom comprising species
i, j and the solvent, the number of atoms in each of the molecules, the name of the
trajectory file (HISTORY), the total number of configurations (time steps) from which
the averages are to be calculated, the number of calculated dot products averaged from
the configurations, the sampling interval for the configurations (a value of 1 indicates
that all configurations are used) and the interval for which configurations to use as a
time origin. An overview of the algorithm used for calculating the dot product given
by Equation (4.14) is shown in Fig. 4.4. Note that this code is only suitable for cubic
or rectangular simulation cells.
The initialisation stage involves setting up all of the required data structures, and read-
ing in the molecular information of each species involved in the calculation of the dot
product. This information includes the types of atoms in each molecule, their weights
and the number of each type of molecule. We then enter a loop over all of the configura-
tions obtained from the MD simulation. We first read in the coordinates for every atom,
and normalise these coordinates to facilitate checking whether molecules have crossed
the cell boundary. We then calculate the weight of each molecule from the weights
of the constituent atoms, followed by the calculation of the “unfolded coordinates” of
each atom. If we are processing a time step that is after the initial configuration, these
coordinates are calculated based on the previous unfolded coordinates. These unfolded
coordinates are required due to the fact that our simulation cell is a periodic region. If
this periodicity was not taken into account, we would have much greater displacements
being calculated when molecules travel across the boundaries. The unfolded coordi-
nates are calculated based on the periodic velocity field, to determine the molecule’s
position relative to its starting point. We determine whether a molecule has crossed the
cell boundary on-the-fly, by checking whether a molecule has travelled more than half
of the simulation cell width in a single time step. If it has, then the boundary of the
molecular dynamics simulation cell has been crossed and the true (unfolded) coordinate
outside of the simulation cell must be calculated. We then use this unfolded coordinate
to calculate the displacement of the molecule in question.
Once we have the unfolded coordinates of each atom, we must then calculate a coordi-
nate for each molecule. This is done by calculating the centre of mass of the molecule.
These centres of mass are then used to calculate the centre of mass for each species, and
the centre of mass for the solutes are referenced to the solvent centre of mass to obtain
the Ri(t) required by Equation (4.14). The dot product is then progressively updated
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Initialisation
Loop over all configurations
Calculate weights of
molecules
If first configuration
Calculate normalised
coordinates of atoms
Calculate centre of
mass of each molecule
Calculate centre of
mass of each species
Calculate solute 
displacement relative
to solvent
Progressively update
dot product
Set the current 
coordinates to be
the ''previous''
coordinates
Output final
dot product
Else
Calculate unfolded
coordinates of 
each molecule
Calculate unfolded
coordinates, 
relative to previous
coordinates
Figure 4.4 Algorithm used to calculate the dot product in Equation (4.14).
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using a form of block averaging (Allen & Tildesley 2003) to compute the average dis-
placement of each species, relative to the solvent, over different time steps. By utilising
this form of averaging, we only have to iterate over all of the configurations once. The
current coordinates are then set to be the previous coordinates, before progressing to
the next configuration.
Upon completing the calculation of the dot product across all time steps, the result is
written to a file that is then opened in MicrosoftR© Excel. This allows us to calculate the
transport parameters L0ij via Equation (4.14), and thus the D0ij from Equation (4.13).
4.5 Molecular Dynamics Simulations
We now consider the simulation of a number of different fluids using DL POLY, which
have been executed on a single Intel Xeon core of a SGI Altix XE Computational
Cluster. The visualisations shown in this section have been generated using VMD
(Visual Molecular Dynamics) (Humphrey, Dalke & Schulten 1996).
4.5.1 Pure Water
The first step in using molecular dynamics simulations to obtain our multicomponent
diffusivities involved simulating pure liquid water. This was done to become familiar
with the simulation software, and to ensure that it had the capabilities that we needed.
By simulating a system containing only water molecules, we were able to obtain accurate
values for the self diffusivity. A typical starting configuration for the simulation of liquid
water is shown in Fig. 4.5
Figure 4.5 Initial configuration of water molecules for MD simulations
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To simulate pure liquid water we have used the SPC/E (extended simple point charge)
model due to Berendsen et al. (1987), with Lennard-Jones interactions on the oxygen,
given by (Evans & Morriss 2007, Jones 1924),
ΦLJ = 4ǫ
[(
σ
rij
)12
−
(
σ
rij
)6]
, (4.15)
where ΦLJ is the Lennard-Jones potential, rij is the distance separating the pair of
molecules, and ǫ and σ are the potential parameters specific to the molecules being
simulated. The first parameter, ǫ, describes the interaction energy and is representative
of the depth of the potential well. The distance where the Van der Waals forces are
cancelled by the short range quantum repulsive forces is given by σ, and this is where
the potential energy of the pair changes sign (Evans & Morriss 2007). The values
of these parameters, together with the electric charge, q (e), are given in Table 4.1.
Note that the SPC/E model for water does not include interaction potentials for the
hydrogen ions.
Table 4.1 Table of Lennard-Jones potential parameters for H2O(Berendsen et al. 1987).
parameter O H
q (e) -0.8476 +0.4238
σii (nm) 0.3166 -
ǫii (kJ mol
−1) 0.65 -
4.5.2 Aqueous Sodium Chloride electrolyte
To model the aqueous sodium chloride (NaCl) electrolyte, we again use the SPC/E
model for water, together with the Lennard-Jones potential model to describe all of the
interactions. The Lennard-Jones potential parameters for Na+and Cl−were obtained
from Wheeler & Newman (2004a), and are given in Table 4.2. For calculating the
Lennard-Jones parameters used to describe interactions between different species, we
use empirical relationships known as the Lorentz-Bertholet mixture rules, namely (Allen
& Tildesley 2003),
σij =
1
2
(σii + σjj), ǫij = (ǫiiǫjj)
1/2. (4.16)
Table 4.2 Table of Lennard-Jones potential parameters for Na+and Cl−(Wheeler & Newman 2004a).
parameter Na+ Cl−
q (e) 1 1
σii (nm) 0.235 0.442
ǫii (kJ mol
−1) 0.45979027 0.45064435
We have run equilibrium simulations in the NPT ensemble, for a range of concentra-
tions. N (the number of molecules) is typically of the order of 3500 to 4000, P = 1atm
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and T = 298K. The system was equilibrated for a period of 50 ps, with trajectories
obtained over the next 600 ps. Fig. 4.6 shows a typical starting configuration for the
NaCl electrolyte, as obtained from PackMol.
Figure 4.6 Initial configuration of NaCl molecules for MD simulations
4.5.3 Lithium/Iodide/Triiodide/Acetonitrile electrolyte
To model liquid ACN, we have used the three-site model of Gua´rdia et al. (2001), with
Lennard-Jones potential parameters given in Table 4.3.
Table 4.3 Table of Lennard-Jones potential parameters for the three-site model of ACN (Gua´rdia et al.
2001).
parameter Cmethyl Cnitrile N
q (e) 0.206 0.247 -0.452
σii (nm) 3.775 3.650 3.200
ǫii (kJ mol
−1) 0.7824 0.544 0.6276
The parameters for Li+ are taken from Bouazizi & Nasr (2007) while those for I− and
I−3 are from Lynden-Bell et al. (1998) and Zhang & Lynden-Bell (2005). These are
shown in Table 4.4.
Table 4.4 Table of Lennard-Jones potential parameters for Li+ , I− and I−3 ions (Bouazizi & Nasr 2007,
Lynden-Bell et al. 1998, Zhang & Lynden-Bell 2005).
parameter Li+ I− I−3(centre) I
−
3(end)
q (e) 1 -1 -0.03 -0.485
σii (nm) 1.505 5.167 5.167 5.167
ǫii (kJ mol
−1) 0.6904 0.4184 0.4814 0.4184
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In our simulations we have used the isobaric-isothermal (NPT) ensemble, with a con-
stant number of molecules (approximately 5000), a constant temperature (298K) and
constant pressure (1 atm). Following an equilibration period, the simulations were run
for over 1000 ps and molecular coordinate information was collected. A typical starting
configuration calculated from PackMol is shown in Fig. 4.7.
Figure 4.7 Initial configuration of Li+/I−/I−3 /ACN molecules for MD simulations
4.6 Molecular Dynamics Simulation Results
4.6.1 Pure Water
From our MD simulations of pure liquid water, we have been able to accurately calcu-
late the self-diffusivity of water. This has been done by calculating the mean-squared
displacement of the water molecules, which is a function built-in to DL POLY, com-
bined with Equation (4.8). The simulated and experimental self-diffusivities are given
in Table 4.5. From this result, we can see that DL POLY can accurately simulate liquid
water.
Table 4.5 Comparison between the simulated and experimental (Berendsen et al. 1987) self-diffusivities
for H2O.
property Simulated Experimental
D (m2 s−1) 2.37 × 10−9 2.4 × 10−9 (300K)
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4.6.2 Aqueous Sodium Chloride Electrolyte
Fig. 4.8 shows a comparison between the simulated and experimental density of the
NaCl electrolyte. DL POLY includes the capability of calculating the density of liquids
from the molecular dynamics simulations. We performed simulations at concentrations
of approximately 1M, 2.4M and 3.5M. The experimental density is obtained from the
work by Chapman (1967). We use this as a form of validation of our simulations,
before considering the calculation of the Maxwell-Stefan diffusivities. We can see that
we have quite good agreement with the experimental data, which gives us confidence
in the accuracy of our simulations and the validity of our methodology.
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Figure 4.8 A comparison between the simulated ( ) and experimental () density of aqueous NaCl
Figs. 4.9 to 4.11 show the calculated dot products ( ) defined in Equation (4.14)
for Na+-Na+, Cl−-Cl−and Na+-Cl−interactions at an electrolyte concentration of 1M,
together with a fitted linear (in time) function ( ). We observe that the calculated
dot products are closely approximated by this linear function, which is required for the
calculation of the multicomponent transport parameters. As noted earlier, since the
species concentrations in our simulations are constant, the L0ij given by Equation (4.14)
must also be constant and thus a linear profile for the dot product in Equation (4.14)
is required.
A comparison between the simulated and experimentally determined Maxwell-Stefan
diffusivities (Chapman 1967) is shown in Fig. 4.12. We can see that qualitatively
there is agreement between the experimental and simulated results, which for MD
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Figure 4.9 Calculated dot product ( ) given by Equation (4.14), together with a fitted linear rela-
tionship ( ), for interactions between Na+ions at a concentration of 1M.
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Figure 4.10 Calculated dot product ( ) given by Equation (4.14), together with a fitted linear
relationship ( ), for interactions between Cl−ions at a concentration of 1M.
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Figure 4.11 Calculated dot product ( ) given by Equation (4.14), together with a fitted linear
relationship ( ), for interactions between Na+and Cl−ions at a concentration of 1M.
simulations is quite good. We have recovered the general trend of decreasing diffusivity
with increasing concentration (for interactions with the solvent). These results also
compare well to those presented by Wheeler & Newman (2004a) for NaCl, where the
authors experienced similar under-prediction of the diffusion coefficients. We have used
the same approach of Wheeler & Newman (2004a), however we have used DL POLY to
conduct our simulations, and these results indicate that both the use of DL POLY to
perform the MD simulations and our Maxwell-Stefan diffusivity calculations are valid.
Table 4.6 Simulation run times versus number of molecules for the NaCl electrolyte.
# Molecules Total Time steps Equilibration Time steps Simulation Run time
3626 300 000 100000 58.983 hours
3626 250 000 50000 80.93 hours
3626 385 000 - 86.32 hours
3814 250 000 50000 82.336 hours
4004 250 000 50000 88.83 hours
4004 400 000 - 134.348 hours
Table 4.6 gives some typical run times for the MD simulations of the NaCl electrolyte,
for a variety of number of molecules and time steps. We can clearly see that these MD
simulations are highly computationally expensive, and in general become even more
costly for an increased number of molecules and time steps.
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Figure 4.12 The simulated Maxwell-Stefan diffusivities, compared with the fitted functions obtained by
Chapman (1967)
4.6.3 Li+/I−/I−3 /ACN Electrolyte
Fig. 4.13 shows two typical results for the calculation of the dot product in Equa-
tion (4.14) (solid line) for the Li+/I−/I−3 /ACN electrolyte, at a concentration of ap-
proximately 2.5 M. Fig. 4.13a shows the calculation for interactions between Li+ ions
(i.e. i = Li+ , j = Li+ in the dot product in Equation (4.14)), while Fig. 4.13b shows
the calculated result of interactions between Li+ and I−3 ions (i.e. i = Li
+ , j = I−3 in
the dot product in Equation (4.14)). From Fig. 4.13b we observe that the dot product
calculation, which we expect to be linear in time, is somewhat non-linear in the simu-
lations, due to the relatively small number of I−3 ions. This was a typical outcome for
our calculations involving the I−3 species. This deviation from linearity may introduce a
level of uncertainty in the exact value of the L0i I−3
(where i = Li+ , I− ) terms, and hence
the associated D0i I−3 that result from these values. We have confirmed in Chapter 3
however, that this uncertainty has no effect on the qualitative nature of the results
presented in this work. In fact, we found that minor variations in the values of D0ij
used in our simple cell simulations lead to a variation in the transient behaviour of our
solutions, but do not affect the steady state distributions that are attained. Further-
more, the magnitudes of the diffusivities that we obtained were of a comparable order
to the binary diffusivities that are available in the literature, and as shown in Chapter 3
our Maxwell-Stefan model gave transient profiles that were similar to those obtained
from the Nernst-Planck equations at low applied voltages, and hence low interfacial
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Figure 4.13 Calculated values of < (Ri(t) − Ri(0)) · (Rj(t) − Rj(0)) > from molecular dynamics
simulations ( ), and a fitted linear relation ( ). (a) - Interactions between Li+ and Li+ . (b) -
Interactions between Li+ and I−3 .
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concentrations. Thus, we have obtained suitable multicomponent diffusivities from our
molecular dynamics simulations. The determination of accurate diffusion coefficients
is important when the transient behaviour is of interest. In such cases, the extensive
calculations performed in this work may be required.
To calculate the L0ij, we have fitted a linear (in time) equation to the calculated dot
product (see Figs. 4.13a and 4.13b, for example), and used the gradient of this line
in Equation (4.14). In practice, rather than utilizing these L0ij to determine the ij
(via the process described in Section 4.4) we converted them directly to the Fickian
multicomponent diffusivities, D0ij (noting that the L0ij and the D0ij are directly related
via Equation (4.13)). These simulated D0ij are the multicomponent diffusivities that
were used to obtain the results for the simple cell model developed in Chapter 3.
Table 4.7 Simulation run times versus number of molecules for the Li+/I−/I−3 /ACN electrolyte.
∗ Note:
Simulations terminated early due to lack of disk space. The time steps listed are those that completed
successfully.
# Molecules Time steps Simulation Run time
806 200 000 11.119 hours
806 300 000 17.707 hours
806 300 000 18.38 hours
806 300 000 21.427 hours
846 200 000 12.941 hours
926 200 000 12.75 hours
5400 200 000 94.062 hours
5800 201 000 98.597 hours∗
6600 205 000 98.519 hours∗
5300 110 500 45.014 hours∗
Run times for a number of MD simulations of the Li+/I−/I−3 /ACN electrolyte are shown
in Table 4.7. For a relatively small number of molecules (< 1000), these simulations
run to completion in under one day. However, for the full simulations with more
than 5000 molecules (used to calculate transport parameters), the run times increase
dramatically. Note that the last three simulations in Table 4.7 terminated early, due
to a lack of hard disk space to store the output. The listed time steps do not represent
the total time steps for the complete simulations, as these runs were continuations of
previous simulations, to obtain trajectory data over a greater number of time steps.
The trajectory data files output from DL POLY can be on the order of 300Gb for
large simulations, which clearly indicates the high data storage costs that can occur
with MD simulations.
To gain an indication of the scaling of simulation run time with the size of the simulation
(number of molecules and time steps), we define,
size = #molecules × time steps, (4.17)
4.7 Conclusions 89
size = #molecules x time steps
R
u
n
tim
e
(ho
u
rs
)
5E+08 1E+090
20
40
60
80
100
120
MD Simulation
Linear Fit
Figure 4.14 Scaling of MD simulation run time with size. The size of the MD simulation is determined
by Equation (4.17).
and plot simulation time against size in Fig. 4.14. We can see that as the size of the
MD simulation increases, the required run time increases approximately linearly.
4.7 Conclusions
For an n-component fluid, the Maxwell-Stefan equations require n(n−1)/2 diffusivities,
which in general, are not readily obtainable. We have applied the work of Wheeler &
Newman (2004a) to the NaCl and Li+ /I− /I−3 /ACN electrolytes, in an attempt to
elucidate the required diffusivities. For the NaCl electrolyte, we were able to reproduce
the results of Wheeler & Newman (2004a), by showing good correspondence between
the simulated and experimental Maxwell-Stefan diffusivities. Furthermore, we have
been relatively successful in this endeavour for the Li+/I−/I−3 /ACN electrolyte, in that
the diffusivities we calculated were of a comparable order of magnitude to the binary
diffusivities available in the literature. Additionally, we note that in Chapter 3 we
saw that our one-dimensional Maxwell-Stefan model (which made use of our simulated
diffusivities) gave transient results that were very similar to those obtained from the
Nernst-Planck equations for a dilute solution of our electrolyte. This suggests that the
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simulated diffusivities for our system are reasonable.
One difficulty we encountered was due to the fact that I−3 ions appear in a much lower
relative concentration compared to Li+ and I− . This meant that we were required to
take a large number of total molecules in our simulations in an attempt to mitigate
the error. To our knowledge, the work presented in this chapter is the first case in
which the multicomponent diffusivities have been characterised for the Li+/I−/I−3 /ACN
electrolyte. Furthermore, it is our understanding that such diffusivities are generally
unable to be determined experimentally for electrolytes more complex than binary
electrolytes, thus the molecular dynamics simulation techniques investigated in this
chapter are of vital importance for the study of multicomponent electrolyte systems.
The calculation of the Fickian multicomponent diffusivities D0ij (and Maxwell-Stefan
diffusivites, ij), were essential in facilitating the comparison between the Nernst-
Planck and Maxwell-Stefan approaches that was presented in Chapter 3. By using
molecular dynamics simulations for the calculation of the transport parameters, our
continuum model contains information of the behaviour of the electrolyte at the mi-
croscale. This hybrid approach of combining microscopic calculations with macroscopic
models may improve the modelling and simulation of nanoscale thin-film devices.
In the following chapter we consider the two-dimensional extension of the one-dimensional
Maxwell-Stefan model that was developed in Chapter 3 for the Li+/I−/I−3 /ACN elec-
trolyte. We utilise the multicomponent diffusivities obtained in this chapter, to explore
the occurrence of ambipolar diffusion effects.
CHAPTER 5
Two-Dimensional Charge Transport Model
In this chapter we explore the development of a two-dimensional charge transport model
for a multicomponent electrolyte solution by extending the work presented in Chapter 3
and by Psaltis & Farrell (2011). The aim of this work is to obtain a model of electrolyte
charge transport that is capable of being coupled with a solid phase electron transport
model, and that allows us to explore ambipolar effects. We emphasise however, that we
have not considered modelling of the solid phase. In this work we are only concerned
with modelling the solution phase and showing that by varying the potential at the
interface, our model produces flow fields in the solution. The model presented here
differs from others found in the literature (Farrell et al. 2000, Ferber & Luther 2001,
Penny, Farrell & Will 2008) due to the fact that we make no electroneutrality assump-
tion and also account for the multicomponent nature of the electrolyte solution. To our
knowledge, this is the first such model for examining electrolyte charge transport near
electrochemical interfaces.
5.1 Motivation
This work was motivated by our desire to examine ambipolar effects near the elec-
trode/electrolyte interface in electrochemical devices. The occurrence of such ambipo-
lar effects is well recognised (Kopidakis et al. 2000), and is typically characterised by
the use of an “ambipolar diffusion coefficient” for charge carriers in the semiconductor.
This diffusion coefficient takes into account the coupling between the solid and solution
phases in an electrochemical system, and is usually determined experimentally (Duffy,
Peter & Wijayantha 2000).
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The long-term goal of our work is to develop an accurate simulation model for the elec-
trochemical interface in which ambipolar effects are a natural consequence of satisfying
a system of coupled mathematical equations in the solution and solid phases that con-
stitute the interface. The solution phase model presented here is the first step towards
that goal. The model describes two-dimensional charge transport in the ternary elec-
trolyte found in DSCs and accounts for multicomponent interactions between solute
species, together with the effects of an applied electric field. We make no assump-
tion regarding electroneutrality in the electrolyte, allowing the structure of the double
layer to develop naturally. In the remainder of this Chapter we describe the process
involved in developing the two-dimensional model, the numerical solution methodology
that has been implemented, and the results obtained from numerical simulations using
our model.
5.2 Model Development
To develop our two-dimensional model for multicomponent electrolyte charge transport,
we begin with the equations of transport developed in Chapter 2 for a general n-
component electrolyte solution, namely,
∂ci
∂t
+∇·Ni = 0, i = 1, 2, . . . , n. (5.1)
Here Ni(mol m
−2 s−1) is the total molar flux for species i, given by,
Ni = civ
0 + Ji, i = 1, 2, . . . , n. (5.2)
The molecular (diffusive) flux, Ji(mol m
−2 s−1), is defined relative to a velocity repre-
sentative of the bulk solution velocity, namely,
Ji = ci(vi − v0), i = 1, 2, . . . , n. (5.3)
where v0 = vn, the velocity of the solvent. Thus, the solvent molecular flux is identically
zero and the total molar flux of solvent is given by,
Nn = cnv
0. (5.4)
Applying these equations to the Li+/I−/I−3 /ACN electrolyte, for each of the ionic
species the total molar flux is given by,
Ni = civ
0−
∑
j
D0ij
{
c∇χj +
1
RT
(
cj V¯j − ωj
)
∇ p+
F
RT
cjzj∇Φ− F
RT
ωj
n−1∑
k=1
ckzk∇Φ
}
,
(5.5)
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for i = Li+, I−, I−3 , and the driving force for species i, di, is given by,
di = c∇χi +
1
RT
(
ciV¯i − ωi
)
∇ p+
F
RT
cizi∇Φ− F
RT
ωi
n−1∑
k=1
ckzk∇Φ. (5.6)
In Chapter 3, we introduced a mechanical equilibrium assumption, Equation (3.47),
which allowed us to state that gradients in the velocity of the system were negligible,
and remove them from the momentum equation. This simplified form of the momentum
equation then allowed us to express the pressure gradient in terms of the sum of the
body force terms, Equation (3.48), and hence remove the pressure from the expression
for the molar flux. However, in our two-dimensional model, we wish to apply a time-
varying potential to the system, which will lead to significant motion in the electrolyte.
Hence, the velocity gradients may no longer be negligible, so here we make no such
assumption and retain the pressure term in Equation (5.5).
To obtain the solvent velocity, we must introduce the full species momentum equation.
Unlike in the one-dimensional model developed previously, we cannot make use of the
local conservation of volume to derive an equation for the velocity. This is due to the
fact that we require equations for both the x and y velocity components. Here we use
the form of the species momentum equation given by Whitaker (1991), and thus, for
the solvent (n =ACN) momentum balance we obtain,
(
∂
∂t
(ρnv
0) +∇·(ρnv
0v0)
)
= −∇ pn + ρngn +∇·τn +
n−1∑
i=n
Pni, (5.7)
where pn (kg m
−1 s−2) is the solvent partial pressure, τn (kg m
−1 s−2) is the solvent
viscous stress tensor, and Pni(kg m
−2 s−2) represents the force acting between the sol-
vent species n and species i. Note also that in our system we do not consider chemical
reactions, hence these terms included by Whitaker (1991) have been neglected in (5.7).
For the (neutral ACN) solvent, gn is identically zero, as this represents the force on the
solvent due to the electric field. The forces acting between the solvent and each of the
ionic species are given by (Maxwell 1866, Whitaker 1991),
Pni =
pχnχi(vi − v0)
ni
, (5.8)
thus,
n−1∑
i=1
Pni = p
n−1∑
i=1
χnχi(vi − v0)
ni
. (5.9)
However, recalling from Chapter 2 the form of the diffusional driving forces, di, given
by Equation (2.59), we note that Equation (5.9) can be expressed in terms of the
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diffusional driving force for the solvent, dn, hence,
n−1∑
i=1
Pni = −pdn, (5.10)
where,
dn =∇χn +
1
cRT
(
cnV¯n − ωn
)
∇ p− ωn
cRT
n−1∑
j=1
cjzjF ∇Φ. (5.11)
Bird et al. (2002) give the form of the viscous stress tensor in the momentum equation
as,
τn = −µ
(
∇v0 +
(
∇v0
)T)
+
(
2
3
µ− κ
)(
∇·v0
)
δ, (5.12)
where µ(kg m−1 s−1) is the viscosity, κ(kg m−1 s−1) is the dilatational viscosity, (∇v0)T
is the transpose of the velocity gradient tensor and δ is the Kronecker delta, defined as,
δij =

0 if i 6= j,1 if i = j. (5.13)
Substituting Equations (5.11) and (5.12) into Equation (5.7), we obtain,
(
∂
∂t
(ρnv
0) +∇·(ρnv
0v0)
)
= −∇ pn
+∇·
(
−µ
(
∇v0 +
(
∇v0
)T)
+
(
2
3
µ− κ
)(
∇·v0
)
δ
)
− p

∇χn + 1
cRT
(
cnV¯n − ωn
)
∇ p− ωn
cRT
n−1∑
j=1
cjzjF ∇Φ

 . (5.14)
Equation (5.14) indicates that the solvent momentum is affected by gradients in the sol-
vent pressure, viscous stress forces, and the interactions between the solvent and other
species in the electrolyte, here expressed in terms of the diffusional driving forces acting
on the solvent. Note that for the first term on the right-hand-side of Equation (5.14)
we require the solvent partial pressure, however the term allowing for the interaction
forces requires the total pressure. We therefore require constitutive relations describing
the pressure in the solution.
There exist several equations of state (EOS) for use in liquids, such as the Peng-
Robinson equation (Peng & Robinson 1976), the Soave-Redlich-Kwong equation (Redlich
& Kwong 1949, Soave 1971) and Tait’s equation (Hayward 1967, Tait 1949) for exam-
ple. However, each of these equations require a number of parameters specific to an
individual liquid. Furthermore, for a mixture, we would require the parameters for each
pure component, which would then allow us to use some form of mixing rules to obtain
parameters for the solution. However, electrolytes are not generally a mixture of liquid
components, and the determination of all the required parameters is not feasible in this
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work.
Therefore, to allow us to proceed, we use an ideality assumption, and state that each
of the species partial pressures can be determined by,
pi = ciRT, (i = Li
+, I−, I−3 ,ACN). (5.15)
Thus, the total pressure is then given by,
p =
n∑
i=1
pi = cRT. (5.16)
Then, we assume we can relate the species partial pressures to the total pressure via,
pi = χip, (i = Li
+, I−, I−3 ,ACN), (5.17)
which will allow us to eliminate the solvent partial pressure from the momentum Equa-
tion (5.14).
Expressing the solvent partial pressure in terms of the total pressure, and replacing
the solvent density, ρn, by cnMn, we obtain the final form of the solvent momentum
equation, namely,
(
∂
∂t
(cnMnv
0) +∇·(cnMnv
0v0)
)
= −∇(χnp)
+∇·
(
−µ
(
∇v0 +
(
∇v0
)T)
+
(
2
3
µ− κ
)(
∇·v0
)
δ
)
− p

∇χn + 1
cRT
(
cnV¯n − ωn
)
∇ p− ωn
cRT
n−1∑
j=1
cjzjF ∇Φ

 . (5.18)
To solve for the potential, we retain Poisson’s equation (introduced in Chapter 3)
extended to two dimensions, namely,
∇·(ε∇Φ) = −F
∑
i
zici, (i = Li
+, I−, I−3 ), (5.19)
where we assume the permittivity, ε, is constant. To close the system, we need a set of
boundary and initial conditions. We consider a two-dimensional domain as shown in
Fig. 5.1.
The east and west boundaries (at x = 0 and x = Lx) define the impenetrable elec-
trode/electrolyte interfaces, thus we prescribe no-flux conditions,
Ni(0, y, t)· iˆ = 0, Ni(Lx, y, t)· iˆ = 0, (i = Li
+, I−, I−3 ), (5.20)
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Figure 5.1 Schematic diagram of the two-dimensional domain considered in this chapter.
together with zero solvent velocity,
v0(0, y, t) = 0, v0(Lx, y, t) = 0. (5.21)
Note that both the x and y components of the solvent velocity are set to zero. This
indicates a“no slip”condition at these boundaries. However, the individual ionic species
velocities are not necessarily zero, thus there may still be slip of these species along the
boundary. The boundary conditions on the potential are given as,
Φ(0, y, t) = f(y, t), Φ(Lx, y, t) = 0. (5.22)
The function f(y, t) allows the potential on the western boundary to vary both in space
and time. This is done to establish the possibility of a coupling between the solid and
liquid phases. By varying the potential along the boundary, we aim to show that this
produces appropriate flow in the electrolyte solution at the interface.
At the north and south boundaries (y = Ly and y = 0), we impose conditions of
periodicity. This is done in order to overcome the need for complicated upstream and
downstream conditions that would normally apply if we were modelling a long, thin
pore. Instead, our domain can be perceived as being a portion of the pore at a sufficient
distance from the end points such that it is not affected by them. Additionally, when we
attempted to apply no flux conditions at the north and south boundaries (in conjunction
with the east and west boundaries), we experienced significant numerical difficulties.
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Our two-dimensional domain can thus be considered as a cylindrical domain with a
varying potential along one circular edge, which has been sliced vertically and unrolled
to form a rectangular domain, as shown in Fig. 5.2.
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Figure 5.2 Cylindrical representation of 2D domain, to show periodic boundary conditions.
Thus, the conditions on the electrolyte species flux at the north and south boundaries
become,
Ni(x,Ly, t) = Ni(x, 0, t), (i = Li
+, I−, I−3 ). (5.23)
The solvent velocity is given by,
v0(x,Ly, t) = v
0(x, 0, t), (5.24)
while the condition on the electrostatic potential is,
Φ(x,Ly, t) = Φ(x, 0, t). (5.25)
We shall go into further detail on the south boundary in the following Numerical Solu-
tion section.
Finally, our initial conditions are given by,
ci(x, y, 0) = c
0
i , (i = Li
+, I−, I−3 ,ACN), (5.26)
v0(x, y, 0) = 0, (5.27)
Φ(x, y, 0) = 0. (5.28)
Note that Equation (5.28) is not strictly needed, as there is no time derivative involving
Φ. However, it is useful for initialising our numerical simulations, so we include it here
for completeness.
Equations (5.1), (6.5), (5.18), (5.19), together with boundary conditions (5.20) to (5.25)
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and initial conditions (5.26) to (5.28), form our system of two-dimensional model equa-
tions describing multicomponent charge transport in a liquid electrolyte. We now con-
sider the numerical approach used to solve this system of equations.
5.3 Numerical Solution
To solve the system of two-dimensional model equations, we have used the finite volume
discretisation technique to obtain a system of ordinary differential equations (ODEs)
and algebraic equations. This differential-algebraic equation (DAE) system has been
solved using the SUNDIALS solver package (Hindmarsh et al. 2005), combined with
the C++ programming language. Originally Matlab R©was investigated for solving this
system, however it was determined that it was unsuitable due to processor and memory
requirements.
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Figure 5.3 Representation of grid used to implement the 2D finite volume discretisation.
The scalar variables (concentrations ci, potential Φ and pressure p) are solved for on a
structured grid such as that depicted in Fig. 5.3, with the capability for refinement near
the boundaries. To form the DAE system, we integrate each of our continuum equations
over a control volume and obtain ODEs in time for the conservation and momentum
equations, and algebraic equations for Poisson’s equation (5.19) (as there is no temporal
derivative) and Equation (6.5) for the pressure. For the species conservation equations,
Equation (5.1), the discretisation of an internal control volume proceeds as follows.
We begin by integrating over the control volume containing node point P (shaded in
Fig. 5.3), to obtain ∫ ∫
∂ci
∂t
dA+
∫ ∫
∇·Ni dA = 0, (5.29)
where A is the area of the shaded control volume in Fig. 5.3. By assuming that the value
of ci over the control volume can be approximated by the value at the node (xP , yP ),
ciP , and using a two-dimensional analog of the Divergence theorem (Chen 2007), we
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obtain,
dci
dt
∣∣∣∣
P
AP +
∮
Ni · nˆ dσ = 0, (5.30)
where AP = ∆xP∆yp and nˆ is the unit normal to the control volume boundary, σ. By
summing the integral over each of the four faces of the control volume, the second term
on the left hand side of (5.30) becomes,
4∑
j=1
∫
Ni · nˆj dσj , (5.31)
and by approximating each of these integrals using a mid-point quadrature rule (Haber
1967), we obtain,
dci
dt
∣∣∣∣
P
+
1
AP
4∑
j=1
Ni,j∆rj = 0, (5.32)
where Ni,j is the component of Ni corresponding to Ni · nˆj at the centre of the face,
and ∆rj represents the length of control volume face j. Within the flux Ni,j, the
advection term is handled using upwinding (Patankar 1980), and each gradient term in
the diffusive component is specified using a central difference formulation (Burden &
Faires 2004).
To discretise Poisson’s equation,
∇·(ε∇Φ) = −F
∑
i
zici, (i = Li
+, I−, I−3 ),
we use the same approach outlined above for the divergence of the flux on the left-
hand side. For the right-hand side we assume the concentration throughout the control
volume can be approximated by the concentration at the node. This leads to the
following discrete equation,
(
φE − φP
δxe
)
∆yP +
(
φN − φP
δyn
)
∆xP
−
(
φP − φW
δxw
)
∆yP −
(
φP − φS
δys
)
∆xP = −F
∑
i
ziciPAP , (i = Li
+, I−, I−3 ),
(5.33)
where we have approximated the gradients using central differences.
We must also discretise the equation for the pressure, Equation (6.5), however as this
is an algebraic equation to begin with, we obtain the equation at the control volume
nodes, namely,
pP = cPRT. (5.34)
We now go into more detail on the discretisation process for the solvent momentum
equation. While the general process is the same as that shown here for the species
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conservation equations, there are some subtleties involved that warrant further expla-
nation.
5.3.1 Finite Volume Discretisation of Momentum Equation
To discretise the solvent momentum equation, Equation (5.18), we require two offset
grids (Ferziger & Peric´ 2002, Patankar 1980). This is done to reduce the interpolation
required for the velocities, as they are generally needed at the control volume faces,
rather than the nodes. The x component is obtained by integrating over a grid that
has been offset in the x direction, such that the offset nodes lie on the east face of the
original control volumes, as shown in Fig. 5.4. The labels and dots in Fig. 5.4 correspond
to those in Fig. 5.3, while the crosses represent the centre of the offset control volumes.
The y component is obtained from integration over a grid offset in the y direction, with
the offset nodes corresponding to the north faces of the original grid, shown here in
Fig. 5.5. As with Fig. 5.4, the labels and dots correspond to Fig. 5.3 and the crosses
show the centre of the y offset control volumes. By integrating Equation (5.18) over
these two grids, we are able to obtain the solvent velocity at the original control volume
faces.
P
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δx δx
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n
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∆xP
∆yPe
n
s
w (1)
(2)
(3)
(4)
Figure 5.4 Example grid offset in the x direction, used for discretising the x-momentum equation.
We begin in a similar fashion as shown previously, however in this case we integrate
over the grids containing offset control volumes. The full vector form of Equation (5.18)
is integrated over each of the offset grids separately, and we are then able to extract the
relevant x or y component, depending on the grid. When integrated over the x offset
grid, the left hand side of Equation (5.18) becomes,
d
dt
(cnMnv
0)
∣∣∣∣
e
+
4∑
j=1
(cnMnv
0v0)· nˆj
∣∣
j
∆rj. (5.35)
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Figure 5.5 Example grid offset in the y direction, used for discretising the y-momentum equation.
On the right hand side, the terms involving the divergence are treated as before, using a
two-dimensional divergence theorem. To handle the remaining terms, we have assumed
that we can approximate the integrals by using the values at the offset node points
(x’s in Fig. 5.4), and multiplying by the area of the control volume. As with the
conservation equations treated earlier, we do not show the form of the discrete version
of the momentum equation here.
5.3.2 Treatment of Periodic Boundary Conditions
To handle the periodic boundary conditions, Equations (5.23) to (5.25), at the northern
and southern boundary (y = yL and y = 0), we do not integrate over a half control
volume as is usually done at boundaries. Instead, we treat the southern boundary nodes
as being contained in a full control volume, which overlaps with the control volumes on
the northern boundary (y = Ly). This is shown in Fig. 5.6.
South boundary
North boundary
y = 0 y = Ly
Figure 5.6 Overlap of control volumes on the north and south boundaries, resulting in a full control
volume at the south boundary.
We then integrate over a full control volume, where the southern faces correspond to
the southern faces of the control volumes at the northern boundary. This eliminates the
need to specify a boundary condition on the southern boundary. For the corner nodes,
we obtain a half control volume, but only in the x direction. These control volumes
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South boundary
North boundary
x = 0 x = 0
y = 0 y = Ly
Figure 5.7 Overlap of control volumes at the corner for the north and south boundaries, resulting in a
half control volume in the x direction at the south boundary.
are treated in the same way as the the other control volumes on the west (or east)
boundary, where we integrate over the half control volume, and insert the appropriate
boundary condition into the discretised equation. Furthermore, a similar approach is
used for each of the offset grids to obtain periodic boundary conditions on the velocity.
Fig. 5.8 gives an overview of the algorithm implemented in C++ to solve our system of
two dimensional model equations, where we have used the IDA (Implicit Differential-
Algebraic) solver included with Sundials. We first must set up the equation objects and
the coupling between the equations. The code is implemented with an object oriented
design, which allows us to easily setup all the information required by each equation.
This also improves the extensibility of the code, as we can easily include different forms
of equations which may require further parameters. By specifying the coupling between
equations, this allows us to access all of the required data. For instance, Poisson’s
equation requires the current concentrations of each of the ionic species.
We then initialise the Sundials-specific data structures that will be used with the Sundi-
als functions. In this code, we have not made use of the parallel capabilities of Sundials,
however this could be implemented to improve efficiency in a multiprocessor environ-
ment. We must also specify the form of solver we wish to use. In this code, we use
the direct linear solver IDADense, as the periodic boundary conditions mean that our
matrix system will have a large bandwidth. Reordering of the matrix elements could
be used to improve this, allowing us to make use of the IDABand solver routine.
Following the initialisation of the data structures, we must set up the initial condi-
tions for our system. This involves calling IDACalcIC and IDAGetConsistentIC to
ensure that the initial conditions are consistent. We then proceed to solve our system
of equations using IDASolve, to obtain the solution at each time step. For the time
integration, IDA uses the Backward Differention Formula (variable order, variable co-
efficient) in fixed leading coefficient form (Brenan, Campbell & Pretzold 1996). The
solution for each time step is stored before incrementing the time.
Once we have reached the end of the specified simulation time, each of the solution
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Setup SUNDIALS data
structures
Setup data structures and 
coupling for equations
Setup Initial Conditions
Solve for timestep t = tout
using IDASolve
While tout < tfinal
Store each variable at tout
Increment time 
tout = tout + ∆t 
Output solution to file
Figure 5.8 Flow chart showing an overview of the numerical algorithm used for the solution of the 2D
Maxwell-Stefan model.
104 Chapter 5. Two-Dimensional Charge Transport Model
variables (at every time step) is written to an external file. Care must be taken to
extract the correct solution variables, as during the solution process they are stored in
the order of cLi+ , cI− , cI−3
, Φ, p, v0x, v
0
y. By writing each variable to a separate file, this
allows us to easily analyse and plot the data.
5.4 Results and Discussion
Table 5.1 Table of parameter values used in the two-dimensional simulations.
Parameter Value Description
c0Li+ 500 (mol m
−3) Initial concentration of Li+ ions
c0I− 450 (mol m
−3) Initial concentration of I− ions
c0
I−3
50 (mol m−3) Initial concentration of I−3 ions
zLi+ +1 Formal charge on Li
+ (Lide 2010)
zI− -1 Formal charge on I
− (Lide 2010)
zI−3
-1 Formal charge on I−3 (Lide 2010)
F 96485.3399 (C/mol) Faraday Constant(Lide 2010)
R 8.31447215 (J/K mol) Gas Constant(Lide 2010)
T 298.15 (K) Temperature
MLi+ 6.941 × 10−3 (kg/mol) Molar mass of Li+ (Lide 2010)
M I− 126.90447 × 10−3 (kg/mol) Molar mass of I− (Lide 2010)
M I−3
380.71341 × 10−3 (kg/mol) Molar mass of I−3 (Lide 2010)
MACN 41.052 × 10−3 (kg/mol) Molar mass of ACN(Lide 2010)
ε 324.41056 × 10−12 (C/Vm) Permittivity of liquid ACN,
multiplied by the permittivity of free space
(Lide 2010, Sahakyan et al. 2008)
V¯ Li+ 2.11485877 × 10−6 (m3/mol) Partial molar volume of Li+
V¯ I− 5.12978048 × 10−5 (m3/mol) Partial molar volume of I−
V¯ I−3
4.103824384 × 10−4 (m3/mol) Partial molar volume of I−3
µ 0.000369 (kg/m s) Viscosity of pure ACN (Lide 2010)
Lx 20× 10−9 (m) Length of the domain in the x direction
Ly 200 × 10−9 (m) Length of the domain in the y direction
Table 5.1 gives the parameter values used for the solutions obtained in this section. The
initial species concentrations, c0Li+ , c
0
I− and c
0
I−3
, are chosen to reflect the electrolyte
concentrations found within DSCs (Boschloo & Hagfeldt 2009). The partial molar
volumes of each species are identical to those given in Chapter 3, and the dilatational
viscosity, κ, has been set to zero following Stokes’ theorem (Dartevelle 2003, el Hak
1995, Yamaguchi 2008).
The following results have been obtained from simulations run on a standard desktop
PC, containing an Intel Core 2 Duo E6750 CPU with each core running at 2.66 GHz,
with 4GB of RAM. The C++ code has been compiled using Microsoft’s Visual Studio
2008 C++ compiler.
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Fig. 5.9 shows the resulting steady state concentration and potential profiles obtained
from our two-dimensional simulation when we apply a 0.05V potential difference across
the domain, with an initial electrolyte concentration of 0.5M. We do this to establish
the fact that our two-dimensional model is able to produce similar results at low po-
tentials as seen in the one-dimensional model discussed in Chapter 3. Note that we
do not expect the results to be identical, due to the difference in applied voltage and
differences between the two systems of model equations. We can clearly see the estab-
lishment of a double layer region, with an increase in the Li+ concentration at the east
boundary (x = xL) and decrease at the west (x = 0), and corresponding changes in
the concentrations of I− and I−3 . This is in accordance with the results presented in
Chapter 3.
Fig. 5.10 shows the concentration profile of I−3 close to the interface, with an applied
voltage of 0.15 V. In Chapter 3 we showed that this resulted in I−3 ions being shielded
from the interface by I− ions and this has been confirmed in our two dimensional
model. We see that we obtain a local maximum in the concentration of I−3 ions near
the solid/electrolyte interface. This shows that the behaviour we observed in our one-
dimensional model was not simply a result of the mechanical equilibrium assumption,
as this assumption has not been made in our two-dimensional model. We recall that
in Chapter 3 the mechanical equilibrium assumption allowed us to use the momentum
equation to express the pressure gradient in terms of the body force terms. Here we
have solved the full momentum equation for the solvent velocity, with a constitutive
relation for the pressure.
We now wish to perform a similar analysis as done in the one-dimensional model, to
examine the cause of the local maximum in the I−3 concentration. Firstly, we combine
the pressure gradient term in Equation (5.6) with the term involving the summation of
the body forces. This is analogous to what we did in Chapter 3 for our one-dimensional
model as in that case we were able to combine these terms due to a mechanical equi-
librium assumption. We then form the ratio of this combined term with the individual
body force term, to obtain,
(
ciV¯i − ωi
) ||∇ p|| −Fωi∑n−1k=1 ckzk||∇Φ||
Fcizi||∇Φ|| , (i = Li
+, I−, I−3 ). (5.36)
In Chapter 3 we were able to greatly simplify this ratio to a function of concentra-
tions only. Without the mechanical equilibrium assumption however, here it remains
a function of concentration, pressure and electrostatic potential. Fig. 5.11 shows the
calculated ratio for Li+ , I− and I−3 in the region close to the interface, for an applied
voltage of 0.15 V. As was the case in the one-dimensional model, for Li+ and I− this
ratio remains less than one, however for I−3 the ratio is greater than one. This indi-
cates that the numerator is greater than the denominator and thus the pressure force
and the forces due to the electric field acting on the other species are greater than the
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Figure 5.11 Comparison of the ratio in Equation (5.36) between each of the species, Li+ ( ), I− ( ),
I−3 ( ), obtained from the 2D model results, for an applied voltage of 0.15V.
force of the electric field acting on I−3 . This leads to the I
−
3 being shielded away from
the interface by the smaller I− ions, resulting in the observed local maximum in the
I−3 concentration.
Equation (5.36) ignores any contribution concentration gradients may have to the driv-
ing forces. In Chapter 3 we neglected concentration gradients in Equation (3.78) due to
the fact that we had only modified the applied voltage to obtain the local maximum in
I−3 concentration, and we were able to combine terms under the mechanical equilibrium
assumption. However, here we are also interested in the effect concentration gradients
have on the distribution of species. Hence, we now consider the contributions of each
of the individual terms in the driving forces, Equation (5.6).
We shall consider concentration gradients, given by,
∇χi, (5.37)
potential gradients, given by,
ciziF
cRT
∇Φ, (5.38)
and the pressure gradient combined with the summation of body force terms, namely,
1
cRT
(ciV¯i − ωi)∇p− ωiF
cRT
n−1∑
j=1
cjzj∇Φ (5.39)
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We first consider an applied voltage of 0.05 V, where interactions between ionic species
do not greatly affect the concentration distribution, before increasing the applied volt-
age to 0.15 V, to examine the terms (5.37) to (5.39) described above.
Fig. 5.12 shows the magnitudes of the above components of the driving forces for Li+ ,
I− and I−3 , with an applied voltage of 0.05 V. Note that only the region where there
is the greatest variation has been shown. In Fig. 5.12a we can see that for Li+ the
force terms due to gradients in the concentration and electrostatic potential are almost
identical, whilst the force term given by Equation (5.39) is negligible. This shows that
Li+ is mainly affected by concentration and potential gradients. Similarly in Fig. 5.12b,
which shows the contributions for the I− driving force, we can see that the dominant
forces are due to the concentration and potential gradients. However, Fig. 5.12c shows
that for I−3 , the driving force component given by Equation (5.39) becomes significant
when compared to the concentration and potential gradient terms. This shows that it
is important for these terms to be included in the driving force for I−3 . Notwithstanding
this, we do not expect to see a local maximum in the I−3 concentration, as the pressure
forces (5.39) do not exceed the electric field (5.38). This is confirmed in Fig. 5.9.
Fig. 5.13 shows the resulting magnitude of the driving force terms, given by Equa-
tion (5.37) to (5.39), when the potential difference is increased to 0.15 V. We again see
that the Li+ driving force is predominantly due to concentration and potential gradi-
ents. The pressure force terms become more significant for I− , and for I−3 these pressure
terms in fact become the dominant force. Note that this also implies that the ratio
given by Equation (5.36) exceeds unity. From Fig. 5.13c we see that the driving force
terms in Equations (5.37) to (5.39) for I−3 are not monotonic. This occurs due to the
fact that the I−3 concentration is not monotonic as a result of the interaction with I
− .
These results clearly show that these terms are crucial in obtaining the behaviour
observed in the I−3 concentration. We have shown that it is not a result of a mechanical
equilibrium assumption, as here we have solved the full momentum equation. As was
discussed in Chapter 3, this behaviour will occur when there are two (or more) like
charged species. In this electrolyte, I− and I−3 are in competition to counteract the
electric field. The smaller I− ions shield the I−3 ions away from the interface, resulting
in a lower predicted I−3 interfacial concentration. Note that without the pressure terms
defined by Equation (5.39), the Nernst-Planck equations will predict a monotonically
increasing concentration for both I− and I−3 at the x = 0 interface.
We now consider a two-dimensional problem, by applying a spatially varying potential
to the western boundary (x = 0), of the form,
f(y) = φ0 exp

−
[
sin
(
pi
Ly
y
)]2
β

, (5.40)
where φ0 = 0.05 V specifies the maximum potential of the pulse and β = 0.5 was
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Figure 5.12 Magnitudes of the components of the diffusional driving forces (Equation (5.37)(*), Equa-
tion (5.38)(◦), Equation (5.39)(△)) for Li+ , I− and I−3 ions, under an applied voltage of 0.05 V.
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Figure 5.13 Magnitudes of the components of the diffusional driving forces (Equation (5.37)(*), Equa-
tion (5.38)(◦), Equation (5.39)(△)) for Li+ , I− and I−3 ions, under an applied voltage of 0.15V.
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chosen such that the gradient in the potential along the boundary was not too steep.
This functional form for the potential profile was chosen to ensure we would obtain a
continuous potential at the north and south boundaries when our periodic conditions
were applied. The resulting concentration and potential profiles are shown in Fig. 5.14.
We see at the west (x = 0) boundary that we obtain maximums in the I− and I−3 ions
corresponding to the potential profile, and a minimum in the Li+ concentration. At the
east (x = Lx) boundary we obtain a maximum in the Li
+ concentration and minimums
in the I− and I−3 concentrations due to the development of a potential gradient. This
behaviour is as expected, with the ions being distributed to counteract the electric field.
Figs. 5.15 to 5.17 show the magnitudes and direction of the driving force vectors,
given by Equation (5.37) to (5.39), for Li+ , I− and I−3 ions. The contours indicate
the magnitudes of the driving force components, and note that the arrow directions
do not indicate the direction of motion for the ions. For Li+ , the contribution to
the driving force from the pressure term is approximately two orders of magnitude
less than the concentration and potential gradient terms. This agrees with the results
shown previously in Fig. 5.12a where the electric field was uniform in the y direction,
indicating that the main driving forces for Li+ are due to concentration and potential
gradients. Furthermore, we see that the concentration and potential gradient driving
force terms are acting in opposite directions, to balance each other out. Recalling that
the molecular flux, given by Equation (5.5), is comprised of the negative of the driving
forces, this indicates that the concentration and pressure driving forces act to attract
Li+ to the interface, while they are repelled by the positive potential that has been
applied. In Fig. 5.16 we see that the opposite is true for I− . The concentration and
pressure forces act to repel the I− , while the potential force attracts them towards the
interface. Also note that the pressure driving force is more significant for I− ions than
for Li+ , as discovered previously, however it is still approximately an order of magnitude
less than the concentration and potential terms. For I−3 however, the pressure terms
are the same order of magnitude as the concentration and potential terms, as seen in
Fig. 5.17. The I−3 ions are attracted to the surface by the potential force, and repelled
by the concentration and pressure forces.
As the first step in a model designed to accommodate the occurrence of ambipolar
effects, we now allow the applied potential profile to vary with time. We use the same
potential profile to ensure continuity across the periodic north and south boundaries.
By allowing the potential to vary with time, we are attempting to simulate the change
in potential that would occur when electrons are being transported along the electrode.
We acknowledge that such behaviour may not be able to be modelled using a continuum
framework, however we feel it is a good starting point to aid understanding. Note that
we have not attempted to model the solid phase here.
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The potential at x = 0 is specified as,
f(y, t) = φ0 exp

−
[
sin
(
pi
Ly
y − αt
)]2
β

, (5.41)
where α = 0.1 is a parameter controlling the speed of the potential pulse, and has
been chosen to allow us to examine the transport behaviour on the timescale of our
simulations. Figs. 5.18 to 5.20 show the concentration and potential profiles when the
potential on the western boundary is given by Equation (5.41). The potential pulse
travels in the negative y direction, from north (y = Ly) to south (y = 0). Figs. 5.18(a)
to (c) show the Li+ , I− and I−3 concentrations after 5× 10−7 s. We observe maximums
in the I− and I−3 concentrations corresponding to the maximum in the potential, whilst
there is a minimum in the Li+ concentration. This result is analogous to that shown in
Fig. 5.14, where the potential profile was stationary.
Fig. 5.19 and Fig. 5.20 show the development of the concentration and potential profiles
after 10× 10−7 s and 15× 10−7 s respectively. These figures are shown to establish the
fact that the concentrations of Li+ , I− and I−3 behave appropriately according to the
changing potential profile. To more clearly show the flow of ions in the electrolyte as the
potential varies, Figs. 5.21 to 5.23 show the concentrations (depicted by the contours)
and species velocity fields of Li+ , I− and I−3 . In Fig. 5.21 we see the flow of Li
+ ions
near the interface. By examining the Li+ velocity field, we see that the Li+ ions are
forced away from the interface near the leading edge of the potential pulse due to the
electric field, while at the trailing edge they are drawn in towards the interface due to
the concentration gradient and potential difference that develops.
In Fig. 5.22 we see that the bulk motion of I− is towards the interface at the leading
edge of the pulse, due to the electric field. At the trailing edge, the I− ions redistribute
into the bulk fluid region, as they are no longer under the effect of the electric field.
Similar behaviour can be seen in Fig. 5.23 for I−3 . By way of example, we now consider
the motion of I−3 ions near the interface by calculating the streaklines that would be
traced out by particles released into the flow. Streaklines trace the path of a continuous
stream of particles (such as dye) that are injected into the flow field. This is shown
in Fig. 5.24. Fig. 5.24a shows streaklines after 100 × 10−7 s, where a single particle is
released every 1×10−8 s. As the potential pulse travels along the interface, we see that
motion of I−3 ions in the y direction does occur, however the ions do not closely follow
the motion of the pulse. As the potential increases, they are drawn in to the interface,
but the force is not strong enough to carry them along the interface and they relax
back out into the bulk fluid. However, due to the nature of this model, the potential
pulse that is applied to the interface is unaffected by the ions in the solution. If the
potential at the interface was changing due to a coupled, solid-phase model, we expect
the motion of ions in the solution would affect transport in the solid phase.
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5.5 Conclusions
In this work we have taken our multicomponent electrolyte charge transport model de-
veloped in Chapter 3 and extended it to two dimensions. In this two-dimensional model,
we have solved the full solvent momentum equation to obtain the solvent velocity, as
opposed to introducing the mechanical equilibrium assumption used in Chapter 3.
We have established that our two-dimensional model is able to produce similar results
to the one-dimensional model, in that a local maximum in the I−3 concentration was
observed at a region away from the interface, under an applied voltage of 0.15 V. Thus,
as discussed in Chapter 3, this can have a significant impact on the prediction of the
rate of chemical reactions which are dependent on interfacial concentrations.
We also confirmed that the ratio of force terms examined in Chapter 3 exhibited the
same behaviour here, indicating that this behaviour is not a result of the mechanical
equilibrium assumption. Furthermore, we have shown in the case of I− and I−3 ions, the
pressure terms in the driving force, given by Equation (5.39), become significant when
compared to the concentration and potential gradient terms. These pressure terms are
crucial in obtaining the behaviour we have observed, which is a result of there being
two like-charged ions in the electrolyte solution, which compete to overcome the electric
field.
We then considered the effect that a varying interfacial potential has on the electrolyte.
By applying a spatially-varying potential to one boundary, we have shown that our
model is two-dimensional, and the species concentrations behave appropriately. We also
showed that the pressure gradient driving force became significant for I− and I−3 ions,
in accordance with the results shown for the uniform potential simulation. We then
allowed the spatially-varying potential to move with time, producing a flow field in the
electrolyte. Importantly, this represents a solution phase model that, when coupled to
a model for charge transport in the solid phase of the interface, will be able to account
for ambipolar motion, without it having been enforced in the model. In this work we
have observed the motion of ionic species close to the electrode/electrolyte interface,
where the motion is a direct result of the changing potential at the interface. We have
shown in the situation considered, I−3 ions do not travel along the length of the interface
with the potential. Instead, they are attracted to the interface as the potential pulse
approaches, then relax into the bulk solution region as it passes.
We believe that this gives a good indication that our model would behave appropri-
ately when coupled with a detailed solid phase transport model. The coupling of the
electrostatic potential across the interface would cause variations in the solution-phase
potential, which may lead to the development of flow fields similar to that shown here.
The model presented in this chapter is the important first step towards developing a
fully-coupled interfacial charge transport model for electrochemical devices.
CHAPTER 6
Outcomes, Conclusions and Further Work
6.1 Outcomes
In this thesis, we have investigated the mathematical modelling of charge transport
in electrolyte solutions, contained within an idealised nanopore and which form an
electrochemical interface with an ideally polarisable electrode surface. We have inves-
tigated and compared two fundamental approaches to modelling charge transport that
are found in the literature. The first, based on the Nernst-Planck equations, requires
an assumption that the solution is infinitely dilute, thus ignoring the multicomponent
nature of electrolyte solutions. The Maxwell-Stefan equations, on the other hand, pro-
vide a means by which we may account for this multicomponent nature, and thus
incorporate the effects of multicomponent interactions that occur, into our model.
By applying these modelling approaches to two different electrolyte solutions, we have
shown that for the ternary electrolyte originally found within DSCs, the Maxwell-Stefan
equations predict behaviour that is not obtained from the Nernst-Planck equations. To
our knowledge, this is the first time that such a difference has been observed for the
modelling of electrolyte solutions. This may have a significant impact on the modelling
of electrochemical devices, as the Maxwell-Stefan equations predicted concentrations
considerably lower than those obtained from the Nernst-Planck equations at the elec-
trochemical interface, for a particular species. If chemical reactions occur that are
dependent on the concentrations of this species, then the predicted rate of reaction
may be significantly impacted. This may provide a possible avenue of investigation for
the improvement of the efficiency of some electrochemical devices.
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Furthermore, as we have considered charge transport on the scale of nanopores, we
have not assumed local electroneutrality within the solution. This is done to allow us to
include the effects of the electric double layer, as the double layer thickness can become
significant when compared to the pore diameter. This is an additional novel aspect
of our multicomponent modelling work, as the assumption of local electroneutrality is
usually applied in the literature.
We have also been able to obtain the first set of multicomponent diffusivities for the
Li+/I−/I−3 /ACN electrolyte system, by way of molecular dynamics simulations. This
was crucial in facilitating the use of the Maxwell-Stefan equations for this ternary elec-
trolyte, as without knowledge of these diffusivities, we cannot apply the Maxwell-Stefan
equations. Additionally, by using molecular dynamics simulations for this purpose,
we have been able to incorporate microscopic behaviour into our continuum model.
This approach of combining molecular dynamics simulations with our multicomponent
charge transport model represents another novel aspect of this work.
The two-dimensional extension of the Maxwell-Stefan model presented in this the-
sis, represents an important first step towards developing a fully-coupled interfacial
charge transport model for electrochemical devices. We believe this is the first model
of its kind, describing two-dimensional charge transport for a ternary electrolyte in
nanopores, by incorporating microscopic behaviour into a multicomponent, non-electrically
neutral continuum model. It has allowed us to investigate ambipolar diffusion effects
that occur at an idealised electrode/electrolyte interface, without specifically incorpo-
rating ambipolar diffusion in our model. We observed that the motion of ions in the
electrolyte is affected by a time-varying potential at the interface, which was done to
simulate the effect of electron transport in the solid phase.
Furthermore, we have developed high-level software for the simulation of charge trans-
port in one and two dimensions. We have implemented this software in Matlab R©(one
dimension) and C++ (two dimensions), and it is able to be easily extended to simulate
electrolyte solutions which differ from those investigated in this thesis.
6.2 Summary
In this thesis we have provided comprehensive overviews of the Nernst-Planck and
Maxwell-Stefan equations, with particular emphasis on the development of the Maxwell-
Stefan equations. We have used these two approaches to develop one-dimensional elec-
trolyte charge transport models. We began by developing a model describing charge
transport in a binary electrolyte, containing Li+ and Cl−ions, with water as the sol-
vent. For this particular electrolyte, the Maxwell-Stefan diffusivities were available
in the literature (Chapman 1967). The continuum equations were discretised using
the finite volume method, and computer code was developed in Matlab R©to solve the
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discrete equations. We performed a comparison between the solutions obtained from
Nernst-Planck and Maxwell-Stefan models for this electrolyte, and showed that there
were differences between the predicted concentration profiles. However, these differ-
ences occurred in the double layer region where there were very steep gradients in the
predicted concentration profiles from both the Maxwell-Stefan and Nernst-Planck equa-
tions. Due to these steep gradients, small variations in the model predictions can lead
to significant variations in the observed electrolyte concentrations. Thus, we concluded
for this binary electrolyte, the Maxwell-Stefan equations were not required.
We then extended these models to account for the ternary electrolyte system
Li+/I−/I−3 /ACN , which is found in dye-sensitised solar cells (DSCs). In our multicom-
ponent Maxwell-Stefan model we applied an assumption of mechanical equilibrium to
our balance of forces equation, and showed that under this assumption we must retain
the pressure gradient term if we wished to account for non-electroneutrality. Further-
more, using the Maxwell-Stefan equations for the Li+/I−/I−3 /ACN system introduced
the added complication of needing to obtain the multicomponent diffusivities. To do
this, we applied the theories of Wheeler & Newman (2004a) on equilibrium molecu-
lar dynamics simulations and we implemented this work via the molecular dynamics
package, DL POLY, which is freely available for academic use. To investigate the suit-
ability of DL POLY we first performed simulations on pure liquid water, and we were
able to accurately recover the value for the self-diffusivity by calculating the mean-
squared displacement of the water molecules. We then simulated a binary aqueous
electrolyte containing Na+and Cl−ions. This electrolyte was chosen due to the fact
that the Maxwell-Stefan diffusivities were available from the work of Chapman (1967),
and furthermore it was one of the electrolytes examined byWheeler & Newman (2004a).
By simulating the NaCl electrolyte, we were able to obtain reasonable values for the
density and Maxwell-Stefan diffusivities at varying concentrations, as compared to the
data given by Chapman (1967) and the simulations of Wheeler & Newman (2004a).
We then conducted simulations on the Li+/I−/I−3 /ACN electrolyte. To calculate the
Maxwell-Stefan diffusivities, we developed Java code to calculate the dot product given
by Equation (4.14), based on code that was provided with DL POLY for calculating
the mean-squared displacement. This required that we take into account the fact
that the solvent velocity was being used as the reference frame for the system. We
were then able to calculate the displacements of each species relative to the solvent,
which allowed us to compute the multicomponent diffusivities. For the Li+/I−/I−3 /ACN
electrolyte, the diffusivities were of a comparable order of magnitude to the binary
diffusivities that were available in the literature. Furthermore, when we included the
multicomponent diffusivities in our Maxwell-Stefan model, at low applied voltages and
concentrations the Maxwell-Stefan model gave similar transient results as observed from
the Nernst-Planck equations. This indicated that we had obtained reasonable values
for the multicomponent diffusivities from our simulations.
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To solve the Nernst-Planck and Maxwell-Stefan based model equations for the
Li+/I−/I−3 /ACN electrolyte, we again used the finite volume method to discretise our
continuum equations in space, thus obtaining a system of ordinary differential equations
(in time) and algebraic equations. We then made use of the SUNDIALS package,
which includes the capability to solve differential algebraic equation (DAE) systems,
to perform the integration in time. This was done using the Matlab R©interface to
SUNDIALS. From the numerical simulation of our Nernst-Planck and Maxwell-Stefan
models for the Li+/I−/I−3 /ACN electrolyte, we were able to discover that in certain
situations the Maxwell-Stefan equations exhibit significantly different behaviour than
predicted by the Nernst-Planck equations. We showed that for electrolytes in which
there are two (or more) competing like-charged ionic species then those species for
which the magnitude of the pressure forces exceeds the force due to the applied electric
field will exhibit transport behaviour that cannot be modelled by the use of the Nernst-
Planck equations. This is because in this situaton the multicomponent interactions that
contribute to the transport of these ionic species, outweigh the body force components
of their motion, and these multicomponent interactions are completely neglected in the
Nernst-Planck model.
In our specific electrolyte, I− and I−3 are the competing like-charged species, and for the
large I−3 ions, the pressure forces can exceed the body forces due to the applied electric
filed, resulting in the I−3 ions being shielded from the interface by the I
− ions, leading
to a significantly smaller concentration of I−3 at the interface than is predicted by the
Nernst-Planck equations.
We then went on to consider a binary approximation to the multicomponent Maxwell-
Stefan model for the Li+/I−/I−3 /ACN electrolyte, by assuming that the only important
interactions that occured were between the solutes and the solvent, and hence the solute-
solute friction coefficients were set to zero. This allowed us to obtain a model in which
we could make use of the binary diffusivities that are available in the literature. We
showed that while the transient behaviour of this “binary”multicomponent model was
different when compared to the full Maxwell-Stefan model, the steady-state behaviour
was identical. Hence, in situations where transient behaviour is unimportant, we have
shown that it is possible to use a simplified version of the Maxwell-Stefan model, thus
eliminating the need for computationally costly molecular dynamics calculations to
obtain the multicomponent diffusivities.
Once it was determined that the Maxwell-Stefan equations could lead to significantly
different outcomes to those predicted by the Nernst-Planck model for a ternary elec-
trolyte, we extended the one-dimensional Maxwell-Stefan model to two dimensions.
This required the use of the full momentum equation to model the solvent velocity. By
incorporating the full momentum equation into our model system, we disregard our
previous simplifying assumption (made when developing the multicomponent model
for our one-dimensional simulation of the Li+/I−/I−3 /ACN electrolyte) of mechanical
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equilibrium. Our two-dimensional model was again discretised using the finite volume
technique, and to solve our system of equations we developed code in C++ as opposed
to Matlab R©, due to the increased computational demand. Our C++ code also made
use of the SUNDIALS package for the solution of our DAE system. By solving our
equations numerically, we have been able to show that our two-dimensional model is
able to reproduce the results of the one-dimensional model, without making the as-
sumption of mechanical equilibrium. This showed that the behaviour we observed in
the one-dimensional model was not merely a result of this assumption. We investi-
gated the contributions of each of the force terms in the diffusional driving forces, for
each ionic species and we showed that for Li+ and I− , the dominant forces were due to
concentration and electrostatic potential gradients. However, for I−3 ions, the pressure
force terms are significant. Moreover, the pressure force becomes the dominant term
for the I−3 at high potentials (and thus high interfacial concentrations of I
− ), leading to
the I−3 ions being shielded away from the interface. This is completely consistent with
our finding from our one-dimensional model.
Following this, we investigated the effect of applying a varying potential to the electrode
boundary of our electrolyte solution domain, as a means of investigating ambipolar dif-
fusion effects. We showed that our model was able to account for the two-dimensional
motion of the ionic species, simulating what may occur within the electrolyte when cou-
pled with a solid phase model for electron transport. We showed that with a potential
pulse that travels along the interface, ions were attracted towards it, and travelled in a
parallel direction with it for a short time. However, there was not a sufficiently strong
attractive force for the ions to continuously travel with the potential pulse. Notwith-
standing this, we believe that this two-dimensional model would adequately account
for electrolyte charge transport in a model that couples the solid/solution phases across
an electrochemical interface. This two-dimensional model provides a modelling frame-
work by which we can begin developing a fully-coupled, multicomponent model for
electrochemical interfaces.
6.3 Further Work
There remains a considerable amount of further research that can be conducted to ex-
tend the work presented in this thesis. One of these possible future directions would
be to include the effects of electrochemical charge transfer at the electrode boundary of
the nanopore domain. Such reactions are integral to the operation of electrochemical
devices. In this work we have assumed ideally-polarisable electrodes at the boundaries,
thus no charge transfer takes place, and hence there is no flow of current. For mathe-
matical models of electrochemical devices to be useful, they need to be able to predict
physically meaningful quantities such as the current, hence the inclusion of chemical
reactions and charge transfer is required.
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Another avenue for further investigation is the structure of the electrode/electrolyte
interface. In this work, the interface is assumed to be a perfectly smooth surface.
However, in reality, this is not the case. Electrochemical interfaces are complicated
structures, often containing irregularities and imperfections in the surface, which will
affect the motion of ions near the interface. Furthermore, the chemical processes in-
volved in the adsorption of species have been neglected. Solute species may adsorb to
the electrode surface, which requires at least partial desolvation of the solute (Schmick-
ler & Santos 2010), however the effect of solvation has not been considered in this work.
The inclusion of solvation effects is another area for further investigation.
In our two-dimensional model, we introduced an ideality assumption for the partial
pressures of each component in the electrolyte. However, this assumption is not strictly
valid. Therefore, it would be important to investigate other equations of state to use
for the partial pressures. One such equation, which can be used to obtain an equation
similar to Equation (5.15), is the so-called stiffened EOS (also known as the Tammann
EOS), which is applicable to a wide range of liquids (Rusanov, Yershov, Lampart,
S´wirydczuk & Gardzilewicz 2002). The stiffened EOS for species i can be expressed as
(Ivings, Causon & Toro 1998),
pi = (γi − 1)ρiei − γp∞,i, (6.1)
where pi is the liquid partial pressure of species i, ρi is density, ei is the specific internal
energy, p∞,i is the pressure at a reference state, and γi is the adiabatic index. We can
reduce this stiffened EOS to an ideal gas law with a pressure offset term as follows.
The adiabatic index, γ, can be defined as the heat capacity ratio,
γ =
CP,i
CV,i
, (6.2)
with the specific internal energy, ei, given as (Koop 2008),
ei =
CP,i
γi
T +
p∞,i
ρi
. (6.3)
Substituting Equation (6.3) into Equation (6.1), we obtain,
pi = ρTCP,i
(
γi − 1
γi
)
− p∞,i. (6.4)
Then, substituting Equation (6.2) into Equation (6.4), and letting CP,i−CV,i = Rˆi via
Mayer’s relation, where Rˆi is the specific gas constant, we obtain,
pi = cRT − p∞,i. (6.5)
However, in the solvent momentum equation, we require both ∇pi and ∇(χip). It is
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unclear at this stage how to treat p∞,i, and we believe this would require significant
further work to be undertaken.
The work contained in this thesis has been solely concerned with modelling the solution
phase in electrochemical devices. However, charge transport also occurs within the solid
phase. In nanocrystalline metal oxide electrodes, such as those found in DSCs, the
transport process is widely agreed to be diffusion (Nelson & Chandler 2004). However,
the dynamics of electron transport that have been observed suggest there are other
additional mechanisms involved, such as charge trapping and trap filling (Nelson &
Chandler 2004), whereby electrons are “trapped” at bulk and surface defects. Due to
electron trapping and release, electrons exhibit a distribution of transit times giving
rise to dispersive transport (Duffy et al. 2000, Scher & Montroll 1975). The electron
transit time is dependent on the electron density, as at high density deep traps are
filled, leaving only shallow traps to influence electron transport (Duffy et al. 2000). On
the other hand, at low electron density, transport is slower due to the rate of electron
release being determined by the trap depth (Duffy et al. 2000). This electron trapping
process can be modelled through the use of continuous time random walks (CTRW)
and fractional diffusion, by allowing for an electron waiting time to simulate the effects
of trapping and de-trapping.
Another means of developing a solid-phase model is presented by Philibert (1991). He
introduces equations for diffusion in solids based on the thermodynamics of irreversible
processes, which closely mirror the Maxwell-Stefan equations discussed in this work for
charge transport in electrolytes. Furthermore, Philibert (1991) discusses the inclusion
of trapping mechanisms, which must be accounted for in the development of a useful
numerical model (Nelson & Chandler 2004).
The electrolyte models developed in this work can be coupled to a transport model in
the solid phase based on the methods discussed above, to investigate the effects of the
ion motion on electron transport. When combined with an accurate description of the
interface, this could be used to provide a comprehensive charge transport model for the
operation of electrode systems within electrochemical devices.
The most computationally expensive component of the work in this thesis was the
molecular dynamics simulations for obtaining the Maxwell-Stefan diffusivities. To im-
prove the useability of Maxwell-Stefan based models, it would be advantageous to have
more efficient ways of calculating the diffusivities. One possible method is through
the use of the generalisation of the Darken relations (Darken 1948), which have been
shown using molecular dynamics simulations to reasonably predict the Maxwell-Stefan
diffusivities (Krishna & van Baten 2005).
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6.4 Conclusions
This thesis has presented the development of multicomponent electrolyte charge trans-
port models, in both one and two dimensions. Through the novel application of molec-
ular dynamics simulations to the Li+/I−/I−3 /ACN ternary electrolyte for calculating
the Maxwell-Stefan diffusivities, and their subsequent inclusion in the charge transport
model, we have shown that the Maxwell-Stefan equations can predict significantly dif-
ferent behaviour when compared with transport models based on the Nernst-Planck
equations.
By extending the multicomponent model for the ternary electrolyte to two dimensions,
we have provided the important first step towards the development of a fully-coupled
interfacial charge transport model. It has allowed us to investigate the transport of ionic
species due to a changing electrostatic potential at the interface, which can be used to
simulate the effect of electron motion in the solid. Specifically, we have shown that in
the modelling of electrolyte solutions with three or more ionic species, a multicomponent
approach should be considered, as the predicted concentrations may have a significant
impact on the predicted efficiency of electrochemical devices.
APPENDIX A
Derivation of Maxwell-Stefan Flux Form
Here we give a more detailed mathematical description of the development of the mul-
ticomponent flux expressions based on the Maxwell-Stefan equations than was given in
Chapter 2.We first consider Jaumann’s balance of entropy (Bird et al. 2002), namely,
ρ
DSˆ
Dt
= − (∇·s) + gs, (A-1)
where ρ (kg m−3) is the total density, Sˆ (J K−1 kg−1) is the entropy per unit mass of a
multicomponent fluid, s is the flux of entropy (J K−1m−2 s−1), and gs (J K
−1m−3 s−1)
is the rate of entropy production per unit volume. Then, assuming that we can apply
the equations of equilibrium thermodynamics (the so called “quasi-equilibrium postu-
late”) (Bird et al. 2002), we introduce the Gibbs fundamental equation (Kuiken 1994),
namely,
dUˆ = TdSˆ − pdVˆ +
n∑
j=1
(
G¯j
Mj
)
dωj , (A-2)
where Uˆ (J kg−1) is the internal energy per unit mass, T (K) is the temperature, p
(kg m−1 s−2) is the pressure, Vˆ (m3 kg−1) is the volume per unit mass, G¯j (J mol
−1) is
the partial molar Gibbs free energy of species j, Mj (kg mol
−1) is the molecular weight
of species j, and ωj is the mass fraction of species j, given by,
ωj =
ρj
ρ
. (A-3)
Here, ρj (kg m
−3) is the density of species j.
Next, we need to introduce the concept of a reference velocity. A reference velocity is a
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velocity characteristic of the velocity of the bulk fluid (Newman 1991). As diffusion can
be considered as the movement of species relative to the bulk fluid (Newman 1991), we
must reference the diffusive flux to a reference velocity. In the first instance, we shall
consider a mass average reference velocity, v (m s−1) (Bird et al. 2002) given by,
v =
n∑
i=1
ωivi, (A-4)
where vi (m s
−1) is the average velocity of species i. The mass flux of a species i, ji
(kg m−2 s−1), relative to the mass average velocity, is thus given by (Bird et al. 2002),
ji = ρi(vi − v). (A-5)
In addition, we note that with our choice of a mass average velocity, defined by (A-4),
and mass flux defined by (A-5), we have that,
n∑
i=1
ji = 0, (A-6)
and therefore there are only n−1 independent fluxes, for an n component system. This
fact will become important further below.
Using the assumption of local equilibrium (Kuiken 1994), and applying this assumption
to a fluid moving at the mass average velocity, Equation (A-2) can be expressed in terms
of the material derivative. The material derivative of Uˆ is given by,
DUˆ
Dt
=
∂Uˆ
∂t
+ v· ∇Uˆ . (A-7)
Then, applying the chain rule, where Uˆ = Uˆ(Sˆ, Vˆ , ω1, ω2, . . . , ωn), we have,
∂Uˆ
∂t
=
∂Uˆ
∂Sˆ
∂Sˆ
∂t
+
∂Uˆ
∂Vˆ
∂Vˆ
∂t
+
n∑
j=1
∂Uˆ
∂ωj
∂ωj
∂t
, (A-8)
and
v· ∇Uˆ = v·

∂Uˆ
∂Sˆ
∇Sˆ +
∂Uˆ
∂Vˆ
∇Vˆ +
n∑
j=1
∂Uˆ
∂ωj
∇ωj

 . (A-9)
Adding Equations (A-8) and (A-9), and substituting in for the partial derivatives of Uˆ
(from Equation (A-2)), we arrive at,
DUˆ
Dt
= T
DSˆ
Dt
− pDVˆ
Dt
+
n∑
j=1
(
G¯j
Mj
)
Dωj
Dt
. (A-10)
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Then, substituting Vˆ = 1/ρ, we obtain,
DUˆ
Dt
= T
DSˆ
Dt
+
p
ρ2
Dρ
Dt
+
n∑
j=1
(
G¯j
Mj
)
Dωj
Dt
. (A-11)
Multiplying Equation (A-11) by ρ/T and rearranging, gives,
ρ
DSˆ
Dt
=
ρ
T
DUˆ
Dt
− p
ρT
Dρ
Dt
− ρ
T
n∑
j=1
(
G¯j
Mj
)
Dωj
Dt
. (A-12)
Next, we introduce conservation equations for specific internal energy, Uˆ , total density,
ρ, and species mass fraction ωi, given by (Bird et al. 2002),
ρ
DUˆ
Dt
= −(∇·q)− (pi :∇v) +
n∑
j=1
jj · gj , (A-13)
Dρ
Dt
= −ρ(∇·v), (A-14)
ρ
Dωi
Dt
= −(∇·ji) + ri, (A-15)
where q (J m−2 s−1) is the heat flux, pi (kg m−1 s−2) is the molecular momentum flux,
gj (m s
−2) is the external force per unit mass acting on species j, and ri (kg m
−3 s−1)
is the production of species i by chemical reactions. Substituting Equations (A-12),
(A-13), (A-14), and (A-15) into Equation (A-1), we obtain,
1
T

−(∇·q)− (pi :∇v) + n∑
j=1
jj · gj

− p
ρT
(−ρ(∇·v))
− 1
T
n∑
j=1
[(
G¯j
Mj
)
(−(∇·jj) + rj)
]
= −∇·s+ gs. (A-16)
We can express the molecular momentum flux, pi, as (Bird et al. 2002),
pi = pδ + τ (A-17)
The tensor scalar product, (pi :∇v), written in terms of components, is given by,
(pi :∇v) =
∑
i
∑
j
πij(∇v)ij , (A-18)
and substituting in Equation (A-17), we have,
πij(∇v)ij = (pδij + τij)(∇v)ji,
= p(∇v)ii + τii)(∇v)ii (i = j),
= τij(∇v)ji (i 6= j).
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Thus,
(pi :∇v) = p(∇·v) + (τ :∇v). (A-19)
Substituting Equation (A-19) into Equation (A-16), we obtain,
1
T

−∇·q− (τ :∇v) + n∑
j=1
jj · gj

+ 1
T
n∑
j=1
(
G¯j
Mj
)
(∇·jj−rj) = −∇·s+gs. (A-20)
Now, consider the terms
−1
T
∇·q, (A-21)
and
1
T
(
G¯j
Mj
)
∇·jj. (A-22)
Using the fact that,
α∇·u =∇·(αu) − u· ∇α, (A-23)
where α is a general scalar function and u is a general vector, we can substitute the
terms in Equations (A-21) and (A-22) into Equation (A-23) to obtain,
−1
T
∇·q = −∇·
(q
T
)
+ q· ∇
(
1
T
)
,
= −∇·
(q
T
)
− q·
(
1
T 2
)
∇T, (A-24)
and
1
T
(
G¯j
Mj
)
∇·jj =∇·
(
1
T
G¯j
Mj
jj
)
− jj · ∇
(
1
T
G¯j
Mj
)
. (A-25)
Substituting Equations (A-24) and (A-25) into Equation (A-20), we obtain,

−∇· (q
T
)
− q·
(
1
T 2
)
∇T − 1
T
(τ :∇v) +
1
T
n∑
j=1
jj · gj


+
n∑
j=1
∇·
(
1
T
G¯j
Mj
jj
)
− jj · ∇
(
1
T
G¯j
Mj
)
−
(
G¯j
TMj
rj
)
= −∇·s+ gs. (A-26)
From Equation (A-26) we can obtain expressions for the entropy flux, s, and entropy
production, gs (Bird et al. 2002), namely,
s =
1
T

q− n∑
j=1
G¯j
Mj
jj

 , (A-27)
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and
gs = −
(
q·
1
T 2
∇T
)
−
n∑
i=1
(
ji ·
[
∇
(
1
T
G¯i
Mi
)
− 1
T
gi
])
−
(
τ :
1
T
∇v
)
−
n∑
i=1
1
T
G¯i
Mi
ri,
(A-28)
respectively. Here, τ (kg m−1 s−2) represents the viscous force per unit area acting on
the fluid. To proceed, we require the Gibbs-Duhem equation in the entropy represen-
tation (Curtiss & Bird 1999).
The Euler equation for energy can be expressed as (Demirel 2007),
U = TS − pV +
n∑
j=1
G¯jNj, (A-29)
where U (J) is the total internal energy, V (m3) is the total volume and Nj is the
number of moles. Dividing through by T , and taking total differentials, we have,
d
(
U
T
)
= dS − d
(
pV
T
)
+
n∑
j=1
d
(
G¯jNj
T
)
, (A-30)
and upon expanding, obtain,
1
T
dU − Ud
(
1
T
)
= dS − V d
( p
T
)
− p
T
dV +
n∑
j=1
[
G¯j
T
dNj +Njd
(
G¯j
T
)]
. (A-31)
Rearranging Equation (A-31) gives,
1
T

dU − TdS + pdV − n∑
j=1
G¯jdNj

 = Ud( 1
T
)
−V d
( p
T
)
+
n∑
j=1
Njd
(
G¯j
T
)
, (A-32)
and noting that the left hand side of Equation (A-32) is identically zero due to the
Gibbs fundamental equation for total internal energy U , we obtain the Gibbs-Duhem
equation in the entropy representation, namely (Rao 2003),
Ud
(
1
T
)
+ V d
( p
T
)
−
n∑
j=1
Njd
(
G¯j
T
)
= 0. (A-33)
Dividing through by the volume, we obtain,
U
V
d
(
1
T
)
+ pd
(
1
T
)
+
1
T
dp−
n∑
j=1
ρj
Mj
d
(
G¯j
T
)
= 0, (A-34)
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and introducing the thermodynamic relationship involving enthalpy, H (J), namely,
H = U + pV, (A-35)
Equation (A-34) becomes,
U
V
d
(
1
T
)
+
H
V
d
(
1
T
)
− U
V
d
(
1
T
)
+
1
T
dp−
n∑
j=1
ρj
Mj
d
(
G¯j
T
)
= 0. (A-36)
We can then eliminate the terms involving U to obtain,
H
V
d
(
1
T
)
+
1
T
dp−
n∑
j=1
ρjd
(
G¯j
TMj
)
= 0. (A-37)
Writing the first differential in terms of T gives,
− H
V T 2
dT +
1
T
dp−
n∑
j=1
ρjd
(
G¯j
TMj
)
= 0, (A-38)
and introducing an equation for partial molar enthalpy, H¯ (J mol−1), namely,
H =
n∑
j=1
NjH¯j, (A-39)
Equation (A-38) becomes,
−
n∑
j=1
NjH¯j
V T 2
dT +
1
T
dp−
n∑
j=1
ρjd
(
G¯j
TMj
)
= 0. (A-40)
We can express the number of moles Nj in terms of the species density, ρj , and obtain,
n∑
j=1
ρjH¯j
MjT 2
dT − 1
T
dp+
n∑
j=1
ρjd
(
G¯j
TMj
)
= 0. (A-41)
As was done earlier, we can replace the total differential operator, d, with the gradient
operator, ∇, and thus Equation (A-41) may be rewritten as (Curtiss & Bird 1999),
n∑
j=1
ρj∇
(
1
T
G¯j
Mj
)
− 1
T
∇p+
n∑
j=1
ρj
H¯j
Mj
1
T 2
∇T = 0. (A-42)
At constant temperature, Equation (A-42) becomes,
n∑
j=1
ρj∇
(
G¯j
Mj
)
−∇p = 0. (A-43)
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We now return to Equation (A-28), where our aim is to recast the second term on the
right-hand side into a scalar product of the individual species mass flux vectors, ji,
and a force vector, di (m
−1), that describes the diffusional driving forces on species i.
This allows us to determine the exact form of these force vectors. We require n − 1
independent driving force vectors for the dimensionality of our scalar product to be
consistent. Thus, for this to hold, we must have,
n∑
i=1
di = 0. (A-44)
To develop our driving force vector di in Equation (A-28), we will add terms to this
equation in such a way that their inclusion does not change the equation. Guided by the
Gibbs-Duhem Equation (A-42), and ignoring viscous terms through Curie’s symmetry
principle (Kuiken 1994), and reaction terms, we rewrite Equation (A-28) as,
gs = −
(
q·
1
T 2
∇T
)
−
n∑
i=1
(
ji
ρi
·
[
ρi∇
(
1
T
G¯i
Mi
)
− ρi
ρ
1
T
∇p
+ρi
H¯i
Mi
1
T 2
∇T − ρi H¯i
Mi
1
T 2
∇T − 1
T
ρigi +
1
T
ρi
ρ
n∑
j=1
ρjgj



 .
(A-45)
We note that the terms,
1
ρ
1
T
∇p, (A-46)
and
1
T
1
ρ
n∑
j=1
ρjgj . (A-47)
are both invariant under a summation over the number of species. Given this and
Equation (A-6), it is then apparent that the sum over the number of species of the
scalar product of these terms and ji will not contribute to gs. In addition, we note that
the term,
H¯i
Mi
1
T 2
∇T, (A-48)
is both added and subtracted and hence this inclusion will also not contribute anything
to gs.
Rearranging Equation (A-45), we have that,
gs = −
(
q·
1
T 2
∇T −
n∑
i=1
H¯i
Mi
ji ·
[
1
T 2
∇T
])
−
n∑
i=1
(
ji
ρi
·
[
ρi∇
(
1
T
G¯i
Mi
)
− ρi
ρ
1
T
∇p
+ρi
H¯i
Mi
1
T 2
∇T − 1
T
ρigi +
1
T
ρi
ρ
n∑
j=1
ρjgj



 ,
(A-49)
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which gives (Curtiss & Bird 1999),
gs = −
(
q(h) ·
1
T
∇lnT
)
−
n∑
i=1
(
ji
ρi
·
[
ρi∇
(
1
T
G¯i
Mi
)
− ρi
ρ
1
T
∇p
+ρi
H¯i
Mi
∇lnT − 1
T
ρigi +
1
T
ρi
ρ
n∑
j=1
ρjgj



 ,
(A-50)
where,
q(h) = q−
n∑
k=1
H¯k
Mk
jk. (A-51)
By noting the form of the second term on the right-hand-side of Equation (A-50), we
may now define our set of diffusional driving forces, di, such that,
cRT
ρi
di = T ∇
(
1
T
G¯i
Mi
)
+
H¯i
Mi
∇lnT − 1
ρ
∇p− gi + 1
ρ
n∑
j=1
ρjgj , (A-52)
where R (J K−1mol−1) is the universal gas constant, and c (mol m−3) is given by,
c =
n∑
j=1
cj =
n∑
j=1
ρj
Mj
. (A-53)
Here cj (mol m
−3) is the molar concentration of species j. Thus, (A-50) can now be
rewritten as,
Tgs = −
(
q(h) · ∇lnT
)
−
n∑
i=1
(
ji ·
cRT
ρi
di
)
. (A-54)
To proceed we assume an isothermal system, however we note that it is possible to
continue from (A-54) (refer to Curtiss & Bird (1999) for details). Thus, Equation (A-
54) becomes,
Tgs = −
n∑
i=1
(
ji ·
cRT
ρi
di
)
, (A-55)
where,
cRT
ρi
di =∇
(
G¯i
Mi
)
− 1
ρ
∇p− gi + 1
ρ
n∑
j=1
ρjgj . (A-56)
We now consider the sum,
cRT
n∑
i=1
di =
n∑
i=1
ρi∇
(
G¯i
Mi
)
−
n∑
i=1
ρi
ρ
∇p−
n∑
i=1
ρigi +
n∑
i=1
ρi
ρ
n∑
j=1
ρjgj . (A-57)
We now invoke the Gibbs-Duhem equation (here we use the constant temperature form),
Equation (A-43), and see that the first two terms on the right-hand-side of (A-57) sum
to give zero. Furthermore, we note that the remaining two terms on the right-hand-side
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of (A-57) exactly balance each other, since,
n∑
i=1
ρi
ρ
= 1. (A-58)
Hence, defining the di in this way ensures that Equation (A-44) is satisfied, and there-
fore that the scalar product in (A-55) is consistent.
Equation (A-56) can be expressed as,
di =
χi
RT
∇G¯i − ωi
cRT
∇p− ρi
cRT
gj +
ωi
cRT
n∑
j=1
ρjgj. (A-59)
The partial molar free energy of species i, G¯i, is often referred to as the chemical
potential, µi (Noggle 1996), which can be expressed as (Noggle 1996),
µi = µ


i +RT ln ai, (A-60)
where µ
i (J mol
−1) is the chemical potential of species i at a standard state and ai is
the activity of species i. Substituting Equation (A-60) into Equation (A-59), we obtain
di = χi∇ln ai +
ciV¯i
cRT
∇p− ωi
cRT
∇p− ρi
cRT
gj +
ωi
cRT
n∑
j=1
ρjgj , (A-61)
where the derivative in ∇ln ai is taken at constant temperature and pressure (Bird
et al. 2002).
In an electrolyte system, assuming the effects of gravity are negligible, the only external
force we are concerned with is that due to electrostatic potential. Thus, recalling that
gi is a force per unit mass, we introduce external forces of the form,
gi = −ziF
Mi
∇Φ, (A-62)
where zi is the valency of species i. Substituting Equation (A-62) into Equation (A-61),
we obtain,
di = χi∇ln ai +
1
cRT
(ciV¯i − ωi)∇p+ ciziF
cRT
∇Φ− ωiF
cRT
n∑
j=1
cjzj∇Φ. (A-63)
We now apply the linearity postulate (Bird et al. 2002), which states that the fluxes in
the system may be expressed as a linear combination of the forces, to express the mass
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flux in terms of the driving forces, namely (Curtiss & Bird 1999),
ji = −ρi
n∑
j=1
cRTαij
ρiρj
dj , (A-64)
where αij are phenomenological coefficients (Bird et al. 2002), and are symmetric ac-
cording to the Onsager reciprocal relations (Bird et al. 2002, Haase 1969, Hirschfelder
et al. 1964). Inverting Equation (A-64) (see Bird et al. (2002), Curtiss & Bird (1999)
for details) to obtain an expression for the driving forces, we can arrive at what are
known as the generalised Maxwell-Stefan equations (Bird et al. 2002), namely,
di = −
n∑
j=1
χiχj
ij
(
ji
ρi
− jj
ρj
)
, (A-65)
where χi is the mole fraction of species i.
Due to Onsager’s reciprocal relations, it can be shown (Curtiss & Bird 1999, Hirschfelder
et al. 1964) that the Maxwell-Stefan diffusivities in Equation (A-65) are symmetric, that
is,
ij = ji. (A-66)
The Maxwell-Stefan diffusivities can be considered to be the inverse of the friction
coefficients, Kij (J s cm
−1), introduced by Newman (1991), which express the inter-
actions between molecules of different species. In Equation (A-65), the mass fluxes
are referenced to the mass average velocity, as per Equation (A-5). Thus, we may
rewrite Equation (A-65) in terms of the species velocity, vi and vj for species i and j
respectively, to obtain (Taylor & Krishna 1993),
di = −
n∑
j=1
χiχj(vi − vj)
ij
. (A-67)
This indicates that the driving force is always independent of the reference velocity
that is used in the definition of the mass flux.
We define the molar flux of species i relative to the molar average velocity, J∗i (mol m
−2 s−1),
as (Taylor & Krishna 1993)
J∗i = ci(vi − v∗), (i = 1, 2 . . . , n), (A-68)
where v∗ (m s−1) is the molar average velocity, given by (Taylor & Krishna 1993),
v∗ =
n∑
i=1
χivi. (A-69)
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This choice of average velocity has the property that,
n∑
i=1
J∗i = 0. (A-70)
Thus, Equation (A-67) becomes,
cdi = −
n∑
j=1
j 6=i
1
ij
(
χjJ
∗
i − χiJ∗j
)
, (i = 1, 2 . . . , n). (A-71)
Next, noting Equation (A-70), we are able to express one of the fluxes, J∗n say, in terms
of the all of the other fluxes, such that,
J∗n = −
n−1∑
j=1
J∗j . (A-72)
We can rewrite Equation (A-71) as,
cdi = −


n∑
j=1
j 6=i
χj
ij

J∗i +


n−1∑
j=1
j 6=i
1
ij
J∗j

χi + χi
ij
J∗n, (i = 1, 2 . . . , n− 1), (A-73)
and substituting Equation (A-72) into Equation (A-73) gives,
cdi = −


n∑
j=1
j 6=i
χj
ij

J∗i +


n−1∑
j=1
j 6=i
1
ij
J∗j

χi − χi
in
n−1∑
j=1
J∗j , (i = 1, 2 . . . , n− 1). (A-74)
Thus, we can express Equation (A-74) in the form,
cdi = −AiiJ∗i −
n−1∑
j=1
AijJ
∗
j , (i = 1, 2 . . . , n− 1), (A-75)
where
Aii =
χi
in
+
n∑
j=1
j 6=i
χj
ij
and Aij = −χi
(
1
ij
− 1
in
)
. (A-76)
Note that the form given by Equations (A-75) and (A-76) no longer depends on the
flux of the solvent species. Furthermore, Equations (A-75) and (A-76) do not apply for
the solvent species (i = n).
By realising Equation (A-75) represents a (n−1)×(n−1) matrix system, we can invert
the matrix to obtain an expression for the molar flux of species i.
We can also obtain an expression for the molar flux, Ji (mol m
−2 s−1), relative to the
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solvent velocity, v0 (m s−1). This is defined as,
Ji = ci(vi − v0). (A-77)
This indicates that the solvent molar flux, Jn, is identically zero, allowing the solvent
flux equation to be removed from the matrix system.
With the solvent reference frame such that Jn = 0, Equation (A-67) becomes,
cdi = −
n∑
j=1
j 6=i
1
ij
(χjJi − χiJj) . (A-78)
Expressing Equation (A-78) in a similar form as Equation (A-75), we obtain,
cdi = −A0iiJi −
n−1∑
j=1
j 6=i
A0ijJj , (i = 1, 2 . . . , n− 1), (A-79)
where
A0ii =
n−1∑
j=1
j 6=i
χj
ij
and A0ij =
−χi
ij
. (A-80)
Inversion of the generalised Maxwell-Stefan equations, Equations (A-75) and (A-79),
gives the generalised Fickian form,
J∗i = −c
n−1∑
j=1
Dijdj, (A-81)
and
Ji = −c
n−1∑
j=1
D0ijdj , (A-82)
respectively, where the Dij and D0ij are Fickian multicomponent diffusivities, which
are functions of the concentrations of chemical species, and involve the Maxwell-Stefan
diffusivities. Their form differs due to the reference frame used to define the molar flux.
APPENDIX B
Details of  and Γ
B.1 Details of  from Chapman (1967)
Chapman (1967) gives the functional forms of the ij (m
2 s−1) for a LiCl electrolyte
with a concentration ranging from 0M to 3M, as,
i3 = 
0
i3 + k1c
1/2
b + k2cb + k3c
3/2
b + k4c
2
b , (0 ≤ cb ≤ 3), (B-1)
where for i = 1 we have,
k1 = 6.371 × 10−11,
k2 = −4.382 × 10−10,
k3 = 1.161 × 10−10,
k4 = −6.664 × 10−12,

0
13 = 1.0294 × 10−9,
and for i = 2
k1 = 4.964 × 10−10,
k2 = −6.791 × 10−10,
k3 = 1.908 × 10−11,
k4 = 4.607 × 10−11,

0
23 = 2.0318 × 10−9.
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12 = l1c
1/2
b + l2cb + l3c
3/2
b + l4c
2
b , (0 ≤ cb ≤ 3), (B-2)
where,
l1 = 6.206 × 10−11,
l2 = 3.867 × 10−11,
l3 = 2.625 × 10−11,
l4 = −1.497 × 10−11.
Here, cb (M) is defined as the bulk electrolyte concentration in a region outside of the
double layer, where local electroneutrality applies for all but the most dilute electrolytes.
B.2 Details of Γ from Chapman (1967)
In Table B.1 we list the values of Γ given by Chapman (1967) for the aqueous LiCl at
a variety of concentrations. In our numerical simulations of LiCl, we have utilised this
data by applying a linear interpolation to the data given in this table.
Table B.1 Values of the thermodynamic factor for LiCl, given by Chapman (1967)
Concentration (M) Γ
0 1
0.001 0.9898
0.01 0.9718
0.05 0.9516
0.1 0.9461
0.2 0.9515
0.3 0.9655
0.5 1.0047
0.7 1.0521
1 1.1320
1.5 1.2817
2 1.4473
2.5 1.6272
3 1.8204
List of Symbols
Roman Symbols
Aij Coefficient used in inversion of Maxwell-Stefan equations
A0ij Coefficient used in inversion of Maxwell-Stefan equations
ai Activity of species i
ci Concentration of species i (mol m
−3)
c Total concentration (mol m−3)
c0 Initial electrolyte concentration (mol m−3)
Di Binary diffusion coefficient of species i (m
2 s−1)
Dij Binary diffusion coefficient of species i in species j (m
2 s−1)
Dij Fickian multicomponent diffusion coefficient,
mass average velocity reference frame (m2 s−1)
Dij Fickian multicomponent diffusivities,
molar average velocity reference frame (m2 s−1)
D0ij Fickian multicomponent diffusivities,
solvent velocity reference frame (m2 s−1)
ij Maxwell-Stefan diffusion coefficient between species i and j (m
2 s−1)
di Diffusional driving force for species i (m
−1)
150 List of Symbols
F Faraday’s constant (C mol−1)
fij Friction factor for the i− j pair (Taylor & Krishna 1993)
G¯i Partial molar Gibbs free energy of species i (J mol
−1)
gi External force, per unit mass (m s
−2)
gs Rate of entropy production, per unit volume (J K
−1m−3 s−1)
H Enthalpy (J)
H¯i Partial molar enthalpy of species i (Jmol
−1)
Ji Molecular molar flux of species i, solvent velocity
reference frame (mol m−2 s−1)
J∗i Molecular molar flux of species i, molar average velocity
reference frame (mol m−2 s−1)
ji Molecular molar mass of species i , mass average velocity
reference frame (kg m−2 s−1)
Kij Friction coefficient given by Newman (1991) (J s cm
−1)
kB Boltzmann constant (m
2 kg s−2K−1)
L Length of the one-dimensional solution domain (m)
Lx Length of the solution domain in the x direction (m)
Ly Length of the solution domain in the y direction (m)
Mi Molecular weight of species i (kg mol
−1)
m Molality (mol kg−1solvent)
N∗i Total molar flux of species i, molar average velocity
reference frame (mol m−2 s−1)
Ni Total molar flux of species i, solvent velocity reference frame (mol m
−2 s−1)
Ni Number of moles of species i (mol)
Pij Force acting between species i and j (kg m
−2 s−2)
p Total pressure (kg m−1 s−2)
pi Partial pressure of species i (kg m
−1 s−2)
List of Symbols 151
q Heat flux (J m2 s−1)
R Universal gas constant (J K−1mol−1)
ri Production of species i by chemical reaction (kg m
−3 s−1)
Sˆ Entropy, per unit mass (J K−1 kg−1)
s Entropy flux (J K−1m−2 s−1)
T Temperature (K)
t Time (s)
U Total internal energy (J)
Uˆ Internal energy, per unit mass (J kg−1)
ui Mobility of species i (m
2mol J−1 s−1)
Vˆ Volume, per unit mass (m3 kg−1)
V¯i Partial molar volume of species i (m
3mol−1)
V Total volume (m3)
vi Velocity of species i (m s
−1)
v Bulk solution velocity (m s−1)
v0 Solvent velocity (m s−1)
v∗ Molar average velocity (m s−1)
v mass average velocity (m s−1)
xˆ Unit vector in the positive x direction
x Spatial coordinate (m)
y Spatial coordinate (m)
zi Formal charge of species i
152 List of Symbols
Numerics
AP Area of the finite volume cell containing node P
F Nonlinear function to be evaluated
B Jacobian matrix
nˆ Unit normal to the finite volume face
w Solution vector
Molecular Dynamics
D Self diffusivity
d Diameter of sphere
FR Random force per unit mass, acting on sphere
L0ij Transport parameters obtained from
molecular dynamics simulations (Wheeler & Newman 2004a)
m Mass of sphere
q Electric charge (e)
R˙i(t) Time rate of change of the centre of mass of species i,
relative to the solvent (Wheeler & Newman 2004a) (m s−1)
rij Distance separating a pair of molecules
r(t) Position vector at time t
ri(t) Position vector of species i at time t
Si(t) Generalised flux of species i
at time t (Wheeler & Newman 2004a) (m s−1)
v velocity
Xi Driving force defined by Wheeler & Newman (2004a)
List of Symbols 153
Greek Symbols
αij Onsager’s phenomenological coefficients between species i and j
α Parameter used for controlling the potential pulse in Chapter 5
β Parameter used for controlling the potential pulse in Chapter 5
γi Activity coefficient of species i
Γij Thermodynamic factor between species i and j
δ Kronecker delta
δij ij-th element of the Kronecker delta
ε Permittivity (C V−1m−1)
κ Dilatational viscosity (kg m−1 s−1)
µ¯i Electrochemical potential of species i (J mol
−1)
µi Chemical potential of species i (J mol
−1)
µ
i Chemical potential of species i, at a standard state of the system (J mol
−1)
µ Viscosity (kg m−1 s−1)
ξi Number of ions of species i formed from the
dissociation of one molecule of electrolyte
π Molecular momentum flux (kg m−1 s−2)
ρi Density of species i (kg m
−3)
ρ Total density (kg m−3)
τ Viscous force, per unit area (kg m−1 s−2)
Φ Electrostatic potential (V)
χi Mole fraction of species i
ωi Mass fraction of species i
154 List of Symbols
Numerics
δx Distance between nodes in the finite volume stencil,
in the x direction
∆x Distance between faces in the finite volume stencil,
in the x direction
δy Distance between nodes in the finite volume stencil,
in the y direction
∆y Distance between faces in the finite volume stencil,
in the y direction
∆r length of the finite volume face
δw Newton search direction
λ Line search parameter
σ The boundary of a finite volume cell
θ Weighting factor used for time integration in the
discretisation process
Molecular Dynamics
∆r(t) Displacement vector at time t
ǫ Lennard-Jones parameter, representative of the depth
of the potential well
ζ Friction coefficient
η Shear viscosity
σ Lennard-Jones parameter, distance where the Van der Waals
forces are cancelled by short range quantum repulsive forces
ΦLJ Lennard-Jones interaction potential
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