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1 Einleitung 1
1 Einleitung
Die vorliegende Dissertation entstand aus dem Kooperationsprojekt Ein benutzergefu¨hr-
tes Planungsinstrument zur Bu¨ndelung von SGV-Produkten unter Nutzung dezentraler
U¨bergabepunkte zwischen dem Institut fu¨r Transportlogistik der Technischen Universita¨t
Dortmund und der Abteilung Verkehrsnetzentwicklung und Verkehrsmodelle (GSV) der
Deutschen Bahn AG im Rahmen des Effizienzclusters LogistikRuhr1.
1.1 Einfu¨hrung in die Problemstellung
Fu¨r die kommenden Jahre wird ein stetiges Wachstum des Gu¨terverkehrs erwartet.
Gru¨nde dafu¨r liegen neben dem allgemeinen Wirtschaftswachstum in einer zunehmenden
Arbeitsteilung und der Globalisierung der Ma¨rkte. Trotz aller Fortschritte bei der Libe-
ralisierung des Schienengu¨terverkehrs in Europa, konnte dieser in der Vergangenheit nur
wenig am Wachstum partizipieren. Speziell im Einzelwagenverkehr, einer Produktions-
form des Schienengu¨terverkehrs, bei der kleine Gruppen von Gu¨terwagen von Versendern
zu Empfa¨ngern transportiert werden, entsteht durch starke Kapitalbindung und gerin-
ge Margen ein hoher wirtschaftlicher Druck. Eine konsequente Weiterentwicklung der
Produktionskonzepte ist unumga¨nglich, um den fu¨r viele Branchen wichtigen Einzelwa-
genverkehr zukunftssicher zu machen.
An dieser Stelle kann die logistische Wissenschaft mit Ihren systematischen Planungsme-
thoden ihre Sta¨rken ausspielen. Eine Vielzahl voneinander abha¨ngender Entscheidungen
und der Wunsch nach einem anpassungsfa¨higen Planungskonzept motivieren den Ein-
satz mathematischer Optimierungsmethoden im Einzelwagenverkehr. An der interdiszi-
plina¨ren Schnittstelle zwischen Logistik und Mathematik werden in dieser Dissertation
mathematische Optimierungsmethoden auf die Routenplanung im Einzelwagenverkehr
angewendet, um die Vorteile neuer Planungsmechanismen quantifizierbar zu machen
und damit einen praktischen Beitrag zur Weiterentwicklung des Schienengu¨terverkehrs
zu leisten.
1.2 Ziel und Aufbau der Arbeit
Das Ziel dieser Dissertation ist die Entwicklung von Methoden der mathematischen Opti-
mierung zur Planung taktischer Wagenrouten im deutschen Einzelwagenverkehr. Dessen
Durchfu¨hrung findet in einem Netzwerk von Umstellbahnho¨fen statt, in denen Zu¨ge zer-
legt und mit neuer Wagenreihung gebildet werden ko¨nnen, um Konsolidierungseffekte
1Fo¨rderkennzeichen 01IC10L26A
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beim Transport zu erzielen. Diese Arbeit steht unter der Leitfrage nach der optimalen
Reihenfolge, in der die Wagen des Einzelwagenverkehrs die Umstellbahnho¨fe durchlaufen.
Die Strukturierung der Arbeit erfolgt ausgehend vom Vorgehensmodell der mathema-






















Abbildung 1.1: Schaubild zum Vorgehensmodell der mathematischen Optimierung
Die mathematische Optimierung bescha¨ftigt sich mit der Suche nach der bestmo¨glichen
Lo¨sung von Entscheidungsproblemen. Das zu betrachtende Entscheidungsproblem muss
sich durch drei logische Objekte charakterisieren lassen:
1. eine Menge von Entscheidungsmo¨glichkeiten
2. eine Zielgro¨ße, welche die Wirkung der Entscheidungen quantifizierbar macht
3. ein Regelwerk, das eindeutige Aussagen u¨ber die Zula¨ssigkeit einer Entscheidung
erlaubt
Die auf diese Weise charakterisierten Entscheidungssysteme umfassen technische, wirt-
schaftliche und insbesondere logistische Probleme. Das Entscheidungsproblem wird in
einem ersten Arbeitsschritt in Form einer Systembeschreibung formuliert.
Die U¨bertragung des Entscheidungsproblems in mathematische Begriffe wird als Model-
lierung bezeichnet. Dabei erfolgt eine Darstellung der Entscheidungsmo¨glichkeiten durch
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eine geeignete Menge mathematischer Entscheidungsvariablen. Die Regeln des Problems
werden durch Gleichungen, Ungleichungen oder abstrakte Mengenzugeho¨rigkeiten dar-
gestellt. Sie werden als Nebenbedingungen bezeichnet. Die Zielgro¨ße wird in Form der
sogenannten Zielfunktion modelliert, um die Qualita¨t von Entscheidungen quantifizier-
bar zu machen. Die Aufgabe der Optimierung besteht u¨blicherweise in der Minimierung
oder Maximierung einer Zielfunktion.
Der Modellierung folgt die Lo¨sung des mathematischen Optimierungsproblems. Es gilt,
eine den Nebenbedingungen entsprechende Variablenbelegung mit dem optimalen Ziel-
funktionswert zu finden. Neben der quantitativen Ermittlung der Optimallo¨sung kon-
kreter Instanzen besteht eine wichtige Zielsetzung wa¨hrend der Lo¨sungsphase im Finden
qualitativer Resultate, d.h. struktureller Erkenntnisse u¨ber das Problem.
Den Abschluss des mathematischen Optimierungsprozesses bildet die Auswertung der
qualitativen sowie quantitativen Ergebnisse. Dabei sollte in einer Validierungsphase er-
mittelt werden, ob die modellhaft abgebildeten Charakteristika der Resultate der Sys-
tembeschreibung entsprechen. Ist dies nur in unzureichendem Maße der Fall, muss eine
Remodellierung stattfinden und der Optimierungsprozess nach der neuen Modellbildung
fortgesetzt werden.
Die weitere Arbeit gliedert sich dem Vorgehensmodell entsprechend wie folgt: In Kapi-
tel 2 werden die logistischen Grundlagen des Schienengu¨terverkehrs mit Fokus auf den
Einzelwagenverkehr zusammengestellt. Eine Beschreibung der Planungsprozesse im Ein-
zelwagenverkehr ordnet das Problem der taktischen Routenplanung in den Kontext wei-
terer Planungsprobleme des Schienengu¨terverkehrs ein. Eine Analyse gegenwa¨rtiger und
ku¨nftiger Herausforderungen im Einzelwagenverkehr wird zur Identifikation und Konkre-
tisierung des Problems der taktischen Routenplanung genutzt. Darauf aufbauend wird
das zentrale Problem der Arbeit mit allen Anforderungen in Worten formuliert.
In Kapitel 3 wird der Stand von Wissenschaft und Technik zur taktischen Routenpla-
nung sowie zur mathematischen Optimierung dargelegt. Verschiedene wissenschaftliche
Ansa¨tze zur taktischen Routenplanung fokussieren unterschiedliche Zielsetzungen, die
sich in der Struktur der resultierenden Lo¨sungen bemerkbar machen. Drei dieser struk-
turellen Eigenschaften (Konsolidierung, Robustheit und Entlastung der zentralen Infra-
struktur) werden als nu¨tzlich fu¨r den deutschen Einzelwagenverkehr identifiziert und den
Anforderungen aus Kapitel 2 hinzugefu¨gt.
In Kapitel 4 findet die mathematische Modellierung statt. Die zuvor erstellte System-
beschreibung wird in ein lineares ganzzahliges Optimierungsproblem u¨berfu¨hrt. Zwei
a¨quivalente Modellformulierungen werden vorgestellt. Es folgt eine Komplexita¨tsanalyse
der Probleme und eine Analyse zur Qualita¨t unterer Schranken bei Anwendung linea-
rer Relaxierungsmethoden. Zur Vereinfachung des Lo¨sungsprozesses werden verschiedene
Modellannahmen diskutiert, welche die Anzahl der Entscheidungsvariablen des Modells
stark verringern ko¨nnen.
Die Entwicklung von Lo¨sungsverfahren ist das Thema des 5. Kapitels, da das Problem
mit generischen Lo¨sungsverfahren nicht in praktikabler Zeit behandelt werden kann.
Daru¨ber hinaus ist es nicht mo¨glich, das Modell zu vereinfachen oder die Instanzen
zu verkleinern, ohne den praktischen Nutzen der Optimierung einzuschra¨nken. Eine
1 Einleitung 4
Analyse der Nebenbedingungsstruktur zeigt auf, dass das Problem bei voru¨bergehender
Vernachla¨ssigung gewisser Nebenbedingungen in simple Teilprobleme zerfa¨llt. Diese Ei-
genschaft ermo¨glicht den Einsatz einer speziellen Klasse von Dekompositionsverfahren,
den Column-Generation-Verfahren. Deren Einbindung in ein Branch-and-Bound-Schema
fu¨hrt zu strukturellen Erkenntnissen und einem Branch-and-Price-Algorithmus, der bes-
sere Resultate als kommerzielle Lo¨sungsverfahren liefert. Die Lo¨sung von Realinstanzen,
wie sie vom Forschungspartner DB Mobility Logistics zur Verfu¨gung gestellt wurden
und die vollsta¨ndige Planung des deutschen Einzelwagenverkehr erlauben wu¨rden, ge-
lingt jedoch auch mit Branch-and-Price nicht. Daher wird mit Hilfe wissenschaftlicher
Designprinzipien ein metaheuristischer Ansatz entwickelt, der die Methode der lokalen
Suche mit exakten Lo¨sungsverfahren zu einer sogenannten Matheuristik verbindet. Die-
se Matheuristik ermittelt sukzessive neue Routen fu¨r Teilmengen der Sendungen und
verbessert so die globale Lo¨sung iterativ.
Kapitel 6 entha¨lt die numerischen Resultate der zuvor genannten Column-Generation-
und Branch-and-Price-Verfahren fu¨r eine Reihe von Instanzen, die auf Realdaten ba-
sieren. Des Weiteren wird die im vorangegangenen Kapitel entwickelte Matheuristik
ausgiebig getestet, um die am besten geeigneten Nachbarschaftsstrukturen und Parame-
terwahlen zu ermitteln. Abschließende Optimierungsla¨ufe zeigen auf, dass die entwickelte
Matheuristik zur Lo¨sung realer Instanzen geeignet ist und in praxistauglicher Zeit be-
friedigende Resultate liefert.
Eine Validierung der in Kapitel 3 identifizierten Modelleigenschaften findet in Kapitel 7
statt. Eine Instanz, die ein Teilnetz des deutschen Einzelwagenverkehrsnetzes abbildet
und fu¨r die ein Wagenrouting auf Basis aktueller Planungsmaßsta¨be gegeben ist, wird
mit dem neuen Lo¨sungsverfahren gelo¨st. Anhand von Vergleichen verschiedener Eigen-
schaften und Kennzahlen beider Lo¨sungen kann die U¨berlegenheit der in dieser Arbeit
entwickelten Modellierung und der passenden Lo¨sungsmechanismen gegenu¨ber derzeiti-
gen Planungsmethoden aufgezeigt werden.
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2 Logistik des deutschen
Einzelwagenverkehrs
In diesem Kapitel wird der Schienengu¨terverkehr (SGV) sowie ausgewa¨hlte Eigenschaf-
ten des Verkehrstra¨gers Schiene in Deutschland beschrieben. Es werden die Produkti-
onsformen des Schienengu¨terverkehrs erla¨utert. Der Einzelwagenverkehr (EWV) za¨hlt
zu den Produktionsformen des Schienengu¨terverkehrs und wird als Kernthema dieser
Arbeit genauer dargestellt. Dabei werden typische Planungsprobleme des EWV identi-
fiziert. Eine weitere Fokussierung auf die Wagenroutenplanung durch Umstellpla¨ne und
eine formale Systembeschreibung leiten zu den nachfolgenden Kapiteln u¨ber.
2.1 Verkehrstra¨ger Schiene
Definition 1 (Schienengu¨terverkehr)
Im Schienengu¨terverkehr wird die Verkehrsleistung durch den Transport von Gu¨terwagen
mittels Gu¨terzu¨gen auf Schienen erbracht [CG13].
Die Eigenschaften des Verkehrstra¨gers Schiene sind maßgeblich fu¨r die wirtschaftliche
Leistungsfa¨higkeit und die Organisation des SGV. Der niedrige Rollwiderstand zwischen
Schiene und Rad sorgt bei Eisenbahnen fu¨r einen sehr geringen spezifischen Energiebe-
darf. Lange Beschleunigungs- und Bremswege sind aus dem gleichen Grund charakteris-
tisch fu¨r Eisenbahnen. Die Eisenbahn kann daher ihre energetischen Vorteile in erster Li-
nie bei mo¨glichst langen, ununterbrochenen Fahrten ausnutzen. Dieser Vorteil versta¨rkt
sich bei Transporten großer Massen. Die Spurfu¨hrung der Schiene sorgt u¨berdies fu¨r ei-
ne hohe Sicherheit beim Transport von Gefahrgu¨tern. Organisatorische Vorteile ergeben
sich aus dem Fehlen von Sonntagsfahrverboten und einer hohen Planbarkeit der Trans-
porte [Fra12b].
Gleichzeitig bildet die Notwendigkeit von Schienen eine starke infrastrukturelle Ein-
schra¨nkung: Wa¨hrend nahezu jeder Versender von Gu¨tern u¨ber einen Zugang zum o¨ffent-
lichen Straßennetz verfu¨gt, ist die Dichte von Zugangsstellen zum o¨ffentlichen Schienen-
netz eher gering [Ber01]. Dies erschwert die Bedienung in der Fla¨che. Der Netzzugang
wird im Abschnitt 2.1.3 u¨ber die deutsche Schieneninfrastruktur vertieft. Die Vorhal-
tung von Infrastruktur und Rollmaterial fu¨hrt zu einer hohen Kapitalbindung bei den
Eisenbahngesellschaften. Die Schiene war im Jahre 2012 in Deutschland gemessen an
der Verkehrsleistung, dem Produkt aus Transportentfernung und Gewicht, der zweitbe-
deutendste Verkehrstra¨ger. Mit einer Verkehrsleistung von beinahe 110 Mrd. Tonnen-
kilometern (tkm) hatte der Schienengu¨terverkehr laut statistischem Bundesamt [Sta13]
einen Anteil von 17,2 % am deutschen Modal Split, der die relativen Anteile aller Ver-
2 Logistik des deutschen Einzelwagenverkehrs 6
kehrstra¨ger widerspiegelt. Obwohl sich dieser Anteil in der ju¨ngeren Vergangenheit nicht
signifikant vera¨ndert hat, ist – mit Ausnahme der Jahre der globalen Wirtschaftskrise
2008 und 2009 sowie der europa¨ischen Staatsschuldenkrise 2012 – eine Steigerung der
Verkehrsleistung des deutschen SGV festzustellen (vgl. Abbildung 2.1). Prognosen deu-
ten auf eine Fortsetzung dieses Trends hin [MD10].
Die Bundesregierung kommuniziert seit geraumer Zeit den Wunsch zur Sta¨rkung des
SGV [Bia13], um mehr Verkehrsleistung auf die Schiene zu verlagern. Neben politischen
Interventionen haben jedoch auch diverse o¨konomische und gesellschaftliche Vorga¨nge
Einfluss auf den SGV. Eine Reihe dieser exogenen Einflussfaktoren, wie Demographie
und Urbanisierung, wurde von der Unternehmensberatung McKinsey in [MD10] zusam-
mengetragen und auf ihre Auswirkungen fu¨r den SGV hin analysiert. Die Prognose der
Studie lautet, dass bis zum Jahr 2025 eine Erho¨hung des Anteils des SGV am deutschen
Modal Split auf 21 % und damit eine Sta¨rkung der Position im intermodalen Wettbewerb
mo¨glich sei. In Erwartung einer wachsenden Verkehrsleistung bezeichnen die Berater von
McKinsey den SGV als unverzichtbar fu¨r die deutsche Wirtschaft. Weitere Analysen zur
Zukunft des Schienengu¨terverkehrs bietet Abschnitt 2.2.1.




















Abbildung 2.1: Entwicklung der Verkehrsleistung im SGV seit 2000 [Sta13]
2.1.1 Akteure des Schienengu¨terverkehrs
Unternehmen des SGV werden nach dem Allgemeinen Eisenbahngesetz (AEG) in o¨f-
fentliche und nichto¨ffentliche Eisenbahnen eingeteilt. O¨ffentliche Eisenbahnunterneh-
men stellen im Gegensatz zu nichto¨ffentlichen Eisenbahnen ihre Leistungen jeder ju-
ristischen Person bzw. jedem Unternehmen zur Verfu¨gung. Des Weiteren werden Ei-
senbahninfrastrukturunternehmen (EIU) und Eisenverkehrsunternehmen (EVU) unter-
schieden [CG13]:
Eisenbahninfrastrukturunternehmen
EIU sind o¨ffentliche oder privatrechtlich organisierte Unternehmen, welche eine Eisen-
bahninfrastruktur betreiben. Zur Eisenbahninfrastruktur za¨hlen Schienenwege, Strom-
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fernleitungen, Anlagen des SGV, wie Bahnho¨fe und Zugbildungsanlagen (vgl. Abschnitt
2.1.3) sowie Abstellgleise. Die Aufgaben der EIU bestehen in Bau, Wartung und Bereit-
stellung von Schienenwegen und Dienstleistungen in Anlagen des SGV. Die Bereitstel-
lung von Fahrwegkapazita¨ten zu einer bestimmten Zeit auf einem bestimmten Strecken-
abschnitt wird dabei als Trasse bezeichnet. Das gro¨ßte o¨ffentliche EIU in Deutschland
ist die DB Netze AG. Dem AEG entsprechend muss jedes o¨ffentliche EIU einen un-
abha¨ngigen und diskriminierungsfreien Zugang zu seinen Dienstleistungen anbieten.
Eisenverkehrsunternehmen
EVU sind o¨ffentliche oder privatrechtlich organisierte Unternehmen, die Eisenbahnver-
kehrsleistungen erbringen. Darunter sind in erster Linie Befo¨rderungsleistungen fu¨r Pas-
sagiere oder Gu¨ter zu verstehen. Die EVU sind in der Regel im Besitz von Rollmaterial,
d.h. Triebfahrzeugen und Wagons. Zur Durchfu¨hrung ihrer Aufgaben sind sie auf die
Nutzung der Infrastruktur und somit auf die EIU angewiesen. Mit einer Verkehrsleistung
von 78,5 Mrd. tkm und einem Marktanteil von 71,4 % im Jahre 2012 ist DB Schenker
Rail Marktfu¨hrer im deutschen SGV [Deu13].
2.1.2 Produktionsformen des Schienengu¨terverkehrs
Im SGV werden grundsa¨tzlich drei Produktionsformen unterschieden, die in Deutschland
weitestgehend unabha¨ngig voneinander durchgefu¨hrt werden. Die folgenden Beschrei-
bungen sind an die Ausfu¨hrungen von Nikutta und Pahl [NP09] angelehnt:
1. Im Ganzzugverkehr (GV) werden vollsta¨ndige Zu¨ge ohne Zwischenhalt vom Ver-
sender zum Empfa¨nger transportiert. Diese Produktionsform wird u¨blicherweise
fu¨r große Sendungsaufkommen verwendet und nutzt bei ausreichender Auslastung
der Zu¨ge die Vorteile der Schiene voll aus. Massengu¨ter aus Montan- und Chemie-
industrie eignen sich besonders gut fu¨r den GV, weil sie ausreichende Aufkommen
erzeugen und sich u¨berdies ihres Gewichts wegen fu¨r den Transport auf der Schiene
anbieten. Der GV zeichnet sich durch eine hohe Transportgeschwindigkeit aus. Die
ununterbrochene Fahrt ist sehr gut planbar und somit effizient in Produktions-
und Logistikketten einzubinden. Obwohl etwa die Ha¨lfte des Transportaufkom-
mens des SGV u¨ber den GV abgewickelt wird, verursacht er nur etwa ein Drittel
der gesamten Verkehrsleistung.
2. Im Einzelwagenverkehr (EWV) werden einzelne Wagen oder kleine Wagengruppen
vom Versender zum Empfa¨nger transportiert. Die Gro¨ße der Wagengruppen recht-
fertigt dabei aus wirtschaftlicher Sicht meist keinen Direkttransport. Ein derart
geringes Aufkommen wird auch als nicht zugwu¨rdig bezeichnet. Daher werden Wa-
gen verschiedener Versender und/oder verschiedener Empfa¨nger fu¨r den Hauptlauf
gebu¨ndelt und gemeinsam transportiert. EWV und GV werden in Abgrenzung zum
kombinierten Verkehr auch als konventioneller SGV bezeichnet. Dem EWV wird
das Unterkapitel 2.2 gewidmet, da er den Fokus dieser Arbeit bildet.
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3. Im Kombinierten Verkehr (KV) werden Ladeeinheiten, wie Container oder Wech-
selbru¨cken, in Railports oder Umschlagbahnho¨fen per Kran auf Gu¨terzu¨ge verla-
den [CG13]. Auch die Rollende Landstraße, d.h. der Transport vollsta¨ndiger Lkw
u¨ber die Schiene, ist ein typisches Beispiel fu¨r den KV. Vor- und Nachlauf wer-
den zumeist u¨ber die Straße abgewickelt. Der Kunde hat dadurch den Vorteil,
dass er keinen eigenen Gleisanschluss besitzen muss, um Sendungen in den SGV
einzuschleusen. Fu¨r den Hauptlauf findet in der Regel eine Einspeisung in den Ein-
zelwagenverkehr statt. Es existieren jedoch auch KV-Gesellschaften, die pendelnde
Ganzzu¨ge zwischen Umschlagbahnho¨fen verkehren lassen [SS12].
2.1.3 Deutsche Schieneninfrastruktur
Schienenwege
Das deutsche Schienenverkehrsnetz umfasste im Jahre 2012 ca. 37.700 km [Sta13] mit
der Normalspurbreite von 1.435 mm. Davon sind ca. 59 % elektrifiziert, d.h. mit elektri-
schen Oberleitungen ausgestattet. Dabei handelt es sich in Deutschland um ein Wechsel-
stromnetz mit 16,7 Hz und 15 kV Spannung. Auf nicht elektrifizierten Strecken kommen
u¨blicherweise Diesellokomotiven zum Einsatz. Es werden abha¨ngig von der Geschwin-
digkeit linien- und punktfo¨rmige Zugbeeinflussungssysteme eingesetzt, die neben der
Geschwindigkeit auch die Mindestzugfolgezeiten zwischen zwei aufeinander folgenden
Zu¨gen bestimmen. Diese liegen u¨blicherweise im Bereich weniger Minuten [SS12]. Der
SGV und der Schienenpersonenverkehr nutzen in Deutschland die gleichen Schienenwege,
d.h. es gibt Strecken, auf denen sowohl Personenzu¨ge als auch Gu¨terzu¨ge verkehren. Da-
bei wird der Personenverkehr im Allgemeinen priorisiert. Als Folge dieser Priorisierung
verbleiben fu¨r die zumeist langsameren Gu¨terzu¨ge zwei Alternativen: Entweder muss der
Gu¨terverkehr in der Nacht stattfinden, wenn der Personenverkehr stark reduziert ist,
oder die Gu¨terzu¨ge mu¨ssen Personenzu¨gen den Weg zum U¨berholen frei machen. Fu¨r
diesen Zweck sind entlang der Schienenstrecke U¨berholgleise installiert. Diese zur Haupt-
strecke parallelen Gleisabschnitte ko¨nnen befahren werden, um Zu¨ge passieren zu lassen
[CG13]. Die La¨nge der U¨berholgleise sowie der ku¨rzeste zula¨ssige Abstand zwischen zwei
Hauptsignalen beschra¨nken die Maximalla¨nge der Gu¨terzu¨ge [SS12]. Abha¨ngig vom Stre-
ckenabschnitt sind maximale Zugla¨ngen von 700 m bis 740 m in Deutschland u¨blich. Auf
ausgewa¨hlten Strecken ko¨nnen jedoch Verbesserungen der Infrastruktur auch den Ein-
satz la¨ngerer Zu¨ge ermo¨glichen. Auf diese Weise wurde die zula¨ssige Zugla¨nge auf der
Strecke von Maschen in das da¨nische Padborg auf 835 m vergro¨ßert [DB 12].
Ebenso wie die Gesamtla¨nge eines Gu¨terzuges ist auch die Anzahl der Achsen und das
Ho¨chstgewicht beschra¨nkt: Das Gesamtgewicht eines Zuges im deutschen SGV liegt
u¨blicherweise bei maximal 1.600 t. Schwerere Zu¨ge bedu¨rfen einer amtlichen Sonder-
genehmigung [Fie05]. Des Weiteren gibt es eine streckenabha¨ngige Ho¨chstlast pro Ach-
se, die bis zu 22,5 t betragen kann. Die Gewichts- und La¨ngenbeschra¨nkung der Zu¨ge
begrenzt die Gesamtkapazita¨t eines Zuges. Die wirtschaftlichen Folgen dieser Beschra¨n-
kungen werden von Clausen und Voll [CV13] erla¨utert und in Abschnitt 2.3.1 erneut
aufgegriffen.
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Knoten des Schienengu¨terverkehrs
Die Knoten des konventionellen SGV sind Gleisanschlu¨sse, Gu¨terverkehrsstellen und
Satellitenbahnho¨fe sowie verschiedene Typen von Umstellbahnho¨fen. Der Zugang zum
Schienennetz erfolgt in der Regel u¨ber einen der mehr als 3.000 Gleisanschlu¨sse in
Deutschland [NP09]. Es handelt sich dabei um Gleisanlagen, die auf den Werksgela¨nden
der Versender liegen und Eigentum des Versenders sind. Gleisanschlu¨sse ko¨nnen di-
rekt in das o¨ffentliche Schienennetz eingebunden sein oder eigene Schienenwege zu einer
U¨bergabestelle des o¨ffentlichen Netzes beinhalten. An den Gleisanschlu¨ssen erfolgt die
Beladung der Eisenbahnwagen mit gu¨terabha¨ngiger Beladetechnik [CG13].
Die Wagen mehrerer Gleisanschlu¨sse werden an Gu¨terverkehrsstellen oder Satelliten-
bahnho¨fen (Sat) fu¨r den Nahverkehr gebu¨ndelt. Einige dieser Satellitenbahnho¨fe verfu¨gen
u¨ber eigene Rangiermittel. Sie werden als Satellitenbahnho¨fe mit Rangiermitteln (SmR)
bezeichnet und ko¨nnen schon zu den Umstellbahnho¨fen geza¨hlt werden. Gemeinsam mit
sogenannten Knotenpunktbahnho¨fen (Kbf) bu¨ndeln sie den Nahverkehr zu zugwu¨rdigen
Mengen, die dann in die Rangierbahnho¨fe transportiert werden [NP09]. Die Rangier-
bahnho¨fe (Rbf) sind riesige Gleisanlagen, in denen Zu¨ge in einzelne Wagen zerlegt und
neu angeordnet werden. Sie dienen u¨berdies als Gateways fu¨r den internationalen SGV,
der in Deutschland einen signifikanten Anteil der Verkehrsleistung erzeugt [SS12]. Sie
sind fu¨r gewo¨hnlich in drei Gruppen paralleler Gleise aufgeteilt (vgl. Abbildung 2.2).
Einfahrgruppe Ablaufberg Richtungsgruppe Ausfahrgruppe
Abbildung 2.2: Schematische Darstellung eines Rangierbahnhofes aus [CG13]
In der Einfahrgruppe werden Zu¨ge getrennt. Eine Rangierlok schiebt sie u¨ber einen Ab-
laufberg. Der Ablaufberg ist eine natu¨rliche oder ku¨nstliche Erho¨hung im Bereich des
Rbf. Nach U¨berqueren der Bergkuppe rollen die Wagen allein von ihrer Gewichtskraft
beschleunigt in die Richtungsgruppe. Die Richtungsgruppe ist ebenfalls eine Gruppe
paralleler Gleise, in der mit Hilfe komplizierter Weichensysteme eine Sortierung der an-
rollenden Wagen nach Ausgangsrelationen vorgenommen wird. Die Gleise der Richtungs-
gruppe werden als Richtungsgleise bezeichnet. Die Anzahl der Richtungsgleise bestimmt
die Anzahl der Zu¨ge, die parallel gebildet werden ko¨nnen. Sind alle Wagen eines Zuges
auf einem Richtungsgleis versammelt, werden die Wagengruppen in die Ausfahrgruppe
gezogen. Nach einem abschließenden technischen Check verlassen sie von dort aus den
Rbf [DB 11].
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2.2 Einzelwagenverkehr in Deutschland
Dieses Unterkapitel beinhaltet detailliertere Darstellungen zum EWV. Zuna¨chst wird
die Zukunft des SGV im Allgemeinen und des EWV im Speziellen kritisch bewertet und
Verbesserungspotentiale identifiziert. Anschließend werden die Prozesse des Einzelwa-
genverkehrs beschrieben. Dazu wird der Transportvorgang aus Sicht des Kunden und
des Planers dargestellt. Es wird mit der Planung von Wagenrouten im Einzelwagenver-
kehr das zentrale Thema dieser Arbeit eingefu¨hrt. Abschließend wird eine zielfu¨hrende
Formulierung des anschließend zu lo¨senden Planungsproblems herausgearbeitet.
2.2.1 Zukunftsaussichten des Einzelwagenverkehrs
Im EWV wurden in den vergangenen Jahren mehr als 30 % der Gesamtverkehrsleistung
des SGV produziert. DB Schenker Rail kann als Quasimonopolist im EWV angesehen
werden [Mon11, SS12]. Die aktuelle Bedeutung dieser Produktionsform allein sichert je-
doch nicht ihr zuku¨nftiges Bestehen und ihren wirtschaftlichen Erfolg. Die schrittweise
Einstellung des EWV ist in mehreren europa¨ischen La¨ndern, darunter Frankreich und
Italien, bereits besiegelt [Fra12a]. In weiteren europa¨ischen La¨ndern Verschiedene Aspek-
te fu¨hren zu einer wirtschaftlich schwierigen Situation im EWV. Durch die im Rahmen
des Sanierungsprogramms Marktorientiertes Angebot Cargo (MORA-C) durchgefu¨hrte
Verringerung bedienter Gleisanschlu¨sse wurde die Fla¨chenbedienung durch den EWV
eingeschra¨nkt. In der Folge erschwerte sich der Netzzugang fu¨r Versender kleiner Men-
gen. Dies fu¨hrte gerade bei Kleinkunden zu einer Verlagerung von Verkehren auf die
Straße. Siegmann [Sie12] schreibt, dass außerdem die Transportzeit im EWV
”
schon die
Grenze der Marktwu¨rdigkeit gegenu¨ber dem LKW-Transport“ darstelle. Kleine Margen
bei hoher Kapitalbindung schaffen hohe Markteintrittsbarrieren und verringern die At-
traktivita¨t fu¨r die EVU.
Diesen Problemen stehen jedoch auch positive Aussichten gegenu¨ber: Der EWV sei
”
zwar
eine Herausforderung, jedoch auch eine Chance“, wie der DB Schenker Rail Vorsitzen-
de konstatierte [Fra12a]. Steigende Kosten fu¨r fossile Brennstoffe und ein gesteigertes
Bewusstsein fu¨r O¨kologie machen den Verkehrstra¨ger Schiene interessanter. Die Nut-
zung der Schiene fu¨hrt bei hinreichender Auslastung und bei entsprechendem Ener-
giemix bei der Stromerzeugung zu erheblich weniger CO2-Emissionen und geringeren
externen Kosten als der Straßenverkehr [Fra12b]. Daher besteht der politische Wunsch
nach einer Verlagerung zusa¨tzlicher Verkehre auf die Schiene [Bia13]. Der Wunsch, das
gesamte, fu¨r die Zukunft prognostizierte Wachstum der Verkehrsleistung u¨ber die Schie-
ne abzuwickeln, wird dabei jedoch an der wirtschaftlichen Realita¨t scheitern. Wa¨hrend
die Wirtschaftlichkeitsschwelle des Schienengu¨terverkehrs je nach Berechnungsgrundlage
bei mindestens 200 km Transportentfernung liegt, u¨bersteigt dies den Radius von rund
90 % aller innerdeutschen Transporte [Fra12b]. Steigende Serviceanforderungen von Pri-
vatkunden und der Gu¨terstruktureffekt, d.h. die Tendenz zum Versand hochwertiger,
kleinteiliger Produkte, erho¨hen u¨berdies die Anzahl zeitkritischer Sendungen. Fu¨r sie
stellt der Schienentransport auf Grund langer Transportzeiten in der Regel keine Alter-
native dar. Nichtsdestotrotz ist durchaus mit einem Wachstum des Verkehrsaufkommens
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auf der Schiene und damit auch des Einzelwagenverkehrs zu rechnen. Die wirtschaftlichen
Faktoren, die den Gu¨terverkehr beeinflussen, sind nur schwierig zu prognostizieren, wie
bereits in einer gemeinsamen Studie von McKinsey und der Deutschen Bahn festgestellt
wurde [MD10]. Drei wesentliche Entwicklungen, die ein Wachstum des Schienenverkehrs-
aufkommens in Deutschland in Aussicht stellen, sind zu beobachten:
1. In Deutschland wa¨chst das Gu¨terverkehrsaufkommen langsamer als die Verkehrs-
leistung. Dies ist nicht zuletzt auf gro¨ßere Entfernungen zwischen Versendern und
Empfa¨ngern zuru¨ckzufu¨hren. Da der Verkehrstra¨ger Schiene – hinreichend hohes
Aufkommen stets vorausgesetzt – besonders auf der Langstrecke o¨konomisch und
o¨kologisch effizient ist, steigern la¨ngere Transportstrecken seine Attraktivita¨t.
2. Bedeutende deutsche Industrieunternehmen, wie BASF und Porsche, investieren
vermehrt in den SGV. Die Allianz pro Schiene [All07] listet 13 Beispiele deutscher
Firmen auf, die im SGV einen wichtigen Bestandteil zuku¨nftiger Logistikketten
sehen. Einige der gelisteten Unternehmen haben mit der Einrichtung neuer Gleis-
anschlu¨sse Zeichen fu¨r die Sta¨rkung des innerdeutschen Eisenbahnnetzes gesetzt.
3. Die weiter andauernde Liberalisierung des europa¨ischen SGV fu¨hrt vor allem zu
dessen Internationalisierung [EKJ06]. Die dadurch verbesserte Konkurrenzfa¨higkeit
zum LKW la¨sst auch eine Sta¨rkung des europa¨ischen SGV erwarten. Mit Blick auf
Deutschlands geographische Lage als Transitland innerhalb Europas ist mit einer
steigenden Verkehrsleistung auf der Schiene zu rechnen [DM07]. Dies gilt nicht
zuletzt fu¨r den EWV [Sie12].
Eine wachsende Verkehrsleistung stellt große Herausforderungen an die Infrastruktur und
die Logistik dar. Auf vielen Hauptachsen des SGV sind schon heute Engpa¨sse vorhan-
den [SS12]. Ihnen kann mit Infrastrukturverbesserungen oder durch bessere Ausnutzung
der vorhandenen Infrastruktur durch bessere Planungsmechanismen begegnet werden
[NA10]. Der Ausbau von Schieneninfrastruktur ist kostspielig und nur langfristig reali-
sierbar [Vog11]. Posner [Pos08] gibt u¨berdies zu bedenken, dass die Liberalisierung den
Wettbewerb auf der Schiene immer weiter voran treibt. Auf Grund des entstehenden
Preisdrucks werde es zunehmend schwieriger fu¨r die EVU Gewinne zu erwirtschaften.
Langfristige Investitionen seien daher wenig attraktiv. Die Unternehmensberatung Oli-
ver Wyman [DM07] kommt zu a¨hnlichen Ergebnissen.
Effektivere Planungsmechanismen allein bieten zwar keinen Ersatz fu¨r verbesserte Infra-
struktur, sie ko¨nnen jedoch eine Erga¨nzung darstellen, wenn mit ihrer Hilfe eine Entlas-
tung von Engpa¨ssen erfolgt und vorhandene Kapazita¨ten besser genutzt werden ko¨nnen.
Eine effektivere Planung kann Leistungssteigerungen ohne ho¨here Kapitalbindung bewir-
ken. Eine Weiterentwicklung der Planungsprozesse bildet daher ein angemessenes Mittel,
um den SGV der Zukunft wettbewerbsfa¨hig zu gestalten.
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Abbildung 2.3: Verku¨rzte Darstellung des Angebotsprozesses
Der Durchfu¨hrung von Wagentransporten im EWV beginnt mit einer Angebotsanfrage
des Kunden beim EVU. Diese Anfrage entha¨lt die beno¨tigte Anzahl an Leerwagen sowie
Wu¨nsche fu¨r das Zeitfenster zwischen der Anlieferung von Wagen und deren Abholung.
Das EVU nimmt anschließend fu¨r den Versand durch das Schienennetz eine grobe Vor-
ausplanung sowie eine entsprechende Kostenabscha¨tzung vor. Dazu muss die Strecke der
Wagen vorbestimmt werden. Der Kunde erha¨lt anschließend ein Angebot zur Transport-
durchfu¨hrung, das bereits Zeitangaben einschließt. Nimmt der Kunde das Angebot in
Anspruch, reserviert das EVU beim EIU die notwendigen Trassen. Anschließend passt
das EVU seine Triebfahrzeug-, Personal- und Wagendisposition an, so dass der Kunde
zur vereinbarten Zeit Leerwagen erha¨lt und diese nach der Beladung auch abgeholt wer-
den ko¨nnen. Eine Mindestanzahl an Wagen zur Einspeisung in das Netz besteht nicht.
Die Anmeldung von Transporten erfolgt sehr dynamisch: Transportmengen mu¨ssen nur
wenige Stunden im Voraus angemeldet werden [NP09]. Eine vereinfachte Darstellung des
Prozesses ist in Abbildung 2.3 gegeben.
2.2.3 Planungsebenen
Die genannten Schritte der Angebotserstellung und der anschließenden Ressourcendispo-
sition stellen fu¨r das EVU ein sehr komplexes System von Planungsschritten dar. Basie-
rend auf der Arbeit von Assad [Ass80] werden in diesem Abschnitt die Planungsschritte
des SGV mit Fokus auf den EWV dargestellt. Assad unterscheidet zuna¨chst drei hierar-
chische Planungsebenen: strategische, taktische und operative Planungsentscheidungen.
Die Planungsebenen unterscheiden sich hinsichtlich ihres zeitlichen Wirkungshorizontes
und der notwendigen Kapitalinvestitionen. Die strategischen Entscheidungen betreffen
vor allem die Verfu¨gbarkeit von Infrastruktur und Ressourcen. Darin enthalten sind die
folgenden Planungsaufgaben:
• Design und A¨nderung des Schienennetzes
• Ero¨ffnung, Schließung und Erhalt von Bahnanlagen
• langfristige, stark aggregierte Planung zuku¨nftiger Wagenflu¨sse, um beno¨tigte In-
frastrukturkapazita¨ten abscha¨tzen zu ko¨nnen
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Die strategischen Entscheidungen sind sehr kapitalintensiv und daher sowohl in ihrer
Umsetzung als auch in ihrer zeitlichen Wirkung sehr langfristig angelegt. Fu¨r wirksa-
me Entscheidungen mu¨ssen langfristige Prognosen u¨ber Verkehrsaufkommen und wirt-
schaftliche Trends beru¨cksichtigt werden. Der Planungshorizont kann je nach Typ der
Entscheidung Jahre bis Jahrzehnte betragen.
Taktische Entscheidungen betreffen hingegen den mittelfristigen Einsatz der vorhande-
nen Ressourcen. Zu den taktischen Entscheidungen za¨hlen die folgenden:
• Verteilung und Konsolidierung aggregierter Wagenflu¨sse, d.h. eine Vorausplanung
der Wagenrouten auf Basis von Prognosedaten
• Zuordnung von Rangieraufgaben zu den Umstellbahnho¨fen
• Planung, auf welchen Wegstrecken, wie viele Zu¨ge einzusetzen sind
• Vorabanmeldung von Trassen beim EIU
• mittelfristige Verteilungsmuster fu¨r die Triebfahrzeuge
• eine den vorherigen Planungen angepasste vorla¨ufige Personalplanung
Die genannten Entscheidungen basieren auf kurzfristiger und exakter prognostizierten
Daten als die strategischen Planungsschritte. Sie lassen eine unterja¨hrige Planung zu. Die
taktische Planung sollte in der Lage sein, saisonale Schwankungen zu beru¨cksichtigen.
Daher ist bspw. eine quartalsweise Anpassung der Planung sinnvoll. Eine zu kleinschrit-
tige, z.B. tagesgenaue, Planung ist jedoch nicht mo¨glich [NP09], wie in Unterkapitel 4.1
eingehender begru¨ndet wird.
Die Vielzahl aufeinander abzustimmender Entscheidungen stellt eine große Herausfor-
derung fu¨r ein EVU dar. Eine integrierte Planung aller Details ist beinahe unmo¨glich.
Daher ist ein sequentieller Planungsansatz sinnvoll.
Die taktischen Pla¨ne mu¨ssen in der ta¨glichen Betriebsfu¨hrung verfeinert werden. Die
kurzfristige Annahme von Auftra¨gen, wie in Abschnitt 2.2.2 beschrieben, macht kurz-
fristige Plananpassungen sta¨ndig no¨tig. Daher mu¨ssen die folgenden, operativen Pla-
nungsschritte teils in Echtzeit, teils auf Wochenbasis durchgefu¨hrt werden:
• exakte Zeitpla¨ne fu¨r jedes Fahrzeug (mit Abfahrts- und Ankunftszeiten in allen
Knoten des Netzwerkes)
• Zuordnung von Fahrzeugen zu Gleisen und Fahrzeiten
• genaue Distribution der Triebfahrzeuge auf der Basis der dynamischen Trans-
portaufkommen
• lokale Verteilung von Leerwagen zur Kundenbedienung
• globale Verteilung von Leerwagen zur Vermeidung lokaler Engpa¨sse
• Reihenfolge der Bearbeitung von Rangieraufgaben in den Umstellbahnho¨fen
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• Ausgleich kurzfristiger Ressourcen- und Infrastrukturausfa¨lle durch Wartung und
Reparatur
Einige dieser Planungsaspekte spielen auch in der taktischen Planung eine Rolle. Die
globale Leerwagenverteilung kann basierend auf den aggregierten Verkehrsstro¨men, die
auf der taktischen Ebene geplant werden, vorbestimmt werden. Die Planung allgemeiner
Wartungsintervalle ist vorhersehbar. Die Reaktion auf kurzfristige Ausfa¨lle kann hin-
gegen gravierenden Einfluss auf verschiedene Planungsaspekte haben und muss zeitnah
erfolgen.
2.3 Umstellpla¨ne und Wagenrouten
Der erste Schritt der taktischen Planung besteht in der Bestimmung von Wagenrouten.
Basierend auf Prognosedaten zu aggregierten Transportaufkommen gilt es, einen Plan
zur Routenfu¨hrung jedes Wagens zu bestimmen. Die Zuordnung von Rangieraufgaben
zu Umstellbahnho¨fen bietet einen anderen Blickwinkel auf die Bestimmung von Wagen-
routen, wie im Folgenden kurz ausgefu¨hrt werden soll.
Nach U¨bergabe einer Sendung von einem Kunden an das EVU werden die Wagen der
Sendung zuna¨chst zur na¨chstgelegenen Gu¨terverkehrsstelle oder zum na¨chsten Satelli-
tenbahnhof transportiert und dort mit Wagen weiterer lokaler Versender gebu¨ndelt. In
der Regel gibt es von einem Gleisanschluss nur eine einzige Schienenverbindung zu ei-
nem Satellitenbahnhof. Somit ist die Routenfu¨hrung zuna¨chst alternativlos. Die weitere
Streckenfu¨hrung ab dem Satellitenbahnhof ist nicht zwangsla¨ufig durch die Schienenwege
vorherbestimmt. Von den Satellitenbahnho¨fen kann es Schienenverbindungen in mehrere
Richtungen geben. Handelt es sich um einen SmR, stehen bereits mehrere Richtungsglei-
se zur Verfu¨gung, um eine Sortierung nach Ausgangszu¨gen vorzunehmen. Die Sortierung
wird gema¨ß einem Umstellplan vorgenommen.
Definition 2 (Umstellplan)
Der Umstellplan bestimmt die Zuordnung jedes Wagen zu einem Richtungsgleis.
Die Zuordnung zum Richtungsgleis ist gleichzusetzen mit der Zuordnung zu einem ausge-
henden Zug. Der auf einem Richtungsgleis gebildete Wagenzug wird von einem Triebfahr-
zeug zum na¨chsten Umstellbahnhof gebracht. Die Umstellpla¨ne in jedem Umstellbahnhof
mu¨ssen logischerweise so gestaltet sein, dass jeder Wagen nach einer endlichen Anzahl
von Umstellungen sein Ziel erreicht, um dort dem Empfa¨nger u¨bergeben zu werden. Sind
die Umstellpla¨ne jedes Bahnhofs bekannt, kann daraus die Streckenfu¨hrung fu¨r jeden Wa-
gen bestimmt werden. Wa¨re andererseits die Strecke jedes Wagens als Sequenz besuchter
Umstellbahnho¨fe gegeben, ko¨nnten daraus Umstellpla¨ne bestimmt werden. Umstellpla¨ne
bilden somit die Wirkung einer netzweiten Wagenroutenplanung knotenintern ab. Dies
zeigt die U¨berschneidungen bei der Entscheidung fu¨r einen bestimmten Umstellplan und
die Festlegung einer Route fu¨r jeden Wagen.
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2.3.1 Kostenstruktur des Einzelwagenverkehrs
Zur Bewertung eines Wagenroutenplanes ist eine quantifizierbare Gro¨ße no¨tig, anhand
derer seine Qualita¨t bemessen werden kann. Der in den vorangegangenen Abschnitten
erla¨uterte o¨konomische Druck auf den EWV motiviert die Betrachtung der Produktions-
kosten. Die Struktur der Gesamtkosten, die einem EVU entstehen, wenn es alle Trans-
portauftra¨ge einem bestimmten Routenplan entsprechend durchfu¨hrt, sollen in diesem
Abschnitt genauer untersucht werden. Der Vollsta¨ndigkeit halber sei jedoch erwa¨hnt,
dass auch andere Zielgro¨ßen, wie eine Erho¨hung des Servicelevels durch ku¨rzere Trans-
portzeiten, betrachtet werden ko¨nnten. Siegmann nennt vier Kostenelemente, die durch
den Einsatz jedes Zuges in einem Produktionssystem mit Umstellungen entstehen [Sie97]:
• Traktionskosten beinhalten die Kosten fu¨r das Triebfahrzeug, den Triebfahrzeug-
fu¨hrer und fu¨r den Energieverbrauch. Die Kosten fu¨r das Triebfahrzeug enthalten
dabei sowohl Abschreibungen als auch Unterhaltungskosten fu¨r das Fahrzeug. Sieg-
mann fu¨hrt an, dass die beiden erstgenannten Teilkosten ihrem Charakter nach
eher zeitabha¨ngig sind. Die Energiekosten sind hingegen abha¨ngig von Beschaf-
fenheit und La¨nge einer Fahrtstrecke, aber im Wesentlichen unabha¨ngig von der
Auslastung des Zuges. Sie ko¨nnen unter Beru¨cksichtigung einer mittleren Reisege-
schwindigkeit fu¨r eine gegebene Fahrtstrecke bestimmt werden. Wird eine konkrete
Zugverbindung etabliert, sind die Traktionskosten als Fixkosten zu betrachten.
• Trassenkosten sind Kosten, die das EVU fu¨r die Nutzung der Schienenwege an
das EIU zu entrichten hat. In Abha¨ngigkeit von verschiedenen technischen Fak-
toren [DB 13], z.B. zula¨ssigen Achslasten und Ho¨chstgeschwindigkeiten, entstehen
entfernungsabha¨ngige Kosten. A¨hnlich den Traktionskosten sind die Trassenkosten
bei Etablierung einer Zugverbindung als Fixkosten anzusehen. Die Trassenverga-
be wird vom zusta¨ndigen EIU geregelt. Fu¨r regelma¨ßige Verkehre werden soge-
nannte Regeltrassen u¨ber Rahmenvertra¨ge langfristig zu gu¨nstigen Konditionen
vergeben [DB 13]. Zusa¨tzlich existiert die Mo¨glichkeit Bedarfstrassen anzumelden.
Diese werden vorangemeldet und ko¨nnen gegen ein vergleichsweise geringes Ent-
gelt bei Nichtnutzung abbestellt werden. Kurzfristig beno¨tigte Fahrwegkapazita¨ten
werden als sogenannte Adhoc-Trassen zur Verfu¨gung gestellt [NP09]. Daher ist es
im Zweifelsfalle o¨konomisch sinnvoll, mehr Kapazita¨ten zu bestellen als unbedingt
erforderlich sind.
• Zugbildungskosten entstehen bei der Zerlegung und Bildung von Zu¨gen in Umstell-
bahnho¨fen. Die Kosten, die fu¨r das Umstellen aller im Zug mitfahrenden Wagen
anfallen, ko¨nnen einer Zugfahrt als variable Kosten zugerechnet werden. Sie sind
von der Auslastung des Zuges, d.h. der Anzahl der angeha¨ngten Wagen, abha¨ngig.
Die Kosten fu¨r eine Umstellung ko¨nnen vom Umstellbahnhof abha¨ngen. In großen
Anlagen mit hohem Automatisierungsgrad sind die auf die einzelnen Wagen um-
zulegenden Kosten geringer als in weniger technisierten Knoten.
• Wagenkosten bilden die Kosten des Wagenparks ab. Dem EVU entstehen jedoch
bis auf Reparaturen keine direkten Kosten durch den Wageneinsatz oder dessen
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Laufleistung, sondern lediglich durch Abschreibungen. Die Wagenkosten ko¨nnen
von der Planung der Wagenflu¨sse nur mittelbar beeinflusst werden, wenn der Wa-
genpark auf Grund effektiverer Routen verkleinert werden ko¨nnte. Aus diesem
Grund werden die Wagenkosten im Weiteren vernachla¨ssigt.
Zusammenfassend ist festzuhalten, dass die Kosten einer Zugfahrt als Summe stre-
ckenabha¨ngiger Fixkosten und einer auslastungsabha¨ngigen Kostenkomponente fu¨r die
Zugbildung modelliert werden ko¨nnen.
2.3.2 Pra¨zisierung der Problemstellung
Die Systemkomplexita¨t des deutschen EWV und insbesondere die Optimierung seiner
Prozesse machen eine rechnergestu¨tzte Planung in der Praxis sinnvoll. Dies gilt insbeson-
dere fu¨r eine effiziente Routenplanung der etwa 20.000 Eisenbahnwagons, die ta¨glich im
EWV transportiert werden. Zur spa¨teren Umsetzung in ein Modell wird an dieser Stel-
le die zentrale Planungsaufgabe dieser Arbeit in Worten beschrieben. Diese Systembe-
schreibung orientiert sich dabei am Vorgehensmodell der mathematischen Optimierung
aus Unterkapitel 1.2:





















Abbildung 2.4: Darstellung des regionalen Wagenaufkommens fu¨r 10 Werktage
Zu bestimmen ist ein Wagenroutenplan fu¨r den deutschen EWV, der gesamtkosteneffizi-
ent fu¨r alle Transportauftra¨ge eines gegebenen Planungszeitraums ist. Die Wagen einer
Relation, d.h. mit gleichem Start- und Zielbahnhof, werden als Wagengruppe betrachtet,
die wa¨hrend ihres Transportes nicht getrennt wird. Da die Wagenaufkommen a¨ußerst vo-
latil sind, d.h. von Tag zu Tag schwanken (vgl. Abbildung 2.4), ist es unzureichend, das
Aufkommen eines Mustertages zu beru¨cksichtigen [NP09]. Der zu berechnende Routen-
plan muss stattdessen fu¨r mehrere Szenarien zula¨ssig und in der Summe kostenminimal
sein, weil nicht nur die Gesamtzahl der Relationen, sondern vor allem die Aufkommen
einzelner Relationen stark schwanken. Eine unterta¨gige Planung ist indes nicht mo¨glich,
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da die prognostizierten Aufkommensszenarien keine entsprechende Genauigkeit aufwei-
sen und somit keine solide Datengrundlage fu¨r eine Optimierung taktischer Routenpla¨ne
verfu¨gbar ist. Die Prognosemethoden schra¨nken u¨berdies die Mo¨glichkeit ein, exakte Pa-
rameter fu¨r Transportzeiten zu erhalten, weshalb im vorliegenden Fall eine Beschra¨nkung
der Umstellvorga¨nge jedes Wagens als implizite Begrenzung der Transportzeit eingesetzt
wird. Die Kosteneffizienz wird anhand der in Abschnitt 2.3.1 definierten Kostenstruktur
bemessen. Die betrachteten Wagenstro¨me werden aggregiert auf das Netz der Umstell-
bahnho¨fe betrachtet. Da von Knoten ohne Rangiermittel in der Regel nur eine einzige
Schienenverbindung zu einem Umstellbahnhof existiert, sind in diesen Knoten auch kei-
ne Entscheidungen zu Umstellpla¨nen zu treffen [Bru06]. Die Planung erfolgt unter der
Maßgabe, dass die folgenden Systemregeln eingehalten werden:
• alle gegebenen Transportauftra¨ge mu¨ssen korrekt ausgefu¨hrt, d.h. alle Sendungen
vom Versender zum Empfa¨nger transportiert werden.
• die fu¨r den Transport aller Sendungen notwendigen Zugverbindungen sind derart
zu gestalten, dass gegebene La¨ngen- und Gesamtgewichtsrestriktionen der Zu¨ge
auf jedem Streckenabschnitt eingehalten werden.
• die Kapazita¨t jedes Umstellbahnhofs ist zu beru¨cksichtigen. Die Kapazita¨t wird
dabei sowohl in Form der Ablaufbergkapazita¨t, d.h. der Anzahl mo¨glicher Wa-
genumstellungen pro Zeitraum, als auch der Anzahl verfu¨gbarer Richtungsgleise
bemessen.
• fu¨r jeden Wagen ist eine Ho¨chstzahl erlaubter Umstellvorga¨nge gegeben.
• alle Wagen, die sowohl Versenderknoten als auch Empfa¨ngerknoten gemein haben,
d.h. zur gleichen Relation geho¨ren, werden auf gleichem Weg durch das Schienen-
netz transportiert.
• die Planung soll eine mo¨glichst hohe Robustheit gegenu¨ber Aufkommensschwan-
kungen besitzen. Dazu ist es erforderlich, dass der Wagenroutenplan fu¨r alle be-
trachteten Szenarien zula¨ssig ist.
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Ziel dieses Kapitels ist die Darstellung von Konzepten zur Erstellung von Umstellpla¨nen
und zur Wagenroutenplanung aus der Wissenschaft sowie der Praxis des SGV. Es werden
in Unterkapitel 3.1 zuna¨chst Begriffe der Graphentheorie eingefu¨hrt, die zum Versta¨ndnis
der weiteren Arbeit notwendig sind. Danach werden in Unterkapitel 3.2 wissenschaft-
liche Vero¨ffentlichungen zu Umstellpla¨nen und entsprechende Softwaresysteme disku-
tiert. In Unterkapitel 3.3 werden Begriffe der Komplexita¨tstheorie eingefu¨hrt und fu¨r
das Versta¨ndnis wichtige Optimierungsprobleme definiert. Unterkapitel 3.4 entha¨lt eine
Zusammenfassung notwendiger Kenntnisse der mathematischen Optimierung.
3.1 Graphen und Flu¨sse
Ein Graph ist ein Tupel G = (N , E) aus einer Menge von Knoten N und einer Menge
von Kanten E ⊆ N × N . Ein Graph heißt gerichtet, wenn alle Kanten aus E einen
eindeutigen Startknoten i ∈ N und einen eindeutigen Endknoten j ∈ N besitzen. Eine
gerichtete Kante wird dann mit e = (i, j) bezeichnet. Die eingehenden Kanten eines
Knotens i ∈ N seien mit δ+i = {(j, i) | (j, i) ∈ E} bezeichnet. Analog werden die
ausgehenden Kanten δ−i = {(i, j) | (i, j) ∈ E} bezeichnet. Ein Graph heißt vollsta¨ndig,
wenn es zwischen jedem Paar von Knoten i, j ∈ N eine Kante e = (i, j) gibt. Eine Folge
von Kanten e1, e2, ..., ek heißt Kantenzug oder Kantenfolge. Ein Kantenzug mit gleichem
Start- und Endknoten heißt Kreis. Ein Graph ohne Kreise wird als kreisfrei bezeichnet.
Ein kreisfreier Kantenzug heißt Weg. Die Abbildung
dist : N ×N 7→ R (3.1)
bezeichne den Abstand zweier Knoten i und j im Graph, d.h. die La¨nge der ku¨rzesten
Verbindung zwischen den betreffenden Knoten. Ein Graph erfu¨llt die Dreiecksunglei-
chung, wenn fu¨r drei beliebige Knoten i1, i2, i3 stets die folgende Gleichung gilt:
dist(i1, i3) ≤ dist(i1, i2) + dist(i2, i3) (3.2)
Graphen ko¨nnen verwendet werden, um physische Netzwerke, z.B. Schienennetze, lo-
gisch abzubilden. Um Bewegungen physischer Einheiten, wie z.B. von Zu¨gen oder Eisen-
bahnwagen, abzubilden, wird sich sogenannter Flu¨sse bedient. Der Begriff eines Flusses
zwischen zwei Knoten wird zuna¨chst abstrakt als mathematische Abbildung eingefu¨hrt:
Definition 3 (s-t-Fluss)





x(e) ∀i /∈ {s, t} (3.3)
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Stellt man sich einen Fluss als Menge von Objekten vor, die sich von einer Quelle s zu
einer Senke t bewegen, so muss der Definition gema¨ß jedes Objekt, das in einen Knoten
eintritt, diesen auch wieder verlassen. Ausnahmen sind die Quelle, aus der sich Objekte
heraus-, und die Senke, in die sich Objekt hineinbewegen. Flu¨sse stellen ein geeignetes
Mittel dar, um die Bewegung physischer Einheiten in einem Netzwerk zu modellieren.
3.2 Planungsprobleme im Schienenverkehr
Zuna¨chst werden wissenschaftliche Methoden fu¨r Planungsprobleme des SGV kurz dar-
gestellt. Der Fokus wird dabei auf die Planung von Wagenrouten eingeschra¨nkt, welche
in der wissenschaftlichen Literatur in der Regel u¨ber die Optimierung von Umstellpla¨nen
abgebildet wird. Anschließend werden wissenschaftliche Ansa¨tze sowie kommerzielle Soft-
waresysteme fu¨r Umstellpla¨ne und Wagenrouten betrachtet.
3.2.1 Abgrenzung von verwandten Planungsproblemen
Die Optimierung verschiedenster Planungsprobleme des Schienenverkehrs wurde in vie-
len wissenschaftlichen Arbeiten untersucht. Dabei ist zuna¨chst anzumerken, dass sich
die Planungsaufgaben im SGV deutlich von denen im Schienenpersonenverkehr (SPV)
unterscheiden. Die verwendeten Methoden sind im Allgemeinen nicht u¨bertragbar, wie
bereits Bussieck et al. in [BWZ97] zusammenfassten. Aus diesem Grund wird trotz ho¨chst
erfolgreicher Projekte im SPV, wie z.B. [KHA+09], im Folgenden nur noch Literatur be-
trachtet, die sich auf den SGV bezieht.
Die Wagenroutenplanung behandelt die Bewegung von Wagen. Die Planung von Wa-
genbewegungen ist zuna¨chst logisch von der Fahrplangestaltung, d.h. der zeitlichen Pla-
nung von Zugbewegungen abzugrenzen, wie von Harrod et al. in ihrem U¨bersichtsartikel
[HGC+10] beschreiben. Die Bewegung von Wagen ist jedoch physisch unmittelbar mit
Zugbewegungen verbunden. Daher erscheint eine gemeinsame Planung sinnvoll und wur-
de fu¨r den nordamerikanischen SGV bereits von Keaton [Kea89, Kea92], Huntley et al.
[HBSM95] sowie von Gorman [Gor98] betrachtet. Die resultierenden Pla¨ne werden als
Operationspla¨ne bezeichnet. Eine aktuellere Arbeit von Zhu et al. [ZCG11] behandelt
unter der Bezeichnung Scheduled Service Network Design ebenfalls die integrierte Pla-
nung von Wagenbewegungen und Zugfahrpla¨nen. Eine U¨bertragbarkeit der Ergebnisse
auf den deutschen EWV liegt jedoch nicht vor, wie im folgenden Absatz begru¨ndet wird.
In der Europa¨ischen Union und damit insbesondere in Deutschland sind EIU und EVU
per Gesetz getrennte Gesellschaften. Bevor ein EVU einen Transport durchfu¨hren kann,
muss beim EIU eine Trasse angemietet werden (vgl. Abschnitt 2.2.2). Dieses organisa-
torische Hindernis liegt in Nordamerika nicht vor, da sich die dortigen Schienennetze
in Privatbesitz, d.h. im Besitz der EVU, befinden [Pos08]. Wa¨hrend die Fahrplaner-
stellung in Nordamerika einen rein firmeninternen Prozess darstellt, ist in Deutschland
eine kooperative Absprache zwischen EVU und EIU notwendig. Somit ist es einem EVU
nicht mo¨glich, ohne Absprache mit dem zusta¨ndigen EIU, einen integrierten Zeitplan fu¨r
Wagen- und Zugbewegungen zu gestalten. In Folge dessen ist ein sequentieller Ansatz
fu¨r Wagenroutenplanung und Fahrplanerstellung in Deutschland die Praxis [NP09].
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Im ersten Schritt wird bestimmt, in welcher Reihenfolge ein Wagen die Umstellbahnho¨fe
durchla¨uft. Dies geschieht durch die Erstellung von Umstellpla¨nen, deren Festlegung
laut Unterkapitel 2.3 zum Wagenrouting a¨quivalent ist. Dabei ist zwar zu beru¨cksich-
tigen, wie viele Zu¨ge voraussichtlich notwendig sein werden, um die Transporte durch-
zufu¨hren, nicht aber deren genaue Abfahrtzeiten. Erst im Anschluss werden die Wagen
konkreten Zu¨gen zugeordnet, wie es Jha et al. [JAG07] beschrieben haben. Fu¨r weite-
re Erla¨uterungen zur Bestimmung konkreter Zeitpla¨ne sei auf die U¨bersichtsartikel von
Cordeau et al. [CTV98] sowie Harrod et al. [HGC+10] verwiesen.
Die genannte Planungsabfolge stellt nicht die einzig denkbare Sequenzierung dar. Lin et al.
[LWJ+12] berichten, dass der u¨bliche Planungsablauf im chinesischen Schienengu¨terver-
kehr mit der Bestimmung von Zugverbindungen und deren Ha¨ufigkeit beginnt. Anschlie-
ßend werden vollsta¨ndig getaktete Fahrpla¨ne erstellt. Die zur Erfu¨llung der Transport-
auftra¨ge notwendigen Wagenbewegungen richten sich dann nach diesem Fahrplan. Die
Erstellung von Umstellpla¨nen ist damit nur ein untergeordnetes Problem, das am En-
de der Planungshierarchie steht. Crevier et al. [CSC12] untersuchen die kombinierte
Optimierung von Fahrpla¨nen und Preissystemen. Jin et al. [JZL13] integrieren in die
Planung von Zugfahrten zusa¨tzlich ein Personalplanungsproblem. Im Folgenden werden
ausschließlich Arbeiten vorgestellt, die vornehmlich die Erstellung von Umstellpla¨nen,
respektive die Routenplanung im SGV, zum Thema haben.
3.2.2 Optimierung von Umstellpla¨nen und taktischen Wagenrouten im
Schienengu¨terverkehr
Die Erstellung von Umstellpla¨nen ha¨ngt von geographisch unterschiedlichen Umsta¨nden
ab, die sich aus technischen, rechtlichen oder organisatorischen Zusammenha¨ngen er-
geben. Drei Klassen von Umstellpla¨nen sind zu unterscheiden, die nach absteigender
Zahl ihrer Freiheitsgrade vorgestellt werden: Individuelle Wagenrouten, Blockingpla¨ne
und Leitwegepla¨ne. Nach deren Vorstellung werden alle drei Konzepte hinsichtlich ihrer
U¨bertragbarkeit auf den deutschen EWV bewertet und verglichen. Anschließend wird
ein U¨berblick u¨ber kommerzielle Softwaresysteme gegeben.
Umstellpla¨ne mit individuellem Wagenrouting
Die gro¨ßtmo¨gliche Anzahl an Freiheitsgraden bei der Routenplanung ist gegeben, wenn
es erlaubt ist, jeden Wagen entlang einer individuellen Route durch das Netzwerk zu
transportieren. Fukusawa et al. [FAPU02] betrachten das Problem der individuellen Wa-
gensteuerung im brasilianischen EWV. Sie beziehen dabei die Verteilung von Leerwagen
mit in ihre Planung ein.
Campetella et al. [CLPR06] optimieren Wagenflu¨sse in Italien auf Basis individueller
Wagenrouten, d.h. es wird die Trennung von Sendungen mit gleichem Versender und
Empfa¨nger zugelassen. Dieses Vorgehen sei in Italien u¨blich. Sie integrieren dabei Teile
weiterer Planungsschritte in ihr Optimierungsproblem. Das Schweizer Expressnetz fu¨r
Einzelwagen war Gegenstand der Forschung von Ceselli et al. [CGL+08]. Auch sie lassen
die individuelle Steuerung jedes Wagens zu. Sie nehmen dabei eine hierarchische Eintei-
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lung in Teilprobleme vor, die mit der Optimierung von Umstellpla¨nen beginnt. Dabei
wird die besondere Struktur des schweizerischen Einzelwagenverkehrsnetzes ausgenutzt,
in dem es nur zwei große Umstellbahnho¨fe gibt. Es wird das Ziel verfolgt, Rangierarbeiten
gleichma¨ßig auf die genannten Umstellbahnho¨fe zu verteilen.
Blockingpla¨ne
Im Falle der sogenannten Blockingpla¨ne werden Wagen nicht mehr individuell geroutet.
Wagen, die Versender- und Empfa¨ngerknoten gemein haben, d.h. derselben Relation
zugeordnet sind, werden in der Regel wa¨hrend ihres Transportes zum Empfa¨nger nicht
getrennt. In Ausnahmen wird die Trennung von Wagenflu¨ssen der gleichen Relation
zugelassen. Folgende Definition erkla¨rt den Namen Blockingplan:
Definition 4 (Block)
Als Block wird eine Gruppe von Wagen bezeichnet, die auf einer Strecke zwischen zwei
Knoten gemeinsam transportiert werden. Die enthaltenen Wagen mu¨ssen nicht notwen-
digerweise einer einzigen Relation anzugeho¨ren. Start- und Endknoten des Blocks mu¨ssen
nicht mit den Start- oder Endknoten der beteiligten Relationen u¨bereinstimmen.
Physisches Schienennetz
Blockingnetzwerk
Abbildung 3.1: Beispiel eines Blockingnetzwerkes als virtuelles Teilnetz des
Schienennetzes
Jeder Wagen wird somit Bestandteil verschiedener Blo¨cke, wa¨hrend er von seinem Ver-
senderknoten zu seinem Empfa¨ngerknoten transportiert wird. Die Entscheidung, einen
Block zwischen zwei Knoten zu bilden, impliziert die Notwendigkeit einer Zugverbin-
dung zu dessen Transport. Ein Zug kann mehrere Blo¨cke transportieren. Es entsteht
eine virtuelle Verbindung zwischen den betreffenden Knoten, die auch als Blockkante
bezeichnet wird. Alle Blockkanten einer Instanz, d.h. eines konkreten Planungsfalls, bil-
den das sogenannte Blockingnetzwerk. Das Blockingnetzwerk ist ein virtuelles Teilnetz
des physischen Schienennetzwerkes (vgl. Abbildung 3.1). Die Zuordnung von Wagen zu
Blo¨cken wird durch den Blockingplan abgebildet.
3 Stand von Wissenschaft und Technik 23
Definition 5 (Blockingplan)
Der Blockingplan bestimmt die Blo¨cke, als deren Teil die Wagen jeder Relation trans-
portiert werden.
Der Blockingplan ist damit eine Variante eines Umstellplanes. Aus ihm la¨sst sich die
Gestalt des Blockingnetzwerkes ableiten. Das Konzept der Blockingpla¨ne wird vornehm-
lich in den USA und Kanada angewendet. Zahlreiche wissenschaftliche Beitra¨ge zu deren
Erstellung mit Hilfe mathematischer Methoden wurden vero¨ffentlicht, wie die nachfol-
gende, chronologisch gegliederte Aufstellung der Modelle verschiedener Autoren aufzeigt:
Das erste Optimierungsmodell fu¨r Blockingpla¨ne wurde 1980 von Bodin et al. [BGS80]
vero¨ffentlicht. Unter Verwendung einer nichtlinearen Zielfunktion wurde das als Rail-
road Blocking Problem (RBP) bezeichnete Problem modelliert. Die Nichtlinearita¨t des
Modells entsteht bei der Modellierung von verspa¨tungsabha¨ngigen Kosten bei der Um-
stellung von Wagengruppen. Neben Kosten fu¨r jede Wagenumstellung werden die Trans-
portkosten wagenweise in der Zielfunktion beru¨cksichtigt. Dies bedeutet, dass die Eta-
blierung eines Blocks zwischen zwei Knoten keine direkten Kosten impliziert. Hinge-
gen verursacht der Transport jedes einzelnen Wagens entfernungsabha¨ngige Kosten. Es
werden somit keine Traktions- oder Trassenkosten betrachtet. Die verwendete Kosten-
funktion ist folglich nicht geeignet, um die Kosten des deutschen EWV abzubilden. Von
den in Abschnitt 2.3.2 geforderten Nebenbedingungen werden lediglich die Rangierka-
pazita¨t der Knoten und die La¨ngenrestriktion fu¨r die Wagenzu¨ge beru¨cksichtigt. Eine
Lo¨sung des Problems war auf Grund der beschra¨nkten technischen sowie algorithmischen
Mo¨glichkeiten zu jener Zeit nur mit manuellen Eingriffen mo¨glich.
Ebenfalls im Jahre 1980 vero¨ffentlichte Assad [Ass80] ein Modell zum Aufbau von
Blockingpla¨nen. Die betrachtete Kostenfunktion setzt sich aus Umstell- und Transport-
kosten zusammen. Dabei werden die Transportkosten auf Basis von Zugkilometern be-
rechnet. Diese Modellierung deckt sich mit den Kostenstrukturen aus Abschnitt 2.3.1.
Kapazita¨ten in den Knoten werden ebenso betrachtet wie Kapazita¨ten der Wagenzu¨ge.
Ihre Kapazita¨t wird dabei in der Anzahl transportierter Wagen bemessen. Eine impli-
zite Beschra¨nkung der Transportzeit besteht durch die Einfu¨hrung von Strafkosten fu¨r
Verspa¨tungen in der Zielfunktion. Die Modellierung ist nur mit Einschra¨nkungen auf
das Problem dieser Arbeit u¨bertragbar, weil sich der Autor auf Netzwerke mit einer Li-
nienstruktur konzentriert, d.h. die Knoten sind geographisch in einer Linie angeordnet.
Einen Lo¨sungsalgorithmus schla¨gt Assad nicht vor.
Ein pfadbasierter Ansatz aus dem Jahre 1983 stammt von Crainic et al. [CFR83]. Be-
trachtet wird ein pfadbasiertes, nichtlineares Modell, dessen Kostenfunktion sich aus
zugkilometerabha¨ngigen Transportkosten und Strafkosten fu¨r Umstellungen zusammen-
setzt. Die Flussvariablen sind kontinuierlich gewa¨hlt. Daher ist es erlaubt, die Wagen
einer Relation u¨ber verschiedene Strecken zu ihrem Ziel zu transportieren. Dies ist auch
no¨tig, da das Modell die Priorisierung bestimmter Sendungen zula¨sst. Die Nichtlinea-
rita¨t des Modells macht den Einsatz von Heuristiken zur Problemlo¨sung notwendig. Die
Trennbarkeit einer Relation verhindert die U¨bertragung auf den deutschen EWV.
Newton [New97] entwickelt ein pfadbasiertes Modell fu¨r das Blockingproblem. Sein
Hauptaugenmerk liegt auf dem Design des Blockingnetzwerkes. Dazu wird innerhalb des
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Modells bestimmt, ob eine Zugverbindung etabliert wird oder nicht. Relationen du¨rfen
auf mehrere Pfade aufgeteilt werden. Die Flusssta¨rke auf jeder Kante ist beschra¨nkt,
d.h. es werden Zugkapazita¨ten beru¨cksichtigt. Die Kapazita¨t der Knoten wird in Wagen
und in der Anzahl ausgehender Blocks bemessen. Die Menge der potentiellen Pfade ist
vor Beginn der Optimierung explizit gegeben und kann spezielle implizite Bedingun-
gen enthalten. Newton nennt bspw. eine Beschra¨nkung der Umstellungen pro Wagen.
Die Einschra¨nkung auf eine vorab definierte Menge potentieller Pfade vereinfacht dabei
den Lo¨sungsprozess. Es ist dadurch jedoch nicht auszuschließen, dass potentielle Op-
timallo¨sungen, die bei Betrachtung aller Pfade gefunden werden ko¨nnten, nicht in der
Formulierung enthalten sind. Die Kostenfunktion setzt sich aus Transportkosten, die
pro Wagenkilometer berechnet werden, und Umstellkosten fu¨r jeden Wagen zusammen.
Dies steht im Widerspruch zu den Anforderungen aus Abschnitt 2.3.2 und beschra¨nkt
die U¨bertragbarkeit der Methoden. Zur Lo¨sung des Modells entwickeln Newton et al.
[NBV98] ein Column-Generation-Verfahren, bei dem sie nur eine eingeschra¨nkte Anzahl
erlaubter Pfade fu¨r jede Relation zulassen. Damit ist es mo¨glich, alle getesteten Instanzen
mit einstelligen Optimalita¨tslu¨cken zu lo¨sen. Barnhart et al. [BHV00] entwickeln hierzu
eine Methode auf Basis von Lagrange-Relaxierungen. Die Lagrange-Multiplikatoren wer-
den dabei mit Hilfe einer Subgradientenmethode ermittelt. Auch in diesem Fall macht
die Einschra¨nkung der potentiellen Pfade eine beinahe optimale Lo¨sung der betrachteten
Instanzen mo¨glich.
Jin erweitert in seiner Dissertation [Jin98] Newtons Modell [New97] um Aspekte der
Robustheit. Er entwickelt verschiedene Modelle, welche die dynamische Nachfrage im
EWV abbilden. Ein Modell, das als statischer Worst-Case-Fall bezeichnet wird, erlaubt
die Einbindung multipler Szenarien, wie sie in der vorliegenden Arbeit untersucht wird.
Es werden jedoch, wie auch in Newtons Modell, keine Zugkosten betrachtet und die Wa-
genflu¨sse einer Relation du¨rfen getrennt werden. Weitere Modelle, die den Erwartungs-
wert unter multiplen Szenarien minimieren oder dynamische A¨nderungen wa¨hrend des
Planungshorizontes beru¨cksichtigen, werden ebenfalls vorgestellt. Zur Lo¨sung der Opti-
mierungsprobleme werden Column-Generation-Verfahren und Lagrange-Relaxierungen
verwendet.
Ahuja et al. [AJL07] pra¨sentieren ein Modell, das ebenfalls die Bildung des Blocking-
netzwerkes fokussiert. Beru¨cksichtigt werden Rangiergleiskapazita¨ten und Ablaufbergka-
pazita¨ten in den Knoten. Des Weiteren wird die Anzahl der Wagen beschra¨nkt, die u¨ber
eine Kante transportiert werden du¨rfen. Die Kosten fu¨r den Transport von Wagen wird
proportional zu den gefahrenen Wagenkilometern berechnet. Eine Trennung der Wagen
einer Relation ist nicht erlaubt. Eine auf einer Nachbarschaftssuche basierende Verbes-
serungsheuristik wurde in ein Softwaresystem implementiert, auf das in Abschnitt 3.2.2
na¨her eingegangen wird. Die Heuristik ist in der Lage, zula¨ssige Lo¨sungen fu¨r extrem
große Realinstanzen mit bis zu 50.000 Sendungen zu erzeugen. Ein Optimalita¨tsnachweis
oder eine Gu¨teabscha¨tzung werden nicht erbracht.
Yue et al. [YZYF11] entwickeln ein Modell fu¨r das Blockingproblem in China. Dies steht
nur im scheinbaren Widerspruch zur Aussage von Lin et al. [LWJ+12], in China wer-
de kein Blocking betrieben, da ein spezielles nordchinesisches Teilnetz betrachtet wird,
das fu¨r den Transport von Kohle genutzt wird. Es wird ein nichtlineares Modell vor-
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geschlagen, das eine Vielzahl gekoppelter Kostenfaktoren entha¨lt. Zur Lo¨sung wird ein
Ameisenalgorithmus (vgl. Abschnitt 3.4.3) eingesetzt. Die Ergebnisse sind auf Grund
der stochastischen Einflu¨sse des Algorithmus nur bedingt aussagekra¨ftig.
Blockingpla¨ne fu¨r den iranischen SGV werden von Yaghini et al. [YFN11] optimiert.
Das betrachtete Optimierungsmodell weist starke A¨hnlichkeiten zu dem Modell von
Ahuja et al. [AJL07] auf. Es werden jedoch keine Umstellkosten in der Zielfunktion
beru¨cksichtigt. Zur Lo¨sung wird ein Ameisenalgorithmus eingesetzt, der in der Lage ist,
innerhalb weniger Sekunden zula¨ssige Lo¨sungen fu¨r die betrachteten Testinstanzen zu
generieren und zu verbessern. Gu¨teabscha¨tzungen zeigen eine hohe Genauigkeit des Ver-
fahrens. In einem weiteren Beitrag wird von Yaghini et al. [YABS13] eine Tabusuche fu¨r
das Blockingproblem entwickelt.
Tabelle 3.1: U¨berblick u¨ber die Nebenbedingungen der Blockingmodelle
Bodin Assad Crainic Newton Ahuja Yue Yaghini
[BGS80] [Ass80] [CFR83] [New97] [AJL07] [YZYF11] [YFN11]
Flu¨sse trennbar x x x
Zeitlimit * * * x
La¨nge max. x x x
Gewicht max. x x
Wagenzahl max. x x x x x x
Zugkosten x x x
Wagenkosten x x x x x x
Umstellkosten x x x x x x x
*durch zusa¨tzliche Kosten in der Zielfunktion abgebildet
In Tabelle 3.1 sind die Eigenschaften der Modelle in komprimierter Form zusammenge-
fasst. Dabei ist auffa¨llig, dass bei der Mehrzahl der Modelle die Transportkosten nicht in
Abha¨ngigkeit von Zugkilometern, sondern linear in Wagenkilometern berechnet werden.
Diese Modellierung wird den Kostenstrukturen im deutschen EWV, wie sie in Abschnitt
2.3.1 vorgestellt wurden, nicht gerecht. Die Ausrichtung der Kostenstruktur in der Mo-
dellierung des nordamerikanischen SGV hat jedoch praktische Gru¨nde. Zwischen dem
nordamerikanischen und dem deutschen SGV bestehen erhebliche Unterschiede hinsicht-
lich Infrastruktur und Besitzverha¨ltnissen: Wa¨hrend sich die Eisenbahninfrastruktur in
Europa im Besitz der von den EVU unabha¨ngigen EIU befindet, geho¨ren die nordame-
rikanischen Schienenwege u¨berwiegend privat finanzierten Eisenbahnunternehmen, die
selbst Transportleistungen anbieten [Pos08]. Es gibt eine Trennung von Gu¨terverkehr
und Personenverkehr auf der Schiene, wa¨hrend in Deutschland eine gemischte Nutzung
unter Priorisierung des Personenverkehrs u¨blich ist. Die in Abschnitt 2.1.3 beschriebe-
nen U¨berholgleise, auf denen Gu¨terzu¨ge warten, wa¨hrend schnellere Personenzu¨ge vor-
beifahren, sind somit in dieser Form nicht notwendig. Eine La¨ngenbeschra¨nkung fu¨r
Gu¨terzu¨ge wird daher in Nordamerika nicht durch u¨berholenden Verkehr erzwungen.
In Folge dessen sind Zugla¨ngen von mehreren Kilometern mo¨glich. Des Weiteren ist
die nordamerikanische Infrastruktur fu¨r den Einsatz von doppelsto¨ckigen Frachtzu¨gen
geeignet, der die Zugkapazita¨ten weiter erho¨hen und somit eine Verschiebung der Kos-
tenstruktur bewirkt. Der Fixkostenanteil an den Transportgrenzkosten eines Wagens
3 Stand von Wissenschaft und Technik 26
ist bei hinreichender Auslastung wesentlich geringer als im Falle kurzer Zu¨ge. Eine zu
den Wagenkilometern proportionale Kostenstruktur bildet die realen Kosten sinnvoll ab.
Diese Erkenntnisse wurden im Rahmen der Promotion bereits in [CV13] vero¨ffentlicht.
Die Vernachla¨ssigung von Bu¨ndelungseffekten in Form von zugabha¨ngigen Kosten hat
einen großen algorithmischen Vorteil. Werden die Kosten linear in den gefahren Wagen-
kilometern berechnet, besteht ein linearer Zusammenhang zwischen optimalem Routing
aller Wagen und dem korrespondierenden optimalen Blockingnetzwerkes. Das bedeutet,
dass die Berechnung eines optimalen Blockingnetzwerkes oder Routings vom algorith-
mischen Standpunkt einfach ist, wenn das jeweils andere gegeben ist. Dieser strukturelle
Zusammenhang la¨sst sich algorithmisch ausnutzen und versetzt die darauf basierenden
Algorithmen in die Lage, Ergebnisse sehr effizient zu berechnen.
Leitwegepla¨ne
In Deutschland wird derzeit noch eine Form von Umstellpla¨nen verwendet, die als Leitwe-
gepla¨ne bezeichnet werden. Ein Leitwegeplan ist ein spezieller Blockingplan, der zwei be-
stimmte Nebenbedingungen beru¨cksichtigt. Dazu werden zuna¨chst die Umstellbahnho¨fe
des EWV in Hierarchielevel unterteilt. Auf dem ho¨chsten Hierarchielevel stehen die Ran-
gierbahnho¨fe (Rbf). Die mittlere Hierarchiestufe umfasst die sogenannten Knotenpunkt-
bahnho¨fe (Kbf). Die unterste Hierarchiestufe bilden die Satellitenbahnho¨fe mit Rangier-
mitteln (SmR). Die Umstellkapazita¨ten der jeweiligen Bahnhofstypen stehen zumeist in
Relation zu ihrem Hierarchielevel, d.h. in der Regel sind Rbf gro¨ßer als Kbf, welche wie-
derum gro¨ßer als SmR sind. Die Anzahl der jeweiligen Umstellbahnho¨fe im deutschen
Schienennetz ist hingegen umgekehrt proportional zu ihrem Hierarchielevel: In Deutsch-
land gibt es derzeit nach ga¨ngiger Einteilung 9 Rbf, 27 Kbf und 129 SmR. Mit Hilfe der
Hierarchielevel la¨sst sich ein Leitwegeplan folgendermaßen definieren:
Definition 6 (Leitwegeplan)
Ein Leitwegeplan ist ein Blockingplan, der zusa¨tzlich folgende Nebenbedingungen erfu¨llt:
1. Hierarchiebedingung : Jeder Wagen darf entlang der Hierarchie der Umstellbahnho¨fe
des EWV streng monoton aufwa¨rts bis zum Rbf gelangen. Auf dem Hierarchielevel
Rbf darf er fu¨r zwei Umstellvorga¨nge verbleiben, auf allen anderen Hierarchieleveln
nur fu¨r einen. Anschließend wird er der Hierarchie folgend streng monoton abwa¨rts
geleitet.
2. Leitwegebedingung : Fu¨r je zwei Umstellbahnho¨fe gibt es nur eine einzige Route,
d.h. Umstellreihenfolge, u¨ber die Wagen vom erstgenannten zum zweitgenannten
Umstellbahnhof geleitet werden du¨rfen.
Zur Verdeutlichung der Definition werden die Hierarchiebedingung und die Leitwege-
bedingung kurz beispielhaft dargestellt: Die Hierarchiebedingung sagt aus, in welcher
Reihenfolge jeder Wagen das Netzwerk der Umstellbahnho¨fe durchlaufen darf (vgl. Ab-
bildung 3.2). Der u¨bliche Weg eines Wagens von einem SmR zu einem anderen fu¨hrt ihn
zuna¨chst zu einem Kbf, von wo aus er zu einem Rbf weiter transportiert wird. Der Wagen
wird von dort aus zu einem weiteren Rbf transportiert. Ein Transport zu einem dritten
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Abbildung 3.2: Schematische Darstellung von Leitwegen im EWV [CG13]
Rbf ist erlaubt, falls dies sinnvoll ist. Ansonsten findet ein Transport abwa¨rts entlang
der Hierarchien u¨ber einen Kbf zum Ziel-SmR statt. Je nach Aufkommen zwischen zwei
Knoten ist es erlaubt, ein Hierarchielevel zu u¨berspringen. So kommt es in der Realita¨t
ha¨ufig vor, dass zwischen zwei Kbf eine Direktverbindung ohne zwischenzeitliche Um-
stellungen in einem Rbf etabliert wird. Das beschriebene System wird auch als flexibles
Knotenpunktsystem bezeichnet [Ber01].
Die Leitwegebedingung ist ein Regelsystem, das in dieser Form nur im deutschen EWV
Anwendung findet: Zwei Wagen mit gemeinsamem Zielbahnhof, deren Routen sich in ei-
nem Umstellbahnhof kreuzen, werden fu¨r den Rest ihrer Reise u¨ber die gleichen Routen
gefu¨hrt. Dieses System wurde aus historischen Gru¨nden eingefu¨hrt. Einem Gu¨terwagen,
dessen Zielbahnhof bekannt ist, kann mit Hilfe der Leitwegebedingung von jedem Bahn-
hof des Netzwerkes eine eindeutige Strecke und damit ein eindeutiger Nachfolgebahnhof
zugeordnet werden. Dieses Vorgehen hat den Vorteil, dass ein mit seinem Ziel markierter
Wagen in jedem Bahnhof schnell seinem Ausgangszug und damit seinem Richtungsgleis
zugeordnet werden kann. Auf diese Weise sinkt die Fehleranfa¨lligkeit des Systems, wenn
Wagen manuell zu Richtungsgleisen zugeordnet werden.
Die Optimierung von Leitwegepla¨nen ist Thema der Diplomarbeit von Schu¨lldorf [Sch08]
und der Dissertation von Homfeld [Hom12]. Teilergebnisse dieser Arbeiten wurden zu-
vor bereits von Fu¨genschuh et al. [FHS09] vero¨ffentlicht. Homfeld entwickelt ein Modell,
das Transportkosten sowohl in Zugkilometern als auch in Wagenkilometern bemisst.
Auch Umstellkosten werden in der Zielfunktion beru¨cksichtigt. Neben Gewichts- und
La¨ngenrestriktionen sind Kapazita¨tsrestriktionen in den Umstellbahnho¨fen sowie Fahr-
zeitrestriktionen im Modell enthalten. Das Modell von Homfeld erfu¨llt beinahe alle Kri-
terien, die in Abschnitt 2.3.2 definiert wurden. Nicht beru¨cksichtigt ist der fu¨r die vorlie-
gende Arbeit zentrale Punkt der Robustheit, d.h. die Mo¨glichkeit, stabile Lo¨sungen fu¨r
mehrere Szenarien gleichzeitig zu berechnen. Die Leitwege- und Hierarchiebedingungen,
die Homfeld in sein Modell integriert, verringern die Freiheitsgrade der Lo¨sungen. Es
ist ihm daher mo¨glich, auch bei Instanzen mit Realgro¨ße gute untere Schranken fu¨r die
Zielfunktionswerte zu ermitteln. Es werden mehrere Verfahren zum Auffinden zula¨ssiger
Lo¨sungen entwickelt und vorgestellt. Fu¨r Realinstanzen erweist sich ein sogenannter
Rip-up-and-Reroute-Ansatz als besonders vielversprechend. Es handelt sich dabei um
eine Spezialform einer lokalen Suche. Aus numerischen Tests an ausgewa¨hlten Instanzen
schlussfolgert er, dass eine Vernachla¨ssigung der Leitwegebedingung keinen signifikanten
Vorteil bra¨chte. Eine Untersuchung, welchen Einfluss die wesentlich restriktivere Hierar-
chiebedingung hat, wird nicht durchgefu¨hrt.
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Vergleich der drei Klassen von Umstellpla¨nen
Individuelle Wagenroutings sind auf Grund ihrer Freiheitsgrade sehr flexibel. Die große
Anzahl von Gestaltungsmo¨glichkeiten macht die Behandlung des Problems mit mathe-
matischen Methoden nicht zwangsla¨ufig einfacher als eine sta¨rker restringierte Problem-
variante. Im Falle realer Probleminstanzen des deutschen EWV wu¨rde die große Anzahl
notwendiger Variablen die Optimierung erschweren. Dies ist kein Grund, der fu¨r sich ge-
nommen als Nachteil der individuellen Wagenrouten auszulegen ist. Hingegen sprechen
praktische Gru¨nde gegen die Umsetzung, die von Fu¨genschuh et al. [FHS09] angefu¨hrt
wurden: Der Umstellprozess wird in deutschen Umstellbahnho¨fen nicht voll automatisiert
durchgefu¨hrt. Wenn individuelle Routen fu¨r jeden Wagen erlaubt sind, kann es bspw.
passieren, dass mehrere Wagen, die vom selben Versender stammen und fu¨r den sel-
ben Empfa¨nger bestimmt sind, auf unterschiedlichen Zu¨gen den Bahnhof verlassen. Auf
Grund der großen Zahl von Mo¨glichkeiten ergibt sich ein hohes Fehlerpotential bei der
Zuweisung von Richtungsgleisen. Die Autoren prophezeien daher, dass das individuelle
Wagenrouting in Deutschland nicht eingefu¨hrt werde, solange Menschen den Umstell-
prozess aktiv begleiten.
Die Modellierung der Transportkosten auf Basis der gefahrenen Wagenkilometer fu¨hrt




















Abbildung 3.3: Optimallo¨sungen fu¨r 2 Relationen 1→ 5 und 2→ 6:
links minimierte Wagenkilometer, rechts minimierte Zugkilometer
Bei Vernachla¨ssigung von Kosten auf Basis von Zugkilometern werden in der Opti-
mallo¨sung Umwege einzelner Wagen nur dann in Kauf genommen, wenn die Kapazita¨ten
gewisser Knoten dies erzwingen, aber nicht weil Kostenvorteile durch die Bu¨ndelung von
Wagenstro¨men entstehen [CV13]. Der Unterschied zwischen Lo¨sungen, die auf Wagen-
bzw. Zugkosten basieren, wird in Abbildung 3.3 illustriert.
Zur Vereinfachung der Beispiele wurden nur Transportkosten beru¨cksichtigt, die propor-
tional zu den an den Kanten angegebenen Streckenla¨ngen seien. Wa¨hrend bei der Mini-
mierung von Wagenkosten jeder Wagen entlang seines ku¨rzesten Weges durch das Netz-
werk transportiert wird, fu¨hrt die Modellierung der Zugkosten zu einer Bu¨ndelung der
Verkehre auf der in der Abbildung zentralen Kante (3, 4). Die Folge der Vernachla¨ssigung
von Zugkosten bei Blockingpla¨nen ist eine starke Verteilung der Transporte und der
Umstellarbeiten. Diese Verteilung ist ein wichtiger struktureller Effekt, der bei entspre-
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chender Modellierung in den Optimallo¨sungen zu sehen ist und im Vergleich zu Leitwe-
gepla¨nen zu einer Entlastung der zentralen Infrastruktur fu¨hrt.
Eine Eigenschaft der Leitwegepla¨ne ist hingegen die Konzentration der Umstellarbeiten
auf wenige ausgewa¨hlte Knoten, na¨mlich die Rangierbahnho¨fe. Die Zentralisierung der
Umstellarbeiten auf wenige Bahnho¨fe war ein Teilziel der Konsolidierungsbemu¨hungen
im EWV im Rahmen des MORA-C-Programms [NP09] (vgl. Abschnitt 2.2.1). Eine Ab-
kehr vom wenig flexiblen Leitwegesystem kann sich jedoch speziell im Hinblick auf die
stark belasteten Rangierbahnho¨fe und Hauptkorridore des Schienennetzes in Zukunft als
notwendig erweisen und motiviert die Anwendung der Blockinglogik [HH13].
Eine Synthese der jeweils positiven Eigenschaften der Blocking- und Leitwegepla¨ne, d.h.
eine gleichma¨ßige Verteilung der Umstellarbeiten und die gleichzeitige Bu¨ndelung von
Zugverkehren, wa¨re wu¨nschenswert. Die gleichma¨ßige Nutzung der Infrastruktur und
die Transportbu¨ndelung bilden gemeinsam mit der Robustheit gegenu¨ber Aufkommens-
schwankungen die zentralen strukturellen Anforderungen an die Modellierung der Wa-
genflusssteuerung, die in Kapitel 4 durchgefu¨hrt wird.
Softwaresysteme zur Erstellung von Umstellpla¨nen
Die hohe wirtschaftliche Relevanz der Erstellung von Umstellpla¨nen la¨sst vermuten, dass
kommerzielle Softwarelo¨sungen fu¨r dieses Einsatzfeld existieren. Fu¨r die Bedu¨rfnisse
nordamerikanischer EVU existieren verschiedene Softwarelo¨sungen zur Erstellung von
Blockingpla¨nen. So bietet die Firma Innovative Scheduling das Produkt Innovative Rail-
road Blocking Optimizer (IRBO) an. Es basiert auf der Arbeit von Ahuja et al. [AJL07].
Die Unternehmensberatung Oliver Wyman [OD12] bietet die Software MultiRail an,
die auf der Arbeit von Ireland et al. [ICF+04] beruht. Vergleichbare Produkte, die in
Deutschland Anwendung finden, sind nicht bekannt. Zu nennen sind interne Implemen-
tierungen bei DB Mobility Logistics, welche Algorithmen aus der Arbeit von Homfeld
[Hom12] aufgreifen. Eine kommerziell verfu¨gbare Softwarelo¨sung wird seitens der Deut-
schen Bahn nicht verwendet. Insbesondere ist bei der Deutschen Bahn kein System im
Einsatz, das die genannten Robustheitsaspekte beru¨cksichtigen kann. Eine Marktstu-
die des Fraunhofer Instituts fu¨r Materialfluss und Logistik [SK07] zum Thema Softwa-
relo¨sungen fu¨r EVU nennt ebenfalls keine Softwareprodukte fu¨r Umstellpla¨ne.
3.3 Grundlagen der Komplexita¨tstheorie
Die Komplexita¨tstheorie ist ein Teilgebiet der Informatik, das sich mit der Bestim-
mung der Mindestressourcen befasst, die zur algorithmischen Lo¨sung eines Entschei-
dungsproblems notwendig sind. Diese Definition und die Ausfu¨hrungen dieses Abschnitts
stu¨tzen sich auf Wegener [Weg03]. Von gro¨ßtem praktischen Interesse sind im Allgemei-
nen die Ressourcen Laufzeit und beno¨tigter Speicher. Die Komplexita¨tstheorie abstra-
hiert jedoch die Komplexita¨t auf die Anzahl notwendiger arithmetischer Operationen,
um hardwareunabha¨ngige Resultate zeigen zu ko¨nnen. Typische Erkenntnisse der Kom-
plexita¨tstheorie machen Aussagen daru¨ber, ob ein Problem mit einer gewissen Anzahl
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arithmetischer Standardoperationen lo¨sbar ist. Das Vorgehen bei der Lo¨sung ist oft zweit-
rangig. Trotz dieser sehr theoretischen Sichtweise liefert die Komplexita¨tstheorie sehr
wichtige Erkenntnisse daru¨ber, welche Form von Lo¨sungsansa¨tzen u¨berhaupt zielfu¨hrend
sein ko¨nnen, um ein spezifisches Problem zu lo¨sen, und welche auszuschließen sind. Es
folgt daher eine kurze Einfu¨hrung von Begriffen und Schreibweisen aus der Komple-
xita¨tstheorie.
Definition 7 (Polynomielle Laufzeit)
Es sei Q ein Problem, das algorithmisch zu lo¨sen ist, und t(Q) die Laufzeit eines Algo-
rithmus, der Q korrekt lo¨st. Dazu sei n ein Maß fu¨r die Gro¨ße einer Instanz von Q. Der
Algorithmus A hat eine polynomielle Laufzeit, wenn ein Polynom p existiert, so dass fu¨r
jede Instanzgro¨ße n von Q gilt:
t(Q) ≤ p(n).
Man sagt, ein Algorithmus hat eine Laufzeit von O(nk), wenn eine Konstante c existiert,
so dass gilt:
t(Q) ≤ cnk.
Das Problem Q geho¨rt zur Klasse P der polynomiell lo¨sbaren Probleme, wenn ein Al-
gorithmus mit polynomieller Laufzeit existiert, der Q lo¨st. Die Darstellung O(nk) wird
als Landausymbolik bezeichnet.
Die Problemklasse P umfasst effizient, d.h. polynomiell, lo¨sbare Probleme, obwohl hohe
Koeffizienten k mo¨glich und sehr lange Laufzeiten somit nicht ausgeschlossen sind. Ei-
ne bisher unbewiesene Vermutung der Komplexita¨tstheorie besagt, dass es eine mit P
nicht identische Menge von Problemen NP gibt, fu¨r die lediglich die U¨berpru¨fung einer
Lo¨sung in Polynomialzeit mo¨glich ist. Diese Vermutung, die meist kurz mit P 6= NP
bezeichnet wird, gilt als eines der zentralen Probleme der Informatik. Viele Aussagen der
Komplexita¨tstheorie sind von der Form ”Falls P 6= NP gilt, so gilt auch...”. In dieser
Arbeit wird die allgemein u¨bliche Hypothese unterstellt, dass P 6= NP gilt [Weg03]. Des
Weiteren existieren die sogenannten NP-schweren Probleme, deren Komplexita¨t der-
art ist, dass die Existenz eines polynomiellen Lo¨sungsalgorithmus eines NP-schweren
Problems die polynomielle Lo¨sbarkeit aller Probleme der Klasse NP impliziert.
Die Schnittmenge der NP-schweren Probleme und der Menge NP wird als Menge NPC
der NP-vollsta¨ndigen Probleme bezeichnet. Die Probleme in NPC haben drei Gemein-
samkeiten: Sie sind erstens alle auf einfache Weise, d.h. in polynomieller Zeit, aufeinan-
der zuru¨ckzufu¨hren und bilden somit eine A¨quivalenzklasse innerhalb der NP-schweren
Probleme. Zweitens ist eine Lo¨sung eines NP-vollsta¨ndigen Problems auf Grund der
Zugeho¨rigkeit zur Menge NP in Polynomialzeit auf Zula¨ssigkeit pru¨fbar. Drittens ist
fu¨r kein Problem in NPC ein polynomieller Algorithmus bekannt, da die Probleme NP-
schwer sind. Da viele bekannte und wohl erforschte Probleme nachweislich in NPC lie-
gen, gelten sie als besonders schwierig, weil die Lo¨sung eines der vielen Probleme zu
einer Lo¨sung fu¨r alle anderen gefu¨hrt ha¨tte. Zu den prominentesten Beispielen NP-
vollsta¨ndiger Probleme za¨hlen das Travelling-Salesman-Problem und das Rucksackpro-
blem [Sch00].
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Der Beweis, dass ein Optimierungsproblem NP-vollsta¨ndig ist, zeigt, dass die exakte
Lo¨sung und zeitliche Effizienz nicht gleichzeitig fu¨r alle Instanzen erreichbar sind. Dabei
bedeutet Exaktheit, dass die bestmo¨gliche Lo¨sung gefunden und daru¨ber hinaus bewie-
sen wird, dass es sich um die bestmo¨gliche Lo¨sung handelt. Es existieren zwei u¨bliche
Methoden, dieser Schwierigkeit zu begegnen. In beiden Fa¨llen wird partiell auf Effizienz
oder Exaktheit verzichtet:
1. Exakte, nicht polynomielle Verfahren: Obwohl es fu¨r NP-schwere Probleme nicht
mo¨glich ist, Verfahren zu entwickeln, die exakt und effizient sind, ist es mo¨glich,
Verfahren zu entwickeln, die nicht fu¨r alle Instanzen, wohl aber fu¨r Instanzen von
praktischer Relevanz in angemessener Zeit optimale Lo¨sungen ermitteln. So kann
bspw. fu¨r gewisse Probleme eine exponentielle Laufzeit fu¨r Instanzen kleiner und
mittlerer Gro¨ße akzeptabel sein. Zu den exakten Verfahren geho¨ren Branch-and-
Bound sowie Branch-and-Price, die im Folgenden erla¨utert werden.
2. Heuristische Verfahren: Bei der Anwendung heuristischer Verfahren wird auf ei-
ne beweisbar beste Lo¨sung verzichtet. Heuristische Verfahren haben sich in der
Vergangenheit bei der Lo¨sung vieler schwerer Optimierungsprobleme als hilfreich
erwiesen. Weitere Erla¨uterungen zu (Meta-)Heuristiken folgen in Abschnitt 3.4.3.
Komplexita¨t ausgewa¨hlter Optimierungsprobleme
Im Folgenden werden drei wichtige Optimierungsprobleme definiert und in ihre Komple-
xita¨tsklassen eingeordnet.
Definition 8 (Lineares Optimierungsproblem)




s.t. Ax ≤ b
x ≥ 0
Lineare Optimierungsprobleme, auch Lineare Programme (LP) genannt, sind dadurch
charakterisiert, dass sowohl ihre Zielfunktion als auch ihre Nebenbedingungen durch li-
neare Funktionen gegeben sind. Die Nebenbedingungen werden in der obigen Darstellung
durch die Matrix A ausgedru¨ckt. Die linearen Strukturen erlauben die schnelle und ex-
akte Lo¨sung des Problems, wie der folgende Satz zeigt. Der Beweis fu¨r diesen Satz wurde
1984 von Karmarkar [Kar84] durch Einfu¨hrung der Innere-Punkte-Verfahren erbracht.
Satz 1 (Komplexita¨t von LP)
Lineare Programme sind in Polynomialzeit lo¨sbar. Somit gilt (LP ) ∈ P.
Eine weitere Klasse von Optimierungsproblemen stellen die ganzzahligen linearen Op-
timierungsprobleme (engl.: integer linear program (ILP)) dar. Wie auch beim LP sind
Nebenbedingungen und Zielfunktion von linearer Gestalt. Das ILP zeichnet sich dadurch
aus, dass ein zula¨ssiger Lo¨sungsvektor ganzzahlig sein muss. Ein Vektor wird ganzzahlig
genannt, wenn jede seiner Komponenten ganzzahlig ist.
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Definition 9 (Ganzzahliges Lineares Optimierungsproblem)




s.t. Ax ≤ b
x ∈ Zn
Die Ganzzahligkeitsbedingungen machen aus dem in Polynomialzeit lo¨sbaren (LP) ein
NP-vollsta¨ndiges Problem [GJ97]:
Satz 2 (Komplexita¨t von ILP)
Ganzzahlige lineare Optimierungsprobleme sind NP-vollsta¨ndig. Es gilt daher (ILP ) ∈
NPC.
Ein Spezialfall des allgemeinen ganzzahligen Optimierungsproblems ist das ganzzahlige
Mehrgu¨terflussproblem (engl.: integer multicommodity flow problem (IMCFP)):
Definition 10 (Ganzzahliges Mehrgu¨terflussproblem)
Es sei N eine Menge von Knoten, die durch Kanten (i, j) ∈ N × N verbunden sind, K
eine Menge von Gu¨tern, die jeweils eine Quelle und eine Senke haben. Zu jeder Kante














xkij = B(k, j) ∀k ∈ K ∀(i, j) ∈ A
xkij ∈ {0, 1} ∀k ∈ K ∀(i, j) ∈ A
B(k,j)=

1, falls i Quelle von Gut k ist
−1, falls i Senke von Gut k ist
0, sonst
Das ganzzahlige Mehrgu¨terflussproblem ist hilfreich, um eine Reihe verschiedener Trans-
portprobleme zu modellieren. Die Ganzzahligkeit der Variablen korrespondiert im Falle
von Transportproblemen mit der Untrennbarkeit der Gu¨ter. So stellt z.B. ein Contai-
ner eine Einheit dar, die nicht in kleineren Untereinheiten transportiert werden kann.
Fu¨r Transportnetzwerke, in denen die Trennung mo¨glich ist, wie z.B. in Wasser- oder
Datennetzen, ist das Mehrgu¨terflussproblem effizient als LP lo¨sbar. Das ganzzahlige
Mehrgu¨terflussproblem hingegen geho¨rt laut Ahuja et al. [AMO93] zu den schwersten
ga¨ngigen Optimierungsproblemen. Der folgende Satz untermauert diese Aussage [GJ97]:
Satz 3 (Komplexita¨t von IMCFP)
Das Entscheidungsproblem, ob das ganzzahlige Mehrgu¨terflussproblem (IMCFP) eine
zula¨ssige Lo¨sung besitzt, ist bereits fu¨r zwei Gu¨ter NP-vollsta¨ndig.
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Ein ebenfalls ha¨ufig im Zusammenhang mit Transportproblemen vorkommendes Pro-
blem ist das Ku¨rzeste-Wege-Problem:
Definition 11 (Ku¨rzeste-Wege-Problem)
Gegeben sei ein Graph G = (N ,V) mit nicht-negativen Kantenla¨ngen (Gewichten) cij
sowie zwei Knoten s 6= t. Gesucht ist ein Kantenzug minimaler La¨nge, der s und t
verbindet.
Das ku¨rzeste Wege Problem ist in Polynomialzeit lo¨sbar. Wird das Problem um eine
Nebenbedingung erweitert, welche die Anzahl der Kanten q beschra¨nkt, die der ku¨rzeste
Weg beinhalten darf, bleibt es effizient lo¨sbar [CLRS10]:
Satz 4 (Komplexita¨t des Ku¨rzeste-Wege-Problems)
Das Ku¨rzeste-Wege-Problem wird vom Algorithmus von Dijkstra mit Laufzeit O(|N |2)
exakt gelo¨st. Der Algorithmus von Bellman-Ford lo¨st das Ku¨rzeste Wege Problem mit
einer Kantenzahlbegrenzung von q in O(|N |3). Er bestimmt nicht nur den ku¨rzesten
Weg mit ho¨chstens q Kanten, sondern auch die ku¨rzesten Wege, die jeweils ho¨chstens
1, 2, ..., q − 1 Kanten benutzen.
3.4 Grundlagen der mathematischen Optimierung
3.4.1 Lo¨sungsverfahren fu¨r lineare Optimierungsprobleme
In diesem Abschnitt werden wichtige Eigenschaften linearer Programme zusammenge-
tragen, die die Basis der spa¨ter betrachteten Column-Generation-Verfahren bilden. Es
wird zuna¨chst der Begriff des Polyeders eingefu¨hrt.
Definition 12 (Polyeder)
Eine Menge P ⊂ Rn heißt Polyeder, falls eine Matrix A ∈ Rm×n und ein Vektor b ∈ Rm
existieren, fu¨r die gilt
P = {x ∈ Rn|Ax ≤ b}. (3.4)
Ein beschra¨nktes Polyeder wird Polytop genannt.
Anschaulich ist ein Polyeder eine Geometrie, die von mehreren Ebenen begrenzt wird,
wie in Abbildung 3.4 beispielhaft dargestellt. Der Bereich der zula¨ssigen Lo¨sungen eines






Abbildung 3.4: Beispiele beschra¨nkter Polyeder in 2 und 3 Dimensionen
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Satz 5 (Charakterisierung von Optimallo¨sungen linearer Programme)
Die Lo¨sungsmenge eines linearen Programmes ist ein Polyeder. Wenn ein LP Opti-
mallo¨sungen besitzt, dann befindet sich mindestens eine von ihnen in einer Ecke des
Lo¨sungspolyeders. Die Lo¨sungsmenge eines beschra¨nkten LP ist ein Polytop.
Der von Dantzig entwickelte Simplex-Algorithmus macht sich die Eigenschaft, dass jedes
lo¨sbare LP eine Ecklo¨sung hat, zu Nutze. Der Algorithmus wird ha¨ufig mit der Allegorie
”Springe von Ecke zu Ecke, bis keine Verbesserung mehr mo¨glich ist!” beschrieben. Die
Ecken eines Polyeders ko¨nnen durch sogenannte Basislo¨sungen charakterisiert werden.
Neue Basislo¨sungen ko¨nnen durch einfache Transformationen bekannter Basislo¨sungen
effizient berechnet werden. Zur Pru¨fung der Optimalita¨t einer Basislo¨sung wird auf Dua-
lita¨tstechniken zuru¨ckgegriffen, die im Folgenden eingefu¨hrt werden.
Definition 13 (Duale Programme)
Zu jedem beschra¨nkten linearen Programm der zuvor definierten Form (LP) – in die-





s.t. piA ≤ c
pi ≥ 0
Jeder primalen Ungleichung entspricht eine duale Variable und jeder primalen Variable
eine duale Ungleichung. Die beiden folgenden Sa¨tze zeigen, dass Dualita¨t kein rein theo-
retisches Konstrukt ist, sondern eine enge Verbindung zwischen primalem und dualem
Programm besteht [KV12]:
Theorem 1 (Schwacher Dualita¨tssatz)
Falls das primale und das duale Programm zula¨ssige Lo¨sungen x und pi besitzen, gilt:
cx ≤ pib (3.5)
Theorem 2 (Starker Dualita¨tssatz)
Hat (LP ) eine endliche Optimallo¨sung x∗, so existiert eine Optimallo¨sung pi∗ von (LPdual),
und die optimalen Zielfunktionswerte stimmen u¨berein. Es gilt also:
cx∗ = pi∗b (3.6)
Das Prinzip der Dualita¨t kann genutzt werden, um die Optimalita¨t einer Basislo¨sung ei-
nes LPs zu u¨berpru¨fen. Der revidierte Simplexalgorithmus betrachtet nur eine Teilmenge
der Variablen des Gesamtproblems. Dieses Vorgehen ist sinnvoll, weil in der Regel nur
ein kleiner Anteil der Variablen in der Optimallo¨sung von Bedeutung sind, d.h. nicht den
Wert Null haben. Die Identifikation relevanter Variablen ist auf Grund der reduzierten
Kosten (vgl. Definition 14) mo¨glich, wie Satz 6 und Korollar 1 zeigen.
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Definition 14 (Reduzierte Kosten)
Es sei x eine zula¨ssige Lo¨sung von (LP ) und pi eine zula¨ssige Lo¨sung des zugeho¨rigen
dualen Programms (LPdual). Die reduzierten Kosten ri der Variable xi werden wie folgt
definiert:
ri = ci − piAi· (3.7)
Die reduzierten Kosten ko¨nnen mit Hilfe der Komplementa¨rschlupfbedingung zur Cha-
rakterisierung optimaler Lo¨sungen eines LP eingesetzt werden [KV12]:
Satz 6 (Komplementa¨rschlupfbedingung)
Es sei x∗ eine zula¨ssige Lo¨sung von (LP ) und pi∗ eine zula¨ssige Lo¨sung von (LPdual).
Folgende Aussagen sind a¨quivalent:
1. x∗ und pi∗ sind Optimallo¨sungen von (LP ) bzw. (LPdual).
2. Die Zielfunktionswerte cx∗ der primalen und pi∗b der dualen Lo¨sung stimmen
u¨berein.
3. (c− pi∗A)x∗ = 0 und pi∗(b−Ax∗) = 0
Aus der Komplementa¨rschlupfbedingung kann folgende Aussage abgeleitet werden:
Korollar 1 (Reduzierte Kosten zur Identifikation im Optimum relevanter Variablen)
Es sei x∗ Optimallo¨sung von (LP ) und pi∗ Optimallo¨sung von (LPdual). Alle Kompo-
nenten der primalen Optimallo¨sung x∗, die reduzierte Kosten ri > 0 haben, haben den
Wert 0 und somit keinen Einfluss auf den Zielfunktionswert.
Beweis: Da x∗, pi∗ Optimallo¨sungen der jeweiligen Probleme sind, gilt laut Satz 6
(c− pi∗A)x∗ = 0. (3.8)
Aufgrund von Definition 14 ist dies a¨quivalent zu rix
∗ = 0. Somit muss mindestens einer
der beiden Faktoren 0 sein. Daraus folgt, dass x∗i = 0, falls ri = c−piA 6= 0. Damit ist das
Korollar bereits bewiesen. Der Fall ri < 0 kann im Optimum nicht gelten, da pi
∗ optimal
und somit zula¨ssig ist in (LPdual). Damit gilt die im Modell enthaltene Nebenbedingung:
piA ≤ c⇔ ri ≥ 0 (3.9)

Die zuvor genannten Sa¨tze bilden die theoretische Grundlage fu¨r die Column-Generation-
Verfahren, die in Kapitel 5 eingefu¨hrt werden.
3.4.2 Exakte Verfahren der diskreten Optimierung
Branch-and-Bound-Verfahren
Die Lo¨sung allgemeiner ganzzahliger Optimierungsprobleme ist NP-schwer [Sch00]. Ei-
ne Standardmethode zur Lo¨sung von ILP ist das Branch-and-Bound-Verfahren . Es
basiert auf einer Zerteilung des Lo¨sungsraumes. Die Teilmengen des Lo¨sungsraumes
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werden mit Hilfe sogenannter Relaxierungstechniken sukzessive daraufhin untersucht,
ob die gesuchte Optimallo¨sung in der betrachteten Teilmenge liegen kann. Relaxierung
bezeichnet dabei die Vereinfachung eines Problems. Die Vernachla¨ssigung der Ganz-
zahligkeitsbedingungen eines ILP fu¨hrt zu einem LP, welches mit den Methoden aus
Abschnitt 3.4.1 gelo¨st werden kann. Man spricht in diesem Fall auch von linearer Re-
laxierung . Die Lo¨sung des relaxierten Problems liefert eine sogenannte untere Schranke
(engl.: lower bound (LB)) fu¨r den Zielfunktionswert des ILP, d.h. der optimale Zielfunk-
tionswert des ILP ist gro¨ßer als die ermittelte Schranke LB. Diese Information kann auf
zweierlei Weise benutzt werden: Erstens kann die untere Schranke zur Abscha¨tzung der
Qualita¨t eines zula¨ssigen Punktes x¯ des ILP verwendet werden. Die Differenz Z(x¯)−LB
wird als Optimalita¨tslu¨cke (engl.: Gap) bezeichnet. Sie ist ein Maß fu¨r die theoretisch
mo¨gliche Verbesserung der bereits bekannten Lo¨sung x¯. Die untere Schranke wird zwei-
tens im Branch-and-Bound-Verfahren algorithmisch genutzt. Fu¨r das betrachtete ILP
sei eine zula¨ssige Lo¨sung x¯ gegeben. Wird nun eine Teilmenge der ILP-Lo¨sungsmenge
gefunden, u¨ber der die LP-Relaxierung einen ho¨heren Wert hat als der Zielfunktions-
wert Z(x¯) der bekannten Lo¨sung, kann ausgeschlossen werden, dass die Optimallo¨sung
in dieser Teilmenge liegt. Der Branch-and-Bound-Algorithmus teilt das Grundproblem
sukzessive in kleinere Teilprobleme auf und identifiziert dabei Teilmengen, in denen die
Optimallo¨sung nicht liegen kann. Auf diese Weise ist der Algorithmus in der Lage, Teil-
mengen der Lo¨sungsmenge auszuschließen, ohne die darin enthaltenen Punkte explizit
zu enumerieren. Der Branch-and-Bound-Prozess kann in Form eines Baumes (vgl. Ab-
bildung 3.5) visualisiert werden. In jedem Knoten des Baumes ist ein LP zu lo¨sen, um
eine untere Schranke fu¨r die Zielfunktionswerte in jenem Teilbaum zu bestimmen, dessen


















Aus der Theorie der ganzzahligen Optimierung ist bekannt, dass der Branch-and-Bound-
Algorithmus endlich ist, wenn der Lo¨sungsraum beschra¨nkt ist [Sch00]. Die Optimie-
rungsprobleme, die in dieser Arbeit behandelt werden, sind beschra¨nkt. Daher stellt
3 Stand von Wissenschaft und Technik 37
Branch-and-Bound ein mo¨gliches Lo¨sungsverfahren fu¨r die betrachteten Planungsaufga-
ben dar.
Schnittebenenverfahren
Das Schnittebenenverfahren ist eine Erweiterung des zuvor beschriebenen Branch-and-
Bound-Verfahrens. Die Konvergenzgeschwindigkeit des Branch-and-Bound-Algorithmus
ha¨ngt sehr stark von der Qualita¨t der unteren Schranken ab. Fu¨r viele reale Probleme
sind die LP-Schranken sehr schwach, d.h. ihr Wert unterscheidet sich extrem vom Ziel-
funktionswert der besten erreichbaren ganzzahligen Lo¨sung. Dies hat zur Folge, dass der
Branch-and-Bound-Algorithmus viele Variablen fixieren muss, bevor ein Ast verworfen
werden kann. Zur Sta¨rkung der LP-Relaxierung wird beim Schnittebenenverfahren da-
her versucht, zusa¨tzliche Nebenbedingungen einzufu¨gen, die fu¨r das ILP, jedoch nicht fu¨r
das LP redundant sind. Dadurch wird der Lo¨sungsraum der LP-Relaxierung verkleinert.
Der Lo¨sungsraum des LP approximiert den Lo¨sungsraum des ILP somit besser. Dieser
Vorgang wird in Abbildung 3.6 visualisiert. Das Einfu¨gen der Schnittebenen wird zu
Beginn der Bearbeitung eines Teilproblems durchgefu¨hrt. Das Auffinden guter Schnit-
tebenen ist jedoch ein algorithmisch hochkomplexes Problem. Neben problemspezifischen
Schnittebenen gibt es eine Theorie allgemeiner Schnittebenen, die bereits in den 1950er
Jahren von Gomory vorangetrieben wurde (vgl. z.B. [NW99]). Das Schnittebenenverfah-
ren wird mit dem Branch-and-Bound-Verfahren kombiniert. Das resultierende Verfahren
wird Branch-and-Cut genannt und bspw. im kommerziellen Solver CPLEX von IBM ver-
wendet.
Abbildung 3.6: Visualisierung des Schnittebenenverfahrens
3.4.3 Metaheuristische Optimierungsverfahren
Heuristische Optimierungverfahren garantieren im Gegensatz zu den zuvor beschriebe-
nen Verfahren der exakten Optimierung nicht, dass sie die Optimallo¨sung fu¨r jede Instanz
eines Optimierungsproblems finden. Die Komplexita¨tstheorie zeigt fu¨r viele praktische
Optimierungsprobleme, dass sie nicht in praktikabler Zeit exakt gelo¨st werden ko¨nnen,
da sieNP-vollsta¨ndig sind. Daher ist der Verzicht auf die bewiesene Optimalita¨t, d.h. der
Einsatz heuristischer Verfahren, ein sinnvoller Weg zur Bearbeitung komplexer Optimie-
rungprobleme. Ungeachtet dessen werden (meta-)heuristische Verfahren von der wissen-
schaftlichen Welt ha¨ufig mit Argwohn betrachtet. Diese und die weiteren Ausfu¨hrungen
dieses Abschnitts basieren auf den Arbeiten von So¨rensen [SG10, So¨r13].
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Bezeichnung 1 (Metaheuristik)
Der Begriff Metaheuristik wird auf zweierlei Weise verwendet:
1. Eine Metaheuristik ist ein hochgradig problemunabha¨ngiger Rahmen aus Vorschrif-
ten und Strategien zur Entwicklung heuristischer Optimierungsalgorithmen.
2. Der Begriff bezeichnet auch die problemspezifische Implementierung einer Heuris-
tik entsprechend diesen Vorschriften und Strategien verwendet.
Eine Metaheuristik im Sinne der Definition als Handlungsrahmen ist somit kein Algorith-
mus, d.h. keine Abfolge konkreter Schritte, sondern eher eine Sammlung von Konzepten.
Metaheuristiken lassen sich sinnvoll in drei Kategorien einteilen:
• Konstruktive Metaheuristiken bauen, ihrer Nomenklatur entsprechend, zula¨ssige
Lo¨sungen auf. Dies passiert ha¨ufig durch stu¨ckweises Zusammensetzen von Teil-
lo¨sungen, wie es einfache Greedyheuristiken tun. Durch Hinzunahme stochasti-
scher Effekte entstehen sogenannte GRASP-Heuristiken [FR95], die eine bedeu-
tende Entwicklung in der Disziplin der Metaheuristiken darstellen. Auch die auf
der Simulation von Ameisenkolonien basierenden Ameisenalgorithmen von Dorigo
[SD10] sind ein Beispiel fu¨r konstruktive Metaheuristiken.
• Populationsbasierte Metaheuristiken basieren auf der Auswahl und Kombination
von Lo¨sungen aus einem aktuell betrachteten Lo¨sungspool, der auch Population
bezeichnet wird. Sprachliche Analogien zu antropologischen und biologischen Be-
griffen sind bei der Gattung der evolutiona¨ren Algorithmen besonders ha¨ufig zu
finden. Biologische Prinzipien und Metaphern dienten in der Vergangenheit oft als
Inspiration fu¨r neue Verfahren. Dieses Vorgehen fu¨hrte jedoch auch dazu, dass Me-
taphern nicht nur als Inspiration, sondern auch als Legitimation fu¨r teils absurde
Verfahren verwendet wurden, wie So¨rensen anmerkt [So¨r13].
• Lokale-Suche-Verfahren sind Metaheuristiken, die eine bekannte Lo¨sung verbes-
sern sollen. Dazu wird in sogenannten Nachbarschaften einer gegebenen zula¨ssigen
Momentanlo¨sung gesucht. Nachbarschaften bestehen in der Regel aus einer Menge
potentieller Lo¨sungen, die durch A¨nderung einzelner Eigenschaften aus der Mo-
mentanlo¨sung hervorgehen. Bekannte Spezialfa¨lle der lokalen Suche sind das Si-
mulated Annealing [KGV83], das von der Bewegungsfreiheit von Moleku¨len beim
Abku¨hlen einer Metallstruktur inspiriert ist, und die Tabusuche [SG10], die wieder-
holte U¨berpru¨fungen einzelner Lo¨sungen zu umgehen versucht, indem sie Teile des
zuru¨ckliegenden Suchverlaufs in die weitere Suche miteinbezieht. Beide Ansa¨tze
verfolgen das Ziel, die Konvergenz des Verfahrens gegen ein lokales, aber nicht glo-
bales Optimum zu verhindern. Abha¨ngig von der gewa¨hlten Nachbarschaft bleibt
die Momentanlo¨sung auch nach einer Iteration die beste bekannte Lo¨sung. Dies
kann zur Stagnation des Verfahrens fu¨hren. Das Ziel ist es daher stets, lokale Op-
tima wieder verlassen zu ko¨nnen.
Dies geschieht im Fall der Variable Neighborhood Search (VNS) durch systemati-
sche A¨nderungen der Nachbarschaftsstruktur [PR10]. Im Gegensatz zur VNS wird
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bei der Variable Depth Neighborhood Search (VDNS) die Struktur der Nachbar-
schaft beibehalten und nur die Gro¨ße der Nachbarschaft vergro¨ßert. In Abbildung
3.7 werden die Konzepte der VNS und VDNS konzeptionell gegenu¨ber gestellt.








Abbildung 3.7: links VNS, rechts VDNS mit je drei Nachbarschaften N1, N2, N3 um eine
Momentanlo¨sung x (angelehnt an [PR10])
Die Very Large Scale Neighborhood Search (VLSN) wa¨hlt extrem große Nachbar-
schaften und durchsucht diese mit speziellen Techniken, die den jeweiligen Nach-
barschaftsstrukturen angepasst sind. Fu¨r die Anwendung ist eine spezielle Mo-
dellstruktur erforderlich [AEOP02]. Alle lokalen Suchverfahren sind mit dem Pro-
blem lokaler Optima konfrontiert. Das bedeutet, dass eine Lo¨sung, die bzgl. der
gewa¨hlten Nachbarschaften nicht mehr verbessert werden kann, nicht das globale
Optimum sein muss. Daher spricht man davon, dass das Verfahren lokalen Optima
entkommen muss.
Eine von den klassischen Metaheuristiken abweichende Klasse von Algorithmen, die soge-
nannten Matheuristiken (engl.: matheuristics), hat in den vergangenen Jahren versta¨rkte
Aufmerksamkeit in der wissenschaftlichen Literatur gefunden [SG10].
Definition 15 (Matheuristiken)
Matheuristiken sind hybride Optimierungsverfahren, die Aspekte metaheuristischer An-
sa¨tze mit Methoden der exakten Optimierung kombinieren.
Diese sehr allgemein gehaltene Definition trifft auf eine große Menge von Optimierungs-
algorithmen zu. Matheuristiken sollen die Vorteile von exakten und metaheuristischen
Ansa¨tzen verbinden. Eine Reihe erfolgreicher Beispiele findet sich bei Maniezzo et al.
[MSV09]. Konkrete Verfahren werden an spa¨terer Stelle eingefu¨hrt, wenn sie zur Dar-
stellung des Vorgehens beno¨tigt werden.
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4 Entwicklung und Analyse eines Modells
fu¨r das Wagenroutenproblem
Das in Abschnitt 2.3.2 beschriebene Planungsproblem wird in diesem Kapitel mathema-
tisch modelliert, um eine Bearbeitung der Probleme mittels mathematischer Methoden
zu ermo¨glichen. Es folgen eine komplexita¨tstheoretische Analyse der Modelle sowie Be-
trachtungen zu unteren Schranken und vereinfachenden Annahmen im Unterkapitel 4.2.
4.1 Entwicklung von Modellen zum Wagenroutenproblem
In diesem Unterkapitel findet die mathematische Modellierung auf Basis der System-
beschreibung in Abschnitt 2.3.2 statt. Dazu werden zuna¨chst die Ziele und relevan-
te Parameter bestimmt. Anschließend werden in den Abschnitten 4.1.2 und 4.1.3 zwei
a¨quivalente mathematische Formulierungen hergeleitet.
4.1.1 Eingabeparameter der Modelle
Die notwendigen Parameter, die Einfluss auf die Wagenrouten haben, ko¨nnen in zwei
Gruppen unterteilt werden. Zum einen mu¨ssen Informationen u¨ber das zugrunde liegen-
de physische Netzwerk bekannt sein. Zum anderen mu¨ssen Daten u¨ber das zu trans-
portierende Wagenaufkommen vorliegen. Die Parameter, die das Netzwerk beschreiben,
ko¨nnen ihrerseits in Knoten- und Kantenparameter unterteilt werden.
Knotenparameter
Das physikalische Netzwerk besteht aus der Menge der Umstellbahnho¨fe N , d.h. aus
den SmR, Kbf und Rbf. Die Bezeichnungen entstammen der Hierarchie des heutigen
Leitwegesystems (vgl. Abschnitt 3.2.2), welche im hier entwickelten Modell jedoch keine
Bedeutung mehr hat. Fu¨r jeden Knoten mu¨ssen Informationen u¨ber die Rangierkapa-
zita¨t vorliegen. Dazu sei die Zugbildungskapazita¨t, parametrisiert als maximale Anzahl
von Zu¨gen, die dort pro Tag gebildet werden ko¨nnen, gegeben. Die Zugbildungskapazita¨t
Ri eines Knotens i ∈ N wird in erster Linie von der Anzahl verfu¨gbarer Richtungsglei-
se in der Ausfahrgruppe und der Rangiertechnik bestimmt. Die Rangiertechnik definiert
dabei fu¨r gewo¨hnlich die durchschnittliche Bildungszeit eines Zuges und somit die durch-
schnittliche Anzahl der Zu¨ge, die an einem Tag auf einem Richtungsgleis gebildet werden
ko¨nnen. Des Weiteren sei die Ablaufbergkapazita¨t Bi gegeben, d.h. die maximale Anzahl
an Wagen, die an einem Tag in einem Knoten umgestellt werden ko¨nnen. Obwohl klei-
nere Umstellbahnho¨fe keinen Ablaufberg besitzen, sondern mit Rangierlokomotiven ar-
beiten, ist der Begriff Ablaufbergkapazita¨t ga¨ngig. Zusa¨tzlich seien die Kosten Ui fu¨r die
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Durchfu¨hrung eines Umstellvorgangs fu¨r einen einzelnen Wagen in jeder Anlage i ∈ N
gegeben.
Kantenparameter
Die Kanten A des Netzwerkes bilden die physischen Schienenverbindungen zwischen den
Bahnho¨fen ab. Das Netzwerk ist im Sinne der Graphentheorie vollsta¨ndig, d.h. es gibt fu¨r
jedes Paar von Knoten i, j eine Verbindung e = (i, j). Die Verbindungen ko¨nnen in dem
Sinne indirekt sein, dass das Durchfahren (ohne Halt) oder Vorbeifahren an einem ande-
ren Knoten no¨tig sein kann, um ein Ziel zu erreichen. Basierend auf den Betriebskosten
eines Zuges sei fu¨r jedes Knotenpaar (i, j) ∈ A der Kostensatz cij fu¨r die Durchfu¨hrung
einer Direktzugverbindung bekannt. Ferner mu¨ssen die infrastrukturell und gesetzlich
bedingten Obergrenzen fu¨r die La¨nge Lij und das Gewicht Wij eines Wagenzuges auf je-
der Kante (i, j) bekannt sein. Besteht eine Kante (i, j) ∈ A aus mehreren physikalischen
Schienenwegen, wird das Minimum der jeweiligen Obergrenzen gewa¨hlt.
Aufkommensdaten
Zur Bestimmung effizienter Wagenrouten ist Wissen u¨ber das Aufkommen zu transpor-
tierender Wagen auf allen Relationen von No¨ten. Im hier vorliegenden Problem halten
drei Parameter Einzug in die Modellierung. Zu beru¨cksichtigen ist die Anzahl aller Wa-
gen vkd der Relation k ∈ K, die an einem Tag d ∈ D auf einer Relation zu transportieren
sind, und die aggregierten La¨ngen lkd und Gewichte w
k
d dieser Wagen. Das Tupel dieser In-
formationen aller Relationen Qd = {(vkd , lkd , wkd) | Relation k hat positives Aufkommen}
wird als Aufkommensmatrix bezeichnet. Historische Aufkommensmatrizen sind fu¨r zuru¨ck-
liegende Zeitra¨ume bekannt, fu¨r ku¨nftige taktische Planungszeitra¨ume jedoch nicht exakt
prognostizierbar. Der Grund dafu¨r liegt in der dynamischen Auftragsannahme im EWV,
die in Abschnitt 2.2.2 thematisiert wurde. Neben unvollsta¨ndigen Informationen u¨ber
das Wagenaufkommen konkreter Tage, sprechen mehrere praktische Argumente gegen
eine ta¨gliche A¨nderung der Umstellpla¨ne:
1. Eine ta¨gliche A¨nderung der Umstellpla¨ne wu¨rde die Frage aufwerfen, was mit Wa-
gen zu tun ist, die nicht innerhalb einer Planungsperiode von ihrer Quelle zum Ziel
gebracht werden. Da die Mehrheit der Wagen nicht innerhalb von 24 Stunden ihr
Ziel erreicht, ist ein nicht zyklischer Plan somit kaum praktikabel.
2. Trotz der fortschreitenden Automatisierung der Umstellbahnho¨fe werden große
Teile der Umstellungen manuell koordiniert. Die Fehleranfa¨lligkeit stiege durch
stetig wechselnde Routen und daraus resultierende Zugzusammenstellungen.
3. Der Planung der Umstellpla¨ne folgen, wie in Abschnitt 2.2.3 dargestellt wurde, eine
Reihe weiterer komplexer Planungsschritte, die einer robusten, d.h. insbesondere
nicht ta¨glich wechselnden, Planungsgrundlage bedu¨rfen.
4. Zur Nutzung konkreter Trassen ist die Absprache mit dem EIU notwendig. Sta¨ndig
wechselnde Routen erho¨hen nicht nur den Verwaltungsaufwand, sondern auch die
Kosten, da mehr Adhoc-Trassen beno¨tigt werden (vgl. Abschnitt 2.3.1).
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Die angefu¨hrten Argumente rechtfertigen die bisherige Praxis, die Umstellpla¨ne saisonal
zu aktualisieren [NP09]. Aus planerischer Sicht stellt sich jedoch die Frage, wie das Wa-
genaufkommen fu¨r einen la¨ngeren Zeitraum sinnvoll abgebildet werden kann. Mit Hilfe
statistischer Verfahren ist eine tagesgenaue Mittelfristprognose, d.h. fu¨r einige Wochen,
mit hinreichender Genauigkeit mo¨glich. Die hohe Volatilita¨t des ta¨glichen Wagenaufkom-
mens macht jedoch eine repra¨sentative Abbildung des Aufkommens in einer einzelnen
Aufkommensmatrix schwer mo¨glich. So kann es vorkommen, dass auf einer Relation an
einem Tag der Woche Dutzende von Wagen zu transportieren sind, wa¨hrend an den
u¨brigen Tagen der Woche u¨berhaupt kein Aufkommen vorliegt. Die Abbildung dieses
Umstandes in einer Matrix durch Mittelung des Aufkommens stellt keine sinnvolle Pla-
nungsgrundlage dar [CV11].
Aus den zuvor genannten Gru¨nden wird kein Umstellplan bestimmt, der optimal fu¨r eine
einzelne Matrix ist. Das Ziel ist es, einen Umstellplan zu erstellen, der optimal ist fu¨r
eine Menge von Aufkommensmatrizen QD. Die Menge D kann entweder als eine Menge
von Szenarien interpretiert werden oder als Zeitscheiben des Planungszeitraumes, z.B.
Tage einer Woche. Die Matrizen seien statisch, d.h. vor und wa¨hrend der Optimierung
vollsta¨ndig bekannt und keinen A¨nderungen unterworfen.
Fu¨r jede Relation wird u¨berdies eine Beschra¨nkung der Umstellvorga¨nge vorgegeben.
Dies ist a¨quivalent dazu, dass jeder Wagen einer Relation k u¨ber maximal Sk Kanten
des Netzwerkes transportiert wird. Diese Restriktion wird als Ersatz fu¨r eine explizite
Fahrzeitrestriktion aufgenommen, da keine empirischen Prozesszeiten fu¨r das hier zu
entwickelnde Produktionsverfahren vorliegen.
4.1.2 Ein kantenbasiertes Modell
Es wird unter Zuhilfenahme der zuvor definierten Parameter ein Optimierungsproblem
definiert, dessen Lo¨sung einen optimalen Umstellplan im Sinne des in Abschnitt 2.3.2
beschriebenen Problems darstellt.
Entscheidungsvariablen
Das Modell soll der Bestimmung optimaler Umstellpla¨ne dienen. A¨quivalent dazu ist
laut Unterkapitel 2.3 die Bestimmung der optimalen Wagenrouten. Es wird definiert,
dass mit dem Begriff Relation im Folgenden die Menge der Wagen auf der betreffenden
Relation gemeint ist. Es wird fu¨r jede Kombination einer Relation k ∈ K und einer Kante
(i, j) ∈ A eine Variable eingefu¨hrt:
xkij =
{
1, wenn Relation k u¨ber Kante (i, j) transportiert wird
0, sonst
(4.1)
Die Variablen xkij werden im Folgenden als Flussvariablen bezeichnet. Um die system-
weiten Transportkosten darstellen zu ko¨nnen, werden Variablen eingefu¨hrt, welche die
Anzahl ta¨glich zu transportierender Wagenzu¨ge auf einer Kante (i, j) ∈ A bestimmen:
nij = Anzahl Wagenzu¨ge, die ta¨glich u¨ber die Kante (i, j) transportiert werden (4.2)
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Die Variablen nij definieren das Design eines Netzwerkes, das dem zuvor definierten
Blockingnetzwerk entspricht. Die Variablen nij werden daher Designvariablen genannt.
Die Anzahl verschiedener Szenarien, d.h. Aufkommensmatrizen, aus Abschnitt 4.1.1 kann
auch als Anzahl der Tage des Planungszeitraumes interpretiert werden. Es sei darauf
hingewiesen, dass sowohl Fluss- als auch Designvariablen unter diesen Szenarien inva-
riant sind, also u¨ber den gesamten Planungshorizont hinweg nicht vera¨ndert werden.
Gesucht ist ein einziger Plan, der fu¨r alle Szenarien, d.h. fu¨r alle Aufkommensmatrizen
Qd, zula¨ssig ist und die Gesamtkosten u¨ber alle Szenarien minimiert. Diese Modellierung
ist a¨quivalent zum Begriff der absoluten Robustheit aus der robusten Optimierung, wie
er von Kouvelis und Yu [KY97] definiert und bereits von Jin [Jin98] fu¨r Blockingpla¨ne
formuliert wurde.
Zielfunktion
Ziel der Optimierung ist die Minimierung der Gesamtkosten des Verkehrs zwischen den
betrachteten Knoten des EWV. Diese Gesamtkosten setzen sich aus Transport- und Um-
stellkosten zusammen. Die Transportkosten des Einzelwagenverkehrs lassen sich am bes-
ten als Kosten je Zugkilometer abbilden, wie in Abschnitt 2.3.1 besprochen wurde. Daher
wird der Zielfunktionsterm fu¨r die Transportkosten als Summe der Transportkosten fu¨r








Die Umstellkosten werden wagenweise modelliert. Dazu wird jede Wagenumstellung
eingepreist. Es wird angenommen, dass jeder Zug, der in einem Umstellbahnhof ha¨lt,
vollsta¨ndig in Einzelwagen zerlegt wird. Die Kosten einer Umstellung Ui werden abha¨ngig




























Der in Worten formulierten Problembeschreibung in Abschnitt 2.3.2 entsprechend wer-
den die folgenden Nebenbedingungen in das Modell aufgenommen. Die Erfu¨llung aller
Transportauftra¨ge korrespondiert mathematisch mit der Flusserhaltungsbedingung (4.6)





xkij = B(k, j) (4.6)
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mit B(k, j) =

1, wenn j Quelle von Relation k ist
−1, wenn j Senke von Relation k ist
0, sonst
Die linke Seite der Gleichung bestimmt die Differenz des ausgehenden Flusses und des
eingehenden Flusses der jeweils betrachteten Relation in einem Knoten j ∈ N . Diese
Differenz muss in der Quelle 1 sein, weil der Fluss die Quelle verlassen muss. Analog
muss die Differenz in der Senke der Relation -1 sein, damit der Fluss die Senke erreicht.
In allen u¨brigen Knoten muss ein Flussgleichgewicht herrschen.
Die na¨chsten beiden Restriktionen betreffen die Kapazita¨t eines Wagenzuges auf der
Kante (i, j). Dort mu¨ssen hinreichend viele Zu¨ge verkehren, damit alle Wagen, deren
Route u¨ber diese Kante verla¨uft, transportiert werden ko¨nnen. Die Anzahl der Zu¨ge, die
eine Kante (i, j) ∈ A befahren, muss immer so groß gewa¨hlt werden, dass ihr Produkt
mit der maximalen Wagenzugla¨nge gro¨ßer als die Summe der La¨ngen aller Wagen ist,
welche u¨ber die Kante zu transportieren sind. Die La¨ngenrestriktion (4.7) muss an jedem




ij ≤ Lijnij ∀d ∈ D ∀(i, j) ∈ A (4.7)





ij ≤Wijnij ∀d ∈ D ∀(i, j) ∈ A (4.8)
Die Nebenbedingungen (4.7) und (4.8) stellen den Zusammenhang zwischen Fluss- und
Designvariablen her. Wenn die zu transportierenden Wagen die jeweilige Maximalla¨nge
oder das Maximalgewicht eines Wagenzuges auf einer Kante (i, j) ∈ A u¨berschreiten,
muss ein weiterer Zug auf der Kante eingesetzt werden. Fluss- und Designvariablen wer-
den gleichzeitig optimiert und ihre optimalen Variablenbelegungen bedingen einander.
In einem Knoten ko¨nnen nicht unbegrenzt viele Zu¨ge umgestellt werden. Eine Gro¨ße, in
der die Kapazita¨t einer Anlage bemessen werden kann, ist die Anzahl ihrer Richtungs-
gleise (vgl. Unterkapitel 2.1.3). Die maximale Anzahl an Zu¨gen, die an einem Tag in
einer Anlage gebildet werden ko¨nnen, ist als Knotenparameter gegeben. Daraus wird die
folgende Rangiergleisrestriktion abgeleitet:∑
j∈N
nij ≤ Ri ∀i ∈ N (4.9)
Ferner wird die Anzahl an Wagen beschra¨nkt, die pro Tag umgestellt werden ko¨nnen.




ij ≤ Bi ∀i ∈ N ∀d ∈ D (4.10)
Die Anzahl der Umstellvorga¨nge jeder Relation ist beschra¨nkt. A¨quivalent ist auch eine
Beschra¨nkung der Anzahl der Netzwerkkanten Sk, die von einer Relation auf einem
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zula¨ssigen Weg benutzt werden du¨rfen:∑
(i,j)∈A
xkij ≤ Sk ∀k ∈ K (4.11)
Die Definition der Entscheidungsvariablen beinhaltete bereits deren Ganzzahligkeit. Die
genannten Nebenbedingungen ergeben zusammen mit der Zielfunktion Z(x, n) das kan-
































ij ≤Wijnij ∀d ∈ D ∀(i, j) ∈ A
∑
j∈N





ij ≤ Bi ∀i ∈ N ∀d ∈ D
∑
(i,j)∈A
xkij ≤ Sk ∀k ∈ K
nij ∈ N ∀(i, j) ∈ A
xkij ∈ {0, 1} ∀k ∈ K ∀(i, j) ∈ A
Das Modell (Optarc) kann der Klasse der kapazitierten Mehrgu¨ternetzwerk Design Proble-
me mit Fixkosten (engl.: fixed charge multicommodity capacitated network design problem
(FMCNDP)) zugeordnet werden.
4.1.3 Ein pfadbasiertes Modell
Das Optimierungsmodell (Optarc) ist kantenbasiert. Es wird fu¨r jede Relation und Kante
entschieden, ob die Kante im Pfad der Relation enthalten ist. Diese Formulierung wird
oft als kompakte Formulierung bezeichnet. Demgegenu¨ber stehen sogenannte extensive
Formulierungen, die im Falle von Flussproblemen in Quelle-Senke-Pfaden (vgl. Unterka-
pitel 3.1) formuliert sind. Es ist mo¨glich, alle zula¨ssigen Quelle-Senke-Verbindungen einer
Relation aufzuza¨hlen. Fu¨r jede Relation k ∈ K ist genau ein Pfad aus der Menge der fu¨r
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k zula¨ssigen Pfade P(k) zu wa¨hlen, um eine Lo¨sung zu generieren. Die zahlreichen Fluss-
variablen und Flusserhaltungsbedingungen (4.6) aus dem kantenbasierten mu¨ssen nicht
mehr betrachtet werden, weil sie durch eine geeignete Definition der zula¨ssigen Quelle-
Senke-Pfaden stets erfu¨llt sind. Es wird daher zuna¨chst der Begriff Quelle-Senke-Pfad
formal definiert. Die Forderung aus dem kantenbasierten Modell, dass ein zula¨ssiger Pfad
nur eine beschra¨nkte Menge Kante verwenden darf, wird in die Definition eines Pfades
integriert.
Definition 16 (Quelle-Senke-Pfad)
Eine Kantenfolge p=e1, e2, ..., el heißt Quelle-Senke-Pfad oder einfach Pfad der La¨nge
l fu¨r Relation k ∈ K, wenn p ein kreisfreier Kantenzug ist, der Quelle und Senke von
k verbindet. Es gelte immer l ≤ Sk, d.h. jeder Pfad erfu¨lle die Restriktion (4.11). Die
Menge aller zula¨ssigen Pfade der Relation k werde als P(k) bezeichnet.
Es besteht ein mathematischer Zusammenhang zwischen Flu¨ssen u¨ber Kanten und Flu¨s-
sen, die mittels Pfaden dargestellt sind. Zuna¨chst werden Koeffizienten xkpij definiert, die
einen von einem Pfad induzierten Fluss in einen Kantenfluss transformiert.
xkpij =
{
1, wenn Pfad p der Relation k u¨ber Kante (i, j) fu¨hrt
0, sonst
(4.12)
Zusa¨tzlich werden Bina¨rvariablen λkp ∈ {0, 1} eingefu¨hrt, welche die Auswahl eines Pfades
fu¨r eine Relation ermo¨glichen.
λkp =
{
1, wenn Relation k u¨ber Pfad p transportiert wird
0, sonst
(4.13)
Außerdem wird eine Nebenbedingung in das Problem eingefu¨gt, welche die Wahl genau
eines Pfades fu¨r jede Relation erzwingt.∑
p∈P(k)
λkp = 1 ∀k ∈ K (4.14)
Mit Hilfe dieser Definitionen wird ein Zusammenhang zwischen den kantenbasierten und


































ij ≤ Lijnij ∀ d ∈ D ∀(i, j) ∈ A








ij ≤Wijnij ∀ d ∈ D ∀(i, j) ∈ A
∑
j∈N













ij = 1 ∀k ∈ K ∀(i, j) ∈ A
nij ∈ N ∀(i, j) ∈ A
λkp ∈ {0, 1} ∀k ∈ K ∀p ∈ P(k)
Es sei noch einmal darauf hingewiesen, dass die Flusserhaltungsbedingungen (4.6) und
die Beschra¨nkung der Kantenzahl (4.11) in der Definition eines Pfades (vgl. Definiti-
on 16) codiert sind. Das pfadbasierte Modell (Optpath) hat dadurch erheblich weniger
Nebenbedingungen. Dafu¨r ist die Anzahl der zu betrachtenden Variablen nun exponenti-
ell in der Instanzgro¨ße. Bei Verwendung u¨blicher Lo¨sungsmethoden wa¨re (Optpath) nicht
mehr im Computer darstellbar, weil die Menge zula¨ssiger Pfade eine gigantische Gro¨ße
anna¨hme. Der Nutzen dieser Formulierung wird sich jedoch im Rahmen der Column-
Generation-Verfahren erschließen. Zum Abschluss dieses Abschnittes wird ein Zusam-
menhang zwischen (Optarc) und (Optpath) als Lemma festgehalten.
Lemma 1 (Zielfunktionswerte)
(Optarc) und (Optpath) haben den gleichen optimalen Zielfunktionswert.
Beweis: Substitution (4.15) zeigt die A¨quivalenz der beiden Formulierungen. Somit
unterscheiden sich auch die Zielfunktionswerte nicht. 
4.2 Analyse der Modelle (Optarc) und (Optpath)
In diesem Unterkapitel findet die komplexita¨tstheoretische Einordnung der zuvor de-
finierten Modelle (Optarc) und (Optpath) sowie eine Analyse zur Ermittlung unterer
Schranken durch lineare Relaxierung statt. In Abschnitt 4.2.3 werden vereinfachende
Modellannahmen diskutiert.
4.2.1 Komplexita¨tstheoretische Analyse der Modelle
In diesem Abschnitt wird gezeigt, dass das Finden einer zula¨ssigen Lo¨sung fu¨r (Optarc)
und (Optpath) ein NP-vollsta¨ndiges Entscheidungsproblem ist. Fu¨r den Beweis wird eine
ha¨ufig verwendete Graphentransformation beno¨tigt, welche die A¨quivalenz von Kanten-
und Knotenkapazita¨ten aufzeigt [AMO93]:
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Lemma 2 (A¨quivalenz von Kanten- und Knotenkapazita¨ten)
Jeder gerichtete Graph G = (N , E) mit Knotenkapazita¨ten c(i) fu¨r jeden Knoten i ∈ E
kann in Polynomialzeit in einen gerichteten Graphen G′ = (N ′, E ′) ohne Knotenkapa-
zita¨ten u¨berfu¨hrt werden. Die Transformation eines Graphen mit Kantenkapazita¨ten auf
einen Graphen, der nur knotenkapazitiert ist, ist ebenfalls in Polynomialzeit mo¨glich.
Das folgende Theorem beweist, dass kein Polynomialzeitalgorithmus existiert, der eine
zula¨ssige Lo¨sung fu¨r (Optarc) findet:
Theorem 3 (Komplexita¨t von (Optarc))
Das zu (Optarc) assoziierte Entscheidungsproblem ist NP-vollsta¨ndig, d.h. das Finden
einer zula¨ssigen Lo¨sung ist NP-vollsta¨ndig.
Beweis: Es muss gezeigt werden, dass die Zula¨ssigkeit einer Lo¨sung von (Optarc) in Po-
lynomialzeit bzgl. der Instanzgro¨ße verifiziert werden kann und dass eine Transformation
von (Optarc) auf ein beliebiges NP-vollsta¨ndiges Problem ebenfalls in Polynomialzeit
mo¨glich ist. Die Zula¨ssigkeit einer gegebenen Lo¨sung kann durch U¨berpru¨fung aller Ne-
benbedingungen geschehen. Ihre Anzahl ist polynomiell beschra¨nkt und die U¨berpru¨fung
in Linearzeit mo¨glich. Daher ist nur noch die Reduzierbarkeit von (Optarc) auf ein NP-
vollsta¨ndiges Problem zu zeigen. Dies geschieht per Widerspruchsbeweis.
Aus Theorem 3 ist bereits bekannt, dass das Entscheidungsproblem zum ganzzahli-
gen Mehrgu¨terflussproblem (IMCFP ) NP-vollsta¨ndig ist. Um zu zeigen, dass (Optarc)
ebenfalls in NPC liegt, wird angenommen, (Optarc) liege nicht in NPC. Es wird ge-
zeigt, dass jede Instanz des (IMCFP ) eine Instanz von (Optarc) ist. Aus der Annahme
(Optarc) /∈ NPC wu¨rde (IMCFP ) /∈ NPC folgen. Dies sta¨nde im Widerspruch zu Theo-
rem 3. Somit kann die Annahme (Optarc) /∈ NPC nicht wahr sein.









xkij ≤ uij ∀(i, j) ∈ A
∑
j∈N
xkij − xkji = B(k, j) ∀k ∈ K ∀(i, j) ∈ A
xkij ∈ {0, 1} ∀k ∈ K ∀(i, j) ∈ A
Nach Definition 10 sind im (IMCFP ) Kantenkapazita¨ten gegeben. Diese ko¨nnen Lem-
ma 2 entsprechend ohne Beschra¨nkung der Allgemeinheit als Knotenkapazita¨ten Γ(i)
aufgefasst werden. Das resultierende Probleme werde als (IMCFP ′) bezeichnet. Fol-
gende Parameterwahlen fu¨r (Optarc) zeigen, dass (Optarc) eine Verallgemeinerung von
(IMCFP ′) ist:
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| D |:= 1
cij := 0 ∀(i, j) ∈ A
Ui := 1 ∀i ∈ N







1 := 0 ∀k ∈ K
Ri := 0 ∀i ∈ N
Bi := Γ(i) ∀i ∈ N
Sk :=∞ ∀k ∈ K

















xkij = B(k, j)
∑
k∈K
0xkij ≤ 0nij ∀ d ∈ D ∀(i, j) ∈ A
∑
k∈K
0xkij ≤ 0nij ∀ d ∈ D ∀(i, j) ∈ A
∑
j∈N
nij ≤ 0 ∀i ∈ N
∑
j∈N ,k∈K
1xkij ≤ Γ(i) ∀i ∈ N ∀d ∈ D
∑
(i,j)∈A
xkij ≤ ∞ ∀k ∈ K ∀(i, j) ∈ A
nij ∈ N ∀(i, j) ∈ A
xkij ∈ {0, 1} ∀k ∈ K ∀p ∈ P(k)
Die Nebenbedingungen
∑
j∈N nij ≤ 0 implizieren nij = 0 fu¨r alle Kanten (i, j) ∈ A.
Nach Entfernen der nij und aller nun redundanten Nebenbedingungen aus dem Pro-
blem, bleibt die Instanz von (IMCFP ′) u¨brig. Da laut Annahme (Optarc) nicht NP-
vollsta¨ndig ist, ist auch (IMCFP ′) nichtNP-vollsta¨ndig. (IMCFP ′) kann mit Lemma 2
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in Polynomialzeit auf (IMCFP ) zuru¨ck transformiert werden. Somit wa¨re das Entschei-
dungsproblem zu (IMCFP ) nicht NP-vollsta¨ndig. Daraus ergibt sich der Widerspruch
und das Theorem ist bewiesen. 
Aus der A¨quivalenz der Probleme (Optarc) und (Optpath) folgt, dass auch das zu (Optpath)
assoziierte Entscheidungsproblem NP-vollsta¨ndig ist. Es ist damit gezeigt, dass fu¨r
(Optarc) und (Optpath) bereits das Finden einer zula¨ssigen Lo¨sung und folglich insbeson-
dere das Finden der Optimallo¨sung ein komplexes Problem darstellt.
Korollar 2
Das zu (Optpath) assozierte Entscheidungsproblem ist NP-vollsta¨ndig.
Beweis: Gleichung (4.15) zeigt, dass Lo¨sungen von (Optarc) und (Optpath) in Polyno-
mialzeit in Lo¨sungen des jeweils anderen Problems transformiert werden ko¨nnen. 
Aus Theorem 3 kann geschlussfolgert werden, dass es nicht mo¨glich ist, einen Algo-
rithmus zu entwerfen, der (Optarc) effizient, d.h. in Polynomialzeit, und exakt fu¨r alle
Instanzen lo¨st. Da jedoch nicht angestrebt wird, das Modell fu¨r beliebige Instanzen, son-
dern fu¨r Instanzen aus der Praxis des Schienengu¨terverkehrs zu lo¨sen, muss die Suche
nach einem effizienten, exakten Algorithmus nicht aussichtslos sein.
4.2.2 Untere Schranken
Dieser Abschnitt befasst sich mit der Bestimmung unterer Schranken fu¨r das zuvor defi-
nierte Modell (Optarc). Bei der Zusammenfassung der Vor- und Nachteile nordamerika-
nischer Blockingmodelle in Unterkapitel 3.2.2 wurde der algorithmische Vorteil wagenba-
sierter Transportkostenstrukturen genannt. In (Optarc) werden die Transportkosten auf
Basis von Zugkilometern modelliert. Die Notwendigkeit von Zugkapazita¨ten auf einer
Kante wird durch Wagenflu¨sse auf der jeweiligen Kante induziert, d.h. ein Zug verkehrt
nur auf einer Kante, wenn dort Wagen zu transportieren sind. Umgekehrt gilt, dass
Wagen nur bei Vorliegen entsprechender Zugkapazita¨ten u¨ber eine Kante transportiert










ij ≤Wijnij ∀d ∈ D ∀(i, j) ∈ A (4.17)
Angenommen, gewisse Wagenflu¨sse auf einer Kante (i′, j′) seien bekannt, d.h. die Fluss-
variablen xki′j′ fu¨r alle Relationen k ∈ K gegeben. Dann kann die Mindestmenge not-
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Der Maximumterm und die aufrundenden Gaußklammern in der Formel machen den
Zusammenhang zwischen den Flussvariablen und der optimalen Belegung der Designva-
riablen nij nichtlinear. Die Designvariablen modellieren die Entscheidung, eine Zugver-
bindung auf einer Strecke zu etablieren, d.h. durch die Wahl der Designvariablen werden
Transportkapazita¨ten auf einer jeweiligen Kante geschaffen. Diese Transportkapazita¨ten
mu¨ssen nicht notwendigerweise vollsta¨ndig ausgenutzt werden. Die verbleibenden freien
Kapazita¨ten ko¨nnen zum Transport weiterer Wagen genutzt werden, deren Grenzkos-
ten in Folge der freien Kapazita¨t null sind. Deshalb ist der ku¨rzeste Weg einer Relation
nicht gleichzeitig der kostengu¨nstigste Weg. In der Optimallo¨sung tritt hierdurch ein
sichtbarer Bu¨ndelungseffekt auf. Dieser Umstand a¨ndert sich, wenn die Designvariablen
nicht mehr ganzzahlig, sondern kontinuierlich gewa¨hlt werden. Dies geschieht bei der
linearen Relaxierung der Designvariablen, die von vielen exakten Lo¨sungsansa¨tzen (vgl.
Unterkapitel 3.4.2) benutzt wird. Da die Leistungsfa¨higkeit jener Ansa¨tze stark von der
Genauigkeit abha¨ngt, mit der die Relaxierungen das Originalproblem approximieren, ist
eine genauere Betrachtung sinnvoll.
Da linear relaxierte Modelle Zugkosten nicht sinnvoll abbilden ko¨nnen, fa¨llt der im nicht
relaxierten Modell sichtbare Bu¨ndelungseffekt weg. Die Struktur der Optimallo¨sungen
beider Probleme unterscheidet sich stark. Aus algorithmischer Sicht ist noch gravieren-
der, dass die optimalen Zielfunktionswerte der Modelle stark voneinander abweichen und
das relaxierte Modell somit keine engen unteren Schranken fu¨r das nicht-relaxierte Mo-
dell liefert. Dieser Umstand spiegelt sich auch in der polyedrischen Struktur der Probleme
wider:
Abbildung 4.1: Vergleich zwischen relaxierter und nicht-relaxierter Kostenstruktur
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In Abbildung 4.1 sind die Graphen zweier Funktionen dargestellt. Auf den Achsen sind
aggregierte La¨ngen und Gewichte der als bekannt angenommenen Wagenstro¨me abge-
tragen. Die daru¨ber liegende Funktion ordnet einem Wagenaufkommen mit La¨nge und
Gewicht die Anzahl notwendiger Zu¨ge zu dessen Transport zu. In diesem Beispiel wer-
den die in Deutschland ga¨ngigen Kapazita¨tsgrenzen fu¨r Wagenzu¨ge von 700m und 1600t
verwendet. Die stufenfo¨rmige Funktion, kurz Treppenfunktion (farbig dargestellt), stellt
dabei den Zusammenhang zwischen Wagenfluss und Zugzahl her, wie er in (Optarc)
modelliert ist. Die darunter verlaufende lineare Funktion (grau) bildet den gleichen Zu-
sammenhang im Falle der linearen Relaxierung der Designvariablen ab. Der Abstand
zwischen Treppenfunktion und linearer Funktion ist ein Maß dafu¨r, wie sehr die rela-
xierte Kostenfunktion die Transportkosten fu¨r ein gegebenes Aufkommen unterscha¨tzt.
Gerade im Falle geringfu¨giger Aufkommen auf einer Kante, wie sie durch die kleinen Sen-
dungsgro¨ßen im EWV naturgema¨ß vorkommen, werden die Transportkosten massiv un-
terscha¨tzt. Eine schwache Approximation der realen Transportkosten ist die Folge. Da die
Transportkosten bei Realinstanzen einen gewichtigen Anteil an den Gesamtkosten haben,
liefert die lineare Relaxierung sehr schwache untere Schranken fu¨r das Problem (Optarc).
Einen a¨hnlichen Zusammenhang hat bereits Homfeld fu¨r den Fall eindimensionaler Kapa-
zita¨tsbeschra¨nkungen, d.h. bei Beschra¨nkung der Zugla¨nge, festgestellt [Hom12]. Schwa-
che Schranken durch lineare Relaxierung sind eine allgemeine Eigenschaft von Netzwerk-
problemen mit Fixkosten, wie Hewitt et al. anmerken [HNS10]. Gendron und Crainic
haben diese Problematik ebenfalls untersucht [GC94]. Sie betrachten Modelle mit kon-
tinuierlichen Flussvariablen und bina¨ren Designvariablen. Eine U¨bertragung ihrer Er-
gebnisse zur Verbesserung der Schranken fu¨r (Optarc) ist daher nur bedingt mo¨glich.
Die geringe Qualita¨t unterer Schranken ist entscheidend fu¨r die Entwicklung angemes-
sener Optimierungsalgorithmen und die Bewertung von Gu¨teabscha¨tzungen [MW83]. In
Kapitel 6 wird das Modell (Optarc) fu¨r verschiedene Instanzen mit der kommerziellen
Optimierungssoftware CPLEX untersucht. Die Ergebnisse untermauern die Thesen zum
Einfluss der schwachen Schranken auf die Lo¨sbarkeit des Modells.
4.2.3 Annahmen zur Modellvereinfachung
Die zuvor definierten Modelle (Optarc) und (Optpath) stellen ein Abbild der Entschei-
dungsprobleme bei der Routenplanung im EWV dar. Die Optimierung dieser Modelle
kann unter Umsta¨nden zu Lo¨sungen fu¨hren, die Strukturen aufweisen, die bei der Um-
setzung in der Realita¨t unerwu¨nscht wa¨ren. Ein Beispiel hierfu¨r ko¨nnte ein enormer Um-
weg fu¨r eine Relation sein, der zwar rechnerisch minimale Kosten verursacht, bei dem
die Kostenersparnis gegenu¨ber einer direkteren Route jedoch so geringfu¨gig ist, dass in
der Praxis stets die ku¨rzere Route gewa¨hlt wu¨rde. Um praxisferne Lo¨sungsstrukturen zu
verhindern, ist es u¨blich, Vorannahmen an Modelle zu formulieren und jene Strukturen in
sogenannten Preprocessing-Verfahren zu verbieten. Neben einer erho¨hten Praxisna¨he der
Lo¨sungen bieten Preprocessing-Verfahren auch mathematische Vorteile bei der Ermitt-
lung von Lo¨sungen: Die Anzahl der Variablen im Modell (Optarc) wa¨chst quadratisch mit
der Anzahl der Knoten und linear in der Anzahl der Relationen. Die Anzahl mo¨glicher
Lo¨sungen wa¨chst jedoch exponentiell in der Anzahl der Variablen. Dieses Wachstum des
4 Entwicklung und Analyse eines Modells fu¨r das Wagenroutenproblem 54
Lo¨sungsraumes wird umgangssprachlich als kombinatorische Explosion bezeichnet. Um
die Anzahl der im Problem relevanten Variablen zu verringern, ist es hilfreich, die Werte
gewisser Variablen zu fixieren.
Zwei Klassen von Preprocessingverfahren ko¨nnen unterschieden werden. Es existieren
exakte Preprocessings, welche die Eigenschaft haben dass sie zwar den Lo¨sungsraum
verkleinern, dabei aber garantieren, keine Optimallo¨sungen auszuschließen. Diese Ga-
rantie wird von der zweiten Klasse, den heuristischen Preprocessings, nicht gegeben. Sie
basieren auf den oben erwa¨hnten Annahmen an die Gestalt der Optimallo¨sung. Werden
zu scharfe vereinfachende Annahmen getroffen, ist es mo¨glich den Lo¨sungsraum so sehr
zu verkleinern, dass dabei Optimallo¨sungen ausgeschlossen werden. Im Folgenden wer-
den Techniken aus beiden Klassen fu¨r das Modell (Optarc) vorgestellt. Tests zu deren
Wirkungsweise finden sich im Ergebniskapitel 6.
Exakte Preprocessings
Zu betrachten sind Variablen, fu¨r die a priori zu bestimmen ist, dass sie in der Opti-
mallo¨sung von (Optarc) fixe Werte annehmen. Es handelt sich dabei um Fixierungen,
die in der Netzwerkoptimierung u¨blich sind.
1. Pseudokreise: Der Graph entha¨lt Kanten, die von einem Knoten zu sich selbst
fu¨hren. In der Optimallo¨sung liegt auf ihnen kein Fluss an. Daher wird festgelegt:
xkii := 0 ∀k ∈ K ∀i ∈ N (4.19)
nii := 0 ∀i ∈ N (4.20)
2. Zu Quelle/Senke adjazente Knoten: Haben die Wagen einer Relation k ihre Senke
d(k) erreicht, werden sie von dort nicht weiter transportiert. Ebenso wenig wer-
den sie nach Verlassen der Quelle o(k) noch einmal dorthin transportiert. Diese
Erkenntnis la¨sst sich auf die Flussvariablen u¨bertragen.
xkij := 0, falls j = o(k) ∨ i = d(k) (4.21)
3. Knoten mit geringer Umstellkapazita¨t : Das Aufkommen eines Knotens verringert
dessen freie Umstellkapazita¨t. Relationen von zu großem Umfang ko¨nnen in jenen
Knoten nicht umgestellt werden. Die Grundlast eines Knoten i′ ∈ N im Szenario
d ∈ D betra¨gt
















Dabei sind Li′j und Wi′j die maximal zula¨ssigen La¨ngen und Gewichte auf den
aus Knoten i′ herausfu¨hrenden Kanten. Wenn die Differenz aus Knotenkapazita¨t
des Knotens i′ und seiner Grundlast an mindestens einem Tag d kleiner ist als die
Anzahl der Zu¨ge, die eine Relation k′ an jenem Tag induziert, kann sie in i′ nicht
umgestellt werden. Somit gilt in diesem Fall:
xk
′
i′j := 0 und x
k′
ji′ := 0 ∀j ∈ N . (4.23)
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Heuristische Preprocessings durch vereinfachende Annahmen
Die hier aufgefu¨hrten Preprocessingschritte sind heuristischer Natur. Ihre Formulierung
geht zum Teil aus Fachgespra¨chen mit Experten bei DB Mobility Logistics hervor oder
wurden von Schu¨lldorf im Rahmen seiner Diplomarbeit [Sch08] vorgeschlagen:
1. Relative Umwege: Die Transportkostenstruktur im vorliegenden Problem macht es
theoretisch mo¨glich, dass fu¨r die Wagen einer Relation – relativ zur La¨nge der Di-
rektverbindung zwischen Quelle und Senke – enorme Umwege in Kauf genommen
werden. Es ist na¨mlich mo¨glich, dass ihre Grenzkosten bei Mitfahrt auf anderen
Zugverbindungen null betragen. Es kann dennoch sinnvoll sein, relative Umwe-
ge auszuschließen. Verschiedene praktische und theoretische Vorteile lassen sich
daraus ableiten, die an einem fiktiven Beispiel diskutiert werden sollen (vgl. Ab-
bildung 4.2 links):
Abbildung 4.2: Illustration heuristischer Preprocessings (links: Relative Umwege, rechts:
Entgegengesetzte Kanten)
Es sei in Mu¨nchen ein Aufkommen von zwei Wagen gegeben, die nach Stuttgart
zu transportieren sind. Die La¨nge der Direktverbindung betra¨gt ca. 220 km. Es
fahre ta¨glich ein Zug mit freier Kapazita¨t von Mu¨nchen nach Maschen und von
dort fahre wiederum ein Zug mit freier Kapazita¨t nach Stuttgart. Die zwei Wa-
gen ko¨nnten u¨ber diesen Umweg transportiert werden, ohne Transportkosten zu
verursachen. Zuna¨chst einmal besteht der praktische Einwand, dass ein derartiger
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Umweg vermutlich nur ungern in Kauf genommen wu¨rde. Dies tru¨ge nicht zur Ak-
zeptanz des Verfahrens in der Praxis bei. Zum anderen ist zu erwarten, dass die
prognostizierten Wagenaufkommen, auf deren Basis die Wagenrouten optimiert
werden, nicht vollsta¨ndig zutreffend sind. In Folge dessen wa¨re es denkbar, dass
die freien Kapazita¨ten, auf deren Grundlage der lange Umweg geplant wird, nicht
vorhanden sind, wenn gewisse Aufkommen in der Prognose unterscha¨tzt wurden.
In der Realita¨t ko¨nnte der Umweg dann zu positiven Grenzkosten fu¨hren, weil
ein weiterer Zug notwendig wird. Das Verbot großer Umwege stabilisiert daher
die Lo¨sung gegenu¨ber Schwankungen der Aufkommensdaten. Es kann jedoch dazu
fu¨hren, dass kostengu¨nstige Routen verboten werden. Es wird daher folgende Re-
gel vorgeschlagen: Es sei dist(k) die La¨nge der Direktverbindung zwischen Quelle
o(k) und Senke d(k) einer Relation k ∈ K und ∆ ein skalarer Faktor. Die Relation
k wird u¨ber keinen Knoten j ∈ N transportiert, der außerhalb der Umkreise mit
Radius ∆× dist(k) um Quelle o(k) und die Senke d(k) liegt. Je kleiner ∆ gewa¨hlt
wird, desto weniger Freiheitsgrade bestehen fu¨r die Route der Relation.
2. Gegenla¨ufige Kanten: Aus den zuvor geschilderten Gru¨nden kann es theoretisch
kostengu¨nstig sein, dass Wagen einer Relation fu¨r eine Teilstrecke in entgegenge-
setzter Richtung zur Direktverbindung transportiert werden. Diese gegenla¨ufigen
Kanten (i, j) haben die Eigenschaft, dass ihr Anfangspunkt i ∈ N na¨her am
Ziel d(k) einer Relation k als an deren Quelle o(k) liegt und gleichzeitig ihr End-
punkt j ∈ N na¨her an der Quelle der Relation als an deren Ziel liegt (vgl. Abbil-
dung 4.2 rechts). Das Verbot gegenla¨ufiger Kanten wird folgendermaßen formali-
siert:
dist(o(k), j) ≤ dist(o(k), i) ∧ dist(d(k), i) ≤ dist(d(k), j)⇒ xkij := 0 (4.24)
3. Gu¨nstiger Direkttransport : Die Grenzkosten fu¨r den Transport eines Wagens sind
nicht a priori zu bestimmen, weil die Grenzkosten in Abha¨ngigkeit von der Aus-
lastung eines Zuges Anteile an dessen Fixkosten enthalten. Es ist jedoch mo¨glich,
die notwendigen Kosten fu¨r den Transport eines Wagens auf dem ku¨rzesten Weg
zwischen Quelle und Senke nach oben abzuscha¨tzen. Im teuersten Fall wird fu¨r den
Transport einer Relation eine Direktzugverbindung etabliert. Diese zuna¨chst hohen
Kosten stehen jedoch der Ersparnis von Umstellkosten gegenu¨ber, die entstu¨nden,
wenn die Relation u¨ber weitere Knoten zu ihrer Senke transportiert wu¨rde. Es sei
k eine Relation und (i, j) eine Kante und es gelte i 6= o(k) und j 6= d(k), d.h. die
Kante beginnt nicht in der Quelle und endet nicht in der Senke von k. Wird Rela-
tion k u¨ber Kante (i, j) transportiert, entstehen Umstellkosten in i und j. Ist die
Summe dieser Umstellkosten gro¨ßer als die Direkttransportkosten, kann die Kante
verboten werden.
Es mag auf den ersten Blick nicht ersichtlich sein, weshalb es sich hierbei nicht um
ein exaktes Preprocessing handelt. Ist ein Knoten i Quelle vieler Relationen mit
geringem Aufkommen, fu¨r die auf Grund der Regel außer den Direktverbindungen
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alle Kanten verboten sind, mu¨ssten viele Direktzu¨ge den Knoten verlassen. Dies
kann durch einen Mangel an Richtungsgleisen, der eine Bu¨ndelung der ausgehen-
den Transporte erfordern wu¨rde, unmo¨glich sein. Im schlimmsten Fall kann dies
zu einer so starken Einschra¨nkung des Lo¨sungsraums fu¨hren, dass keine zula¨ssige
Lo¨sung mehr enthalten ist. Dieses Preprocessing ist daher mit Bedacht einzusetzen
und im Zweifelsfall zu verwerfen.
In Kapitel 6 werden die vorgestellten Preprocessings empirisch getestet und somit ihre
Wirksamkeit bewertet.
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5 Entwicklung von Lo¨sungsverfahren fu¨r
das Wagenflussproblem
Numerische Tests mit CPLEX 12.4 lassen den Schluss zu, dass die optimale Lo¨sung von
Instanzen von (Optarc) mit generischen Lo¨sungsverfahren fu¨r ganzzahlige Programme
aktuell nicht praktikabel ist (vgl. Kapitel 6). Dieser Umstand motiviert die Entwicklung
problemspezifischer Optimierungsmethoden. In den Unterkapiteln 5.1 und 5.2 werden
Column-Generation-Verfahren und Branch-and-Price-Algorithmen eingefu¨hrt. Anschlie-
ßend wird in Unterkapitel 5.3 ein Ansatz entwickelt, der in den Bereich der Matheuris-
tiken fa¨llt.
5.1 Ein Column-Generation-Verfahren
Die Struktur der Nebenbedingungen von (Optarc) fu¨hrt zu schwachen unteren Schranken
durch lineare Relaxierung, wie in Abschnitt 4.2.2 begru¨ndet wurde. Diese Schwa¨che der
Schranken verhindert eine effiziente Lo¨sung des nicht relaxierten Problems (Optarc) mit
Hilfe der in CPLEX implementierten Branch-and-Cut-Algorithmen. Auch fu¨r den Fall,
dass eine gute ganzzahlige Lo¨sung bekannt ist, mu¨ssen viele Knoten des Suchbaumes
durchlaufen werden, um A¨ste des Baumes zu verwerfen. Daru¨ber hinaus ist fu¨r Instanzen
mit Realgro¨ße nicht einmal die lineare Relaxierung in angemessener Zeit lo¨sbar und
somit keine Schranke bekannt. Beide Probleme motivieren den Versuch, zuna¨chst die
Lo¨sung der linearen Relaxierung effizienter zu gestalten. Dazu wird Column Generation
(CG) auf die Relaxierung des zu (Optarc) a¨quivalenten Modells (Optpath) angewendet.
Im nachfolgenden Unterkapitel 5.2 wird CG in ein Branch-and-Bound-Schema integriert
werden, um auch ganzzahlige Lo¨sungen des Modells (Optpath) zu finden.
5.1.1 Struktur der Nebenbedingungen von (Optarc) und (Optpath)
Die Nebenbedingungen des Optimierungsproblems definieren einen polyedrischen Zula¨s-
sigkeitsbereich. Es ist sinnvoll, die Struktur der Nebenbedingungen zu untersuchen, wenn
eine Verbesserung der Lo¨sungsgeschwindigkeit angestrebt wird. Die Nebenbedingungen
lassen sich in Form der Matrix in Abbildung 5.1 darstellen, bei deren Betrachtung eine
spezielle Struktur auffa¨llt.
Der linke Teil der Matrix entha¨lt die Spalten, die sich auf die Flussvariablen der Relatio-
nen xk1 , . . . , xk|K| beziehen, wa¨hrend die rechten Spalten auf die Designvariablen n Bezug
nehmen. Die Nebenbedingungen zur Flusserhaltung (4.6) (kurz Fluss) und die Begren-
zung der Umstellvorga¨nge (4.11) (kurz Umst) betreffen jeweils nur die Flussvariablen





















Abbildung 5.1: Struktur der Nebenbedingungsmatrix von (Optarc)
einer Relation. Die u¨brigen Nebenbedingungen enthalten Flussvariablen mehrerer Rela-
tionen und zum Teil Designvariablen. Bereiche außerhalb der eingezeichneten Ka¨stchen
enthalten nur Nullen. Es ergibt sich eine sogenannte Block(diagonal)struktur, fu¨r die
spezielle Lo¨sungsverfahren existieren: die sogenannten Column-Generation-Verfahren.
Zu jeder Relation existiert ein eigener Block. Die einzelnen Blo¨cke ha¨ngen durch weitere
Nebenbedingungen voneinander ab. Bei Vernachla¨ssigung der koppelnden Nebenbedin-
gungen (engl: forcing oder coupling constraints) bleibt fu¨r jede Relation ein Subproblem
mit Flusserhaltungsbedingung und Umstellbeschra¨nkung u¨brig. Dies entspricht exakt
der Definition eines Pfades im pfadbasierten Optimierungsmodell (Optpath). Auch in
der kantenbasierten Version ist fu¨r jede Relation nur ein Pfad zu bestimmen. Wie die
Blockstruktur ausgenutzt werden kann, um effizient Lo¨sungen zu berechnen, wird im
folgenden Abschnitt dargestellt.
5.1.2 Einfu¨hrung in Column-Generation-Verfahren
Die Blockdiagonalstruktur der Nebenbedingungsmatrix wird von sogenannten Column-
Generation-Verfahren ausgenutzt [BJN+98]. Es handelt sich dabei um ein Dekomposi-
tionsverfahren fu¨r lineare Programme, das auf der in Korollar 1 gezeigten Identifikation
im Optimum relevanter Variablen beruht. Die reduzierten Kosten von Variablen aus De-
finition 14 geben Auskunft daru¨ber, ob die jeweilige Variable im Optimum aktiv, d.h.
ungleich null, sein kann. Die sukzessive Identifikation dieser Variablen kann auf die li-
neare Relaxierung des pfadbasierten Modells (Optpath) angewendet werden. Fu¨r jeden
mo¨glichen Pfad p einer Relation k entha¨lt das Modell eine Entscheidungsvariable λkp.
Ist die Variable im Optimum nicht aktiv, d.h. nimmt sie den Wert null an, kann der
korrespondierende Pfad nicht Teil der Optimallo¨sung sein. Damit ist es mo¨glich, jenen
Pfad zu vernachla¨ssigen und die Betrachtung auf eine Teilmenge mo¨glicher Pfade zu be-
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RMP









Abbildung 5.2: Schaubild zu Column-Generation-Verfahren
schra¨nken, wodurch auch der zur Darstellung no¨tige Speicheraufwand extrem reduziert
wird. Column-Generation-Verfahren bestehen aus zwei sich sequentiell wiederholenden
Prozessen (vgl. Abbildung 5.2):
1. Das zu lo¨sende LP wird in diesem Zusammenhang als Master Problem (MP) be-
zeichnet. Das Master Problem wird mit einer Startmenge von Pfaden initialisiert,
die eine zula¨ssige Lo¨sung des betrachteten LP ermo¨glichen. Das MP auf einer re-
duzierten Pfadmenge wird als Restricted Master Problem (RMP) bezeichnet. Das
RMP kann auf Grund seiner beschra¨nkten Gro¨ße deutlich schneller gelo¨st werden
als das MP. Die bei Verwendung eines Simplexverfahrens ebenfalls berechneten
dualen Variablen im Optimum des RMP werden an das sogenannte Subproblem
u¨bergeben.
2. Das Subproblem bestimmt mit Hilfe von Korollar 1, ob die bisher betrachtete Pfad-
menge alle fu¨r das MP relevanten Pfade entha¨lt. Falls dies nicht der Fall ist, werden
die dualen Variablen genutzt, um neue Pfade zu erzeugen, die fu¨r die na¨chste Itera-
tion an das RMP u¨bergeben werden [Des06]. Die koppelnden Nebenbedingungen
sind Teil des RMP, werden im Subproblem jedoch nur in Form dualer Informa-
tionen beru¨cksichtigt. Der Vorgang der Pfaderzeugung wird im kommenden Ab-
schnitt 5.1.3 am Beispiel von (Optpath) erla¨utert.
5.1.3 Anwendung von Column Generation auf (Optpath)
Drei Komponenten machen ein Column-Generation-Verfahren aus (vgl. Abbildung 5.2):
die initiale Pfadmenge, das RMP und das Subproblem. Das MP und somit das RMP
sind durch die lineare Relaxierung von (Optpath) gegeben:


































ij ≤Wijnij ∀d ∈ D ∀(i, j) ∈ A
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ij ≤ Bi ∀i ∈ N ∀d ∈ D
∑
p∈P(k)
λkp = 1 ∀k ∈ K ∀p ∈ P(k)
0 ≤ λkp ≤ 1 ∀k ∈ K ∀p ∈ P(k)
nij ≥ 0 ∀(i, j) ∈ A
Die initiale Pfadmenge
Die initiale Pfadmenge muss fu¨r jede Relation mindestens einen Pfad enthalten. Des
Weiteren muss aus den betrachteten Pfaden eine zula¨ssige Lo¨sung des MP konstruierbar
sein. Es wird die Menge der direkten Pfade von der Quelle o(k) zur Senke d(k) fu¨r jede
Relation k definiert:
Pdirekt(k) = {p ∈ P(k) | xkpij = 1, falls i = o(k) ∧ j = d(k), xkpij = 0 sonst} (5.1)
Testrechnungen auf verschiedenen Instanzen zeigen, dass die oben definierte Menge der
Direktpfade in der Regel eine zula¨ssige Startmenge fu¨r das MP erzeugt (vgl. Kapitel 6).
Es kann gezeigt werden, dass theoretisch Fa¨lle existieren, in denen die Menge Pdirekt(k)
keine zula¨ssige initiale Pfadmenge liefert. Auf die Konstruktion eines solchen Falles wird
an dieser Stelle jedoch verzichtet.
Ist der Ansatz mit Pdirekt(k) nicht erfolgreich, ist es mo¨glich, mit Hilfe sogenannter
Big-M-Methoden eine Startlo¨sung zu erzeugen [Des06]. Bei diesen in der linearen Opti-
mierung u¨blichen Verfahren werden zuna¨chst virtuelle Pfade eingefu¨hrt, die sehr hohe
Kosten haben, dabei jedoch die Zula¨ssigkeit der Lo¨sung erzwingen. Eine vergleichbare
Methodik wird in Unterkapitel 5.3 zum Finden einer zula¨ssigen Startlo¨sung fu¨r (Optarc)
verwendet.
RMP
Das RMP hat die gleiche Struktur wie das MP. Es sind lediglich weniger Variablen
bzw. Pfade enthalten. Das RMP ist ein lineares Programm, das mit Standardmethoden,
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wie dem Simplexverfahren oder durch Innere-Punkte-Methoden, gelo¨st werden kann. Da
professionell implementierte Codes fu¨r diese Verfahren existieren, kann auf Softwarepro-
dukte, wie CPLEX oder GuRoBi, zuru¨ckgegriffen werden. Diese Verfahren bestimmen
neben der primalen Lo¨sung des RMP auch eine Optimallo¨sung des dualen Problems.
Die dualen Variablen werden im Subproblem beno¨tigt und bieten die Mo¨glichkeit, in
jeder Iteration des Column-Generation-Verfahrens eine untere Schranke fu¨r das MP zu
berechnen. Es werden daher Bezeichnungen fu¨r die dualen Variablen derjenigen Neben-




































Der Zielfunktionswert Z∗RMP der Lo¨sung des RMP liefert keine untere Schranke fu¨r den
optimalen Zielfunktionswert Z∗MP des MP, weil die Pfadmenge im RMP kleiner ist als
im MP. Es gilt
Z∗MP ≤ Z∗RMP . (5.2)
Mit Hilfe der Duallo¨sungen ko¨nnen dennoch untere Schranken fu¨r den Zielfunktionswert
Z∗MP des MP bestimmt werden. Damit ist auch eine untere Schranke fu¨r (Optpath) be-
kannt, falls eine optimale Lo¨sung des MP nicht mo¨glich ist. Dazu sind zwei Methoden
bekannt: Die Methode von Farley [Far90] hat sich als wenig effizient fu¨r das vorliegende
Problem erwiesen und wird daher nicht eingehender betrachtet. Die von Lasdon [Las70]
eingefu¨hrte und bewiesene Schranke benutzt die aus den dualen Variablen bestimmten
reduzierten Kosten. Im Falle des hier betrachteten MP muss fu¨r jede Relation k ∈ K
das Minimum der reduzierten Kosten rkp aller Variablen λ
k
p bestimmt werden, um die








rkp ≤ Z∗MP ≤ Z∗RMP (5.3)
Die relevanten rkp werden in jeder Iteration fu¨r das Subproblem bestimmt. Der Aufwand
zur Bestimmung der Lasdonschranke LBLasdon ist daher minimal. Die Lasdonschran-
ke wa¨chst nicht zwangsla¨ufig monoton. Grund dafu¨r sind sogenannte Oszillationen der
Werte der dualen Variablen [LD05], die zur Berechnung der Schranke verwendet wer-
den. Die Lasdonschranke, die in der letzten Iteration errechnet wird, muss daher nicht
zwangsla¨ufig besser sein als die zuvor berechneten. In diesem Fall liefert das Maximum
aller berechneten Lasdonschranken eine sinnvolle untere Schranke.
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Subproblem
Im Subproblem wird gepru¨ft, ob die aktuelle Menge von Pfaden im RMP hinreichend
groß ist, um das Optimum des MP zu enthalten. Fu¨r diese Pru¨fung wird Korollar 1
verwendet. Das Korollar wird auch zur Auswahl neuer Pfade benutzt, falls die Pfadmenge
noch zu klein ist. Zuna¨chst werden die reduzierten Kosten rkp einer Pfadvariablen λ
k
p
bestimmt. Zur Berechnung sind zwei Werte erforderlich, deren Differenz anschließend
gebildet wird: vom Kostenkoeffizienten der Variable in der Zielfunktion wird das Produkt







































Um den unu¨bersichtlichen Ausdruck handhabbar zu machen, wird der folgende nur von




[Ui − µdijlkd − ηdijwkd − σdi vkd ] (5.5)







ij − τk (5.6)
Es sollen diejenigen Pfadvariablen mit minimalen reduzierten Kosten1 bestimmt werden,
welche die lokal gesehen gro¨ßeren Verbesserungen des aktuellen Zielfunktionswertes des









ij ]− τk (5.7)
Pfade sind durch ihre Kantenflu¨sse xkpij definiert (vgl. Formel (4.12)). Um der Definiti-
on eines Pfades zu genu¨gen, muss ein Kantenfluss die Flusserhaltungsbedingung (4.6)
und die Umstellbeschra¨nkung (4.11) erfu¨llen. Ein fu¨r die Relation k zula¨ssiger Pfad p,
dessen assoziierte Pfadvariable λkp minimale reduzierte Kosten hat, ist daher Lo¨sung des
folgenden Minimierungsproblems (Sub):
1Der Begriff der reduzierten Kosten wurde urspru¨nglich fu¨r Maximierungsprobleme und ist daher
mo¨glicherweise irrefu¨hrend: Bei Minimierungsproblemen sind die minimalen reduzierten Kosten zu
bestimmen




















1, wenn j Quelle von Relation k ist
−1, wenn j Senke von Relation k ist
0, sonst
Die Lo¨sung des Subproblems wird auch als Pricing bezeichnet. Das Problem (Sub) ist
ein Ku¨rzeste-Wege-Problem mit Kantenbeschra¨nkung, das laut Satz 4 in kubischer Zeit
vom Bellman-Ford-Algorithmus gelo¨st werden kann. Dabei wird nicht nur der ku¨rzeste
Pfad mit Sk Kanten, sondern gleichzeitig auch die ku¨rzesten Pfade mit 2, . . . , Sk −
1 Kanten berechnet. Auf diese Weise ko¨nnen innerhalb jeder einzelnen Iteration des
Column-Generation-Verfahrens mehrere Pfade fu¨r jede Relation erzeugt werden. Diese
Erho¨hung der Anzahl generierter Pfade pro Iteration kann zu einer verringerten An-
zahl no¨tiger Iterationen zum Auffinden des Optimums fu¨hren [LD05]. Dabei bleibt die
Lo¨sungszeit der Subprobleme polynomiell beschra¨nkt und ko¨nnte zur weiteren Beschleu-
nigung parallelisiert werden, um die heute u¨blichen Mehrkernprozessoren auszunutzen.
Teilaspekte der hier eingefu¨hrten Column-Generation-Verfahren wurden bereits im Rah-
men der Promotion in [VC11] vero¨ffentlicht.
Ausgewa¨hlte Ergebnisse des Column-Generation-Verfahrens und der
Tailing-off-Effekt
In Tabelle 5.1 sind Ergebnisse exemplarisch ausgewa¨hlter Testinstanzen mit einem Zeitli-
mit von zwo¨lf Stunden aufgelistet. Die vollsta¨ndigen Ergebnislisten und Beschreibungen
zur Implementierung und zum Aufbau der Instanzen finden sich in Kapitel 6. Die Spal-
ten TCPLEX und TCG enthalten die jeweilige Lo¨sungszeit bis zur Optimalita¨t, welche
jedoch auf zwo¨lf Stunden begrenzt wurde. Im Falle des CG-Verfahrens wurde der rela-
tive Abstand ω zwischen der besten Lasdonschranke LBLasdon und der oberen Schranke




Die Spalten Pfade und Iter enthalten die Gesamtzahl der im CG erzeugten Pfade und
die Anzahl der Iterationen des Verfahrens.
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Tabelle 5.1: Ergebnisse der Tests mit Column Generation
TCPLEX TCG ω Pfade Iter
DB-21-254-10a 681s 100s 0,00% 2.471 51
DB-21-254-10b 425s 1.059s 0,00% 4.336 139
gen-50-224-10 – 43200s 0,03% 101.118 1162
gen-100-547-7 – 43200s 26,43% 41.719 79
Das CG-Verfahren ist in der Lage, alle Instanzen zur Optimalita¨t zu lo¨sen, die auch
mit Hilfe von CPLEX gelo¨st werden ko¨nnen. Dabei ist CG in einem Fall sogar schnel-
ler. Gro¨ßere Instanzen, wie die in Tabelle 5.1 zuletzt aufgefu¨hrten gen-50-224-10 und
gen-100-547-7, ko¨nnen auch von CG nicht zur Optimalita¨t gelo¨st werden. Bei der zweit-
genannten Instanz ist zu beobachten, dass die Anzahl der durchgefu¨hrten Iterationen
gemessen an der Laufzeit sehr gering ist. Dies deutet darauf hin, dass die Lo¨sung der
RMP viel Zeit in Anspruch nimmt. Es werden jedoch nicht-triviale untere Schranken
berechnet, die zuvor nicht bekannt waren.
Es fa¨llt auf, dass die Instanz gen-50-224-10 im Gegensatz zu DB-21-254-10a und DB-
21-254-10b nicht effizient gelo¨st wird, obwohl die jeweilige Anzahl der Relationen nur
geringfu¨gig abweicht. Die gro¨ßere Anzahl der Knoten in gen-50-224-10 ist eine mo¨gliche
Erkla¨rung. Ein Vergleich der Lo¨sungsverla¨ufe zeigt jedoch vor allem ein algorithmisches
Problem auf:



















Abbildung 5.3: Verlauf von LBLasdon und UB fu¨r DB-21-254-10a
In den Abbildungen 5.3 und 5.4 sind jeweils die Verla¨ufe der oberen (UB) und unteren
Schranken (LB) u¨ber den durchgefu¨hrten Iterationen abgetragen. In beiden Diagram-
men fa¨llt auf, dass sich die obere Schranke nach vergleichsweise wenigen Iterationen
nicht mehr vera¨ndert. Im Falle von DB-21-254-10a wird das Optimum innerhalb von
33 Iterationen erreicht. In den restlichen Iterationen werden immer mehr Pfade erzeugt,
die jedoch in der Optimallo¨sung keinen Beitrag leisten. Der Beweis, dass Optimalita¨t
vorliegt, dauert erheblich la¨nger als das Finden des Optimums. Der Verlauf der unteren
Schranke gibt einen Hinweis auf den Konvergenzverlauf des Verfahrens. Obwohl Abbil-
dung 5.3 suggeriert, dass die Schranken gleich sind, ist die LB bis zur letzten Iteration
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geringfu¨gig kleiner als die UB.





















Abbildung 5.4: Verlauf von LBLasdon und UB fu¨r gen-50-224-10
Auch im Falle von gen-50-224-10 stagniert die obere Schranke nach wenigen Iterationen
(vgl. Abbildung 5.4). Die untere Schranke bleibt deutlich unterhalb der oberen Schran-
ke. Die Vermutung, das Optimum sei bereits gefunden, ist naheliegend und nicht un-
begru¨ndet. Das Verfahren beno¨tigt jedoch eine hohe Zahl weiterer Iterationen, bis der
Optimalita¨tsnachweis erbracht werden kann. Dieser Effekt wird als Tailing-off-Effekt be-
zeichnet und ist bei Column-Generation-Verfahren nicht unu¨blich. Wie Lu¨bbecke und
Desrosiers schreiben, ist der Effekt bisher nur teilweise verstanden [LD05]. Der Effekt
wird im vorliegenden Fall vornehmlich durch die Degeneriertheit des Master Problems
hervorgerufen, welche bei der hier vorliegenden Set-Covering-Struktur u¨blich ist. Eine
Mo¨glichkeit des Umgangs mit dem Tailing-off-Effekt, bei der die Lasdonschranke benutzt
wird, wird im Rahmen der Branch-and-Price-Verfahren in Unterkapitel 5.2 umgesetzt.
Zusammenfassung Column Generation
Das Column-Generation-Verfahren ist ein Lo¨sungsverfahren, das auf die lineare Relaxie-
rung des pfadbasierten Modells (Optpath) angewendet werden kann. Sukzessive werden
neue Pfade in Polynomialzeit erzeugt, die dem RMP hinzugefu¨gt werden. Fu¨r große
Probleminstanzen liefert das Verfahren untere Schranken, die ansonsten nicht berechnet
werden ko¨nnen, obwohl die Optimallo¨sung der LP nicht gefunden werden.
5.2 Branch-and-Price
Das vorgestellte Column-Generation-Verfahren liefert untere Schranken fu¨r (Optpath).
Erst die Einbindung in ein klassisches Branch-and-Bound-Schema (vgl. Abschnitt 3.4.2)
erlaubt die Lo¨sung des ganzzahligen Modells. Branch-and-Bound besteht aus einem
strukturierten Vergleich zwischen der jeweils besten verfu¨gbaren Lo¨sung und lokalen
unteren Schranken. Die unteren Schranken kann das Column-Generation-Verfahren lie-
fern, welches dazu in jedem Knoten des Branch-and-Bound-Baumes durchzufu¨hren ist.
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Es werden also in jedem Knoten neue Pfade generiert und damit das mit dem Knoten
assoziierte LP gelo¨st. Das resultierende Verfahren ist exakt und als Branch-and-Price
(B&P) bekannt [BJN+98].
Im Folgenden werden zuna¨chst Details des Branch-and-Price diskutiert. Anschließend
werden problemspezifische Schnittebenen entwickelt, welche die Lo¨sung beschleunigen,
und der Umgang mit dem Tailing-off-Effekt im Branch-and-Price erkla¨rt.
5.2.1 Voru¨berlegungen zum Branch-and-Price
Im Gegensatz zu klassischen Branch-and-Bound-Verfahren existieren fu¨r Branch-and-
Price nur in bedingtem Maße generische Softwarelo¨sungen, die die jeweilige Problem-
struktur optimal ausnutzen. Definition und Implementierung des sogenannten Bran-
chingschemas, d.h. der Aufbau des Entscheidungsbaumes und die Reihenfolge der Tra-
versierung, sind in der Regel individuell zu gestalten [DL10], obwohl auch Arbeiten zur
Entwicklung generischer Regeln existieren [Van11]. Daher ist zu diskutieren, wie das
Branchingschema im vorliegenden Fall auszusehen hat. Dabei sind zwei teils konkurrie-
rende Ziele zu verfolgen:
(a) Einerseits sollten Branchingentscheidungen getroffen werden, die starken Einfluss
auf den Zielfunktionswert der Teilprobleme haben. Ansonsten muss der Baum bis
in große Tiefen durchsucht werden, bevor der Zielfunktionswert des LP im betrach-
teten Knoten gro¨ßer ist als der Zielfunktionswert der besten bekannten Lo¨sung. In
Folge dessen ko¨nnten A¨ste des Baumes erst spa¨t im Verlauf der Suche verworfen
werden. Dadurch stiege die Anzahl zu durchsuchender Knoten.
(b) Andererseits sollte das Branchingschema die Suche in Teile des Baumes fu¨hren, in
denen vielversprechende, ganzzahlige Lo¨sungen zu finden sind. Dies ist notwendig,
weil ganzzahlige Lo¨sungen aus praktischer Sicht wichtig sind und weil gute ganz-
zahlige Lo¨sungen das fru¨here Verwerfen von A¨sten erlauben. Daher ist es sinnvoll,
Entscheidungen in jeder Iteration derart zu treffen, dass die Anzahl fraktionaler,
d.h. nicht-ganzzahliger, Variablen verringert wird.
Das zu lo¨sende Modell (Optpath) hat zwei Typen von Entscheidungsvariablen: die Desi-
gnvariablen nij und die Pfadvariablen λ
k
p. Die Kostenstruktur des EWV, die in der Ziel-
funktion von (Optpath) modelliert wurde, setzt sich aus Transport- und Umstellkosten
zusammen. Im Falle praxisnaher Instanzen entfa¨llt der gro¨ßere Anteil der Gesamtkosten
auf die Transportkosten, welche durch die Designvariablen bestimmt sind. In Anbetracht
der Argumente aus (a) ist es naheliegend, zuna¨chst u¨ber die nij zu branchen. Numerische
Tests haben jedoch gezeigt, dass durch diese Entscheidung mehr Pfadvariablen fraktio-
nal werden. Dieser Effekt la¨uft dem in (b) genannten Ziel guter ganzzahliger Lo¨sungen
zuwider.
Eine Alternative ist das Branching u¨ber die Pfadvariablen. Die Variablen λkp bestim-
men, ob die Wagen der Relation k u¨ber Pfad p transportiert werden. Ein Branching
u¨ber diese Variablen erzeugt demnach zwei A¨ste des Baumes. Im Falle λkp = 1 wird der
Pfad p fu¨r Relation k erzwungen, im Falle λkp = 0 wird der Pfad verboten. Wa¨hrend
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das Erzwingen eines Pfades zu einem sehr unsymmetrischen Entscheidungsbaum fu¨hrt,
entstehen beim Verbieten eines Pfades algorithmische Probleme im weiteren Verlauf des
Verfahrens: In jedem Knoten des Baumes werden mit Hilfe des ins CG-Verfahren ein-
gebetteten Ku¨rzeste-Wege-Algorithmus neue Pfade generiert. Dabei kann jedoch nicht
vermieden werden, dass der zuvor verbotene Pfad p immer wieder als ku¨rzester Pfad
erzeugt wird. Es mu¨sste daher zuna¨chst der zweitku¨rzeste Pfad erzeugt werden. Werden
weitere Pfade fu¨r Relation k verboten, versta¨rkt sich dieser Effekt. Die effiziente Lo¨sung
der Subprobleme in tieferen Regionen des Baumes wird stark beeintra¨chtigt, da bei κ
verbotenen Pfaden ein κ-ku¨rzester Weg zu berechnen wa¨re. Das Branching u¨ber die Pf-
advariablen λkp ist daher zu vermeiden.
An dieser Stelle ist die A¨quivalenz der extensiven Formulierung (Optpath) und der kom-
pakten Formulierung (Optarc) hilfreich, die durch Gleichung (4.12) gezeigt wurde. Die
pfadbasierten Flu¨sse in (Optpath) setzen sich aus Kantenflu¨ssen, wie sie (Optarc) charak-
terisieren, zusammen. Es besteht daher die Mo¨glichkeit, u¨ber die Kantenflussvariablen
xkij zu branchen. Die Entscheidung x
k
ij = 0 bedeutet in diesem Fall, dass alle Pfade
der Relation k verboten werden, in denen die Kante (i, j) enthalten ist. Dies kann im
Subproblem des CG-Verfahrens auf einfache Weise umgesetzt werden, indem die Kante
(i, j) aus dem Graph entfernt wird und dadurch nicht mehr in neuen Pfaden auftreten
kann. Komplizierter ist hingegen die Entscheidung xkij = 1, welche die Wahl von Pfaden
erzwingt, die die Kante (i, j) enthalten. Das Erzwingen bestimmter Kanten beeinflusst
die Generierung neuer Pfade im Subproblem des CG-Verfahrens. Das dort zu lo¨sende
Ku¨rzeste-Wege-Problem ist unter der Bedingung, dass bestimmte Kanten gezwungener-
maßen zu verwenden sind, nicht mehr in Polynomialzeit zu lo¨sen. Im Gegensatz zum
allgemeinen Fall ist im hier betrachteten Modell (Optpath) jedoch die Anzahl erlaubter
Kanten pro Pfad beschra¨nkt. Dies ist hilfreich, wenn Entscheidungen der Form xkij = 1
getroffen werden, wie im Folgenden sukzessive erla¨utert wird (vgl. auch Abbildung 5.5).












Abbildung 5.5: Visualisierung des Subproblems fu¨r q = 1 und q = 2
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q = 1: Einen Pfad zu erzeugen, der genau eine gegebene Kante (i, j) enthalten muss, ist
simpel. Er setzt sich aus einem ku¨rzesten Weg von der Quelle Q zu Knoten i,
der Kante (i, j) selbst und einem ku¨rzesten Weg von j zur Senke S der Relation
zusammen. Dabei ist auf die Beschra¨nkung der Anzahl benutzter Kanten zu achten,
die in der Pfaddefinition 16 enthalten ist. Dieses Problem kann in O(|N |2) gelo¨st
werden.
q = 2: Bei zwei erzwungenen Kanten e1 = (i1, j1) und e2 = (i2, j2) wird das Problem
komplexer, wenn unbekannt ist, in welcher Reihenfolge die beiden Kanten zu be-
nutzen sind. Ist eine Reihenfolge, z.B. e1 vor e2, gegeben, ist das Problem auf den
Fall q=1 zuru¨ckzufu¨hren: Ein ku¨rzester Pfad u¨ber e1 und e2 setzt sich aus einem
ku¨rzesten Weg von der Quelle der Relation u¨ber e1 nach i2 (Fall q=1), der Kante
e2 selbst und einem ku¨rzesten Weg von i2 zur Senke zusammen. Da im Allgemei-
nen die Kantenreihenfolge nicht bekannt ist, mu¨ssen fu¨r q=2 zwei Reihenfolgen
betrachtet werden.
q > 2: Das Prinzip, das fu¨r q=2 beschrieben wurde, kann rekursiv auch fu¨r gro¨ßere Werte
von q fortgesetzt werden. In diesem Fall wa¨chst allerdings die Anzahl zu betrach-
tender Reihenfolgen schnell an. Es sind stets q! Reihenfolgen zu betrachten. Die
Laufzeit ist mit O(q!|N |2) abzuscha¨tzen.
Der beschriebene Ansatz fu¨r das Subproblem nutzt die allgemeine Idee der Bellman-
Optimalita¨t [AMO93]: Ein ku¨rzester Pfad besteht aus Teilpfaden, die ebenfalls minimale
La¨nge haben. Der rekursive Ansatz mit q! Reihenfolgen ist nicht mehr in Polynomialzeit
lo¨sbar. Da jedoch q fu¨r jede Relation durch die maximale Anzahl Sk erlaubter Kanten
fu¨r einen Pfad beschra¨nkt ist, ist der Aufwand fu¨r die Berechnung vertretbar, solange Sk
klein genug ist. Sk wird als maximale Anzahl der Umstellungen jedes Wagens im Praxis-
fall ho¨chstens als fu¨nf gewa¨hlt, weil ansonsten Transportzeitversprechen nicht einzuhal-
ten sind. Damit ist der Parameter hinreichend klein. Um die Rechenzeit zu verku¨rzen,
ist es mo¨glich, die Berechnung abzubrechen, sobald der erste zula¨ssige Pfad mit posi-
tiven reduzierten Kosten gefunden wurde. Alternativ kann das Subproblem auch mit
Hilfe eines entsprechenden Lo¨sungsverfahrens als ganzzahliges Programm gelo¨st werden.
Die rekursive Berechnung neuer Pfade im beschriebenen Branchingschema macht eine
Anwendung des Verfahrens praktikabel. Zur Beschleunigung des Verfahrens werden dem
Branch-and-Price im Folgenden weitere Elemente hinzugefu¨gt.
5.2.2 Entwicklung von Schnittebenen und Erweiterung zu
Branch-and-Price-and-Cut
Das Branch-and-Price-Verfahren berechnet unter Beru¨cksichtigung der bisherigen Ent-
scheidungen in jedem Knoten des Entscheidungsbaumes eine untere Schranke fu¨r den
Zielfunktionswert. Bessere Schranken erlauben es dabei, A¨ste des Baumes, in denen die
Optimallo¨sung nicht liegt, fru¨her zu verwerfen. In Abschnitt 4.2.2 wurde die Problema-
tik schwacher Schranken anhand der Struktur der Polyeder diskutiert, die den zula¨ssigen
Lo¨sungsbereich der linearen Relaxierungen darstellen. Das Kernproblem bestand darin,
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dass die Zugkosten nach der Relaxierung nicht mehr sinnvoll abgebildet wurden. In Folge
dessen ging auch der angestrebte Bu¨ndelungseffekt (vgl. Abschnitt 3.2.2) verloren. Im
Verlauf des Branch-and-Price-Verfahrens kann diese Problematik zumindest in Teilen
mit Hilfe angepasster Schnittebenen vermindert werden, die fu¨r bessere untere Schran-
ken sorgen:
Das beschriebene Branching erzwingt oder verbietet fu¨r bestimmte Relationen die Be-
nutzung bestimmter Kanten. Wird die Entscheidung xkij = 1 getroffen, muss Relation k
u¨ber die Kante (i, j) transportiert werden. Aus der Anschauung und den La¨ngen- und
Gewichtsrestriktionen (4.7) und (4.8) wird offensichtlich, dass hierzu Transportkapa-
zita¨ten erforderlich sind. Es sei Kfix(i, j) die Teilmenge aller Relationen K, fu¨r welche
die Entscheidung xkij = 1 getroffen wurde. Dann la¨sst sich die folgende Schnittebene fu¨r















Die aggregierten Aufkommen der Relationen in Kfix(i, j) induzieren eine Mindestzahl
an Zu¨gen, die durch den Term im Klammerinneren zu berechnen ist. Maßgeblich ist
dabei der aufkommenssta¨rkste Tag, der durch den Maximumterm ermittelt wird. Das
Aufrunden spiegelt die Ganzzahligkeit der Designvariablen nij wider. Die Schnittebe-
nen (5.8) enthalten als Spezialfall die folgende Menge klassischer Schnittebenen aus der
Designtheorie fu¨r Mehrgu¨ternetzwerke, die bspw. bei Hewitt et al. [HNS10] Erwa¨hnung
finden:
nij ≥ xkij (5.9)
Die beschriebenen Schnittebenen ko¨nnen in jedem Knoten effizient berechnet und dem
Problem hinzugefu¨gt werden. Die Schnittebenen sind nur lokal gu¨ltig, da sie von den
bisher betrachteten Entscheidungen abha¨ngen. Sie ko¨nnen somit hilfreich sein, um bes-
sere Schranken in den Knoten des Entscheidungsbaumes zu erhalten und werden daher
zur Erweiterung des B&P zu einem Branch-and-Price-and-Cut-Verfahren (B&P&C) ver-
wendet.
5.2.3 Der Tailing-off-Effekt im Branch-and-Price-and-Cut
Im Abschnitt 5.1.3 wurde der Tailing-off-Effekt beschrieben, der bei einigen, speziell
gro¨ßeren Instanzen dazu fu¨hrte, dass die lineare Relaxierung nicht zur Optimalita¨t
gelo¨st werden konnte. Die Lo¨sung der Relaxierungen bis zur Optimalita¨t ist jedoch beim
Branch-and-Bound bzw. Branch-and-Price nicht zwingend erforderlich, sofern es mo¨glich
ist, in jedem Knoten des Entscheidungsbaumes eine untere Schranke zu bestimmen. Die
im Rahmen der Column-Generation-Verfahren beschriebene Lasdonschranke bietet ge-
nau diese Mo¨glichkeit. Die Lasdonschranke ist nicht die theoretisch beste, aber den-
noch eine gu¨ltige untere Schranke. Sie erlaubt die Anwendung eines Verfahrens, das von
Lu¨bbecke und Desrosiers [LD05] als verfru¨hter Abbruch (engl.: Early Termination (ET))
bezeichnet wird. Die Erzeugung neuer Pfade im Rahmen des CG-Verfahrens wird bei
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der ET abgebrochen, sobald z.B. der relative Abstand zwischen der aktuellen Lo¨sung des
RMP und der Lasdonschranke (5.1.3) ein vorgegebenes Maß ω unterschreitet. Alterna-
tiv wa¨re auch eine Zeitvorgabe ein denkbares Abbruchkriterium. Das Branch-and-Price
bleibt trotz dieser Anpassung ein exaktes Verfahren. Die Schranken in den Knoten sind
zwar schwa¨cher als bei vollsta¨ndiger Berechnung aller Pfade, ko¨nnen dafu¨r aber in einem
Bruchteil der Zeit berechnet werden.
Zusammenfassung Branch-and-Price-and-Cut
Branch-and-Price ist eine spezielle Variante des Branch-and-Bound, die eingesetzt wer-
den kann, um das pfadbasierte Modell (Optpath) zu lo¨sen. Die Besonderheit liegt in
der Lo¨sung der linearen Relaxierungen in den Knoten des Entscheidungsbaumes, welche
mit Hilfe von CG durchgefu¨hrt werden. Im CG wird die Subproblemstruktur ausge-
nutzt, indem nur Ku¨rzeste-Wege-Probleme gelo¨st werden. Da diese Struktur abha¨ngig
von den Branchingentscheidungen verloren geht, gestaltete sich das Design eines Bran-
chingschemas als vergleichsweise komplex. Die Diskussion verschiedener Varianten fu¨hrte
zu der Erkenntnis, dass das Branchen u¨ber die Variablen der kompakten Formulierung
(Optarc) vielversprechend ist, wodurch jedoch die Pfaderzeugung erschwert wird. Diesem
nicht unu¨blichen Problem kann im vorliegenden Problem mit einem rekursiven Ansatz
begegnet werden. Das Branching bietet u¨berdies den Vorteil, dass aus den Entscheidun-
gen problemspezifische Schnittebenen abgeleitet werden ko¨nnen, um die in den Knoten
bestimmten unteren Schranken zu verbessern. Die dem CG-Verfahren inha¨rente Pro-
blematik des Tailing-Off-Effekts kann umgangen werden, indem die Pfaderzeugung an
geeigneter Stelle abgebrochen wird. Numerische Ergebnisse, welche die U¨berlegenheit des
Branch-and-Price-and-Cut gegenu¨ber kommerziellen Solvern zeigen, finden sich in Kapi-
tel 6. Die Lo¨sung von Realinstanzen in praxistauglicher Zeit und Lo¨sungsgu¨te ist jedoch
auch mit dem entwickelten Branch-and-Price-and-Cut derzeit nicht mo¨glich. Verschie-
dene Strategien zur Verbesserung des Verfahrens aus [DDS02] wurden erfolglos getestet.
Daher werden im Folgenden metaheuristische Ansa¨tze zur Lo¨sung von (Optpath) bzw.
(Optarc) betrachtet. Die hier vorgestellten Ergebnisse zu CG und B&P&C wurden bereits
im Rahmen fru¨herer Arbeiten vero¨ffentlicht [VC11, VC13a].
5.3 Ein metaheuristisches Lo¨sungsverfahren
Trotz der guten Ergebnisse, die das Branch-and-Price-Verfahren aus Abschnitt 5.2 fu¨r
einige kleine Instanzen liefert, ist die Lo¨sung von Instanzen realer Gro¨ße mit Hilfe ex-
akter Verfahren derzeit nicht praktikabel. Angesichts der Tatsache, dass auch moderne
Verfahren schon bei der Lo¨sung der linearen Relaxierung großer Instanzen an ihre Gren-
zen stoßen, ist die exakte Lo¨sung des Problems ho¨chst anspruchsvoll. Die Betrachtung
(meta-)heuristischer Lo¨sungsansa¨tze zum Auffinden praxistauglicher Lo¨sungen erscheint
daher naheliegend. Es wird zuna¨chst ein Vorgehen festgelegt und anschließend ein meta-
heuristischer Ansatz mit Komponenten der exakten Optimierung, d.h. eine Matheuristik,
entwickelt.
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5.3.1 Entwicklung von metaheuristischen Lo¨sungsverfahren
Wie bereits in Abschnitt 3.4.3 angedeutet, existiert eine Vielzahl metaheuristischer
Ansa¨tze zur Lo¨sung ganzzahliger Optimierungsprobleme. So¨rensen [So¨r13] gibt Emp-
fehlungen, wie eine systematische Entwicklung und Erforschung von Metaheuristiken
zu wissenschaftlichem Mehrwert fu¨hren kann. Aus seinen Empfehlungen la¨sst sich ein
mehrstufiges Vorgehen ableiten, das in dieser Arbeit den Rahmen fu¨r die Entwicklung
einer Metaheuristik vorgeben wird:
1. Der erste Schritt zur Lo¨sung eines gegebenen Problems besteht in der Identifikation
und Auswahl verwandter Optimierungsprobleme, fu¨r die wirksame Metaheuristi-
ken bekannt sind. Die Anwendung eines Analogieprinzips soll die U¨bertragung
erfolgversprechender Strukturen ermo¨glichen.
2. Der na¨chste Schritt besteht in der Zerlegung der Metaheuristiken in ihre Kom-
ponenten, um den Einfluss der einzelnen Komponenten auf das Gesamtverfahren
zu analysieren. Dies ist insbesondere erforderlich, wenn mehrere metaheuristische
Ansa¨tze miteinander kombiniert werden. Die komponentenweise Betrachtung ei-
ner Metaheuristik erlaubt es, Gemeinsamkeiten guter Verfahren fu¨r ein Problem
zu identifizieren. Daru¨ber hinaus wird es mo¨glich, unwirksame Strukturen, wie z.B.
u¨berflu¨ssige stochastische Komponenten, zu entfernen und damit schlanke Ansa¨tze
zu entwickeln.
3. Die Entwicklung einer adaptiven Metaheuristik, bei der der Benutzer keine Pa-
rameter einstellen muss, ist zwar wu¨nschenswert, aber in der Regel schwer zu
realisieren. Die Anzahl der Parameter sollte demnach mo¨glichst klein gehalten
werden. Dadurch wird es mo¨glich, das Parametertuning systematisch und transpa-
rent durchzufu¨hren. Dazu schlagen Silberholz und Golden [SG10] eine Teilung der
Menge der Testinstanzen vor. Eine repra¨sentative Teilmenge aller Instanzen sollte
gewa¨hlt werden, um das Parametertuning durchzufu¨hren. Die u¨brigen Instanzen
sollten mit den ermittelten Parametern gelo¨st werden. Dadurch wird verhindert,
dass die Testresultate verfa¨lscht werden, weil die Parameter auf alle Testinstanzen
abgestimmt sind.
4. Der letzte Schritt besteht im systematischen Testen der Metaheuristik unter Ver-
wendung statistischer Analysemethoden. Die Herkunft und Zusammenstellung al-
ler Instanzen sollte transparent sein.
Die Anwendung des beschriebenen Vorgehens auf das Modell (Optarc) wird im Folgenden
beschrieben.
5.3.2 Anwendung des Analogieprinzips
Dem oben beschriebenen Vorgehen folgend gilt es, metaheuristisch gelo¨ste Optimie-
rungsprobleme zu identifizieren, die mit dem vorliegenden Problem (Optarc) verwandt
sind. Dazu wurden drei wissenschaftliche Arbeiten aus der ju¨ngeren Vergangenheit aus-
gewa¨hlt.
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1. Ahuja et al. [AJL07] betrachten in ihrer Arbeit das Blockingproblem. Wie in Ab-
schnitt 3.2.2 dargestellt wurde, ist das Blockingproblem verwandt mit dem im
Modell (Optarc) modellierten Wagenflussproblem. Der zentrale Unterschied be-
steht in den nahezu unbeschra¨nkten Zugkapazita¨ten. Der vorgeschlagene Algorith-
mus betrachtet eine zula¨ssige Lo¨sung und durchla¨uft sukzessive die Knoten des
Netzwerkes. Es wird lokal u¨berpru¨ft, ob die Etablierung neuer Zugverbindungen
Einsparungen bringen kann. Anschließend werden Relationen den neuen Verbin-
dungen entsprechend geroutet. Mit den neuen Routen wird die gegebene Lo¨sung
aktualisiert. Der Vorgang wird wiederholt, bis ein lokales Optimum erreicht ist.
Die Suche nach einem globalen Optimum wird nicht beschrieben. Nichtsdestotrotz
ist das Verfahren den Autoren zufolge auch bei Realinstanzen so erfolgreich, dass
es bei mehreren nordamerikanischen Eisenbahnunternehmen eingesetzt wird.
2. Homfeld pra¨sentiert in seiner Dissertation [Hom12] ein Verfahren zur Optimie-
rung von Leitwegepla¨nen, das er als Rip-up-and-Reroute bezeichnet. Mit Hilfe
eines komplizierten Bewertungsschemas werden Relationen gewa¨hlt, die neu ge-
routet werden. Um lokalen Optima zu entkommen, wird mit Hilfe eines Simulated-
Annealing-Ansatzes eine zula¨ssige Lo¨sung aus einem Lo¨sungspool gewa¨hlt. Das
Verfahren entha¨lt also eine stochastische Komponente.
3. Das Modell (Optarc) geho¨rt zur Klasse der kapazitierten Mehrgu¨ternetzwerk Design
Probleme mit Fixkosten (FMCNDP), wie in Unterkapitel 4.1 bereits festgestellt
wurde. Hewitt et al. [HNS10] stellen eine Metaheuristik fu¨r derartige Netzwerke
vor. Sie betrachten ein verallgemeinertes Modell fu¨r das Netzwerkdesign. Ihre Me-
taheuristik, die sie IP Search nennen, erzeugt mit verschiedenen Prozeduren aus
einer gegebenen Lo¨sung sehr große Nachbarschaften, die mit Hilfe eines Solvers fu¨r
ganzzahlige Programme durchsucht wird. Die Ergebnisse von Optimierungsla¨ufen
fu¨r verschiedene Instanzen zeigen die Leistungsfa¨higkeit des Verfahrens.
Die Gemeinsamkeit der drei genannten Verfahren ist offensichtlich: Eine gegebene Lo¨sung
wird mit Hilfe einer lokalen Suche iterativ verfeinert. Obwohl die Nachbarschaften auf
unterschiedlichen Wegen erzeugt werden, findet bei allen Verfahren ein Umrouten einer
gewissen Anzahl von Sendungen bzw. Relationen statt. Die Hauptunterschiede liegen ne-
ben den zu Grunde liegenden Modellen in der Strategie zur Vermeidung lokaler Optima.
Wa¨hrend sich Ahuja et al. mit einer lokal optimalen Lo¨sung begnu¨gen, la¨sst Homfeld in
Form des Simulated Annealing stochastische Einflu¨sse zu. Auch Hewitt et al. versuchen,
lokale Optima durch stochastische Komponenten zu meiden.
Das Durchsuchen der Nachbarschaften findet bei Ahuja et al. mit Hilfe einer Heuristik
und bei Hewitt et al. durch exakte Verfahren der ganzzahligen Optimierung statt. Hom-
feld betrachtet das sequentielle Routen von Relationen entlang angepasster ku¨rzester
Wege sowie das Routen ganzer Gruppen von Relationen mittels ganzzahliger Optimie-
rung. Der Vorteil der ganzzahligen Optimierung besteht vor allem darin, dass mit ihrer
Hilfe auch sehr große Nachbarschaften effizient durchsucht werden ko¨nnen.
Auf Grund der Analyse der beschriebenen Ansa¨tze wird im Folgenden eine Metaheuristik
mit folgenden Eigenschaften konzipiert:
5 Entwicklung von Lo¨sungsverfahren fu¨r das Wagenflussproblem 75
• Eine gegebene zula¨ssige Lo¨sung wird mit Hilfe einer lokalen Suche sukzessiv ver-
bessert.
• Die Nachbarschaften werden durch Wahl umzuroutender Relationen aus der aktu-
ellen Lo¨sung erzeugt.
• Zur Vermeidung lokaler Optima werden im Sinne einer variablen Nachbarschafts-
suche (vgl. Abschnitt 3.4.3) wechselnde Nachbarschaften erzeugt, aber es wird auf
stochastische Elemente verzichtet, um verla¨ssliche, deterministische Ergebnisse zu
erhalten.
• Das Durchsuchen der Nachbarschaften wird mit Hilfe exakter Verfahren der ganz-
zahligen Optimierung durchgefu¨hrt.
Da die Suche nach neuen Lo¨sungen in den Nachbarschaften mit Hilfe exakter Verfah-
ren geschieht, kann das zu entwickelnde Verfahren als Matheuristik (vgl. Definition 15)
bezeichnet werden. Puchinger und Raidl [PR08] bezeichnen Matheuristiken, die eine
u¨bergeordnete Metaheuristik mit exakten Verfahren zur Lo¨sung von Subproblemen be-
nutzen, als integrativ. Die Tabelle 5.2 ordnet das neue Verfahren in den Kontext der
oben genannten, relevanten Ansa¨tze ein.
stochastische Elemente deterministisch
heuristische Suche Homfeld [Hom12] Ahuja [AJL07]
exakte Suche Homfeld [Hom12], Hewitt [HNS10] Matheuristik
Tabelle 5.2: Einordnung der Matheuristik in fru¨here Ansa¨tze
5.3.3 Eine Matheuristik zur Lo¨sung von (Optarc)
Es wird der folgende Rahmenalgorithmus 1 fu¨r die Lo¨sung von (Optarc) konzipiert, dessen
Elemente nachfolgend na¨her zu definieren sind:
Die dynamische Vergro¨ßerung des Parameters γ, der die Nachbarschaftsgro¨ße steuert,
ist notwendig, wenn bei zu langer Stagnation der aktuellen Lo¨sung (x̂, n̂) keine Nachbar-
schaften mehr erzeugt werden, die noch nicht durchsucht wurden. Dies entspricht dem
Konzept der VDNS aus Abschnitt 3.4.3. Bei hinreichend langer Laufzeit wachsen die
betrachteten Nachbarschaften kontinuierlich bis die Nachbarschaft des Subproblems der
gesamten zula¨ssigen Menge entspricht. Vom theoretischen Standpunkt aus betrachtet ist
Algorithmus 1 somit exakt. In Wirklichkeit ist dadurch jedoch nichts gewonnen, weil das
zu lo¨sende Subproblem in diesem Fall dem vollsta¨ndigen Problem (Optarc) entspricht.
Nichtsdestotrotz erho¨ht der VDNS-Ansatz die Wahrscheinlichkeit, einmal erreichte, lo-
kale Optima wieder verlassen zu ko¨nnen. Ideen zu diesem Rahmenalgorithmus wurden
bereits vorab in [VC13b] vero¨ffentlicht.
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Algorithmus 1 Rahmenalgorithmus Matheuristik
Input: Anzahl umgerouteter Relationen pro Iteration γ ∈ N, Zeitlimit Tmax
PHASE I:
Konstruiere eine zula¨ssige Startlo¨sung (x̂, n̂)
PHASE II:
while t < Tmax do
Wa¨hle eine Menge Γ mit γ freien Relationen
Finde optimale Routen fu¨r die Relationen in Γ
Aktualisiere (x̂, n̂)





Zur Implementierung sind vor allem drei Elemente des Rahmenalgorithmus 1 zu konkre-
tisieren: die Konstruktion einer Startlo¨sung, die Wahl der Menge Γ der freien Relationen
und die Suche nach optimalen Routen fu¨r die Relationen in Γ. Die Schritte sind leichter
zu verstehen, wenn sie in umgekehrter Reihenfolge ihres Auftretens im Rahmenalgorith-
mus erkla¨rt werden:
Finden optimaler Routen fu¨r die Relationen in Γ
Gegeben seien eine zula¨ssige Lo¨sung (x̂, n̂) und eine Teilmenge aller Relationen Γ ⊆ K.
Die Relationen k ∈ Γ werden als frei bezeichnet. Gesucht ist eine zula¨ssige Lo¨sung der
betrachteten Instanz von (Optarc), die einen besseren Zielfunktionswert als (x̂, n̂) besitzt.
Da nur die Relationen k ∈ Γ neu zu routen sind, ko¨nnen die Flussvariablen aller nicht
freien Variablen auf den Wert der gegebenen Lo¨sung fixiert werden:
xkij = x̂
k
ij ∀k /∈ Γ (5.10)
U¨ber den Flussvariablen der freien Relationen muss optimiert werden. Des Weiteren
mu¨ssen alle Designvariablen Teil der Optimierung sein. Durch die Festlegung der Rou-
ten der Flu¨sse der Relationen k /∈ Γ ko¨nnen jedoch die unteren Schranken (5.11) fu¨r die
Designvariablen bestimmt werden. Die untere Schranke ist analog zu den Schnittebe-















Das zu lo¨sende Modell entha¨lt bei einer Instanzgro¨ße von |N | Knoten maximal |N |22
Kanten. Das Modell besteht aus maximal |N |
2
2 Design- und γ
|N |2
2 Flussvariablen, d.h.
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insgesamt ho¨chstens (γ + 1) |N |
2
2 Variablen. Die Gro¨ße des Subproblems wa¨chst somit
linear mit dem Parameter γ. Wird γ gro¨ßer gewa¨hlt, wa¨chst auch die durchsuchte Nach-
barschaft und damit das Verbesserungspotential der Optimierung.
Ein Subproblem mit γ freien und vielen fixierten Relationen ist leichter zu lo¨sen als ein
Problem mit gleich vielen freien, aber keinen fixierten Relationen. Der Grund dafu¨r liegt
darin, dass die fixierten Relationen bereits ein fast vollsta¨ndiges Transportnetz aufspan-
nen, das nur geringfu¨gig angepasst werden muss, um die freien Relationen ebenfalls zu
transportieren. Modellseitig zeigt sich dies in sehr engen unteren Schranken wa¨hrend
der Optimierung durch den Solver. Je kleiner der Anteil der freien Relationen an der
Gesamtzahl der Relationen γ|K| ist, desto enger sind die unteren Schranken und desto
ku¨rzer ist die fu¨r das Subproblem beno¨tigte Lo¨sungszeit.
Der Parameter γ steuert somit das Verha¨ltnis zwischen der potentiellen Verbesserung
und der Laufzeit des Optimierungsschrittes. Eine statistische Analyse, wie γ vorteilhaft
zu wa¨hlen ist, findet sich in Abschnitt 6.5.2.
Definition der Nachbarschaft und Wahl von Γ
Die im Rahmenalgorithmus 1 durchzufu¨hrende Wahl der freien Relationen Γ entspricht
der Wahl der Nachbarschaft in der lokalen Suche, wie sie in Abschnitt 3.4.3 beschrieben
wurde. Die Wahl einer Menge freier Relationen Γ induziert die folgende Nachbarschaft:
N (x̂, n̂) = {(x, n)| xkij = x̂kij ∀k /∈ Γ} (5.12)
Die Struktur der Nachbarschaft ist entscheidend fu¨r die Performanz einer lokalen Suche
und entha¨lt, umgangssprachlich ausgedru¨ckt, die Intelligenz des Verfahrens. Die Nach-
barschaft muss so gewa¨hlt sein, dass sie in jedem Schritt in sinnvoller Zeit durchsucht
werden kann. Dies ha¨ngt, wie oben gezeigt, in erster Linie von der Wahl des Parame-
ters γ ab. Besonders entscheidend fu¨r den Erfolg einer lokalen Suche ist jedoch auch
die Fa¨higkeit des Verfahrens, ein einmal erreichtes lokales Optimum in den folgenden
Iterationen zu verlassen. Auch diese Eigenschaft des Verfahrens ist in erster Linie eine
Folge der Nachbarschaftswahl. Daher ist der Wahl der γ freien Relationen, von denen die
Nachbarschaft induziert wird, eine hohe Bedeutung beizumessen. Im Folgenden werden
drei unterschiedliche Nachbarschaftsstrukturen definiert und diskutiert.
1. Nachbarschaft auf Basis freier Zugkapazita¨ten
Die Zielfunktion von (Optarc) wird dominiert von den Transportkosten, die von den
Designvariablen nij induziert werden. Deshalb ist die gezielte Bu¨ndelung von Verkehrs-
stro¨men ein wichtiger Effekt der Optimierung. Bu¨ndelung bedeutet, dass die Wagen
verschiedener Relationen mit einem Zug transportiert werden. Sie werden also im Mo-
dell u¨ber eine gemeinsame Kante transportiert. Kanten, auf denen wenig gebu¨ndelt wird,
d.h. auf denen nur wenige Relationen verkehren, mu¨ssen jedoch nicht weniger effizient
genutzt sein als solche, auf denen viel Bu¨ndelung stattfindet. Die Auslastung der Zu¨ge
auf einer Kante gibt bessere Hinweise auf die Effizienz der Routingentscheidungen fu¨r
die Relationen, die u¨ber diese Kante transportiert werden. Diese Erkenntnis wird im
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Folgenden zur Wahl der freien Relationen Γ eingesetzt.
Gegeben sei eine zula¨ssige Lo¨sung (x̂, n̂). Die Auslastung einer Kante bzgl. dieser Lo¨sung
ha¨ngt vom Aufkommen im betrachteten Szenario d ∈ D ab. Es wird die freie Kapa-
zita¨t (5.13) auf einer Kante (i, j) ∈ A in Szenario d ∈ D berechnet.













Je gro¨ßer die ungenutzte Zugkapazita¨t auf einer Kante ist, desto gro¨ßer sind die Grenz-
kosten fu¨r den Transport jedes Wagens auf dieser Kante. Da im Modell jedoch in der
Regel nicht nur ein Szenario betrachtet wird, sollte die Freikapazita¨t u¨ber die Anzahl






Algorithmus 2 zur Wahl der Menge der freien Relationen Γ nutzt diese Auslastungskenn-
zahl u(i, j):
Algorithmus 2 Nachbarschaft auf Basis freier Zugkapazita¨ten
Input: zula¨ssige Lo¨sung (x̂, n̂), Parameter γ
for all (i, j) ∈ A do
Berechne u(i, j)
end for
Initialisiere Γ = ∅
while |Γ| < γ ∧ ∃ (i, j) : u(i, j) > 0 do
Wa¨hle Kante (i′, j′) mit maximaler durchschnittlicher Freikapazita¨t:
(i′, j′) = arg max
(i,j)∈A
u(i, j)
Fu¨ge Relationen, die auf (i′, j′) verkehren, den freien Relationen hinzu:
Γ := Γ ∪ {k ∈ K | x̂ki′j′ = 1}
Setze u(i′, j′) := −1
end while
Output: Menge freier Relationen Γ
Aus Gru¨nden der U¨bersichtlichkeit ist in Algorithmus 2 Folgendes nicht beschrieben:
Damit bei Stagnation des Zielfunktionswertes nicht mehrmals in Folge die gleiche Nach-
barschaft erzeugt wird, werden in einer Tabuliste diejenigen Kanten vermerkt, die bei
der Erzeugung der Nachbarschaft bereits untersucht wurden. Wird keine verbesserte
Lo¨sung gefunden, werden in der na¨chsten Iteration andere Kanten untersucht und so-
mit eine andere Nachbarschaft definiert. Bei Stagnation des Zielfunktionswertes wird
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somit die Nachbarschaftsstruktur angepasst. Dieses Vorgehen ist charakteristisch fu¨r
VNS-Ansa¨tze (vgl. Abschnitt 3.4.3). Die wechselnde Struktur der Nachbarschaft verrin-
gert die Wahrscheinlichkeit, dass der Algorithmus gegen ein lokales, jedoch nicht global
Optimum konvergiert. Testergebnisse zur Leistungsfa¨higkeit des Verfahrens werden in
Unterkapitel 6.6 vorgestellt.
2. Nachbarschaft auf Basis von Knotenauslastungen
Der von Ahuja et al. [AJL07] mit praktischem Erfolg eingesetzte Algorithmus wa¨hlt
Nachbarschaften, indem er iterativ die Knoten durchla¨uft und Relationen wa¨hlt, die
dort umgestellt werden. Eine leichte Variation dieser Methodik wird in Algorithmus 3
eingesetzt. Eines der Entwicklungsziele bei der Modellierung von (Optarc) war die Ent-
lastung zentraler Knoten, wie es in den nordamerikanischen Blockingmodellen u¨blich ist.
Um diesem Ziel gerecht zu werden, werden die Knoten in Algorithmus 3 in absteigender
Reihenfolge ihrer Auslastung Ui durchlaufen. Die Auslastung wird bzgl. der verwendeten
Richtungsgleise Ri eines Knotens i ∈ N berechnet.
Algorithmus 3 Nachbarschaft auf Basis von Knotenauslastungen
Input: zula¨ssige Lo¨sung (x̂, n̂), Parameter γ
for all i ∈ N do




Initialisiere Γ = ∅
while |Γ| < γ ∧ ∃ i : Ui > 0 do
Wa¨hle Knoten i′ mit maximaler Auslastung Ui:
i′ = arg max
i∈N
Ui
Fu¨ge Relationen, die in Knoten i′ umgestellt werden, den freien Relationen hinzu:
Γ := Γ ∪ {k ∈ K | ∃j ∈ N : x̂ki′j = 1}
Setze Ui′ := −1
end while
Output: Menge freier Relationen Γ
Ebenso wie in Algorithmus 2 wird auch die Wahl der Nachbarschaft auf Basis von Kno-
tenauslastungen um eine Tabuliste betrachteter Knoten erga¨nzt, um im Sinne eines
VNS-Ansatzes ein wiederholtes Durchsuchen einer Nachbarschaft bei Stagnation des
Zielfunktionswertes zu vermeiden.
3. Nachbarschaft auf Basis von Randomisierung
Obwohl eine Festlegung auf deterministische Verfahren, d.h. solche ohne stochastische
Effekte, erfolgt ist, wird ein randomisierter Ansatz pra¨sentiert. Dies geschieht, um eine
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Beurteilung zu ermo¨glichen, ob die beiden zuvor entwickelten Nachbarschaften auf Basis
freier Zugkapazita¨ten bzw. Knotenauslastungen besser als eine zufa¨llige Auswahl sind.
Algorithmus 4 Nachbarschaft auf Basis von Randomisierung
Input: zula¨ssige Lo¨sung (x̂, n̂), Parameter γ
Initialisiere Γ = ∅
while |Γ| < γ do
Wa¨hle gema¨ß einer Gleichverteilung zufa¨llig eine Relation k′ ∈ K
Fu¨ge die gewa¨hlte Relation den freien Relationen hinzu:
Γ := Γ ∪ {k′}
end while
Output: Menge freier Relationen Γ
Der randomisierte Ansatz in Algorithmus 4 hat den Vorteil, dass er einfach und schnell
zu implementieren ist. Des Weiteren kann auf die Anwendung von VNS- und VDNS-
Varianten verzichtet werden, weil die unerwu¨nschte Konvergenz gegen lokale Optima
bereits durch die Randomisierung unwahrscheinlicher wird. Nichtsdestotrotz wa¨re es
mo¨glich, die Nachbarschaftsgro¨ße auch im randomisierten Fall dynamisch anzupassen.
Zur Verwendung randomisierter Algorithmen ist anzumerken, dass der Nachteil nicht
konstanter Ergebnisse bei unabha¨ngigen Testla¨ufen in Kauf genommen werden muss.
Ein empirischer Vergleich der drei vorgestellten Nachbarschaftsstrukturen wird in Ab-
schnitt 6.5.1 pra¨sentiert. Zur konkreten Umsetzung von Rahmenalgorithmus 1 ist nur
noch die Konstruktion einer Startlo¨sung notwendig.
Startlo¨sung fu¨r die Matheuristik
Die Konstruktion einer zula¨ssigen Startlo¨sung ist fu¨r viele Instanzen ein a¨ußerst kom-
plexes Unterfangen. Wie bereits bei der Komplexita¨tsanalyse in Abschnitt 4.2.1 festge-
stellt wurde, ist das Finden einer zula¨ssigen Lo¨sung ein NP-vollsta¨ndiges Problem. Im
Rahmen der Algorithmenentwicklung wurden verschiedene konstruktive Heuristiken ge-
testet. Keine von ihnen war in der Lage, fu¨r sa¨mtliche betrachteten Instanzen zula¨ssige
Startlo¨sungen zu generieren. In diesem Abschnitt wird eine Methode vorgestellt, die fu¨r
alle betrachteten Instanzen (vgl. Kapitel 6) erfolgreich war.
Die Erzeugung einer zula¨ssigen Lo¨sung von (Optarc) ist mit Hilfe eines sogenannten
Big-M-Ansatzes unter Verwendung der Phase II des Rahmenalgorithmus 1 mo¨glich. Die
Big-M-Methode ist ein Trick zum Finden zula¨ssiger Lo¨sungen aus der linearen Optimie-
rung [Sch00]: Zuna¨chst wird ein Hilfsproblem mit ku¨nstlichen Variablen definiert, welche
Zula¨ssigkeit im Hilfsproblem erzwingen und gleichzeitig extrem hohe Kosten in der Ziel-
funktion verursachen. Dadurch ist es mo¨glich, die Lo¨sung des Hilfsproblems sukzessive
zu verbessern, bis keine ku¨nstlichen Variablen mehr in der Lo¨sung enthalten sind. Zur
U¨bertragung dieses Vorgehens auf das Modell (Optarc) werden ku¨nstliche bina¨re Varia-
blen yij mit folgenden Eigenschaften eingefu¨hrt:
5 Entwicklung von Lo¨sungsverfahren fu¨r das Wagenflussproblem 81
• Gilt yij = 1, so bestehen auf der Kante (i, j) unendlich hohe Gewichts- und
La¨ngenkapazita¨ten G∞ und L∞. Um einen numerischen Umgang zu ermo¨glichen,
werden G∞ und L∞ lediglich extrem groß gewa¨hlt.
• Die Variable yij verursacht in der Zielfunktion unendliche Kosten. Auch hier wird
der Umgang mit unendlich großen Zahlen durch einen extrem großen Kostenkoef-
fizienten M umgangen. Der große Koeffizient M ist namensgebend fu¨r die Big-M-
Methode.
Die praktische Interpretation der Variablen yij wa¨re die Einfu¨hrung einer Zugverbin-
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ij ≤ Bi ∀i ∈ N ∀d ∈ D
∑
(i,j)∈A
xkij ≤ Sk ∀k ∈ K
nij ∈ N ∀(i, j) ∈ A
yij ∈ {0, 1} ∀(i, j) ∈ A
xkij ∈ {0, 1} ∀(i, j) ∈ A ∀k ∈ K
Der Solver CPLEX findet fu¨r dieses Problem stets in kurzer Zeit eine zula¨ssige, wenn
auch beliebig teure Lo¨sung. Auf diese schlechte Startlo¨sung von (OptStart) kann die
Phase II des Rahmenalgorithmus 1 angewendet werden. Mit ihrer Hilfe werden so lange
Relationen umgeroutet und Designvariablen nij angepasst, bis fu¨r alle Hilfsvariablen
yij = 0 gilt. Phase II generiert stets zula¨ssige Lo¨sungen. (OptStart) und (Optarc) sind
identisch, wenn alle ku¨nstlichen Variablen null sind. Phase II sucht eine solche Lo¨sung,
weil die Kosten fu¨r die ku¨nstlichen Variablen so hoch sind, dass ihre Minimierung das
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prima¨re Ziel der Optimierung ist. Dieser Prozess kann beschleunigt werden, indem bei
der Lo¨sung des Subproblems den ku¨nstlichen Variablen eine hohe Priorita¨t gegeben wird.
Wie eingangs erwa¨hnt, war es mit Hilfe der Big-M-Methode mo¨glich, fu¨r alle betrachteten
Instanzen eine zula¨ssige Lo¨sung zu generieren.
Zusammenfassung Matheuristiken
In diesem Abschnitt wurde eine Matheuristik, d.h. eine hybride Methode aus Metaheu-
ristik und exakten Verfahren, zur Lo¨sung von (Optarc) entwickelt. Nach einer Vorstellung
von Designmethoden fu¨r Metaheuristiken wurden erfolgreiche metaheuristische Ansa¨tze
zu vergleichbaren Problemstellungen analysiert. Es zeigte sich, dass alle erfolgreichen
Ansa¨tze zu vergleichbaren Themen die Gemeinsamkeit aufwiesen, eine auf lokaler Su-
che basierende Verbesserungsheuristik zu verwenden, d.h. dass einzelne Relationen aus
einer Lo¨sung entfernt und auf Basis der u¨brigen, fixierten Relationen neu geroutet wer-
den. Im Rahmen des Versuchs der U¨bertragung auf das vorliegende Problem wurden
verschiedene Nachbarschaftsstrukturen diskutiert, die mit Hilfe exakter Verfahren effi-
zient durchsucht werden ko¨nnen. Dabei wurde stets das Ziel verfolgt, die Matheuristik
zu befa¨higen, ein einmal erreichtes lokales Optimum wieder zu verlassen. Dazu wurden
mehrere metaheuristische Techniken verwendet. Zum einen sind die Nachbarschaften so
konstruiert, dass sie sich von Iteration zu Iteration strukturell unterscheiden (VNS). Es
werden immer neue Kombinationen von freien Relationen gewa¨hlt. Des Weiteren wird die
Nachbarschaftsgro¨ße, gesteuert vom Parameter γ, dynamisch angepasst (VDNS), wenn
die Variation der Nachbarschaften allein keine Verbesserung bringt. Die VDNS kommt
also erst zum Einsatz, wenn die VNS keine Verbesserungen mehr erzielt. Die Techniken
VNS und VDNS verringern gemeinsam die Wahrscheinlichkeit, dass das Verfahren einem
lokalen Optimum nicht mehr entkommen kann.
Die Konstruktion einer Startlo¨sung, die anschließend mit Hilfe der Matheuristik ver-
bessert werden kann, gestaltete sich schwierig. Ein Big-M-Ansatz wurde genutzt, um
eine zula¨ssige Lo¨sung eines Hilfsproblem mit Hilfe von Phase II der Matheuristik so
zu verbessern, dass eine Startlo¨sung fu¨r (Optarc) entsteht. Die Leistungsfa¨higkeit der
Matheuristik wird in zahlreichen Tests zur Nachbarschafts- und Parameterwahl in Un-
terkapitel 6.5 aufgezeigt.
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6 Numerische Resultate der vorgestellten
Verfahren
In diesem Kapitel werden Ergebnisse von Testla¨ufen der in Kapitel 5 entwickelten Algo-
rithmen vorgestellt. Dazu wird zuna¨chst die Herkunft der Instanzen erla¨utert. In Unter-
kapitel 6.2 werden Testergebnisse des kommerziellen Solvers CPLEX fu¨r (Optarc) darge-
stellt. Anschließend wird die Wirkung der Preprocessing-Verfahren in Unterkapitel 6.3
analysiert. Es folgen die Resultate der neu entwickelten Verfahren Column Generati-
on und Branch-and-Price-and-Cut in Unterkapitel 6.4. In Unterkapitel 6.5 findet das
Parametertuning fu¨r die Matheuristik statt, bevor die Ergebnisse der Matheuristik vor-
gestellt werden. Alle Rechnungen dieses Kapitels wurden auf einem Arbeitsplatzrechner
mit 16 GB Arbeitsspeicher und einem Intel-i5-Prozessor durchgefu¨hrt.
6.1 Herkunft der betrachteten Instanzen
Zehn Datensa¨tze unterschiedlicher Gro¨ße werden fu¨r die numerischen Tests in diesem
Kapitel verwendet. Im Rahmen des Forschungsprojektes, aus dem diese Dissertation
entstanden ist, stellte der Projektpartner DB Mobility Logistics drei Datensa¨tze (DB-21-
254-10, DB-107-1584-10, DB-147-3272-5) zur Verfu¨gung, die als Realdaten betrachtet
werden ko¨nnen. Der erstgenannte Datensatz wurde dabei in zwei Varianten hinsichtlich
des Aufkommens geliefert, die durch die Namenszusa¨tze a und b gekennzeichnet sind.
Weitere sechs Datensa¨tze wurden auf Basis dieser Instanzen ku¨nstlich erzeugt.
Die Bezeichnung der Datensa¨tze ist folgendermaßen aufgebaut: Das Pra¨fix DB steht fu¨r
einen Originaldatensatz, wohingegen gen fu¨r einen ku¨nstlich generierten Datensatz steht.
Es folgen die drei Kennzahlen Anzahl der Knoten, Anzahl der Relationen und Anzahl
der betrachteten Szenarien. So steht z.B. gen-50-525-6 fu¨r einen ku¨nstlich generierten
Datensatz mit 50 Knoten und 525 Relationen in 6 zu betrachtenden Szenarien.
Die Erzeugung der ku¨nstlichen Datensa¨tze wurde folgendermaßen durchgefu¨hrt: Eine
realita¨tsnahe Netzstruktur ist nur schwierig nachzubilden. Daher wird in der Regel auf
das Netzwerk, bestehend aus Knoten und ihren Distanzen, aus den Originaldatensa¨tzen
zuru¨ckgegriffen. Die Netzstruktur wird nur fu¨r drei Datensa¨tze (gen-50-224-10, gen-
50-525-6, gen-100-547-7) ku¨nstlich erzeugt: Ausgehend von einer gegebenen Anzahl von
Knoten N, werden Knotenkoordinaten auf einer Fla¨che von 880x640 km (ungefa¨hre Aus-
maße der Bundesrepublik Deutschland) randomisiert gleichverteilt erzeugt. Die Kapa-
zita¨ten der Knoten werden entsprechend den etwaigen Verha¨ltnissen aus den Original-
datensa¨tzen gewa¨hlt: 7 % der Knoten ko¨nnen 150 Zu¨ge pro Tag umstellen, 20 % der
Knoten ko¨nnen 60 Zu¨ge pro Tag umstellen, die u¨brigen Knoten haben eine Kapazita¨t
von 20 Zu¨gen pro Tag. Die Ablaufbergkapazita¨t eines Knotens wurde pauschal mit 25
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Wagen je Richtungsgleis bemessen. Die Distanz zwischen zwei Knoten wurde als eukli-
discher Abstand, multipliziert mit einem pauschalen Umwegfaktor von 1,3, berechnet.
Die Erzeugung der Wagenaufkommen auf einer Relation, gemessen in La¨nge, Gewicht
und Anzahl Wagen, wurde auf folgende Weise vorgenommen: Die Anzahl der Relatio-
nen sei gegeben. Es wird eine entsprechende Anzahl Quelle-Senke-Paare randomisiert
gleichverteilt gewa¨hlt. Fu¨r die zu den Quelle-Senke-Paaren korrespondierenden Relatio-
nen wird anschließend ein Wagenaufkommen generiert. Dazu wird fu¨r jedes Szenario,
deren Anzahl ebenfalls gegeben ist, eine zufa¨llige Wagenzahl zwischen 1 und 50 be-
stimmt. Diese Wagenzahl wird anschließend mit einer zufa¨lligen Durchschnittsla¨nge der
Wagen zwischen 8 und 30 m sowie mit einem Durchschnittsgewicht zwischen 15 und 35 t
multipliziert, um die La¨ngen und Gewichte der Relationen zu erhalten. Auf diese Weise
entstanden die Datensa¨tze gen-21-100-10, gen-21-220-6 und gen-107-5763-10.
Die sonstigen Parameter fu¨r das Modell wurden auf Basis realistischer Werte gewa¨hlt,
die vom Projektpartner besta¨tigt wurden: Ein durchschnittlicher Zugkilometer kostet
demnach 6 e, eine Wagenumstellung 25 e. Detailliertere Daten sind in der Regel nicht
verfu¨gbar und ko¨nnen nur aus globalen Kostendaten ermittelt werden. Die maximale An-
zahl erlaubter Umstellungen Sk einer Relation k wurde dem heutigen Leitwegekonzept
entsprechend auf fu¨nf begrenzt, da auf diese Weise die heutigen Servicestandards, d.h.
insbesondere zeitliche Vorgaben, nicht durch zusa¨tzliche Rangiervorga¨nge unterschrit-
ten werden. Die Maximalla¨ngen und -gewichte wurden auf allen Kanten mit 700 m und
1600 t bemessen.
6.2 Ergebnisse des kommerziellen Solvers CPLEX
Die zehn im vorangegangenen Abschnitt beschriebenen Instanzen des Problems (Optarc)
wurden mit Hilfe des kommerziellen Solvers CPLEX in der Version 12.4 getestet. Dazu
wurde das Modell in der Modellierungssprache GAMS implementiert und anschließend
an den Solver u¨bergeben. Die Ergebnisse der Testla¨ufe nach drei bzw. zwo¨lf Stunden
sind in Tabelle 6.1 vermerkt. Dabei enthalten die Spalten Obj den Zielfunktionswert der
besten gefunden Lo¨sung, LB die beste gefundene untere Schranke und Gap die daraus
resultierende relative Optimalita¨tslu¨cke nach den jeweiligen Laufzeiten.
Tabelle 6.1: Resultate des kommerziellen Solvers CPLEX 12.4
3h 12h
Obj LB Gap Obj LB Gap
gen-21-100-10 559.025 266.594 52,31% 476.975 266.594 44,11%
gen-21-220-6 4.256.184 3.546.451 16,68% 4.256.184 3.546.451 16,68%
DB-21-254-10a 2.625.383 2.251.940 14,22% 2.595.860 2.251.940 13,25%
DB-21-254-10b 3.879.096 2.902.515 25,18% 3.537.360 2.902.515 17,95%
gen-50-224-10 – 0 – – 7.345.232 –
gen-50-525-6 – 0 – – 0 –
gen-100-547-7 – 0 – – 0 –
DB-107-1584-10 – 0 – – 0 –
gen-107-5763-10 – 0 – – 0 –
DB-147-3272-5 – 0 – – 0 –
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Die von CPLEX erzielten Ergebnisse ko¨nnen zusammenfassend als praktisch nicht ver-
wertbar bezeichnet werden. Fu¨r die Mehrzahl der Instanzen wird innerhalb der gege-
benen Laufzeit von zwo¨lf Stunden keine zula¨ssige Lo¨sung gefunden. Fu¨r die kleineren
Instanzen gelingt dies zwar, zufriedenstellend sind die Lo¨sungen mit Optimalita¨tslu¨cken
im teils deutlich zweistelligen Bereich jedoch nicht. Fu¨r die vier gro¨ßten Instanzen konnte
nicht einmal die lineare Relaxierung gelo¨st werden. Somit ist keine nichttriviale, untere
Schranke fu¨r den Zielfunktionswert dieser Instanzen bekannt.
Obwohl CPLEX nicht der einzige kommerzielle Solver ist, der zur Lo¨sung in Frage
kommt, gilt er neben Gurobi dennoch als einer der leistungssta¨rksten. Als Grund sind
neben der Gro¨ße der Instanzen vor allem die schwachen Schranken zu nennen, die bei
der linearen Relaxierung von (Optarc) berechnet werden (vgl. Abschnitt 4.2.2).
6.3 Auswirkungen der Modellvereinfachungen
In Abschnitt 4.2.3 des Modellkapitels wurden verschiedene Modellvereinfachungen vor-
gestellt, deren Wirkung auf die Modellgro¨ße an dieser Stelle untersucht werden sollen.
Es wurden zwei Typen von Vereinfachungen identifiziert: exakte Preprocessings, die
den Lo¨sungsraum des Modells nicht verkleinern und heuristische Preprocessings, die
auf praktischen Annahmen u¨ber die Struktur der Optimallo¨sung basieren. Exempla-
risch wurden drei Instanzen ausgewa¨hlt, um zu analysieren, wie effektiv die jeweiligen
Preprocessing-Verfahren wirken. In Tabelle 6.2 wurde notiert, um welchen Anteil die
jeweiligen Preprocessings die Anzahl der Flussvariablen im Modell (Optarc) reduziert
haben.
Tabelle 6.2: Prozentuale Variablenreduktion der Preprocessings aus Abschnitt 4.2.3
DB-21-254-10a gen-100-547-7 DB-107-1584-10
Exakte Preprocessings 5,14% 1,18% 7,69%
Gu¨nstiger Direkttransport 0,72% 0,00% 12,61%
Gegenla¨ufige Kanten 19,24% 7,59% 17,72%
Relativer Umwegfaktor ∆ =2 33,07% 7,84% 37,54%
Relativer Umwegfaktor ∆ =1,5 50,40% 29,74% 54,65%
Relativer Umwegfaktor ∆ =1 79,25% 82,76% 85,57%
Kumuliert bei Umwegfaktor ∆ =1,5 65,79% 34,64% 69,61%
Die Wirkung der exakten Preprocessings ist begrenzt. Die Anzahl der Variablen redu-
ziert sich bei den betrachteten Instanzen um maximal 7,69 %. Diese Vereinfachungen
ko¨nnen dafu¨r durchgefu¨hrt werden, ohne den Lo¨sungsraum zu verkleinern. Das Verbot
relativer Umwege fu¨hrt zu sehr starken Reduktionen der Variablenzahl, wenn der erlaub-
te Umwegfaktor klein genug gewa¨hlt ist. Dabei sei daran erinnert, dass ein Umwegfaktor
von ∆ = 1, 5 Knoten von der weiteren Betrachtung ausschließt, die mehr als 1,5 mal
so weit von Quelle und Senke entfernt sind, wie die La¨nge der Direktverbindung be-
tra¨gt. Ein Umweg mit relativem Umwegfaktor ∆ = 1, 5 ist somit mindestens dreimal
so lang wie die Direktverbindung der jeweiligen Relation. In der untersten Zeile der
Tabelle wurde die Wirkung aller Preprocessings kumuliert betrachtet, da die einzelnen
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Preprocessings U¨berschneidungen beim Verbot gewisser Kanten aufweisen ko¨nnen. Fu¨r
den kombinierten Fall wurde der fu¨r praktische Anwendungen plausible Umwegfaktor
∆ = 1, 5 gewa¨hlt.
Untere Schranken nach Modellvereinfachungen
Die Variablenreduktion erlaubt eine effizientere Lo¨sung der linearen Relaxierung des
Modells (Optarc), welche sich als komplexes Problem (vgl. Abschnitt 4.2.2) darstellt.
Da fu¨r Instanzen von praktisch relevanter Gro¨ße derzeit kein Verfahren bekannt ist, das
eine befriedigende untere Schranke in praxistauglicher Zeit liefert, werden hier unter
Inkaufnahme extremer Laufzeiten untere Schranken fu¨r die in dieser Arbeit betrachte-
ten Instanzen von (Optarc) gesucht. Hierdurch wird es mo¨glich, die Leistungsfa¨higkeit
der Lo¨sungsverfahren fu¨r (Optarc) besser zu beurteilen. Es bieten sich verschiedene
Mo¨glichkeiten an, um eine untere Schranke fu¨r den optimalen Zielfunktionswert zu be-
stimmen:
• Es ist mo¨glich, eine untere Schranke mit Hilfe von CPLEX zu finden. CPLEX lo¨st
die lineare Relaxierung und versucht, die Schranke durch Hinzunahme von Schnitt-
ebenen zu verbessern. Dazu ist es nu¨tzlich, eine zula¨ssige ganzzahlige Lo¨sung, wel-
che mit der Matheuristik erzeugt werden kann, zu u¨bergeben. Dieses Verfahren
ist jedoch nur fu¨r hinreichend kleine Instanzen erfolgreich, da CPLEX fu¨r große
Instanzen die lineare Relaxierung oft nicht zur Optimalita¨t lo¨sen kann.
• Ist durch die Verwendung der Matheuristik eine zula¨ssige Lo¨sung x1 des nicht-
relaxierten Problems (Optarc) bekannt, kann auch dann eine untere Schranke be-
stimmt werden, wenn CPLEX die lineare Relaxierung nicht zur Optimalita¨t lo¨st.
CPLEX verwendet u¨blicherweise ein duales Simplexverfahren, das wa¨hrend der Op-
timierung zula¨ssige duale Lo¨sungen pi erzeugt. Die bekannte ganzzahlige Lo¨sung x1
ist insbesondere im relaxierten primalen Problem zula¨ssig. Nach dem schwachen
Dualita¨tssatz aus Kapitel 3 ist der duale Zielfunktionswert der Lo¨sung pi eine un-
tere Schranke fu¨r den Zielfunktionswert des primalen Problems und damit auch
des ganzzahligen Problems (Optarc). Diese Schranke kann jedoch nur so gut sein
wie die Optimallo¨sung der linearen Relaxierung.
• Wie bereits in Unterkapitel 6.4 gezeigt werden konnte, ist das CG-Verfahren in
einigen Fa¨llen schneller als CPLEX, wenn es um die Lo¨sung der linearen Rela-
xierung geht. Damit ist auch CG ein geeignetes Verfahren zur Erzeugung unterer
Schranken von (Optarc).
• Falls das CG-Verfahren nicht konvergiert, ko¨nnen die Lasdonschranken, die wa¨hrend
der Lo¨sung mitberechnet werden, ebenfalls als untere Schranken dienen.
In Tabelle 6.3 ist die jeweils beste der oben genannten unteren Schranken fu¨r die in
Unterkapitel 6.1 definierten Instanzen vermerkt. Dabei wird in der Spalte Methode das
verwendete Verfahren angegeben, wobei CG/Lasdon fu¨r eine Lo¨sung per Column Ge-
neration steht und CPLEXdual fu¨r die beschriebene duale Schranke. Vor Berechnung
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der Schranken wurde die Gro¨ße der Probleme jeweils mit den Preprocessing-Verfahren
aus Unterkapitel 4.1 reduziert. Die dabei verwendeten Parameter ∆ fu¨r die relativen
Umwege und Tmax fu¨r die maximale Laufzeit sind ebenfalls in der Tabelle vermerkt.
Allen Verfahren wurde eine zula¨ssige ganzzahlige Lo¨sung u¨bergeben, die mit Hilfe der
Matheuristik aus Unterkapitel 5.3 erzeugt wurde.
Tabelle 6.3: Untere Schranken fu¨r alle Instanzen
∆ Beste LB Tmax [h] Methode
gen-21-100-10 1,5 266.594,6 12 CPLEX
gen-21-220-6 1,5 3.625.228,6 12 CPLEX
DB-21-254-10a 1,5 2.283.203,8 12 CPLEX
DB-21-254-10b 1,5 2.942.289,5 12 CPLEX
gen-50-224-10 1,5 7.461.049,0 12 CPLEX
gen-50-525-6 1,5 15.152.882,9 24 CG/Lasdon
gen-100-547-7 1,5 14.691.346,9 24 CPLEXdual
DB-107-1584-10 1 24.598,1∗ 240 CPLEXdual
gen-107-5763-10 1 44.817,6∗ 240 CPLEXdual
DB-147-3272-5 1 15.603,5∗ 240 CPLEXdual
∗ Ergebnisse aus Datenschutzgru¨nden durch Skalierung anonymisiert
Es ist zu erkennen, dass CPLEX in der Regel die besten unteren Schranken liefert. Die
hier genannten Schranken werden verwendet, um die Lo¨sungsqualita¨t des Branch-and-
Price-and-Cut-Verfahrens in Unterkapitel 6.4 sowie der Matheuristik in Unterkapitel 6.5
zu bewerten.
6.4 Resultate von Column Generation und
Branch-and-Price-and-Cut
In Unterkapitel 5.1 wurden CG-Verfahren zur Lo¨sung der linearen Relaxierung von
(Optpath) eingefu¨hrt. Darauf aufbauend wurde in Unterkapitel 5.2 ein Branch-and-Price-
and-Cut-Verfahren zur Bestimmung ganzzahliger Lo¨sungen von (Optpath) entwickelt.
Beide Verfahren wurden in Matlab R2011b implementiert. Die RMP im CG-Verfahren
wurde mit Hilfe von CPLEX 12.4 gelo¨st. Als Medium zwischen Matlab und CPLEX wur-
de die Programmiersprache GAMS verwendet, da sich diese Schnittstelle als schneller
herausstellte als die direkte Schnittstelle zwischen Matlab und CPLEX.
Resultate des Column-Generation-Verfahrens
Die initiale Pfadmenge des CG-Verfahrens wurde wie in Abschnitt 5.1.3 beschrieben
gewa¨hlt. In Tabelle 6.4 sind die Resultate des Verfahrens notiert. Die maximale Laufzeit
wurde auf zwo¨lf Stunden begrenzt. In der Spalte CPLEX wurde die Lo¨sungszeit ver-
merkt, die CPLEX beno¨tigt, um die Optimallo¨sung ohne vorheriges Preprocessing zu
ermitteln, was fu¨r die letzten sechs Instanzen nicht gelang. Die Spalte TCG entha¨lt die
Lo¨sungszeit des CG-Verfahrens. Wenn innerhalb von zwo¨lf Stunden keine Optimallo¨sung
gefunden wird, liefert CG mit der Lasdonschranke trotzdem eine untere Schranke, deren
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relative Qualita¨t GapCG (vgl. Tabelle 6.4) notiert wurde. Die letzten beiden Spalten
enthalten jeweils die Anzahl generierter Pfade und die Gesamtzahl der CG-Iterationen.
Tabelle 6.4: Resultate des Column-Generation-Verfahrens
CPLEX[s] TCG[s] GapCG #Pfade Iterationen
gen-21-100-10 78 174 0,00% 2.746 103
DB-21-254-10a 681 100 0,00% 2.471 51
DB-21-254-10b 425 1.059 0,00% 4.336 139
gen-21-220-6 100 934 0,00% 6.827 131
gen-50-224-10 – 43.200 0,03% 101.118 1.162
gen-50-525-6 – 43.200 0,03% 26.318 92
gen-100-547-7 – 43.200 26,43% 41.719 79
DB-107-1584-10 – 43.200 19,72% 40.684 32
gen-107-5763-10 – 43.200 25,21% 45.176 9
DB-147-3272-5 – 43.200 52,86% 67.038 24
Das CG-Verfahren findet fu¨r alle Instanzen, die CPLEX lo¨sen kann, ebenfalls die Op-
timallo¨sung. Bei den u¨brigen Instanzen ist es mit CG wenigstens mo¨glich, eine untere
Schranke zu generieren, die im Falle der Instanzen gen-50-224-10 und gen-50-525-6 mit
einer Genauigkeit von je 0,03 % so nah an der bestmo¨glichen LP-Schranke liegt, dass
der Abstand vernachla¨ssigt werden kann. Bei den vier gro¨ßten Instanzen kann die Lu¨cke
zur Lasdonschranke innerhalb der Maximallaufzeit nicht geschlossen werden. Es werden
dennoch untere Schranken ermittelt, die fu¨r das im Folgenden getestete Branch-and-
Price-Verfahren entscheidend sind.
Resultate des Branch-and-Price-and-Cut-Verfahrens
Das B&P&C-Verfahren nutzt das CG-Verfahren, dessen Tests darauf schließen lassen,
dass es geeignet ist, um untere Schranken fu¨r (Optpath) zu berechnen. In Kombination mit
der Early Terminition aus Abschnitt 5.2.3 wurden die Resultate in Tabelle 6.5 erzeugt.
Die dafu¨r no¨tigen Parameterwerte ω wurden in Abha¨ngigkeit von der Instanzgro¨ße und
den Erfahrungen aus den CG-Tests gewa¨hlt. Die Spalte Tmax der Tabelle entha¨lt die
vorgegebene Maximallaufzeit des B&P&C-Verfahrens. Spalte TBF entha¨lt die Zeit, nach
der die Bestlo¨sung fu¨r die jeweilige Instanz gefunden wurde. Die Optimalita¨tslu¨cke zur
besten globalen unteren Schranke, die wa¨hrend des B&P&C-Verfahrens bestimmt wird,
steht in Spalte GapB&P&CB&P&C . Des Weiteren wurde die Optimalita¨tslu¨cke der B&P&C-
Lo¨sung zur jeweils besten bekannten Schranke aus Tabelle 6.3 in der Spalte GAPB&P&CbestLB
vermerkt. Zum Vergleich wurden die Optimalita¨tslu¨cken der jeweils besten zula¨ssigen
Lo¨sung von CPLEX bzgl. der gleichen Schranke in der Spalte GAPCPLEXbestLB aufgelistet,
um einen Vergleich der Lo¨sung von CPLEX und B&P&C zu ermo¨glichen.
Das B&P&C-Verfahren liefert fu¨r alle Instanzen, die von CPLEX gelo¨st werden ko¨nnen,
bessere zula¨ssige Lo¨sungen als der kommerzielle Solver. Im Fall der kleinen Realinstanz
DB-21-254-10a ist die Optimalita¨tslu¨cke mit 2,56 % sehr zufriedenstellend. Des Wei-
teren werden fu¨r vier Instanzen, zu denen zuvor keine zula¨ssigen Lo¨sungen bekannt
waren, Lo¨sungen gefunden. Fu¨r die beiden gro¨ßten Instanzen kann mit B&P&C keine
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Tabelle 6.5: Resultate des Branch-and-Price-and-Cut-Verfahrens





gen-21-100-10 0,1 4 11702s 75,63% 45,64% 50,02%
gen-21-220-6 0,1 4 11705s 25,54% 10,01% 19,83%
DB-21-254-10a 0,1 4 12401s 17,44% 2,56% 14,22%
DB-21-254-10b 0,1 4 12412s 30,00% 15,26% 22,99%
gen-50-224-10 0,3 6 8493s 42,02% 27,99% –
gen-50-525-6 0,4 6 2573s 60,33% 39,82% –
gen-100-547-7 0,4 6 21216s 53,25% 53,11% –
DB-107-1584-10 0,4 6 4899s 35,52% 16,36% –
gen-107-5763-10 0,4 12 – – –
DB-147-3272-5 — 12 – – –
zula¨ssige Lo¨sung gefunden werden. Die Optimalita¨tslu¨cken sind nicht sehr befriedigend,
was auf eine eher geringe Qualita¨t der ganzzahligen Lo¨sungen hindeutet. Die unteren
Schranken, die wa¨hrend des B&P&C ermittelt werden, sind erheblich schwa¨cher als die
Schranken aus Tabelle 6.3. Der Grund dafu¨r liegt darin, dass durch die Anwendung von
Early Termination, schwache globale Schranken gefunden werden. Außerdem fa¨llt auf,
dass die besten Lo¨sungen ha¨ufig fru¨h gefunden, danach aber nicht mehr verbessert wer-
den ko¨nnen. Es ist festzuhalten, dass das B&P&C-Verfahren bei jeder Instanz CPLEX
u¨bertrifft, aber aus praktischer Sicht keine befriedigenden Lo¨sungen liefert.
6.5 Tuning der Matheuristik
In diesem Unterkapitel werden die notwendigen Einstellungen der in Unterkapitel 5.3
entwickelten Matheuristik ermittelt und dokumentiert. Dazu wird in Abschnitt 6.5.1
zuna¨chst durch numerische Experimente an einer ausgewa¨hlten Teilmenge der Abschnitt 6.1
definierten Instanzen ermittelt, welche der drei vorgestellten Nachbarschaftsstrukturen
geeignet ist. Anschließend findet in Abschnitt 6.5.2 die Wahl geeigneter Parameter statt.
Die finalen Resultate der Matheuristik werden in Unterkapitel 6.6 dargestellt. Bei allen
Tests wurden die Teilprobleme der Matheuristik mit Hilfe von CPLEX 12.4 gelo¨st. In
jeder Iteration wurde die bis dahin beste bekannte Lo¨sung als Startlo¨sung an CPLEX
u¨bergeben.
6.5.1 Wahl der Nachbarschaftsstruktur
Drei mo¨gliche Nachbarschaftsstrukturen wurden in Unterkapitel 5.3 diskutiert:
1. auf Basis freier Zugkapazita¨ten
2. auf Basis von Knotenauslastungen
3. auf Basis von Randomisierung
Tabelle 6.6 fasst die Ergebnisse von Tests mit allen drei Nachbarschaften zusammen.
Es wurde, wie im Vorgehen zur Entwicklung einer Matheuristik beschrieben, eine re-
pra¨sentative Menge von vier Instanzen ausgewa¨hlt. Die Laufzeit wurde fu¨r jeden Test
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auf drei Stunden begrenzt. Der Parameter γ wurde so eingestellt, dass in jedem Iterati-
onsschritt der Matheuristik 10 % aller Relationen umgeroutet werden. Die randomisierte
Wahl wurde in je drei unabha¨ngigen Testla¨ufen durchgefu¨hrt, um die durch die Randomi-
sierung entstehende Abweichung der Ergebnisse besser einordnen zu ko¨nnen. Die Spalten
Fz und Knoten enthalten die Ergebnisse fu¨r die auf Zugauslastungen bzw. Knotenaus-
lastungen basierenden Nachbarschaften. Es folgen die durchschnittlichen Ergebnisse mit
randomisierter Nachbarschaft in der Spalte Ø Rand.
Tabelle 6.6: Optimalita¨tslu¨cken in Abha¨ngigkeit von Nachbarschaftsstrukturen
Tmax [h] γ Fz Knoten Ø Rand
gen-21-220-6 3 22 93,46% 93,40% 93,71%
DB-21-254-10a 3 25 5,70% 6,05% 14,92%
gen-50-224-10 3 22 17,77% 28,04% 18,11%
DB-107-1584-10 3 75 13,56% 16,51% 11,86%
Die Ergebnisse in Tabelle 6.6 lassen die Schlussfolgerung zu, dass die auf Kantenaus-
lastungen basierende Nachbarschaftsstruktur am effektivsten ist. Obwohl die anderen
Verfahren fu¨r jeweils eine Instanz besser sind, kann sich das Verfahren auf Basis freier
Zugkapazita¨ten im Durchschnitt am meisten bewa¨hren. Die Tatsache, dass die rando-
misierte Wahl gerade fu¨r die gro¨ßte Instanz das beste Resultat liefert, ist auf den ersten
Blick u¨berraschend. Die Laufzeitlimitierung von drei Stunden ist jedoch fu¨r eine der-
art große Instanz sehr restriktiv. Da die Matheuristik sukzessive Verbesserungen der
Lo¨sung durchfu¨hrt, werden die Fortschritte im Verlauf des Lo¨sungsprozess in der Re-
gel langsamer. Es ist anzunehmen, dass der Lo¨sungsverlauf bei einer komplexen Instanz
wie DB-107-1584-10 nach drei Stunden Laufzeit noch nicht sehr weit fortgeschritten ist
und die Intelligenz des Verfahrens erst im spa¨teren Verlauf ihre volle Wirkung entfaltet,
wa¨hrend in der Anfangsphase des Verfahrens auch mit zufa¨lligen Nachbarschaften Fort-
schritte gemacht werden. Im weiteren Verlauf wird nur noch die Nachbarschaftswahl auf
Basis freier Zugkapazita¨ten betrachtet.
6.5.2 Parametertuning
Eine sinnvolle Wahl von γ, d.h. der Anzahl der Relationen, die in jeder Iteration der
Matheuristik umgeroutet werden, ist wichtig fu¨r den Algorithmus. Je kleiner der Pa-
rameter γ gewa¨hlt wird, desto schneller ko¨nnen die Subprobleme gelo¨st werden. Dafu¨r
ist die potentielle Verbesserung in einem Schritt gro¨ßer, wenn γ groß gewa¨hlt wird. Um
zwischen beiden Eigenschaften einen Kompromiss zu finden, wurde die Matheuristik fu¨r
Werte von γ zwischen 10 und 150 fu¨r vier Instanzen getestet.
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Abbildung 6.2: Parametertuning fu¨r die Matheuristik fu¨r Instanz gen-50-224-10

























Abbildung 6.1: Parametertuning fu¨r die Matheuristik fu¨r drei Instanzen
In Abbildung 6.1 sind die Zielfunktionswerte fu¨r drei der vier Instanzen aus Abschnitt 6.1,
normiert um das jeweils schlechteste Ergebnis, in Abha¨ngigkeit von γ abgetragen. Es
kann beobachtet werden, dass bei zu großem γ die Lo¨sungsqualita¨t des Verfahrens
schlechter wird. Bei der vierten Instanz ist dieser Effekt so stark sichtbar, dass der
Verlauf fu¨r Instanz gen-50-224-10 in Abbildung 6.2 separat illustriert wurde. Es ist fest-
zuhalten, dass eine Wahl von γ > 50 keine guten Ergebnisse liefert. Dies ist mit der
zunehmenden Komplexita¨t der Teilprobleme in Abha¨ngigkeit von γ zu erkla¨ren. Die Er-
gebnisse der Experimente legen die Vermutung nahe, dass ein besonders kleines γ die
besten Ergebnisse liefert. Ein zu kleines γ kann allerdings speziell im spa¨ten Verlauf des
Verfahrens problematisch werden: Die Kostenfunktion forciert in den meisten Fa¨llen die
Bu¨ndelung von Wagenstro¨men. Je mehr Relationen parallel umgeroutet werden du¨rfen,
desto gro¨ßer ist die Wahrscheinlichkeit, Bu¨ndelungseffekte erzielen zu ko¨nnen. Um im
spa¨ten Verlauf des Verfahrens, wenn bereits eine nahezu optimale Lo¨sung erreicht ist,
Verbesserungen zu erreichen, kann es daher wichtig sein, dass γ nicht zu klein ist. Die in
den Algorithmus integrierte VDNS-Struktur, die bei Stagnation die Nachbarschaftsgro¨ße
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erho¨ht, sorgt dafu¨r, dass ein zu kleines γ im Laufe des Verfahrens adaptiv angepasst wird,
wenn die VNS keine Wirkung zeigt. Dennoch ist es sinnvoll, den Parameter γ nicht zu
klein zu initialisieren, wie zahlreiche weitere Tests gezeigt haben. Unter diesem Gesichts-
punkt ist ein Wert von γ = 30 zu empfehlen. Die Abbildungen 6.1 und 6.2 zeigen, dass
diese Wahl von γ zumindest zu Beginn des Verfahrens zu guten Lo¨sungen fu¨hrt.
6.6 Finale Resultate der Matheuristik
In diesem Abschnitt werden die finalen Resultate der Matheuristik zur Lo¨sung von
(Optarc) pra¨sentiert. In Tabelle 6.7 sind das vorgegebene Laufzeitlimit Tmax, der Um-
wegfaktor ∆, das Zeitlimit fu¨r die Lo¨sung des Subproblems in jeder Iteration Titer sowie
der Parameter γ gegeben. Der Parameter γ wurde dabei uniform als 30 initialisiert.
Tabelle 6.7: Finale Resultate der Matheuristik
Tmax[h] ∆ Titer γ Optimalita¨tslu¨cke
gen-21-100-10 12 1,5 150 30 29,56%
gen-21-220-6 12 1,5 150 30 11,36%
DB-21-254-10a 12 1,5 150 30 5,30%
DB-21-254-10b 12 1,5 150 30 9,64%
gen-50-224-10 12 1,5 150 30 16,54%
gen-50-525-6 12 1,5 300 30 21,38%
gen-100-547-7 12 1,5 300 30 49,70%
DB-107-1584-10 24 1 600 30 8,44%
gen-107-5763-10 24 1 600 30 65,73%
DB-147-3272-5 48 1 600 30 8,10%
Die Resultate in Tabelle 6.7 weisen große Qualita¨tsunterschiede aus. Bei einer differen-
zierten Betrachtung fa¨llt auf, dass die Qualita¨t der Lo¨sungen der Realinstanzen (DB) er-
heblich besser ist als bei den ku¨nstlichen Instanzen (gen). Fu¨r alle Realinstanzen ko¨nnen
zula¨ssige Lo¨sungen mit Optimalita¨tslu¨cken im einstelligen Prozentbereich erreicht wer-
den. Bei den ku¨nstlichen Instanzen gelingt dies nicht. Es ist nicht mit endgu¨ltiger Si-
cherheit zu sagen, ob die schwachen Resultate fu¨r die ku¨nstlichen Instanzen auf eine
schlechte ganzzahlige Lo¨sung oder nur auf schwache untere Schranken zuru¨ckzufu¨hren
sind. Die ho¨here Qualita¨t fu¨r die Realinstanzen la¨sst sich dadurch erkla¨ren, dass die Wa-
genaufkommen und die Netzstruktur Abha¨ngigkeiten aufweisen, die von den ku¨nstlichen
Instanzen nicht sinnvoll abgebildet werden. So ist die Netzstruktur ein Ergebnis histo-
rischer Aufkommen. Gleichzeitig ist der SGV in Regionen mit starker Netzstruktur fu¨r
den Versender attraktiver, wodurch potentiell mehr Aufkommen entstehen kann. Wer-
den diese Abha¨ngigkeiten nicht von den Instanzen abgebildet, ist die Anwendung von
Modellen und Lo¨sungsverfahren, die auf diese Strukturen ausgerichtet sind, weniger er-
folgversprechend.
Eine weitere Auffa¨lligkeit der in Tabelle 6.7 dargestellten Ergebnisse ist ein nicht ein-
deutiger Zusammenhang zwischen Instanzgro¨ße und Lo¨sungsqualita¨t. Fu¨r eine Instanz
geringerer Gro¨ße ist in der Regel auch eine geringere Optimalita¨tlu¨cke zu erwarten. Es
gibt zwei Erkla¨rungen fu¨r die Tatsache, dass dieser Zusammenhang hier nicht erkennbar
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ist: Einerseits wurde fu¨r gro¨ßere Instanzen eine la¨ngere Lo¨sungszeit vorgegeben. Grund
hierfu¨r ist die Fokussierung auf die Aufgabe, fu¨r Instanzen realer Gro¨ße eine Lo¨sung ho-
her Gu¨te zu finden und daher die Laufzeit fu¨r kleinere Instanzen proportional geringer
zu halten, um sinnvolle Ru¨ckschlu¨sse auf die Effizienz der Lo¨sungsverfahren zu erhalten.
Andererseits ha¨ngt die in Tabelle 6.7 gezeigte Optimalita¨tslu¨cke nicht nur von der
Qualita¨t der ganzzahligen Lo¨sung, sondern auch von der unteren Schranke (vgl. Ab-
schnitt 6.3) ab. Wie in Unterkapitel 4.2.2 diskutiert wurde, ist das Auffinden enger unte-
rer Schranken im vorliegenden Fall sehr schwierig. Ein Vergleich der Optimalita¨tslu¨cken,
die aus diesen Schranken resultieren, erlaubt daher keinen direkten Vergleich der Qua-
lita¨t der ganzzahligen Lo¨sungen, da die Optimalita¨tslu¨cke nur ein theoretisches Verbes-























Abbildung 6.3: Lo¨sungsverlauf fu¨r DB-21-254-10a und DB-21-254-10b
Der Versuch, ein Lo¨sungsverfahren fu¨r reale Instanzen des Modells (Optarc) zu entwi-
ckeln, kann indes als erfolgreich angesehen werden. In Abbildung 6.3 ist der Verlauf der
Optimalita¨tslu¨cke der zwei kleineren Realinstanzen im Laufe der Lo¨sungszeit abgebildet.
Fu¨r beide wird bereits nach drei Stunden eine Lo¨sung mit einer Optimalita¨tslu¨cke von























Abbildung 6.4: Lo¨sungsverlauf fu¨r die Instanzen DB-147-3272-5 und DB-107-1584-10
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Fu¨r die Instanz DB-107-1584-10 gelingt dies nach etwa zwo¨lf Stunden (vgl. Abbil-
dung 6.4). Obwohl anschließend noch Verbesserungen stattfinden, wa¨re auch nach zwo¨lf
Stunden eine akzeptable Lo¨sung erreicht. Der Lo¨sungsverlauf der Instanz DB-147-3272-
5 ist ebenfalls in Abbildung 6.4 illustriert. Hier dauert es etwa 24 Stunden, um eine
Optimalita¨tslu¨cke von 10 % zu erreichen. Auch hier sind im weiteren Verlauf Verbesse-
rungen zu erkennen. Ob dieser Qualita¨tsgewinn den zeitlichen Aufwand rechtfertigt, ist
bei Nutzung in der Praxis vom Anwender zu entscheiden.
Die hier vorgestellte Matheuristik wurde im Rahmen des Forschungsprojektes, aus dem
diese Dissertation entstand, beim Forschungspartner DB Mobility Logistics implemen-
tiert. Die Resultate weiterer Optimierungsla¨ufe auf einem dort verfu¨gbaren, leistungs-
starken Server zeigten eine starke Verbesserung der Laufzeit gegenu¨ber den hier vorge-
stellten Ergebnissen.
Abbildung 6.6 entha¨lt eine Darstellung der Lo¨sung der Instanz DB-107-1584-10 nach
zwo¨lf Stunden Laufzeit. In der Darstellung steht jede Farbe fu¨r eine eigene Relation.
Die Koordinaten der Bahnho¨fe entsprechen aus Datenschutzgru¨nden nicht den realen
Koordinaten.
Abbildung 6.5: Darstellung einer Lo¨sung der Instanz DB-107-1584-10
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7 Validierung und Schlussfolgerungen
Die Lo¨sungen des robusten Routenplanungsmodells (Optarc) werden auf Grund der Mo-
dellierung allen Zielsetzungen der Systembeschreibung aus Unterkapitel 2.3.2 gerecht.
U¨berdies wurden in Unterkapitel 3.2.2 drei strukturelle Eigenschaften definiert, welche
in den Lo¨sungen sichtbar sein sollen: die Bu¨ndelung von Wagenstro¨men, die Robustheit
gegenu¨ber volatilen Wagenaufkommen und eine Entlastung der zentralen Infrastruktur.
Zur Validierung der gewu¨nschten Lo¨sungseigenschaften ist ein Vergleich mit einem auf
Basis der heutigen Leitwege erstellten Routenplan sinnvoll, um die Vorteile einer Planung
ohne Leitwege aufzuzeigen. Wagenrouten realer Transporte der Deutschen Bahn du¨rfen
nicht vero¨ffentlicht werden. Fu¨r eine von DB Mobility Logistics zur Verfu¨gung gestellte
Referenzinstanz ist jedoch eine Leitwegelo¨sung fu¨r einen Referenztag u¨bergeben wor-
den. Die Aufkommensdaten dieses Tages sind auch Teil der zuvor verwendeten Instanz
DB–21–254–10. Der Datensatz entha¨lt 21 Knoten und 254 Relationen. Damit ist die In-
stanzgro¨ße zu gering, um das gesamte deutsche EWV-Netzwerk abzubilden. Die geringe
Gro¨ße hat jedoch den Vorteil, dass die Lo¨sungen u¨bersichtlich genug sind, um grafi-
sche Darstellungen und genaue Auswertungen zu erlauben. Die Referenzinstanz wurde
auf zehn Tage erweitert, indem die Tagesaufkommen randomisiert aus der Referenzin-
stanz erzeugt wurden. Dabei betragen die Tagesaufkommen jeder Relation zwischen 0
und 130 % des Aufkommens am Referenztag. Mit der Matheuristik war es mo¨glich, die
betreffende Instanz in drei Stunden mit einer Optimalita¨tslu¨cke von 3,49 % zu lo¨sen.
7.1 Bu¨ndelung und Transportkosteneffizienz
Die bisher in Deutschland verwendeten Leitwegepla¨ne forcieren eine Bu¨ndelung der Ver-
kehre auf zentrale Korridore (vgl. Unterkapitel 3.2.2). Die Leitwegepla¨ne sind durch
ihre Hierarchie- und Leitwegebedingungen bewusst so gestaltet, dass insbesondere zwi-
schen den großen Rbf starke Bu¨ndelung stattfindet. Die im Modell (Optarc) verwen-
dete Transportkostenstruktur auf Basis von Zugkilometern induziert ebenfalls einen
Bu¨ndelungseffekt, verzichtet aber im Vergleich zu Leitwegepla¨nen auf die Hierarchie-
und Leitwegebedingungen. Daher wird in diesem Unterkapitel analysiert, ob durch die
Optimierung des Modells (Optarc) weniger effektiv gebu¨ndelt wird als in der gegebe-
nen Lo¨sung mit Hierarchie- und Leitwegebedingungen. Dazu werden drei Lo¨sungen der
genannten Referenzinstanz verglichen:
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1. die vom Projektpartner u¨bergebene Leitwegelo¨sung
2. die Lo¨sung des Modells (Optarc)
3. die Lo¨sung einer modifizierten Version von (Optarc), bei der die Summe der Wa-
genkosten nach nordamerikanischem Vorbild minimiert wird1 (im Folgenden be-
zeichnet als Blockinglo¨sung).
Abbildung 7.1: Visualisierungen der Lo¨sungen (v.l.n.r.): Leitwegelo¨sung, (Optarc),
Blockinglo¨sung
In Abbildung 7.1 sind die aggregierten Wagenstro¨me fu¨r alle drei Lo¨sungen visualisiert.
Dabei ist die Dicke der Linien proportional zur Anzahl der Relationen, die gebu¨ndelt
u¨ber diese Kante transportiert werden. Die Bu¨ndelung ist am deutlichsten sichtbar fu¨r die
Leitwegelo¨sung, wa¨hrend der reine Blockingansatz praktisch keinerlei Bu¨ndelungseffekte
erzeugt. Im Folgenden wird analysiert, wie effektiv die Bu¨ndelung der Relationen in
den einzelnen Lo¨sungen stattfindet. Dazu werden vier Kennzahlen definiert, die einen
Vergleich der drei Lo¨sungen ermo¨glichen:
1. die Summe der Wagenkilometer
2. die Summe der Zugkilometer
3. die Anzahl der Umstellvorga¨nge
4. die Gesamtkosten, d.h. die Summe aus Transport- und Umstellkosten
Tabelle 7.1 entha¨lt die vier genannten Kennzahlen fu¨r die drei Lo¨sungen der Referenzin-
stanz. Der Kostenvergleich findet dabei auf Basis der Zugbasierten Kostenstruktur aus
1Ein Wagenkm wurde als 1
25
eines Zugkm bewertet. CPLEX fand in Sekunden eine Optimallo¨sung.
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(OPTarc) statt. Daru¨ber hinaus sind die Kennzahlen in Abbildung 7.2 dargestellt. Die
Werte wurden fu¨r die Abbildung bzgl. des jeweils gro¨ßten der drei Werte normiert.
Tabelle 7.1: Kennzahlen dreier Lo¨sungen der Referenzinstanz
Leitwegelo¨sung Lo¨sung von (Optarc) Blockinglo¨sung∑
Wagenkilometer 14.032.760 13.978.240 12.928.170∑
Zugkilometer 730.200 625.100 1.315.100∑
Umstellungen 61.149 59.007 44.770∑
Gesamtkosten 5.909.925 5.225.775 9.009.850
Die Summe der gefahrenen Wagenkilometer ist fu¨r die Blockinglo¨sung um ca. 8 % niedri-
ger als fu¨r die beiden anderen Lo¨sungen, deren Unterschied bei dieser Kennzahl marginal
ist. Bei Betrachtung der Zugkilometer fallen gegenu¨ber der Blockinglo¨sung deutliche Vor-
teile fu¨r die Leitwegelo¨sung und die Lo¨sung von (Optarc) auf, die bei dieser Kennzahl den
besten Wert generiert. Auch bei den Umstellungen liefert die Lo¨sung von (Optarc) einen
besseren Wert als die Leitwegelo¨sung. In diesem Fall wird der geringste Wert jedoch
beim Blockingansatz erreicht. Dies ist nicht u¨berraschend, da Umstellungen in der Regel
zu einer la¨ngeren Fahrtstrecke fu¨r den einzelnen Wagen fu¨hren und die Wagenkilometer
beim Blockingansatz minimiert werden sollen. Die Gesamtkosten werden von (Optarc)






















Leitwegelo¨sung Lo¨sung von (Optarc) Blockinglo¨sung
Abbildung 7.2: Normierte Kennzahlen dreier Lo¨sungen der Referenzinstanz
Zusammenfassend ist festzustellen, dass die Minimierung von Wagenkosten, d.h. der
Blockingansatz, bei dieser Instanz nicht zielfu¨hrend ist. Wie bereits in Unterkapitel 3.3
erla¨utert, ist die bloße Minimierung von Wagenkilometern fu¨r Deutschland nicht sinnvoll,
da eine Modellierung der ohne Zugkosten nicht die realen Kostenstrukturen abbildet. Ei-
ne reale Anwendung der Blockinglo¨sung wa¨re im Vergleich zu den Lo¨sungen der beiden
u¨brigen Planungsansa¨tze sehr unwirtschaftlich.
Ein Vergleich zwischen der Leitwegelo¨sung und der Lo¨sung von (Optarc) fu¨hrt zu folgen-
den Ergebnissen (vgl. Tabelle 7.1): die Lo¨sung von (Optarc) induziert 14,39 % weniger
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Zugkilometer, 3,50 % weniger Umstellungen und damit eine Gesamtkostenersparnis von
11,58 % gegenu¨ber der aktuell implementierten Leitwegelo¨sung. Die Auswertung la¨sst fu¨r
die hier betrachtete Instanz die Aussage zu, dass der mittels (Optarc) und der Matheu-
ristik erzeugte Plan dem Leitwegeplan hinsichtlich der definierten Kennzahlen u¨berlegen
ist.
7.2 Robustheit
Die Integration multipler Szenarien in (Optarc) stellt eine Innovation bei der Erstellung
von Umstellpla¨nen dar. Das erkla¨rte Ziel dieser Integration sind robuste Umstellpla¨ne,
die nicht auf eine einzige Aufkommensmatrix zugeschnitten sind. Es stellt sich die Frage,
wie die Robustheit einer Lo¨sung bewertet werden kann. Dazu werden in diesem Unter-
kapitel zwei Alternativen zur Lo¨sung der Referenzinstanz mittels (Optarc) betrachtet
und verglichen. Des Weiteren wird der Preis der Robustheit analysiert, d.h. die Kosten,
die durch eine robuste Planung entstehen, werden mit den Kosten fu¨r Bestlo¨sungen fu¨r
jeden Einzeltag verglichen.
7.2.1 Analyse der Auswirkung multipler Szenarien in der Optimierung
Die Referenzinstanz beinhaltet zehn Aufkommensszenarien. Außer der Optimierung von
(Optarc) ist kein Verfahren bekannt, das mehrere Aufkommensmatrizen bei der Planung
beru¨cksichtigen kann (vgl. Kapitel 3) und eine konsistente Lo¨sung fu¨r alle Einzelszenarien
erzeugt2. Simple Heuristiken, die zula¨ssige Lo¨sungen fu¨r jedes einzelne Szenario erzeugen
und diese dann zu einer Gesamtlo¨sung fu¨r alle Szenarien zusammenfu¨gen, wa¨ren zwar
denkbar, aber unter dem Gesichtspunkt der Gesamtkostenoptimierung wenig erfolgver-
sprechend. Ein Vergleich mit alternativen Planungsansa¨tzen, die Robustheit auf andere
Weise definieren, d.h. auf andere Weise multiple Aufkommensszenarien beru¨cksichtigen,
kann dennoch aufschlussreich sein. Die Erstellung eines Umstellplanes auf Basis eines ein-
zigen Aufkommensszenarios kann mittels (Optarc) durchgefu¨hrt werden, indem nur eine
Aufkommensmatrix verwendet wird. Zwei Alternativen bieten sich an, um die zehn Auf-
kommensmatrizen der Referenzinstanz in einer einzigen Matrix abzubilden: ein Worst-
Case-Szenario und ein Szenario auf Basis gemittelter Aufkommen.
Worst-Case-Szenario
Das Worst-Case-Szenario ist in Form einer Aufkommensmatrix so zu definieren, dass
die resultierende Lo¨sung von (Optarc) fu¨r jedes Szenario d ∈ DRef der Referenzinstanz
zula¨ssig ist. Die Zula¨ssigkeit fu¨r alle Szenarien kann nur garantiert werden, wenn fu¨r
jede Relation der Instanz das jeweils maximale Aufkommen aller Szenarien der Refe-
renzinstanz angenommen wird. Das Worst-Case-Aufkommen, gegeben als aggregierte
La¨ngen lkWC , Gewichte w
k
WC und Wagenzahlen v
k
WC , wird daher folgendermaßen defi-
2Die Zula¨ssigkeit einer Lo¨sung fu¨r (Optarc) impliziert die Zula¨ssigkeit fu¨r jedes Einzelszenario




lkd ∀k ∈ K (7.1)
wkWC = max
d∈DRef
wkd ∀k ∈ K (7.2)
vkWC = max
d∈DRef
vkd ∀k ∈ K (7.3)
Die Umstellkapazita¨ten der Knoten der Referenzinstanz sind ausreichend, um eine zula¨s-
sige Lo¨sung der Worst-Case-Instanz mit Hilfe der Matheuristik aus Kapitel 5 zu erzeugen.
Diese Voraussetzung muss im Allgemeinen nicht immer erfu¨llt sein, wodurch die Lo¨sung
des Worst-Case-Szenarios unmo¨glich wu¨rde.
Um die Wirkung des Worst-Case-Ansatzes sinnvoll bewerten zu ko¨nnen, wird wie folgt
vorgegangen: Mit Hilfe der Matheuristik wird das Modell (Optarc) fu¨r das Worst-Case-
Szenario gelo¨st. Die Lo¨sung wird als Worst-Case-Routing bezeichnet. Des Weiteren wird
(Optarc) unter Verwendung aller Szenarien der Referenzinstanz gelo¨st. Die Lo¨sung wird
als robustes Routing bezeichnet. Es wird nun verglichen, welche Kennzahlen sich erge-
ben, wenn das Worst-Case-Routing und das robuste Routing jeweils auf die Szenarien
der Referenzinstanz angewendet werden.
Fu¨r die Worst-Case-Instanz erzeugte die Matheuristik in drei Stunden ein Worst-Case-
Routing mit einer Optimalita¨tslu¨cke von 1,28 %. Die Optimalita¨tslu¨cke fu¨r das robuste
Routing betrug nach der gleichen Laufzeit 3,49 %. Ein Vergleich der Kennzahlen des
Worst-Case-Routings mit dem robusten Routing findet sich in Tabelle 7.2. Die Verwen-
dung der Worst-Case-Lo¨sung fu¨hrt bei Anwendung auf die Referenzinstanz zu 10,67 %
weniger Umstellungen, aber zu 14,57 % mehr Zugkilometern als die robuste Lo¨sung. In
Folge dessen erzeugt die Lo¨sung auf Basis des Worst-Case-Szenarios um 7,44 % ho¨here
Gesamtkosten. Die geringe Zahl der Umstellungen ist darauf zuru¨ckzufu¨hren, dass im
Worst-Case-Szenario hohe Aufkommen auf den meisten Relationen angenommen werden.
Je ho¨her das Aufkommen einer Relation ist, desto weniger lohnenswert sind Umstellun-
gen im Vergleich zu einer direkteren Fahrt, weil dadurch Umstellkosten entstehen.
Wie bereits erkla¨rt wurde, kann bei der Betrachtung des Worst-Case fu¨r Instanzen, in
denen die Umstellkapazita¨ten der Knoten restriktiver sind, nicht garantiert werden, dass
eine zula¨ssige Lo¨sung existiert. Neben den Kennzahlen spricht dieses Argument deutlich
fu¨r den robusten Planungsansatz mittels (Optarc).
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Mittelwertszenario
Alternativ zur Betrachtung eines Worst-Case-Szenarios ist es mo¨glich, alle Aufkommens-
matrizen der Referenzinstanz durch Mittelung der Werte in einer Matrix zu aggregieren.
Daher wird in Analogie zum Worst-Case ein Mittelwertszenario mit aggregierten La¨ngen
lkMW , Gewichten w
k

















| DRef | ∀k ∈ K (7.6)
Auf Basis dieser Aufkommen wurde mit Hilfe der Matheuristik in drei Stunden ein Mit-
telwertrouting mit einer Optimalita¨tslu¨cke von 2,93 % erzeugt. Die Kennzahlen bei An-
wendung auf die Szenarien der Referenzinstanz wurden analog zur Worst-Case-Instanz
berechnet und in Tabelle 7.3 zusammengefasst.






A¨hnlich den Ergebnissen der Worst-Case-Instanz fa¨llt fu¨r das Mittelwertrouting die An-
zahl der Umstellungen um 5,59 % geringer aus, wa¨hrend die gefahrenen Zugkilometer
um 11,63 % ansteigen. Damit fu¨hrt die Berechnung auf Basis von Mittelwerten zu 6,77 %
ho¨heren Gesamtkosten als das robuste Routing. Wird die Optimierung fu¨r das Mittel-
wertszenario, d.h. fu¨r ein aus mehreren Einzelszenarien gemitteltes Aufkommen, durch-
gefu¨hrt, kann es passieren, dass die Lo¨sung nicht fu¨r jedes dieser Einzelszenarien zula¨ssig
ist. Dieser Nachteil wird bei der Optimierung des robusten Modells (Optarc) vermieden,
die u¨berdies zu geringeren Gesamtkosten fu¨hrt.
7.2.2 Preis der Robustheit
Die Erstellung eines robusten Umstellplanes ist notwendig, weil die Aufkommensschwan-
kungen weder exakt prognostiziert noch tagesaktuell in der Planung beru¨cksichtigt wer-
den ko¨nnen (vgl. Unterkapitel 2.3.2). Hauptgrund hierfu¨r ist aus planerischer Sicht die
dynamische Auftragsannahme im EWV (vgl. Unterkapitel 2.2.2). Nichtsdestotrotz ist es
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eine interessante Fragestellung, ob Umstellpla¨ne, die exakt auf das Aufkommen einzelner
Tage zugeschnitten sind, eine große Verbesserung gegenu¨ber robusten Pla¨nen fu¨r mit-
telfristige Planungszeitra¨ume darstellen. Auf diese Weise wa¨re der Preis der Robustheit
zu quantifizieren. Obwohl nach heutigem Stand eine tagesgenaue Anpassung der Um-
stellpla¨ne an das Aufkommen nicht mo¨glich ist, ko¨nnten in Zukunft bspw. verbesserte
Prognoseverfahren oder ein weniger dynamisches Auftragsmanagement diesen Umstand
a¨ndern [DB 13].
Zur Beantwortung obiger Fragestellung wurde (Optarc) fu¨r die Referenzinstanz fu¨r jedes
der zehn Aufkommensszenarien unabha¨ngig voneinander gelo¨st. Dazu wurde erneut die
Matheuristik eingesetzt. Das Zeitlimit lag fu¨r jedes Szenario bei einer Stunde. Das Er-
gebnis zeigt, dass die Robustheit der Lo¨sung einen hohen Preis hat: Wu¨rde jeder Tag ein-
zeln optimiert, wa¨ren die Gesamtkosten fu¨r die Referenzinstanz 21,09 % geringer als bei
Lo¨sung mittels (Optarc) fu¨r den gesamten Zeitraum. Dieser hohe Unterschied relativiert
sich jedoch dadurch, dass bei einer langfristigen Planung, wie (Optarc) sie durchfu¨hrt, in
der Realita¨t wesentlich geringere Trassenkosten entstu¨nden als bei einer tagesgenauen
Planung, die das Anmelden teurer Adhoc-Trassen erfordert (vgl. Abschnitt 2.3.1 und
[SS12]). Da Trassenkosten einen großen Anteil der Gesamtkosten einer Zugfahrt aus-
machen, ist das Ergebnis obiger Rechnung demnach mit Vorsicht zu bewerten. Es kann
jedoch festgehalten werden, dass ta¨glich angepasste Umstellpla¨ne hohes Potential bo¨ten.
Zusammenfassung Robustheit
Die Verwendung des Modells (OPTarc) erlaubt die Integration multipler Aufkommens-
matrizen und generiert fu¨r die hier betrachtete Referenzinstanz erheblichen Mehrwert
gegenu¨ber der Verwendung gemittelter Aufkommen oder einer Planung auf Basis von
Spitzenaufkommen (Worst-Case-Szenario). Dies wurde durch den Vergleich der Lo¨sungen
von (Optarc), des Worst-Case-Szenarios und des Mittelwertszenarios deutlich. Obwohl
eine praktische Implementierung tagesgenauer Umstellpla¨ne derzeit nicht mo¨glich ist,
wurde mit Hilfe der Matheuristik eine tagesgenaue Planung durchgefu¨hrt und mit der
robusten Lo¨sung verglichen. Die tagesgenaue Planung kann zu deutlichen Einsparungen
fu¨hren, wenn technische und organisatorische Probleme ausgera¨umt werden ko¨nnten. Der
Ansatz, eine robuste Lo¨sung auf Basis verschiedener Aufkommen zu generieren, stellt ei-
ne wissenschaftliche Neuerung dar, die praxisna¨here Umstellpla¨ne erzeugt als bisherige
Verfahren.
7.3 Entlastung der zentralen Infrastruktur
Das heutige System der Leitwege im deutschen EWV fu¨hrt zu einer starken Zentrali-
sierung der Verkehre und Umstellarbeiten auf zentrale Korridore und Umstellbahnho¨fe.
Mit Blick auf potentiell steigende Verkehrsaufkommen im EWV (vgl. Abschnitt 2.2.1) ist
zu erwarten, dass hierdurch Nadelo¨hre entstehen. In diesem Unterkapitel werden daher
verschiedene Kennzahlen der Referenzinstanz untersucht, die Aufschluss u¨ber die Ver-
teilung der Verkehre u¨ber das Netzwerk geben. Dazu wird zuna¨chst in Abschnitt 7.3.1
die Auslastung von Zu¨gen und Streckenabschnitten bei Verwendung der Leitwegelo¨sung
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bzw. der Lo¨sung von (Optarc) untersucht. In Abschnitt 7.3.2 wird die Auslastung der
Umstellanlagen in beiden Lo¨sungen verglichen.
7.3.1 Auslastung von Zu¨gen und Streckenabschnitten





















Abbildung 7.3: Dezile der relativen Zugauslastungen
Die Bu¨ndelung von Verkehren ist das erkla¨rte Ziel des hierarchischen Leitwegesystems,
das die Auslastung der Zu¨ge auf Hauptstrecken maximieren soll (vgl. Abschnitt 3.2.2).
Daher soll in diesem Abschnitt zuna¨chst u¨berpru¨ft werden, ob die Zugauslastung eine
zielfu¨hrende Kennzahl bei der Bewertung von Umstellpla¨nen darstellt. In Abbildung 7.3
sind die Dezile der relativen Ha¨ufigkeiten der Zugauslastungen fu¨r die Leitwegelo¨sung
und die Lo¨sung von (Optarc) abgetragen. Es ist zu erkennen, dass die Anzahl stark aus-
gelasteter Zu¨ge (> 80 %) im Falle der Leitwegelo¨sung erheblich gro¨ßer ist als bei der
Lo¨sung von (Optarc). Auch die Medianauslastung liegt mit 76,57 % gegenu¨ber 67,74 %
deutlich ho¨her. Dafu¨r verkehren in der Lo¨sung von (Optarc) mehr Zu¨ge im mittleren
Auslastungsbereich zwischen 30 und 70 %. Leitwegepla¨ne fu¨hren somit in der Regel zu
einer sehr viel ho¨heren Zugauslastung. Die Auslastung allein ist jedoch nur in bedingtem
Maße ein sinnvolles Kriterium, wenn die Gesamtkosten zu minimieren sind: Wie bereits
in Unterkapitel 7.1 gezeigt, fu¨hrt die Leitwegelo¨sung zu 13, 09 % ho¨heren Gesamtkosten
und einer Erho¨hung der Zugkilometer um 16, 81 %. Es ist somit festzustellen, dass die
hohe Auslastung der Zu¨ge mit großen Umwegen erkauft wird, die in der Summe ho¨here
Kosten als weniger gut ausgelastete Zu¨ge verursachen.
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Abbildung 7.4: Zu¨ge je Kante (links: Leitwegelo¨sung, rechts: Lo¨sung von (Optarc))
Auch bei der Verteilung der Zugfahrten u¨ber das Netzwerk ergeben sich Unterschie-
de: Der Leitwegeplan fu¨hrt zu ta¨glich 304 Zu¨gen auf 83 unterschiedlichen Kanten, d.h.
Streckenabschnitten des Netzwerkes. Im Falle der Lo¨sung von (Optarc) entstehen mit
268 Zugverbindungen nicht nur 11,84 % weniger Fahrten, sie verteilen sich u¨berdies auf
36 % mehr, na¨mlich auf 113, verschiedene Kanten. Diese Zahlen sind ein Beweis fu¨r
eine bessere Verteilung der Verkehre u¨ber das Netzwerk. Dieser Sachverhalt ist in Abbil-
dung 7.4 illustriert, in der die Kantensta¨rke proportional zur Anzahl der auf der Kante
verkehrenden Zu¨ge ist.
7.3.2 Auslastung der Umstellanlagen
In diesem Abschnitt wird die Auslastung der Knoten der Referenzinstanz fu¨r die Leit-
wegelo¨sung und die Lo¨sung von (Optarc) verglichen. In Tabelle 7.4 sind die Knotenaus-
lastungen fu¨r beide Lo¨sungen sowie deren Differenz aufgefu¨hrt. Zum Vergleich wurde
zusa¨tzlich die Anzahl der Richtungsgleise im jeweiligen Knoten vermerkt, die eine sinn-
volle Gro¨ßenangabe fu¨r die Knoten darstellt. Es fa¨llt auf, dass die durchschnittliche
Auslastung u¨ber alle Knoten in beiden Fa¨llen sehr gering ausfa¨llt. Dies ist dem ver-
gleichsweise geringen Gesamtaufkommen, respektive zu hohen Anlagenkapazita¨ten, der
Referenzinstanz geschuldet.
Der Spalte Differenz ist zu entnehmen, dass die Auslastung der gro¨ßten Knoten, mit
Ausnahme von Knoten 17, bei Verwendung der (Optarc)-Lo¨sung geringer ist als fu¨r die
Leitwegelo¨sung. Die Umstellarbeiten werden zu einem gro¨ßeren Anteil in kleineren und
weniger zentralen Knoten durchgefu¨hrt. Es findet folglich fu¨r die Referenzinstanz eine
Entlastung der im Leitwegesystem zentralen Knoten statt.
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Tabelle 7.4: Auslastung der Knoten fu¨r Leitwege- und (Optarc)- Lo¨sung
Knoten Richtungsgleise Auslastung Leitwege Auslastung (Optarc) Differenz
1 5 25,00% 25,00% 0,00%
2 5 15,00% 25,00% 10,00%
3 5 25,00% 35,00% 10,00%
4 5 10,00% 20,00% 10,00%
5 5 15,00% 10,00% -5,00%
6 5 5,00% 20,00% 15,00%
7 10 12,50% 12,50% 0,00%
8 10 5,00% 5,00% 0,00%
9 10 10,00% 12,50% 2,50%
10 10 15,00% 10,00% -5,00%
11 10 35,00% 35,00% 0,00%
12 10 7,50% 10,00% 2,50%
13 10 12,50% 15,00% 2,50%
14 15 31,67% 31,67% 0,00%
15 20 12,50% 18,75% 6,25%
16 40 24,37% 24,37% 0,00%
17 35 17,86% 20,71% 2,85%
18 30 25,00% 22,50% -2,50%
19 30 17,50% 8,33% -9,17%
20 25 20,00% 18,00% -2,00%
21 25 56,00% 44,00% -12,00%
Zusammenfassung zur Entlastung zentraler Infrastruktur
In diesem Unterkapitel wurde die Verteilung der Verkehre und Umstellarbeiten der Re-
ferenzinstanz analysiert, wenn diese mittels (Optarc) gelo¨st wird. Dazu wurde zuna¨chst
die Zugauslastung der (Optarc)-Lo¨sung und der Leitwegelo¨sung verglichen. Dabei konnte
festgestellt werden, dass Leitwege zwar zu einer ho¨heren Zugauslastung fu¨hren, wodurch
jedoch gro¨ßere Umwege entstehen. Des Weiteren wurde festgestellt, dass die Anzahl
der Zugkanten gegenu¨ber der Leitwegelo¨sung gesenkt werden kann und dass sich die
Zugfahrten u¨berdies besser u¨ber das Netzwerk verteilen lassen. Die nicht hierarchische
Struktur der Lo¨sungen von (Optarc) fu¨hrt u¨berdies zu einer gleichma¨ßigeren Verteilung
der Umstellarbeiten, d.h. zu einer Entlastung der großen Anlagen.
Schlussfolgerungen aus der Validierung
In diesem Kapitel wurden die Resultate der Optimierung des Modells (Optarc) an einer
exemplarisch ausgewa¨hlten Instanz ausgewertet. Die betrachtete Instanz eignete sich
fu¨r die Untersuchung, weil eine Referenzlo¨sung auf Basis des heute angewendeten Leit-
wegesystems fu¨r diese Instanz gegeben ist. Dabei konnte festgestellt werden, dass die
zusa¨tzlichen Freiheitsgrade, die bei Vernachla¨ssigung der Leitwege- und Hierarchiebe-
dingungen in Erscheinung treten, eine deutliche Verringerung der Zugkilometer zulassen,
ohne eine gro¨ßere Anzahl von Umstellvorga¨ngen erforderlich zu machen. Die Verringe-
rung der Zugkilometer lag bei etwa 14 % und resultierte in 11 % geringeren Gesamt-
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kosten. Dieses Ergebnis la¨sst die Schlussfolgerung zu, dass Leitwege und insbesondere
die Netzhierarchie ein zu starres System sind und, wie im Falle der Referenzinstanz, zu
ho¨heren Kosten fu¨hren als ein flexibleres System.
Im Rahmen der Analysen konnte gezeigt werden, dass die Auslastung von Zu¨gen nicht
zielfu¨hrend fu¨r die Minimierung der Gesamtkosten hinsichtlich der gegebenen Kosten-
funktion ist. Obwohl bei Anwendung der Leitwege im Vergleich zur Lo¨sung von (Optarc)
sehr viel mehr Zu¨ge eine Auslastung von mehr als 80 % aufweisen und u¨berdies die
Medianauslastung erheblich gro¨ßer war, wird kein Kostenvorteil erreicht. Die hohe Aus-
lastung wird mit Umwegen erkauft.
Eine Auswertung der resultierenden Knotenauslastungen in beiden Lo¨sungen zeigte auf,
dass die Lo¨sung von (Optarc) zu einer weniger starken Auslastung der (gemessen in
Rangiergleisen) gro¨ßten Anlagen fu¨hrt. Daru¨ber hinaus findet eine sta¨rkere Verteilung
der Zugfahrten auf mehr Kanten des Netzwerkes statt. Die Folge ist eine gleichma¨ßigere
Auslastung der netzweiten Infrastruktur.
Fu¨r eine Anwendung in der Realita¨t wurde bereits in vorangegangenen Kapiteln dieser
Arbeit die Robustheit der Lo¨sung gegenu¨ber Aufkommensschwankungen, repra¨sentiert
durch die Zula¨ssigkeit fu¨r multiple Szenarien, als wichtige Lo¨sungseigenschaft identi-
fiziert. Zur Validierung dieser Lo¨sungseigenschaft wurde die Lo¨sung von (Optarc) mit
einem Worst-Case-Fall und mit einer Lo¨sung fu¨r gemittelte Aufkommen verglichen.
Die Lo¨sung von (Optarc) ist im Gegensatz zu den Vergleichslo¨sungen des Mittelwert-
Szenarios und des Wortst-Case-Szenarios nicht nur zula¨ssig fu¨r jedes Einzelszenario,
sondern zeigt u¨berdies klare Kostenvorteile.
Zusammenfassend kann festgestellt werden, dass das Modell (Optarc) die drei gewu¨nsch-
ten Lo¨sungseigenschaften der kosteneffizienten Bu¨ndelung von Wagenflu¨ssen, der Ent-
lastung zentraler Infrastruktur und der Robustheit gegenu¨ber multiplen Aufkommens-
szenarien vereint.
7 Validierung und Schlussfolgerungen 106
8 Zusammenfassung und Ausblick 107
8 Zusammenfassung und Ausblick
In dieser Arbeit wurde die taktische Planung von Wagenrouten im Einzelwagenverkehr
mit Hilfe mathematischer Methoden untersucht. Im Zuge einer allgemeinen Einfu¨hrung
in den Schienengu¨terverkehr in Deutschland lag der Fokus daher auf dem Einzelwa-
genverkehr. Nach Betrachtungen zur Zukunftsfa¨higkeit dieser Produktionsform fand ei-
ne Darstellung der Prozesse zur Auftragsdurchfu¨hrung und der dazu notwendigen Pla-
nungsschritte statt. Eine Vertiefung der Thematik der Erstellung von Umstellpla¨nen und
der dazu a¨quivalenten Wagenroutenplanung fu¨hrte zu einer Systembeschreibung und zu
einer Definition der weiteren Problemstellung. Dabei wurde neben technischen Randbe-
dingungen vor allem die Robustheit gegenu¨ber Aufkommensschwankungen als wichtige
Eigenschaft guter Umstellpla¨ne herausgearbeitet.
Im Kapitel Stand von Wissenschaft und Technik wurde eine kurze Einfu¨hrung in gra-
phentheoretische Begriffe und Verfahren der mathematischen Optimierung gegeben. Des
Weiteren wurde wissenschaftliche Literatur zu allgemeinen Planungsproblemen im Schie-
nengu¨terverkehr vorgestellt und die weiteren Betrachtungen auf das Problem der Rou-
tenplanung eingegrenzt. Bei der Bewertung der wissenschaftlichen Literatur zur Rou-
tenplanung im Einzelwagenverkehr wurden drei Klassen von Umstellpla¨nen identifiziert:
individuelle Pla¨ne fu¨r jeden Wagen, Blockingpla¨ne und Leitwegepla¨ne. Die Vor- und
Nachteile der einzelnen Varianten wurden ebenfalls identifiziert: ein ho¨herer Grad der
Flexibilisierung von Wagenrouten steht im scheinbaren Widerspruch zu einer kostenef-
fizienten Konsolidierung von Wagenflu¨ssen. Die Mo¨glichkeit, diesen Widerspruch durch
eine mathematische Herangehensweise aufzulo¨sen, wurde als eines der Untersuchungs-
ziele definiert.
Anschließend wurde ein mathematisches Modell zur robusten Planung von Wagenrou-
ten im Einzelwagenverkehr vorgestellt. Es wurden alle Bedingungen hinsichtlich Zug-
und Knotenkapazita¨ten aus der Systembeschreibung u¨bernommen und daru¨ber hinaus
Variablen- und Kostenstrukturen so gewa¨hlt, dass die gewu¨nschten Konsolidierungs-
effekte entstehen. Dazu wurden zugabha¨ngige Transportkosten und wagenabha¨ngige
Umstellkosten beru¨cksichtigt. Die Robustheit von Lo¨sungen wurde durch die Integra-
tion multipler Aufkommensszenarien im Modell abgebildet. Das resultierende Netzwerk-
designmodell kann auf zweierlei Weise, kanten- oder pfadbasiert, dargestellt werden. Ei-
ne komplexita¨tstheoretische Analyse zeigte auf, dass bereits das Finden einer zula¨ssigen
Lo¨sung ein NP-vollsta¨ndiges Problem darstellt. Die Erzeugung unterer Schranken mit
Hilfe linearer Relaxierungsmethoden wurde polyedrisch betrachtet und Annahmen zur
Modellvereinfachung diskutiert.
Die Entwicklung von Lo¨sungsverfahren fu¨r die zuvor genannten Modelle war Thema
eines eigenen Kapitels. Eine Analyse der Problemstruktur motivierte den Einsatz von
Column-Generation-Verfahren, einer Dekompositionsmethode fu¨r lineare Optimierungs-
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probleme. Ihre Anwendung la¨sst das Problem der Wagenroutenplanung in viele Teilpro-
bleme zerfallen, die sehr effizient gelo¨st werden ko¨nnen. Die Einbindung von Column
Generation in ein Branch-and-Bound-Schema brachte algorithmische Probleme mit sich,
die jedoch ausgera¨umt werden konnten. Das Ergebnis war ein effizientes Branch-and-
Price-Verfahren, das in numerischen Tests der kommerziell verfu¨gbaren Optimierungs-
software u¨berlegen war. Die Lo¨sung von Realinstanzen praxisnaher Gro¨ße gelang jedoch
nicht. Daher wurde die Anwendung von metaheuristischen Ansa¨tzen ins Auge gefasst.
Ihre Entwicklung orientierte sich an wissenschaftlichen Designprinzipien fu¨r Metaheu-
ristiken und fu¨hrte zu einer neuen Matheuristik, d.h. einer Kombination von Elementen
metaheuristischer und exakter Optimierungsmethoden. Es entstand ein Verfahren, das
eine zula¨ssige Startlo¨sung erzeugt und diese sukzessive verbessert.
Im darauf folgenden Kapitel wurden die Resultate aller entwickelten Verfahren fu¨r ei-
ne Reihe von Instanzen vorgestellt, die in Kooperation mit Experten bei DB Mobility
Logistics erzeugt wurden und damit praxisnahen Anspru¨chen genu¨gen. Dabei konnte
gezeigt werden, dass die entwickelte Metaheuristik auch fu¨r Instanzen realer Gro¨ße in
praxistauglicher Laufzeit zula¨ssige Lo¨sungen mit einer fu¨r praktische Maßsta¨be zufrie-
denstellenden Optimalita¨tslu¨cke erzeugt.
Anhand einer Referenzinstanz, fu¨r die eine Lo¨sung im Sinne des bisher verwendeten Pro-
duktionsverfahrens gegeben ist, wurden die Resultate von Modellierung und Algorithmen
im letzten Kapitel ausgewertet. Dabei konnte validiert werden, dass durch das neue Mo-
dell die Konsolidierung von Verkehren trotz hoher Flexibilita¨t bei der Routenfu¨hrung
Erfolg haben kann. Eine deutliche Kostenersparnis konnte trotz einer gleichma¨ßigeren
Auslastung der Infrastruktur realisiert werden. Auch der Ansatz, Robustheit u¨ber mul-
tiple Szenarien abzubilden, stellte sich als sinnvolles Vorgehen heraus. Fu¨r die gegebe-
ne Referenzinstanz konnte der neue Optimierungsansatz seine U¨berlegenheit gegenu¨ber
a¨lteren Produktionsverfahren qualitativ und quantitativ beweisen.
Transfer der Resultate in Forschung und Praxis
Die vorgestellten Modelle und Algorithmen fokussieren ein konkretes Planungsproblem
des deutschen Einzelwagenverkehrs. Daher stellt sich die Frage, ob die Ergebnisse ver-
allgemeinert werden ko¨nnen und praktischen Mehrwert stiften.
Hinsichtlich wissenschaftlicher Verwertungszwecke der Modelle und Algorithmen ist es
sinnvoll, die Problematik zuna¨chst zu abstrahieren. Das definierte Modell berechnet Rou-
ten fu¨r einzelne Sendungen, die durch Kapazita¨ten in Umschlagknoten und eine zugbe-
zogene Kostenstruktur voneinander abha¨ngen. Dabei werden die Zugkapazita¨ten in den
zwei Dimensionen La¨nge und Gewicht beru¨cksichtigt. Vergleichbare Planungsprobleme
treten bei jeder Form des Teilladungsverkehrs auf: im Straßengu¨terverkehr, bei der Kon-
solidierung von Sendungen durch KEP-Dienstleister und im Luft- und Seefrachtverkehr.
Die jeweiligen Anforderungen der genannten Einsatzbereiche ko¨nnen in Form geeigneter
Nebenbedingungen im Modell abgebildet werden.
Obwohl die entwickelten Lo¨sungsansa¨tze auf die speziellen Modelle angepasst sind, ko¨n-
nen viele Ideen u¨bernommen werden. Die Anwendung des Branch-and-Price-Ansatzes
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mit seinen Besonderheiten hinsichtlich des Brachingschemas wird derzeit in einem For-
schungsprojekt zur Lenkung von Sendungsflu¨ssen im Straßengu¨terverkehr an der TU
Dortmund untersucht. Die Matheuristik kann durch ihren modularen Aufbau ebenfalls
an neue Nebenbedingungs- und Kostenstrukturen angepasst werden.
Die in dieser Arbeit vorgestellte Modellierung der Routenplanung ko¨nnte um weitere
praktische Aspekte erweitert werden, sofern ada¨quate Parameter ermittelt werden ko¨n-
nen: Die Bu¨ndelung von Wagen ist nur mo¨glich, wenn sie zur gleichen Zeit am gleichen
Ort sind. Eine unterta¨gige Planungsgenauigkeit wu¨rde aus dieser Perspektive Sinn ma-
chen. Da die Prognosen u¨ber die Wagenaufkommen selbst nur tagesgenau sind, war die
Einbindung bisher nicht mo¨glich. Ein aus praktischer Sicht sehr interessanter Punkt
sind zeitliche Restriktionen fu¨r die Gesamttransportzeit einer Relation. In dieser Arbeit
wurde auf explizite Zeitrestriktion zu Gunsten einer Begrenzung der Anzahl der Um-
stellungen jedes Wagens verzichtet. Wenn hinreichend gute Parameter fu¨r Transport-
und Umstellzeiten zur Verfu¨gung sta¨nden, ko¨nnte dieser Aspekt modellseitig einfach
integriert werden, ohne signifikante Anpassungen in den vorgestellten Algorithmen zu
erfordern. Auf diese Weise ko¨nnten auch Sendungen mit unterschiedlicher zeitlicher Prio-
risierung abgebildet werden. Die genannten Erweiterungsmo¨glichkeiten der Modellierung
offenbaren den Nutzen weiterer Verbesserungen der Prognoseverfahren fu¨r ku¨nftige Ver-
kehrsaufkommen. Weiterer Forschungsbedarf besteht in verschiedenen Themenfeldern,
die an die taktische Routenplanung angrenzen. Die hohe Komplexita¨t der Planungspro-
zesse im Schienengu¨terverkehr fu¨hrte bislang ha¨ufig zu sequentiellen Planungsmodellen.
Die integrierte Betrachtung verschiedener Probleme bietet jedoch große Chancen und
wird durch stetige Fortschritte der Wissenschaft zunehmend praxistauglich.
Der Ergebnistransfer in die Praxis gelingt fu¨r die hier vorgestellten Ergebnisse maßgeb-
lich durch die Projektkooperation mit DB Mobility Logistics. Im Rahmen des Effizienz-
clusters LogistikRuhr wurde das Forschungsprojekt Ein benutzergefu¨hrtes Planungsin-
strument zur Bu¨ndelung von SGV-Produkten unter Nutzung dezentraler U¨bergabepunkte
durchgefu¨hrt und Teilergebnisse immer wieder gemeinsam bewertet. Eine Version der in
dieser Arbeit entwickelten Matheuristik zur Planung von Wagenrouten ist beim Praxis-
partner bereits lauffa¨hig implementiert. Bisher existierte dort keine Softwarelo¨sung, die
fu¨r Verkehrsaufkommen mehrerer Tage ein Wagenrouting erzeugen kann.
Bis zur operativen Nutzung der Algorithmen in der Planung des Einzelwagenverkehrs
sind jedoch noch Entwicklungsschritte erforderlich: Die Eingabeparameter der Algorith-
men stellen prognostizierte Aufkommensdaten dar, deren Vorhersage sehr zeitaufwa¨ndig
ist. Es wa¨re somit eine sta¨rkere Automatisierung dieses Prognoseprozesses und eine An-
bindung an die in dieser Arbeit vorgestellten Algorithmen erforderlich. Die optimierten
Routen, die von den Algorithmen bestimmt werden, ziehen, wie in fru¨heren Kapiteln
bereits erwa¨hnt, zahlreiche Implikationen in der Triebfahrzeug-, Personal- und Trassen-
planung nach sich. Die Einbindung der Optimierungsergebnisse in diese Planungsschritte
erfordert somit Anpassung im u¨bergeordneten Planungsprozess.
Die Anpassung von Wagenrouten hat netzweite Auswirkung auf die Umstellanlagen. Die
aus der Optimierung der Routen resultierende Anpassung von Umstellpla¨nen zieht so-
mit die Notwendigkeit eines Informationsflusses in Richtung der Umstellanlagen nach
sich, die auf die Anpassungen ada¨quat zu reagieren ha¨tten. Diese Propagation von Rou-
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teninformationen durch alle Hierarchien der Planung bis zur operativen Durchfu¨hrung
der Umstellarbeiten wirft erneut die Frage der Wechselfrequenz der Routenpla¨ne, d.h.
die Ha¨ufigkeit der Reoptimierung der Routenpla¨ne auf. Die Wahl der in dieser Arbeit
als taktische Planungszeitra¨ume bezeichneten Zeitintervalle, in denen Routenpla¨ne ange-
passt werden, sind daher in der Praxis zu bewerten. Dabei darf nicht außer Acht gelassen
werden, dass diese Arbeit auf der Annahme kurzfristig eingehender Transportauftra¨ge
basiert. Die Anforderungen an die Servicequalita¨t hinsichtlich der Voranmeldung von
Transporten wird jedoch im Rahmen der Diskussion um ku¨nftige Produktionsverfahren
neu bewertet:
Bei DB Schenker Rail findet aktuell eine Zusammenlegung von Einzelwagenverkehr und
Ganzzugverkehr zu einer sogenannten Netzwerkbahn statt, die flexiblere Wagenrouten
durch Blockingansa¨tze ermo¨glichen soll [DB 13, HH13]. Dabei sollen nicht vollsta¨ndig
ausgelastete, regelma¨ßig verkehrende Ganzzu¨ge mit Einzelwagen aufgefu¨llt werden. Die-
se Ankerblo¨cke genannten Ganzzu¨ge ko¨nnen als fixierte Variablen problemlos in die
hier vorgestellten Modelle integriert werden. Die Entwicklung des neuen Produktions-
verfahrens Netzwerkbahn verdeutlicht die praktische Relevanz der in dieser Dissertation
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