ABSTRACT. Typically, when forecasting inflation rates, there are a variety of individual models and a combination of several of these models. We implement a Bayesian shrinkage combination methodology to include information that is not captured by the individual models using expert forecasts as prior information. To take into account two common characteristics in emerging countries' economies, possible parameter instabilities and non-stationary dynamics, we use a rolling estimation windows technique for series integrated of order one. The empirical results of Colombian inflation show that the Bayesian forecast combination model outperforms the individual models and the random walk predictions for every evaluated forecast horizon. Moreover, these results outperform shrinkage forecasts that consider other priors as equal or zero weights.
INTRODUCTION
Since the adoption in New Zealand of inflation targeting to steer monetary policy, many other countries have implemented inflation targeting. These countries require accurate inflation forecasts to accomplish successful monetary policy interventions. Therefore, it is important to establish a set of forecast methodologies that model different features of inflation. Central banks commonly use both individual forecast models and a combination of these models. The individual models contain information about characteristics of the data-generating process, such as persistence, non-linearities, and asymmetries, among others. However, one single model cannot all of the relevant information. Hence, forecast combination usually outperform individual models.
Forecast combination methodology has been widely applied since the pioneering works of Reid [1968] and Bates and Granger [1969] . There is consensus that pooling forecasts outperform individual forecasts in terms of predictive ability. Reviews of the most relevant contributions of forecast combination can be found in Clemen [1989] and Timmermann [2006] . Date: April 2012. Information may exist about further events that would improve the predictive performance of forecast combination. To include prior information in this framework, Diebold and Pauly [1990] propose a Bayesian shrinkage methodology. This procedure results in a linear combination of Granger and Ramanathan [1984] , classical approach weights and prior weights. An important issue in this methodology is the prior specification. Some applications, such as Wright [2008] , Zellner and Hong [1989] and Koop and Potter [2003] , use equal weights or a zero vector as the prior mean. We propose to compute the prior mean in terms of an expert forecast inflation series.
Some empirical works have examined forecast combination for the Colombian inflation case (Castaño and Melo [2000] , Melo and Núñez [2004] ). However, a Bayesian approach has not been used in this context. In light of the changes and non-stationary dynamics of Colombian inflation (Melo and Misas [2004] , Gómez, González, and Melo [2012] ), we use a rolling window estimation method for series integrated of order one to compute the Bayesian shrinkage weights. The aim of this paper is to implement a rolling Bayesian forecast combination technique for inflation using prior information from expert forecasts.
The rest of the paper is organized as follows. Section 2 explains the Bayesian shrinkage methodology in terms of forecast combination and the specification of the prior distribution. An application of this methodology to Colombian inflation is presented in section 3. Finally, Section 4 concludes.
METHODOLOGY
Let f 1 t|t−h , . . . , f m t|t−h be the set of m h−step ahead forecasts of y t . Following Granger and Ramanathan [1984] , a typical way to combine these forecasts is as follows:
where β β β = (β 0 , β 1 , . . . , β m ) is the regression coefficients vector, and f f f t|t−h = (1, f 1 t|t−h , . . . , f m t|t−h ) is a m + 1 vector related to the intercept and the m forecasts. The intercept plays an important role in this model because it ensures that the bias correction of the combined forecast is optimally determined. Diebold and Pauly [1990] consider a methodology that allows prior information to be incorporated into a regression-based forecast combination framework. They use the g-prior model of Zellner [1986] for a Bayesian estimation of the parameters of model (1). They assume that ε t iid ∼ N(0, σ 2 ) and the natural conjugate normal-gamma prior
where Y Y Y = (y 1 , . . . , y t−h ) and F = ( f f f 1|1−h , . . . , f f f t−h|t−2h ) . BAYESIAN FORECAST COMBINATION 3 Then, the marginal posterior of β β β is given by
The marginal posterior mean is as follows:
where
Under g−prior analysis with M = gF F, Diebold and Pauly [1990] show that
where g ∈ [0, ∞) is the shrinkage parameter that controls the relative weight between the prior mean and the maximum likelihood estimator in the posterior mean.
However, Diebold and Pauly [1990] do not control for the possible presence of structural breaks. Nevertheless, expression (1) can be extended to consider these instabilities by using time-varying forecast combination weights, as follows:
The Bayesian shrinkage forecast combination methodology of Diebold and Pauly [1990] can be easily generalized to consider (3) by using rolling estimates with a w window size. This procedure yields the following posterior mean:
where β β β t = F t−h−w+1,t−h F t−h−w+1,t−h −1
Diebold and Pauly [1990] use equal weights as the prior mean β β β t . Wright [2008] uses zero weight as the prior mean in a Bayesian shrinkage exercise. Following Geweke and Whiteman [2006] , one way to specify the prior distribution in Bayesian economic forecasting is to incorporate expert forecast information. Thus, we propose to use as prior weights the OLS estimated parameters of the regression between expert h−step forecast series f ex t|t−h and the set of individual h−step forecasts. The prior mean is calculated as follows:
Then, β β β t = F t−w+1,t F t−w+1,t −1 F t−w+1,t F F F ex t−w+1,t with F t−w+1,t = ( f f f t−w+1|t−h−w+1 , . . . , f f f t|t−h ) , F F F ex t−w+1,t = ( f ex t−w+1|t−h−w+1 , . . . , f ex t|t−h ).
When the forecasting series are non-stationary, Coulson and Robins [1993] propose a combination method based on the linear model:
where f f f t|t−h = (1, f 1 t|t−h − y t−h , . . . , f m t|t−h − y t−h ) . Following (3), (4) and (5), equation (6) can be easily modified to consider a rolling Bayesian shrinkage methodology. In this case, β β β t is obtained as the rolling OLS estimation of β β β t :
where f f f t|t−h = 1, Two results of Table 1 should noted. First, when g → ∞ with zero weights prior, the posterior mean is equal to a zero weight vector. In this case, equation (6) implies a random walk forecast. Second, when g = 0, the posterior mean corresponds to the MLE weights. However, the posterior mean of the three priors are slightly different because they do not contain the same information. The Bayesian combination with zero and equal weight priors is calculated using the expert forecast as a covariate, whereas the expert forecast prior does not include this covariate.
EMPIRICAL RESULTS
The data consist of monthly Colombian inflation, measured as the first difference of the logarithm of the CPI and nine competing forecasts employed by the Colombian central bank. Forecasts from one step to nine steps ahead from September 2002 to December 2011 are considered. A brief description of the set of competing forecasts is presented in Table 11 of Appendix B. In addition, expert forecasts from the staff consensus predictions provided by the programming and inflation department of the Colombian central bank are used to specify the prior in the shrinkage methodology.
The available data from September 2002 to December 2011 are divided into two samples. The first sample is used to estimate the proposed rolling Bayesian forecast combination model, and the second is used to evaluate the predictive ability of the individual models and their combination. The first rolling window estimation of size w goes to September 2007. With this information, an h-step forecast is estimated. Next, the parameters of the combination are re-estimated after including the next month's data point and ruling out the oldest one. A new set of forecasts is obtained until the last available observation is included.
The root mean square error (RMSE) criterion is used to compare the forecast accuracy of the models. The U-Theil statistic is also calculated to assess the performance of each model relative to a random walk. Table 2 and Tables 3 to 10 , in Appendix A, show the forecast performance statistics for windows size w = 20, 30, 40 and 50 months 1 , shrinkage parameters g = 0, 1, 3, 5, 20 and g → ∞ and forecast horizons from 1 to 9 months ahead. In addition to the proposed prior, which is based on the expert forecasts, equal-and zero-weight priors were used.
The upper parts of Tables 2 to 10 contain the results of the individual models, and the combined forecast statistics are shown in the lower parts. These results show that forecast accuracy is improved by using a rolling Bayesian shrinkage forecast combination methodology with expert forecasts as prior information (hereafter, the RSFC methodology) because they correspond to the minimum RMSE and U-Theil. For example, for a 1-month forecast horizon, Table 2 shows that the minimum RMSE is 0.177, which corresponds to the RSFC methodology with a shrinkage parameter g = 20 and a rolling window size w = 20. However, the forecast performance of the RSFC methodology depends on the magnitude of the shrinkage parameter and the window size. For the longest forecast horizons, h = 6, 7, 8 and 9, the best performance is obtained when g → ∞, as shown in Tables 7 to 10 . This result suggests that for further horizons, the expert forecasts are more informative.
These results also indicate that the RSFC methodology tends to produce the most accurate inflation forecasts when compared with the shrinkage methodology with other priors as equal and zero weights. This finding indicates that the prior computed with the expert forecasts is more informative than the other priors. In the few cases where the other priors have better performance, almost all of them are associated with a zero shrinkage parameter because the equal and zero priors contain more information when g = 0, as noted in section 2.
As expected, when the shrinkage parameter g is zero, all three Bayesian shrinkage forecast have similar forecast performance because the prior mean has zero weight in the posterior mean. As explained previously, in this case, the forecast statistics of the expert forecast prior differ slightly because they are computed with less information. Furthermore, when g → ∞, the U-Theil statistic is equal to one for the Bayesian shrinkage forecast combination methodology with zero weights prior. In this case, equation (6) 
FINAL REMARKS
This study implements a Bayesian shrinkage forecast combination methodology for an emerging country case using Colombian inflation data from September 2002 to December 2011. Our estimation method takes into account two important characteristics of these economies: instability by using rolling estimation, and non-stationarity by implementing methods for series integrated of order one.
We find that forecast accuracy can be improved by using a Bayesian shrinkage forecast combination methodology that considers expert forecasts as prior information. Our results indicate that the accuracy of the combined forecast tends to outperform the forecast of individual models. Moreover, these results outperform shrinkage forecasts that consider other priors as equal or zero weights. This finding indicates that the prior computed with the expert forecasts is more informative than the other priors.
However, the forecast performance of the RSFC methodology depends on the magnitude of the shrinkage parameter and window size. For the longest forecast horizons, h = 6, 7, 8 and 9, the best performance is obtained when the shrinkage parameter tends to infinity. 
