Most if not all the cells of the body are circadian oscillators: they sustain rhythmic function with periods of approximately 24 h even in the absence of environmental cues. Without central coordination, temporal organization would deteriorate with adverse effects on health. The suprachiasmatic nucleus of the hypothalamus (SCN) is necessary for the coherence and coordination of circadian rhythms throughout the organism [1] . No other brain region has been found to sustain rhythmicity upon neurotransplantation to arrhythmic hosts, let alone to impose the period of the donor. Although other brain regions are capable of daily oscillations, none so strongly resists damping in an ex vivo preparation [2] .
Great progress has been made in the discovery of intracellular transcriptionaltranslational feedback loops through which core clock genes and their protein products drive circadian rhythms [3] . The positive limb of the core loop is comprised of Bmal1 and Clock; heterodimers of BMAL1 and CLOCK bind to E-box motifs in order to activate transcription of Period and Cryptochrome. The PER/CRY complex constitutes the negative limb: upon phosphorylation and nuclear translocation, it blocks the action of BMAL1/CLOCK and thus inhibits Per and Cry transcription. As the repressor complex degrades, this inhibition is relieved and a new cycle begins every 24h. This loop is stabilized by negative and positive regulation of Bmal1 expression by retinoic orphan receptors whose transcription is controlled by BMAL1 and CLOCK. The first mutant that provided insight into the molecular basis of mammalian circadian function was the tau hamster, in which the circadian clock speeds up. A gain of function of casein kinase 1ε results in hyperphosphorylation of PERIOD [4] . Upon destabilization of this negative feedback signal, completion of the loop is accelerated and the circadian period shortens. Surprisingly, it is not CK1ε but the closely related CK1d that plays the major role in setting clock speed in wildtype animals. Deletion of CK1d slows PERIOD degradation, thus lengthening circadian period [5] . If targeted to a critical cell type, manipulation of CK1d provides a strategy for investigation of the circuitry of the central clock mechanism.
The critical inter-cellular network properties of the SCN have proven more elusive. Although nearly all of its neurons are GABAergic, the SCN contains a daunting diversity of cells as defined by peptidergic phenotype. Which cell types determine period, and how do they enable this structure to serve as a pacemaker? A new paper by Mieda et al. [6] in this issue of Current Biology addresses these questions. Studies of SCN organization have focused on two neuronal populations: VIP cells in the ventrolateral 'core' of the SCN, and vasopressin (AVP) cells in the dorsomedial 'shell' (Figure 1) . The retinorecipient core functions in entrainment, while peripheral oscillators follow the lead of the shell [7] . Rhythms of Per expression in the core depend upon the light:dark cycle, while those in the shell persist in constant darkness [8] . VIP and GABA regulate the coupling of a network of cell-autonomous oscillators within, and perhaps beyond, the SCN [9] . Nevertheless, the distinction between the roles of the core and shell (and of VIP and AVP cell populations) is not absolute. Effects of deletion of AVP receptors vary, with some finding a lengthening of circadian period and destabilization of activity rhythms [10] and others not [11] . AVP contributes to coordinated rhythmicity of the SCN, although its role is overshadowed by that of VIP [12] . Furthermore, the distinction between intra-SCN network functions and outputs is incomplete: both VIP and AVP are found in efferent axons of the SCN, and both these and other peptides likely coordinate extra-SCN oscillators or apprise them of the light:dark cycle [13] .
Conditional knockout of circadian function may be achieved by crossing mice expressing Cre recombinase with animals carrying a floxed allele of a core clock gene. As the sole core clock component whose deletion is sufficient to cause arrhythmicity [14] , Bmal1 is the logical choice of a gene to manipulate. In the first application of this approach to target the SCN [15] , locomotor rhythms were abolished when a floxed allele of Bmal1 was excised in cells in which Cre was driven by the promoter of Synaptotagmin10. In order to elucidate pacemaker organization, however, it is necessary to utilize a Cre driver specific to particular SCN cell types. Upon construction of Avp-Cre
mice to target vasopressin neurons, Mieda et al. [16] found that behavioral rhythms persisted with a lengthened period and diminished stability. Technical issues may have contributed to this surprising outcome: although reduced in the transgenic mice, Bmal1 expression persisted in a minority of the AVP cells. Indeed, this experimental approach is limited by the difficulty of assessing the extent of expression of the Cre recombinase in cells of the targeted phenotype, or of action of the recombinase on the floxed allele. Furthermore, altered expression of clock components and output signals other than those directly targeted may contribute to the effects. Lee et al. [17] found that knockout of Bmal1 in an SCN cell population expressing neuromedin S (NMS, which is present in almost all of the AVP cells) abolished rhythmicity. Yet deletion of NMS itself has little effect on circadian rhythmicity. This illustrates that the peptide products of the genes whose promoters drive excision of clock components may not be essential to the rhythmic output.
A related approach is to utilize a floxed allele not to abolish rhythmicity, but to alter period. Smyllie et al.
[18] used a dopamine receptor-driven Cre to excise a floxed construct of the tau mutant allele. Drd1a is not restricted to a particular cell type, so its excision was variable among SCN populations and some mice did, while others did not, revert to a wild-type circadian period. In order to slow the circadian clock, Lee [17] induced expression of the dominant negative Clock D19 mutant allele in NMS-Cre mice. Although a majority of VIP cells co-express NMS, this effect was not replicated when Clock D19 expression was restricted to the VIP population. Another cell type must therefore play the principle role in control of period. Given that 95% of the AVP cells express NMS, AVP was the logical choice.
In order to define the function of the AVP population, Mieda et The ventral (core) region of the SCN receives entraining input from the retinohypothalamic tract (red arrows). This region contains VIPergic neurons (red circles) that ensure phase coherence through synaptic input (thick black arrows) to the vasopressinergic neurons of the shell (blue circles). For simplicity, connections within the core or shell, and additional cell types of the SCN (other than VIPor AVP-positive) are not shown. Both the VIP and vasopressinergic neurons send efferents (blue arrows) to extra-SCN regions, many of which are oscillatory (green circles) but damp upon isolation due to lack of coupling. Mieda et al. [6] show that slowing the clock of the AVP neurons alone can lengthen the period of the mouse, and that the long period of the shell persists only if it is surgically isolated from the core. The fungal pathogen Magnaporthe oryzae causes severe disease symptoms and yield losses on rice plants.
A new study shows that this fungus elicits disease lesions by co-opting a host protein and reveals how rice plants fight back.
Magnaporthe oryzae is one of the most destructive fungal pathogens known to threaten the production of rice, a staple food for nearly 50% of the world's population. It routinely causes 10-30% yield losses, and in severe cases can result in complete losses in major rice-production areas. How this devastating pathogen causes disease on rice plants is of immense interest to scientists and of great importance for food security. In this issue of Current Biology, Wang et al. [1] uncover a mechanism by which M. oryzae advances disease lesions on rice plants. Plant pathogens can be grouped into three categories based on their lifestyles on host plants [2] . Biotrophs such as Blumeria graminis, which causes wheat and barley powdery-mildew disease, and Puccinia striiformis, the agent of stripe-rust disease on wheat plants, must obtain nutrients from living host plants for their entire life cycle. Nectrotrophs such as Botrytis cineara and Sclerotinia sclerotiorum, which cause grey-mold and white-mold diseases, respectively, on numerous plant species, immediately kill host tissues upon infection and acquire their nutrients from dead tissues. The third group of phytopathogens, including M. oryzae and Colletotrichum spp., are referred to as hemibiotrophs. These pathogens assume a biotrophic lifestyle during the initial stages of infection but later adopt a necrotrophic lifestyle before completing their life cycles. Recent studies indicate that even pathogens traditionally considered as strict necrotrophs have a brief biotrophic phase on plants [3] . How such hemibiotrophic pathogens make a transition from the biotrophic phase to the necrotrophic phase is a key question in plant pathology.
Like animals, plants possess a powerful innate immune system to defend against potential threats by pathogenic microbes. Plant immune receptors include both plasma-membrane-localized and cytoplasmic immune receptors. Receptor kinases and receptor-like proteins located in the plasma membrane perceive the presence of various microbial molecules in the intercellular spaces, including the major fungal cell-wall component chitin and bacterial flagellin proteins. The perception of microbial molecules by immune receptors triggers defenses that restrict pathogen progression. However, adapted pathogens -those that are able to grow on a given plant host -must suppress or evade plant defenses. To accomplish this, biotrophic and hemibiotrophic fungi secrete numerous effector proteins into plant intercellular spaces or cytosol to inhibit plant defenses or manipulate other host processes to aid infection and colonization [4] . Although these effectors provide essential ammunition for pathogenesis, they also risk triggering plant immunity because some plants possess newly evolved plasmamembrane-localized and cytoplasmic immune receptors that are capable of perceiving them [5] . Understanding how fungal-pathogen effectors promote parasitism and trigger plant disease resistance is of great interest to researchers studying agriculture and plant-pathogen interactions. In particular, how effector proteins promote a necrotrophic lifestyle is completely unknown.
A major aspect of plant-pathogen interactions is the role of programmed cell death (PCD) in the plant during infection. It is well known that biotrophic and hemibiotrophic pathogens often trigger the hypersensitive response (HR), a form of PCD during which microbial proteins are recognized by the plant surveillance system [5] . Necrotrophic pathogens kill host cells by secreting toxins and lytic enzymes that dismantle plant tissues. Advances in recent years indicated that plant cells do not die passively when infected by necrotrophs. Instead, necrotic lesions occur as a result of active manipulation of plant PCD by necrotrophic pathogens [3] . Various toxins and necrosis-inducing effector proteins
