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MULTIPLIERS OF EMBEDDED DISCS
KENNETH R. DAVIDSON, MICHAEL HARTZ, AND ORR MOSHE SHALIT
Abstract. We consider a number of examples of multiplier algebras on Hilbert
spaces associated to discs embedded into a complex ball in order to examine the
isomorphism problem for multiplier algebras on complete Nevanlinna-Pick repro-
ducing kernel Hilbert spaces. In particular, we exhibit uncountably many discs in
the ball of ℓ2 which are multiplier biholomorphic but have non-isomorphic multi-
plier algebras. We also show that there are closed discs in the ball of ℓ2 which are
varieties, and examine their multiplier algebras. In finite balls, we provide a coun-
terpoint to a result of Alpay, Putinar and Vinnikov by providing a proper rational
biholomorphism of the disc onto a variety V in B2 such that the multiplier algebra
is not all of H∞(V ). We also show that the transversality property, which is one of
their hypotheses, is a consequence of the smoothness that they require.
1. Introduction
We are concerned with the multiplier algebras of certain reproducing kernel Hilbert
spaces with the complete Nevanlinna-Pick property. Using the universal property of
the Drury-Arveson space, we can identify a variety V in a complex ball Bd (where
1 ≤ d ≤ ∞) so that the Hilbert space is a space of analytic functions on V . In this
paper, V will usually be homeomorphic to the unit disc.
For each 1 ≤ d ≤ ∞, Drury-Arveson space or symmetric Fock space, Hd, is a space
of analytic functions on Bd (where d =∞ corresponds to the unit ball of ℓ2) with the
reproducing kernel
k(x, y) =
1
1− 〈x, y〉 for x, y ∈ Bd.
This is spanned by the vectors ky(x) = k(x, y) for y ∈ Bd. The multiplier algebraMd
consists of all (bounded analytic) functions on Bd which multiply Hd into itself. It
forms a maximal abelian wot-closed algebra of operators. Associated to each variety
V in Bd, there is the Hilbert space
HV = span{ky : y ∈ V }.
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This is considered as a Hilbert space of functions on V with multiplier algebra MV
(also functions on V , not the whole ball).
It follows that MV is completely isometrically isomorphic to Md/JV , where JV
is the ideal of multipliers vanishing on V from [12](see also [14]). In particular this
means that every multiplier on V extends to a multiplier on the whole ball. This
quotient naturally lives on the zero set of JV . For this reason, in [14], we define a
variety to be the intersection of zero sets of multipliers (or of functions in the Hilbert
space—see [2]):
V = V ({hi : i ∈ I}) =
⋂
i∈I
Z(hi) ∩ Bd,
where Z(h) = h−1(0). Thus there is a technical issue of what a variety should be, as
this is not a local property as in the classical definition of a variety.
In [14], we consider the problem of when MV and MW are isomorphic. This is
completely resolved for (completely) isometric isomorphism. Here we will be con-
cerned with the question of topological isomorphism. (Note that since these algebras
are semisimple, all algebraic isomorphisms are automatically norm continuous.)
The typical way to approach such isomorphism problems regarding algebras of func-
tions is via the space of characters (non-zero multiplicative linear functionals). An
isomorphism ϕ :MV →MW induces a weak-∗ homeomorphism ϕ∗ from the charac-
ter space M(MW ) onto M(MV ). Moreover there is a natural map π of the character
space into Bd obtained by evaluation on the row contraction Z :=
[
Z1 . . . Zd
]
(where
Zi are the multipliers by the coordinate functions zi). Every point v ∈ V gives rise
to an evaluation functional ρv given by ρv(f) = f(v). The subtlety of our problem
stems from the fact that these point evaluation characters are typically only a small
part of the character space M(MV ).
It is shown in [14, Proposition 3.2] that the points of π(M(MV )) in the open ball
are precisely the variety V , the map is injective on π−1(V ) = {ρv : v ∈ V }, and these
points correspond to the weak-∗ continuous characters. Unfortunately the proof relies
on [11, Theorem 3.2], which states that the characters of Ld (orMd) lying in π−1(Bd)
are precisely point evaluations. That theorem is not true for d =∞, as we will show.
Indeed for every λ ∈ B∞, the fiber over every point is very large. Sometimes we are
able to work around this, but often we require stronger hypotheses to deal with this
issue. (A new version of [14] corrects this error.)
The main result in [14] about isomorphism is
Theorem 1.1 (Davidson-Ramsey-Shalit). Let V and W be varieties in Bd, with
d < ∞, which are the union of finitely many irreducible varieties and a discrete
variety. Let ϕ be a unital algebra isomorphism of MV onto MW . Then there exist
holomorphic maps F and G from Bd into Cd with coefficients in Md such that
(1) F |W = ϕ∗|W and G|V = (ϕ−1)∗|V
(2) G ◦ F |W = idW and F ◦G|V = idV
(3) ϕ(f) = f ◦ F for f ∈MV , and
(4) ϕ−1(g) = g ◦G for g ∈ MW .
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In particular, when the multiplier algebras are isomorphic, the two varieties are
biholomorphic. Since the additional feature is that the component functions of F and
G are multipliers, we will call this a multiplier biholomorphism. Also the isomorphism
is always the composition operator induced by this biholomorphism. The finiteness
conditions were needed to establish that ϕ∗ maps W into V , instead of possibly
sending some component into the corona.
In the case of homogeneous varieties (zero sets of a family of homogeneous polyno-
mials), everything works out in the best possible way. The results of [13, 21] combine
to show that the multipliers of two homogeneous varieties are isomorphic if and only
if the varieties are biholomorphic. Moreover the two algebras are similar, and there
is a linear map that implements a (possibly different) biholomorphism between the
homogeneous varieties W and V .
However, in the non-homogeneous case, a number of examples in [14] showed that
a complete converse to the theorem above is not possible. One serious issue is that
multiplier biholomorphism is not evidently an equivalence relation. This is because
the extension of the maps to the whole ball cannot be composed because the range is
not contained in the ball. In fact, it is not an equivalence relation at least when the
varieties have infinitely many components (see Remark 6.7).
There were two types of examples, and we now consider both to have a certain
pathology. The first example concerned Blaschke sequences in the unit disc [14,
Examples 6.2, 8.2]. The multiplier algebra is isomorphic to ℓ∞ if and only if the
sequence is an interpolating sequence. But there are non-interpolating sequences
which are biholomorphic to interpolating sequences in the strong sense that there are
H∞ functions (and even A(D) functions) implementing the bijection. We consider
these examples to be somewhat pathological because the variety has infinitely many
components. See Proposition 6.5 for further discussion.
The second class of examples were discs in B∞ [14, Examples 6.11, 6.12, 6.13].
The pathological nature has to do with the fact that these are varieties in an infinite
dimensional ball. We shall examine these examples in more detail here. In Section 7,
we give precise conditions for when the multiplier algebras of two embedded discs in
B∞ of a special type are isomorphic. In particular, we explain when an algebra of this
kind is isomorphic to H∞. Our methods allow us to show that there are uncountably
many discs which are multiplier biholomorphic such that their multiplier algebras are
not isomorphic. This will include a family of kernels on the unit disc that lie between
Hardy space and Dirichlet space.
Moreover when this family is continued beyond Dirichlet space (section 8), we find
varieties in B∞ which are homeomorphic to closed discs in the interior of the ball.
Again there are uncountably many non-isomorphic multiplier algebras on closed discs
which are all multiplier biholomorphic varieties. In section 9, we use interpolating
sequences to show that the multiplier algebras on many of these compact discs cannot
be isomorphic to a multiplier algebra on a variety whose closure meets the boundary.
This pathological behaviour seems to depend on the fact that the varieties live in the
infinite dimensional ball.
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We shall also be concerned with proper embeddings of discs into finite dimensional
balls Bd. Here the prototype result is due to Alpay, Putinar and Vinnikov [3]:
Theorem 1.2 (Alpay-Putinar-Vinnikov). Suppose that f is an injective holomorphic
function of D onto V ⊂ Bd such that
(1) f extends to an injective C2 function on D,
(2) f ′(z) 6= 0 on D,
(3) ‖f(z)‖ = 1 if and only if |z| = 1,
(4) 〈f(z), f ′(z)〉 6= 0 when |z| = 1.
Then MV is isomorphic to H∞.
Note that (3) ensures that the map is proper, (1) implies in particular that the image
of D is homeomorphic to a closed disc, while (2) ensures that the inverse map is also
holomorphic—so that this map is a biholomorphism of the two varieties. Condition
(4) is a transversality condition. We remark that [3] only asks that h be C1, but in
[4, 2.3.6] where this result is generalized to finitely connected planar domains, they
point out that C2 is needed to make the proof work. This result is further extended
in [23] to finite Riemann surfaces.
The property that the map is a biholomorphism is clearly necessary. The kind of
difficulty one encounters otherwise is illustrated by the map f(z) = 1√
2
(z2, z3). This
map is a proper, bijective, and rational map onto a variety V called the Neil parabola.
It extends to be C∞ on D and is transversal at the boundary. However f ′(0) = (0, 0),
so there is a singularity that prevents the inverse map from being analytic. The
multiplier algebra MV = H∞(V ) is naturally identified with the proper subalgebra
of H∞ consisting of functions h such that h′(0) = 0.
We will show in Section 3 that the transversality condition (4) is a consequence of
being C1. A continuous example where transversality fails is presented in Section 4.
We will also show (in Section 5) that for a minor weakening of the hypotheses of
Theorem 1.2, the conclusion is no longer valid. More precisely, we exhibit a proper
rational map f of the disc into B2 which satisfies all of the hypotheses except for the
fact that the C∞ extension to D is not injective, as the boundary crosses itself once,
where the multiplier algebra is not H∞. It is worth noting that this example does
not serve as a counterexample to the converse of Theorem 1.1, since the holomorphic
inverse f−1 : f(D)→ D is a bounded analytic function, but not a multiplier.
In the above mentioned example, f fails to induce an isomorphism between H∞ and
Mf(D) because f is not injective on ∂D. This begs the question whether the failure can
be detected intrinsically in D. In Section 6 we show that if a biholomorphism F : W →
V induces an isomorphism ϕ :MV →MW , then F must be a bi-Lipschitz mapping
with respect to the pseudohyperbolic distance. Re-examination of the example of the
preceding paragraph shows that indeed f fails to be bi-Lipschitz, hence cannot induce
an isomorphism. Then Theorem 6.2 yields another proof that MV is not isomorphic
to H∞. However Example 6.6 shows that for Blaschke sequences, being bi-Lipschitz
does not imply isomorphism.
It could possibly be true that a converse to Theorem 1.1 could hold if the variety
has only finitely many irreducible components. The finiteness of d and the finiteness
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of the number of components eliminates all of the counterexamples that we know
about.
2. Multipliers on discs and automorphism invariance
Let f : D→ V = f(D) ⊂ Bd be a proper holomorphic map. In the case of d <∞,
it is well known that if f is injective and f ′(z) 6= 0 for all z ∈ D then the complex
structure on V as a subset of Cd coincides with the complex structure induced from
the homeomorphism with D. We require the analogous result for the case d =∞.
A function f : Ω1 → Ω2 between two open balls of two Hilbert spaces is said
to be holomorphic if it is Fre´chet differentiable at every point. Equivalently, f is
holomorphic if around every point in Ω1 there is some neighborhood in which f is
represented by a convergent (vector valued) power series.
Suppose that V,W ⊂ ℓ2. A function h : V → ℓ2 will be called holomorphic if
for every v ∈ V , there is a ball br(v) in ℓ2 and a holomorphic function g on br(v)
such that g|V ∩br(v) = h|V ∩br(v). A bijective map f between V and W will be called a
biholomorphism provided that both f and f−1 are holomorphic.
The following definition is not standard so it is singled out.
Definition 2.1. We say that a map f from the unit disc into the open unit ball of a
Hilbert space is proper if lim|z|→1 ‖f(z)‖ = 1.
When the target space is finite dimensional this definition agrees (in this setting)
with the standard definition of “proper map”, which is that f is proper if the preimage
of every compact set is compact. We require this definition for dealing with maps
into infinite dimensional balls.
The following result is well known when the range is contained in Cd for d < ∞.
It may well also be known for d =∞, but we have not found this result anywhere.
Proposition 2.2. Let f : D → V = f(D) ⊂ B∞ be a proper injective holomorphic
function such that f ′(z) 6= 0 for z ∈ D. Then f−1 is holomorphic. More generally, a
function h : V → C is holomorphic if and only if h ◦ f is holomorphic.
Proof. Fix v0 = f(z0) ∈ V . As f ′(z0) 6= 0, we can define the rank one projection P
onto span{f ′(z0)}. The composed function P ◦ f is an analytic function on the disc
with nonzero derivative at 0, hence injective in a neighborhood of 0.
We claim that there is an r > 0 so that P is injective on br(v0)∩V . Assume toward a
contradiction that P is not injective in any neighbourhood of v0 in V . Then there are
sequences wn and w˜n in V which converge to v0 with wn 6= w˜n and Pwn = Pw˜n. Write
wn = f(zn) and w˜n = f(z˜n), and note that zn 6= z˜n. Properness of f implies that zn
and z˜n are contained in a disc of radius r < 1, so by passing to a subsequence, we may
assume that zn → z and z˜n → z˜ for points z, z˜ in the disc. Thus f(z) = f(z˜) = v0.
Since f is injective, it follows that z = z˜ = z0. But (Pf)(zn) = (Pf)(z˜n), which
contradicts the fact that Pf is injective in a neighbourhood of z0.
Therefore, there is a neighbourhood bε(z0) ⊂ f−1(br(v0)) so that Pf |bε(z0) is an
injective holomorphic function such that (Pf)′(z) 6= 0 for all z ∈ bε(z0). There is an
r0 with 0 < r0 ≤ r so that
Pbr0(v0) ⊂ Pf(bε(z0)).
6 K.R. DAVIDSON, M. HARTZ, AND O.M. SHALIT
Therefore (Pf |bε(z0))−1 is a holomorphic function. If follows that g = (Pf)−1P is a
holomorphic function on br0(v0). It is evident that
g|V ∩br0 (v) = f−1|V ∩br0 (v).
Now suppose that h : V → C. Since the composition of holomorphic functions is
holomorphic, it follows that if h is holomorphic, then so is h ◦ f . Conversely, suppose
that h ◦ f is holomorphic on D. Let v0 = f(z0) ∈ V , and let r0 and ε be as in the
previous paragraph. Since P |br0(v0)∩V is a homeomorphism onto br0(Pv0) ∩ RanP ,
there is a function
k : (br0(Pv0) ∩ RanP )→ C
such that h = (k ◦ P )|V∩br0 (v). Now k = (h ◦ f) ◦ (Pf)−1 is holomorphic. Therefore
h˜ = k ◦ P is a holomorphic function on br0(v0) such that h = h˜|V ∩br0 (v). Thus h is
holomorphic.
We let B∞ denote the open unit ball of ℓ2. The following result is well known if
the range is contained in Bd for d <∞.
Corollary 2.3. If f : D → V = f(D) ⊂ B∞ is a biholomorphism, then the space
H∞(V ) of bounded analytic functions on V coincides with {h ◦ f−1 : h ∈ H∞}.
If V is a variety in Bd, then the multiplier algebraMV ofHV is a complete quotient
of Md by the ideal of multipliers vanishing on V . The quotient map is just the
restriction map. Thus every multiplier on V extends to a multiplier on Bd. In
particular, they extend to bounded holomorphic functions on the whole ball. As
noted in the introduction, the point evaluation ρv(f) = f(v) is always a character
on MV for each v ∈ V . Moreover, these are the only point evaluations on MV , and
they coincide with the weak-∗ continuous characters. We will identify the set V with
{ρv : v ∈ V } ⊂M(MV ).
Recall that there is a natural map π from the character space of MV into Bd given
by π(ρ) = (ρ(Zi))
∞
i=1.
An earlier version of this paper relied on [11, Theorem 3.2], which states that
the characters of Ld (or Md) lying in π−1(Bd) are precisely point evaluations. That
theorem is not true for d = ∞, as the following example shows. So some additional
care is needed. In the example, we work with the algebra M∞ of multipliers on
Drury-Arveson space.
Example 2.4. Let (vn) be a sequence in B∞ with the property that ||vn|| → 1, but
(vn) converges weakly to zero. By passing to a subsequence, we may assume that (vn)
is interpolating for M∞ (see Proposition 9.1). Thus, the unital homomorphism Φ :
M∞ → ℓ∞ defined by Φ(f)(n) = f(vn) is surjective, so its adjoint Φ∗ is an embedding
of the Stone-Cˇech compactification βN into the character space of M∞. We claim
that every point in βN \N lies in the fiber over the origin, i.e., π(Φ∗(βN \N)) = {0}.
Indeed, let ϕ ∈ βN \ N. Then for every k ≥ 1, we have
(Φ∗(ϕ))(Mzk) = ϕ((Zk(vn))) = limn→∞
Zk(vn) = 0.
This shows that there are points in π−1(Bd) which are not point evaluations.
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We can use this construction to show that there are also algebras MV with char-
acters that are fibered over points in Bd \ V . Let (vn) be as above, and assume that
v0 = 0. Let f ∈ M∞ satisfy f(0) = 1 and f(vn) = 0 for n ≥ 1. Then V = f−1(0) is
a variety such that 0 /∈ V , but the fiber π−1(0) is large.
Now consider two discs in Bd, including the case d = ∞. We need a few variants
of results in [14]. Consider two biholomorphisms of discs
fi : D→ Vi = fi(D) ⊂ Bd for i = 1, 2
such that Vi are varieties in the sense of [14]; i.e. they are the intersection of zero sets
of multipliers. Suppose that ϕ :MV1 →MV2 is a continuous algebra homomorphism,
and let ϕ∗ be the induced map from M(MV2) to M(MV1). Composing this with the
evaluation map π at the row contraction Z =
[
Z1 . . . Zd
]
yields a map Fϕ = π ◦ϕ∗ :
M(MV2)→ Bd given by
Fϕ(ρ) = ϕ(Z)(ρ) =
[
ρ(ϕ(Zi))
]d
i=1
for ρ ∈M(MV2).
In particular, Fϕ|V2 maps the variety V2 into Bd.
Theorem 2.5. Let Vi be discs in Bdi as described above. Furthermore, assume that
(1) for every λ ∈ V1, the fiber π−1(λ) = {ρλ}, and
(2) π(M(MV1)) ∩ Bd1 = V1.
Let ϕ : MV1 → MV2 be a continuous algebra homomorphism. Then F = Fϕ|V2 is a
holomorphic map with multiplier coefficients. If F is not constant, then F maps V2
into V1. In this case, ϕ
∗|V2 = F and ϕ is given by composition with F , that is,
ϕ(h) = h ◦ F for all h ∈MV1 .
In particular, if ϕ is injective, then F is not constant. And if ϕ is an isomorphism,
F is a biholomorphism of V2 onto V1.
Remark 2.6. The special hypotheses on the variety V1 always hold when d1 <∞ by
[14, Proposition 3.2]. Proposition 2.8 below shows that even when d1 = ∞, it holds
in many cases of interest.
Proof. Let Fi = ϕ(Zi) for 1 ≤ i ≤ d1. For v ∈ V2, let ρv denote the character of
evaluation at v. Then
F (v) = π(ϕ∗(ρv)) = ρv(ϕ(Z)) =
[
Fi(v)
]d1
i=1
.
Observe that the coefficients Fi are all multipliers. Since characters are completely
contractive, we have
‖F (v)‖2 =
∑
i
|Fi(v)|2 ≤ ‖Z‖2 = 1 for all v ∈ V2.
We claim that F ◦ f2 is holomorphic. If d1 < ∞, this is clear since the functions
hi = Fi ◦ f2 are. If d1 =∞, let α = (ai)∞i=1 ∈ ℓ2. Then
〈F ◦ f2(z), α〉 =
∞∑
i=1
a¯ihi(z).
8 K.R. DAVIDSON, M. HARTZ, AND O.M. SHALIT
This converges uniformly on V2 since by the Cauchy-Schwarz inequality,
∞∑
n=N
|a¯nhn(z)| ≤
( ∞∑
n=N
|an|2
)1/2( ∞∑
n=N
|hn(z)|2
)1/2
≤
( ∞∑
n=N
|an|2
)1/2 N→∞−−−→ 0.
Therefore 〈F ◦ f2(v), α〉 is holomorphic for all α, so F ◦ f2 is holomorphic. By Propo-
sition 2.2, F is holomorphic.
Now we assume that F is not constant, and show that F maps into Bd. If µ = F (λ)
lies in the boundary ∂Bd for some λ ∈ V2, then 〈F ◦f2(z), µ〉 is a holomorphic function
into D which takes the value 1 at λ. By the maximum modulus principle, this function
is constant. Since the image of F is contained in the closed unit ball, F ◦ f2 itself and
thus F must be constant. This contradicts our assumption.
Now for v ∈ V2, ϕ∗(ρv) is fibered over the point F (v), which lies in Bd1 . By
hypotheses (1) and (2), the characters of MV1 in π−1(Bd) are precisely the point
evaluations at points of V1. Hence F maps V2 into V1. Therefore
ϕ(h)(v) = ϕ∗(ρv)(h) = ρF (v)(h) = h(F (v))
for all h ∈M(V1) and v ∈ V2.
If ϕ is injective, it follows as in [14, Lemma 5.4(2)] that F maps V2 into V1. The
argument there assumed that ϕ is an isomorphism, but only injectivity is required.
To recall, suppose that F maps V2 to a single point λ ∈ Bd. Then for every i, we have
ϕ(λi − Zi) = λi − Fi = 0,
hence Zi = λi ∈ MV1 by injectivity of ϕ. This is clearly impossible as V1 consists of
more than one point. Therefore F is not constant.
Now assume that ϕ is an isomorphism. By an adaptation of [13, Section 11.3], the
fact that ϕ is implemented by composition implies that ϕ is weak-∗ continuous. Since
the closed unit ball B1 of MV1 is weak-∗ compact, and since the weak-∗ topology on
MV2 is Hausdorff, ϕ
∣∣
B1
: B1 → ϕ(B1) is a homeomorphism in the weak-∗ topologies.
Every bounded set inMV2 is contained in rϕ(B1) for some r > 0, hence ϕ−1 is weak-∗
continuous on bounded sets. It follows from the Krein-Smulian theorem that ϕ−1 is
weak-∗ continuous. In particular, (ϕ−1)∗ takes point evaluations to point evaluations.
We deduce that ϕ∗(V2) = V1, hence F maps V2 onto V1. Since F−1 = π ◦ (ϕ−1)∗,
the map F−1 is holomorphic with multiplier coefficients.
Remark 2.7. Besides the special assumptions on MV1, another issue that makes
this a weaker result than Theorem 1.1 is that we do not know if the map F can be
extended to the whole ball B∞ to be bounded, or better yet a bounded multiplier.
Now F is essentially ϕ(Z). So if we knew that ϕ was completely bounded, then F
would be a bounded multiplier. Since MV is a complete quotient of M∞, we could
lift this to a bounded multiplier map on the whole ball. As it is, we only know
that the coordinates are contractive multipliers—so they each extend to contractive
multipliers on the whole ball. When d <∞, this then provides the desired extension.
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But when d =∞, extending each individual multiplier coefficient does not generally
yield a bounded row multiplier.
Recall that Ad is the closure in Md of the polynomials.
Proposition 2.8. Suppose that a variety V in B∞ is the intersection of zero sets of
a family F ⊂ Ad. Then π(M(MV )) ∩ Bd = V .
Proof. Since MV ≃ Md/JV where JV is the ideal of multipliers vanishing on V ,
every character ϕ of MV lifts to a character ψ of Md that annihilates JV . Assume
that λ ∈ B∞ and ϕ ∈ π−1(λ), whence ψ ∈ π−1(λ) also. Then ψ(f) = f(λ) for every
polynomial f , and hence for every f ∈ Ad. In particular, as every f ∈ F belongs to
JV , we have 0 = ψ(f) = f(λ). Therefore λ belongs to V .
Remark 2.9. When the functions F defining V belong to Ad, they extend to be
continuous on the closed ball. It follows by the same argument that if ‖λ‖ = 1 and a
character ϕ ∈ π−1(λ), then f(λ) = 0 for every f ∈ F . Hence λ ∈ ⋂f∈F f−1(0). Thus
in the case where
⋂
f∈F f
−1(0) = V , we can conclude that π(M(MV )) = V . This is
of interest even when d <∞ (cf. [23, Corollary 5.4]).
It is well known that the conformal automorphisms of the unit disc are the Mo¨bius
maps θ = λ
(
z−a
1−a¯z
)
for a ∈ D and |λ| = 1. Moreover, the automorphisms of H∞ are
precisely the maps Cθh = h ◦ θ. This familiar result is credited to Kakutani in [22,
p.143].
If f : D → V = f(D) ⊂ Bd is a biholomorphic map onto a variety V , then
we can transfer the Mo¨bius maps to conformal automorphisms of V by sending θ to
f◦θ◦f−1. Since this can be reversed, these are precisely the conformal automorphisms
of V . We say that MV is automorphism invariant if composition with all of these
conformal maps yield automorphisms ofMV . A sufficient criterion for automorphism
invariance is given in [9, Theorem 3.5]. For further discussion of this property, the
reader is referred to Section 8 in [10].
Corollary 2.10. Let Vi be discs in Bd as described above such that V1 satisfies con-
ditions (1) and (2) of Theorem 2.5. Let ϕ :MV1 →MV2 be an algebra isomorphism.
Then there is a Mo¨bius map θ of D such that the following diagram commutes:
MV1
ϕ
//
Cf1

MV2
Cf2

H∞
Cθ
// H∞
Proof. By Theorem 2.5, F = ϕ∗|V2 is a biholomorphism of V2 onto V1, and ϕ is
implemented by composition with F . We will make use of the fact that MVi can be
embedded into H∞ via
Cfih = h ◦ fi for h ∈MVi.
This map is contractive since the multiplier norm on MVi dominates the sup norm.
Observe that θ = f−11 ◦ F ◦ f2 is a biholomorphism of D onto itself, and thus is a
Mo¨bius map. Clearly this makes the diagram commute.
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Suppose that the automorphism θ can be chosen to be the identity or, equivalently,
that CF , where F = f1 ◦ f−12 , is an isomorphism of MV1 onto MV2. Then we will say
that MV1 and MV2 are isomorphic via the natural map.
Corollary 2.11. Let Vi be discs in Bd as described above such that V1 satisfies con-
ditions (1) and (2) of Theorem 2.5. If MV1 or MV2 is automorphism invariant, then
MV1 and MV2 are isomorphic if and only if they are isomorphic via the natural map
CF , where F = f1 ◦ f−12 . In particular, if MV1 is isomorphic to H∞, then Cf1 is
implements the isomorphism.
3. Transversality
Recall that a map of D into a ball Bd is proper if lim|z|→1 ‖f(z)‖ = 1. If a proper
analytic map f of a surface S into a ball Bd extends to be C1 on S, we shall say that
the image meets the boundary of Bd transversally at f(z) for z ∈ ∂S provided that
〈f(z), f ′(z)〉 6= 0.
As noted in the introduction, [3, 4, 23] make transversality at the boundary a
hypothesis needed for their results. In this section, we show that a proper analytic
C1 embedding automatically meets the boundary transversally. We first consider
maps of the unit disc. Then we provide an extension to finite Riemann surfaces.
Proposition 3.1. Let f : D→ Bd be an analytic map which extends to be continuous
at 1 such that ||f(1)|| = 1. Then
Re〈f(1)− f(z), f(1)〉
1− |z| ≥
1− |〈f(z), f(1)〉|
1− |z| ≥
1− |a|
1 + |a| > 0
for all z ∈ D, where a = 〈f(0), f(1)〉. We have
L = lim inf
z→1,z∈D
1− |〈f(z), f(1)〉|
1− |z| <∞
if and only if the non-tangential limit of
〈f(1)− f(z), f(1)〉
1− z
as z → 1 exists. In this case, this limit equals L. In particular, if f extends to be
differentiable at 1, then 〈f(1), f ′(1)〉 > 0.
Proof. Consider the holomorphic function
g : D→ D, z 7→ 〈f(z), f(1)〉.
An application of the Schwarz-Pick lemma (compare the discussion following Corol-
lary 2.40 in [9]) shows that
1− |g(z)|
1− |z| ≥
1− |g(0)|
1 + |g(0)| for all z ∈ D,
from which the first claim readily follows.
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The second claim is a direct consequence of the Julia-Carathe´dory theorem [9,
Theorem 2.44]. It follows from the first part that L > 0. In particular, if f extends
to be differentiable at 1, then
〈f ′(1), f(1)〉 = lim
z→1
〈f(1)− f(z), f(1)〉
1− z = L > 0,
so that f meets the boundary transversally at f(1).
The following consequence is immediate.
Corollary 3.2. If f : D→ Bd is a proper analytic map which extends to be C1 on D,
then f(D) meets the boundary transversally. Indeed, 〈f(z), f ′(z)z〉 > 0 for all z ∈ ∂D.
Here is a generalization of Corollary 3.2 to finite Riemann surfaces. It will not be
used in the sequel, but has consequences in the general theory. It shows that the
transversality assumptions in [3, 4, 23] are redundant.
Proposition 3.3. Let S be a finite Riemann surface, and let f : S → Bd be a
holomorphic map. Fix a point x0 ∈ ∂S, and assume that f extends to be C1 on
S ∪ {x0} and that f(x0) ∈ ∂Bd. Then f(S) meets ∂Bd transversally at f(x0).
Proof. Let U be a neighbourhood of 1 ∈ C, and let g be a biholomorphism from U
onto a neighbourhood V of x0 in the double of S that takes 1 to x0, D ∩ U to S ∩ V
and T∩U to ∂S ∩ V . That such a local parametrization exists follows from Sections
11.2 and 11.3 in [5]. Assume without loss of generality that f(x0) = e1 = (1, 0, . . . , 0).
Denote W = D ∩ U . We now consider the map h = f ◦ g : W → Bd, and our goal is
to prove that Re〈h′(1), h(1)〉 = Re〈h′(1), e1〉 6= 0.
To this end, write the first component of h = (h1, . . . , hd) as h1 = u + iv, with u
and v real and harmonic. Now u is harmonic and strictly less than 1 in W , while
u(1) = 1. By Hopf’s lemma (see [19, Lemma 3.4] or [20, Lemma 4.3.7]), the outward
pointing directional derivative of u at 1 is positive: meaning simply that ∂u
∂x
(1) > 0.
Thus
Re〈h′(1), h(1)〉 = Re(∂u
∂x
(1) + i
∂v
∂x
(1)) =
∂u
∂x
(1) > 0,
as required.
Let us examine the geometric meaning of Corollary 3.2. For every n (including
n = 1) the space Cn carries the structure of a 2n-dimensional real Hilbert space with
inner product
〈u, v〉R = Re〈u, v〉.
Let f be as in the corollary, and let us assume for brevity that f extends analytically
to a disc (1 + ǫ)D. The derivative f ′(z) is a linear map from the complex tangent
space of C at z (which can be identified with C) into the complex tangent space
of f((1 + ǫ)D) at f(z) (which can be identified with a subspace of Cd of complex
dimension 1). Every z ∈ ∂D also serves as the outward pointing normal vector of the
real submanifold ∂D at the point z. The derivative f ′(z) maps z to the vector f ′(z)z.
Intuitively, a curve f(D) is transversal to ∂Bd at f(z) (for z ∈ ∂D) if the real
valued inner product of the tangent vector to the curve at f(z) with the outward
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pointing normal vector at f(z) is positive. But since the outward pointing normal of
∂Bd at f(z) is (colinear with) f(z), this boils down to the condition 〈f(z), f ′(z)z〉R =
Re〈f(z), f ′(z)z〉 > 0. Corollary 3.2 gives slightly more information.
The following proposition and corollary clarify further the geometric meaning of
Proposition 3.1 and Corollary 3.2.
Proposition 3.4. Let ϕ be a differentiable map from the interval [0, 1] into the closed
unit ball B of a real Hilbert space such that ‖ϕ(1)‖ = 1 and 〈ϕ′(1), ϕ(1)〉 > 0. Then
for x near 1
‖ϕ(1)− ϕ(x)‖ ∼ 1− ‖ϕ(x)‖ ∼ 1− x.
Here we use the notation a(x) ∼ b(x) to mean limx→1 a(x)b(x) = c ∈ (0,∞).
Proof. By differentiability
‖ϕ(1)− ϕ(x)‖ = ‖ϕ′(1)(x− 1) + o(1− x)‖ ∼ 1− x,
since ϕ′(1) 6= 0. Moreover 1− ‖ϕ(x)‖ ∼ 1− ‖ϕ(x)‖2 and
1−‖ϕ(x)‖2 = 1−‖ϕ(1)+ϕ′(1)(x−1)+ o(x−1)‖2 = 2〈ϕ′(1), ϕ(1)〉(1−x)+ o(1−x),
and the latter is ∼ 1− x.
Corollary 3.5. Suppose that f is a proper analytic map of D into a ball Bd, and that
f extends to D ∪ {1} and is differentiable at 1. Then there exist c > 0 such that for
all x ∈ (0, 1),
c ≤ dist(f(x), ∂Bn)‖f(1)− f(x)‖ =
1− ‖f(x)‖
‖f(1)− f(x)‖ ≤ 1.
4. Tangential embedding
Following the discussion in the previous section we ask: can a proper biholomorphic
embedding of the disc into the ball that extends continuously to the boundary meet
the sphere tangentially? Proposition 3.1 shows that 〈f ′(1), f(1)〉 is always bounded
away from 0, when f extends to be differentiable at 1. And the Julia-Caratheodory
Theorem shows that differentiability (at least in the direction of f(1)) is equivalent to
having a bounded differential quotient along some approach to the boundary point.
So a possible reformulation of a tangential condition might be that
lim
x→1,x∈(0,1)
Re〈f(1)− f(x), f(1)〉
1− x = +∞.
A different formulation is used in [4]. They suggest that the tangential condition
should be
lim inf
x→1, x∈(0,1)
dist(f(x), ∂Bn)
‖f(1)− f(x)‖ = lim infx→1, x∈(0,1)
1− ‖f(x)‖
‖f(1)− f(x)‖ = 0.
If this is an actual limit, this intuitively says that as x approaches 1 along the real
axis, the curve f(x) approaches the boundary much more quickly than it approaches
f(1), and hence must approach f(1) along a curve tangent to the boundary.
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Corollary 3.5 shows that if f is holomorphic and differentiable at 1, then the curve
f(x) cannot approach ∂Bd tangentially in either of these senses. We have been unable
to determine a relationship between these two tangential conditions.
We now construct an example of a continuous proper embedding of a disc into B2
which meets the boundary tangentially in both of these senses. Unfortunately we
have been unable to determine whether the multiplier algebra is isomorphic to H∞.
Example 4.1. The following is a modification of an example shown to us by Josip
Globevnik. There is a proper embedding F of D into B2 which extends to be contin-
uous on D such that
lim
x→1, x∈(0,1)
1− ‖F (x)‖
‖F (1)− F (x)‖ = 0,
and
lim
x→1, x∈(0,1)
Re〈F (1)− F (x), F (1)〉
1− x = +∞.
Let A be the region in the upper half plane bounded by two semicircles in the
upper half of the unit disc which are tangent at 1, and have radii r1 =
1
2
and r2 =
3
4
together with the line segment [−1
2
, 0]. Let f be a conformal map of D onto A such
that f(1) = 1. For definiteness, we may assume that f(−i) = 0 and f(i) = −1
2
.
The map f can be achieved by the following sequence of conformal maps. First
apply the Mo¨bius map w → w+i
iw+1
which takes −i to 0, i to ∞, carries D onto the
upper half plane, takes 1 to 1, and is analytic in a neighbourhood of 1. Then take the
square root map onto the first quadrant, followed by the Mo¨bius map w → w−1
w+1
which
carries the quadrant onto the upper half disc. Call the composition of these maps g.
Then g maps the disc onto the upper half disc, g takes 1 to 0, and is still analytic in
a neighbourhood of 1; and g(±i) = ±1. Now the standard branch of log (with cut
along the negative imaginary axis) carries the region onto the half strip bounded by
the negative real axis (−∞, 0], the line segment [0, πi] and half line (−∞, πi] parallel
to the real line. Then take a final Mo¨bius map w → w−pii
w+2pii
. The composition of all
these maps is the desired map f .
Observe that f extends to a homeomorphism of D onto A and satisfies f(1) = 1.
The map g from D to the half circle is conformal in a neighbourhood of 1, so g(eit) ≈ at
where g′(1) = −ia 6= 0; in fact, a = 1
4
. Hence log g(eit) ≈ log(at) for t > 0 and
log g(eit) ≈ log(a|t|) + πi for t < 0. So we obtain that
f(eit) ≈
{ log(at)−pii
log(at)+2pii
for t > 0
log(a|t|)
log(a|t|)+3pii for t < 0
Hence we may compute that
u(eit) :=
1
2
log
(
1− |f(eit)|2) ≈ − log log |t|−1.
In particular, u is in L1(T).
Fix 2/3 < r < 1, and define ρ(z) = rz + 1− r. This maps D onto a disc of radius
r tangent to D at 1. Therefore f1(z) = f(ρ(z)) maps D conformally onto a region
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contained in A which extends to be analytic on a neighbourhood of D \ {1}. It is still
true that
u1(e
it) :=
1
2
log
(
1− |f1(eit)|2
)
belongs to L1, but now it is C∞ except at 1, where it goes to −∞. Hence u1 extends to
a real harmonic function on D which is smooth except at 1, where it goes to −∞. Let
u˜1 be its harmonic conjugate. This is also smooth except at 1. Let f2(z) = e
u1+iu˜1 .
Then f2 extends to be continuous on D with f2(1) = 0, and f2 is smooth except at 1.
Now |f1(eit)|2+ |f2(eit)|2 = 1 on T. It follows that F (z) = (f1(z), f2(z)) is a proper
map of D into B2 that extends to be continuous on D, and smooth except at 1. Since
f1 is conformal, F is a biholomorphism of D onto its image.
It is easy to see that as z approaches 1, F (z) approaches (1, 0) tangentially. Thus
it follows that
lim
x→1, x∈(0,1)
1− ‖F (x)‖
‖F (1)− F (x)‖ = 0.
A careful look at the estimates above shows that for x ∈ (0, 1),
f(1− x) ∼ log(ax)−
pi
2
i
log(ax) + 3pi
2
i
∼ (1− c1
log2 x
) + i
c2
log x
.
Hence
Re〈f(1)− f(x), f(1)〉 ∼ c1
log2(1− x) ,
so that
lim
x→1, x∈(0,1)
Re〈F (1)− F (x), F (1)〉
1− x = +∞.
5. Crossing on the boundary
In this section, we will provide a method for constructing a smooth proper embed-
ding of a disc into a ball such that the multiplier algebra is not all of H∞. The idea
is to have the boundary cross itself.
Theorem 5.1. Suppose that f : D→ Bd is a proper analytic map which satisfies
(1) f |D is injective,
(2) f extends to a differentiable map on D ∪ {±1}, and
(3) f(1) = f(−1).
Suppose that V = f(D) is a variety (in the sense of [14]). Then f−1 6∈ MV . In
particular, the embedding
MV → H∞, h 7→ h ◦ f,
is not surjective.
Proof. We first make some first order estimates in order to approximate the kernel
functions near ±1. By Proposition 3.1, we have 〈f ′(1), f(1)〉 > 0. Furthermore,
differentiability of f at 1 implies that for small x > 0, we have
f(1− x) = f(1)− xf ′(1) + o(|x|).
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Hence
1− ‖f(1− x)‖2 = ‖f(1)‖2 − ‖f(1− x)‖2
= 〈f(1), f(1)− f(1− x)〉+ 〈xf ′(1) + o(|x|), f(1)− xf ′(1) + o(|x|)〉
= 2x〈f ′(1), f(1)〉+ o(|x|).
Similarly, 〈f ′(−1), f(−1)〉 < 0; and for small y with y > 0,
f(−1 + y) = f(−1) + yf ′(−1) + o(y)
and
1− ‖f(−1 + y)‖2 = −2y〈f ′(−1), f(−1)〉+ o(y).
Likewise, for small positive values of x and y, we obtain (using f(1) = f(−1))
1− 〈f(1− x), f(−1 + y)〉
= 1− 〈f(1)− xf ′(1) + o(x), f(−1) + yf ′(−1) + o(y)〉
= 1− 〈f(1), f(−1)〉 − 〈f(1), yf ′(−1)〉+ 〈xf ′(1), f(−1)〉+ o(x+ y)
= x〈f ′(1), f(1)〉 − y〈f ′(−1), f(−1)〉+ o(x+ y).
Choose the positive scalar s so that
0 < a := 〈f ′(1), f(1)〉 = −s〈f ′(−1), f(−1)〉.
Then set y = sx. We have that
(1− ‖f(1− x)‖2)(1− ‖f(−1 + sx)‖2)∣∣1− 〈f(1− x), f(−1 + sx)〉∣∣2 = (2ax+ o(x))(2ax+ o(x))(2ax+ o(x))2 = 1 + o(1).(†)
Let ‖h‖M denote the multiplier norm inMV . Assume for a contradiction that f−1
is a multiplier. Set C = ||f−1||M and h = f−1/C, so that ‖h‖M = 1.
We apply the Pick condition to this h at the points {f(1− x), f(−1 + sx)}:
0 ≤
 1−|h(f(1−x))|21−‖f(1−x)‖2 1−h(f(1−x))h(f(−1+sx))1−〈f(1−x),f(−1+sx)〉
1−h(f(−1+sx))h(f(1−x))
1−〈f(−1+sx),f(1−x)〉
1−|h(f(−1+sx))|2
1−‖f(−1+sx)‖2

=
 1−C−2(1−x)21−‖f(1−x)‖2 1+C−2(1−x)(1−sx)1−〈f(1−x),f(−1+sx)〉
1+C−2(1−x)(1−sx)
1−〈f(−1+sx),f(1−x)〉
1−C−2(1−sx)2
1−‖f(−1+sx)‖2
 .
Hence the determinant is positive. Clearing the denominators yields(
C2+(1− x)(1− sx))2(1− ‖f(1− x)‖2)(1− ‖f(−1 + sx)‖2)
≤ (C2 − (1− x)2)(C2 − (1− sx)2)∣∣1− 〈f(−1 + sx), f(1− x)〉∣∣2.
Using the estimate from (†) and letting x decrease to 0, we obtain
(C2 + 1)2 ≤ (C2 − 1)2.
As this is false, we deduce that f−1 6∈ MV .
Now we show that a map with these properties can be obtained.
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Theorem 5.2. There is a a rational function f with poles off D and values in C2
which satisfies the conditions of Theorem 5.1, meets ∂B2 transversally, and is one-to-
one except for the fact that f(−1) = f(1), and so that f is a biholomorphism. Then
V = f(D) is a variety (in the sense of [14]) such that MV $ H∞(V ). In particular,
f−1 is not a multiplier.
Proof. Fix 0 < r < 1, and let
b(z) =
z − r
1− rz .
Note that b(±1) = ±1. Define
f(z) =
1√
2
(
z2, b(z)2
)
.
Then it is clear that f is a rational function with poles off of D. Since z and b(z) are
automorphisms of the disc, it is easy to see that ‖f(z)‖ = 1 when |z| = 1. So f(D) is
contained in the ball B2.
Since f is analytic on a disc (1 + ε)D for some ε > 0 and
V = f((1 + ε)D) ∩ B2,
it follows that V is a variety [23]. By Proposition 3.1, V meets the boundary transver-
sally at every point.
Note that the first coordinate of f(z) is z2/
√
2. Hence if f(w) = f(z), we have
w = ±z. So equality implies that b(−z)2 = b(z)2, which is easily seen to have solutions
z ∈ {0,±1}. Thus f(−1) = f(1) is the only failure to be one-to-one. Moreover,
f ′(z) = (2z, 2b(z)b′(z))
is never zero since the first coordinate vanishes only at z = 0, while
2b(0)b′(0) = −2r(1− r2) 6= 0.
So this map is a biholomorphism. It is now clear that the hypotheses of Theorem 5.1
are satisfied. Therefore, MV $ H∞(V ) and indeed, f−1 is not a multiplier.
Remark 5.3. The fact that f−1 is not a multiplier means that this approach will
not yield counterexamples to the converse of Theorem 1.1.
Corollary 2.11 and the automorphism invariance of H∞ yields the following conse-
quence.
Corollary 5.4. For V given in Theorem 5.2, MV is not isomorphic to H∞.
6. Pseudohyperbolic distance
Recall that in the ball Bd, we can define the pseudohyperbolic distance
d(z, w) = ‖ϕw(z)‖ = ‖ϕz(w)‖
where ϕw is the conformal automorphism of Bd onto itself interchanging the points w
and 0 given by
ϕw(z) =
w − Pwz − (1− ‖w‖2)1/2P⊥w z
1− 〈z, w〉
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where Pw is the orthogonal projection of Cd onto Cw. By [24, Theorem 2.2.2(iv)],
d(z, w)2 = 1− (1− ‖w‖
2)(1− ‖z‖2)
|1− 〈w, z〉|2 = 1− |〈νw, νz〉|
2
where νw = (1− ‖w‖2)1/2kw is the normalized reproducing kernel for Drury-Arveson
space.
The Schwarz lemma [24, Theorem 8.1.4] in this context states that if F is a holo-
morphic map of Bd into Be, then
d(F (z), F (w)) ≤ d(z, w).
Lemma 6.1. For every λ, µ ∈ V ,
d(λ, µ) ≤ ‖ρλ − ρµ‖ ≤ 2d(λ, µ).
Proof. The inequality ‖ρλ − ρµ‖ ≤ 2d(λ, µ) was observed in [14, Lemma 5.3]. For
completeness, by the Schwarz lemma∣∣∣∣∣ f(λ)− f(µ)1− f(λ)f(µ)
∣∣∣∣∣ ≤ d(λ, µ),
for all f with ‖f‖ ≤ 1 and it follows that
‖ρλ − ρµ‖ ≤ d(λ, µ) sup
‖f‖≤1
|1− f(λ)f(µ)| ≤ 2d(λ, µ).
For the lower bound we may assume (applying an automorphism ϕ and replacing V
with ϕ(V ), this induces an isometry on the characters as well as on the points) that
µ = 0. But then clearly f(z) = 〈z, λ/|λ|〉 is a multiplier of norm 1 such that
|ρλ(f)− ρ0(f)| = |λ| = d(λ, µ).
Note that a biholomorphism F : W → V , being a homeomorphism, is automatically
proper.
Theorem 6.2. Suppose that ϕ :MV →MW is an isomorphism induced by a biholo-
morphism F : W → V . Then there are constants c, C > 0 such that
c d(λ, µ) ≤ d(F (λ), F (µ)) ≤ C d(λ, µ) for all λ, µ ∈ W.
Proof. Put t = ‖ϕ−1‖−1, and denote by (MV )1 and (MW )1 the unit balls of MV
and MW . Then t · (MW )1 ⊆ ϕ((MV )1), so
‖ρF (λ) − ρF (µ)‖ = sup
f∈(MV )1
|ϕ(f)(λ)− ϕ(f)(µ)|
= sup
g∈ϕ((MV )1)
|g(λ)− g(µ)|
≥ sup
g∈(MW )1
|tg(λ)− tg(µ)|
= t‖ρλ − ρµ‖.
Applying the lemma gives
t · d(λ, µ) ≤ t · ‖ρλ − ρµ‖ ≤ ‖ρF (λ) − ρF (µ)‖ ≤ 2d(F (λ), F (µ)).
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This gives one inequality with c = t/2. The other inequality follows by symmetry.
Remark 6.3. The proof of Theorem 5.1 shows that
d(f(1− x), f(−1 + sx))2 = 1− (1− ‖f(1− x)‖
2)(1− ‖f(−1 + sx)‖2)
|1− 〈f(1− x), f(−1 + sx)〉| = o(1).
That is, we have
lim
x→0+
d(f(1− x), f(−1 + sx)) = 0.
It follows that f does not induce an isomorphism between MV and H∞.
Moreover in the example in Theorem 5.2, an easy estimate shows that ‖f ′(z)‖ ≥ √2
on ∂D. Since f ′ never vanishes, we have that infz∈D ‖f ′(z)‖ > 0. Nevertheless,
because of the crossing on the boundary, the previous paragraph shows that the
pseudohyperbolic distance is not preserved up to a constant. Thus this property is
not just a local condition.
Example 6.4. Consider the sequences
vn = 1− 1/n2 and wn = 1− e−n2 for n ≥ 1,
and set V = {vn}∞n=1 and W = {wn}∞n=1. In [14, Example 6.2] these two varieties
were examined, and it was shown that there exist g, h ∈ H∞ such that
h ◦ g|V = idV and g ◦ h|W = idW ,
while at the same time, since W is interpolating and V is not, MV and MW are not
isomorphic. Theorem 6.2 sheds new light on this example. Indeed, we can check that
d(vn, vn+1) =
2n+ 1
2n2 + 2n
→ 0,
while
d(wn, wn+1) =
1− e−2n−1
1 + e−2n−1 − e−n2−2n−1 → 1.
Thus the biholomorphisms g and h are not bi-Lipschitz on the varieties, hence they
cannot induce an isomorphism.
The following result generalizes this example significantly.
Proposition 6.5. Let V = {vn} be a Blaschke sequence in D. Then there is an
interpolating sequence W = {wn} and functions g, h ∈ H∞ such that
g(vn) = wn and h(wn) = vn for all n ≥ 1.
Proof. Let ba(z) =
a¯
|a|
a−z
1−a¯z for a ∈ D. Define
δn :=
∏
i 6=n
|bvi(vn)|.
These values are positive because V is a Blaschke sequence. (Carleson’s interpola-
tion theorem shows that V is an interpolating sequence if and only if it is strongly
separated, i.e. infn≥1 δn > 0.) A result of Garnett [17, Theorem 4] (see [18, ch.VII,
Exercise 9]) shows that if
|an| ≤ δn(1 + log δ−1n )−2,
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there is an f ∈ H∞ such that f(vn) = an for n ≥ 1. Choose (an) with an > 0
satisfying these inequalities, and tending to 0 sufficiently fast that wn = 1 − an is
an interpolating sequence. Then g = 1 − f is the desired map. Since W is an
interpolating sequence, there is is an h ∈ H∞ such that h(wn) = vn for all n ≥ 1.
It is tempting to conjecture that a biholomorphism with multiplier coordinates
between two varieties, which is also bi-Lipschitz with respect to the pseudohyperbolic
distance d, induces an isomorphism. The following example shows that this fails.
Example 6.6. A Blaschke sequence V = {vn} is separated if
inf
m6=n
d(vm, vn) > 0.
Interpolating sequences are separated, and are characterized by being strongly sep-
arated. However there are Blaschke sequences which are separated but not strongly
separated, and thus are not interpolating. For such a sequence V , the maps con-
structed in Proposition 6.5 will be bi-Lipschitz in the pseudohyperbolic metric but
the multiplier algebras are not isomorphic.
An explicit example of a separated but not interpolating sequence is given in [15].
Here is a related example which has the additional virtue of having 1 as the only limit
point of the sequence. Let
vn,k = (1− 2−n)eik2−n for n ≥ 1 and 0 ≤ k < 2n/2.
Then set V = {vn,k : n ≥ 1, 0 ≤ k < 2n/2}. It is routine to verify that this satisfies
the Blaschke condition and is separated. In order for the sequence to be interpolating,
it is necessary that the measure µ =
∑
n,k(1− |vn,k|)δvn,k be a Carleson measure [18,
Theorem VII.1.1]. This means that there is a constant C so that µ(S(I)) ≤ C|I| for
every arc I ⊂ T, where
S(I) = {reiθ : 1− |I| ≤ r < 1, eiθ ∈ I}.
But µ is not a Carleson measure: for p ≥ 1, let
Sp = S([0, 2
−p)) = {reiθ : 1− 2−p ≤ r < 1, 0 ≤ θ < 2−p}.
Then
1
2−p
∑
vn,k∈Sp
1− |vn,k| = 2p
∑
n≥p
2−nmin{2n−p, 2n/2}
≥ 2p
2p∑
n=p
2−n2n−p = p + 1.
This is not bounded.
Remark 6.7. Proposition 6.5 raises a fundamental issue in finding a converse to The-
orem 1.1. The property of having a multiplier biholomorphism between two varieties
V and W is not an equivalence relation! The proposition shows that every Blaschke
is equivalent to some interpolating sequence. Moreover, examination of the proof
shows that if V = {vn} and X = {xn} are Blaschke sequences, there is a common
interpolating sequence W that works for both.
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However in general, there is no h ∈ H∞ such that h(V ) = X . To see this, let
vn = 1− n−2 and xn = (−1)nvn for n ≥ 2.
Suppose that h exists. Let C = ‖h‖∞ and g = C−1h. Then there is an increasing
sequence ni so that h(vni) > 1/2 and h(vni+1) < −1/2. Then d(vni, vni+1) ≈ 1/ni but
d(g(vni), g(vni+1)) > d(
1
2C
, −1
2C
) =: δ > 0.
This contradicts the Schwarz inequality.
The problem is that we cannot compose these maps on the whole ball. The exten-
sions of g and h to the ball do not have norm 1, and thus do not map the ball into the
ball. So composition is not possible on some points off of the variety. Again the issue
with this example is that the varieties have infinitely many irreducible components.
We do not know of any examples with finitely many irreducible components in a finite
dimensional ball where multiplier biholomorphism does not imply isomorphism of the
multiplier algebras. Of course, isomorphism is an equivalence relation. To show that
multiplier biholomorphism is not an equivalence relation in this setting requires a
counterexample to the hoped-for converse of Theorem 1.1.
7. A class of discs in B∞
We consider a class of embeddings of D into B∞, which were studied in [14]. Let
(bn)
∞
n=1 ∈ ℓ2 with ||(bn)||2 = 1 and b1 6= 0. Define f : D→ B∞ by
f(z) = (b1z, b2z
2, b3z
3, . . .) for z ∈ D.
Then f is a biholomorphism with inverse g = b−11 Z1, and these maps are multipliers.
Moreover the range V = f(D) is a variety in the sense of [14] because
V = V ({bnzn1 − bn1zn : n ≥ 2}) =
⋂
n≥2
Z(bnz
n
1 − bn1zn) ∩ B∞.
It is easy to see that any two varieties of this type are multiplier biholomorphic.
Define a kernel on D by
K(z, w) =
1
1− 〈f(z), f(w)〉 for z, w ∈ D,
and let Hf be the Hilbert function space on D with kernel K. Then we can define a
linear map U : HV →Hf by Uh = h ◦ f . Since
〈kf(x), kf(y)〉HV =
1
1− 〈f(x), f(y)〉 = 〈kx, ky〉Hf for all x, y ∈ D,
it follows that Ukf(x) = kx extends to a unitary map of HV onto Hf . Hence compo-
sition with f determines a unitarily implemented completely isometric isomorphism
Cf : MV → Mult(Hf ). This observation allows us to work with multiplier algebras
of Hilbert function spaces on the disc instead of the algebras MV .
Thanks to the special form of f , we can write
K(z, w) =
1
1−∑∞n=1 |bn|2(zw)n =:
∞∑
n=0
an(zw)
n
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for a suitable sequence (an). Hence Hf is a weighted Hardy space. Set cn = |bn|2. It
was established in [14] that the sequence (an) satisfies the recursion
(3) a0 = 1 and an =
n∑
k=1
ckan−k for n ≥ 1.
Moreover, an ∈ (0, 1] for all n ∈ N.
Remark 7.1. The coefficients (an) can also be determined in the following way. First,
note that as ||(bn)||2 = 1, the function g defined by
g(z) =
∞∑
n=1
cnz
n
is holomorphic on D and does not take the value 1 there. Evidently,
(4)
1
1− g(z) =
∞∑
n=0
anz
n for all z ∈ D.
That is, (an) is the sequence of Taylor coefficients of (1− g)−1 at the origin.
The special form of the kernel K allows us to explicitly compute the multiplier
norm of monomials in Hf .
Lemma 7.2. Suppose that Hf is a reproducing kernel Hilbert space on D with kernel
K(z, w) =
∞∑
n=0
an(zw)
n,
where the sequence (an) satisfies a recursion as in (3) for some sequence of nonneg-
ative numbers (cn) with c1 6= 0. Then
||zn||2Mult(Hf ) = ||zn||2Hf =
1
an
for all n ∈ N.
Proof. The assumptions imply that an 6= 0 for all n ∈ N, so by a general result about
weighted Hardy spaces, we have
||zn||2Hf =
1
an
.
Therefore for n ∈ N,
||zn||2Mult(Hh) = sup
k≥0
‖zn+k‖Hf
‖zk‖Hf
= sup
k≥0
ak
an+k
.
Since a0 = 1, it suffices to show that
akan ≤ an+k for all k, n ∈ N.
The proof of this claim proceeds by induction on k. The base case holds since
a0 = 1. Assume that k ≥ 1, and that the assertion has been established for natural
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numbers smaller than k. Then
akan =
k∑
i=1
ak−ianci ≤
n+k∑
i=1
an+k−ici = an+k
as asserted.
The results of Section 2 suggest that we should attempt to verify the properties
(1) for every λ ∈ V , the fiber π−1(λ) = {ρλ}, and
(2) π(M(MV )) ∩ Bd = V .
We first observe that Proposition 2.8 shows that (2) always holds because the func-
tions {bnzn1 − bn1zn : n ≥ 2} are polynomials. In fact, Remark 2.9 shows that
π(M(MV )) = V .
We do not know if (1) holds in general. It does hold for a large class of ex-
amples. In particular, if the ideal of multipliers which vanish at λ coincides with
(z − λ)Mult(Hf), then it is clear that any character ϕ ∈ π−1(λ) must be point eval-
uation. We do not have a characterization of when this occurs. The following result,
without the norm closure, will suffice for our current needs.
Lemma 7.3. Let f(z) = (b1z, b2z
2, b3z
3, . . .) for z ∈ D, where ‖(bi)‖2 ≤ 1. The
following assertions are equivalent:
(i) For every g ∈MV with g(0) = 0, there is g˜ ∈MV such that g = z1g˜.
(ii) For every g ∈ Mult(Hf) with g(0) = 0, we have g/z ∈ Mult(Hf ).
(iii) The sequence
(
an
an−1
)
n≥1 is bounded.
Proof. The equivalence of (i) and (ii) follows by an application of the isomorphism
MV → Mult(Hf), g 7→ g ◦ f.
Suppose that (iii) holds. Then
D : Hf →Hf , h 7→ h− h(0)
z
,
is a bounded linear map. Indeed D maps zn to zn−1, and ||zn||2 = 1
an
. Let g ∈
Mult(Hf) with g(0) = 0. Then for every h ∈ Hf , we have
DMgh = D(gh) =
g
z
h.
This shows that g/z ∈ Mult(Hf ) and that DMg = Mg/z. Hence, (ii) holds.
Conversely, suppose that (ii) is satisfied. Then
D˜ : Mult(Hf)→ Mult(Hf), g 7→ g − g(0)
z
,
is defined and clearly linear. Since convergence in Mult(Hf) implies pointwise con-
vergence on D, we conclude with the help of the closed graph theorem that D˜ is
bounded. In particular,
1
an−1
= ||zn−1||2Mult(Hf ) = ||D˜zn||2Mult(Hf ) ≤ ||D˜||2 ||zn||2Mult(Hf ) = ||D˜||2
1
an
.
MULTIPLIERS OF EMBEDDED DISCS 23
Thus, (iii) holds.
Corollary 7.4. Let f(z) = (b1z, b2z
2, b3z
3, . . .) for z ∈ D, where ‖(bi)‖2 ≤ 1. If
MV is automorphism invariant and supn≥1 anan−1 <∞, then π−1(λ) = {ρλ} for every
λ ∈ V .
Proof. The result is immediate for λ = 0 since every g ∈ MV such that g(0) = 0
factors as g = z1h for some h ∈MV . Thus if ϕ ∈ π−1(0), we have ϕ(g) = ϕ(z1)ϕ(h) =
0 = ρ0(g). Hence ϕ = ρ0.
Automorphism invariance readily shows that the same holds for every λ ∈ V .
Suppose now that
f˜(z) = (b˜1z, b˜2z
2, b˜3z
3, . . .) for z ∈ D
is another embedding of the disc into B∞ as above, and set V˜ = f˜(D). We may
define a sequence (a˜n) using (3) or Remark 7.1. We ask: when are MV and MV˜
isomorphic?
Proposition 7.5. The algebras MV and MV˜ are isomorphic via the natural map of
composition with f ◦ f˜−1 if and only if the sequences (an) and (a˜n) are comparable.
Suppose that MV˜ satisfies (1) π−1(λ) = {ρλ} for every λ ∈ V˜ and is automorphism
invariant. Then MV is isomorphic to MV˜ if and only if the sequences (an) and (a˜n)
are comparable. In particular, MV is isomorphic to H∞ if and only if the sequence
(an) is bounded below.
Proof. Suppose that (an) and (a˜n) are comparable. The sequence {zn} is a spanning
orthogonal sequence, and Lemma 7.2 shows that their norms in Hf and Hf˜ are
comparable. Thus the identity map is an invertible diagonal operator between Hf
and Hf˜ . Therefore, Mult(Hf ) = Mult(Hf˜), so that MV and MV˜ are isomorphic via
the natural map.
Conversely, if MV and MV˜ are isomorphic via the natural map, then Mult(Hf ) =
Mult(Hf˜). Therefore the identity map is an isomorphism between these two semisim-
ple Banach algebras. Consequently, it is a topological isomorphism. So by Lemma
7.2, the sequences (an) and (a˜n) are comparable.
If MV is automorphism invariant and satisfies (1), Corollary 2.11 applies. So this
is equivalent to MV being isomorphic to MV˜ via any isomorphism.
Note that H2 corresponds to the map f(z) = (z, 0, 0, . . . ); and an = 1 for all n ≥ 1
because
1
1− z =
∑
n≥0
zn.
In general, 0 < a˜n ≤ 1, so (a˜n) is comparable to (an) if and only if it is bounded
below. The last claim now follows from the previous paragraph and the automorphism
invariance of H∞ = Mult(H2).
In [14, Example 6.12], an example was given of a variety V = f(D) as above such
that Hf is not isomorphic to H2 via the identity map (so that MV is not similar
to H∞ in the obvious way), and the question was raised whether or not MV is
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isomorphic to H∞. The above proposition answers this question, showing that those
algebras are not isomorphic.
The following result gives a criterion for MV being isomorphic to H∞ in terms of
the sequence (bn) in the definition of the map f .
Corollary 7.6. Let V = f(D) where f(z) = (b1z, b2z2, b3z3, . . .), ‖(bn)‖2 = 1 and
b1 6= 0. Then MV is isomorphic to H∞ if and only if
∞∑
n=1
n|bn|2 <∞.
Proof. We know that MV is isomorphic to H∞ if and only if the sequence (an) is
bounded below. Define
µ =
∞∑
n=1
n|bn|2 ∈ (0,∞].
By the Erdo˝s-Feller-Pollard theorem (see [16, Chapter XIII, Section 11]),
lim
n→∞
an =
1
µ
,
where ∞−1 = 0. The theorem is applicable since |b1|2 > 0. Hence, (an) is bounded
below if and only if this series converges.
Corollary 7.7. Let V and (bn) be as in the previous corollary. Then if MV is not
isomorphic to H∞, the series
g(z) =
∑
n≥1
|bn|2zn and (1− g(z))−1 =
∑
n≥0
anz
n
both have radius of convergence 1.
Proof. Since (bn) is in ℓ
2, the sequence is bounded, and hence the series for g has
radius of convergence at least 1. If this radius of convergence is R > 1, then the
series
∑∞
n=1 n|bn|2 converges. So Corollary 7.6 shows that MV is isomorphic to H∞.
Observe that g is bounded on D by ‖(bn)‖22 = 1. In particular, g(z) 6= 1 for z ∈ D,
and thus (1 − g(z))−1 is defined on D. Hence the series for (1 − g(z))−1 had radius
of convergence at least 1. If this radius of convergence were greater than 1, then the
only obstruction to
g(z) = 1− 1∑
n≥0 anzn
being defined on a disc of radius R > 1 is that (1 − g(z))−1 has a zero on ∂D. This
however implies that g has a pole on the circle, which is impossible because g is
bounded on D. Therefore
∑
n≥0 anz
n has radius of convergence exactly 1.
We have seen that not all algebrasMV are isomorphic to H∞. In fact, we will now
exhibit a whole scale of mutually non-isomorphic algebras of this type. To this end, it
is again more convenient to work with the algebras Mult(Hf ), which are subalgebras
of H∞. We ask: which algebras of functions on D arise in this way?
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Proposition 7.8. An algebra M of functions on D arises in the way described above
if and only if M is the multiplier algebra of a Hilbert function space on D with kernel
K of the form
K(z, w) =
∞∑
n=0
an(zw)
n,
where a0 = 1 and a1 6= 0, which satisfies the following two properties:
(1) K is a complete Nevanlinna-Pick kernel.
(2)
∞∑
n=0
an =∞.
Proof. Suppose that K satisfies the conditions above. Since K is a complete Nevan-
linna-Pick kernel, the sequence (cn) defined by
∞∑
n=1
cnz
n = 1− 1∑∞
n=0 anz
n
is positive by [2, Theorem 7.33.]. The last condition guarantees that
∞∑
n=1
cn = sup
0<t<1
∞∑
n=1
cnt
n = 1.
As a1 6= 0, also c1 6= 0. Defining bn = √cn, we see that M arises as above (compare
Remark 7.1).
Conversely, suppose that M arises as above. Then M is the multiplier algebra of
a reproducing kernel Hilbert space on the disc whose kernel is of the desired form.
By [2, Theorem 7.33.], K is a complete Nevanlinna-Pick kernel. Finally,
∞∑
n=0
an = sup
0<t<1
∞∑
n=0
ant
n = sup
0<t<1
1
1−∑∞n=1 cntn =∞
because
∑∞
n=1 cn = 1.
Example 7.9. For s ∈ R, let Hs be the reproducing kernel Hilbert space of functions
on D with kernel
K(z, w) =
∞∑
n=0
(n+ 1)s(zw)n.
Note that H0 is the Hardy space, and that H−1 is the Dirichlet space. It is known
that for s ≤ 0, the kernels are complete Nevanlinna-Pick kernels (see [2, Corollary
7.41]). If −1 ≤ s ≤ 0, they satisfy the hypotheses of the last proposition (see also [2,
Example 8.8]). Consequently, every multiplier algebra Mult(Hs) is isomorphic to an
algebra MVs where Vs = fs(D) is a variety, and
fs(z) = (bs,1z, bs,2z
2, . . . ) for z ∈ D
extends to a homeomorphism of D onto Vs. Moreover, each Hs and thus each
Mult(Hs) is automorphism invariant (see [9, Theorem 3.5]). Condition (iii) of Lemma 7.3
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holds: supn≥1
(n+1)s
ns
= 2s < ∞. Thus by Corollary 7.4, MVs satisfies condition (1).
As we observed, condition (2) always holds.
Therefore Proposition 7.5 applies. Since the sequences
(
(n + 1)s
)
n≥1 are not com-
parable for distinct values of s, the multiplier algebras MVs for −1 ≤ s ≤ 0 are
mutually non-isomorphic. In this way, we obtain uncountably many isomorphism
classes of algebras MV .
Consider
〈fs(z), zf ′s(z)〉 =
∞∑
n=1
n|bs,n|2|z|2n.
This converges to a finite limit as |z| tends to 1 if and only if ∑∞n=1 n|bs,n|2 < ∞,
which by Corollary 7.6 holds precisely when MVs is isomorphic to H∞, namely when
s = 0. Moreover, when s < 0, fs is not C
1 because
lim
|z|→1
‖f ′s(z)‖2 = lim
r→1
∞∑
n=1
n2r2n|bs,n|2 = +∞.
A closely related class of examples are considered in [4, p.1128–30] called Besov
spaces Bσ2 (D) for 0 < σ < 1/2. These spaces coincide as spaces of functions with Hs
for s = −1 + 2σ, although the kernels are somewhat different. Not surprisingly, just
as for their embeddings, our embeddings are tangential in the sense that
lim
x→1, x∈(0,1)
1− ‖fs(xeit)‖
‖fs(eit)− fs(xeit)‖ = 0
as well. Indeed, using that
∞∑
n=0
(n+ 1)sxn ≈ Γ(1 + s)(1− x)−1−s
as x→ 1 from below (see [26, Chap. XIII, p.280, ex. 7]), we see that
1− ||fs(xeit)|| ∼ 1− ||fs(xeit)||2
= 1−
∞∑
n=1
|bs,n|2x2n =
( ∞∑
n=0
(n+ 1)sx2n
)−1
∼ (1− x2)1+s ∼ (1− x)1+s.
Here, we used the notation f(x) ∼ g(x) if limx→1 f(x)g(x)−1 ∈ (0,∞). On the other
hand,
||fs(eit)− fs(xeit)||2 =
∞∑
n=1
|bs,n|2(1− xn)2
= 1− 2
∞∑
n=1
|bs,n|2xn +
∞∑
n=1
|bs,n|2x2n
= 2
( ∞∑
n=0
(n+ 1)sxn
)−1
−
( ∞∑
n=1
(n+ 1)sx2n
)−1
.
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Since
2
( ∞∑
n=0
(n+ 1)sxn
)−1
≈ 2Γ(1 + s)−1(1− x)1+s
and ( ∞∑
n=1
(n+ 1)sx2n
)−1
≈ Γ(1 + s)−1(1− x2)1+s ≈ Γ(1 + s)−121+s(1− x)1+s,
we have
||fs(eit)− fs(xeit)|| ∼ (1− x)(1+s)/2.
Thus,
lim
x→1, x∈(0,1)
1− ‖fs(xeit)‖
‖fs(eit)− fs(xeit)‖ = 0.
Similarly, for s = −1, obtain the same tangential property because
1− ||fs(xeit)|| ∼
( ∞∑
n=0
(n + 1)sx2n
)−1
∼ − log(1− x)−1
and
||fs(eit)− fs(xeit)||2 = 2
( ∞∑
n=0
(n+ 1)sxn
)−1
−
( ∞∑
n=1
(n+ 1)sx2n
)−1
∼ − log(1− x)−1.
It also follows for −1 ≤ s < 0,
lim
x→1, x∈(0,1)
Re〈fs(1)− fs(x), fs(1)〉
1− x = limx→1−
∑
n≥1
|bs,n|21− x
n
1− x
=
∑
n≥1
n|bs,n|2 = +∞
by Corollary 7.6.
8. Embedding closed discs
Next we will consider a class of varieties in B∞ which includes the spaces Hs for
s < −1. Again we define f : D→ B∞ by
f(z) = (b1z, b2z
2, b3z
3, . . .) for z ∈ D,
with (bn)
∞
n=1 ∈ ℓ2 and b1 6= 0. Here, however, we assume that
(1) ||(bn)||2 = r < 1, and
(2)
∑
n≥1 |bn|2zn has radius of convergence 1.
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Let V = f(D). As observed in the previous section, f extends to a continuous
injection of D onto V . But because r < 1, V is a compact subset of rB∞ ⊂ B∞.
As we observed in the previous section, HV is unitarily equivalent to a reproducing
kernel Hilbert space Hf on D with kernel
K(z, w) =
1
1−∑∞n=1 |bn|2(zw)n =:
∞∑
n=0
an(zw)
n.
Setting cn = |bn|2, we see as in Remark 7.1 that g(z) =
∑
n≥1 cnz
n determines (an)
by
1
1− g(z) =
∞∑
n=0
anz
n for z ∈ D.
Now (cn) is summable and ‖g‖∞ = r2 < 1, so (1− g)−1 extends to be continuous on
D. By hypothesis, the power series for g(z) has radius of convergence 1. Thus g does
not analytically continue across the unit circle—so neither does (1− g)−1. Therefore∑∞
n=0 anz
n also has radius of convergence 1. Note that this argument can be reversed:
if
∑∞
n=0 anz
n has radius of convergence 1, then so does
∑
n≥1 cnz
n. This is much like
the proof of Corollary 7.7.
An example of this are the spaces Hs of Example 7.9 for s < −1. This space has
kernel
K(z, w) =
∞∑
n=0
(n+ 1)s(zw)n for z, w ∈ D.
Since ∑
n≥0
an =
∑
n≥0
(n+ 1)s <∞,
this doesn’t fit into Proposition 7.8. However, this series has radius of convergence 1,
so by the previous paragraph, it fits into the framework of this section.
The fact that f has radius of convergence 1 means that there is no natural extension
of V beyond V to something that looks like a variety in the classical sense. In finite
dimensions, no variety in Bd can be compact [24, Theorem 14.3.1]. Nevertheless, it
turns out that while V is not a variety, its compact closure V is a variety!
Lemma 8.1. If (bn) and f are defined as above, then V = f(D) is the common zero
locus of the polynomials {bnzn1 − bn1zn : n ≥ 2}; that is,
V = V ({bnzn1 − bn1zn : n ≥ 2}).
Proof. Note that every point in V is a zero of the polynomials bnz
n
1−bn1zn. Conversely,
if z = (z1, z2, . . .) satisfies these equations, then setting z = z1/b1, we find that
zn = bnz
n for all n ∈ N.
Since (z1, z2, . . .) is a point in ℓ
2, we have
∞ >
∞∑
n=1
|zn|2 =
∞∑
n=1
|bn|2|z|2n.
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As the series on the right has radius of convergence 1, it follows that |z| ≤ 1. Hence
z ∈ D and z = f(z) belongs to V .
Remark 8.2. V is the minimal variety containing V . Hence HV = HV , and MV
can be naturally identified withMV (see [14, Proposition 2.2]). It is V , not V , which
fits into the framework developed in [14].
Another curious property of these spaces is the following. We believe that this
result is well known, but we do not have a reference.
Lemma 8.3. If (bn) and f are defined as above, then HV and MV consist of contin-
uous functions on V .
Proof. The constant function 1 is in HV = HV , thus MV ⊂ HV , so it suffices to
prove the claim for HV . It is convenient to first work with Hf instead of HV . By
Lemma 7.2, we have ‖zn‖Hf = a−1/2n . Every function h(z) in Hf has an orthonormal
expansion
h(z) =
∑
n≥0
dnz
n where
∑
n≥0
|dn|2
an
= ‖h‖2Hf <∞.
This series converges uniformly on D since∑
n≥0
|dn| =
∑
n≥0
|dn|√
an
√
an
≤
(∑
n≥0
|dn|2
an
)1/2(∑
n≥0
an
)1/2
= ‖h‖Hf
( 1
1− g(1)
)1/2
=
‖h‖Hf√
1− r2 .
Therefore every h ∈ Hf is continuous. As f is a homeomorphism of D onto V , this
transfers to HV .
Let δ : V →M(MV ) be the map taking v ∈ V to the character ρv which evaluates
multipliers at v. We do not know if δ is always a homeomorphism. On the other
hand, we know of no example of a compact variety V contained in the open ball B∞
where the maximal ideal space of the multiplier algebra is not homeomorphic to V .
Shields [25, section 9] asks a similar question in the context of spaces of weighted
shifts. He answers the question positively when the algebra is strictly cyclic, in which
case the multiplier algebra coincides with the Hilbert space (as functions). We can
use his result here.
Lemma 8.4. Suppose that
sup
n≥1
n∑
k=0
(akan−k
an
)
<∞.
Then the natural injection δ of V into M(MV ) is a homeomorphism. In particular,
this is the case if V arises from Hs, s < −1.
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Proof. The results in Section 9 of [25] show that the operator Mz on Hf is strictly
cyclic if the supremum is finite, hence the Gelfand space of Mult(Hf) is the closed
unit disc. It follows that δ is a homeomorphism. In the case of Hs, s < −1, Example
1 after Proposition 33 in [25] shows that the supremum is finite.
Now we can establish isomorphism results for this family of compact varieties that
parallel the results of the previous section.
Theorem 8.5. Let
f(z) = (b1z, b2z
2, b3z
3, . . . ) and f˜(z) = (b˜1z, b˜2z
2, b˜3z
3, . . . )
be functions of D into B∞, with
‖(bn)‖2 = r < 1, ‖(b˜n)‖2 = r′ < 1 and b1b˜1 6= 0
such that the series ∑
n≥1
|bn|2zn and
∑
n≥1
|b˜n|2zn
both have radius of convergence 1. Let V = f(D) and V˜ = f˜(D).
(1) MV and MV˜ are isomorphic via the natural map if and only if the sequences
(an) and (a˜n) are comparable.
(2) Suppose that MV satisfies the hypothesis of Lemma 8.4:
sup
n≥1
n∑
k=0
(akan−k
an
)
<∞ where
∑
n≥0
anz
n =
1
1−∑n≥1 |bn|2zn ,
and is automorphism invariant. Assume thatMV is isomorphic toMV˜ . Then
the restriction F of ϕ∗ to V˜ is a homeomorphism of V˜ onto V which is holo-
morphic on V˜ and ϕ(h) = h◦F . There is a Mo¨bius map θ so that the following
diagram commutes:
MV
ϕ
//
Cf

M
V˜
C
f˜

A(D)
Cθ
// A(D)
Moreover, they are isomorphic via the natural map of composition with G =
f ◦ f ′−1.
Proof. (1) This follows as in Proposition 7.5.
(2) Since ϕ is a continuous isomorphism, ϕ∗ yields a homeomorphism of the max-
imal ideal spaces. By Lemma 8.4, M(MV ) = δ(V ) ≃ V . So we identify M(MV )
with V . For the other algebra, we have that V˜ is identified with δ(V˜ ) as a subset of
M(M
V˜
). Let F : V˜ → V be the restriction of ϕ∗ to this copy of V˜ . The argument in
the proof of Theorem 2.5 works here too, to show that F is holomorphic on V˜ . Now
ϕ(h)(v˜) = ϕ∗(ρv˜)(h) = ρF (v˜)(h) = (h ◦ F )(v˜) for h ∈MV and v˜ ∈ V˜ .
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Thus ϕ = CF is a composition operator.
By an adaptation of [13, Section 11.3] as in the proof of Theorem 2.5, the fact
that ϕ is implemented by composition implies that ϕ is weak-∗ continuous. And the
argument continues to conclude that ϕ−1 is also weak-∗ continuous. In particular,
(ϕ−1)∗ takes point evaluations to point evaluations. As this map is the inverse of F ,
we deduce that F maps onto V ; and hence M(M
V˜
) = V˜ .
Repeat the proof of Corollary 2.10 to get the commutative diagram. The only
change is that, since the multipliers are continuous by Lemma 8.3, the range is con-
sidered as a subalgebra of the disc algebra A(D), rather than in the larger algebra
H∞. Since MV is automorphism invariant, we may apply the automorphism for θ−1
to obtain the natural map as in Proposition 7.5.
Example 8.6. The spaces Hs for s < −1 yield an uncountable family of varieties
in B∞ which are homeomorphic to D. Their multiplier algebras are automorphism
invariant (see [9, Theorem 3.5]) and they satisfy the hypothesis of Lemma 8.4. These
sequences are not comparable for different values of s. Thus by Theorem 8.5, they
have non-isomorphic multiplier algebras.
9. Interpolating sequences
We finish the treatment of the algebras MV of the previous section by showing
that under the assumptions of Lemma 8.4 these algebras are not isomorphic to an
algebra of the type MW for any variety W whose closure meets the boundary of
the ball. This result should not be surprising, as isomorphism of the algebras yields
a homeomorphism of the maximal ideal spaces. In the setting of Lemma 8.4 the
maximal ideal space is homeomorphic to D. The reader may suspect that this is
never the case when W intersects the boundary.
The way we will establish this is by showing that any sequence in the ball that
converges to the boundary contains an interpolating subsequence. It then follows
that MW has ℓ∞ as a quotient, and hence its maximal ideal space contains a copy
of the Stone-Cˇech compactification βN of N. In particular, it is not metrizable; so
it is not the unit disc. We were not able to show, without imposing any special
assumptions, that an algebra MV as in Section 8 can never be isomorphic to an
algebra of the type occuring in Section 7.
A sequence (xn) in B∞ is an interpolating sequence for M∞ if for every sequence
(an) ∈ ℓ∞, there is a multiplier h ∈ M∞ such that h(xn) = an. The multiplier
algebras considered here are all of the form MV , where V is a variety in B∞. These
are (complete) quotients of M∞ via the restriction map. So any sequence in V is
interpolating for MV if and only if it is interpolating for M∞.
Proposition 9.1. Let (zn) be a sequence in B∞ such that limn→∞ |zn| = 1. Then
(zn) contains a subsequence which is interpolating for M∞.
Proof. Fix r ∈ (0, 1). We wish to show that there is a subsequence (znk) of (zn)
such that for every sequence (wk) ∈ ℓ∞ of norm at most r, there is a multiplier
ϕ ∈ Mult(H) of norm at most 1 such that ϕ(znk) = wk. We will recursively construct
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the subsequence (znk) such that for each k and for all w = (wi) ∈ ℓ∞ with ||w|| ≤ r,
the k × k matrix
Ak(w) =
[
(1− wiwj)K(zni, znj )
]k
i,j=1
is positive and invertible. Once we have achieved this, the Nevanlinna-Pick property
yields, for each w ∈ ℓ∞ with ||w|| ≤ r and any positive integer k, the existence
of a multiplier hk of norm at most 1 such that hk(zni) = wi for 1 ≤ i ≤ k. Any
weak*-cluster point h of the sequence (hk) will then satisfy h(zni) = wi for all i ∈ N.
We begin the construction by setting zn1 = z1. Suppose that k ≥ 2 and that
zn1 , . . . , znk−1 have already been constructed. Given w = (wi) ∈ ℓ∞ with ||w|| ≤ r,
we set vij = 1− wiwj . For z ∈ B∞, we consider the matrix A(w, z) defined by
v1,1K(zn1 , zn1) · · · v1,k−1K(zn1 , znk−1) v1,kK(zn1 , z)
...
. . .
...
...
vk−1,1K(znk−1 , zn1) · · · vk−1,k−1K(znk−1, znk−1) vk−1,kK(znk−1 , z)
vk,1K(z, zn1) · · · vk,k−1K(z, znk−1) vk,kK(z, z)
 .
Observe that the first (k − 1) × (k − 1) minor equals Ak−1(w), which is positive
and invertible for all choices of w with ||w|| ≤ r by our recursive assumption. By
Sylvester’s criterion, it therefore suffices to show that there exists znk with nk > nk−1
such that det(A(w, znk)) > 0 for all such w. To see that this is possible, note that
lim
n→∞
K(zn, zn) = lim
n→∞
1
1− ‖zn‖2 =∞.
On the other hand, each K(zi, z) is bounded. Moreover, by compactness of the unit
ball in finite-dimensional spaces, there exists δ > 0 such that
det(Ak−1(w)) > δ
for all w with ||w|| ≤ r. Thus, in the expansion of the determinant of An(w, z) along
the last row, there is one term
|vkkK(z, z) det(Ak−1(w))| ≥ (1− r2)δK(z, z),
which tends to infinity as z → 1 uniformly in w, whereas all other terms are uniformly
bounded. Therefore the determinant is eventually strictly positive on the whole r-
ball. This establishes the existence of the desired point znk , and thus finishes the
recursive construction.
Corollary 9.2. If W is a variety in the ball Bd for d ≤ ∞ such that W intersects
the boundary of the ball, then ℓ∞ is a quotient of MW and M(MW ) contains a copy
of βN.
Proof. Proposition 9.1 shows that W contains an interpolating sequence. The re-
striction map to this sequence is the desired quotient onto ℓ∞. Hence M(ℓ∞), which
is homeomorphic to βN, embeds as a closed subset of M(MW ).
Thus we obtain the desired consequence.
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Proposition 9.3. Let V be a compact variety as considered in Theorem 8.5(2), and
let V˜ be a variety as considered in section 7. Then there is no unital surjective algebra
homomorphism from MV onto MV˜ . In particular, they are not isomorphic.
Corollary 9.4. The Hilbert spaces Hs have non-isomorphic multiplier algebras for
distinct s ≤ 0.
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