Process mining techniques aim at analyzing records generated during the execution of a business process in order to provide insights on the actual performance of the process. Detecting concurrency relations between events is a fundamental primitive underpinning a range of process mining techniques. Existing approaches to this problem identify concurrency relations at the level of event types under a global interpretation. If two event types are declared to be concurrent, every occurrence of one event type is deemed to be concurrent to one occurrence of the other. In practice, this interpretation is too coarse-grained and leads to overgeneralization. This article proposes a finer-grained approach, whereby two event types may be deemed to be in a concurrency relation relative to one state of the process, but not relative to other states. In other words, the detected concurrency relation holds locally, relative to a set of states. Experimental results both with artificial and real-life logs show that the proposed local concurrency detection approach improves the accuracy of existing concurrency detection techniques.
INTRODUCTION
Process mining is a body of techniques that help analysts understand business processes based on their event logs. In this context, an event log is a set of traces, each consisting of a sequence of events with associated attributes. Each event is an instance of an event type, corresponding to an activity in the business process. For example, an event log of an order-to-cash process may 16:2 A. Armas-Cervantes et al.
include event types such as "Goods shipped" and "Payment collected." An event of type "Payment collected" may include additional attributes such as the confirmation number and the amount. Given an event log, process mining tools can extract a process model (automated process discovery), check the conformance of a given process model against the log (conformance checking), compare two event logs (log delta analysis), or detect changes in the execution of a process over time (drift detection) , among other analysis operations.
A number of process mining techniques abstract the observed behavior as descriptive models reflecting how the actual work is being carried out. Some of those models focus on the description of the dependencies between events as behavioral relations, most notably causality relations (the occurrence of an event entails the subsequent occurrence of another one), conflict relations (the occurrence of an event excludes the occurrence of another), and interleaved concurrency relations (two events co-occur in any order). A key challenge in this context is how to accurately distinguish between events that always occur in a given order (the execution of an event depends on the execution of another) and events that can occur in any order (independent events)-causality vs. concurrency. This challenge arises, in particular, in the context of knowledge-driven processes, which are characterized by high levels of variation in the ordering of activities. In these processes, it is common to find states where multiple activities can be executed in any order and any number of times (Brander et al. 2011; Huang et al. 2013) . At the same time, there are constraints and norms that result in some activities being performed (almost) always in a given order under certain conditions. For example, in a process for handling permitting applications, a number of verifications and approvals need to take place. When the application is of a certain type and is lodged in a given jurisdiction, some of these verifications always occur in a given order, while for other types of applications and jurisdictions, the order of these activities is unconstrained. Similarly, in a clinical process, when a patient is diagnosed with a common condition, a number of tests and treatments take place in a relatively fixed order. But for other diagnoses or in the absence of a definitive diagnosis, these tests and treatments are applied in any order. Existing process mining techniques are not designed to take into account these variations in causality and concurrency relations. Instead, when such variations exist, the activities in question are declared as parallel activities without further refinement.
Indeed, existing approaches to discovering concurrency-e.g., those embedded in the α process discovery algorithm and its variants de Medeiros et al. 2004; Wen et al. 2007; Li et al. 2007 )-detect global concurrency relations at the level of pairs of event types. The semantics of a global concurrency relation between two event types is that an instance of the first type must be either followed or preceded by an instance of the second type regardless of where in the log these instances occur. In practice, this property does not always hold. For example, consider a log recording the executions of the process for plan lodgement and document registration in two different Australian states, South and Western Australia (SA and WA, respectively), whose model is shown in Figure 1 . 1 A global concurrency discovery approach-herein, called a global concurrency oracle-would assert that event types "Update register" and "Update DCDB," and event types "Approve plan" and "Update register," among others, are concurrent. However, "Approve plan" and "Update register" are concurrent only in the case of Western Australia (i.e., when the WA path after the decision point is taken), while "Update register" and "Update DCDB" are never concurrent. This approximation then affects the precision of the process mining techniques. For example, in the context of automated process discovery, the result is likely to be a model where activities "Update register" and "Update DCDB" can always occur in any order regardless of the state. Two event types may erroneously be considered as concurrent, not only if they occur in conflicting traces as in the example of Figure 1 , but also if they occur in different execution states within traces. For instance, consider the traces C, D, E, F , G, H , L, A, B and B, A, C, D, E, F , G, H , L . These traces have the same event types and even the same order between C, D, F , G, H , L, but the order between A and B depends on where these two events occur. Specifically, A occurs before B only if they are executed after L, and vice-versa B occurs before A if they both occur at the beginning of the trace. While A and B are clearly not concurrent in this example, they will still be considered as such under the semantics of a global concurrency relation. This situation arises even within a single trace, for instance, if the trace contains two pairs of events of the same type, occurring in a different order in two different locations of the trace (e.g., any trace of the form . . . A B . . . B A . . . ).
As shown in the above examples, a global concurrency oracle tends to over-generalize the behavior captured in a log by allowing the execution of sets of event types (and so process activities) in any order throughout the log, even when such activities are in fact not concurrent, or are such only in certain scopes of the log. This leads to a more permissive representation of the log behavior.
This article advocates an alternative local concurrency detection approach whereby a concurrency relation between two event types is scoped to certain execution states of the process. The main contribution is an approach that turns any global concurrency oracle into a scoped (local) one. The key idea is to construct a state transition graph from the event log and to traverse this graph in order to discover concurrency relations (using an existing concurrency oracle) in between pairs of states. The accuracy of the proposed local concurrency detection approach is compared against the α global concurrency oracle and inductive miner (Leemans et al. 2013 ), a well-known process discovery algorithm based on a synthetic testbed comprising a range of combinations of control-flow structures, as well as seven real-life logs. We also show on a real-life process model that the proposed concurrency oracle can improve the accuracy of an existing business process drift detection technique.
The rest of the article is structured as follows. Section 2 discusses existing approaches to construct concurrency oracles and their limitations. Section 3 introduces the proposed approach, while Sections 4-6 present its experimental evaluation and Section 7 discusses threats to validity. Finally, Section 8 summarizes the results and outlines future work directions.
RELATED WORK
Several techniques have approached the problem of discovering behavioral relations (in particular, concurrency relations) between pairs of event types. For instance, Cook and Wolf (1998) outline a technique based on statistical measures to discover event-based models that capture the concurrent execution of event types. This latter technique is, however, highly dependent on the quality of the log. In particular, it assumes that concurrency is embedded in blocks that have a single split and a single join event, and that the order of occurrence of the concurrent event types is uniformly distributed. The α-algorithm (van der ) and its variants (de Medeiros et al. 2004; Wen et al. 2007; Li et al. 2007 ) detect concurrency relations (among other behavioral relations) between event types. The α-algorithm itself declares a pair of event types to be concurrent if one immediately precedes the other and vice-versa. Both mentioned approaches, α-algorithm and that presented in Cook and Wolf (1998) , lead to global concurrency oracles, which, as stated before, disregard the context where the events occur, thus leading to false positives.
Extensions of the α-algorithm such as α+ (de Medeiros et al. 2004 ) are designed to prevent the α-algorithm from confusing concurrency with (short) loops and other limitations; however, they still suffer from the limitation of being global.
In van Dongen and van der Aalst (2004), the relations computed by the α-algorithm (referred to as α relations hereinafter) are used as a concurrency oracle to construct a partially ordered run (therein called an instance graph) from each trace in an event log. The resulting set of runs can be used to synthesize a process model (e.g., a Workflow net) (van Dongen et al. 2012 ). This latter approach, however, inherits the limitations of the α-algorithm as a method for constructing concurrency oracles. A more recent approach to construct partially ordered runs (Diamantini et al. 2016 ) from traces addresses the issue of discovering concurrency in the presence of infrequent event types. The starting point is still a process discovery algorithm that incorporates a global concurrency oracle. Traces are turned into partially ordered runs based on the global oracle and then adjusted to take into account infrequent event types.
In the context of process model synthesis, some techniques require additional data for computing concurrency relations. For example, the approach in Leemans et al. (2015) requires that a log contains the start and end timestamps of every event, and then a pair of events are concurrent if they overlap in time. However, the data about the start and end timestamps of an event is not always available in the event logs.
A technique to discover scoped concurrency relations between events is proposed in Mokhov and Carmona (2015) . Given an event log, this technique produces a conditional partial order graph (Mokhov and Yakovlev 2010) . In this graph, a concurrency relation is scoped by means of (data) conditions, i.e., the concurrency relation only holds when the condition evaluates to true at a given point in the process. A condition is determined by the execution of an event, e.g., a and b are concurrent if c is executed, noting that c does not necessarily need to occur before a and b. However, this technique makes the highly restrictive assumption that there are no two events of the same type in the same trace, since when a duplicate event is found in a trace, the trace is split and the two sub-traces are treated as two different traces, leading to the possibility of identifying concurrency across these traces.
In principle, an alternative approach to detecting local concurrency from a log could be to use trace clustering techniques to group traces into clusters and apply a global concurrency oracle within each cluster. In the context of process mining, there exist several techniques that have approached the problem of clustering traces in an event log according to different notions of similarity, e.g., Greco et al. (2006) , de Medeiros et al. (2008) , Song et al. (2008 Song et al. ( , 2009 ), Bose and van der Aalst (2010), Bose (2012), and Weerdt et al. (2013) . However, there are two issues with this approach. First, trace clustering is very heuristic in nature (e.g., Song et al. (2008 Song et al. ( , 2009 ) and de Medeiros et al. (2008) implement k-means and self-organizing maps), thus the discovered clusters can contain traces of different executions, which may lead to compute non-existent concurrency relations (false positives). As an example, one of the latest trace clustering techniques, ActiTraC (Weerdt et al. 2013) , applied over the log generated by the land development model of Figure 1 , cannot distinguish all the traces related to WA from those related to SA (specifically, three traces of WA are put in the same cluster with all the traces of SA), leading to the detection of spurious concurrency relations. 2 The second issue is that trace clustering disregards the scopes where event types occur. Consider the log
which is a more elaborated example of the one shown in the Introduction. In this log, the first three traces contain the same event types and are part of the same clusters according to Weerdt et al. (2013) , Song et al. (2008 , 2009 ), and Hompes et al. (2015 . If we used a global oracle like the α, this would regard A and B as concurrent, since both interleavings are present in the first three traces. However, the occurrence of B followed by A only occurs at the beginning of a trace while that of A followed by B occurs after G in the rest of the traces. Thus, the scope where each of the interleavings occur is different, and the event types should not be diagnosed as concurrent. This is because trace clustering techniques and our approach are fundamentally different. Trace clustering is a slicing operation over a log (van der Aalst 2013), which divides the log into groups of traces that can be analyzed as a whole; while our approach can be seen as a dicing operation over the log (van der Aalst 2013), where the log is divided vertically into different scopes across groups of traces or within the same trace, within which local concurrency is identified.
DISCOVERING LOCAL CONCURRENCY
An overview of the proposed approach is given in Figure 2 . The first step consists in creating a transition graph that represents the information captured in an event log. This graph has one initial state and at least one final state, and every path from the initial to a final state is a trace in the log. The step requires an equivalence relation (≡) to find similar execution states in the process. Given the transition graph, the second step identifies concurrency relations that hold between two states. This step takes as input a global concurrency oracle (C) and a validation function (F ). C can be, for example, the α-algorithm or other oracles mentioned in the previous section. Since a given concurrency relation may hold to various degrees in multiple scopes, including pairs of scopes such that one contains the other, it is necessary to select its most suitable scope. To this end, F is used to assess the likelihood of the computed concurrency relations. Note that the equivalence relation, the global concurrency oracle, and the validation function can be customized; however, in this article, we present a single configuration of these three elements.
This section starts by presenting the construction of the transition graph and then the computation of the scopes.
Transition Graph of an Event Log
The first step of our approach consists in constructing a transition graph representing the behavior captured in the event log, such that every transition in the graph represents the execution of an event type (event) and every state represents the occurrence of some events. This event log abstraction has been widely used in the context of process mining. For instance, presents several strategies for the construction of a transition graph that can be modified to vary the degree of generalization. However, the approach presented in van der aims at constructing a transition graph from which a model is synthesized using the theory of regions, and considers steps where transitions are added to or removed from the transition graph. Different from , our approach neither adds nor removes transitions in such graph.
Before presenting the construction of a transition graph, we define some notations on sequences, traces, and event logs.
Definition 3.1 (Sequences, Subsequences, and Extension) . Let X be a set of elements. A sequence of length n ∈ N over X is denoted as σ = a 1 a 2 a 3 . . . a n ∈ X * , whereas an empty sequence is denoted as ϵ. The length of a sequence σ is represented as |σ |.
Given a sequence σ = a 1 a 2 a 3 . . . a n , the prefix subsequence of length m, shorthanded as σ [1...m] , is another sequence composed by the first m elements, i.e., σ [1...m] = a 1 a 2 a 3 . . . a m such that 1 ≤ m ≤ n; whereas the prefix of an empty sequence ϵ is another empty sequence ϵ . The set of all prefix subsequences of σ = a 1 a 2 a 3 . . . a n is represented as
. . a l of a sequence σ can be extended with an element e x , denoted as σ ⊕ e x , if σ ⊕ e x = a 1 . . . a l e x is another prefix subsequence in ϕ (σ ).
The suffix subsequence of length m is the sequence composed by the last m elements of σ , and it is denoted as σ [m,n] = a (n−m)+1 . . . a n−1 a n , 1 ≤ m ≤ n.
An event log is a set of sequences of event types occurrences, a.k.a. traces. 3 Definition 3.2 (Trace, Event Log) . Let E be a set of events, Λ be a set of event types, and λ : E → Λ be a labeling function. A trace is a sequence of events σ = λ(e 1 ), λ(e 2 ), . . . , λ(e n ) for e i ∈ E, 1 ≤ i ≤ n, while an event log L is a set of traces.
A trace σ can contain several events of the same type and, in order to distinguish one another, we adopt the following convention: every event is unique within a trace and identified by a label and an index. The type of the event is the label, and the occurrence number of this event type within the trace is the index. For instance, the trace a b b is composed by one occurrence of activity a and two occurrences of activity b, thus, the events in the trace would be a 1 b 1 b 2 . By the abuse of notation, we refer to any generic event as e i where i ∈ N. If the order among the events is of no interest, then a trace can be represented as a set; thus, we use σ to denote the set representation of σ .
Definition 3.3 (Event and Trace Equivalence).
Let σ = e 1 e 2 . . . e m and σ = e 1 e 2 . . . e n be a pair of traces, e i be an event in σ for 1 ≤ i ≤ m, and e be an event in σ for 1 ≤ j ≤ n. The events e i and e j are equivalent, denoted as e i ∼ e j , iff they represent the same occurrence of the same event type, i.e., i = j and λ(e i ) = λ(e j ). Two traces are equivalent, denoted as σ ∼ or der σ , iff m = n; and for every 1 ≤ i ≤ n, then e i ∼ e i . Finally, two traces are set equivalent, denoted as σ ∼ set σ , if their two set representations contain equivalent events, i.e., ∀e i ∈ σ ∃e j ∈ σ : e i ∼ e j and ∀e j ∈ σ ∃e i ∈ σ : e i ∼ e j .
Intuitively, a pair of traces are order equivalent if they have equivalent events and the order among them is the same; whereas they are set equivalent if they contain equivalent events but not necessarily in the same order. Every event in a trace has a past and a future. Consider a trace σ = e 1 e 2 . . . e n and an event e i where 1 < i ≤ n, e i signifies the past of e i and is the prefix subsequence of σ up to i, i.e.,
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; while e j signifies the future of an event e j , where 1 ≤ j < n, and is the suffix subsequence after j, i.e., e j = σ [j+1,n] . The prefix (suffix) subsequence of the event e 1 (resp., e n ) is the empty sequence ϵ. For instance, given the trace
A trace describes the evolution of an execution of a system by means of its prefix subsequences and their extensions. Thus, a trace can be represented as a transition graph where every pair of execution states (set representation of a prefix subsequence) are linked by an extension, which transforms one state into the other. Formally, a transition graph is the tuple V , v i ,W , E,T , where V is the set of states, v i is the initial state, W is the set of final states, E is the set of events, and T is a transition relation. The next definition suggests how to construct a transition graph from a trace.
Definition 3.4 (Transition Graph of a Trace).
Let σ = e 1 e 2 . . . e n be a trace. The transition graph representing σ is defined as V , ∅, { σ }, E,T , where 
Indeed, by treating these states as similar executions, the concurrency relation between c 1 and d 1 would appear as a diamond in the corresponding transition graph-see grayed-out states in the transition graph depicted in Figure 4 -denoting the possible (interleaved) concurrent execution of such events.
We do not require the transition graph to meet any specific property, nor do we assume the log to be complete with respect to the α relations (i.e., we do not expect all concurrency interleavings to be present). Instead, we extract all the behavior represented in the log and detect patterns of concurrency from within this behavior.
We now turn our attention to the definition of an equivalence relation between states of transition graphs. As hinted previously, the equivalence relation collapses sets of "similar" states, which can introduce some generalization and, by the same token, discover patterns reflecting the concurrent execution of events. The equivalence relation between states defined in this section is grounded on the most primitive interpretation of the (interleaved) concurrent execution of a pair of events. Specifically, starting from an execution state, a pair of concurrent events can occur in any order and lead to the same execution state. The latter is the essence of the results presented in Nielsen et al. (1981) , where the authors show that a transition graph-like representation (domain of configurations) can represent the true-concurrency semantics of a system, where the concurrent execution of a pair of events is manifested as diamond-like shapes. 
The main idea of the equivalence relation presented below is to construct a transition graph where every state is associated to a unique set of events: the events that have occurred before the state is reached. Each transition is labeled by an event and connects a pair of states, such that the set of events in the source state is a strict subset of the set of events of the target state. We distinguish two special types of nodes in a transition graph, a unique initial state ∅, and at least one final state (state with no outgoing transitions) representing an execution of a process. Figure 4 shows an example of the type of transition graph that we seek to extract from a log. The graph represents two executions:
In the graphical representation, the sets of events denote states and the events associated to the transitions are displayed aside. Note that in the case of {i 1 , a 1 , c 1 , These diamonds define the scopes where pairs of events are executed concurrently, and thus give place to a notion of local concurrency relations. The bottom and top states of a diamond are referred to as the start and end of the scope, and they represent the states where no concurrent event has been executed and the state where all the concurrent events have taken place, respectively. For example, in Figure 4 , the states {i 1 , a 1 } and {i 1 , a 1 , c 1 , d 1 } define the start and end of the scope, respectively, where c 1 and d 1 are concurrent. Note that the concurrency relation between c 1 and d 1 does not hold for the other occurrences on the right-hand side.
The equivalence relation defined below deems a pair of states as equivalent if they represent the occurrence of equivalent events, and either they were executed in the same order (they are essentially the same event type occurrences) or the same set of events (in the same order) can occur from both states. 
Definition 3.5 (Transition Graph Equivalence). Given a pair of traces σ and σ and their corresponding transitions graphs
The equivalence relation between states gives place to an equivalence relation between events in the transition graph. Consider a pair of transitions
The equivalence class of a state v is defined as v ≡ = {v | v ≡ v } and, similarly for events, the equivalence class of an event e i is e i ≡ = {e j | e i ≡ e j }. For example, consider the transition graphs at the bottom of Figure 3 , by Definition 3.5, the states ∅ are equivalent by rule (i); states {i 1 } and {i 1 , a 1 } are equivalent by rule (ii); and states
. Then, the equivalent events are i 1 , a 1 , f 1 , and o 1 .
The conditions (ii) and (iii) in the equivalence relation between states (Definition 3.5) allow us to cope with possible over-generalization during the construction of the transition graph of a log, while condition (i) aims only at merging the initial states of the graphs. On the one hand, condition (ii) merges states representing the execution of events that occurred in the same order, even if those states stem from different traces. On the other hand, condition (iii) merges all states that lead to the same final state. The latter condition targets the cases when the order of a set of events is defined by the execution where they occur. For example, consider the traces i 1 , a 1 , b 1 , c 1 and i 1 , b 1 , a 1 , d 1 : the order between a 1 and b 1 could depend on the occurrence of either c 1 or d 1 . The transition graph constructed out of these two traces is displayed in Figure 5 (a). Observe that in order to merge the states {i 1 , a 1 , b 1 }, it is necessary to have the trace i 1 , b 1 , a 1 , c 1 , in which case the transition graph of the three traces would be the one shown in Figure 5(b) .
Given an equivalence notion ≡, e.g., the one presented in Definition 3.5, the construction of a transition graph from an event log is presented next.
The transition graph representing the event log 
Discovering Scopes of Concurrency
Once the transition graph is constructed, the second step consists of turning an existing global concurrency oracle into a scoped (local) one. Specifically, the aim is to discover parts of a transition graph where concurrency relations between events are likely to hold. We refer to these parts of the transition graph as scopes and denote them as S. The approach requires a (global) concurrency oracle C, which computes a set of relations from a given set of traces, and a validation function F : S × (E × E) → {true, f alse} that, given a concurrency relation in a scope, retrieves a Boolean value representing the outcome of the validation.
In a transition graph, there is a path between a pair of states v 1 and v 2 iff there is a sequence of transitions
2 ) represent a path between v 1 and v 2 , π (v 1 , v 2 )| E = e 1 e 2 . . . e x represent the sequence of events in the path, and π (v 1 , v 2 )| λ(E ) = λ(e 1 ) λ(e 2 ) . . . λ(e x ) represent the sequence of event types. The set of all distinct paths, distinct sequences of events, and distinct sequences of event types are represented as
By the abuse of notation, let e x ∈ Π(v 1 , v 2 ) denote the existence of a path between v 1 and v 2 that includes e x and, similarly for transitions, let (v a , e i , v b ) ∈ Π(v 1 , v 2 ) denote the existence of a path including the transition (v a , e i , v b ) .
A scope S is a pair of start v s and end v e states such that there is at least one path from v s to v e , i.e., |Π(v s , v e )| >= 1. A scope S is called a concurrency scope for a pair of events e 1 and e 2 if the given global concurrency oracle C and validation function F recognize a valid concurrency relation between such events.
Definition 3.7 (Concurrency Scope). Let G = V , i,W , E,T be a transition graph, λ : E → Λ be a labeling function, C be a concurrency oracle, and F be a validation function. A concurrency scope S is the tuple v s , v e , (e 1 , e 2 ) , where v s ∈ V is the start state, v e ∈ V is the end state, and (e 1 , e 2 ) ∈ E × E is a pair of events, such that (λ(e 1 ), λ(e 2 )) ∈ C(Π(v s , v e )| λ(E ) ), e 1 , e 2 ∈ Π(v s , v e ) and F (S, (λ(e 1 ), λ(e 2 ))) = true.
Intuitively, a concurrency scope for a pair of events (e 1 , e 2 ) is valid if their types are deemed concurrent by the global concurrency oracle, they appear at least in one path in the scope, and the validation function asserts such relation. We turn our attention to the computation of the scopes where we rely on well-known concepts of graph theory, dominator, and post-dominator relations. Intuitively, in any directed graph, a vertex a is the dominator of a vertex b if every path from an initial node i to b contains a. For directed graphs with a final vertex f , we say that a vertex z is the post-dominator of a vertex y if all paths from y to f contain z. Both dominator and post-dominator relations are reflexive and transitive, and their transitive reduction are rooted trees referred to as dominator tree T dom and post-dominator tree T post , respectively.
As shown in the example displayed in Figure 4 , the concurrency relations between a pair of events can hold only in certain executions. Thus, our approach will decompose a transition graph with many final states (each of them representing an execution) into subgraphs from the initial state ∅ to each of the final states, and then compute the concurrency scopes for each of those subgraphs.
The algorithm for the computation of the concurrency scopes is displayed in Algorithm 1. Consider the transition graph G, a global concurrency oracle, and a validation function. Then, it starts by iterating over the subgraphs G from the initial state to one of the final states v in G (Line 3). For each subgraph G , the dominator and post-dominator tree are constructed (Lines 4 and 5). In a postorder manner in the dominator tree, the start of a scope is selected v e (Line 6), while the end of the scope is the parent of v e in the post-dominator tree (Line 8). In Line 10, each of the concurrency relations retrieved by the local concurrency oracle is checked in the scope (v s , v e ) . If the validation function asserts the concurrency relation between a pair of event types (a, b) in a scope (v s , v e ), then it is added as a concurrency scope associated to a final state v (Line 19). The algorithm considers two operations for expanding a concurrency scope whenever a concurrency relation holds (Lines 20-22), or restricting the scope when the validation function fails and smaller concurrency scopes could be detected (Lines 25-28). The output of the algorithm is a set of tuples (v, S), where v is a set of events representing a final state, and S is a concurrency scope. Observe that a single final state v can be associated to many concurrency scopes. Thus, given an event log, the concurrency scopes for a trace σ are those in {( σ , S)}.
We observe that the data structures in the Algorithm 1 are all finite. In particular, the log that used to construct G contains a finite number of traces and events; thus, there is a finite number of final states and the loop in Line 3 terminates. Every subgraph from the initial to a final state is finite, since every trace in the log contains a finite number of events, and as a result, the dominator and post-dominator trees are finite as well, which implies a finite number of iterations over the loop in Line 6. The loop in Line 9 iterates over the set of concurrency relations computed by the oracle which, by the finiteness of the events, is finite. As for the procedure computeScope, if a concurrency scope is valid (Line 17), then a recursive call of the method occurs and v e becomes its parent in the post-dominator tree. Given that this is a tree, every node has a unique parent with exception of the root, which has none. Hence, for each node except for the root, there is only one option to move up. Finally, if v e is not a leaf (Line 27), then v e becomes the unique child of the node. In this case, if the scope has not been added to O and a concurrency relation exists between the analyzed events (tuple a, b in the algorithm), a recursive call to procedure computeScope is done. The algorithm terminates since a valid concurrency scope is only checked once, and the value for v e to expand or restrict a scope is, at most, equivalent to the total number of nodes in the tree.
Next, we present an example of a concurrency oracle and a validation function that could be plugged into the algorithm.
Global (Baseline) Concurrency.
We rely on existing concurrency oracles for the computation of the concurrency relations between pairs of events, e.g., see Cook and Wolf (1998) , van der Aalst et al. (2004), and Mokhov and Carmona (2015) , and assume that no two events with the same label can be executed concurrently. As a baseline, we use the concurrency relation introduced in van der , herein referred to as α concurrency. Intuitively, a pair of labels a, b are concurrent if a is sometimes observed immediately after b and vice-versa. The definition of α concurrency is given next. ). Let σ be an event trace. A pair of tasks with labels a, b ∈ L are said to be in α directly precedes relation, denoted a ≺ b, iff there exists a trace σ = e 1 e 2 . . . e n in L, such that a = λ(e i ) and
Definition 3.8 (α Concurrency (van der
Oftentimes, the concurrency relations computed by the concurrency oracle, and in particular by the α concurrency, can be spurious. For instance, consider the trace a 1 b 1 c 1 d 1 b 2 a 2 , where the α concurrency would deem events with labels a, b as concurrent. Thus, the validation function is used to refine the results of the concurrency oracle and filter out spurious concurrency relations.
Validation of Concurrency Relations.
As an example, we define a validation function based on the proportion of events deemed as concurrent that can be executed from the same states in the scope. Intuitively, the validation function checks that the number of events with labels a, b can often be executed from the same state w.r.t. their total number of occurrences (i.e., the proportion is higher than a given threshold tOccurrence) and that the proportions between those events are similar enough (i.e., not bigger than tBalance).
Definition 3.9 (Validation Function). Let co(a, b)|
As an example, let G, C, and F be the transition graph displayed in Figure 4 , the α concurrency oracle (Definition 3.8), and the validation function presented above (Definition 3.9), respectively. Algorithm 1 starts by computing a subgraph G for each of the final states. Assume G is the subgraph displayed in Figure 6(a) and v = {i 1 , a 1 , c 1 , d 1 , f 1 , o 1 } is the final state. The dominator and post-dominator tree of G are displayed in Figure 6 (b) and (c), respectively. The numbers next to the nodes in Figure 6 (b) correspond to the order in which they will be processed (postorder computed over the dominator tree). The first processed node is v s = {i 1 , a 1 , c 1 , d 1 , f 1 , o 1 } (observe that the if condition (line 7 in the algorithm) will evaluate to false, since v s has no parents in the postdominator tree). Then, in the next iteration v s = {i 1 , a 1 , c 1 , d 1 , f 1 } and v e = {i 1 , a 1 , c 1 , d 1 , f 1 , o 1 }, the latter since {i 1 , a 1 , c 1 , d 1 , f 1 , o 1 } is the parent of v s in the post-dominator tree; however, C would not 
Therefore, for any pair of thresholds tOccurrence < 0.5 and tBalance > 0.0, the scope (v, (v s , v e ), (c, d )) will be detected as a concurrency scope by F , in which case the algorithm will attempt to expand it to the parents of v e .
Complexity Analysis.
The worst-case time complexity of our algorithm is dominated by the complexity of constructing the transition graph of an event log, and the complexity of computing the scopes and the traces within them. The complexity of these steps is polynomial. Given a log with n number of events, the construction of the transition graph is done in O (
). This is because for every event e i in the log, 1 ≤ i ≤ n, it is necessary to spot the state in the transition graph that reflects the execution of e i with respect to the given equivalence relation. If there is no equivalent state, then a new state is added. Thus, the number of comparison operations for finding equivalent states increases, at most, together with the number of events analyzed.
The complexity of the computation of scopes and traces within a scope is as follows. Given a transition graph with V states, T transitions, and a unique final state, the dominator and postdominator trees can be computed in O ((|T | + |V |)loд(|T | + |V |)) with the Lengauer-Tarjan algorithm. Independently of the traversals of the dominator and post-dominator trees, there can be at most |V | 2 scopes (all possible combinations of start-end states). Then, given a scope S with E events and V states, there can be up to a factorial number of paths (i.e., all interleavings of the concurrent execution of the events E ) in S. However, using dynamic programming techniques and given that the transition graphs are directed and acyclic, the computation of the paths can be done in O (|V | + |T |), where T is the number of transitions in S.
The next section presents the evaluation with a set of synthetic logs and uses the concurrency oracle and validation function presented above.
EVALUATION OF ACCURACY AND TIME PERFORMANCE
We implemented our local concurrency oracle in a Java tool called ProLoCon 4 and used it to evaluate the approach's accuracy and time performance. The tool takes as input a log in MXML or XES format, a concurrency oracle (currently the α oracle (van der ) and the oracle in 16:14 A. Armas-Cervantes et al. Fig. 7 . Fragments used for the generation of synthetic process models. Mokhov and Carmona (2015) are supported), as well as the values of the thresholds tOccurrence and tBalance for the validation function.
Datasets Generation
In order to evaluate the accuracy of our approach, we generated a gold standard consisting of a set of synthetic process models, which are single-entry single-exist (SESE) and capture a wide combination of control-flow constructs. These models were obtained by randomly composing the following SESE fragments: AND, XOR, Loops, Sequences, and Z-blocks (see Figure 7 for the BPMN notation of each fragment). The models were generated as trees of height two, where every internal node is a fragment either containing nested fragments or atomic activities, and every leaf is an activity. The leaves of the trees are activities randomly chosen and duplicate activities are allowed as long as they do not introduce auto-concurrency, i.e., pairs of activities with the same label cannot belong to the same parallel block. This led to a total of 82 models, ranging from a minimum size of 10 nodes to a maximum size of 20 nodes (avg. = 15.5 nodes). Out of these models, 10 are cyclic and all include at least one pair of concurrent activities.
The logs were generated from the synthetic models using the ProM plugin "Generate Event Log from Petri Net" (Vanden Broucke et al. 2012) . 5 The obtained logs vary from a minimum of 4 to a maximum of 300 traces (avg. = 24 traces), with a total number of events ranging from 24 to 2,400 (avg. = 173 events).
Setup
Using the model-log pairs in our dataset, we computed the F-score between the concurrency relations identified in the log and those extracted from the respective model (gold standard). The computation of the F-score is divided into three steps: (1) create the local concurrency oracle from the log; (2) encode the behavior a model and, using the oracle, of a log as a model of true concurrency; and (3) compare the expected concurrency (the one occurring in the model) with the one observed in the log. The evaluation framework is shown in Figure 8 . For the encoding of the behavior of models and logs, we reuse the transformation proposed in García-Bañuelos et al. (2017) . Generally speaking, García-Bañuelos et al. (2017) put forward a technique for conformance checking, which considers the encoding of the behavior of both models and logs as Prime Event Structures (PESs) (Nielsen et al. 1981) , a well-known model of true concurrency. In fact, the mentioned formalism, PES, has been suggested as a suitable formalism for a unified behavioral representation of a log and a process model in the context of process mining .
A PES captures the set of traces of a log or process model by means of events that are related via three different binary relations: conflict, causality, and concurrency. Events in a conflict relation cannot occur in the same execution, hence, all events in a trace are conflict-free. The order between events is defined via the causality relation, i.e., an event e is causal to e if e can only occur after e. Finally, concurrency is the absence of an order between events, thus a pair of events in a concurrency relation can occur in any other. For example, Figure 9 shows the PES for the land development model of Figure 1 : the arrows represent causality relations, while the red dotted lines represent conflicts. In a PES, if two events are neither in conflict nor in causal relation, they are concurrent. A configuration is a set of events that are conflict-free and partially-ordered. An event, or set of events, that can occur at a given configuration is an extension of a configuration; thus, if two events are concurrent, they are extensions of at least one configuration. In Figure 9 , the events in the shaded area are an example configuration, and the two events Approve plan and Update register are its two possible extensions. These two notions, configurations and extensions, describe the execution semantics of a PES.
García-Bañuelos et al. (2017) extends the classical notion of PES to represent the behavior of both acyclic and cyclic process models, as well as the behavior encoded in a log. In the latter case, it requires as input any concurrency oracle for transforming the traces in the log into partiallyordered sets of events, which are then used to build the PES. According to García-Bañuelos et al. (2017) , given a pair of PESs P loд , P model from a log and a model, respectively, a pair of configurations s 1 of P loд and s 2 of P model are equivalent if they represent equivalent events (i.e., with abuse of notation, the two configurations are set equivalent as per Definition 3.3). Then, let T P (true positives) be the set of equivalent configurations s 1 , s 2 where for any pair of concurrent events a, b, which are extensions of s 1 in P loд , there is a pair of concurrent events a , b extending s 2 in P model , such that a ∼ a and b ∼ b . Let FP (false positives) be the set of equivalent configurations s 1 , s 2 , where there is a pair of concurrent events a, b that are extensions of s 1 in P loд and for which there is no equivalent events extending s 2 . Finally, let F N (false negatives) be the set of equivalent configurations s 1 , s 2 , such that there is a pair of concurrent events a , b extending s 2 in P model and for which there are no equivalent events extending s 1 . Having defined the sets of true positives, false positives, and false negatives, we can compute Precision and Recall, and their F-score.
Results
Before measuring the accuracy of our approach, we did a sensitivity test on the thresholds tOccurrence and tBalance. This test was performed using the synthetic dataset and consisted in trying different configurations for both thresholds; the values used for tOccurrence were between [0.0, 0.5], with increments of 0.1, and for tBalance were between [0.0, 1.0] with increments of 0.2. In the case of tOccurrence > 0.5, the validation function resulted too strict and no concurrency relation could be detected, leading to a very low F-score. Each combination of the thresholds was used to measure the F-score over each of the model-log pairs in the dataset and, finally, all values for the F-score were averaged for each configuration of thresholds. Figure 10(a) shows how the F-score varies according to three different combinations of tOccurrence and tBalance. The rest of the combinations gave similar values to either of the trends presented in the chart and thus were omitted. Observe that the F-score plateaus at a value of 0.977 with tOccurrence=0.4 and tBalance=0.2. The same result was obtained with a tOccurrence=0.5. Therefore, we chose tOccurrence=0.4 and tBalance=0.2 for our experiments.
The other parameters used for the evaluation are the state equivalence of Definition 3.5, and the α concurrency as the global baseline concurrency oracle (Definition 3.8). The concurrency oracle derived from Mokhov and Carmona (2015) was also used as a global baseline oracle; however, the identified concurrency relations were exactly the same as those retrieved by the α concurrency.
First, we computed the precision, recall, and F-score for each of the model-log pairs using both the global and the local concurrency oracle. Then, for each of the oracles, we averaged the values for precision, recall, and F-score across all model-log pairs. Figure 10(b) reports the average results for all 82 model-log pairs. The bar diagram shows a sensible increment in F-score (from 0.82 to 0.92), mostly determined by the increase in precision when using our local concurrency oracle instead of the global one (from 0.78 to 0.92). The lower precision of the α oracle is due to its over-generalization, given that local concurrency relations are identified as global relations. The lower recall of the α oracle is due to the assumption that the log is complete w.r.t. the direct follows relation, meaning that all possible such relations are expected to be present in the log, for the oracle to accurately detect the α-relations. However, this assumption hardly holds in real-life datasets, hence, we did not enforce log completeness when generating the logs for our experiments.
There were two problematic constructs where the local concurrency oracle failed to accurately determine the scope of a pair of concurrency relations. One construct is when there are { a b a b , b a a b , a b a b , a b b a }, the local concurrency oracle identifies as concurrent every pair of a and b from the beginning to the end of every trace, and thus fails to identify that the second occurrence of a and b depends on the first occurrence. The other problematic construct is a sequence of a loop of an activity a, followed by a concurrent block of activities a and b. In this case, the concurrency oracle identifies the event in the loop as concurrent with b. These cases are, however, also misclassified by the global baseline oracle. Table 1 reports the statistics on the execution time (in milliseconds) for the computation of the concurrency relations using the global α oracle and its local counterpart. Even though the execution times for the computation of our local concurrency oracle are sensibly higher than those of the global one, the overall time taken is still quite low, in the order of milliseconds (average of 6.9ms).
EVALUATION OF GENERALIZATION EFFECTS
As a second experiment, we evaluated the effects of using a local concurrency oracle on the generalization of the process behavior captured in the event log. First, we compared the generalization introduced by the local concurrency oracle with that introduced by the global concurrency oracle. Second, in order to investigate the possible over-generalization inherent to existing process discovery algorithms, we compared the generalization introduced by the local concurrency oracle with that of the Inductive Miner (Leemans et al. 2013) , which is a state-of-the-art automated discovery technique. Specifically, given that the Inductive Miner can generate a Petri net out of an event log, which is able to replay every trace in the log, we used such model as an oracle (referred to as "inductive" oracle hereinafter) that transforms a trace into a partial order (process induced by replaying the trace on the net).
For this second experiment, we used seven real-life logs. The first log is that distributed with the BPI Challenge (BPIC) 2012; it captures executions of a personal loan origination process at a Dutch financial institute. 6 The second log captures executions of an IT service desk process at an Italian IT Vendor, for handling both service requests and incidents. The third log captures executions of a business process for plan lodgement and document registration in two Australian states, as recorded by a land development company, whose model is depicted in Figure 1 . The fourth, fifth, and sixth logs capture executions of a process for handling motor glass claims at an Australian insurance company. Finally, the last event log is extracted from an information system for managing road Traffic fines in Italy. 7 The characteristics of these logs are reported in the first part of Table 2 .
In this experiment, the gold standard (normative model of the process) is unknown, thus it is not possible to perform a sensitivity test to obtain the best values for tOccurrence and tBalance, which are used by the local concurrency oracle. Therefore, we reuse the thresholds chosen for the experiments in Section 4, i.e., tOccurrence=0.4 and tBalance=0.2, assuming that the level of completeness of the log is comparable to that of the synthetically generated logs. The state equivalence and the concurrency oracle are those of Definitions 3.5 and 3.8, respectively. To measure the effects of generalization, we first transformed each trace of each real-life log into a partial order run using the local, global, and inductive oracles. Next, we measured the number of true global (TG) concurrency relations, i.e., a concurrency relation between events a 1 , b 1 is considered true global if there is a scope computed by the local oracle for every occurrence of the event types a, b; the number of true local (TL) relations (or false global), i.e., those relations that were identified by the global (inductive) oracle, for which our oracle found a local scope; and the number of false concurrent (FC) relations, i.e., those pairs of events that the global (inductive) oracle identified as being concurrent, but were not found to be concurrent at all by our local oracle. As an example, with reference to Figure 1 , the concurrency relation between "Update register" and "Update DCDB" is a case of false concurrency, since these two event types are actually never concurrent, while the concurrency relation between "Approve plan" and "Update register" is an example of true local concurrency. Using these measures, we then computed the concurrency over-generalization ratio as the ratio between the number of false global and false concurrent relations, and the total number of concurrency relations found by the global (inductive) oracle, i.e., c og = TL+FC TG+TL+FC . In essence, this formula measures how much the global oracle over-generalizes the behavior captured in the log, either by identifying a local concurrency relation as being global, or by identifying a pair of events as being (globally) concurrent when they are not. The results are reported in the second part of Table 2 for both the global and the inductive oracles.
Observe that the global and inductive oracles have a concurrency over-generalization ratio ranging from 25% in the case of one of the insurance company logs, to 100% in the case of the BPIC 2012, IT vendor, and Traffic fines logs. The high value obtained in these latter logs suggests that many such concurrent relations are indeed authentically local. This observation is supported by the average number of repeated events per trace in these three logs, i.e., the ratio between the number of events in a trace and the number of event types in that trace, averaged across all traces. This ratio is 1.3 in the Traffic fines log (30% of events are repeats of other events) and as high as 4.3 in the IT Vendor log and 4.4 in the BPIC log (i.e., an event type appears on average four times in a trace). However, some of these local relations may actually be due to the incompleteness of the log. Thus, the validation function of our oracle may turn out to be too strict because not all the interleavings of concurrent tasks are captured in the log, leading to a reduced scope of the relation, hence to local concurrency. Figure 11 shows an example of a trace extracted from the Traffic fines log, that resulted in two non-isomorphic partial order runs, after relaxing the order relations of the events in the trace according to the local oracle and to the global oracle. As we can see, the run obtained with the global oracle identifies the "Payment" event as being concurrent with all other events. This is a clear case of concurrency over-generalization because, logically, the payment for a fine can only be done after the fine has actually been sent to the citizen. Similarly, event "Receive result appeal from prefecture" is concurrent to "Insert date appeal to prefecture,' which again is logically not possible. This is due to the repetition of such events within the same traces in the log. On the other hand, our local oracle identifies the correct order of these events by placing "Payment" at the end of the run, and "Insert fine notification" and "Add penalty" in a local concurrency relation with "Insert date appeal to prefecture,' with the latter event always preceding "Receive result appeal from prefecture."
APPLICATION TO PROCESS DRIFT DETECTION
This section presents the results of an experiment conducted to study the impact of using our local concurrency oracle instead of the global one for process drift detection.
Early detection of business process changes based on event logs, also known as process drift detection, enables analysts to identify and act upon changes that may otherwise affect process performance. A drift is a statistically significant change observed in an event log or in a stream of traces. In Maaradji et al. (2015 Maaradji et al. ( , 2017 , we introduced a drift detection technique where the basic idea is to perform a statistical test over the distributions of partially-ordered runs observed in two consecutive time windows sliding over a log or a stream of traces. A run represents a set of traces that are equivalent to each other modulo a concurrency relation between event types. First, a pair of sets of completed process traces, which are extracted from two juxtaposed time windows, are transformed into runs with the use of a concurrency oracle. Then, in order to detect a process drift, we evaluate the hypothesis of whether the statistical distributions of the distinct runs extracted from the two juxtaposed windows are similar, using the Chi-square test on the contingency matrix built from the frequencies of the distinct runs in the two windows. A drift is detected when the P-value outputted by the statistical test is less than the significance level (the test threshold is typically set to 0.05).
In Maaradji et al. (2015 Maaradji et al. ( , 2017 , we used the global α concurrency oracle to build runs from traces. In this experiment, we replace this oracle with our local oracle and re-assess the drift detection accuracy to see if there is any noticeable improvement. To do so, we applied both versions of the technique on an event log recording 2,259 execution traces of a commercial claims handling process at an Australian insurer. This log spans over a period of one year and contains 13,454 events of Fig. 12 . Plot of the P−value of the statistical test for drift detection using both the global and local concurrency oracles. Fig. 13 . Plot of the number of occurrences of the interleaved event labels over a sliding window (initialized with 100 traces).
which 12 are distinct. Similar to the experiments presented in Section 5, the normative model of the log is unknown, so we use the same settings for the local concurrency oracle as those used in Section 5 (tOccurrence=0.4 and tBalance=0.2, with the state equivalence as defined in Definition 3.5 and the concurrency oracle as defined in Definition 3.8). Figure 12 reports the P−value of consecutive statistical tests based on the two oracles. Overall, the two plots reveal similar behavior. Indeed, two drifts were detected at the same position by the detection method when using either oracle. Nevertheless, the use of the global oracle led to detecting a further drift at trace 386, which was not detected when using the local concurrency oracle.
Upon inspection of the runs underpinning the only drift not detected by the local oracle, we found that the global oracle discovered a concurrent relation in the window before the drift, but not in the window after the drift. This false concurrency relation was discovered even if one of the interleavings between the two events involved in the relation (from "ReviewApprovePayment" to "ReviewInvoice") was much less frequent than the other interleaving. Figure 13 plots the relative frequency of the two interleavings over the log. The use of a local concurrency oracle can then detect process drifts more accurately, for instance, by filtering out cases of spurious concurrency relations, like in our experiment above, or by detecting finer-grained changes in concurrency between time windows, hence avoiding generalization.
THREATS TO VALIDITY
The evaluation of our approach is subject to some threats to validity. First, we assume that every trace in the log is a complete execution, and the log is noise-free. The computation of the local concurrency oracle assumes that the data received as input shall be faithfully preserved throughout the intermediate representations used by our technique. Thus, the pre-processing of the log-for instance, to remove noise or incomplete behavior-is considered as an orthogonal problem. An example of a noise filtering technique, which could be used before the computation of the local concurrency oracle, is presented in Conforti et al. (2017) . Second, we assume the real-life logs used in the experiments in Section 5 are somewhat complete. Specifically, we assume they contain enough observations of possible interleavings between concurrent event labels (tasks). Given that the normative process models for these real-life logs are non-existent, it was not possible to compute the accuracy of our technique with respect to a gold standard. Instead, we used a notion of concurrency over-generalization ratio to measure the level of potential over-generalization induced by a global concurrency oracle assuming that the log contains enough observations of the possible interleavings between concurrent event labels. The use of this ratio in the experimental evaluation constitutes a threat to construct validity. We mitigated this threat by considering sufficiently large event logs (1000+ traces) such that if multiple event labels are concurrent, we would expect to observe a significant percentage of their possible interleavings. If the latter assumption holds, the concurrency over-generalization ratio provides a reliable measure of the potential overgeneralization of the global concurrency oracle.
Another implication of the absence of the normative process models for the real-life logs is that it was not possible to make a sensitivity test to obtain the best values for the thresholds tBalance and tOccurrence. For the experiments in Sections 5 and 6, we reused the values computed in Section 4. Although these thresholds were computed over a synthetic dataset, the values are not too strict and allow some flexibility in the presence of incompleteness w.r.t. all possible interleavings of concurrent behavior.
Finally, the use of only seven real-life event logs in the evaluation limits, to some extent, the generalizability of the conclusions. However, the event logs included in the evaluation are of different sizes and characteristics, and originate from different application domains.
CONCLUSION AND FUTURE WORK
This article presented an approach to turn any algorithm for constructing a global concurrency oracle from an event log into one that constructs local oracles. By scoping the concurrency to a set of states in a state transition graph constructed from the event log, the approach effectively increases the accuracy of the detected set of concurrency relations, while avoiding over-generalization of the process behavior captured in the log. Experimental results have shown that the local concurrency oracles derived from the proposed approach outperform the corresponding global oracles when applied to the task of extracting partially ordered runs from an event log. An application in the context of business process drift detection has shown the ability of the derived local concurrency oracles to enhance the accuracy of existing process mining methods.
The experimental evaluation suggests that there is room for improvement in the proposed method, particularly the local concurrency oracle fails to find accurate scopes in cases where two blocks of concurrency-including the same event types-precede each other, which leads to detecting bigger scopes than the actual, and when loops and concurrency blocks with common event types precede each other, in which case the event in the loop is detected as concurrent with the event types of the concurrent block. A more extensive evaluation with other (global) concurrency oracles and other parameters for constructing the transition system could inform the development of more robust variants of the proposed method. Additionally, we would like to explore the effects of different values for the thresholds used in our local concurrency approach, given different levels of incompleteness of real-life logs.
Another direction for future work is to explore other applications of the proposed concurrency oracle, for example, by combining it with techniques for conformance checking (García-Bañuelos et al. 2017) , log delta analysis (van Beest et al. 2015) , and automated process discovery (Fahland and van der Aalst 2013) , which are based on models of concurrency based on partial orders, and may thus potentially benefit from a finer-grained distinction between causality and concurrency relations. These techniques need to be adapted to take as input not only a pair of events for which concurrency needs to be determined, but also a state of execution for this pair.
In particular, in the context of automated discovery, it is also worth exploring the tradeoff between model accuracy and simplicity when comparing a model discovered using a global concurrency oracle with one discovered using a local oracle. Our hypothesis is that the overgeneralization of log behavior induced by a global concurrency oracle will result in models exhibiting more behavior than what is actually recorded in the log, hence less precise models. In the meantime, a local concurrency oracle will lead to label duplication and, as a consequence, to models of higher size than those discovered using a global concurrency oracle. However, higher size may be counterbalanced by simpler control-flow structures given that labels are duplicated. So, ultimately, the complexity of the models discovered with the two different concurrency oracles may be comparable.
