This paper combines quantum computation with classical computational learning theory to produce a quantum computational learning algorithm. The result is a fourier-based inductive learning algorithm that performs a learning task for which there is no known classical equivalent --that of learning DNF using only an example oracle. The main result is a quantum algorithm for finding the large fourier coefficients of a function approximated by sampling an example oracle. This result is used to improve on Jackson's DNF learning results, which require a membership oracle.
Introduction
The field of machine learning (ML) seeks, among other things, to develop algorithms for inductively learning from a set of examples. The field of computational learning theory (COLT) attempts to formalize this process and to develop bounds for classes of functions that are learnable in some formal sense. The field of quantum computation (QC) investigates the power of the unique characteristics of quantum systems used as computational machines. This paper combines results from these three fields to produce a new learning algorithm. Specifically, a new quantum algorithm is introduced which finds the large fourier coefficients of boolean functions in polynomial time with access to only a classical example oracle (these terms will be defined shortly). This contributes significantly to both the field of quantum computation and to the field of computational learning. The contribution to QC is in the form of a new quantum algorithm capable of results that appear to be impossible (finding large fourier coefficients using only an example oracle) using classical computational methods. The contribution to COLT is a positive learning result (PAC-learnability with access to a quantum computer) for the extremely expressive function class DNF.
Section 2 provides a simplified overview of computational learning theory and briefly discusses work in COLT related to our results. Section 3 introduces quantum computation and some of its basic ideas and early successes. Since a familiarity with basic ideas from computational learning theory is assumed, only a few necessary remarks on the subject are provided here; quantum computation, on the other hand, is treated more carefully as it is likely that readers will be less familiar with it. Since neither of these subjects can be properly covered here, references for further study are also provided. Section 4 discusses fourier-based learning methods in some detail. The quantum algorithm that is the main result of this paper is presented in section 5, and the paper concludes with final remarks and directions for further research in section 6. An appendix, following the list of references, contains a glossary of important symbols introduced throughout the text.
Computational Learning Theory
A rigorous approach to machine learning is traditionally traced back to Valiant [Val84] , and the resulting computational learning theory has provided a formal basis for machine learning. In particular, the PAC (Probably Approximately Correct) model has yielded some nice theoretical results proving learnability of various function classes. Under this model an example oracle E for a function f may be queried for a random example of the form x → f(x) from f according to a distribution D that governs the frequency of the examples (basically this is equivalent to having access to a "large enough" training set). A function class F is termed strongly PAC-learnable if there exists an algorithm A such that for any f ∈ F and for any D, A produces a hypothesis h such that P(|h(x)-f(x)| > ε) < δ, and A requires at most m (where m is polynomial in the size of the input) queries of E and runs in time polynomial in m, 1/δ and 1/ε. Here ε is called the error and δ the confidence. In other words, a function class is strongly PAC-learnable if there exists a learning algorithm that with high probability will produce a relatively accurate hypothesis in a polynomial amount of time. Another type of learning that may be defined is weak learning. A function class F is weakly PAC-learnable if F is PAC-learnable for ε =1/2-1/q(n,r), where q is a fixed polynomial and r is the size of f. That is, a function class is weakly PAC-learnable if there exists a learning algorithm that with high probability will produce a hypothesis that is at least slightly more accurate than random guessing.
However, the class DNF (disjunctive normal form) in which functions are expressed as a disjunction of clauses, each of which consists of a conjunction of literals (binary variables or their negation), has resisted efforts to develop provably efficient algorithms for its learnability. This is unfortunate because DNF is an extremely expressive class of functions, and it would therefore be significant to prove its learnability. Until recently, DNF as a general function class has resisted all attempts to find an algorithm that will learn it in the PAC sense; however, much work has been done regarding its learnability, and some encouraging results have been obtained for restricted subclasses of DNF [Aiz91] [Blu92] [Bsh93] [Kea87] . Currently, a particularly promising approach to the unrestricted class DNF is the use of discrete fourier analysis in the development of machine learning algorithms, including work by Goldreich and Levin [Gol89] , Kushilevitz and Mansour [Kus93] , and Jackson [Jac94] . Jackson's work has yielded the most encouraging results so far concerning DNF, as he is able to produce the first positive learning results for the class of unrestricted DNF. Jackson's basic approach is to first note that binary functions may be represented as a discrete fourier expansion and that all DNF functions may be at least weakly approximated using a single fourier basis function whose coefficient is "large." His idea is to find those large coefficients by approximating the function using examples and to combine them in such a way as to produce a good hypothesis for the function. Jackson's learning algorithm, which he calls the Harmonic Sieve, combines techniques from discrete fourier analysis due to Goldreich and Levin [Gol89] and Kushilevitz and Mansour [Kus93] with the boosting ideas of Shapire [Sha90] and Freund [Fre90] [Fre92] . The Harmonic Sieve guarantees strong learnability of DNF with two caveats: first, the function distribution D must be uniform (actually this is relaxed somewhat, but it is still restrictive) and second, access to a membership oracle M rather than to an example oracle E is required. A membership oracle is like a black box version of the function to be learned, so that while an example oracle simply returns a random example upon being queried, a membership oracle can be queried for specific examples. In other words, when queried with x, the membership oracle must return f(x). This characteristic makes a membership oracle strictly more powerful than an example oracle, and the Harmonic Sieve's dependence upon such an oracle, along with its restrictions on the distribution D, eliminates it from consideration as an algorithm for learning DNF in the PAC sense. Further, although Jackson's results are extremely impressive from a theoretical standpoint, they will likely yield very few practical results because, in general, access to a membership oracle is not realistic. On the other hand, access to an example oracle is much more realistic as this is basically equivalent to having access to a large training set.
Bshouty and Jackson [Bsh95] realized this and investigated using quantum computation to improve Jackson's work, just as is proposed here. The result was an extension to the Harmonic Sieve that depended upon a quantum example oracle rather than upon a classical membership oracle. Since the quantum example oracle is strictly less powerful than the classical membership oracle, this is a positive theoretical result. However, as the authors point out, it is unclear how to construct a quantum example oracle (other than perhaps by utilizing a classical membership oracle), and therefore their approach is again not practically useful. In contrast, the algorithm presented here goes one step further by depending only upon a classical example oracle, thus providing the possibility of practical algorithms for learning the class DNF.
Quantum Computation
Quantum computation is based upon physical principles from the theory of quantum mechanics (QM), which is in many ways counterintuitive. Yet it has provided us with perhaps the most accurate physical theory (in terms of predicting experimental results) ever devised by science. The theory is well-established and is covered in its basic form by many textbooks (see for example [Fey65] ). Several necessary ideas that form the basis for the study of quantum computation are briefly reviewed here.
Linear Superposition
Linear superposition is closely related to the familiar mathematical principle of linear combination of vectors. Quantum systems are described by a wave function ψ that exists in a Hilbert space [You88] . The Hilbert space has a set of states, φ i , that form a basis, and the system is described by a quantum state ψ ,
ψ is said to be in a linear superposition of the basis states φ i , and in the general case, the coefficients c i may be complex. Use is made here of the Dirac bracket notation, where the ket ⋅ is analogous to a column vector, and the bra ⋅ is analogous to the complex conjugate transpose of the ket. In quantum mechanics the Hilbert space and its basis have a physical interpretation, and this leads directly to perhaps the most counterintuitive aspect of the theory. The counter intuition is this --at the microscopic or quantum level, the state of the system is described by the wave function ψ, that is, as a linear superposition of all basis states (i.e. in some sense the system is in all basis states at once). However, at the macroscopic or classical level the system can be in only a single basis state. For example, at the quantum level an electron can be in a superposition of many different energies; however, in the classical realm this obviously cannot be.
Coherence and decoherence
Coherence and decoherence are closely related to the idea of linear superposition. A quantum system is said to be coherent if it is in a linear superposition of its basis states. A result of quantum mechanics is that if a system that is in a linear superposition of states interacts in any way with its environment, the superposition is destroyed. This loss of coherence is called decoherence and is governed by the wave function ψ. The coefficients c i are called probability amplitudes, and c i 2 gives the probability of ψ collapsing into state φ i if it decoheres. Note that the wave function ψ describes a real physical system that must collapse to exactly one basis state. Therefore, the probabilities governed by the amplitudes c i must sum to unity. This necessary constraint is expressed as the unitarity condition
In the Dirac notation, the probability that a quantum state ψ will collapse into an eigenstate φ i is written φ i ψ 2 and is analogous to the dot product (projection) of two vectors. Consider, for example, a discrete physical variable called spin. The simplest spin system is a two-state system, called a spin-1/2 system, whose basis states are usually represented as ↑ (spin up) and ↓ (spin down). In this simple system the wave function ψ is a distribution over two values (up and down) and a coherent state ψ is a linear superposition of ↑ and ↓ . One such state might be
As long as the system maintains its quantum coherence it cannot be said to be either spin up or spin down. It is in some sense both at once. Classically, of course, it must be one or the other, and when this system decoheres the result is, for example, the ↑ state with probability
A simple two-state quantum system, such as the spin-1/2 system just introduced, is used as the basic unit of quantum computation. Such a system is referred to as a quantum bit or qubit, and renaming the two states 0 and 1 it is easy to see why this is so.
Operators
Operators on a Hilbert space describe how one wave function is changed into another. Here they will be denoted by a capital letter with a hat, such as Â , and they may be represented as matrices acting on vectors. Using operators, an eigenvalue equation can be written Â φ i = a i φ i , where a i is the eigenvalue. The solutions φ i to such an equation are called eigenstates and can be used to construct the basis of a Hilbert space as discussed in section 3.1. In the quantum formalism, all properties are represented as operators whose eigenstates are the basis for the Hilbert space associated with that property and whose eigenvalues are the quantum allowed values for that property. It is important to note that operators in quantum mechanics must be linear operators and further that they must be unitary so that Â †Â =ÂÂ † =Î , whereÎ is the identity operator, and Â † is the complex conjugate transpose, or adjoint, of Â .
Interference
Interference is a familiar wave phenomenon. Wave peaks that are in phase interfere constructively (magnify each other's amplitude) while those that are out of phase interfere destructively (decrease or eliminate each other's amplitude). This is a phenomenon common to all kinds of wave mechanics from water waves to optics. The well-known double slit experiment demonstrates empirically that at the quantum level interference also applies to the probability waves of quantum mechanics. As a simple example, suppose that the wave function described in (3) is represented in vector form as
and suppose that it is operated upon by an operator Ô described by the following matrix,
The result isÔ
and therefore now ψ = 3 10 ↑ + 1 10 ↓ .
Notice that the amplitude of the ↑ state has increased while the amplitude of the ↓ state has decreased. This is due to the wave function interfering with itself through the action of the operator --the different parts of the wave function interfere constructively or destructively according to their relative phases just like any other kind of wave.
Entanglement
Entanglement is the potential for quantum states to exhibit correlations that cannot be accounted for classically. From a computational standpoint, entanglement seems intuitive enough --it is simply the fact that correlations can exist between different qubits --for example if one qubit is in the 1 state, another will be in the 1 state. However, from a physical standpoint, entanglement is little understood. The questions of what exactly it is and how it works are still not resolved. What makes it so powerful (and so little understood) is the fact that since quantum states exist as superpositions, these correlations somehow exist in superposition as well. When the superposition is destroyed, the proper correlation is somehow communicated between the qubits, and it is this "communication" that is the crux of entanglement. Mathematically, entanglement may be described using the density matrix formalism. The density matrix ρ ψ of a quantum state ψ is defined as ρ ψ = ψ ψ .
For example, the quantum state ξ = 1 2 00 + 1 2 01 (10) appears in vector form as
and it may also be represented as the density matrix 
while the state ψ = 1 2 00
is represented as 
where the matrices and vectors are indexed by the state labels 00, ..., 11. Now, notice that ρ ξ can be factorized as
where ⊗ is the normal tensor product. On the other hand, ρ ψ can not be factorized. States that can not be factorized are said to be entangled, while those that can be factorized are not. Notice that ρ ζ can be partially factorized two different ways, one of which is
(the other involves (12) and a different remainder); however, in both cases the factorization is not complete. Therefore, ρ ζ is also entangled, but not to the same degree as ρ ψ (because ρ ζ can be partially factorized but ρ ψ cannot). Thus there are different degrees of entanglement and much work has been done on better understanding and quantifying it [Joz97] [Ved97]. It is interesting to note from a computational standpoint that quantum states that are superpositions of only basis states that are maximally far apart in terms of Hamming distance are those states with the greatest entanglement. For example, ρ ψ is a superposition of only the states 00 and 11 , which have a maximum Hamming spread, and therefore ρ ψ is maximally entangled. Finally, it should be mentioned that while interference is a quantum property that has a classical cousin, entanglement is a completely quantum phenomenon for which there is no classical analog.
Quantum networks
Quantum networks [Deu89] are one of several theoretical models of quantum computation. Others include quantum Turing machines [Ben82] , and quantum cellular automata [Grö88] . In the quantum network model, each unitary operator is modeled as a quantum logic gate that affects one, two or more qubits. Schematically, this is represented as a set of quantum "wires" entering and leaving the quantum gates, reminiscent of classical logic networks. For example, figure 1 shows a network that operates on three qubits, which are represented as lines. By convention the logic flows from left to right. The gates are represented as boxes and labeled with the name of the operator that they represent. A dot on a quantum "wire" represents a conditional upon that qubit (this will be explained further in section 5.1). Therefore, in the quantum network shown in figure 1, A represents a single qubit quantum gate, B and C represent 2-qubit quantum gates, and D represents a conditional 3-qubit gate. Suppose that Â is an operator that flips the state of a qubit, B is an operator that exchanges the states of two qubits, Ĉ is an operator that flips the states of two qubits if they are equal, and D is an operator that exchanges the states of two qubits if a third qubit is in the 1 state. When three qubits "enter" the quantum logic network, the one labeled q 1 first has its state flipped; then q 1 and q 2 exchange states, q 1 and q 3 have their states flipped if they are equal, and finally q 2 and q 3 exchange states if q 1 is in the state 1 . Of course, if the qubits "entering" the logic array did not exist in a superposition of states, this would be no different than a classical logic sequence. However, the qubits do exist in a superposition of states; therefore, these gates or operations are applied to all the states in the superposition simultaneously, resulting in what has been called quantum parallelism. Recall that the quantum logic gate arrays are simply a schematic way to represent the time evolution of a quantum system. They are not meant to imply that quantum computation can be physically realized in a manner similar to classical logic networks. Alternatively, the network could be represented as a product of quantum operators with the convention that subscripts indicate to which qubits an operator is to be applied. Since operators are applied right to left, the network of figure 1 would be represented as the operator product D 123Ĉ13B12Â1 . In what follows, both the network and the product of operators representations will be used.
Quantum Algorithms
The field of quantum computation, which applies ideas from quantum mechanics to the study of computation, was introduced in the mid 1980's [Fey86] [Ben82]. For a readable introduction to quantum computation see [Bar96] ; for a more rigorous treatment see for example [Deu85] . The field is still in its infancy and very theoretical but offers exciting possibilities for the field of computer science --the most important quantum algorithms discovered to date all perform tasks for which there are no classical equivalents. For example, Deutsch's algorithm [Deu92] is designed to solve the problem of identifying whether a binary function is constant (function values are either all 1 or all 0) or balanced (the function takes an equal number of 0 and 1 values). Deutsch's algorithm accomplishes the task in order O(n) time, while classical methods require O(2 n ) time. Simon's algorithm [Sim97] is constructed for finding the periodicity in a 2-1 binary function that is guaranteed to possess a periodic element. Here again an exponential speedup is achieved; however, admittedly, both these algorithms have been designed for artificial, somewhat contrived problems. Grover's algorithm [Gro96] , on the other hand, provides a method for searching an unordered quantum database in time O( n ), compared to the classical lower bound of O(n). Here is a real-world problem for which quantum computation provides performance that is classically impossible (though the speedup is less dramatic than exponential). Finally, the most well-known and perhaps the most important quantum algorithm discovered so far is Shor's algorithm for prime factorization [Sho97] . This algorithm find the factors of very large prime numbers in polynomial time, whereas the best known classical algorithms require exponential time. Obviously, the implications for the field of cryptography are profound. These quantum algorithms take advantage of the unique features of quantum systems to provide exponential speedup over classical approaches.
The caveat here is that a quantum computer has yet to be built. The technological hurdles that must be overcome for quantum computers to become a reality are formidable. However, progress is being made on two fronts. First, as integrated circuit technology continues to advance, components for classical computers are becoming increasingly small and will soon reach the point where the Newtonian physical laws that have governed computation up to this point will be superseded by the laws of quantum mechanics. Second, many research groups are busy working on implementing an actual quantum computer and progress is being made [Cir95] [Cor97] [Chu98] . In the mean time, it is important to develop a theory of quantum computation so that when the technology does become available, it may be exploited. Further, techniques and ideas that result from developing quantum algorithms may be useful in the development of new classical algorithms. Finally, the process of understanding and developing a theory of quantum computation provides insight and contributes to a furthering of our understanding and development of a general theory of computation.
Fourier-Based Learning
Here is given a brief description of fourier-based learning as it applies to our approach. In what follows, the general fourier-based learning approach used by Kushilevitz, Mansour, Jackson and others will for simplicity be referred to as KMJ. The subject of discrete fourier analysis is well developed and is treated only very briefly here. For a more in depth presentation see any book on fourier analysis, for example [Mor94] .
Some ideas from fourier analysis
Define Z to be the set of non-negative integers {0, ..., N-1}. A complex-valued function f: Z n → C (that is a function whose arguments are n positive integers with maximum value N-1 and whose range is the complex plane) can be represented as a fourier expansion (the expansion used here is actually a simplified fourier expansion called a Walsh transform)
where the fourier basis functions χ r a (
with ω = e 2πi N (20) being termed the root of unity, and the fourier coefficients being given by f (
Note that in this formulation f ( r x) is of the form e θi with θ partitioning the unit circle into as many equal parts as there are different values for f ( r x). The KMJ method learns f in polynomial time by approximating a polynomial number of the largest fourier coefficients. In order to determine the set A of large coefficients, the method requires access to a membership oracle (i.e. the function f must basically be known a priori). The large coefficients, f ( r a) (for r a ∈A ) are then approximated by f (
with T being a set of m carefully chosen examples of the form r x → f ( r x) with r x ∈Z n and f ( r x) ∈C . Finally, using the fact that the function can be approximated with a polynomial number of large coefficients (the set A) and using (22) to approximate those coefficients, the function f may be approximated by f (
We propose here a quantum algorithm that determines the set A using only an example oracle (i.e. a training set) rather than the membership oracle required by KMJ. In other words, the KMJ approach requires the ability to choose which examples will be used to learn the function (which in typical learning problems we can not do); on the other hand, the method that is proposed here makes no such requirement --a standard training set suffices. Thus the two main contributions of this paper are to improve on the work of KMJ and to present a new quantum algorithm that does something for which there is no known classical counterpart (find the large fourier coefficients using only an example oracle).
A fourier example
A simple example will help illustrate the concept of a fourier expansion. Let N=2 , n=2 and The other 14 values for the 4 fourier functions are calculated similarly. Next, calculate the fourier coefficients using (21). For example,
That is,f
and the other coefficients are found in the same manner. Finally, the fourier expansion of f can be written using (18),
and solving for any of the values 00, 01, 10, or 11 will result in the appropriate output for f. Now if instead of knowing f, we only have a training set such as
then the coefficients are approximated using (22) instead of (21). For example noŵ f (11) = 1 3 f (00)χ 00 (11) + f (01)χ 01 (11) + f (10)χ 10 (11) ( ), which simplifies tof
The fourier expansion is now approximated using (23) instead of (18).
Now solving for 00, 01, or 10 will give 4/3, 4/3, and -4/3 respectively. While these are not the correct values for f, they are close and definitely the correct polarity. On the other hand, solving for 11 results in 0, which is equivalent to "don't know".
Matrix formulation
The first step is to reformulate the fourier equations in matrix form. Note that the χ r a can be considered vectors in a N n dimensional space indexed by r x ∈Z n . These χ r a form an orthonormal basis for the function space with inner product
Now let B be the matrix formed by taking the χ r a as the rows. Because of the orthonormality of the basis, the columns are also formed by the χ r a . Also, define f as a vector in an N n dimensional space indexed by
gives the fourier coefficients as a vector in an N n dimensional space indexed by
and calculate By = χ . (29) Now χ is a vector in an N n dimensional space indexed by r b ∈Z n , the r ath element of which is equal to χ r a ( r x). Finally, the fourier representation of f is given as
Following the thinking of KMJ, f may be approximated by approximating the fourier coefficients using a set of m examples, T. Define f as a N n -vector indexed by r x ∈Z n such that
Then the fourier representation of the approximate function is f (
Now, using linear algebra gives
Recall that f ( r x) is of the form e θi and can never equal 0. Therefore, approximating f by approximating all N n fourier coefficients results in memorization of the training set (upto polarity) and no generalization whatsoever on new inputs. As a consequence of this, it is clear that the generalization inherent in fourier-based learning methods is due at least in part to the fact that not all the fourier coefficients are used in the approximation.
A matrix version of the example
For clarity, the example of section 4.1.1 is repeated here using the matrix formulation. According to (25) the function f is now written as a vector, 
Now considering the case where the function is unknown but a training set is available, the approximate function represented by the training set is written as a vector using (31), 
Quantum formulation
The next step is to extend the vector representation into the quantum domain. Given a set of n (where n is the length of the binary input r x to f) qubits whose basis states, r x , correspond to all the different values for r
where the amplitudes
as a quantum state of the n qubits that describes the function f. The domain of f is encoded in the state labels and the range of the function in the amplitudes. Similarly, given a set of examples T, define
where again the amplitudes are defined as in (35). This quantum state of the n qubits describes the partial function f . Next, define the operator B as the matrix B and note that it acts on a quantum state, transforming it from the r x basis to the fourier basis, χ r a . Now that transformation takes the form
slightly abusing the hat notation by using it to symbolize both an operator and the quantum state vector associated with the fourier expansion of f. Similar to (29)
represents an approximation of the function from T. Notice that we are still dealing with quantum amplitudes, and therefore the result of the calculation is not directly available to us. As it turns out, the quantum system will not be used to calculate f ( r x) but only to determine the relative amplitudes of the fourier coefficients --those coefficients that are large will have large amplitudes. As an interesting aside, note that because of (33), a quantum associative memory can be implemented using (40) that requires only n qubits but that has a memorization capacity of 2 n patterns. However, the tradeoff is that the memory is destroyed with a single pattern recall. This is interesting because other authors have noted similarities between associative neural networks and quantum systems (see for example [Per96] ); another approach to a quantum associative memory is introduced in [Ven98] .
In the KMJ algorithm, the large coefficients are approximated using the instances in T as in (22) but recall that deciding which are the large coefficients first requires a membership oracle. The quantum formulation of the approximate fourier expansion in (40) can be used to determine which are the large coefficients using only the training set T, and no membership oracle is required! This can be accomplished by constructing and observing the quantum system Bf =f .
The large fourier coefficients will be represented in this quantum formulation as amplitudes with large magnitude and will thus have a large probability of being observed. Since observing the system will cause it to collapse to a single basis state corresponding to a single fourier basis function, the process must be repeated and statistics kept for each basis state until a statistically significant measure of the relative amplitudes of the coefficients is achieved. How many times this observation process must be repeated to find a large coefficient will depend on how many large coefficients there are and on their relative magnitudes and can be addressed using standard techniques from sampling theory [Coc77] .
Quantum Harmonic Sieve
It must now be shown that the state f can be constructed in polynomial time and that the operator B can be implemented in polynomial time. To show this, we will demonstrate that both of these tasks can be done with a polynomial number (in n and m) of elementary operations on one, two, or three qubits. In what follows, the specific qubits to which an operator is to be applied are indicated as subscripts on that operator.
Operators and algorithm
For simplicity, consideration will first be restricted to the case of binary functions (and for convenience the functions' output will be represented as bipolar); therefore, N=2, ω = e πi = −1 and f ( r x) = 1 or -1. First, define the following single qubit operator
which acts on a qubit as Ĥ 0 = 0 + 1 and Ĥ 1 = 0 − 1 , transforming the qubit from the basis spanned by 0 and 1 to the basis spanned by 0 + 1 and 0 − 1 . This is the elementary operator of the Hadamard transform (the quantum version of the Walsh transform) and a special case of the fourier transform. Next, define the following set of 2-qubit operatorŝ
where s∈{-1,1} and 1≤p≤m. These operators act on a pair of qubits as Ŝ s, p 00 = 00 , S s, p 01 = 01 , Ŝ s, p 10 = ( p − 1) p 10 + s p 11 and Ŝ s, p 11 = − s p 10 + ( p − 1) p 11 .
These operators form a set of conditional Hadamard-like transforms that will be used to incorporate the training set into a coherent quantum state. There will be a different Ŝ s, p operator associated with each example in the training set T. Next, define the following 2-qubit operators: 
which acts on a pair of qubits as F 0 00 = 01 , F 0 01 = 00 , F 0 10 = 10 and F 0 11 = 11 , conditionally flipping the second qubit if the first qubit is in the 0 state; and 
which acts on a pair of qubits as F 1 00 = 00 , F 1 01 = 01 , F 1 10 = 11 and F 1 11 = 10 , conditionally flipping the second qubit if the first qubit is in the 1 state. These operators are referred to elsewhere as Control-NOT because a logical NOT (state flip) is performed on the second qubit depending upon (or controlled by) the state of the first qubit. Finally, introduce four 3-qubit operators (that are really just four versions of the Fredkin gate [FrT82] ) used to perform the logical AND of two inputs. These operators are used to identify specific states in a superposition, similar in flavor to Grover's identification of which state should be phase-rotated in his database search algorithm [Gro96] . The first of these, 
acts on three qubits as Â 00 000 = 001 , Â 00 001 = 000 , Â 00 010 = 010 , Â 00 011 = 011 , A 00 100 = 100 , Â 00 101 = 101 , Â 00 110 = 110 and Â 00 111 = 111 , conditionally flipping the third bit if and only if the first two are in the state 00 . Note that this is actually equivalent tô F 00 , where F 00 is just the 3-qubit generalization of F 0 defined in (44) (using two qubits rather than one to control the conditional); however, this operator will be used with the third bit always in the 0 state and thus can be thought of as performing a logical AND of the negation of the first two bits, writing a 1 in the third if and only if the first two are both 0. The other three 3-qubit operators, Â 01 , Â 10 and Â 11 , are variations of Â 00 in which the off diagonal elements occur in the other three possible locations along the main diagonal. Similarly to Â 00 , Â 01 can be thought of as performing a logical AND of the first bit and the negation of the second, and so forth. Now given a training set T of m examples of a function f : r z i → s i where z i ∈ {0,1} n and s i ∈ {-1,1}, the quantum algorithm for discovering the large fourier coefficients of f requires a set of n+(n-1)+2 qubits, arranged in three quantum registers labeled x, g, and c. The quantum state of all three registers together is represented in the Dirac notation as x, g,c , and the algorithm proceeds as follows. Note that for convenience, we use bipolar outputs for the function f. In section 5.4 the algorithm is generalized, and the bipolar notation is no longer necessary.
1.
Generate the initial state f = x 1 Kx n , g 1 Kg n−1 ,c 1 c 2 = {0} n ,{0} n−1 ,00 
Figure 2. Quantum algorithm for finding large fourier coefficients
The x register will hold a superposition of the instances in the training set. There is one qubit in the register for each input attribute, and therefore any possible input can be represented. The output class for an instance is used as the coefficient for the state corresponding to that instance. The g register is a garbage register used only in identifying a particular state. It is restored to the state 0 n−1 after every iteration. The c register contains two control qubits that indicate the status of each state at any given time. A high-level intuitive description of the algorithm is as follows. The system is initially in the single state corresponding to all the qubits being in the 0 state. The qubits in the x register are selectively flipped so that their states correspond to the inputs of the first instance. Then, the state in the superposition representing the instance is "broken" into two "pieces" --one "larger" and one "smaller". The smaller one is given a coefficient corresponding to the output of the first instance and is made permanent. Then the larger piece is selectively flipped again to match the input of the second state, and the process is repeated for each instance. When all the instances have been "broken" off of the large "piece", then all that is left is a collection of small pieces, all the same size, that represent the instances in the training set; in other words, a coherent superposition of states corresponding to the instances is created, where the amplitudes of the states in the superposition all have the same magnitude but have different phases according to the output classes of their corresponding instances. This represents the approximation f to the function f that we are trying to learn. Now by definition, B =Ĥ 1 ⊗L⊗Ĥ n , where ⊗ is the tensor product; therefore, when the fourier (Hadamard) transform is performed upon the superposition representing the training set, the result is a superposition of fourier basis states whose relative amplitudes correspond to the approximate classical fourier coefficients. Squaring these amplitudes magnifies the relative differences (and results in the actual fourier coefficient values), making it all the more likely that the system, when observed, will collapse into a state associated with a large coefficient.
Analysis and discussion
Lines 1-14 implement the creation of f and lines 15 and 16 implement the B operator. The observation in line 17 will result in the collapse of the quantum state into one of the fourier basis states, with probability equal to the approximate fourier coefficients. Thus, repeating this procedure multiple times and keeping statistics will indicate which fourier basis states have large coefficients. The fourier basis functions associated with these states can be weak learners for the function f. If desired, these coefficients can then be estimated using (22). This is reminiscent of Bernstein and Vazirani's fourier sampling mechanism introduced in [Ber97] . However, they assume that the function f is known and calculable in polynomial time, whereas we do not know the function f, but only a small set of examples drawn from f. Further, they provide only a very artificial example of how this sampling mechanism might be useful in performing calculations that are classically intractable, whereas we have provided a very useful application of the method.
In analyzing the complexity of the algorithm it is assumed that line 1 can be done trivially by generating (observing and keeping/discarding) qubits until 2n+1 qubits in the 0 state are obtained. The loop of line 2 is repeated m times and consists of n (line 5) + 1 (line 6) + 1 (line 7) + 1 (line 8) + n-2 (line 10) + 1 (line 11) + n-2 (line 13) + 1 (line 14) operations. The loop of line 15 is repeated n times and consists of 1 (line 16) operation. Thus, the entire algorithm requires m(n + 1 + 1 + 1 + n-2 + 1 + n-2 + 1) + n(1) = m(3n+1) + n = 3mn + m + n operations and is thus O(mn). Note that this is optimal in the sense that just reading each instance once cannot be done any faster than O(mn). Using some concrete numbers, assume that n = 20 and m = 2 14 = 16384, numbers which can represent a very non-trivial learning task. Then the algorithm requires 3*16384*20+16384+20 = 823,040 < 10 6 operations. For comparison, in [Bar96] Barenco gives estimates of how many operations might be performed before decoherence for various possible physical implementation technologies for the qubit. These estimates range from as low as 10 3 (electron GaAs and electron quantum dots) to as high as 10 13 (trapped ions), so our estimates fall comfortably into this range, even near the low end of it. Further, the algorithm would require only 2n +1= 2*20+1 = 41 qubits! In contrast, Shor's algorithm requires hundreds or thousands of qubits to perform an interesting factorization. For example, Vedral, et. al. [Ved96] give estimates for number of qubits needed for the modular exponentiation, which dominates Shor's algorithm, anywhere from 7n+1 down to 4n+3. For a 512 bit number (which RSA actually claims may not be large enough to be safe anymore, even classically), this translates into anywhere from 3585 down to 2051 qubits. As for elementary operations, they claim O(n 3 ), which would be in this case O(10 8 ). Therefore, the algorithm presented here requires orders of magnitude fewer operations and qubits than Shor's in order to perform significant computational tasks. This is an important result since quantum computational technology is still immature --and maintaining and manipulating the coherent superposition of a quantum system of 40 qubits should be attainable sooner than doing so for a system of 2000 qubits.
An example
A concrete example of a simple 2 input function will help clarify much of the preceding discussion. Suppose that we are trying to learn the function f : Recall that the x register is the important one that corresponds to input values for the various training examples, that the g register is used as a temporary workspace to mark certain states and that the c register is a control register that is used to determine which states are affected by a particular operator. Now the initial state 00,0,00 is generated and the algorithm evolves the quantum state through the series of unitary operations described in section 5.1.
First, for any state whose c 2 qubit state is in the state 0 , the qubits in the x register corresponding to non-zero bits in the first training example's input have their states flipped (in this case only the second x qubit's state is flipped) and then the c 1 qubit's state is flipped if the c 2 qubit's state is 0 . This flipping of the c 1 qubit's state marks this state for being operated upon by an Ŝ s, p operator in the next step. So far, there is only one state, the initial one, in the superposition, so things are pretty simple. This flipping is accomplished with a series of F 0 operators collectively termed FLIP for simplicity. This complex FLIP operator is treated in more detail in equation (47) and figure 3 and corresponds to lines 3-6 of the algorithm in figure 2. 00,0,00
Next, any state in the superposition with the c register in the state 10 (and there will always be only one such state at this step) is operated upon by the appropriate Ŝ s, p operator (with s equal to the output class of the instance being processed, here -1, and p equal to the number of the instances, including the current one, yet to be processed, here 3). This essentially "carves off" a small piece and creates a new state in the superposition. This carving process will be referred to from here on as state generation. The state that is carved off will be called the generated state and the state from which it was carved will be called the generator. Here, the first non-trivial superposition becomes evident. Note that the generated state and its generator differ only in their amplitudes and in their c registers. Also notice that the smaller amplitude, the one that was generated, has a magnitude whose square is equal to the reciprocal of the total number of training instances (1/3 in this case) and has a phase that corresponds to the output class of the training instance being processed (-1 in this case). The generator state has a magnitude that ensures the unitarity demanded by (2). This operation corresponds to line 7 of figure 2. figure 4a ). This results in the g register being in the state 1 for only those two states in the superposition affected by the Ŝ s, p operator (for now there are only two states total in the superposition so both are so marked). For larger problems this register will be larger and many states may have some qubits in the g register flipped to the 1 state, but only the two states involved in processing the current training example will have all g qubits in the 1 state and in particular, those two states will be the only states whose last qubit in the g register is in the 1 state. This series of operations corresponds to lines 8-10 of the algorithm.
AND
 →   − 1 3 01,1,11 + 2 3 01,1,10
Now a little house keeping is performed, flipping the c 1 qubit's state in any state whose last g qubit is in the 1 state, that is flipping the c 1 qubit's state in the two states just used in processing the first training instance. This results in the generated state's c register being in the 01 state, which marks it as off limits for any further operations. This state now represents the first training instance. The c register of the generator state is returned to its initial 00 state and is now ready to generate a new state again. This is performed by line 11 of the algorithm. Finally, a little more house keeping is done in order to restore the g registers of all states to their initial 0 state. This is accomplished simply by reversing the order of the Â operators in AND (since they are their own adjoints) and this is called here AND † (see equation (49) and figure 4b). Finally, this corresponds to lines 12-14 of figure 2, and at this point one pass through the loop of line 2 of the algorithm has been performed. Now, the entire process is repeated for the second training example. Again, the x register of the appropriate state (that state whose c 2 qubit is in the 0 state) is selectively flipped to match the input of the new training example. Notice that this time the generator state has its x register in a state corresponding to the input of the training example that was just processed (training example 1). Therefore, the selective qubit state flipping occurs for those qubits that correspond to bits in which the inputs of the first and second training examples differ --both in this case. Next, another Ŝ s, p operator is applied to generate another state for the new training example. Notice how the state representing the first training example is not affected by this operation, nor any of those that follow. Also, notice that the amplitudes imposed by the Ŝ s, p operator this time around are different than those imposed by the first (because a different Ŝ s, p operator is used --S 1,2 instead of Ŝ −1,3 ); however, the cumulative multiplicative magnitude of the amplitude for the newly generated state is the same as that of the first one --the square root of the reciprocal (1/3) of the total number of training instances. Also, the phase of the amplitude of the new state again corresponds to the output class of the training instance (this time it is 1). As before, the generator state's amplitude ensures that unitarity is maintained. The first piece of house keeping is performed on the c register, saving another state (this one representing the second training instance) from further operations. The final bit of house keeping resets the g register, preparing for the process to be repeated once again. Again a new state is generated to represent this third training instance. Of course, its amplitude has a magnitude equal to the previously created states, and its phase corresponds to the output class of the third instance. Notice that the generator state is now left with a magnitude of 0, because there are no more training instances to process and thus there is no need to generate any more states. Therefore, the superposition has been created to contain exactly those states corresponding to example inputs and no spurious states. At this point, notice that the states of the g and c registers for all the states in the superposition are the same. This means that these registers are in no way entangled with the x register, and therefore since they are no longer needed they may be ignored without affecting the outcome of further operations on the x register. Thus, the simplified representation of the quantum state of the system is now − 1 3 01 + 1 3 10 − 1 3 11 , and it may be seen that the partial function defined by the training set T is now represented as a quantum superposition in the x register. The final part of the algorithm involves computing the fourier transform of this partial function and this is accomplished with the Ĥ operator applied to each qubit. This can be done in parallel, but for clarity here it is shown one qubit at a time. This corresponds to lines 15 and 16 of figure 2. This is the final state of the system before it is observed. The different states now correspond to the fourier basis functions (rather than to input examples), and the amplitudes now correspond to the fourier coefficients (rather than to output classes). Squaring these amplitudes gives the actual fourier coefficient values and the probability of observing a particular state. Obviously the states with larger amplitudes (larger coefficients) will have larger probability of being observed, which is exactly what is desired. In this case, the probability of observing state 01 is 75%, while the probability of observing any of the other states is 8.3% each. At this point the complex operators FLIP, AND and AND † are specified in more detail (recall that operators are applied right to left).
Alternatively, FLIP may be represented as a quantum network as in figure 3 , which shows one such network for a three-input problem. In the figure, the '?' in front of the F 0 operator indicates that this operator is applied only if the value of the bit in question differs from the value of that bit for the previous training instance (recall that logic in quantum networks flows left to right, opposite of the operator representation). z n 1
and
AND and AND † also may be represented as quantum networks, and corresponding example diagrams appear in figures 4a and 4b respectively. Note that the only difference between the two is the order that the qubits are operated upon (or the order of the different Â operators) since all thê A operators are their own adjoints. Completing the quantum network representation of the algorithm requires the addition of gates for performing the Ŝ , F and Ĥ operations, and the complete network is shown in figure 5 . The wavy line breaking the network indicates that the left part of the network (everything except the Ĥ gates) will be repeated several times --once for each instance in the training set. Recall that each such repetition will make use of different Â operators and flip different qubits using the F gates, according to the particular instance being processed. Probably the single most important key to the whole process is the fact that for the Ŝ s, p operators, half the space that they span is never encountered during execution of the algorithm --whenever an Ŝ s, p operator is applied, there are no states with the c register in the 11 state. This is crucial to the construction of f because it allows the operations to be unitary without generating the "extraneous" states that would otherwise be unavoidable during the generation process. Another key is the ability to identify a specific state in the superposition (the one just generated) using the AND and AND † operators; this provides the ability to mark that particular state and only that state so as not to operate on it again. And this is done reversibly so that no disruptive entanglement results.
Extension to non-binary input values and output classes
The algorithm described in section 5.1 can handle only binary functions --both the input values and the output class must be two-valued. Nominal data with more than two values/classes can be handled one of two ways: convert the multiple values/classes into a binary representation or extend the algorithm to handle data of more than two values. Since the generalization to more that two values/classes is fairly straight forward, and since converting non-binary data to binary data can introduce added complications in the data, generalizing the algorithm to handle arbitrary nominal data will be briefly discussed. It is not known at this time whether or not a single fourier basis function for this generalized case can always be a weak learner for the function f. Therefore some of the theoretical guarantees for the binary case may not apply to this more general case.
Generalized operators and algorithm
The only necessary changes are a generalization of the x register (and only the x register) to include higher spin systems (systems with more than two spin values), generalization of some of the operators and the representation of more than two output classes as points on the unit circle in the complex plane, or in other words as unique integral units of (20) (representing a binary output class with the values -1 and 1 is just a special case of this). The operator generalizations are as follows. (43) is that now complex amplitudes with phases other than just 1 or -1 are used. The unit circle in the complex plain is broken up into N pie pieces and the points on the pie piece borders correspond to the output classes. By convention, one of the values is always on the positive real line and is thus 1.
where 0 and Î are the N×N zero and identity matrices respectively, and Ĉ is the N×N circulant matrix obtained by shifting all rows of Î down one, with the Nth row becoming the 1st. Again there is now a set of F 0 operators, one for 2-state qubits, one for 3-state qubits, etc., and the F 0 operator defined in (44) is the special case for N=2. These operators act on a pair of qubits, the first of which is in the c register and thus is still just a 2-state system, and the second of which is in the x register and thus now has N states, as NF0 0b = 0(b + 1) mod N and NF0 1b = 1b , conditionally rotating the second qubit (labeled b) to the next highest value (but rotating the maximum value back to 0) if the first qubit is in the 0 state. Note that F 1 does not need to be generalized since it only acts on qubits in the g and c registers, which are still only 2-state qubits. Therefore, (45) will continue to suffice.
where 0 and Î are now the 2×2 zero and identity matrices respectively, F is the unconditional flip operatorF
and the entire matrix is 2N 2 ×2N 2 . Again there is now a set of Â 00 operators and the Â 00 operator defined in (46) is the special case for N=2. These operators act on three qubits, as NÂ00 00c = 00(c + 1) mod 2 and NÂ00 abc = abc for a,b ≠ 0, conditionally flipping the third qubit (labeled c), which will still be a 2-state qubit as it is in the g register, if the first two qubits are in the 00 state. Note that whereas the operator Â 00 defined in (46) was really equivalent to F 00 , a three-qubit version of (44), this is not the case with these generalized operators. In other words, (53) is not equivalent to the three-qubit version of (52). This is because NF0 now affects qubits (in the x register) with more than 2 states, therefore requiring a rotation through the various states rather than a simple flip between 2 possible states; whereas NÂ00 still affects qubits with only 2 states and thus simply toggles between states. Since this operator will be used with the third bit always in the 0 state, it can still be thought of as performing a sort of logical AND (actually a generalized AND where the inputs can be greater than binary) on the values of the first two bits, writing a one in the third if and only if the first two are both 0. The other Â operators must also be generalized, a set for each possible pair of values that any of the qubits in the x and g registers can assume. In other words we need all the sets of operators NÂij for 0≤i,j≤N where N is the maximum value for any of the qubits. However, these sets of operators are simple variations of the Â 00 set given in (53) with the sub-matrix F occurring in different locations along the diagonal of the matrix according to the values for i and j . The algorithm for the more general case is the same as in figure 2, except for two changes. First, the operators used in figure 2 must be replaced with their generalizations defined in (50-53), and second, the IF statement of line 4 in figure 2 must be changed to a WHILE statement. This is again because instead of simply flipping a qubit's state between two possibilities as the binary operator F 0 defined in (44) does, the generalized operator NF0 defined in (52) rotates a qubit's state through several possibilities in a specific order one at a time. Thus, the complex FLIP operation defined by lines 3-6 of the algorithm in figure 2 now requires O(Nn) operations (with N being the maximum value for any of the input attributes) instead of the O(n) required for the simpler binary case. This brings the total number of operations required for the algorithm up to (N+1)mn + m + n, which is still O(mn) assuming N<<m,n which should always be the case. Since the algorithm is essentially the same as in figure 2, it will not be repeated here.
Another example
However, another example, using non-binary data, will help further elucidate the generalizations discussed in the previous section. Suppose that we now have the training set and suppose that we know that the two inputs and the output are all ternary. As mentioned earlier, with the generalized operators the convenience of using bipolar notation for the output class is no longer necessary. The quantum system needed for the algorithm will consist of an x register composed of spin-1 (3-state) qubits and g and c registers composed of spin-1/2 (2-state) qubits. The initial state is 00,0,00 and the evolution proceeds much the same as in the first example. First the x register qubits are selectively flipped to match the inputs for the first training example. Next, a new state is generated. Here the main difference between the binary and general versions of the algorithm may be seen --complex amplitudes have been introduced in the general formulation. The square of the magnitude is still equal to the reciprocal of the number of training examples (here still 1/3). And the phase of the amplitude still corresponds to the output class of the example. However, since there are more than two possible output classes now, and since the output classes are represented as equally spaced points on the unit circle in the complex plane, complex phases become necessary. field of computational learning theory and to the field of quantum computation --producing both a new learning theoretic result and a new quantum algorithm that accomplishes something that no classical algorithm has been able to do. Further, the paper introduces a large new field to which quantum computation may be applied to advantage --that of computational learning. In fact, it is the authors' opinion that this application of quantum computation will, in general, demonstrate much greater returns than its application to more traditional computational tasks (though Shor's algorithm is an obvious exception). We make this conjecture because results in both quantum computation and machine learning are by nature probabilistic and inexact, whereas most traditional computational tasks require precise and deterministic outcomes.
The most urgently appealing future work suggested by the result of this paper is, of course, the physical implementation of the algorithm in a real quantum system. However, the implementation of the necessary quantum computer is beyond current technology, although work is being done on several possible approaches [Cir95] [Cor97] . As mentioned in section 5.2, the fact that very few qubits are required to learn interesting problems helps expedite the realization of quantum computers performing useful computation. In the mean time, a simulation of the quantum algorithm has been developed to run on a classical computer at the cost of an exponential slowdown in the size of the learning problem. Thus, learning problems that are non-trivial and yet small in size will provide interesting study in simulation. Various methods of using and combining the large fourier coefficients are currently being investigated. One method, as suggested by the title, is to used the boosting method that Jackson uses in his Harmonic Sieve, and we are considering other methods of combination as well. We are also investigating the result on learning of converting non-binary problems to binary and using only spin-1/2 quantum systems vs. using higher spin systems. Another obvious and important area for future research is investigating further the application of quantum computational ideas to the fields of computational learning theory and machine learning --the discovery of other quantum computational learning algorithms. 
