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Abstract-In this paper, we improve the Brauer-type inclusion interval and present a modified 
Brauer-type theorem for singular values. Numerical examples show that our estimation for singular 
values is more precise than those corresponding results in recent literature. Moreover, we also consider 
the marginal singular value on the Brauer-type inclusion interval. Some applications of our results 
are presented. @ 2003 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION AND PRELIMINARIES 
Singular values of matrices play an important role in high-quality statistical computations and 
in schemes for data compression based on approximating a given matrix with one of lower rank. 
Many modern computational algorithms are based on singular value theory (see [1,2]). Recently, 
the location of singular values has been discussed by many articles (e.g., see [2-g]). Generally, we 
discuss this problem with two methods; one is to provide an explicit interval, i.e., to estimate the 
lower bound of the smallest singular value and the upper bound of the largest singular value (e.g., 
see [3,4&J]). The other is given by some conceal intervals, such as Gersgorin-type, Brauer-type, 
etc. (e.g., see [5,7]). For the second interval of the estimation of singular values, recently, Li has 
presented some new results in [5-71. Particularly, he obtained a Brauer-type inclusion interval 
for singular values based on the Brauer theorem for eigenvalues. 
Now we introduce notations and definitions which will be used throughout this paper. Let n 
be any positive integer and (n) E (1,. . . ,n}. By CnXn, we denote the set of all n x n matri- 
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ces. Let A = (aij) E C”‘“, CY and /3 be a partition of (n). We denote li = max{C~+jj,l ]aij], 
C;“izjjzl lqil), ri = Ccizjje, lql, r: = C~i+jjep 1~1, ci = Ccifjjca lapI, and 4 = 
C(i#)j@ I4 si = max{ri,ci}, and .si = max{r:,c$}. Let ai = ]aii]. By R+, we mean the 
set of nonnegative real numbers. By dS, we denote the boundary of the set S. 
A matrix A = (aij) is said to have double SC property [6] if for any p, q E (n), p # q, there 
exist m pairwise distinct positive integers p = kl, kz, . . . , k, = q such that ak,,b,+,ak,+,,k, # 0, 
i=l,... , m - 1. For simplicity, we call the double SC property a DSC property. 
A matrix is said to be combinatorially symmetric [lo] if aij # 0 if and only if ajt # 0 for any 
i, j E (n), i # j. A matrix A is said to be irreducible if the directed graph l?(A) of A is strongly 
connected. 
REMARK 1.1. A combinatorially symmetric and irreducible matrix must have the DSC property, 
but the converse is not true. For example, let 
1 1 0 
A= [ 1 1 2 1 
-1 1 1 
Then A has the DSC property, but it is not combinatorially symmetric. 
A Brauer-type theorem for singular values is as follows. 
THEOREM A. (See (51.) Let A = (aij) E Cnx”. Then all singular values of A are contained in 
u {z E R+ : /z - ai/ Iz - ajj I l&r i # j E (n)}. (1.1) 
We say that (1.1) is a Brauer-type inclusion interval. A Gersgorin-type theorem was presented 
by Qi in [9]. 
THEOREM B. (See [s].) Let A = (Q) E Cnxn. Then all singular values of A are contained in 
with Bi = [(G - li)+ , ai + ii] . (1.2) 
The set (1.2) is said to be a Gersgorin-type inclusion interval. 
As in the eigenvalue case, it is an interesting problem to discuss the marginal singular value on 
some inclusion intervals. In [6], the author considers this problem for a Gersgorin-type inclusion 
interval. 
THEOREM C. (See [6j.) Let A E Px” have the DSC property. If 0 > 0 is not an inner point of 
any interval Bi, i E (n), then o must be located at the boundary of each interval in Bi, i E (n). 
Based on these results, in this paper, we improve Theorem A and consider the marginal singular 
values on a Brauer-type inclusion interval. This paper is organized as follows. 
In Section 2, we present a modified Brauer-type inclusion interval of singular values by par- 
titioning a matrix into two blocks, which improves Gersgorin-type and Brauer-type theorems of 
singular values; see Theorem 2.2. 
In Section 3, we consider the marginal singular value of a Brauer-type inclusion interval for a 
matrix with DSC property and give some corre$onding results to eigenvalues of matrices; see 
Theorems 3.3, 3.4, and 3.6. 
Two applications of our main results and some numerical examples are given in Section 4. 
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2. THE MODIFIED BRAUER-TYPE THEOREM 
In [5], the author presented a Brauer-type theorem; see Theorem A. We will 
theorem in this section. 
LEMMA 2.1. Let A E Cnx” have DSC property, and y be a proper subset of (n). 
must exist i E y and j $ y such that a;j # 0 and aji # 0. 
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modify this 
Then there 
PROOF. Since A has DSC property, there exist pairwise distinct integers il, i2, . . . , ik+l with 
il E y and ik+l $! y such that ai,,izai2,is . . .ailr,ibfl # 0 and aik+l,ib . . .ai,,i, # 0. If k = 1, then 
we take il = i and is = j. If k 2 2, there exist it E y and it+1 4 y such that ait,it+lait+,,i, # 0 
because of il E y and ik+l $! y. Now we take i = it and j = it+l, which proves the lemma. H 
Now we give the following modified Brauer-type theorem. 
THEOREM 2.2. Let A = (aij) E Cnxn, and let cx and p be a partition of the set (n). Then all 
singular values of A are contained in one of the following intervals: 
(a) U{Z E R+ : 1% - ai/ I si, i E a}; 
(b) U{t E R+ : Iz - ajJ < ~5, j E p}; 
(c) U{Z E R+ : (12 -ail - si)(lz - ajl - si) 5 sisj, i E (Y, j E ,0}. 
Furthermore, if A has DSC property, and CT > 0 is a singular value on the boundary of (c), 
then c is located at the boundary of each inclusion interval in (c). 
PROOF. Since IS is a singular value of A, there are nonzero vectors x and y such that 
Aa: = ay, A’y = CWT. (2.1) 
Let [xi01 = maX{lxil : i E a}, I~j,l = max{IxjI : j E p}, IyiO( = max{lyiI : i E cr}, and 
l~hl = m={lyjl : j E PI. W e consider the rows io and jo of (2.1). Then we have 
aio,ioGo - gYio = - C C%,jXj7 ai,,izi - 
(io#)iGa j@ 
C G,i,Yi - C aj,ioYj, 
(2.2) 
aio,ioYio - cmi, = - 
(ioZ)iEa jEP 
and 
aj,,j,zj, - aYjO - - ’ Caj,,iXi - C aj,,jXj, 
iEa (jo#)j@ 
ajo,joYjlj, - axjcj, = -C G,j,Yi - C Gjij,jOYj. 
(2.3) 
ica (jo#)j@ 
Let zi = max{lxil, Iyil}. If +, = 0, th en xi = yi = 0 for any i E cr. In this case, Zjo # 0. 
Without loss of generality, we may assume that zjO = Iyj,,l. Let 7’ = Ixjcj,I/lyj,I 5 1. Then, 
from (2.3), we have 
I%,jod - 4 5 C l%,jl = (,, 
(jo#)j@ 
Iajo,jo - CV’I I C Iaj,joI = Cio, 
(2.4) 
(jo#)j@ 
It follows from (2.4) and Lemma 1 of [5], that we have laj, - 01 5 s$~, which proves that 0 is in 
interval (b). Similarly, if zjo = 0, then 0 is in interval (a). 
Now let .zio # 0 and Zjo # 0. Without loss of generality, we may assume that zio = lyi,,l and 
zjo = Iyj,I. Let 77 = lxiol/l~iol and q’ = Ixjol/lyjol. Then 77 5 1 and 7’ 5 1. From (2.2) and (2.3), 
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we have 
and 
I%~077 - 4 % 5 c l%,il zi + c l%o,jl zj 
Go h#)ja 
I c l%,,il zio + c bj,,jl zjo = Tj&o + +j,, 
ica hl#)j@ 
l$,,j, - 41 zjo 2 c I%,1 zi + c l’ij,joI zj 
ica (jo#)jG 
I c l&j, I Go + c I$,,, l Zj” = cjozio + c;ozjo. 
iEcz (~o#)~~~ 
By inequalities (2.5) and (2.6) and Lemma 1 of 151, we obtain 
(2.6) 
and hence, we have 
(loi, - oI - sio) zio L a6,zjo, 
(lojo - 4 - sio) zjo < sj,zio. 
(2.7) 
If jai0 - 01 5 sio or IUj, - 01 < sso, then 0 is located in the interval of (a) or (b). Now we assume 
that loi0 -CO) > sio and laj, --(TI > sio. Then, from inequalities (2.7), one can conclude that D is 
located in the interval (c). The first part of the theorem is completed. Now we prove the second 
part of the theorem. 
Let Gij = {z E R+ : (Iz -ai1 - si)(\z - ujl - .si) 5 sis3, i E a, j E /3}, and let G = U+Gtj. 
Let u > 0 and u E aG. Then the inequalities in (2.7) become equalities, and hence, 0 E aGio,30. 
Hence, we obtain 
loio - 4 zio = siozio + s:ozJo, 
IUj, - 01 zjo = s;,zj, + sj, zio. 
BY (2.5) and the first equality of (2.8), we have 
c bio,il (Go - 4 + c lUi,,jj (Zjo - Zj) = 0 
(ioZ)Ga LiEP 
c I%, / (Go - Zi) + c lUj,i, I (z30 - Zj) = 0. 
(io#)iEa iGP 
Similarly, we have 
c ho,il (Go - 4 + c bjo,j 
iEa (jo#)%P 
( (Zj, - Zj) = 0 
1 (Zjo - Zj) = 0. 
(2.8) 
or 
(2.9) 
or 
(2.10) 
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Let 71 = {io,jo}. Since A has the DSC property, from Lemma 2.1, it follows that there must 
exist j E y1 and il $ y1 such that a. $,,jaj,i, # 0. By equations (2.9) and (2.10), we have zi, = zi,, 
or zil = zjo. If j = io and il E Q, then zil = zio. In this case, we take jl = jo. If j = io and 
il E /3, then zil = zj,. In this case, we take jl = io. We may do the same discussion for j = jo 
as above. Hence, for indices il,jl, we have yz z {il,jl} # y1 and zil E {zio,zjg}. 
Now we consider index pair il, jl; by repeating the above steps and the fact that CJ E 8G, we 
deduce u E dGi, ,j, . By finite steps, as above, we may conclude that for any i E cy and j E /?, 
u E dGij. I 
REMARK 2.3. If Q = 0 or p = 0, then Theorem 2.2 reduces to Theorem B. 
3. MARGINAL SINGULAR VALUES ON 
BRAUER-TYPE INCLUSION INTERVALS 
The marginal eigenvalues were discussed by some authors (e.g., see [ 1,111). Similarly, a marginal 
singular value for a Gersgorin-type inclusion interval was presented by Theorem C. An interesting 
question is how to determinate the marginal singular value on a Brauer-type inclusion interval. 
In [5], the author did not discuss the case where the singular value is on the boundary of a 
Brauer-type inclusion interval similar to Brauer’s theorem for eigenvalues (e.g., see [ll]). Recently, 
Zhang and Gu have shown that Brauer’s theorem for eigenvalues is false (see [ll]) for the case 
that A is irreducible and have given a corrected result. Now let us consider a similar problem in 
the singular value version. 
Let 
2 -1 -1 
A=-1 2 0. 
[ 1 -1 0 2 
Then the singular values of A are 2 - fi, 2 and 2 + fi. Clearly, A is with DSC property. The 
minimum singular value of A is u = 2 - 4, which is on the boundary of a Brauer-type inclusion 
interval. But c is not on the boundary of G23. Hence, Brauer’s theorem for singular value version 
is also not true, Therefore, we need to do a modification. 
DEFINITION 3.1. A = (aij) is called a matrix with property p if there exists s E (n) such that 
for any i, j E (n) \ {s}, i # j, aijUii = 0. 
DEFINITION 3.2. A = (aij) is called a matrix with star graph if there exists s E (TX) such that 
for any i E (7~) \ { } s asiais # 0 and for any j E (n) \ {i, s}, aij = 0. 
Clearly, A = (uij) is with star graph if and only if there exists a permutation matrix P such 
that 
a11 a12 ... al, 
0 
PtAP = ““’ ““’ “’ . , 
I I 
. . . . (3.1) . . . : 
a,1 0 ... arm 
where aliuil # 0, i = 2,. . . , n. 
Notice that a matrix with star graph has property p and DSC property. We denote Dij = {z E 
R+ : IZ - ail IZ - ajl 5 liZi, i #j E (n)} and Di = {Z E R+ : IZ - ai/ < li}. 
In the following, we consider the marginal singular value on a Brauer-type inclusion interval. 
THEOREM 3.3. Let A have DSC property, but not property p. If 0 > 0 is a singular value of A 
located at the boundary of a Brauer-type inclusion interval (l.l), then u E 6’D,j, i # j. 
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PROOF. By the similar proof to Theorem 2.1, one may deduce that 
2 la&+( (Wj, - Wi) = 0 or 
and 
(io#)i=l 
g lG,i,I (Wj, - w) = 0 
(io#)i=l 
(3.2) 
2 laj,,jl (Wio - Wj) = 0 or 
(io#)i=l 
72 (3.3) 
c l~j,j,l (% - Wj) = 0, 
h#)i=l 
where ‘uli = max{]zi], ]yi]}, wiO = max{2ui, i E (n)}, and wjO = max{urj : j E (n) \ {io}}. 
Let (Y = {jo}. Since A has DSC property, there exists j # jo such that 
ai,,iaj,i, # 0. (3.4) 
CASE 1. If there is j # io for which (3.4) holds, then from (3.3), we have wj = wia, j $ {io,jo}. 
For the index pair io,j, by (19) and (20) of [5], one may deduce ]o - aj 1 = lj, which proves 
that c is not an inner point of Dj. It follows from Theorem C that u is a boundary point of Di, 
i= l,... ,n. Hence, B E Dij, b’i,j E (n), i # j. 
CASE 2. If there is only one index ie such that (3.4) holds, i.e., 
then there exist ii 4 a! 
i = io. Hence, we have 
and wi, = wj,. 
ajo,iaj,jo = 0, v’j $ {io, jo} = 0, (3.5) 
and i E Q for which ai,,iai,il # 0. It follows from (3.5) that i # je; i.e., 
ei,,i,oi,,i, # 0 (3.6) 
Considering the indices io and ii, one may also deduce the equalities similar to (3.2) and (3.3) 
by substituting js with il. Repeating the above procedures, one can conclude that D E Dij, 
Vi,j E (n), i # j, or it follows that 
V’j 4 {io,il}. 
In this case, we turn to the case 2,. . . . By this iteration, one can deduce that either u E Dij, 
Vi,j E (n), i # j or ai,jaj,i = 0, Vi,j E (n) \{io}, i # j. The last case is impossible by hypothesis 
of this theorem. a 
If a matrix has DSC property and property p, then we have the following theorem. 
THEOREM 3.4. Let A have DSC property and property p. If CT > 0 is a singular value of A 
located at the boundary of (1.1), then c E dD,i, Vi # s. 
PROOF. Since the singular value is unitarily invariant, without loss of generality, we may assume 
s = 1 in Definition 2.1. As in the proof of Theorem 3.3, we have equalities (3.2) and (3.3). 
Since A has DSC property, for any i # 1, there exists j # i such that oijoji # 0. Notice that A 
has property p, and then j = 1; i.e., aiiaii # 0, i = 2,. . . , n. Let io and jo be given by the proof 
of Theorem 3.3. 
If je = 1, then from Case 1 in the proof of Theorem 3.3, the result holds, since ailala # 0, 
i = 2,...,n. 
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If jo # 1, then ujO,la~j,, # 0. By (3.3), we have wi = wi,,. Without loss of generality, we 
may assume that io = 1 and jo = 2. Since aiiaii # 0, i = 2,. . . , n, it follows from (3.2) that 
‘l$2E”‘ZW,. By (19) and (20) of [5], it is easy to deduce that 
ID - all 10 - ai1 5 4&, fori=2,...,n. (3.7) 
But o is a marginal singular value of a Brauer-type inclusion interval, So the equality of inequality 
(3.7) holds, which proves our result. I 
The following corollary follows immediately from Theorem 3.4. 
COROLLARY 3.5. Let A be a matrix with star graph, and let u > 0 be a singular value of A 
located at the boundary of (1.1). Then u E dD,i, V’i # s. 
The following result is similar to Theorem 4 of [ 111, in which the author considers the eigenvalue 
case. 
THEOREM 3.6. Let AeCnxn, n > 2 have the DSC property, and let u > 0 be a singular value 
of A located at the boundary of (1.1). Then u E Dij, Vli,j E (n), i # j if and only if u E aDi, 
vi E (n). 
PROOF. We need only show the necessity. Let io and jo be defined by the proof of Theorem 3.3. 
Then wiO = wj,. Otherwise, assume that there is p such that ]u - aP] < I,. Since u E dDi, for 
any i # p, we have ]u - ai] > li for any i # p. Hence, for any i # p, j # p, and i # j, we have 
u $ dDij, which contradicts the hypothesis. I 
Now we consider the example in the beginning of this section, where the matrix has star graph. 
By Corollary 3.5, the singular value 2 - fi E aD,z II 3D13, but 2 - fi 4 dD23. 
4. APPLICATIONS AND NUMERICAL’ EXAMPLES 
We will give two applications of our results in this section: one is to estimate the condition 
number and another is to provide an explicit perturbation bound for unitary polar factors. 
Let A E Cnxn, 
P(A) = max {pi(A), PAA), ~(-4)). 
BY urnin and GAA), we denote the smallest and the largest singular values of A. Without 
danger of confusion, we replace p(A), urnin( and urnax with p, umin, and urnax, respectively. 
LEMMA 4.1. Let A = (aij) E C”‘” be a nonsingular matrix, and let Ja;il = a, i = 1, . . . , n. Then 
Urnin 2 a-P and urnax < a + p. (4.1) 
PROOF. Let u be any singular value of A. Then u > 0. If u is in the interval (a) or (b) of 
Theorem 2.2, then there exists i E LY or j E p such that ]u - a] < si or ]u - a] < s$. Hence, 
(u - a( 5 p, which proves that (4.1) holds. Now assume that ]u -a] > si and ]u - a] > .$ for any 
i E (Y and j E /3. By Theorem 2.2, there exist i E (Y and j E /3 such that 
Hence, we have 
IU - al2 - (Si + SG) IU - Ul + SiS; - S:Sj 5 0, 
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By the assumption that ]o - a] > si and ]o - a] > s$ for any i E QI and j E p, we have 
[In-a] - (1/2)(si + si) + J(1/4)(sa - s$)~ + .s:.sj] > 0. By (4.2), we obtain ]u - a] I (1/2)(si + 
.$) + 
J 
(1/4)(si - s;)~ + s:sj < p, from which one may deduce (4.1). I 
The condition number plays an important role in numerical linear algebra. Here we provide 
an estimation for the condition number n(A) = l~A-1~~2~~A~~2, where ]I . 112 denotes the spectral 
norm. From Lemma 4.1, we have the following theorem. 
THEOREM 4.2. Let A = (aij) E Px” be nonsingular and ]aii] = a, i = 1, , n. Then 
Now we provide some numerical examples to illustrate that our results improve recent ones. 
EXAMPLE 4.1. Let us consider a tridiagonal matrix of order 3. Let 
3 -2 0 
A= [ -1 3 -1 1 , 0 -1 3 
and let (Y = {1,2} and p = (3). Then, by Lemma 4.1, we have amin 2 2 - fi and amax 5 
4 + fi. By Theorem 4.2, we have K(A) = gmax/c,in 5 (4 + a)/(2 - 4) = 9.2426. 
If we estimate the singular value by Theorem A, then it is easy to see that a Brauer-type 
inclusion interval is [3 - 6, 3 + &I, and hence, n(A) < (3+ fi)/(3 - A) = 9.899. By 
Theorem B, a Gersgorin-type inclusion interval is [0,6]. Hence, we cannot estimate the condition 
number of A by this interval. If we estimate the condition number of A by the inequality given 
in 141, 
K(A) I 
wuIl141cQY’2 
min{ai - (Fi + &i) /2} ’ 
(4.3) 
where i-i = Cy+)j=l ]aij] and pi = C yzjjzl ]aji], we have K(A) 5 2@ = 10.954. i 
Comparing the above estimations, it is easy to see that Theorem 4.2 is the best. In fact, the 
singular values of A are (4.8365, 1.2348, 3.0139). 
REMARK 4.3. Although we assume that the matrix has the condition that ]aii] = a, i = 1,. . , n 
in Theorem 4.2, it is still better to estimate the condition number by our main results without 
this assumption. 
EXAMPLE 4.2. Now we consider an example given in [5]. Let 
6 0 0 
A= 1 10 1 
[ I 0 1 3 
and let (Y = {1,3} and p = (2). Then, by Theorem 2.2, and a simple computation, we may 
deduce that o,in 2 2.7251 and u max 5 10.4495. Hence, the upper bound of the condition number 
K(A) 5 3.8345. If we apply Theorem A to estimate, then Umin 2 2.6972 and urnax 5 10.4495, 
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and hence, n(A) _< 3.8742. If we estimate by Theorems 4 and 6 of [5], then grnin > 2.5395 and 
urnax I 10.3649, and thus, K(A) 5 4.0815 (see [5]). By inequality (4.3), we obtain K(A) < 5.7446. 
Hence, we obtain tighter upper bounds of the condition number than recent results. 
REMARK 4.4. The inequality in Theorem 4.2 is sharp. For example, let A be as in the beginning 
of Section 3, and let cx = (1) and p = {2,3). It is easy to check that p = fi. Then, by 
Theorem 4.2. we have 
2sti K(A) 2 -. 
2-a 
But (T,in = 2 - Jz and urnax = 2 + J”i. Hence, %(A) = ~~A-‘~~2~/A~~2 = (2 + a)/(2 - 6). 
It is also noted that 2 - fi and 2 + fi are marginal in the modified Brauer-type inclusion 
interval (c), and thus, 2 - fi and 2 + fi are also boundary point of G12 and Gis. 
Now we introduce the second application of our main results. 
Let A be a perturbed matrix of A, and let A and A be nonsingular n x n matrices. Let 
A=PQ and A&,0 (4.4) 
be the polar decompositions of A and A, respectively, where P and P are Hermitian positive 
definite, and Q and Q are unitary. In [12], the author presented a perturbation bound for unitary 
polar factors 
where ami, and Cmin are the smallest singular values of A and A, respectively, and I I 1. II I denotes the 
unitarily invariant norm. Because the singular values of A and A axe involved in the perturbation 
bound, this causes some trouble in computing the bound. But we can avoid it by estimating u, 
and 5’n. 
THEOREM 4.5. Let A = (aij) and A = (?iij) b e t wo n x n nonsingular complex matrices having 
the polar decomposition (4.4), and let Jaiil = a and (&ii] = E, i = 1,. . . , n. If a + ?i - (p +fi) > 0, 
then 
(4.5) 
where @ = p(A). 
PROOF. The result follows immediately from Lemma 4.1. I 
REMARK 4.6. The bound in (4.5) can be sharp. A simple example is given below. 
Let A = ei*l I and 2 = ei@zI. Then @ = p = 0 for any partition Q, p, and c%, b of (n), which 
deduces that the equality in (4.5) holds. 
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