Abstract. This paper presents an approach to predicting the future state of dynamic agents using an extension to occupancy grids that we have called motion and occupancy grids. These grids capture both the location and motion of an agent. The basis of the prediction is to model the behaviour of an agent as the probability of transitions between the states represented in the grid. Prediction can then be made using a Markov chain. The potential state explosion inherent in this method is overcome by dynamically building the state transition matrix in a tree structure. The results show that the system is able to rapidly develop probabilistic models of complex agents and predict their future state.
Introduction
Autonomous systems have the potential to improve their effectiveness by modifying their behaviour to adapt to the environment. One resource that would be of use is a prediction of the future state of the dynamic elements in the environment. There has been significant successful work in regard to modelling static elements. This paper explores the more difficult problem of modelling dynamic agents and how to predict their future state. These predictions are to be used to improve the performance of a system over time. The key to predicting the motion of an agent is to look for patterns and tendencies in its behaviour and to be able to model these in an appropriate form for prediction. This research is targeted at domains where the static features of the environment are relatively simple, but the dynamic features of the environment form the greatest obstacles to success.
The agent modelling and prediction approach detailed in the paper is intended to be part of a larger adaptive system [1] that will enable agents to improve their performance against other agents. This architecture has three steps; classify the behaviour of the moving elements of the environment using predefined models, produce models and predict the behaviour of the moving elements for each class, and exploit by integrating the models and predictions into the existing planning system to improve its effectiveness. This paper addresses the second step -modelling and predicting the behaviour of moving elements.
The approach is to model the behaviour of an agent's motion in a discrete form using a motion and occupancy grid where the connections between states are represented using a probabilistic state transition matrix. Using the Markov assumption, the future state is predicted using the state transition matrix and the current state. With the motion and occupancy grid method the state vector and the state transition matrix can be large. This paper presents a method where the state transition matrix is represented by a dynamically built tree that is efficient to search and use.
The paper is structured as follows. The following section provides relevant background and presents existing approaches to agent behaviour prediction. Section three describes the modelling and prediction system. Section four describes the experimental setup. Section five presents the results of the experiments and discusses them. Section six presents early work with using the predictions to adapt the behaviour of an agent. Lastly section seven concludes the paper.
Background
This section provides background on the Markov approach to modelling and predicting the future behaviour for agents. It also briefly describes the occupancy grids that form the basis of the motion and occupancy grids used in this work.
Markov Chains
A process is said to be Markov if the future state distribution depends only on the present state, in other words, the future is conditionally independent of the past. A Markov Chain consists of a finite number of states and a state transition matrix which contains probabilities of moving between states [2] . So:
The state of the process can therefore be predicted forward t time steps by multiplying the state transition matrix t times. So if X represents the state of the process and A is the state transition matrix (a stochastic matrix) then to predict the state forward one time step:
If there are n states in X then A is of size n × n. The Markov assumption allows for simple state transition model approaches but predictions cannot be guaranteed if the assumption is invalid. Typically as the agent's architecture becomes more reactive (and hence carries less internal state) a Markov predictor will increase its performance. Predicting the future state using Markov Chains is not new. Improvements such as semi-Markov processes (SMP) [2] have allowed arbitrary state duration and the augmented Markov Models (AMM) [3] that allows additional statistics in links and nodes so that it can restructure a model. The AMM is dynamically constructed by adding state nodes as the agent enters previously unseen states. This differs from the method in this paper where the entire state is predefined and the state transition matrix is dynamically built. This is useful where the state space is large as it can be implemented for efficient searching.
Occupancy Grids
The occupancy grid method [4, 5] provides a probabilistic approach to representing how a region of space is occupied. It has been successfully used for representing obstacles for robot navigation. The method does not capture the motion of the obstacles. The method in this paper extends this method so that it can capture and represent the motion of occupied space or in this case, dynamic agents.
Prediction Approach
This section describes the extensions to an occupancy grid required to deal with moving elements. It explains the problem of state explosion inherent in this method and how it can be addressed using dynamic state transition trees. Fig. 1 shows a representation of the motion and occupancy grid cells. The occupancy grid is suitable for representing the probability distribution of the future occupied space for an agent. The environment is divided into grid cells that represent the agent occupying particular locations. The future state of the agent can be predicted by determining the probability of transitioning between grid cell states. However, this ignores the agent's motion within the grid cell and different paths the agent may take through the same grid cell. The motion grid captures the agent's current direction of motion (also referred to as its heading direction) so that it can distinguish between different motion types through the grid cell. For example, an agent may have two motion paths through a cell, one from bottom to top and the other from left to right. If the motion of an agent is not captured the probability distribution will show the predicted motion to the right and the top. The motion grid allows for the prediction for the two motion types through the cell to be separated. The centre circle represents an agent that is stationary which is an agent that will maintain the same occupancy grid state. The other cells represent directions of motion for the agent, dividing the domain of possible directions into equal amounts.
Motion and Occupancy Grid Method
Motion and occupancy grids are fully connected between states, so that each state has probabilities associated with transitioning to all other states, even if they are zero. The state transition probabilities are histogram based. The probability update equation is: X t+1 ] is the element in the state transition matrix that represents the probability of transitioning from state X t to X t+1 . c Xt is the count of the number of times the state X t has been initial state in a transition. To decrease computation time, the number of transitions between each state is recorded c Xt->Xt+1 and so the probability update equation becomes:
Extending the State Vector
Typically an agent's choice of action is dependent on other agents or other dynamic features of the environment. For the Markov assumption to hold true, these features must also be represented in the state vector. This dramatically increases the size of the state transition matrix. If the predicted agent's behaviour is dependent on the behaviour of another agent, then the state vector would hold not only the predicted agent's occupancy and motion grid, but also that of the other agent.
A motion and occupancy grid state vector has four state variables {x, y, v x , v y }. In the testing environment in this paper the x direction is divided into 15 columns and the y direction into 12 rows. Velocity is coarsely binned as being left, stationary or right for v x , and up, stationary or down for v y . Consequently there are a total of 15 × 12 × 3 × 3 = 1620 states that represent the position and motion of the agent. If the agent is dependent on a dynamic element that uses the same motion and occupancy grid this becomes 2,624,400 states to represent the two agents.
The state transition matrix is in a squared relationship to the size of the state vector. As the state vector increases the required number of bytes for a fully defined state transition matrix quickly becomes larger that is possible to store in physical memory. Not only can the state transition matrix be too large to store on a typical PC but also multiplying all the entries (for prediction) can have a large computational cost.
Dynamic Tree State Transition Matrix
To overcome the limitation associated with the typically large motion and occupancy grids this approach dynamically populates the state transition matrix. Each new entry increases the size of the state transition matrix in memory in a linear fashion. A straightforward approach to populating the matrix would be to dynamically build a one dimensional list where previously unseen entries are added. However, this would not be computationally effective as the entire array would need to be searched to determine if an entry was new. Also, during the prediction phase, the entire array would need to be searched to find corresponding entries in the state matrix.
This papers approach uses a dynamically constructed tree to represent the state transition matrix. Each level of the tree represents an index to the state vector based on one of the state variables. For example, consider the simplified case of an occupancy grid where the grid may be indexed by the x and y variables representing the location of an agent.
The state transition tree for this agent is shown in Fig. 2 . The first level of the tree represents the x index for all locations the agent has visited so far. As the agent visits new columns, new x nodes will be created at this level. The second level is indexed on the y location, again only creating nodes as the agent visits new rows in the grid. Each node in this level stores the number of times this node has been visited for the probability update equation (Equation 4). The tree structure is then repeated below to show the transition probabilities to other grid cells. Again, storage elements are only created as needed, with the lowest layer of the tree storing the probability of the transition A[X t , X t+1 ] as well as the count of the number of transitions between states C Xt>Xt+1 .
A tree is also dynamically constructed to store the predictions for each time step. This allows for the state of the agent to be predicted forward computationally effectively. This tree contains branches to represent all states that have been the results of a transition. This tree has half as many levels as the state transition tree. Fig. 2 . The state transition tree represents the state transition matrix and is dynamically built. Each level of the tree represents a vector of state variables. The depth is fixed and the probabilities are stored in the lowest level of the tree. Except for the probability layer the nodes (shown as white squares) contain pointers to variables within the next layers state vector. This tree is a two state vector tree but the tree can be any even number of levels. The number of transitions from each state is recorded where it branches from the current state to the next state. 
Experimental Setup
This section describes the testing environment and experimental setup to the test the performance of the proposed prediction system. The testing environment is the RoboCup Small Size League [6] and the research platform is the RoboRoos. In this league both teams have five robots. The rules are similar to the human version of the game (FIFA). There are two 10 minute halves. The robots are fully autonomous in the sense that no strategy or control input is allowed by the human operators during play.
The prediction method is tested within the existing robot soccer system. The simulator simulates two teams of robots in line with the 2003 RoboCup Small Size League rules and regulations. This includes simulating some of the important human referee tasks such detection of when a goal is scored and restarting play. The simulator has a very high fidelity with a one millisecond resolution in the simulation of all robot and ball kinematics, dynamics and collisions. It closely simulates the performance of the real robots. The vision and intelligence systems are simulated at 60 Hz. Simulations including the prediction algorithm ran faster than real time on a Pentium-M laptop computer. The time between the current and next state, one time step, is 250 milliseconds (15 frames). The model is updated at every visual update (60 Hz). The agents are predicted every 83.3 milliseconds which is 5 frames. The agents are predicted forward 1 second into the future (a significant time in robot soccer) representing 4 steps in the Markov chain. At the agent's top speed of 1.5 metres/second they can move approximately 8 grid squares in the predicted time.
The field is divided up so that each occupancy grid cell is approximately the same size as an agent. This gives 15 x 12 grid squares. The current heading direction is broken into 8 directions and stationary to form the motion grid. This is converted into a 3 x 3 matrix where the centre cell (1,1) is for stationary and the other cells hold appropriate heading directions. An agent is classified as stationary if its velocity is below a threshold. This threshold is the velocity where an agent is just as likely to maintain its current occupancy state as it is to change state. This is half of the cell width divided by the time step time. This gives a threshold velocity of 0.36 metres/second. When the system is unable to make a prediction (the agent is in a previously unseen state) the system predicts that the agent will continue with its current motion. If the agent is stationary then it is predicted to maintain its current location.
The system was tested in three different situations of increasing difficulty. This has no relationship to robot soccer but is used to demonstrate the approach.
• Goal Shooting -This involved one agent interacting with a ball against five opposition agents that were held stationary in a defensive formation. The player's actions were to acquire, move and kick the ball into the opponent's goal. Results were recorded for a state transition tree that modelled the dependency on the motion of the ball and one that doesn't. This experiment lasted for twenty minutes.
• Full Game -This was a normal game lasting twenty minutes with most of the rules of the SSL. This is the most difficult domain for the predictor. Each player on the opposing team was modelled and predicted relative to the motion of the ball.
This section first demonstrates the proper operation of the system and highlights an important benefit of the motion grid. Next the results comparing the predicted and actual positions are presented and discussed.
Two instances of the agent following the figure of eight path and its predicted future probability distribution are shown in Fig. 3 . The time between the left figure and the right figure is equal t the prediction time (1 second), which demonstrates that the system predicted accurately in this simple case. The right-hand diagram in the figure demonstrates an important ability of this approach. The agent's state has been predicted correctly through the intersection of the figure eight. This is only possible because the agent's motion is modelled along with its position. In a system where only the occupancy is modelled the probability distribution would extend in two directions, left and up. 4 shows the quantitative results for the figure of eight experiment, comparing the predicted position of the agent with its true position after the prediction time has elapsed. The predicted position is a weighted average of the probability distribution that represents the future occupancy of an agent. The error is the Euclidean distance between the centres of the predicted and the true cell. The error rapidly decreases after one complete cycle is made. After two cycles the error stabilises at approximately half a grid cell representing the quantisation noise of the grid system. 5 shows the prediction error for the Goal Shooting experiment. In the experiment where the agent's motion is assumed to be independent from the motion of the ball, the error is generally constant. In the experiment where dependence on the ball is assumed the error drops through the experiment, ending with a lower average error than the independence experiment. This demonstrates the importance of modelling the relationship between dynamic elements when there is a dependence relationship. The ability to predict the motion of opposing agents in a game of robot soccer is a highly challenging task. Fig. 6 shows the results for the prediction system when compared to a naïve predictor that assumes that the robot will continue move in the same direction if it is moving or will remain still if it is currently still. This graph shows that the prediction system consistently outperforms the naïve predictor, with steadily improving performance through out the match. 2 Megabytes. These storage sizes are significantly less than for a fully defined state transition matrix. The models were still significantly growing at the end of the Goal Shooting and Full Game experiments indicating that the agents were still traversing previously unseen states. Potentially the error would continue to decrease if the experiments were run for a longer period of time.
Applying the Predictions
While the above results are a measure of the quality of the predictions, they do not reflect one of the strengths of this approach. The prediction process ends with a probability distribution representing the agent's most likely future occupancy as shown in Fig. 7 . This probability distribution is an example from the Goal Shooting experiment and is just after the ball has been kicked at the opponent's goal. The grey dotted path shows the agent's actual path during the predicted time. Interpreting the distribution, the agent is most likely to travel from its current position along the dotted path but may also travel towards the opponent's goal. There is also a small probability of the agent maintaining its current position. Measuring the weighted average to the actual position (as was done in the results in Section 5) does not reflect the usefulness of knowing the shape of the likely paths that the agent will take. This can only be assessed by exploiting the predictions. The predictions were applied to improving the ability of the agents to score goals. In robot soccer, one of the important choices for the planner is to determine the location that is the best for scoring goals. The MAPS planner [7] used by the RoboRoos considers the current position of the opposing agents and the clear paths to goal when choosing a shooting location. Instead of treating the opponents as crisp positions, the probability distributions developed from the predictions of opposing agents were used.
When using offence strategies involving passing to the shooting player, or creating opportunities for the shooting player to move into space the adapting team was more likely to win the game. However, when using strategies that were designed to disrupt the defence to create goal scoring opportunities the adapting team was more likely to lose the game. This initial exploitation work has raised the following issues:
• The choice of overall strategy to combine with the predictions is important. For example using strategies designed to disrupt the regular motion of the agents under prediction will cause poor modelling and prediction performance.
• There is an inconsistency in basing the choice of action on a prediction that will be invalid if the choice of action does not lead to the prediction.
• While the opponents may not be adapting their strategy using an agent model, their motion is likely to change as the choice of action of the predicting agent changes.
Conclusion
This paper has presented an approach to predicting the future state of agents using motion and occupancy grids and the Markov Chain method. It was shown that this method is able to separate different motion paths. A method of storing the typically large state transition matrices by dynamically building a tree representation was presented that enables the typically large state spaces. The results demonstrate that the approach is able to separate different motion paths and they show the importance of modelling the agent's dependencies. The error from the prediction system decreases as the experiments continue. Future work will further explore methods of using the predictions to improve the performance of an autonomous planning system.
