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Abstract. In the Information Retrieval area, inverted indexes are commonly
used in systems that do object search through keyword search. In this con-
text, the similarity search is a powerful strategy, once it allows the retrieval of
objects that would not be found if exact match search was used instead. Howe-
ver, the amount of objects stored, the way the similarity is computed and the
amount of terms used in a query may lead to a prohibitive execution time if the
processing is not distributed. Therefore, in this paper we explore the possibility
of using Hadoop Map-Reduce as a way to distribute the processing involved in
this type of search. Besides proposing an Map-Reduce based algorithm, we dis-
cuss keyword-based search experiments over a repository of digital objects. The
results show when the distributed processing overcomes the centralized proces-
sing.
Resumo. Na a´rea de Recuperac¸a˜o de Informac¸a˜o, e´ comum o uso de ı´ndices
invertidos em sistemas que realizam a busca de objetos armazenados atrave´s
de consultas compostas por palavras chave (termos). Nesse contexto, a busca
por similaridade representa uma estrate´gia poderosa, uma vez que permite a
recuperac¸a˜o de objetos que na˜o seriam recuperados se fosse empregada a busca
por equivaleˆncia. Contudo, a quantidade de objetos armazenados, a maneira
como a similaridade e´ calculada e o nu´mero de termos da consulta podem levar
a tempos de execuc¸a˜o proibitivos se o processamento na˜o for distribuı´do. As-
sim, esse artigo explora a possibilidade de uso do Hadoop Map-Reduce como
forma de distribuir o processamento envolvido nesse tipo de busca. Ale´m de
propor um algoritmo de mapeamento, o artigo discute experimentos de busca
realizados sobre um reposito´rio digital de objetos. Os resultados mostram os
cena´rios de teste em que o processamento distribuı´do se sobressai em relac¸a˜o
ao processamento centralizado.
1. Introduc¸a˜o
A Recuperac¸a˜o de Informac¸a˜o e´ uma a´rea de pesquisa que visa a busca de objetos ar-
mazenados a partir de consultas, onde em uma consulta sa˜o informadas palavras chave
(termos) que caracterizam os objetos que se pretende acessar [Korfhage 2008]. Os obje-
tos podem estar disponı´veis em memo´ria prima´ria, quando existe espac¸o suficiente nesse
meio para armazenar toda a colec¸a˜o de objetos existentes, ou em memo´ria secunda´ria,
caso essa memo´ria de acesso mais ra´pido seja insuficiente. Os objetos podem ser repre-
sentados de diversas formas, como documentos hiera´rquicos em formato XML, tuplas de
relac¸o˜es, arquivos de mı´dia, entre outros.
A eficieˆncia na busca de objetos depende de muitos aspectos, que compreendem
desde a definic¸a˜o e configurac¸a˜o da plataforma de hardware que suportara´ a computac¸a˜o
ate´ o uso de estruturas de dados adequadas responsa´veis pela indexac¸a˜o dos objetos. Uma
estrutura de dados bastante usada no problema de busca e´ chamada de ı´ndice invertido,
onde uma entrada(chave) do ı´ndice leva a` lista de objetos(valores) que esta˜o associados
a` entrada. Essa estrutura e´ particularmente atraente quando as consultas sa˜o formuladas
como uma lista de palavras chave. Um exemplo de aplicac¸a˜o que recorre a` consultas por
palavra chave sa˜o os motores de busca WEB, que recuperam pa´ginas HTML a partir de
termos informados pelo usua´rio.
Consultas compostas por termos podem ser usadas para a realizac¸a˜o de buscas
por equivaleˆncia ou por similaridade. O segundo caso representa uma estrate´gia pode-
rosa, uma vez que permite a recuperac¸a˜o de objetos que na˜o seriam recuperados se fosse
empregada a busca por equivaleˆncia. Por outro lado, o custo do processamento e´ maior.
Dependendo de como a similaridade for computada, da quantidade de objetos indexados
e a quantidade de termos da consulta, pode ser necessa´rio recorrer a te´cnicas de processa-
mento distribuı´do e ferramentas de gesta˜o de Big Data.
Uma das tecnologias mais utilizadas no contexto de programac¸a˜o distribuı´da e´ o
APACHE HADOOP, proposto para atender a` demandas de processamento em grandes volumes
de dados. O framework APACHE HADOOP faz uma implementac¸a˜o do modelo de programac¸a˜o
MAP-REDUCE, atrave´s das func¸o˜es map e reduce.
Existe semelhanc¸a na forma como o framework realiza a distribuic¸a˜o de processa-
mento e a estrutura de um ı´ndice invertido: na etapa de reduc¸a˜o, o framework repassa aos
no´s de processamento os dados compostos por uma chave e uma lista de valores associ-
ados. Por sua vez, um ı´ndice invertido tambe´m tem na sua composic¸a˜o a figura da chave
associada a uma lista de valores.
Neste contexto, o objetivo desse trabalho e´ analisar de que forma uma ferramenta
de distribuic¸a˜o de processamento que utilize o paradigma MAP-REDUCE pode ser usada para
distribuir a carga de processamento em buscas por similaridade sobre ı´ndices invertidos.
O trabalho consiste em propor um algoritmo de mapeamento para esse problema e de-
monstrar atrave´s de experimentos, situac¸o˜es em que o uso do processamento distribuı´do
resulta em um tempo de execuc¸a˜o inferior na comparac¸a˜o com o processamento centrali-
zado.
O trabalho esta´ estruturado da seguinte forma: a sec¸a˜o 2 apresenta os conceitos
e funcionamento do HADOOP MAP-REDUCE, ale´m de sua estrutura de distribuic¸a˜o de carga
em diferentes no´s computacionais. A sec¸a˜o 3 apresenta os algoritmos propostos e os
conceitos teo´ricos usados no trabalho. A sec¸a˜o 4 apresenta os experimentos realizados
em uma aplicac¸a˜o que acessa objetos de um reposito´rio digital.A sec¸a˜o 5 apresenta os
trabalhos relacionados. A sec¸a˜o 6 apresenta as considerac¸o˜es finais.
2. Apache Hadoop
O APACHE HADOOP e´ um projeto de co´digo aberto originalmente proposto pela Yahoo!,
junto ao projeto Nutch, e mantido pela Apache com o objetivo de fornecer um fra-
mework para o desenvolvimento de aplicac¸o˜es distribuı´das e o armazenamento de gran-
des quantidades de dados [White 2012]. O HADOOP e´ inspirado no paradigma MAP-REDUCE
[Dean and Ghemawat 2008] e oferece uma das implementac¸o˜es mais utilizadas desse mo-
delo de programac¸a˜o. A arquitetura do APACHE HADOOP consiste de duas camadas principais:
um sistema de arquivos distribuı´dos (HDFS) e de um gerenciador de recursos computa-
cionais (YARN), os quais esta˜o inclusos no topo do Hadoop Ecosystem. Abaixo des-
ses dois elementos, diversas ferramentas e tecnologias sa˜o descritas para va´rios tipos de
aplicac¸o˜es.
Uma aplicac¸a˜o no HADOOP MAPREDUCE e´ chamada de job e, como especifica o para-
digma, tem como composic¸a˜o essencial as func¸o˜es map e reduce. A entrada de dados e´
dividia em splits de acordo com uma me´trica definida pelo tamanho do arquivo e o tama-
nho de um bloco no HDFS. Cada split criado origina uma tarefa (task), que por sua vez
executa um mapper. As saı´das dos mappers sa˜o agrupadas para que a etapa de reduc¸a˜o
seja executada e, finalmente, gerar a saı´da da aplicac¸a˜o.
O Hadoop Distributed File System (HDFS) e´ um sistema de arquivos distribuı´do
utilizado pelo APACHE HADOOP a fim de armazenar e replicar dados com grandes volumes
atrave´s do ambiente distribuı´do utilizado. A composic¸a˜o do HDFS e´ dividida pelo papel
de cada no´ em relac¸a˜o a` manutenc¸a˜o dos dados, atrave´s de duas categorias: DataNodes e
NameNodes. O no´ mestre implementa o NameNode e tem a responsabilidade de gerenciar
informac¸o˜es e metadados sobre os arquivos armazenados no HDFS, mas sem trabalhar
com os dados propriamente ditos. Por sua vez, o DataNode e´ implementado pelos no´s
escravos e tem como objetivo o real armazenamento dos dados no cluster, ale´m de fazer
realizar operac¸o˜es CRUD sobre os arquivos.
Para o gerenciamento de todos os recursos disponı´veis e para a alocac¸a˜o de tarefas,
o HADOOP utiliza a ferramenta Yet Another Resource Navigator (YARN). Assim como o
HDFS e o modelo MAP-REDUCE, o YARN e´ dividido em uma arquitetura mestre-escravo,
onde um no´ mestre deve implementar a func¸a˜o de ResourceManager, enquanto os no´s
escravos executam o NodeManager. O ResourceManager deve ter uma comunicac¸a˜o com
o cliente da aplicac¸a˜o, uma vez que o no´ mestre deve atender a`s requisic¸o˜es de aplicac¸o˜es.
Ja´ o NodeManager gerencia e oferece seus recursos ao ResourceManager, para que este
decida como o trabalho sera´ executado.
Um importante fator de configurac¸a˜o dos jobs no APACHE HADOOP e´ o me´todo de
escalonamento das tarefas. O APACHE HADOOP 2.7.2, utilizado neste trabalho, usa como es-
calonador default o CapacityScheduler, que tem como princı´pio ba´sico uma alocac¸a˜o de
recursos para ambientes com concorreˆncia entre mais de um usua´rio (organizac¸a˜o). Desta
forma, uma organizac¸a˜o recebe uma garantia mı´nima de recursos. Em alternativa, outro
escalonador que pode ser utilizado no HADOOP e´ o FairScheduler, que realiza a distribuic¸a˜o
dos recursos do cluster de forma justa. Neste caso tambe´m ha´ o conceito de organizac¸o˜es,
sendo que um usua´rio requisita uma execuc¸a˜o dentro de sua entidade especı´fica. Contudo,
a alocac¸a˜o dos recursos veˆ o cluster de modo geral, oferecendo uma parcela igualita´ria
para cada organizac¸a˜o que esteja executando.
3. Apresentac¸a˜o do Problema e Proposta de Mapeamento
Esta sec¸a˜o descreve a metodologia de busca utilizada neste trabalho, bem como noc¸o˜es
sobre busca por similaridade em ı´ndices invertidos que sera˜o u´teis no transcorrer do artigo.
Os ı´ndices invertidos sa˜o estruturas de dados comumente usadas em problemas de
recuperac¸a˜o de informac¸a˜o para responder a consultas formuladas como uma colec¸a˜o de
termos (palavras chave). Dentro desse contexto, ı´ndices invertidos podem ser definidos
como apresentado na Definic¸a˜o 1.
Definic¸a˜o 1 (Objeto) Um objeto Oi e´ uma tupla {Bi, P I i}, onde Bi e´ o corpo do objeto
Oi, e PI i e´ a sua colec¸a˜o de propriedades indexa´veis {P i1, P i2, P i3, ..., P in}. Por sua vez,
uma propriedade indexa´vel P ij e´ um valor literal que complementa a descric¸a˜o do objeto
Oi.
Para os objetivos do artigo, e´ irrelevante definir o o conteu´do do corpo do objeto.
Basta a noc¸a˜o de que um objeto possui propriedades indexa´veis, que sa˜o informac¸o˜es que
podem ser usadas como chaves em um ı´ndice invertido, como explicado na Definic¸a˜o 2.
Definic¸a˜o 2 (Indice Invertido) Um ı´ndice invertido I e´ uma lista ordenada de entradas
{E1, E2, E3, ..., En}, onde uma entrada Ei e´ uma tupla {Ci, Vi} associando uma chave
Ci a um valor Vi. Por sua vez, um valor Vi pode ser definido como uma lista de obje-
tos indexados {OI i1, OI i2, OI i3, ..., OI im}, sendo que um objeto indexado corresponde a`
localizac¸a˜o onde um objeto possa ser encontrado.
Para que o ı´ndice seja va´lido, e´ necessa´rio que para cada propriedade indexa´vel
{P ij}, exista uma entrada Ek de modo que sua chave Ck seja igual a {P ij} e algum dos
objetos indexados OIkl contenha a localizac¸a˜o de O
i. Ainda, e´ necessa´rio que, para qual-
quer entrada Ei, sua chave Ci seja igual a alguma propriedade indexa´vel P
j
k , de tal modo
que Oj seja localizado por algum OI il .
A localizac¸a˜o de um objeto depende do tipo de objeto armazenado, e como ele
foi armazenado. Exemplos de possı´veis valores comprendem IDs de tuplas e o caminho
absoluto em sistemas de arquivos.
A Definic¸a˜o 3 apresenta o que e´ uma consulta em um ambiente que permita acesso
a objetos indexados.
Definic¸a˜o 3 (Consulta por termos) Uma consulta por termos Q e´ uma colec¸a˜o de termos
{K1, K2, K3, ..., Kn}, onde um termo Ki e´ um valor textual.
A proposta de soluc¸a˜o para o problema de busca foi criada com o objetivo de
encontrar os objetos cujas propriedades indexa´veis correspondam aos termos da frase de
busca (composta por uma ou mais palavras). Para que isso acontec¸a, os objetos com
maior nı´vel de similaridade devem ter prioridade, ja´ que possuem uma maior relac¸a˜o com
a busca e sa˜o considerados mais relevantes.
Dada uma consulta Q, a relevaˆncia de um objeto Ox e´ definida por um escore









A func¸a˜o q escore e´ a soma dos escores de similaridade entre cada uma das m
propriedades indexa´veis de um objeto e cada um dos n termos da consulta. O escore
e´ normalizado de 0 a 1, onde 0 representa a auseˆncia de similaridade e 1 representa a
completa equivaleˆncia. Ja´ o escore entre uma consulta e um objeto varia de 0 a |PI|.
A Figura 1 ilustra um exemplo em que e´ calculado o escore de similaridade dos
objetos a partir de uma consulta composta pelos termos ’Animalia instabilis’. Para sim-
plificar, considere que seja usada uma func¸a˜o de equivaleˆncia, e na˜o de similaridade, em
que o valor 1 representa igualdade e o valor 0 representa desigualdade. Nesse exemplo
dida´tico, percebe-se que os documentos mais relevantes sa˜o aqueles que possuem o maior
nu´mero de casamentos com termos da consulta.
Figura 1. Exemplo de um caso de busca por similaridade usando ı´ndice invertido
O uso desta func¸a˜o de escore faz com que nenhum objeto seja descartado da res-
posta, mesmo que o nı´vel de similaridade seja considerado irrelevante, como e´ o caso,
por exemplo, do objeto 3. Para contornar esse problema, o me´todo preveˆ o uso de um
limiar de corte (threshold), que define um limite mı´nimo de escore a ser considerado para
a soma.
Para a aplicac¸a˜o deste cena´rio de busca foram criadas duas abordagens de con-
sulta: centralizada e distribuı´da. Na abordagem centralizada o processamento e´ realizado
sem auxı´lio de ferramentas de distribuic¸a˜o ou paralelizac¸a˜o. Neste caso, o ı´ndice invertido
I e´ lido e o produto cartesiano entre os k termos da consulta Q e as entradas E acontece
de forma totalmente sequencial.
O processo possui duas partes principais. Em um primeiro momento, o produto
cartesiano e´ realizado e cada func¸a˜o de escore e´ calculada e atrelada ao objeto a` que se
refere. Uma vez finalizados os ca´lculos, cada objeto possuira´ uma lista de escores que
e´ somada, na segunda parte do processamento, para definir a soma total de similaridade.
A saı´da, enta˜o, e´ composta pelos nı´veis de similaridade e dos objetos que possuem esse
valor.
A abordagem distribuı´da foi concebida de modo que o processamento pudesse ser
dividido entre mais de um recurso computacional. Para tal, a distribuic¸a˜o foi realizada
utilizando o paradigma MAP-REDUCE, com o auxı´lio da ferramenta APACHE HADOOP (v2.7.2).
A entrada do mapeamento distribuı´do se da´ pelo ı´ndice invertido I , fazendo com que o
ı´ndice seja configurado para ser dividido entre os no´s de acordo com o nu´mero de splits
definido. Cada split gerado devera´ conter uma lista de entradas E do ı´ndice, podendo
cada divisa˜o ter seu ca´lculo feito de forma independente.
Para aplicar o paradigma MAP-REDUCE, as func¸o˜es map e reduce foram desenvolvi-
das. Todo mapper recebe uma lista de entradas E do ı´ndice I e, enta˜o, executa o proce-
dimento de mapeamento para cada key-value contido em E. Um u´nico par chave-valor
e´ processado por vez. Cada key-value processado pode emitir 0 ou mais saı´das, as quais
consistem em novos pares chave-valor configurados com os objetos do campo valor de E
e o escore calculado. Na etapa de reduc¸a˜o os escores sa˜o somados e levados a` saı´da do
algoritmo como um par chave-valor constituı´do do somato´rio das similaridades de cada
objeto e os pro´prios objetos relacionados. As entradas e saı´das das etapas map e reduce
sa˜o exibidas na Tabela 1.
Etapa Entrada Saı´da
mapper Lista de E [{O1, Scorei}, {O2, Scorei}, ..., {On, Scorei}]
reducer list({O, Lista de scores}) list({sum(scores), Lista de O})
Tabela 1. Entradas e saı´das das etapas do mapeamento de busca distribuı´do
4. Experimentos
Nos experimentos realizados, foi usado um cluster configurado atrave´s da ferramenta
Google Compute Engine. O cluster usado possui 3 no´s, sendo 1 master e 2 slaves, com
configurac¸o˜es ideˆnticas: o processador conta com 2 nu´cleos rodando em 2.4GHz, 4GB de
memo´ria RAM e 100GB de disco disponı´veis por no´. Para a execuc¸a˜o do mapeamento
centralizado, os testes foram executados atrave´s do no´ mestre. Ja´ na consulta distribuı´da,
o no´ mestre ficou responsa´vel por rodar o ResourceManager, para controle de recursos,
mas tambe´m trabalhou como escravo atendendo a` requisic¸o˜es de tarefas map e reduce,
totalizando 3 slaves.
O ı´ndice invertido foi criado sobre a colec¸a˜o de objetos do sistema BioID, que
e´ um ambiente colaborativo para a manutenc¸a˜o e catalogac¸a˜o de dados de espe´cies
biolo´gicas. Os objetos do BioID sa˜o as espe´cies e as propriedades indexa´veis sa˜o atri-
butos e valores. Por exemplo, um objeto Oi pode conter como propriedades indexa´veis
os atributos Reino e Classe, e os valores Animalia e Mammalia. Em me´dia, um ob-
jeto possui 4 propriedades indexa´veis. O reposito´rio de objetos do BioID e´ composto
por 222.120 espe´cies. Para testar a escalabilidade do algoritmo MAP-REDUCE, foram cria-
das diferentes amostragens dessa base, criando subconjuntos do total. Quanto a` func¸a˜o
de similaridade, foi implementada uma versa˜o do algoritmo de distaˆncia entre termos de
Levenshtein, que calcula o nu´mero de edic¸o˜es necessa´ria para transformar um elemento
textual em outro [Ristad and Yianilos 1998].
Inicialmente, treˆs estrate´gias de busca foram comparadas: uma estrate´gia baseline,
em que todo o processamento e´ centralizado, e outras duas utilizando o HADOOP MAP-REDUCE,
sendo um cena´rio Pseudo-Distribuı´do, em que apenas um no´ executa o job, e outro Dis-
tribuı´do. O APACHE HADOOP foi definido com suas configurac¸o˜es default, ou seja, nenhum
atributo de configurac¸a˜o foi alterado.
Os primeiros testes contaram com a variac¸a˜o do tamanho da base utilizados, com-
parando entre replicac¸o˜es de 1x (base original), 20x, 50x e 100x. A Figura 2(a) mostra
o desempenho das soluc¸o˜es centralizada e usando o APACHE HADOOP Pseudo-Distribuı´do e
Distribuı´do com 3 no´s e configurac¸o˜es default. Foi utilizado um nu´mero de 5 termos de
consulta e nı´vel de threshold em 50%. Pode-se notar que a abordagem centralizada e´ mais
eficiente quando tem-se uma base pequena, pore´m perde desempenho de forma signifi-
cativa a partir da expansa˜o dos dados, alcanc¸ando um tempo superior de busca quando
se atinge o ı´ndice replicado em 50x. Ja´ a Figura 2(b) mostra os testes feitos com uma
variac¸a˜o do nu´mero de termos da consulta. Nesse quesito, as soluc¸o˜es usando o APA-
CHE HADOOP apresentaram uma eficiente escalabilidade, enquanto o processo centralizado
perde bastante desempenho a` medida em que a quantidade de palavras aumenta.




















(a) Relac¸a˜o entre o desempenho dos mapeamentos
e o tamanho do ı´ndice utilizado




















(b) Desempenho com variac¸a˜o do nu´mero de termos
da consulta
Figura 2. Desempenho dos cena´rios de teste centralizado e usando o Apache
Hadoop com configurac¸o˜es default
O pro´ximo teste focou na aplicac¸a˜o de diferentes nı´veis de threshold para verificar
o impacto do limiar nos mapeamentos propostos, conforme exibe a Figura 3. Foram
utilizados nı´veis em 0% (sem threshold), 25%, 50% e 90%. Os resultados mostram que a
aplicac¸a˜o de um limite, em todos os casos, possibilta um ganho real de tempo de execuc¸a˜o.
O baseline, inclusive, gera um erro de execuc¸a˜o ao executar com o threshold zerado,
causado por um estouro de pilha. Mas, ao aplicar-se um limite de threshold de 25%, o
erro na˜o acontece e a busca retorna um resultado final.














Figura 3. Impacto dos diferentes nı´veis de threshold nas aplicac¸o˜es de busca
Os resultados alcanc¸ados pelas abordagens Distribuı´da e Pseudo-Distribuı´da do
HADOOP permaneceram pro´ximos em todos os testes feitos. Uma vez que o framework
estava rodando com a configurac¸a˜o padra˜o, apenas o caso de replicac¸a˜o em 100x divi-
diu o ı´ndice em 2 splits, enquanto os outros casos na˜o ofereciam divisa˜o alguma. Sem
nenhuma divisa˜o, o processos Pseudo-Distribuı´do e Distribuı´do executam em apenas um
no´ trabalhador. Por isso, foram definidos testes com variac¸o˜es na configurac¸a˜o do APACHE
HADOOP a fim de forc¸ar 2 e 3 splits para cada caso de replicac¸a˜o do ı´ndice. Como mostra
a Figura 4(a), o desempenho variando-se o nu´mero de splits pouco muda, chegando a
piorar conforme se aumenta esse nı´vel. Esse comportamento, como mostra a Figura 4(b),



















1 termo 5 termos 10 termos
(a) Tempo de execuc¸a˜o para casos de 1, 2 e 3 splits (b) Uso de CPU durante testes em um cena´rio com
2 e 3 splits
Figura 4. Desempenho e uso de CPU para a busca com mais de 1 split
Um dos possı´veis motivos e´ a forma como o escalonador estaria distribuindo as
tarefas atrave´s do cluster, que poderia na˜o estar utilizando todo o poder computacio-
nal do ambiente para a execuc¸a˜o da aplicac¸a˜o de busca. Sendo assim, modificando a
configurac¸a˜o default do HADOOP, foi configurado o uso do escalonador FairScheduler, que
divide o cluster de forma igualita´ria entre os jobs. Os testes foram feitos comparando-se
o desempenho dos escalonadores com 2 e 3 splits em uma busca no ı´ndice replicado em
50x, 5 termos de consulta e 50% de threshold. O ganho de desempenho do FairScheduler
























Baseline Hadoop 2 splits Hadoop 3 splits
Figura 5. Ganho de desempenho do escalonador FairScheduler em relac¸a˜o ao
escalonador default do Hadoop
Pode-se verificar que o escalonador justo chega a proporcionar um desempenho
30% mais eficiente. Essa caracterı´stica expo˜e uma lacuna do escalonador Capacity Sche-
duler em relac¸a˜o a` utilizac¸a˜o de todo o potencial computacional disponı´vel. A correc¸a˜o
desse problema foi possı´vel com o escalonador Fair Scheduler, o qual utilizou de forma
mais proveitosa o cluster para a alocac¸a˜o das tarefas MAP-REDUCE.
5. Trabalhos Relacionados
A a´rea de recuperac¸a˜o de informac¸a˜o e´ um terreno fe´rtil para o uso do MAP-
REDUCE. Exemplos incluem o uso de termos para a pesquisa de documentos
hiera´rquicos [Zhou et al. 2010] e o uso de termos com conotac¸a˜o espacial para a
localizac¸a˜o dos objetos mais pro´ximos [Li et al. 2012]. A pro´pria construc¸a˜o de ı´ndice in-
vertidos pode se valer do MAP-REDUCE, conforme descrito em [Dean and Ghemawat 2008].
Para tanto, um histograma contendo todos termos e´ inicialmente criado. O mapper emite
pares compostos pelo id do documento e cada um dos termos que ele possui. Por sua vez,
para cada termo, o reducer agrupa os ids dos documentos que o possuem.
Trabalhos que usam ı´ndices invertidos em algoritmos MAP-REDUCE sa˜o normalmente
associados a` computac¸a˜o da similaridade entre documentos. A similaridade entre docu-
mentos e´ um recurso u´til para ambientes onde a navegac¸a˜o e´ orientada a documentos,
ou seja, quando um documento acessado leva a outros documentos relevantes. Nesse
contexto, o trabalho de [Elsayed et al. 2008] utiliza MAP-REDUCE para resolver o problema
do ca´lculo da similaridade entre todos pares de documentos de uma base composta por
artigos jornalı´sticos. I´ndices invertidos sa˜o usados para indexar os documentos, e esse
ı´ndice serve de entrada para a primeira camada de mapeamento. O resultado final e´ uma
lista composta por pares de documentos associados a um valor de escore. A similaridade
entre pares de documentos tambe´m foi explorada pelo trabalho de [Lin 2009], que testou
diferentes algoritmos usando o framework Hadoop.
Um aspecto em comum com a nossa proposta e´ o uso do produto cartesiano no
ca´lculo da similaridade entre termos do ı´ndice invertido e os termos de cada documento.
No entanto, a correspondeˆncia entre termos e´ feita por equivaleˆncia. Um to´pico relacio-
nado e´ a pesquisa de algoritmos MAP-REDUCE para resolver o problema de junc¸o˜es por si-
milaridade [Metwally and Faloutsos 2012, Vernica et al. 2010]. Apesar desses trabalhos
utilizarem func¸o˜es de similaridade, o objetivo e´ ortogonal ao nosso, ja´ que o resultado sa˜o
conjuntos de objetos similares e na˜o objetos relevantes a` termos de uma consulta.
De modo geral, trabalhos cientı´ficos normalmente exploram o uso de algoritmos
MAP-REDUCE para processamentos offline. Ja´ a busca por termos, seja ela por equivaleˆncia
ou por similaridade, requer processamento em tempo real. Ou seja, esse tipo de aplicac¸a˜o
e´ um nicho ainda pouco explorado. Apesar de o processamento distribuı´do de consultas
baseadas em termos ser em muitos casos mais custoso do que o processamento isolado,
existem situac¸o˜es em que a distribuic¸a˜o compensa, como foi descrito na sec¸a˜o anterior.
6. Considerac¸o˜es finais
Este trabalho mostrou uma perspectiva sobre o problema de busca por similaridade usando
ı´ndices invertidos com uma ferramenta de distribuic¸a˜o de processamento. Em relac¸a˜o ao
tempo de execuc¸a˜o da consulta, percebe-se que o desempenho da busca utilizada neste
trabalho na˜o e´ eficiente quando se utiliza uma base de dados pequena, em comparac¸a˜o a`
uma abordagem centralizada. Como esse tipo de busca prioriza o tempo de resposta, o
uso da te´cnica acaba na˜o sendo uma boa opc¸a˜o quando se utiliza pouca informac¸a˜o.
Pore´m, destaca-se a grande esacalabilidade do framework APACHE HADOOP, consoli-
dando um melhor tempo de execuc¸a˜o em relac¸a˜o ao baseline a partir de uma replicac¸a˜o
em 50x do ı´ndice invertido utilizado. Outro fator que deve ser levado em considerac¸a˜o e´ o
impacto da aplicac¸a˜o de um threshold no processamento da busca. Como o APACHE HADOOP
utiliza o disco para realizar a comunicac¸a˜o entre as etapas de map e reduce, a limitac¸a˜o
da quantidade de informac¸a˜o que e´ emitida pelos mappers acaba gerando arquivos inter-
media´rios menores e, consequentemente, um ganho de desempenho significativo.
Ale´m disso, pode-se verificar uma diferenc¸a de desempenho nota´vel entre os ti-
pos de escalonador utilizados. Enquanto o escalonador default do APACHE HADOOP (v2.7.2)
concentra-se em uma divisa˜o mı´nima de recursos por organizac¸a˜o, o FairScheduler con-
segue dividir o cluster com uma noc¸a˜o igualita´ria de recursos por utilizador, permitindo
um melhor uso do ambiente para a aplicac¸a˜o deste trabalho.
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