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Povzetek
Naslov: Učenje iz besedilnih podatkovnih tokov za zaznavanje neželene elek-
tronske pošte
V magistrski nalogi je predstavljena metoda uvrščanja sporočil v kate-
goriji neželenih oziroma želenih elektronskih sporočil s prevedbo problema
v inkrementalno učenje iz časovnih vrst. Razširjeni sistemi za uvrščanje
neželene elektronske pošte uporabljajo predvsem metode paketnega učenja
(naivni Bayesov klasifikator), medtem ko je v magistrski nalogi predstavljeno
uvrščanje z uporabo metod analize tokov.
Za učenje smo tako izbrali atribute, ki ne vsebujejo osebnih podatkov in za
katere ni treba pridobiti privoljenja pošiljatelja oziroma prejemnika (atributi
sestavljeni iz ovojnice elektronske pošte). S pomočjo algoritmov za učenje
iz podatkovnih tokov (VFDT, cVFDT) smo zaporedje elektronskih sporočil
obravnavali kot besedilni tok podatkov. Rezultate smo primerjali s tradici-
onalnimi metodami označevanja neželene elektronske pošte in ugotovili, da
metode inkrementalnega učenja iz podatkovnih tokov na primeru problemske
domene uvrščanja neželene elektronske pošte dosegajo manjšo klasifikacijsko
točnost in so zato manj primerne za uporabo.
Ključne besede: elektronska pošta, strojno učenje, analiza podatkovnih
tokov.

Abstract
Title: Learning from textual data streams for detecting email spam
This master thesis introduces a method for the detecting email spam
through the translation problem in incremental learning of the time series.
Common spam detection systems mainly use methods of supervised learning
(naive Bayesian classifier, decision trees), while in the master’s thesis presents
the classification by using the methods of data stream mining.
For learning sets, we also choose the attributes that do not contain per-
sonal data and which are not required to obtain the consent of the sender
or the recipient (attributes consist the envelope part of e-mail). With the
help of algorithms for learning from data streams (VFDT, cVFDT) we used
the electronic sequence of messages as text data stream. The results were
compared with the traditional spam detection methods and they show that
traditional spam detection methods have higher accuracy compared to al-
gorithms for learning from data stream and therefore are not suitable for
detecting email spam.
Keywords: email, machine learning, stream mining.

Poglavje 1
Uvod
Elektronska pošta je dandanes eden vodilnih načinov elektronske komunika-
cije. Trenutno število uporabnikov elektronske pošte presega 2.6 miljarde in
pričakovati je, da bo do konca leta 2019 vsaj ena tretjina svetovnega prebi-
valstva uporabljala elektronsko pošto [1]. Poleg velikega števila uporabnikov
elektronske pošte je pomembno tudi to, da količina elektronske pošte še vedno
narašča in dnevno že presega 200 miljard poslanih elektronskih sporočil.
S takšno količino dnevno poslanih sporočil tovrstna komunikacija predsta-
vlja zanimivo področje za oglaševanje in zaradi različnih lastnosti elektronske
pošte tudi nelegalne aktivnosti. Prav zaradi teh lastnosti delimo elektronsko
pošto v dve kategoriji:
1. želeno elektronsko pošto (angl. ham): to so elektronska pošta z vsebino,
ki jo je prejemnik želel (osebna sporočila, poslovna sporočila) oziroma
se je nanjo naročil (distribucijski seznami, oglasi ...);
2. neželeno elektronsko pošto (angl. spam): to so elektronska sporočila,
navadno z oglaševalsko vsebino, ki je prejemnik ne želi dobivati in po-
šiljatelj nima dovoljenja prejemnika za pošiljanje te elektronske pošte.
Problem neželene elektronske pošte je v tem, da predstavlja več kot 53%
vseh poslanih sporočil [2]. Neželena elektronska pošta tako utaplja koristno
komunikacijo, obenem pa večino stroškov nosi sam prejemnik. Pogosto upo-
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rabniki elektronske pošte med neželena sporočila uvrščajo tudi posredovana
sporočila, samodejna sporočila in obvestila o napakah, vendar ta ne spadajo
mednje.
Najbolj tipični primeri neželene elektronske pošte so:
1. oglaševanje in prodaja izdelkov, ki nas ne zanimajo: prodaja zdravil s
črnega trga, prodaja ponaredkov, oglaševanje brez naše privolitve ...;
2. virusi in zlonamerna koda: elektronska sporočila, ki vsebujejo pro-
grame, ki lahko škodujejo delovanju računalnika;
3. spletne prevare: elektronska sporočila, ki s prevaro pošiljatelju omogo-
čijo finančno ali materialno korist v škodo prejemnika.
Neželena elektronska pošta je zanimiva za nelegalne aktivnosti predvsem
zaradi pomanjkljivosti celotnega sistema elektronske pošte in protokola SMTP
[3]. Te so predvsem:
• ponarejanje pošiljateljevega imena ali elektronskega naslova: protokol
SMTP omogoča ponarejanje pošiljateljevega imena ali elektronskega
naslova, kar pošiljatelji neželene elektronske pošte s pridom izkoriščajo;
• prikrivanje vira: poleg ponarejanja pošiljatelja lahko s protokolom SMTP
priredimo dejansko pot do vira elektronske pošte in s tem zmedemo
prejemnika;
• poceni oglaševanje: cena elektronske pošte je izjemno nizka, saj vse
stroške plača prejemnik (prenos podatkov, elektronski naslov ...);
• ciljanje na zasebnost prejemnika: velikokrat neželena pošta naslavlja
teme, ki jih ljudje prepoznamo za bolj zasebne: težave v spolnosti,
telesna teža, luksuzni izdelki ...
Sami viri neželene elektronske pošte so največkrat omrežja zlorabljenih
strežnikov – angl. botneti. V letu 2010 so taka omrežja zlorabljenih strežni-
kov poslala 88% vse neželene elektronske pošte [4, 5] in še danes predstavljajo
3večinski delež virov neželene elektronske pošte. Poleg omrežij zlorabljenih
strežnikov med večje pošiljatelje prištevamo še ukradena uporabniška imena
veljavnih pošiljateljev in tudi nevešče oglaševalce, ki ne upoštevajo zakonskih
omejitev glede oglaševanja in pridobivanja naslovnikov za njihove oglaševalke
kampanje.
Sistemi za zaznavo neželenenih elektronskih sporočil uporabljajo različne
metode za uvrščanje sporočil v kategoriji neželenih oziroma želenih elektron-
skih sporočil [6], ki jih delimo v dve skupini:
1. metode, ki uvrščajo sporočila pred samim prejemom, kjer je količina
podatkov o sporočilu precej majhna (uporaba seznamov veljavnih in
neveljavnih elektronskih naslovov pošiljateljev; uporaba seznamov na-
slovov IP znanih pošiljateljev; uporaba mehanizmov ugleda IP) [7, 8,
9];
2. metode, ki uvrščajo sporočila po prejemu celotnega sporočila (analiza
zaglavja in vsebine elektronskega sporočila; uporaba avtentikacije pri
pošiljateljih elektronskega sporočila; elektronski podpisi DKIM, SPF;
uporaba mehanizmov izziva in odgovora – (angl. “challenge-response”);
uporaba porazdeljenih mehanizmov kontrolnih vsot; uporaba algorit-
mov umetne inteligence) [10, 11, 12, 13, 14, 15].
Metode, ki spadajo v prvo skupino, so manj natančne [12], vendar omo-
gočajo prejemnikom, da z manjšo porabo računalniških virov določijo razred
(kategorijo) elektronskega sporočila. Obenem jih dovoljuje slovenska zako-
nodaja, ker ne posegajo v osebne podatke prejemnika oziroma naslovnika.
Metode iz druge skupine so zahtevnejše za procesiranje, a so istočasno
zaradi analize same vsebine bolj zanesljive in s tem dosegajo manjše število
napačno klasificiranih negativnih primerov (“false positives”). Ti so v zaznavi
neželenih elektronskih sporočil najbolj razširjena merila uspešnosti sistema
za zaznavo neželene elektronske pošte.
Velik problem samodejnega prilagajanja obliki neželenih sporočil obenem
ostaja problem časovnega okvira, v katerem se ta elektronska sporočila po-
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javljajo. V praksi je namreč veliko primerov, kjer pošiljatelji neželenih elek-
tronskih sporočil izkoristijo obliko obstoječih veljavnih elektronskih sporočil
in v njo podtaknejo svojo vsebino [16, 17]. Sistemi za zaznavo neželenih
elektronskih sporočil morajo biti zato pripravljeni na včasih hitre, včasih
pa počasne spremembe pri prejemanju neželenih elektronskih sporočil [18,
19]. Samodejno prilagajanje zaznavanja neželenih elektronskih sporočil ima
manjšo klasifikacijsko točnost tudi v primerih, ko je vzorec neželenih elek-
tronskih sporočil majhen in so le-ta namenjena zgolj manjšemu, natančno
izbranem vzorcu elektronskih naslovov [20, 21, 22].
Zaradi vseh zgoraj omenjenih težav pri pravilnem razvrščanju elektronske
pošte smo v tej magistrski nalogi uporabili nov pristop, ki upošteva elektron-
sko pošto (in njene atribute) kot tok podatkov v časovni vrsti, iz katerega se
s pomočjo znanih algoritmov za strojno učenje iz podatkovnih tokov učimo,
da lahko natančneje obidemo omejitve znanih metod.
Poleg samega pravilnega razvrščanja elektronske pošte smo velik pouda-
rek namenili atributom, ki so na voljo v procesu učenja. Slovenska zako-
nodaja namreč ponudnika elektronske pošte omejuje, da sme pregledovati
vsebino samo tiste elektronske pošte za katero je naslovnik podelil izrecno
soglasje. Če tega soglasja ponudnik ni pridobil, sme uporabiti samo podatke
iz ovojnice elektronske pošte (po protokolu SMTP) in s tem se klasifikacijska
točnost zmanjša. Prav zaradi teh omejitev smo se v magistrski nalogi odlo-
čili upoštevati samo tiste atribute, za katere ponudnik elektronske pošte ne
potrebuje soglasja uporabnika.
Magistrska naloga je razdeljena v več poglavij. V uvodu je predstavljena
problemska domena uvrščanja neželene elektronske pošte, v drugem poglavju
so predstavljene metode analize podatkovnih tokov z uporabo algoritmov za
inkrementalno učenje. Pregled področja in že opravljenih pristopov je pred-
stavljen v poglavju tri. Postopek izgradnje podatkovne zbirke smo predstavili
v naslednjem poglavju, medtem ko smo v poglavju pet analizirali podatkovno
zbirko, primerjali algoritme za strojno učenje in jim izbrali optimalne para-
metre. Povzetek ugotovitev je predstavljem v zaključku naloge. V dodatek
5magistrske naloge smo dodali še natančneje predstavljene rezultate iz po-
glavja analize.
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Poglavje 2
Pregled področja
2.1 Pregled metod za uvrščanje elektronske po-
šte
V literaturi je problem označevanja neželene elektronske pošte precej razi-
skano področje. Od razmaha elektronske pošte z uveljavitvijo Interneta v
devetdesetih letih 20. stoletja poznamo kar nekaj prebojnih dogodkov pri
označevanju neželene elektronske pošte.
Prvo razvrščanje elektronske pošte je bilo na ramenih navadnih prejemni-
kov, ki pa so kaj kmalu ugotovili, da jim to vzame preveč časa (in posledično
denarja, [4]) in zato so razvili prve sisteme za označevanje in razvrščanje
neželene elektronske pošte. Prvi sistemi za samodejno razvrščanje neželene
elektronske pošte so uporabljali primitivne metode, ki so temeljile prevsem
na enostavnih pravilih, ki so jih sestavili sami uporabniki elektronske pošte.
O kakovosti teh pravil v literaturi ni podatkov, saj je to metodo težko izme-
riti kot tudi primerjati z drugimi. Iz teh sistemov so izšli sistemi, ki uvrščajo
elektronsko pošto na podlagi vnaprej pripravljenih pravil. Najbolj pogosto
uporabljeno orodje, ki je še danes temelj odprtokodnega razvrščanja neželene
elektronske pošte, je SpamAssassin [23]. Vsako pravilo, ki ga SpamAssassin
vsebuje, je ovrednoteno z določeno utežjo in vsota vseh pravil, ki se ujamejo
na posameznem elektronskem sporočilu, pravilno razvrsti elektronsko sporo-
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čilo. Problem uporabe teh javno dostopnih pravil je v tem, da jih poznajo
tudi pošiljatelji in se jim poskušajo izogniti.
Nov pristop v razvrščanju elektronske pošte je bila tudi vpeljava črnih in
belih seznamov pošiljateljev [24], kjer na podlagi zgodovine pošiljanja ustva-
rimo sezname veljavnih in neveljavnih pošiljateljev. Z uporabo dodatnih
metod umetne inteligence lahko take sezname precej izpopolnimo in zato je
dandanes možno uporabiti zelo natančne sezname pošiljateljev neželene elek-
tronske pošte. Ti seznami uporabljajo sistem domenskih imen in na tak način
omogočajo enostavno vključitev v obstoječe sisteme za označevanje neželene
elektronske pošte. Eden prvih takih seznamov je bil Real-time Blackhole
List (RBL) for Mail Abuse Prevention System (MAPS) [25]. Dandanes jih
poznamo veliko, ki se po kakovosti precej razlikujejo [26].
Nadgradnja seznamov je bila tudi uporaba skupnih baz znanja o elek-
tronski pošti. Običajno v bazah znanja dobimo podpise zgoščenih vrednosti
sporočil. Pošiljatelji neželene elektronske pošte namreč razpošljejo velike ko-
ličine enakih elektronskih sporočil, kar pomeni, da lahko nekateri naslovniki
že predhodno označijo ta sporočila za neželena in ostali prejemniki uporabijo
to informacijo ob prejemu [27, 28]. Problem takega sistema je v tem, da je
njegova točnost odvisna od števila pošiljateljev in tudi od količine poslane
neželene elektronske pošte. Včasih so pošiljatelji poslali velike količine take
pošte, medtem ko se danes (tudi z namenom izogibanja) raje osredotočijo na
manjše skupine naslovnikov in tako obidejo, da bi se informacija o njihovih
sporočilih znaša v bazah znanja o elektronski pošti. Obenem je problem teh
baz tudi to, da pošiljatelji personalizirajo poslana sporočila in s tem begajo
baze. V izogib temu je treba skrbno izbrati atribute posameznega sporočila,
da ga lahko objavimo v javno dostopni bazi o elektronski pošti [29, 30].
Nov pristop je bila tudi uvedba metode izziv-odgovor (angl. “challenge-
response”), kjer mora pošiljatelj izvesti vnaprej predvidene korake preden bo
pošiljanje uspešno. Ti koraki so lahko enostavni, a obenem dovolj računsko
zahtevni, da jih pošiljateji velike količine elektronske pošte nimajo časa re-
ševati [31, 32, 33]. Osnovni princip te metode, ki je največkrat v uporabi,
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je uporaba avtentikacije in avtorizacije pred samim pošiljanjem elektronske
pošte.
Med precej uspešne metode preprečevanja dostave neželene elektronske
pošte prištevamo tudi metodo zaustavljanja (“greylisting”, [34]). Ta metoda
deluje na principu strogega upoštevanja protokola SMTP, ki predvideva več-
kratno pošiljanje v primeru, da je bilo sporočilo prvič zavrnjeno. Namen
pošiljateljev neželene elektronske pošte je namreč, da v kratkem časovnem
obdobju pošljejo čim večjo količino neželene elektronske pošte. Z uporabo
metode zaustavljanja pošiljatelju ustavimo prvo pošiljanje s sporočilom o
napaki pri dostavi. Veljavni pošiljatelji tako napako upoštevajo in ponovno
poskušajo dostaviti sporočilo, medtem ko pošiljatelji neželene pošte običajno
nimajo zmogljivosti, da bi lahko upoštevali take napake in tako sporočilo
posledično ni dostavljeno.
V zadnjem času so na plan prišle tudi bolj tehnične metode, ki razširjajo
sam protokol SMTP z uporabo dodatnih mehanizmov, ki bolje identificirajo
pošiljatelje želene elektronske pošte. Med te metode prištevamo:
• Sender policy framework – SPF [35], ki s pomočjo uporabe sistema DNS
prejemniku omogoča enostavno preverjanje pošiljatelja in elektronske
pošte, ki jo pošilja;
• Sender-ID [36], ki razširja delovanje sistema SPF z uporabo dodatnih
podatkov,
• DomainKeys [37] uporablja metodo uporabe infrastrukture javnih klju-
čev skozi sistem DNS. Vsako elektronsko sporočilo se z uporabo te
metode podpiše in prejemnik lahko ob prejemu preveri avtentičnost
sporočila,
• DomainKeys Identified Mail – DKIM [11] združuje metodi Sender-ID
in DomainKeys in je danes najbolje uporabljena metoda za preverjanje
avtentičnosti pošiljatelja. Metoda v zaglavje elektronske pošte vstavi
podpis, ki ga lahko prejemnik preveri ob prejetju z uporabo infrastruk-
ture javnih ključev,
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• Domain-based message authentication, reporting and conformance –
DMARC [38] je zadnja metoda, ki združuje vse prej omenjene metode
in jih razširja z možnostjo povratne informacije, ki lahko pošiljateljem
pomaga pri boju z neželeno elektronsko pošto.
2.2 Uporaba metod strojnega učenja pri uvr-
ščanju elektronske pošte
Strojno učenje je področje umetne inteligence in ga uporabljamo predvsem
za analizo podatkov, odkrivanje zakonitosti v podatkih, gradnjo napovednih
modelov. Metode strojnega učenja lahko uporabljamo za reševanje različnih
problemov: klasifikacije, regresijo, povezovalna pravila in logične relacije,
odkrivanje zakonitosti, nenadzorovano učenje in spodbujevalno učenje. Pri
nadzorovanem strojnem učenju je podana končna podatkovna množica na
podlagi katere lahko izdelamo odločitveni model, ki ga lahko uporabimo na
neznanih podatkih.
Podatki za strojno učenje so pridobljeni iz različnih virov in zaradi ve-
like količine, oblike ali uporabnikovega vpliva predstavljajo izzive pri samem
strojnem učenju.
Na področju elektronske pošte se največkrat uporablja metode uvrščanja
z uporabo različnih, že znanih metod: odločitvenih dreves, naivnega Bayeso-
vega klasifikatorja, klasifikatorja z najbližjimi sosedi, nevronskimi mrežami
in hibridnimi metodami. Strojno učenje se tako v elektronski pošti lahko
uporablja v vseh fazah pošiljanja le-te [39] in z njim lahko uspešno pravilno
predznanje

podatki // ucˇni algoritem //model (teorija)
Slika 2.1: Algoritem za strojno učenje
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razvrstimo nad 90% vse elektronske pošte [40].
Sama elektronska pošta zaradi svoje specifike povzroča strojnemu učenju
precej težav [41] zaradi:
• različne porazdelitve obeh razredov: neželena elektronska pošta še ve-
dno predstavlja večino poslane pošte [2],
• različne cene napačne klasifikacije: napačno razvrščanje v enega izmed
razredov je različno pomembno,
• pogostega prilagajanja pošiljateljev: pošiljatelji pogosto spreminjajo
samo vsebino elektronske pošte in načine pošiljanja in s tem znižujejo
klasifikacijsko točnost algoritmov strojnega učenja.
Danes imamo za vse te omejitve različne rešitve: prilagojen način uče-
nja algoritmov z uporabo delno usmerjenega učenja [42], ki predvideva da
algoritme najprej naučimo z manjšim naborom dobro označenih elektronskih
sporočil obeh razredov, ki jih kasneje razširjamo z dodatnimi primeri. Zaradi
spreminjanja oblike in vsebine elektronskih sporočil Cruz in Cormack [44] iz-
postavita tudi problem učenja iz starih primerov elektronske pošte, ki lahko
povzroči precej nizko klasifikacijsko točnost. Problem različne cene napačne
klasifikacije so deloma razrešili Androutsopoulos, Magirou in Vassilakis [45],
boljšo rešitev so predlagali tudi Chan, Koprinska in Poon [42], ki so upošte-
vali tudi končnega prejemnika elektronske pošte in s tem povezali, da ljudje
različno ocenjujemo ceno napačne klasifikacije.
Algoritmi za paketno učenje iz stacionarnih podatkov (slika 2.1) pred-
videvajo, da je količina podatkov končna in da jo algoritem lahko prebere
večkrat in s tem izboljša trenutni odločitveni model. Podatki se pri tem ne
spreminjajo, algoritmi jih lahko preberejo večkrat zaporedoma.
Na drugi strani inkrementalno učenje iz podatkovnih tokov uporabi po-
datke kot neskončni podatkovni tok, ki ga lahko beremo samo zaporedno
in le enkrat. Zato imamo pri inkrementalnem učenju iz podatkovnih tokov
določene omejitve:
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trenutna teorija in predznanje

novi podatki // ucˇni algoritem // nova teorija
Slika 2.2: Inkrementalno učenje
• količina podatkov je neskončna in samo del teh podatkov lahko shra-
nimo, medtem ko ostale zavržemo,
• podatki morajo biti obdelani v najkrajšem možnem času in so po ob-
delavi zavrženi,
• podatki se s časoma spreminjajo in zato starejši podatki postajajo ne-
pomembni (včasih celo škodljivi) za trenutni model.
Zato pri strojnem učenju iz podatkovnih tokov uporabimo algoritme za
inkremenalno učenje (slika 2.2), kjer se model spreminja ob vsakem novem
prejetem učnem primeru. Odločitveni model se tako prilagaja novim učnim
primerom, medtem ko lahko starim učnim primerov zmanjšuje vlogo. S tem
se lahko klasifikacijska točnost ohranja ali tudi izboljšuje.
Na temo klasifikacijskih problemov v področju analize podatkovnih tokov
je bilo uporabljenih že kar nekaj inkrementalnih odločitvenih dreves, ki upo-
števajo omejitve podatkovih tokov. Tako sta Domingos in Hulten preučevala
odločitvena drevesa na podatkovnih tokovih in za to razvili algoritem VFDT
[46], ki temelji na sistemu Hoeffdingovih dreves.
Problem pri inkrementalnem učenju iz podatkovnih tokov predstavljajo
spremembe porazdelitve v podatkovnem toku. Te spremembe lahko povzro-
čijo padec klasifikacijske točnosti.
V primeru elektronske pošte so take spremembe pogostejše, saj pošiljatelji
neželene elektronske pošte nenehno spreminjajo obliko in načine pošiljanja,
da s tem povzročijo napačno klasifikacijo elektronskega sporočila. Problem
prilagajanja sprememb v podatkovnem toku v algoritmu VFDT so Hulten,
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Spencer in Domingos izboljšali z algoritmom cVFDT [47], ki se bolje prila-
gaja zveznim atributom in s tem poveča klasifikacijsko točnost. Algoritem
cVFDT gradi vzporedno drevo VFDT algoritmu in takoj, ko obstoječe drevo
ne dosega več dobre klasifikacijske točnosti, ga zamenja z vzporednim. Algo-
ritma VFDT in cVFDT sta natančneje predstavljena v poglavju 2.2.1. Celo-
ten sistem za prilagajanje sprememb v podatkovnem toku je predlagal tudi
Wang in sod., ki je z uporabo uteži rezultatov različnih algoritmom (C4.5,
naivni Bayes, RIPPER) [48] nad učnimi podatki dosegel boljše prilagajanje
spremembam in s tem izboljšano klasifikacijsko točnost.
Problem uvrščanja elektronske pošte so poskušali z uporabo inkremen-
talnega učenja iz podatkovnih tokov rešiti Carmona-Cejudo in sod. [49, 13].
Elektronska sporočila s celotno vsebino so predstavili kot tok podatkov in s
pomočjo različnih algoritmov za inkrementalno učenje preverili klasifikacijsko
točnost. Pristop k problemu je precej podoben našemu pristopu, vendar se
razlikuje v lastnostih podatkovnega toka. Medtem ko je naš pristop usmerjen
k ponudnikom elektronske pošte, ki brez pridobljenega soglasja prejemnika ne
smejo pregledovati, je pristop Carmona-Cejudo in sod. usmerjen predvsem
h končnemu uporabniku in v tem oziru se razlikujejo lastnosti podatkov-
nega toka. Podatkovni tok, ki ga lahko uporabi ponudnik elektronske pošte,
namreč ne sme vsebovati nobenih osebnih podatkov in same vsebine elek-
tronskega sporočila. Na drugi strani lahko končni uporabnik uporabi vse
podatke iz elektronskega sporočila, vključno z vsebino.
Zato predlagan pristop uporablja samo tiste atribute iz podatkovnega
toka, ki ne vsebujejo osebnih podatkov prejemnika in pošiljatelja. Razlika v
našem pristopu je tudi v uporabi dodatnih atributov, ki so na voljo ponudni-
kom elektronske pošte in ne posegajo v zasebnost prejemnika. Teh informacij
pristop Carmona-Cejudo in sod. niso uporabili.
2.2.1 Pregled algoritmov VFDT in cVFDT
Algoritma VFDT in CVFDT sta med najbolj pogosto uporabljenimi algo-
ritmi za učenje inkrementalnih odločitvenih dreves iz podatkovnih tokov.
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Razvila sta ju Domingos in Hulten [46] in temeljita na Hoeffdingovih dreve-
sih, ki uporabljajo Hoeffdingovo mejo kot kriterij za delitev lista. Le-ta je
definirana s formulo 2.1:
ε =
√
R2 ln
(
1
δ
)
2n
(2.1)
Algoritem ob vsakem novem primeru oceni kakovost atributov in jih ran-
gira od najbolj do najmanj pomembnega (A1, A2, ...). Če je razlika krite-
rijskih funkcij (npr. informacijski prispevek) atributov A1 in A2 večja od ε,
lahko z verjetnostjo 1− δ trdimo, da je atribut Ai primeren za deljenje.
Algoritem VFDT ne uporablja nobene metode za zaznavo sprememb po-
razdelitev v podatkovnem toku in zato predvideva, da se porazdelitve v po-
datkovnem toku ne spreminjajo. Če so take spremembe pogoste, dosega
algoritem VFDT zato nižjo klasifikacijsko točnost.
Problem zaznave sprememb porazdelitev v podatkovnem toku algoritma
VFDT rešuje algoritem CVFDT, ki uporablja drseče okno za oceno točnosti
vej v odločitvenem drevesu. Če klasifikacijska točnost vzporedno zgrajenega
drevesa iz podatkov drsečem oknu preseže tisto v odločitvenem drevesu, algo-
ritem zamenja tiste dele odločitvenega drevesa, ki imajo nižjo klasifikacijsko
točnost. Na tak način se algoritem CVFDT bolje prilagaja podatkovnim
tokovom, v katerem so pogoste spremembe porazdelitve.
Poglavje 3
Priprava podatkovnega toka
Za potrebe analize je bilo treba pridobiti podatke o elektronski pošti, jih
primerno urediti v zbirno obliko, izbrati najbolj primerne atribute in jih
nato obdelati z algoritmi za učenje iz podatkovnih tokov.
Izhodišče za zbiranje podatkov je temeljilo na tem, da podatki ne smejo
posegati v pravice pošiljateljev ali prejemnikov in s tem pri zbiranju ni treba
pridobiti neposrednega soglasja pošiljatelja ali prejemnika elektronske pošte.
V praksi to pomeni, da smemo v zbirko podatkov uvrstiti:
• podatke, ki so bili zbrani ob prenosu elektronske pošte: čas prejema,
velikost sporočila, naslov IP pošiljatelja/prejemnika, operacijski sistem
pošiljatelja, hitrost povezave in drugo,
• podatke iz ovojnice SMTP: pošiljatelj, prejemnik, ime pošiljateljevega
strežnika in drugo,
• pridobljene podatke iz javnih zbirk: podatki DNSBL, geolokacija poši-
ljatelja in drugo,
• podatke, izračunane iz ostalih podatkov: časovni pas pošiljatelja, uje-
manje med reverzno preslikavo in naslovom IP in drugo.
Med zbrane podatke pa ne smemo uvrstiti vsebine elektronske pošte, kar
pomeni, da ne moremo preveriti elektronskega podpisa DKIM, izvesti analize
vsebine in s tem se število podatkov občutno zmanjša.
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Internet
prejem elektronskega sporočila
osnovni podatki iz protokola SMTP
preverjanje v bazah RBL
preverjanje geolokacije naslova IP
preverjanje operacijskega sistema obdelava podatkov
analiza vsebine elektronske pošte
shranjevanje sporočila
zbirka podatkov
Slika 3.1: Sistem za zbiranje podatkov
Glede na omejitve smo zasnovali sistem, ki je lahko zbral vse podatke,
ne da bi posegal v pravice pošiljateljev in prejemnikov. Ta je predstavljen
na sliki 3.1. Podatki, zbrani na ta način ne vsebujejo osebnih podatkov
prejemnikov in tako pri zbiranju ne posegamo v njihove pravice. Tako do-
bimo ločeno zbirko podatkov, ki ne vsebuje osebnih podatkov, medtem ko
se sama sporočila shranijo ločeno v predale prejemnikov elektronske pošte.
Celoten sistem za zbiranje podatkov temelji na odprtokodnih rešitvah, ki so
bile prilagojene posebej za ta sistem:
• prejem elektronskega sporočila: programska oprema za strežnik SMTP
postfix1;
• preverjanje v bazah DNSBL in preverjanje geolokacije naslova IP: pro-
gramska razširitev za postfix: ppolicy2;
1http://www.postfix.org
2http://kmlinux.fjfi.cvut.cz/~vokacpet/activities/ppolicy/
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• preverjanje operacijskega sistema: programska oprema za zaznavo ope-
racijskega sistema iz podatkov povezave TCP – p0f3
Pri obdelavi podatkov o elektronski pošti je zelo pomembna časovna kom-
ponenta obdelave, saj se mnogi podatki iz javno dostopnih baz (RBL ...)
precej hitro spreminjajo in s tem spreminjajo svojo informacijsko vrednost
pri zaznavi neželene elektronske pošte. Velikokrat se namreč zgodi, da javne
dostopne baze še nimajo podatka o tem, da bi nek naslov IP pošiljal neželeno
elektronsko pošto, medtem ko je ta naslov IP že vir take pošte. Predvsem
zaradi tega razloga se vsi podatki obdelajo in shranijo ob prejemu elektron-
ske pošte, tako da na tak način vsebujejo vse informacije, ki so bile takrat
na voljo. S pomočjo celotnega sistema smo zbrali podatke o vsaki prejeti
elektronski pošti in vse pripadajoče atribute. Dodatno smo te atribute raz-
širili s podatkom o vsebini elektronske pošte, ki smo ga dobili kot povratno
informacijo iz sistema za označevanje neželene elektronske pošte. Ta lahko
preveri vsebino elektronske pošte z dovoljenjem prejemnika in s tem precej
izboljša klasifikacijsko točnost. Uporabljen sistem za osnovo vzame program-
sko opremo amavisd-new4, ki predstavlja ogrodje za zaznavo neželene elek-
tronske pošte. V to ogrodje je vpeta programska oprema SpamAssassin [23],
CRM1145, dspam6, ClamAV7 kot tudi dodatna pravila, ki smo jih s pomočjo
avtorja programske opreme amavisd-new8, razvili za povečanje klasifikacij-
ske točnosti. S tako sestavljenim sistemom smo dosegli klasifikacijsko točnost
višjo od 99% [7].
Sistem za zbiranje podatkov je tako zbiral podatke v obdobju med 15.
julijem 2014 in 15. februarjem 2015 za elektronske naslove uporabnikov sto-
ritev elektronske pošte omrežja ARNES9 in jih shranjeval v obliko CSV.
Po končanem zbiranju podatkov smo podatke obdelali v obliko, primerno
3http://lcamtuf.coredump.cx/p0f3/
4https://www.ijs.si/software/amavisd/
5http://crm114.sourceforge.net/
6http://dspam.nuclearelephant.com/
7https://www.clamav.net/
8Mark Martinec - mark.martinec@ijs.si
9ARNES – Akademska in raziskovalna mreža Slovenije, http://www.arnes.si/
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za nadaljno obravnavo. To pomeni, da smo podatke časovno uredili, uredili v
kodno tabelo UTF8 in vse atribute uredili v skladu z opisano zalogo vrednosti
v tabeli 6.1. Tako smo dobili podatkovno zbirko, ki je predstavljena na sliki
3.2
Slika 3.2: Število želenih in neželenih elektronskih sporočil v obdobju med 15.
julijem 2014 in 15. februarjem 2016
Popolna podatkovna zbirka je vsebovala 47.073.461 zapisov o prejetih ele-
ktronski sporočilih od tega 8.475.499 neželenih in zasedla skoraj 27 gigabajtov
podatkov.
Vsak dan je tako v povprečju sistem prejel 217.932 elektronskih sporočil
(s standardnim odklonom 78.714) od katerih jih je bilo v povprečju 39.238
neželenih.
Poglavje 4
Analiza podatkov
Po končanem zbiranju podatkov smo izvedli analizo podatkov in pri tem
uporabili metode strojnega učenja. Uporabili smo dva različna pristopa:
metode za paketno učenje iz stacionarnih podatkov in zatem metode učenja
iz podatkovnih tokov.
Postopek analize podatkov smo ločili v štiri ločene korake:
• izbor 20 najbolj pomembnih atributov učne množice;
• izbor in primerjava algoritmov za učenje iz stacionarnih podatkov in
algoritmov za učenje iz podatkovnih tokov;
• izbor velikosti učnega okna pri metodah strojnega učenja iz podatkov-
nih tokov;
• primerjava z obstoječimi metodami za označevanje neželene elektronske
pošte.
4.1 Izbor najbolj pomembnih atributov
Zaradi velike podatkovne zbirke s 83 atributi smo v prvem koraku omejili šte-
vilo atributov in s tem izboljšali klasifikacijsko točnost kasneje uporabljenih
metod strojnega učenja in obenem pridobili domensko znanje o pomembnih
atributih.
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Za oceno kvalitete atributov v dvorazrednih klasifikacijskih problemih
smo uporabili funkcijo ReliefFexpRank [50], ki učinkovito rešuje problem
odvisnosti atributov, ki bi se lahko pojavili v naši podatkovni zbirki. Pri tem
smo uporabili funkcijo ReliefFexpRank iz programskega paketa CORElearn
[51] v okolju R.
Zaradi velike zaloge vrednosti posameznih atributov smo pred začetkom
izbora 20 najbolj pomembnih atributov uporabili zgoščevalno funkcijo, ki
je atribute z veliko zalogo vrednosti uvrstila v diskretne atribute z zalogo
vrednosti 1024 različnih vrednosti. Ti atributi so: ASN, SMTP HELO ime,
ime pošiljatelja in naslov IP pošiljatelja.
Zaradi velike količine podatkov smo pripravili 1.000 vzorcev celotne po-
datkovne zbirke z izborom 1 % celotne podatkovne zbirke. Na predpripra-
vljenih vzorcih podatkovne zbirke smo pognali funkcijo ReliefFexpRank v
programskem paketu R. Izbor atributov je bil opravljen na računski gruči
Arnesa, ki je del Slovenske iniciative za nacionalni grid1.
Iz rezultatov smo tako izbrali 20 atributov, ki najbolje opišejo problemsko
domeno in so predstavljeni na sliki 4.1.
Ti atributi so:
• ASN
• DNSBL apews
• DNSBL freev4l
• DNSBL jem
• DNSBL pbl
• DNSBL unsubscore
• dan v tednu pošiljatelja
• država pošiljatelja
• naslov IP pošiljatelja
• IPv4
• ime pošiljatelja
• operacijski sistem
• protokol
• reverzna preslikava
• ugled Senderbase
• ugled TrustedSource
• ujemanje zapisa SPF
• uporaba enkripcije
• ura v dnevu pošiljatelja
• časovni pas
Izbor zgoraj predstavljenih atributov potrjuje naslednje, v strokovni lite-
raturi predstavljene domneve:
1Slovenska iniciativa za nacionalni grid – SLING – http://www.sling.si
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• atribut ASN, ki predstavlja ponudnika internetnih storitev, potrjuje,
da obstaja močna povezanost med ponudniki internetnih storitev in
pošiljatelji neželene elektronske pošte [52];
• vključitev atributovDNSBL apews, DNSBL freev4l, DNSBL jem, DNSBL
Slika 4.1: Porazdelitev atributov po pomembnosti glede na funkcijo ReliefFexpRank
(prikazane so vrednosti ocene atributov)
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pbl, DNSBL unsubscore, ugled TrustedSource, ugled Senderbase potrdi
kakovost teh DNSBL podatkovnih zbirk in zbirk ugleda naslova IP;
• atributi dan v tednu pošiljatelja, ura v dnevu pošiljatelja, časovni pas
potrjujejo domnevo, da večino neželene elektronske pošte pošljejo oku-
ženi računalniki, ki so večinoma vključeni v omrežje v delovnem času
[2];
• vključitev atributa IPv4 razloži hipotezo, da se še vedno pošlje več
neželene elektronske pošte preko IPv4 naslovnega prostora [53];
• ime pošiljatelja se v kampanjah, ki jih izvajajo pošiljatelji neželene
elektronske pošte, ne spreminja [5];
• atribut operacijski sistem potrjuje domnevo o povezavi med neželeno
elektronsko pošto in operacijskim sistemom pošiljatelja [54];
• vključitev atributov protokol, uporaba enkripcije in ujemanje zapisa
SPF potrdi domnevo, da obstaja močna povezava med spoštovanjem
protokola SMTP in neželeno elektronsko pošto. Pošiljatelji neželene
elektronske pošte velikokrat zanemarijo spoštovanje protokolov v na-
meri, da bi v najkrajšem možnem času poslaličim večje število neželene
elektronske pošte [55].
4.2 Izbor in primerjava algoritmov za učenje
iz stacionarnih podatkov in algoritmov za
učenje iz podatkovnih tokov
V problemski domeni označevanja neželene elektronske pošte želimo z upo-
rabo različnih pristopov pravilno uvrstiti elektronska sporočila v dva razreda:
želena in neželena elektronska pošta.
Med najbolj uspešne pristope štejemo uporabo algoritmov za učenje iz
stacionarnih podatkov. V literaturi [6] se med največkrat uporabljanimi al-
goritmi za klasifikacijo elektronske pošte pojavljata dva algoritma: naivni
Bayesov klasifikator [56] in odločitvena drevesa C4.5 [57].
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Z uporabo učenja iz podatkovnih tokov želimo primerjati klasifikacijsko
točnost z algoritmi za paketno učenje iz stacionarnih podatkov. Za klasifi-
kacijske probleme pri metodah za učenje iz podatkovnih tokov najpogosteje
uporabljamo dva algoritma: VFDT [46] in cVFDT [47]. S primerjavo klasifi-
kacijskih točnosti zgoraj omenjenih algoritmov na naši podatkovni množici,
sestavljeni iz atributov iz poglavja 4.1, želimo ugotoviti, kako uspešna sta
algoritma za učenje iz podatkovnih tokov v primerjavi z izbranima algorit-
moma za paketno učenje iz stacionarnih podatkov na primeru označevanja
neželene elektronske pošte. Večina orodij, ki uporabljajo zgoraj omenjene
algoritme za uvrščanje, uporablja vse atribute elektronske pošte, tudi same
vsebine elektronske pošte, ki smo jo v našem pristopu namenoma izpustili.
Metode za paketno učenje iz stacionarnih podatkov smo uporabili, da
smo izračunali ciljni razred na zbrani podatkovni množici, predstavljeni v
poglavju 3. Pri tem smo poskušali posnemati realno okolje pri ponudniku
elektronske pošte na način, da smo prilagodili velikost učne množice. Učna
množica je bila tako sestavljena iz podatkov o elektronski pošti izpred dolo-
čenega števila dni. S tem smo simulirali izdelavo odločitvenega modela, ki se
lahko zgradi pri ponudniku elektronske pošte enkrat dnevno.
Ker je naša podatkovna zbirka ciljni razred že imela, smo le-tega upo-
rabili za izračun klasifikacijske točnosti uporabljenega algoritma. Le to smo
izračunali za vsak posamezni dan v podatkovni zbirki in s tem primerjali,
kako se klasifikacijska točnost spreminja skozi čas. Na koncu smo izračunali
povprečno klasifikacijsko točnost in standardni odklon. S tem smo pridobili
povprečno dnevno klasifikacijsko točnost, ki smo jo lahko primerjali med raz-
ličnimi uporabljenimi algoritmi in tudi z metodami inkrementalnega učenja
iz podatkovnih tokov.
Pri uporabi metod inkrementalnega učenja iz podatkovnih tokov smo
prevedli prejem elektronske pošte v podatkovni tok, kjer vsaka elektronska
pošta predstavlja učni primer v podatkovnem toku.
Uporabili smo dve najbolj pogosti metodi za inkrementalno učenje iz po-
datkovnih tokov: uporaba algoritmov VFDT [46] in cVFDT [47]. Algoritem
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VFDT inkrementalno gradi odločitveno drevo, obenem pa upošteva omejitve
učenja iz podatkovnih tokov. Algoritem cVFDT je nadgradnja algoritma
VFDT, ki bolje obravnava zvezne atribute in gradi vzporedno drevo VFDT
algoritmu in takoj, ko obstoječe drevo ne dosega več dobre klasifikacijske
točnosti, le-tega zamenja z vzporednim.
Algoritma smo poganjali z uporabo metode, kjer se za vsak primer v
podatkovnem toku določi ciljni razred in takoj v naslednjem koraku algori-
tem ta podatek uporabi v svoji učni množici in s tem inkrementalno poveča
odločitveni model.
Oba algoritma za inkrementalno učenje iz podatkovnih tokov smo upo-
rabili brez kakršnihkoli omejitev učnega okna.
Pri uporabi algoritmov za inkrementalno učenje iz podatkovnih tokov
VFDT in cVFDT smo zaradi računske zahtevnosti celotnega opravila klasi-
fikacijsko točnost izračunali po klasifikaciji vsakih 10.000 primerov. V pov-
prečju smo tako dobili več kot 20 povprečnih klasifikacijskih točnosti za vsak
dan v podatkovnem toku.
Za izvajanje algoritmov paketnega učenja iz stacionarnih podatkov smo
uporabili programski paket MOA2, ki temelji na programski opremi Weka3.
Za izvajanje obeh algoritmov za inkrementalno učenje iz podatkovnih tokov
smo za osnovo izbrali programsko opremo streamDM-C++4, ki implemen-
tira oba algoritma v programskem jeziku C in s tem pohitri samo izvajanje
algoritmov.
4.2.1 Uporaba algoritma naivni Bayes
Algoritem naivnega Bayesa smo uporabili na način, da smo za učno množico
uporabili bodisi podatke preteklega dne, podatke izpred sedmih dni, prete-
klega tedna bodisi preteklih 14 dni. Na tak način smo simulirali okolje, kjer
2MOA - Massive Online Analysis - http://moa.cms.waikato.ac.nz/
3Weka - http://www.cs.waikato.ac.nz/ml/weka/
4streamDM-C++: C++ Stream Data Mining: https://github.com/huawei-noah/
streamDM-Cpp
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se sistem uči samo iz podatkov iz preteklega časovnega okvirja.
Izbor časovnega okna za učno množico smo opravili ob predpostavki, da
je to dovolj velika zbirka podatkov, ki jo lahko obdelamo v kratkem času
in iz tega izdelamo dovolj dober odločitveni model, ki bo upošteval dovolj
lastnosti neželene elektronske pošte.
Rezultati uporabe algoritma za paketno učenje iz stacionarnih podatkov
naivni Bayes se nahajajo v tabeli 4.1. Iz rezultatov povprečne klasifikacijske
točnosti lahko vidimo, da dosežemo najvišjo točnost v primeru, ko izberemo
učno množico izpred zadnjih sedmih dni. Obenem je tudi standardni od-
klon najnižji in zato je izbira take množice najbolj primerna, ko gradimo
odločitveni model z uporabo algoritma naivni Bayes.
Učna množica Povprečna klasifikacijska
točnost
Standardni odklon
podatkovna množica
preteklega dne
93.2768% 2.5468
podatkovna množica
enega dne izpred enega
tedna
95,806% 1,7779
podatkovna množica
izpred zadnjih sedmih
dni dne
96,1356% 1,4910
podatkovna množica
izpred zadnjih
štirinajstih dni dne
96,0869% 1,5508
Tabela 4.1: Povprečna klasifikacijska točnost in standardni odklon algoritma naivni
Bayes pri uporabi različnih učnih množic
4.2.2 Uporaba algoritma C4.5
Podobno kot algoritem naivnega Bayesa smo uporabili tudi algoritem C4.5.
Zaradi omejenih računskih zmogljivosti smo algoritem C4.5 omejili na učno
množico izpred enega in sedmih dni. Uporaba večjih učnih množic je namreč
presegla spominske zmogljivosti računalnikov, ki smo jih lahko uporabili.
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Razlog za tak izbor učnih množic izhaja iz rezultatov uporabe algoritma
naivni Bayes, kjer smo z učno množico izpred enega dne dosegli nižjo klasifi-
kacijsko točnost kot z učno množico izpred enega tedna. Količina in vsebina
elektronske pošte se namreč precej ujema z običajnim delovnim časom, kar
pomeni, da je učna množica izpred enega dne manj reprezentativna (delovnik,
dela prost dan) kot učna množica izpred sedmih dni.
Rezultati uporabi algoritma za paketno učenje iz stacionarnih podatkov
C4.5 se nahajajo v tabeli 4.2. Z uporabo učne množice izpred enega dne
dobimo najvišjo klasifikacijsko točnost algoritma C4.5, ki tudi presega klasi-
fikacijsko točnost algoritma naivni Bayes, ki je predstavljena v tabeli 4.1.
Učna množica Povprečna klasifikacijska
točnost
Standardni odklon
podatkovna množica
preteklega dne
95.1135% 2.0047
podatkovna množica
enega dne izpred enega
tedna
96.1470% 1.8947
Tabela 4.2: Povprečna klasifikacijska točnost in standardni odklon algoritma C4.5
pri uporabi različnih učnih množic
4.2.3 Uporaba algoritmov VFDT in cVFDT
Pri uporabi metod inkrementalnega učenja iz podatkovnih tokov smo upora-
bili algoritma VFDT in cVFDT brez omejitev velikosti učnega okna kot tudi
brez omejitve zasedenega pomnilnika.
Povprečna klasifikacijska točnost algoritmov za inkrementalno učenje iz
podatkovnih tokov je predstavljena v tabeli 4.3.
Povprečna klasifikacijska točnost se je pri obdelavi podatkovnega toka
spreminjala, kar je lepo razvidno na grafu 4.2 pri uporabi algoritma VFDT
in na grafu 4.3 pri uporabi algoritma cVFDT. V primeru uporabe algoritma
cVFDT je iz grafa lepo vidno, da se je klasifikacijska točnost s povečeva-
njem števila učnih modelov dvigala in dosegla višjo povprečno vrednost kot
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Algoritem Povprečna klasifikacijska
točnost
Standardni odklon
VFDT 86.9293% 1.3485
cVFDT 92.8897% 0.9687
Tabela 4.3: Povprečna klasifikacijska točnost in standardni odklon algoritmov
VFDT in cVFDT brez omejitev
v primeru uporabe algoritma VFDT.
Slika 4.2: Klasifikacijska točnost algoritma VFDT brez omejitev
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Slika 4.3: Klasifikacijska točnost algoritma cVFDT brez omejitev
4.2.4 Primerjava uporabljenih algoritmov
Pri analizi smo izbrali 4 algoritme: dva algoritma za paketno učenje iz staci-
onarnih podatkov in dva algoritma za inkrementalno učenje iz podatkovnih
tokov.
Algoritma naivni Bayes in C4.5 sta na množici 20 najbolj reprezentativ-
nih atributov pokazala povprečno klasifikacijsko točnost nad 93% , zbranih
na način brez poseganja v samo vsebino elektronske pošte. Algoritem C4.5
je imel povprečno klasifikacijsko točnost celo nad 95%. Z izborom prave učne
množice smo izboljšali klasifikacijsko točnost obeh algoritmov nad 96%. Taka
klasifikacijska točnost je nižja od povprečne klasifikacijske točnosti sistema,
s katerim smo zbrali celotno podatkovno zbirko in tudi od povprečne klasi-
fikacijske točnosti pri uporabi metod blokiranja neželene elektronske pošte
z uporabo spletnih podatkovnih baz IP ugleda [58]. Obenem je ta rezultat
tudi precej slabši v primerjavi s komercialnimi produkti, ki večinoma dose-
gajo klasifikacijsko točnost nad 99% [59].
Algoritem za inkrementalno učenje iz podatkovnih tokov VFDT je do-
segel klasifikacijsko točnost 86.9%, medtem ko je algoritem cVFDT dosegel
klasikacijsko točnost 92.8%.
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V primerjavi z algoritmoma za paketno učenje iz stacionarnih podatkov
se izkažeta algoritma za inkrementalno učenje iz podatkovnih tokov za slabša
in v okolju ponudnika elektronske pošte precej neuporabna. S smiselno izbiro
učne množice lahko algoritma naivni Bayes in C4.5 prilagodimo, da imata
boljšo klasifikacijsko točnost od algoritmov za inkrementalno učenje iz po-
datkovnih tokov ob pravilni izbiri učne množice.
4.3 Izbor velikosti učnega okna pri učenju iz
podatkovnih tokov
Pri algoritmih inkrementalnega učenja iz podatkovnih tokov je zelo pomem-
ben dejavnik tudi velikost učnega okna. Ta pogojuje klasifikacijsko točnost
samega algoritma kot tudi računsko in pomnilniško obremenitev računalnika.
Z namenom optimizacije strojnih resursov računalnika smo poskušali iden-
tificirati optimalno velikost učnega okna za oba algoritma, ki smo ju izbrali
v poglavju 4.2. S tem smo omogočili manjšo zasedenost pomnilnika in hi-
trejše izvajanje algoritma na primeru problemske domene označevanja neže-
lene elektronske pošte.
Za identifikacijo optimalnega učnega okna smo uporabili isto programsko
opremo in podatkovno zbirko kot v poglavju 4.2. Primerjali smo povprečno
klasifikacijsko točnost algoritmov, ki smo jo izračunali v korakih po 10.000
primerkov iz podatkovne zbirke.
Glede na zahtevnost uporabe algoritmov VFDT in cVFDT na podatkovni
zbirki smo izbrali tri velikosti učnega okna: 1.000, 10.000 in 100.000 primerov
iz podatkovne zbirke. Vsaka od teh velikosti vsebuje določene elemente, ki bi
nam lahko pomagali pri identifikaciji optimalnega učnega okna. Najmanjše
učno okno nam tako lahko pove, ali se klasifikacijska točnost bistveno spre-
meni, če omejimo učno okno na samo 1.000 primerov. Z omejitvijo velikosti
učnega okna na 100.000 primerov smo poskušali ugotoviti, ali s povečeva-
njem učnega okna izboljšamo povprečno klasifikacijsko točnost. Uporabili
smo tudi vmesno velikost učnega okna 10.000 primerov.
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Oba algoritma sta pri različnih velikostih učnega okna dala rezultate, ki
so predstavljeni v tabeli 4.4.
Algoritem Velikost učnega
okna
Povprečna
klasifikacijska
točnost
Standardni
odklon
VFDT 1.000 86.9226% 0.1095
VFDT 10.000 86.8330% 0.1016
VFDT 100.000 86.8876% 0.8334
cVFDT 1.000 93.4710% 0.0630
cVFDT 10.000 93.4540% 0.0490
cVFDT 100.000 93.45400% 0.0351
Tabela 4.4: Povprečna klasifikacijska točnost in standardni odklon algoritmov
VFDT in cVFDT pri uporabi različnih velikosti učnega okna
Rezultati izbire optimalne velikosti učnega okna so pokazali, da velikost
učnega okna ne vpliva bistveno na povprečno klasifikacijsko točnost algo-
ritmov za inkrementalno učenje iz podatkovnih tokov. Že okno velikosti
1.000 primerov namreč doseže enako klasifikacijsko točnost kot vsako večje
testirano okno. Razlike se pojavijo samo pri večjih razlikah v klasifikacijski
točnosti pri procesiranju celotnega podatkovnega toka. Večje kot je učno
okno, manj se klasifikacijska točnost spreminja skozi podatkovni tok.
Majhen vpliv velikosti učnega okna je precej nepričakovan, saj smo pri-
čakovali, da bo učno okno velikosti 1.000 primerov imelo precej manjšo pov-
prečno klasifikacijsko točnost kot večja okna. Zanimiva je tudi ugotovitev,
da oba algoritma dosegata boljše klasifikacijske točnosti pri uporabi omejitve
učnega okna kot pri uporabi algoritmov brez omejitev (tabela 4.3).
4.4 Primerjava z obstoječimi metodami
Uporaba metod strojnega učenja na podatkovni zbirki brez osebnih podat-
kov, ki je zbrana v transportni fazi prenosa elektronske pošte, je pristop, ki
pri problemski domeni označevanja neželene elektronske pošte še ni bil upora-
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bljen. Obenem uporaba algoritmov za inkrementalno učenje iz podatkovnih
tokov predstavlja nov pristop k reševanju tega problema.
Vseeno lahko tak pristop primerjamo s preostalimi metodami zaznave
neželene elektronske pošte s primerjanjem klasifikacijske točnosti.
Za primerjavo smo izbrali dve metodi, ki ju najdemo v literaturi in ju
lahko primerjamo s pridobljenimi rezultati. Prva metoda je uporaba podat-
kovne zbirke DNSBL Zen projekta Spamhaus5. Podatkovna zbirka DNSBL
Zen vsebuje naslove IP pošiljateljev neželene elektronske pošte in velja za naj-
bolj kakovostno zbirko [60]. Uporaba te metode ne posega v osebne podatke
prejemnika elektronske pošte in zato je primerna za uporabo pri ponudnikih
storitev elektronske pošte.
Druga metoda, ki smo jo primerjali s pridobljenimi rezultati iz poglavij 4.2
in 4.4, je metoda uporabe algoritmov za inkrementalno učenje iz podatkovnih
tokov GNUsmail [49], ki uporablja za učno množico tudi vsebino elektronske
pošte.
Obe metodi smo primerjali s primerjavo klasifikacijskih točnosti med iz-
brano metodo in najboljšo klasifikacijsko točnostjo algoritmov naivni Bayes,
C4.5, VFDT in cVFDT.
4.4.1 Primerjava z DNSBL podatkovno zbirko Zen
Podatkovna zbirka DNSBL Zen ima v literaturi [18, 60] najboljšo klasifika-
cijsko točnost med vsemi podatkovnimi zbirkami DNSBL. Ker smo podatke
iz podatkovne zbirke DNSBL Zen že imeli v učni množici kot enega izmed
atributov, smo lahko preverili ujemanje atributa s ciljnim razredom.
Iz rezultatov, predstavljenih v tabeli 4.5, lahko ugotovimo, da uporaba al-
goritmov za inkrementalno učenje iz podatkovnih tokov, kjer podatkovni tok
vsebuje samo 20 atributov, omogoča boljšo klasifikacijsko točnost kot upo-
rabo podatkovne zbirke DNSBL Zen. Uporaba podatkovne zbirke DNSBL
Zen je vendarle dovolj natančna, da jo lahko uporabimo v začetni fazi prenosa
elektronskega sporočila (vzpostavitev povezave, greylisting itd.), ker predsta-
5Spamhaus Project - http://www.spamhaus.org
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Uporabljena metoda Povprečna klasifikacijska točnost
algoritem naivni Bayes 96,0869%
algoritem C4.5 96.1470%
algoritem VFDT 86.9293%
algoritem cVFDT 93.4710%
podatkovna zbirka DNSBL Zen 89.2246%
Tabela 4.5: Povprečna klasifikacijska točnost algoritmov naivni Bayes, C4.5,
VFDT, cVFDT in ujemanje atributa iz podatkovne zbirke DNSBL Zen s ciljnim
razredom
vlja najmanjšo obremenitev resursov poštnega strežnika, medtem ko uporaba
algoritmov za strojno učenje uporablja bolj resurse poštnega strežnika.
4.4.2 Primerjava s programsko opremo GNUsmail
Programska oprema GNUsmail6 uporablja za inkrementalno učenje iz po-
datkovnih tokov več različnih algoritmov in za svojo učno množico uporablja
celotno elektronsko sporočilo, vključno z osebnimi podatki, ki jih v naši po-
datkovni zbirki nismo uporabili.
Za primerjavo smo tako uporabili klasifikacijsko točnost, ki jo je program-
ska oprema GNUsmail dosegla v članku “GNUSmail: Open framework for
on-line email classification”. V članku so Carmona-Cejudo in sod. [49] upo-
rabili tri različne algoritme za inkrementalno učenje iz podatkovnih tokov in
pri tem dosegli različne klasifikacijske točnosti za različne podatkovne tokove
elektronskih sporočil. Za podatkovni tok so izbrali zbirko elektronski sporočil
Enron [61].
V članku so tako uporabili naslednje algoritme za leno učenje in VFDT.
Med njimi se je najbolj izkazal algoritem najbližjih sosedov z uporabo nepo-
vezanih splošnih primerov (angl. Nearest-neighbor-like algorithm using non-
nested generalized exemplars), ki je dosegel povprečno klasifikacijsko točnost
78.6795%. Povprečna klasifikacijska točnost algoritmov, ki smo jih uporabili
6GNUsmail - https://github.com/mbaena/gnusmail
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v poglavju 4.2, je tako presegla povprečno klasifikacijsko točnost v članku
uporabljenega algoritma.
Razlog za to se skriva v količini elektronske pošte, ki jo algoritmi potrebu-
jejo, da dosežejo visoko klasifikacijsko točnost. Algoritma VFDT in cVFDT
se namreč najbolje obneseta v primerih, ko podatkovni tok vsebuje veliko šte-
vilo primerov, kar v primeru naše podatkovne množice zagotovo je. V članku
so namreč uporabili podatkovno množico z 2479 elektronskimi sporočili, kar
se je odražalo v nižji klasifikacijski točnosti uporabljenega algoritma.
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Poglavje 5
Zaključek
V magistrski nalogi smo predstavili napreden način zaznave neželene elek-
tronske pošte z uporabo algoritmov za inkrementalno učenje iz podatkovnih
tokov. Pri tem smo upoštevali omejitve zaščite osebnih podatkov in pri gra-
dnji odločitvenega modela uporabljali samo atribute, ki jih lahko pridobimo
v transportni fazi prenosa elektronskega sporočila.
Z upoštevanjem zaščite osebnih podatkov smo sestavili podatkovno zbirko
47.073.461 zapisov elektronskih sporočil, ki so bili opisani s 60 atributi. Iz-
med 60 atributov smo izbrali 20 takih, ki najbolj vplivajo na odločitev, ali
elektronsko sporočilo uvrstimo med želena ali neželena sporočila.
V nadaljevanju smo primerjali metodi paketnega učenja iz stacionarnih
podatkov z metodami inkrementalnega učenja iz podatkovnih tokov in ugoto-
vili, da metode paketnega učenja iz stacionarnih podatkov ob izbiri optimalne
učne množice doseže boljšo povprečno klasifikacijsko točnost kot metode za
inkrementalno učenje iz podatkovnih tokov. Obenem smo ugotovili, da al-
goritmi za paketno učenje iz stacionarnih podatkov dosegajo klasifikacijsko
točnost nad 90%, če v fazi učenja uporabimo učno množico izpred zadnjih
nekaj dni. Na drugi strani tudi algoritmi za inkrementalno učenje iz podat-
kovnih tokov dosegajo klasifikacijsko točnost nad 90% in pri tem potrebujejo
manjše število primerov v učnem oknu ter porabijo manj strojnih resursov.
Iz opravljenih eksperimentov ni vidno, da bi bila metoda inkrementalnega
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učenja iz podatkovnih tokov boljša od preostalih, danes uporabljenih metod
za uvrščanje elektronske pošte.
Z nadaljnim raziskovanjem optimalne velikosti učnega okna, razvojem
novih algoritmov za inkrementalno učenje iz podatkovnih tokov in boljšim
poznavanjem problemske domene bomo lahko približali učinkovitost zaznave
neželene pošte trenutno aktualnim metodam in obenem ohranili zasebnost
prejemnika in pošiljatelja.
Poglavje 6
Dodatki
6.1 Tabela uporabljenih atributov
Tabela 6.1: Tabela uporabljenih atributov
ime atributa oblika atributa opis atributa
asn diskretni Podatek o ponudniku inter-
neta glede na pošiljateljev na-
slov IP, pridobljen iz podat-
kovne baze MaxMind GeoLite
asn1
Časovni pas diskretni Podatek o časovnem pasu na-
slova IP, pridobljen iz podat-
kovne baze Maxmind GeoIP
City22
Dan v tednu zvezni Podatek o dnevu v tednu pre-
jema elektronskega sporočila.
1http://dev.maxmind.com/geoip/legacy/geolite/
2https://www.maxmind.com/en/geoip2-city
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Dan v tednu pošiljatelja zvezni Lokalni dan v tednu pošilja-
telja, pridobljen iz geoloka-
cije pošiljateljevega naslova IP
in časa prejema elektronskega
sporočila
DNSBL abuseat binarni Podatek o prisotnosti po-
šiljateljevega naslova IP v
podatkovni zbirki DNSBL:
cbl.abuseat.org
DNSBL apews binarni Podatek o prisotnosti po-
šiljateljevega naslova IP v
podatkovni zbirki DNSBL:
l2.apews.org
DNSBL backscatterer binarni Podatek o prisotnosti po-
šiljateljevega naslova IP v
podatkovni zbirki DNSBL:
ips.backscatterer.org
DNSBL barracudacentral binarni Podatek o prisotnosti po-
šiljateljevega naslova IP v
podatkovni zbirki DNSBL:
b.barracudacentral.org
DNSBL fabel binarni Podatek o prisotnosti pošilja-
teljevega naslova IP v podat-
kovni zbirki DNSBL: spamso-
urces.fabel.dk
DNSBL freev4l binarni Podatek o prisotnosti po-
šiljateljevega naslova IP v
podatkovni zbirki DNSBL:
free.v4bl.org
DNSBL gbudb binarni Podatek o prisotnosti poši-
ljateljevega naslova IP v po-
datkovni zbirki DNSBL: trun-
cate.gbudb.net
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DNSBL inps binarni Podatek o prisotnosti po-
šiljateljevega naslova IP v
podatkovni zbirki DNSBL:
dnsbl.inps.de
DNSBL iwm binarni Podatek o prisotnosti po-
šiljateljevega naslova IP v
podatkovni zbirki DNSBL:
sip.invaluement.com
DNSBL iwm24 binarni Podatek o prisotnosti po-
šiljateljevega naslova IP v
podatkovni zbirki DNSBL:
sip24.invaluement.com
DNSBL jem binarni Podatek o prisotnosti poši-
ljateljevega naslova IP v po-
datkovni zbirki DNSBL: host-
karma.junkemailfilter.com
DNSBL jippg binarni Podatek o prisotnosti poši-
ljateljevega naslova IP v po-
datkovni zbirki DNSBL: mail-
abuse.blacklist.jippg.org
DNSBL manituix binarni Podatek o prisotnosti po-
šiljateljevega naslova IP v
podatkovni zbirki DNSBL:
ix.dnsbl.manitu.net
DNSBL pbl binarni Podatek o prisotnosti po-
šiljateljevega naslova IP v
podatkovni zbirki DNSBL:
pbl.spamhaus.org
DNSBL s5h binarni Podatek o prisotnosti po-
šiljateljevega naslova IP v
podatkovni zbirki DNSBL:
all.s5h.net
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DNSBL sbl binarni Podatek o prisotnosti po-
šiljateljevega naslova IP v
podatkovni zbirki DNSBL:
sbl.spamhaus.org
DNSBL sem binarni Podatek o prisotnosti po-
šiljateljevega naslova IP v
podatkovni zbirki DNSBL:
bl.spameatingmonkey.net
DNSBL senderscore zvezni Podatek o prisotnosti po-
šiljateljevega naslova IP v
podatkovni zbirki DNSBL:
score.senderscore.com
DNSBL services binarni Podatek o prisotnosti poši-
ljateljevega naslova IP v po-
datkovni zbirki DNSBL: ko-
rea.services.net
DNSBL sorbs binarni Podatek o prisotnosti po-
šiljateljevega naslova IP v
podatkovni zbirki DNSBL:
dnsbl.sorbs.net
DNSBL spamcannibal binarni Podatek o prisotnosti po-
šiljateljevega naslova IP v
podatkovni zbirki DNSBL:
bl.spamcannibal.org
DNSBL spamcop binarni Podatek o prisotnosti po-
šiljateljevega naslova IP v
podatkovni zbirki DNSBL:
bl.spamcop.net
DNSBL spamrats binarni Podatek o prisotnosti po-
šiljateljevega naslova IP v
podatkovni zbirki DNSBL:
all.spamrats.com
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DNSBL spamratsdyna binarni Podatek o prisotnosti po-
šiljateljevega naslova IP v
podatkovni zbirki DNSBL:
dyna.spamrats.com
DNSBL spamratsspam binarni Podatek o prisotnosti po-
šiljateljevega naslova IP v
podatkovni zbirki DNSBL:
spam.spamrats.com
DNSBL surriel binarni Podatek o prisotnosti po-
šiljateljevega naslova IP v
podatkovni zbirki DNSBL:
psbl.surriel.com
DNSBL swinog binarni Podatek o prisotnosti poši-
ljateljevega naslova IP v po-
datkovni zbirki DNSBL: dn-
srbl.swinog.ch
DNSBL uceprotect0 binarni Podatek o prisotnosti pošilja-
teljevega naslova IP v podat-
kovni zbirki DNSBL: dnsbl-
0.uceprotect.net
DNSBL uceprotect1 binarni Podatek o prisotnosti pošilja-
teljevega naslova IP v podat-
kovni zbirki DNSBL: dnsbl-
1.uceprotect.net
DNSBL uceprotect2 binarni Podatek o prisotnosti pošilja-
teljevega naslova IP v podat-
kovni zbirki DNSBL: dnsbl-
2.uceprotect.net
DNSBL uceprotect3 binarni Podatek o prisotnosti pošilja-
teljevega naslova IP v podat-
kovni zbirki DNSBL: dnsbl-
3.uceprotect.net
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DNSBL unsubscore binarni Podatek o prisotnosti po-
šiljateljevega naslova IP v
podatkovni zbirki DNSBL:
ubl.unsubscore.com
DNSBL wpbl binarni Podatek o prisotnosti po-
šiljateljevega naslova IP v
podatkovni zbirki DNSBL:
db.wpbl.info
DNSBL xbl binarni Podatek o prisotnosti po-
šiljateljevega naslova IP v
podatkovni zbirki DNSBL:
xbl.spamhaus.org
DNSBL zen binarni Podatek o prisotnosti po-
šiljateljevega naslova IP v
podatkovni zbirki DNSBL:
zen.spamhaus.org
Država pošiljatelja diskretni Podatek o državi, iz katere
prihaja naslov IP pošiljatelja,
pridobljen iz podatkovne baze
MaxMind GeoLite Country3
FQRDNS ujemanje binarni Podatek o tem ali se obra-
tna preslikava DNS pošilja-
teljevega naslova IP ujema s
tistimi, ki bi za pošiljanje
morali uporabiti SMTP stre-
žnike njihovih ponudnikov in-
terneta.4
SMTP HELO ime diskretni Ime pošiljatelja iz poizvedbe
SMTP HELO
3http://dev.maxmind.com/geoip/legacy/geolite/
4https://github.com/stevejenkins/hardwarefreak.com-fqrdns.pcre/blob/
master/fqrdns.pcre
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Ime pošiljatelja diskretni Ime pošiljatelja iz ovojnice
elektronskega sporočila
Pošiljateljev Naslov IPv4 diskretni Pošiljateljev naslov IP
IPv4 binarni Podatek o tem ali pošiljatelj
uporablja IPv4 naslov ali IPv6
naslov
Lokalni čas pošiljatelja zvezni Lokalni čas pošiljatelja, prido-
bljen iz geolokacije pošiljate-
ljevega naslova IP in časa pre-
jema elektronskega sporočila
Obstoj domene pošiljatelja binarni Podatek o tem, ali domena
pošiljatelja, pridobljena v
ovojnici, obstaja
Obstoj MX naslova obratne
preslikave
binarni Podatek o tem, ali ima obra-
tna preslikava DNS pošiljate-
ljevega naslova IP veljaven za-
pis MX
Obstoj MX zapisa binarni Podatek o tem, ali ima poši-
ljatelj veljaven zapis MX
Operacijski sistem diskretni Podatek o operacijskem sis-
temu pošiljatelja, pridobljen
preko sistema p0f. Več na
strani 3
Protokol diskretni Podatek o uporabljenem pro-
tokolu SMTP pri prenosu spo-
ročila: ESMTP ali SMTP
Obratna preslikava DNS binarni Podatek o tem ali ima poši-
ljateljevega naslov IP obratno
preslikavo DNS
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ugled Senderbase zvezni Podatek o ugledu pošiljatelje-
vega naslova IP v podatkovni
zbirki Senderbase5
Število prejemnikov zvezni Podatek o številu prejemnikov
elektronskega sporočila
ugled TrustedSource zvezni Podatek o ugledu pošiljatelje-
vega naslova IP v podatkovni
bazi TrustedSource6
Ujemanje imena pošiljatelja in
naslova IP
binarni Podatek o tem, ali se obra-
tna preslikava DNS pošilja-
teljevega naslova IP, v kate-
rega se preslika ime pošiljate-
lja, ujema z imenom pošislja-
telja
Ujemanje obratne preslikave
in naslova IP
binarni Podatek o tem, ali se obra-
tna preslikava DNS pošiljate-
ljevega naslova IP ujema s po-
šiljateljevem naslovom IP
Ujemanje SPF zapisa binarni Podatek o ujemanju SPF [35]
zapisa
Uporaba enkripcije binarni Podatek ali je bila pri prenosu
sporočila uporabljena
enkripcija
Ura zvezni Podatek o uri prejema elek-
tronskega sporočila
Ura pri pošiljatelju zvezni Podatek o uri pošiljanju pri
pošiljatelju, pridobljen iz ge-
olokacije pošiljateljevega na-
slova IP in časa prejema elek-
tronske sporočila
5http://www.senderbase.org[62]
6http://trustedsource.org/
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