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Ultrasensitive detections have been proposed as an application of optomechanical systems. Here we develop
an approach to mass sensing by comparing the detected quadratures of light field coupled to a mechanical
resonator, whose slight change of the mass should be precisely measured. The change in the mass of the
mechanical resonator will cause the detectable difference in the evolved quadrature of the light field, to which
the mechanical oscillator is coupled. It is shown that the ultra-small change∆m from a massm can be detected
up to the ratio∆m/m ∼ 10−8 − 10−7 by choosing the feasible system parameters.
I. INTRODUCTION
Highly precise detection is an important ingredient in mod-
ern technologies. One category is the precise measurement
of the masses of nanoparticles or biomedical molecules, the
applications of which cover early-stage disease diagnosis, en-
vironmental monitoring, emergency response, and homeland
security [1–3]. Due to the possibility of realizing an ultra-
high quality factor Qm of mechanical resonator, for example
Qm = 10
8 in microtoroidal cavity [4], the coupled systems of
mechanical resonator with cavity field was regarded as a good
candidate for various precise measurements [5], including the
detection of gravitational waves [6–10] which is currently un-
der deep concern. As we will show below, the similar systems
can be applied to detect a very small mass too.
Previously the detection of nanoparticles was mostly
through their modification of the whispering gallery modes
(WGMs) of optomechanically coupled systems [11]. When
they are attached to cavity, the resonance frequency of WGMs
will be shifted according to the size of the nanoparticles. By
detecting the shift of WGMs, the ultra-sensitive size sens-
ing can be realized [12–14]. In addition, the dispersion of
nanoparticles will induce the mode splitting [15–27] or mode
broadening [28–30], and will also cause the linewidth change
[31] which can be used for size sensing as well.
A further step is to find out the small masses of the nanopar-
ticles with the similar systems. If a particle with the mass∆m
is attached to the mechanical resonator with the original mass
m, its mechanical resonance frequency will be lowered by a
small quantity∆ωm according to the relation [32]
∆ωm = −∆m
2m
× ωm, (1)
where ωm is its original resonance frequency. This relation
has been used to make ultra-sensitive mass sensors; see, e.g
[32–51].
Here we present a feasible approach to the mass sensing
by detecting the change in the quadrature of the coupled light
field to the mechanical resonator, as the result of its variation
of the resonance frequency by ∆ωm due to the extra parti-
cles. A slight change of the mechanical resonator’s mass can
lead to the detectable change in the coupled cavity field, or
more exactly the amplitude or phase of cavity quadratureswill
change according to the modification∆ωm to the system. We
apply this mechanism to realize a mass sensing. Particularly
we will show that the sensitivity can reach an ultra-high level
∆m/m = 10−8 − 10−7 by choosing the feasible system pa-
rameters.
The rest of the paper is organized as follows. In Sec. II,
we describe the model of the concerned system for the quan-
titative discussions in the following sections. The mechanism
for the mass sensing by the comparison of cavity quadratures,
which is detailed in Sec. III, is illustrated with the system’s
dynamical equations. Then we systematically investigate how
the system parameters affect the detection precision in Sec.
IV, in order to optimize the performance. The work is con-
cluded in the final section.
II. THE MODEL
The optomechanically coupled system used for detection is
depicted in Fig. 1, where a mechanical resonator (the bound-
ary of an expandable cavity) is driven by a continuous-wave
(CW) laser field via the radiation pressure. The Hamiltonian,
H = HS +HOM +HSR, to describe the dynamical process
due to the interaction between the cavity field and the me-
FIG. 1. Scheme for mass sensing with an optomechanically couped
system. The nanoparticles are attached to the mechanical resonator,
resulting in a change of the mechanical resonant frequency, which
will affect the cavity quadratures through the interaction between the
mechanical resonator and the cavity field. The change of the cavity
quadratures can be detected by a homodyne detection on the output
field. Here the mechanical resonator is initially in thermal equilib-
rium with its environment, which has the thermal occupation nth.
2chanical resonator consists of three parts. The first one about
the external drive and the system modes’ oscillations takes the
form (~ = 1)
HS = ∆aˆ
†aˆ+ ωmbˆ
†bˆ+ iE(aˆ† − aˆ) (2)
in a rotation frame with respect to the external drive frequency
ωL [52], where ∆ = ωc − ωL is the drive detuning, and ωc
(ωm) is the frequency of the cavity (mechanical) mode which
oscillates under a CW laser with the constant amplitude E.
The second one HOM = −gmaˆ†aˆ(bˆ + bˆ†) is the coupling
of the cavity field with the mechanical oscillator due to the
radiation pressure, where gm is the coupling constant at the
single photon level. The final one
HSR(t) =i
√
2κ{aˆ†ξˆc(t)eiωLt − aˆξˆ†c(t)e−iωLt}
+ i
√
2γm{bˆ†ξˆm(t)− bˆξˆ†m(t)} (3)
about the linear coupling between the cavity (mechanical)
mode with the associated reservoir, which acts on the system
via the stochastic Langevin noise operator ξˆc (ξˆm), gives rise
to the damping rate κ (γm) of the system modes. The sys-
tem is prepared in thermal equilibrium with the environment
before the drive laser is turned on.
We adopt an approach of factorizing a system’s evolution
operator [53–61] to study the system. For the currently con-
cerned evolution operatorU(t) = T exp{−i ∫ t0 dτHˆ(τ)}, the
reservoirs’ action manifests by the stochastic Hamiltonian (3)
among the total Hamiltonian H(t). First we take an interac-
tion picture with respect to the system Hamiltonian HˆS , which
is equivalent to a factorization of the evolution operator as
U(t) = e−iHSt × T e−i
∫
t
0
dτ{Heff (τ)+HN (τ)}, (4)
where Heff (t) +HN (t) = e
iHSt{HOM +HSR(t)}e−iHSt.
It results in the effective Hamiltonian
Heff (t) = −gm
[
E(t)aˆ† + E∗(t)aˆ+ |E(t)|2]
× (e−iωmtbˆ+ eiωmtbˆ†)
+ i
√
2κ{eiωctAˆ†(t)ξˆc(t)− e−iωctAˆ(t)ξˆ†c(t)}
+ i
√
2γm(e
iωmtbˆ†ξˆm(t)− e−iωmtbˆξˆ†m(t)), (5)
in addition to a nonlinear part HN = −gmaˆ†aˆ(e−iωmtbˆ +
eiωmtbˆ†), where
Aˆ(t) ≡ eiHˆStaˆe−iHˆSt = e−i∆t(aˆ+ E(t)),
E(t) =
iE
∆
(1− ei∆t). (6)
In the currently concerned setups with gm/ωm ≪ 1, the effect
of the nonlinear part HN can be well neglected as compared
with the quadratic HamiltonianHeff [59, 61].
The cavity field quadratures Xˆc(t) = (aˆ(t) + aˆ
†(t))/
√
2
and Pˆc(t) = i(aˆ(t) − aˆ†(t))/
√
2 are thus determined by the
system Hamiltonian HS and the effective Hamiltonian Heff
according to the two combined actions in Eq. (4). The former
transform them to
Xˆ(1)c ≡eiHˆStXˆ0c e−iHˆSt
=cos(∆t)Xˆ0c + sin(∆t)Pˆ
0
c
+ (e−i∆tE(t) + ei∆tE∗(t))/
√
2,
Pˆ (1)c ≡eiHˆStPˆ 0c e−iHˆSt
=− sin(∆t)Xˆ0c + cos(∆t)Pˆ 0c
− i(e−i∆tE(t)− ei∆tE∗(t))/
√
2, (7)
where Xˆ0c = (aˆ(0) + aˆ
†(0))/
√
2 and Pˆ 0c = i(aˆ(0) −
aˆ†(0))/
√
2. The latter will evolve the quadratures according
to the linear dynamical equations:
˙ˆ
X(2)c =− κXˆ(2)c − 2gmIm(E(t))[cos(ωmt)Xˆm + sin(ωmt)Pˆm]
−
√
2κRe(E(t)) +
√
κ[eiωctξˆc(t) +H.c.],
˙ˆ
P (2)c =− κPˆ (2)c + 2gmRe(E(t))[cos(ωmt)Xˆm + sin(ωmt)Pˆm]
−
√
2κIm(E(t)) − i
√
κ[eiω
′
ctξˆc(t)−H.c.],
˙ˆ
Xm =− γmXˆm − 2gm sin(ωmt)[Re(E(t))Xˆ(2)c + Im(E(t))Pˆ (2)c ]
− gm sin(ωmt)|E(t)|2 +√γm[eiωmtξˆm(t) +H.c.],
˙ˆ
Pm =− γmPˆm + 2gm cos(ωmt)[Re(E(t))Xˆ(2)c + Im(E(t))Pˆ (2)c ]
+ gm cos(ωmt)|E(t)|2 − i√γm[eiωmtξˆm(t)−H.c.],
(8)
where Im(E(t)) (Re(E(t))) denotes the imaginary (real) part
of the effect drive term in Eq. (6), and Xˆm (Pˆm) for the me-
chanical resonator is defined similarly as Xˆc (Pˆc). As seen
from Eq. (8), the mechanical resonance frequency ωm is rel-
evant to this part of the cavity quadratures Xˆ
(2)
c and Pˆ
(2)
c .
There will be a detectable change in the cavity quadratures,
if ωm is changed by an added mass. In the latter discussions
we only consider red-detuned drive field so that the system
will stabilize for performing the measurements.
III. MECHANISM FOR THE MASS SENSING
In Fig. 2 we present the examples of how the change of
mechanical frequencyωm will cause the varied cavity quadra-
tures 〈Xˆc〉 and 〈Pˆc〉, whose contributions from the process in
Eq. (8) are the only relevant ones to such change. As the
mass of the mechanical resonator increases while the particles
attach to it, its resonance frequency ωm will be changed to
ωm −∆ωm according to the relation in Eq. (1). By the com-
parison of the measured quadratures for the changed and un-
changed mechanical frequency, the mass of the attached parti-
cles can be deduced. Without loss of generality, we let the de-
vice work at the room temperature T = 300K , corresponding
the thermal number nth = 6 × 104 for ωm = 2π × 100MHz.
The effects of the environmental temperature come from the
initial state of the system (the state of the mechanical res-
onator in the initial thermal equilibriumwith the environment)
3and some noise drive terms in Eq. (8), but they do not con-
tribute to the changes of the average quadratures 〈Xˆc(t)〉 and
〈Pˆc(t)〉, which are determined by the coherent drive terms in
the dynamical equation. In principle the system can work at
arbitrary temperature.
The evolved quadratures 〈Xˆc(t)〉 and 〈Pˆc(t)〉 for the differ-
ent deviations ∆ωm from the original mechanical frequency
are illustrated in Fig. 2. The amplitude of the quadra-
tures for the original mechanical frequency is found to be the
largest. The cavity quadrature amplitudes can be detected
with a homodyne-type detection; that is to mix the output
field, which is proportional to the cavity field by the factor√
κ, with a reference field of the same frequency, and their
product is averaged by the integral with time so that the am-
plitude of Xˆc or Pˆc will be found by choosing the suitable
phases of the reference field. In the examples of Fig. 2,
the changed mechanical frequency can be detected up to the
level of∆ωm/ωm = 10
−5, corresponding to the mass change
∆m/m = 10−5 via Eq. (1). The detection is realized by
comparing the quadrature amplitudes after the system stabi-
lizes. With a real-time homodyne detection [62], it is also
possible to obtain the phase information of the cavity quadra-
tures. Such method of detecting a tiny mass can work with
a flexible drive field detuning ∆, since in a realistic experi-
ment the detuning of the drive field may not exactly match
the original mechanical frequency ωm. In Fig. 2 the drive’s
detuning has a difference from the mechanical frequency by
∆− ωm = 0.01κ.
FIG. 2. Evolved cavity quadrature for the different mechanical fre-
quency changes. The results are displayed in a reference frame
in consistency with Eq. (8). The largest amplitude is found for
the original mechanical frequency with ∆ωm = 0. From this
highest amplitude, the quadrature amplitude successively lowers
with the increased mechanical frequency changes for ∆ωm/κ =
0.001, 0.002, · · · , 0.006. The system parameters are given as
gm/κ = 10
−6, ∆/κ = 100.01, ωm/κ = 100, γm/κ = 10
−4,
nth = 6× 10
4, and E/κ = 5× 106.
IV. SENSOR PERFORMANCE IN THE SYSTEM’S
PARAMETER SPACE
Next we investigate how the parameters of the system affect
the sensor operation, so that one can choose the optimal ones.
The changed cavity quadratures due to added mass are deter-
mined by the dynamical equations, Eq. (8). We will find out
the influence of the system parameters in the equations, which
can be adjusted for the system, on the mass sensing. Since
the two perpendicular quadratures’ amplitudes are the same
as seen from Fig. 2, we will only apply the quadrature Xˆc in
the following discussions. We also consider a sufficiently long
evolution time for the system so that the described quantities
are stabilized ones.
The performance of the mass sensing is measured by the
quantity of the changed cavity quadrature
∆Xc = |〈Xˆc,M (ωm +∆ωm)〉 − 〈Xˆc,M (ωm)〉|,
where 〈Xc,M (ωm+∆ωm)〉 and 〈Xc,M (ωm)〉 denote the peak
values of the stabilized quadratures after and before more par-
ticles are attached to the mechanical resonator, respectively.
Eq. (8) can be rewritten in a matrix form ~˙x = Mˆ~x + ~d(t) +
~ˆ
ξ(t), where ~x = (Xˆ
(2)
c , Pˆ
(2)
c , Xˆm, Pˆm)
T , Mˆ is the dynamical
matrix, ~d(t) represents the coherent drive terms proportional
to E/∆, and
~ˆ
ξ represents the noise drives that are irrelevant
to the evolved quadratures. In terms of this equation in the
matrix form, one will have the changed quadrature vector as
∆~x =
∫ t
0
(T e∫ tτ dt′Mˆ(ωm+∆ωm,t′) − T e∫ tτ dt′Mˆ(ωm,t′))~d(τ)dτ
≈
∫ t
0
dτ
∫ t
τ
dt′
(
Mˆ(ωm +∆ωm, t
′)− Mˆ(ωm, t′)
)
~d(τ),
(9)
where we expand the matrices Mˆ to the first order of the co-
efficient J = gmE/∆, under the condition J/κ ≪ 1 for the
currently concerned situations. The relevant quadrature am-
plitude deviation∆Xc for the sensor operation is obtained by
eliminating the phase difference between Xˆc(ωm + ∆ωm, t)
and Xˆc(ωm, t), which give rise to∆x1. Our numerical calcu-
lations will be based on the exact form on the first line of Eq.
(9).
A. The choices of the drive intensity and optomechanical
coupling constant
The drive intensity E is the parameter that can be conve-
niently adjusted for the system. We plot the quadrature vari-
ations with the drive intensity E in Fig. 3(a), where the dif-
ferent curves show the ∆Xc for the different changes of the
mechanical frequencyωm. There is an optimum value ofE to
realize the largest quadrature difference ∆Xc for the sensor.
Therefore, the best performance should be achieved by choos-
ing the corresponding drive power. Certainly a more signifi-
cant change∆ωm, which is proportional to the extra mass at-
tached to the mechanical resonator, will induce a higher∆Xc
4FIG. 3. (a) Amplitude changes of the cavity quadrature Xˆc as the
functions the dimensionless drive intensity E/∆, for the different
mechanical frequency change ∆ωm/ωm which are indicated by the
legend in (b). The amplitudes are calculated in the range of the time
κt = 600−600.1. Here we have a changed parameter J = gmE/∆
along with the increased drive intensity E. (b): Quadrature ampli-
tude changes with the single-photon coupling constant gm, where we
keep E/∆ fixed by using the parameters in Fig. 2.
as shown in Fig. 3. Such optimal performance can be ex-
plained with the approximate variation in Eq. (9). Since the
parameter J = gmE/∆ of the system is small (it is in the or-
der of 10−2κ in our currently concerned situations), its first or-
der contribution becomes important so that the achieved vari-
ation ∆x1 in Eq. (9) can be approximated by a polynomial
function of E. An optimal value of E, which achieves the
highest ∆Xc, exists for such approximate form. In our nu-
merical calculations we apply the exact form on the first line
of Eq. (9) to include the contributions from all orders of J , so
the optimal drive intensities E in Fig. 3 slightly differ from
those of the corresponding polynomial functions of E.
The single-photon coupling constant gm indicating the in-
teraction strength between the cavity mode and the mechani-
cal mode is an important factor for the system, and usually it is
challenging to realize a large value of this constant. We need
to check what is a good value of gm so that the mass sensor op-
eration can be well performed. In Fig. 3(b), we keep a fixed
dimensionless drive intensity E/∆ to see how the coupling
constant gm can affect the quadrature deviation∆Xc. Equiv-
alently, that is to see how the parameter J = gmE/∆ changes
the system performance under a fixed effective drive intensity
E/∆. In consistency with the previous discussions, we also
find an optimal value of gm for the performance, which should
be properly chosen in conjunction with other parameters.
Here are some examples for the choices of the parameters.
If the mechanical frequency change is ∆ωm/κ = 0.001, the
corresponding amplitude change will be about ∆Xc = 40,
given gm/κ = 10
−6 and E/κ = 6 × 106. However, if one
uses gm/κ = 10
−7 and E/κ = 6 × 107 (the same parameter
J), the amplitude change will increase to ∆Xc = 400, which
is better for the detection. A straightforward conclusion from
Eq. (9) is that, given a fixed parameter J , a higher drive in-
tensity E in ~d(t) will cause a more significant deviation∆Xc.
Accordingly, in view of the results in Fig. 3, one can achieve
an ultra-high sensor operation, e.g. ∆ωm/ωm = 10
−7 with
gm/κ = 10
−8, or ∆ωm/ωm = 10
−8 with gm/κ = 10
−9, by
increasing the drive intensity while lowering the constant gm
so that the parameter J is kept unchanged.
B. The relations with the mechanical resonator’s properties
The mechanical resonator is an important component for
the detector. One should know its relevant parameters for the
design of the system. The first one is the sideband resolution
ωm/κ (the intrinsic frequency for the mechanical resonator)
that is an essential parameter for many applications of op-
tomechanically coupled systems. To show the effect of the
resolved sideband parameter ωm/κ in the concerned sensor
operation, in Fig. 4 we illustrate how the cavity quadrature
change ∆Xc responds to the relative deviation ∆ωm/ωm of
the mechanical frequency, given the different values of ωm/κ.
Here we suppose that the light field’s detuning matches the
mechanical resonator’s original frequency, i.e. ∆ = ωm be-
fore the particles attach to it. As shown in Fig. 4, the quadra-
ture change ∆Xc after uploading the measured particles in-
creases with ωm/κ in the vicinity of ∆ωm/ωm = 0, tending
to its limit value as ωm/κ → ∞. Meanwhile we keep the
fixed ratio E/∆ for the drive terms and coupling terms in Eq.
(8), so that the changed quadrature amplitude is purely due to
the change of ωm. As the mechanical resonator’s frequency
lowers with the added masses ∆m, the quadrature amplitude
will immediately change with a quantity∆Xc. Such response
becomesmore sensitive for a higher value of ωm/κ (the gradi-
ent of the curves at∆ωm/ωm = 0 is larger for a higher ωm/κ
as shown in Fig. 4). So it is necessary to have high sideband
resolution for the detection of a very small mass. Once there
is more mass ∆m added, the lower value of ωm/κ can even
work better according to the results in Fig. 4.
FIG. 4. Relations between the cavity quadrature change∆Xc and the
relative deviation (∆ωm/κ)×(κ/ωm) of the mechanical resonator’s
frequency. The drive field detuning matches the original mechanical
frequency so that ∆ = ωm for the different curves. We set gm =
10−6κ, γm = 10
−4κ, and J = 0.06 to have a fixed E/∆ = J/gm
for all different curves.
5FIG. 5. Relations of the cavity quadrature Xˆc change with the qual-
ity factor of the mechanical resonator, for the different mechanical
frequency deviations ∆ωm/κ that should be detected. The fixed pa-
rameters are the same as those in Fig. 2.
Finally, we check how good the mechanical quality factor
should be in the operation. It is conceivable that a higher qual-
ity factor Qm = ωm/γm, corresponding to a lower mechan-
ical damping rate γm [as a diagonal term in the matrix form
of Eq. (8)] given a fixed ωm, will lead to the higher cavity
and mechanical quadratures. However, the corresponding dif-
ference ∆Xc for the cavity quadrature due to a change ∆ωm
in the mechanical frequency is not so straightforward. The
mechanical damping rate γm does not appear in the approx-
imate form Eq. (9) as in the first order of J , and it is from
the higher-order corrections. The actual relation between the
∆Xc and the mechanical quality factor is illustrated in Fig. 5.
It shows that a higher quality factor for the mechanical res-
onator is better for the performance, but its improvement will
saturate when the quality factor has been very large (the pro-
cess has approached to the limit with no mechanical damping,
i.e. γm = 0). A quality factor in the order of 10
5 − 106 can
reach the best improvement for the examples in this paper.
V. CONCLUSION
We have presented an approach to determining small
masses by means of detecting the change of cavity quadra-
ture for optomechanically coupled systems. There are the
following prominent advantages for the scheme: (1) the de-
tector operates at the room temperature; (2) the sensor op-
eration through detecting the light fields quadratures can be
sufficiently accurate, since the environmental noises do not
contribute to the evolved average quadratures (their effects are
averaged out in such detection); (3) the parameters for the sys-
tems can be chosen flexibly, to be within those that have been
experimentally available. These features make the implemen-
tation of the setup highly feasible. As we have shown with
the detailed examples, the ultra-sensitive mass sensing, e.g.,
∆m/m = 10−8 − 10−7, can be achieved by simply measur-
ing the quadratures of light field. It is possible to detect a wide
range of masses for nanoparticles with such a setup.
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