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1. Introduction
Let F be an algebraically closed field. Let A, B ∈ Fm×n and let C ∈ Fp×q, with p  m, q  n. Let x
be an indeterminate.
Our purpose is to solve the following problem:
Problem 1.1. Under what conditions does there exist a pencil strictly equivalent to Ax+ B containing
the constant pencil C as a subpencil?
Note that we can always find nonsingular matrices P ∈ Fp×p, Q ∈ Fq×q such that PCQ has the
form
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⎡
⎣ Iρ 0
0 0
⎤
⎦ , where ρ = rank C. (1)
There exists a pencil strictly equivalent to Ax+ B containing C as a subpencil if and only if there exists
a pencil strictly equivalent to Ax + B containing PCQ as a subpencil. From now on, without loss of
generality, we shall therefore assume that C has the form (1).
Problem 1.1 is a particular case of theGeneral Matrix Pencil Completion Problem, posed as a challenge
problem in Linear Algebra and its Applications in 1998 [13]. This has proven to be a very difficult
problem and is related to other areas, as control theory and combinatorics. Many particular cases of
this problem have been solved in the last fifty years with different restrictions on the underlying field,
and in some cases in terms of implicit conditions.
We mention here the most important ones related to our problem. For infinite fields, if C is square
and invertible and Ax + B is regular, a solution to the problem can be found in [1]. Also for regular
pencils, with det A = 0 and p + q = m, a solution to the problem has been given in [12] for infinite
fields, and in [17,21] for algebraically closed fields. An extension of this result to the case p+q  m can
be derived from a result of [18]. The completion of an arbitrary pencil to a regular one is characterized
in [4] in terms of an existence condition and for infinite fields. An explicit solution for this case has been
obtained in [9] for algebraically closed fields. The last result covers the particular cases mentioned in
this paragraph and the solution to our problem when Ax + B is regular.
A solution to the problem of completion of a regular pencil to an arbitrary one was obtained in [10]
in termsof implicit conditions and for infinite fields, and in termsof explicit conditions for algebraically
closed fields in [8]. A particular case of our problem (when C = Ip) is covered by the second result.
Our result is proven when F is an algebraically closed field, and in terms of simple conditions.
In several occasions we provide new proofs for results that can be derived from some of the above
mentioned papers (Theorem 3.7, Theorem 5.1, Section 7.5 and Lemma 10.1). In those cases, our proofs
offer an alternative and simpler derivation.
The paper is organized as follows. After introducing the notation to be used in Section 2, we present
themain theoremand somepreliminary results in Section 3. The proof of themain theorem is split into
several sections. In Section 4, we obtain necessary conditions. Solutions to different particular cases
are obtained in the subsequent sections: In Section 5 for the case where the prescribed subpencil C is
row complete (p = m), in Section 6 for the case when rank C = 0, in Section 7 when Ax+ B is regular,
for pencils having only columnminimal indices in Section 8, and for pencils having a regular part and
columnminimal indices, in Section 9. Finally, we obtain the solution to the general case in Section 10.
2. Notation
Wewill denote by Ax+ B ∈ F[x]m×n a matrix pencil. A matrix pencil is called regular ifm = n and
det(Ax + B) ≡ 0. Otherwise it is called singular. Two matrix pencils Ax + B, A′x + B′ ∈ F[x]m×n are
said to be strictly equivalent if there exist nonsingular matrices P ∈ Fm×m and Q ∈ Fn×n such that
P(Ax + B)Q = A′x + B′.
For regular pencils, the invariants for this relation are the homogeneous invariant factors (or equiva-
lently, the finite and infinite elementary divisors). For singular pencils, the strict equivalence invariants
are the homogeneous invariant factors and the row and columnminimal indices.Wewill refer to them
as the Kronecker invariants. The canonical form associated with the strict equivalence relation is the
Kronecker canonical form. We assume some knowledge on canonical forms for the strict equivalence
relation of matrix pencils (see [11] for an introduction, where it is obtained for infinite fields). In [5],
the Kronecker canonical form is obtained onC, and from [6] it can be derived for arbitrary fields (see
also [15,19]).
Let dc(Ax + B) be the dimension of the F-subspace of F[x]m×1 spanned by the columns of Ax + B.
Analogously, let dr(Ax + B) be the dimension of the F-subspace of F[x]1×n spanned by the rows of
Ax + B. Note that the numbers dc(Ax + B), dr(Ax + B) are invariant under strict equivalence and are
easy to compute when the pencil is in Kronecker canonical form. The following property is satisfied.
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Lemma 2.1. Let Ax + B and A′x + B′ be strictly equivalent pencils. Then dc(Ax + B) = dc(A′x + B′) and
dr(Ax + B) = dr(A′x + B′).
The nonzero columns of the Kronecker canonical form of Ax+B are linearly independent as vectors
of the F-space F[x]m×1. As a consequence, we have the following result.
Lemma 2.2. Given a pencil Ax+ B, the column space dimension dc(Ax+ B) is equal to rank (Ax+ B) plus
the number of nonzero columnminimal indices of Ax+B. Analogously, the row space dimension dr(Ax+B)
is equal to rank (Ax + B) plus the number of nonzero row minimal indices of Ax + B.
Throughout this paper we use the following notation. If L andM arematrices, Diag(L,M) denotes a
block diagonal matrix with diagonal blocks L andM. Given two polynomials α, β ∈ F[x], α | β means
that α divides β . By d(·) we denote ‘the degree of’, and lcm(·) stands for the ‘least common multiple
of’. Whenever a sequence of polynomials τ1, . . . , τn satisfies τ1 | · · · | τn, we will assume that τi = 1
for i < 1 and τi = 0 for i > n.
Let x and y denote indeterminate variables. We will denote by α1(x, y) | · · · | αρ(x, y) the homo-
geneous invariant factors of C (notice that αi = y, i = 1, . . . , ρ).
Several parameters related to the pencil Ax+ Bwill be involved in the subsequent results, and will
be denoted as indicated in the next table:
w := rank(Ax + B),
γ1(x, y) | · · · | γw(x, y), homogeneous invariant factors,
γ1(x) | · · · | γw(x), finite invariant factors (for pencils
without infinite elementary divisors),
t (t(Ax + B) if necessary), number of infinite elementary divisors,
t1 (t1(Ax + B)), number of infinite elementary divisors of
degree greater than one,
k1  k2  · · ·  kt , degrees of the infinite elementary divisors
(1 = k1 = · · · = kt−t1 < kt−t1+1  · · ·  kt),
f , number of nontrivial invariant factors,
l := max{f , t1},
u (u(Ax + B)), number of nonzero column minimal indices,
c1  c2  · · ·  cu, nonzero column minimal indices,
v (v(Ax + B)), number of nonzero row minimal indices,
r1  r2  · · ·  rv, nonzero row minimal indices.
Next we introduce some non-standard parameters necessary to characterize the solution to our
problem.
• dc := dc(Ax + B), dr := dr(Ax + B), defined as above.• δc := min{q − ρ, n − dc}, δr := min{p − ρ,m − dr} (δc(Ax + B), δr(Ax + B) if necessary). If
Ax + B does not have zero minimal indices, δc = δr = 0.• jc = jc(Ax + B) is the largest nonnegative integer k such that c1 + · · · + ck  dr − p + δr and
c1 + · · · + ck + k  q − ρ − δc .• jr = jr(Ax + B) is the largest nonnegative integer k such that r1 + · · · + rk  dc − q + δc and
r1 + · · · + rk + k  p − ρ − δr .
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• Finally, a new parameter j is introduced as follows:
j := max{k ∈ {0, 1, . . . , jc + jr} : ρ  rank (Ax + B) − l − (g1 + · · · + gk)},
where g1, . . . , gjc+jr is the increasing reordering of c1, . . . , cjc , r1, , . . . , rjr , with the convention
g1 + · · · + gk = 0 if k = 0.
3. Main theorem and preliminary results
Our main result is summarized in the following theorem:
Theorem 3.1. Let Ax + B ∈ F[x]m×n. Let C ∈ Fp×q, rank C = ρ . Then there exists a pencil strictly
equivalent to Ax + B containing C as a subpencil if and only if
rank A  dr − (p − δr) + dc − (q − δc), (2)
rank(Ax + B)  p − δr + q − δc − ρ − j. (3)
Aswewill see later, if the pencil Ax+B does not have zerominimal indices, the parameters involved
in the above theorem satisfy dc = n, dr = m, δc = δr = 0, and conditions (2) and (3) reduce to
rank A  m − p + n − q,
rank(Ax + B)  p + q − ρ − j.
The following two lemmas were obtained in [16]. The first one can also be obtained as a particular
case of the main result in [7].
Lemma 3.2 [16, Lemma 2.2]. Let Ax + B = [Cx + D ∗] ∈ F[x]m×h be a matrix pencil with Cx + D ∈
F[x]m×g . Let c′1  · · ·  c′u′ and c1  · · ·  cu be the column minimal indices of Ax + B and Cx + D,
respectively. Then u′  u and c′i  ci, i = 1, 2, . . . , u.
Lemma 3.3 [16, Lemma 2.3]. Let Ax + B = [Cx + D ∗] ∈ F[x]m×h be a matrix pencil with Cx + D ∈
F[x]m×g . Let c′1  · · ·  c′u′ and c1  · · ·  cu be the nonzero column minimal indices of Ax + B and
Cx + D, respectively. Then u′  u and c′i  ci, i = 1, 2, . . . , u.
As a consequence, we obtain the following result.
Lemma 3.4. Assume that Ax + B is strictly equivalent to a pencil of the form⎡
⎣ 0p×q ∗
Cx + D ∗
⎤
⎦ ∈ F[x]m×n.
If Cx + D has k nonzero column minimal indices, then Ax + B has, at least, k nonzero column minimal
indices whose sum does not exceed m − p.
Notice that if α is the sum of the k column minimal indices of Ax + B in the former lemma, then
α + k  q.
The following theorem is an important result concerning completions of matrices and was given
by de Sá [14] and Thompson [20] independently.
Theorem 3.5 [14,20] . Let A ∈ Fp×p, B ∈ Fm×m be matrices, α1 | · · · | αp, γ1 | · · · | γm their invariant
factors, and p  m. Then there exists B′ ∈ Fm×m similar to B containing A as a principal submatrix if and
only if
γi | αi | γi+2(m−p), i = 1, . . . , p. (4)
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We include below some results showing solutions to particular cases of Problem 1.1, which will be
mentioned or used later.
The following result contains a solution to Problem 1.1 for regular pencils Ax + B with det A = 0
and p + q = m, for algebraically closed fields. It can be obtained from the results in [12,17,21].
Theorem 3.6 [12,17,21]. Let F be an algebraically closed field. Let Ax + B ∈ F[x]m×m. Assume that
det A = 0, p + q = m. Let γ1 | · · · | γm be the invariant factors of Ax + B. Let C ∈ Fp×q, rank C = ρ . If
ρ > 0, then there exists a solution to Problem 1.1 if and only if
γρ = 1.
If ρ = 0, then there always exists a solution to Problem 1.1.
Theorem 3.6 can easily be generalized to the case p + q  m. With some more effort, the result
can also be derived as a particular case from a result of [18] and from the main result of [9].
Theorem 3.7. Let F be an algebraically closed field. Let Ax + B ∈ F[x]m×m. Assume that det A = 0. Let
γ1 | · · · | γm be the invariant factors of Ax+ B. Let C ∈ Fp×q, rank C = ρ > 0. Then there exists solution
to Problem 1.1 if and only if
p + q  m, (5)
ρ  m − f . (6)
Proof. Assume that Ax + B is strictly equivalent to a pencil of the form⎡
⎣ C ∗
∗ ∗
⎤
⎦ ,
with rank) (rankC = ρ . Then rank A  m − p + m − q, from which we obtain condition (5). By the
definition of invariant factors, γρ = 1 and thus condition (6) is also satisfied.
Conversely, let C˜ be a matrix of the form⎡
⎣ C 0
0 0
⎤
⎦ ∈ Fp1×q1 ,
such that p  p1, q  q1 and p1 + q1 = m. If condition (6) is satisfied then, by Theorem 3.6, the
pencil Ax+ B is strictly equivalent to a pencil containing C˜ as a subpencil. In particular, it contains the
matrix C. 
4. Necessary conditions
In this section, we obtain necessary conditions which follow if Problem 1.1 has solution.
Theorem 4.1. Let Ax + B ∈ F[x]m×n be a pencil. Assume that dc = n, dr = m. Let Ax + B be strictly
equivalent to a pencil of the form⎡
⎣ C ∗
∗ ∗
⎤
⎦ ,
with rank C = ρ . Then the following conditions are satisfied
rank A  m − p + n − q, (7)
rank(Ax + B)  p + q − ρ − j. (8)
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Proof. Without loss of generality we may assume that
Ax + B st∼
⎡
⎢⎢⎢⎣
Iρ 0 ∗
0 0 G′(x)
∗ G(x) ∗
⎤
⎥⎥⎥⎦ ,
where G(x) ∈ F[x](m−p)×(q−ρ), G′(x) ∈ F[x](p−ρ)×(n−q) are matrix pencils. As dc = n, dr = m,
δc = 0 and δr = 0, it is immediate that condition (7) is satisfied. Denote by k the number of nonzero
column minimal indices of G(x) and by k′ the number of nonzero rowminimal indices of G′(x). Then,
by Lemma 3.4, we have c1 + · · · + ck  m − p, c1 + · · · + c1 + k  q − ρ , r1 + · · · + rk′  n − q
and r1 + · · · + rk′ + k′  p − ρ , and so k  jc and k′  jr . Since
rank(Ax + B)  ρ + c1 + · · · + ck + r1 + · · · + rk′ + l,
it follows that k + k′  j. Moreover,
rank(Ax+ B)  ρ + rank(G(x))+ rank(G′(x)) = ρ + q−ρ − k+ p−ρ − k′  p+ q−ρ − j,
and condition (8) holds. 
We shall obtain necessary conditions for the general case.
Theorem 4.2. Let Ax + B ∈ F[x]m×n be a pencil strictly equivalent to a pencil of the form⎡
⎣ C ∗
∗ ∗
⎤
⎦ ,
with C ∈ Fp×q, rank C = ρ  0. Then the following conditions are satisfied
rank A  dr − (p − δr) + dc − (q − δc), (9)
rank(Ax + B)  p − δr + q − δc − ρ − j. (10)
Proof. We shall assume, without loss of generality, that Ax + B is strictly equivalent to a pencil of the
form ⎡
⎢⎢⎢⎣
Iρ 0 ∗
0 0 G′(x)
∗ G(x) ∗
⎤
⎥⎥⎥⎦ ,
where G(x) ∈ F[x](m−p)×(q−ρ), G′(x) ∈ F[x](p−ρ)×(n−q) are matrix pencils. There may be some zero
columns in the block G(x) and some zero rows in the block G′(x). In addition, theremay be some other
zero columns or rows in the pencil. Let δ be the number of zero columns in block G(x), and δ′ the
number of zero rows in G′(x). Then, Ax + B is strictly equivalent to⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Iρ 0 0 ∗ 0
0 0 0 G′1(x) 0
0 0 0 0 0
∗ G1(x) 0 ∗ 0
0 0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
where G1(x) ∈ F[x](dr−p+δ′)×(q−ρ−δ), G′1(x) ∈ F[x](p−ρ−δ′)×(dc−q+δ) are matrix pencils, and
dc(G1(x)) = q − ρ − δ and dr(G′1(x)) = p − ρ − δ′. Notice that δ  δc , δ′  δr .
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We can write G1(x) =
[
G2(x) G3(x)
]
, G′1(x) =
[
G′2(x) G′3(x)
]
for some pencils G2(x), G3(x),
G′2(x), G′3(x), with G2(x) ∈ F[x](dr−p+δ′)×(q−ρ−δc), G′2(x) ∈ F[x](p−ρ−δr)×(dc−q+δ). Put p′ = p − δr ,
q′ = q − δc . Through column and row permutation the above pencil is strictly equivalent to
⎡
⎢⎣ A
′x + B′ 0
0 0
⎤
⎥⎦ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Iρ 0 0 ∗ 0 0
0 0 0 G′2(x) 0 0
0 0 0 G′3(x) 0 0
∗ G2(x) G3(x) ∗ 0 0
0 0 0 0 0 0
0 0 0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Then A′x + B′ ∈ Fdr×dc contains a p′ × q′ constant subpencil of rank ρ , and dr(A′x + B′) = dr ,
dc(A
′x + B′) = dc .
Let us calculate j′ = j(A′x + B′). We have that dr − p′ = dr − (p − δr) and q′ − ρ = q − δc − ρ
therefore, j′c = jc(A′x + B′) = jc . Analogously, j′r = jr(A′x + B′) = jr . Then j′ = j. By Theorem 4.1,
rank A = rank(A′)  dr − p′ + dc − q′ = dr − (p − δr) + dc − (q − δc),
rank(Ax + B) = rank(A′x + B′)  p′ + q′ − ρ − j′ = p − δr + q − δc − ρ − j,
which are the desired conditions (9) and (10). 
Remark 4.3. Conditions (9) and (10) imply the following conditions (notice that j  jr + jc , rank(Ax+
B) + jr − dr  0 and rank(Ax + B) + jc − dc  0):
(i) rank A  m − p + n − q,
(ii) rank(Ax + B)  m − p + n − q + ρ ,
(iii) ρ  rank(Ax + B) − max{f , t1}.
On the other hand, assume that α1 | · · · | αρ and γ1 | · · · | γw are the homogeneous invariant
factors of C and Ax + B, respectively. Let us consider the interlacing conditions
γi | αi | γi+m−p+n−q, i = 1, . . . , ρ. (11)
Aswe seebelow, conditions (11) are equivalent to conditions (i), (ii) and (iii). This implies the follow-
ing statement: If Problem1.1 has a solution, then the interlacing conditions between the homogeneous
invariant factors of the pencils Ax + B and C must be satisfied.
Condition (11) implies that γρ | y, which is equivalent to (iii). It also implies that γρ+(m−p)+(n−q)+1= 0, i.e. rank(Ax + B)  (m − p) + (n − q) + ρ , which is condition (ii). Finally, taking into
account condition (ii), from condition (11) we also obtain that y | γi+(m−p)+(n−q) for i = 1, . . . ,
rank(Ax+B)−(m−p+n−q), hence t  rank(Ax+B)−(m−p+n−q), therefore t+m−p+n−q 
rank A + t, and so (i) is satisfied.
Conversely, assume that (i) to (iii) are satisfied. As mentioned, condition (iii) implies that γi |
αi, i = 1, . . . , ρ . By (i), t  rank(Ax + B) − (m − p + n − q), hence αi = y | γi+(m−p)+(n−q), i =
1, . . . , rank(Ax + B) − (m − p + n − q). From (ii), we obtain rank(Ax + B) − (m − p + n − q)  ρ .
Then αi | γi+(m−p)+(n−q) = 0, i = rank(Ax + B) − (m − p + n − q) + 1, . . . , ρ . Therefore,
αi | γi+(m−p)+(n−q), i = 1, . . . , ρ . As a result, the interlacing conditions (11) are satisfied.
In the following sections we are going to characterize the solution to Problem 1.1 in terms of condi-
tions derived from the necessary conditions obtained in Theorem 4.2. Therefore, in the corresponding
theorems only the sufficiency part is proven.
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5. The case p = m
In this section we obtain a solution to the particular case of Problem 1.1 where the number of rows
of the prescribed subpencil C and of the pencil Ax + B coincide, for arbitrary fields. Notice that this is
a particular case of the problem studied in [7], and Theorem 5.1 could be derived from the conditions
given in [7, Theorem 6]. The proof offered here is more straightforward.
Theorem 5.1. Let Ax + B ∈ F[x]m×n be an arbitrary pencil. Let u be the number of its nonzero column
minimal indices and t the number of its infinite elementary divisors. Let C ∈ Fp×q, rank C = ρ . Assume
that p = m. Then there exists a solution to Problem 1.1 if and only if
ρ  t + u, (12)
dc  n − q + ρ. (13)
Proof. It only remains to prove the sufficiency part.
ThepencilAx+B is strictly equivalent to a pencil of the form
[
A′x + B′ 0
]
, wheredc(A
′x+B′) = dc .
From condition (13), it follows that q − ρ  n − dc . Therefore it is enough to prove that A′x + B′ is
strictly equivalent to a pencil of the form⎡
⎣ ∗ Iρ
∗ 0
⎤
⎦ .
But this is obvious from the Kronecker canonical form of Ax + B and condition (12). 
6. The case ρ = 0
From now onwewill assume thatF is algebraically closed, andwewill point out whenever a result
holds for arbitrary fields.
The next Theorem provides a solution to Problem 1.1 when the prescribed submatrix is a zero
matrix. In [16] the authors provided a solution to this case with different conditions (see Remark 6.2
below). The current statement is more convenient to treat the case as a particular case of the general
result given in Theorem 3.1.
Theorem 6.1. Let Ax + B ∈ F[x]m×n. Then Ax + B is strictly equivalent to a pencil of the form⎡
⎣ 0p×q ∗
∗ ∗
⎤
⎦ ,
if and only if
rank(Ax + B)  p − δr + q − δc − j. (14)
Proof. Let us prove the sufficiency.
Assume that condition (14) is satisfied. Note that by definition j = jr + jc . Recall that δr =
min{p,m − dr}, δc = min{q, n − dc}. We analyze different cases according to the values of δr and δc .
If δr = p or δc = q, the result follows trivially.
Let δr = m − dr and δc = n − dc . We may assume that δr < p, δc < q.
If p = m or q = n, the result follows from Theorem 5.1. Suppose then that p < m and q < n. We
analyze different cases.
Case 1: Let Ax + B be a regular pencil. Then δr = δc = 0, j = 0 and rank(Ax + B) = m  p + q.
Subcase 1.1: If det A = 0, the result follows from Theorem 3.7.
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Subcase 1.2: If det A = 0, we obtain the result by induction onm.
Ifm = 2 the result is trivial.
Letm > 2. The pencil Ax + B is strictly equivalent to
⎡
⎣ 0 A′x + B′
1 a 0 · · · 0
⎤
⎦ ,
where a = 0 or a = x. As rank (A′x + B′) = rank(Ax + B) − 1  p + q − 1, the result follows by the
induction hypothesis.
Case 2: Let Ax + B be an arbitrary pencil. Assume that it has nonzero column minimal indices, that is,
u > 0 (by transposing the same argument applies if v > 0; if there are no nonzero minimal indices,
the case is easily reduced to Case 1). The result is obtained by induction onm + n.
Ifm = n = 2 the result is trivial.
Letm + n > 4. We again study different subcases.
Subcase 2.1: Let jc = 0. Then c1 > m − p or c1 + 1 > q − (n − dc), and j = jr .
If c1 = 1, then Ax + B is strictly equivalent to⎡
⎣ 0 0 A′x + B′
x 1 0
⎤
⎦ .
As we are assuming that p < m, necessarily c1 + 1 = 2 > q − (n − dc). Therefore, q  n − dc + 2
and the result follows trivially.
If c1 > 1, then Ax + B is strictly equivalent to⎡
⎣ 0 A′x + B′
1 x 0 · · · 0
⎤
⎦ .
Notice that δc(A
′x+B′) = δc , δr(A′x+B′) = δr , jc(A′x+B′) = 0 (c1−1 > m−1−por c1 > q−1−δc),
and jr(A
′x + B′) = jr . Therefore, j(A′x + B′) = j and
rank (A′x + B′) = rank(Ax + B) − 1  p − δr + q − 1 − δc − j.
By the induction hypothesis, the result follows.
Subcase 2.2: Let jc > 0. Then Ax + B is strictly equivalent to⎡
⎢⎢⎢⎣
A′x + B′ 0 0
0 0 A2x + B2
0 A1x + B1 0
⎤
⎥⎥⎥⎦ ,
where A1x + B1 and A2x + B2 have the smallest jc column and jr row minimal indices, respectively.
Take α = c1 + · · · + cjc and β = r1 + · · · + rjr . Define p′ = p− (β + jr), q′ = q− (α + jc). Observe
that p′  m − (α + β + jr) and q′  n − (α + jc + β). We may suppose that δ′c = δc and δ′r = δr ,
otherwise the result follows immediately. Then, jc(A
′x + B′) = jr(A′x + B′) = 0. Hence,
rank (A′x + B′) = rank(Ax + B) − α − β  p − (β + jr) − δr + q − (α + jc) − δc,
and the result follows as a consequence of Subcase 2.1. 
Remark 6.2. In Theorem 6.1, condition (14) can be replaced by the following two conditions:
(1) dc  m − p + n − q + jc ,
(2) dr  m − p + n − q + jr .
See [16] for the proof.
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7. The regular case
As mentioned in the introduction, the solution to the problem of the completion of an arbitrary
pencil to a regular one has been obtained in [9] in terms of explicit conditions and for algebraically
closed fields. The result includes Problem 1.1 as a particular case, when the pencil Ax + B is regular.
Applied to Problem 1.1, the main result of [9] leads to some interlacing conditions between the
homogeneous invariant factors of the pencil Ax + B and those of the constant subpencil C. Through
a nontrivial argument, these interlacing conditions can be proven to be equivalent to the conditions
of Theorem 7.5 below. However, we will give a different proof of this particular result, which is more
consistent with the rest of the paper.
We study first the casewhen Ax+B is regular having only infinite elementary divisors as Kronecker
invariants. It is done in two steps, first for p = q = ρ , and then without this restriction. Notice that if
Ax + B is regular, then dc = dr = rank(Ax + B) = m.
Recall that t1 denotes the number of infinite elementary divisors of Ax+B, of degree greater than 1.
Lemma 7.1. Let Ax + B ∈ F[x]m×m be a regular pencil having only t infinite elementary divisors k1 · · ·  kt as Kronecker invariants. Let C ∈ Fp×q, rank C = ρ  1. Assume that
p = q = ρ, (15)
p + q  m + t. (16)
ρ  m − t1. (17)
Then Ax + B is strictly equivalent to⎡
⎣ C ∗
∗ ∗
⎤
⎦ .
Proof. Denote by α1 | · · · | αρ and γ1 | · · · | γm the homogeneous invariant factors of C and
Ax + B, respectively. Notice that C is a regular pencil. As seen in Remark 4.3 the conditions (15) and
(17) together give the interlacing conditions
γi | αi | γ1+m−p+m−q, i = 1, . . . , ρ.
Following [3], wewill see that Ax+B can be transformed into another pencil A′x′ +B′ without infinite
elementary divisors; applying Theorem 3.5 the result will then follow.
Let us consider the matrix X:
X =
⎡
⎣ 1 0
1 1
⎤
⎦ .
Define a change of basis (notice that this can be performed in every field)⎡
⎣ x
y
⎤
⎦ =
⎡
⎣ 1 0
1 1
⎤
⎦
⎡
⎣ x′
y′
⎤
⎦ .
With respect to the new basis, Ax + By = (A + B)x′ + By′. Define
pX(Ax + By) = (A + B)x′ + By′,
pX(Cy) = Cx′ + Cy′,
and for p(x, y) ∈ F[x, y],
πX(p(x, y)) = p(x′, x′ + y′) = p˜(x′, y′).
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Define γ˜i = πX(γi), i = 1, . . . ,m and α˜i = πX(αi), i = 1, . . . , ρ . By [3, Lemmas 7–10] γ˜1 | · · · | γ˜m
and α˜1 | · · · | α˜ρ are the homogeneous invariant factors of pX(Ax + B) and pX(Cy), respectively.
Moreover,
γ˜i | α˜i | γ˜1+m−p+m−q, i = 1, . . . , ρ.
As det(A+ B) = 0, the pencil pX(Ax + B) does not have infinite elementary divisors, and as rank C =
ρ = p = q, pX(Cy) does not have infinite elementary divisors either. By Theorem 3.5, the pencil
pX(Cy) can be completed up to pX(Ax + By). That is, there exist constant matrices Y, Z,W such that⎡
⎣ pX(Cy) Y
Z W
⎤
⎦ = pX(Ax + By).
By [3, Lemma 6], the transformation pX is invertible and (pX)
−1 = pX−1 . Then⎡
⎣ x′
y′
⎤
⎦ =
⎡
⎣ 1 0
−1 1
⎤
⎦
⎡
⎣ x
y
⎤
⎦ .
Performing the inverse transformation we have:
pX−1(pX(Ax + By)) = pX−1
⎛
⎝
⎡
⎣ pX(Cy) Y
Z W
⎤
⎦
⎞
⎠ =
⎡
⎣ Cy pX−1(Y)
pX−1(Z) pX−1(W)
⎤
⎦ .
Taking y = 1 we obtain the desired result. 
Lemma 7.2. Let Ax + B ∈ F[x]m×m be a regular pencil having only infinite elementary divisors k1 · · ·  kt as Kronecker invariants. Let C ∈ Fp×q, rank C = ρ  1. Assume that
p + q  m + t. (18)
p + q  m + ρ, (19)
ρ  m − t1. (20)
Then Ax + B is strictly equivalent to⎡
⎣ C ∗
∗ ∗
⎤
⎦ .
Proof. We may consider p < m, q < m and, taking into account Lemma 7.1, we may suppose that
ρ < p.
If ρ = 1, the property follows from the Kronecker canonical form of Ax + B.
Assume then that ρ  2. Then p  2 and q  2. We prove by induction on the size of the pencil
that the property is true for everym.
It is easy to see that the property is true form = 3. Letm > 3.
If k1 = 1, then Ax + B is strictly equivalent to⎡
⎣ 0 A′x + B′
1 0
⎤
⎦ .
As the following conditions are satisfied:
p − 1 + q − 1  m − 1 + t − 1,
p − 1 + q − 1  m − 1 + ρ − 1,
ρ − 1  m − 1 − t1(A′x + B′),
by the induction hypothesis, the result follows.
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Assume that k1  2. Then Ax + B is strictly equivalent to⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
...
0
x
A′x + B′
1 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Thus, we have that
p − 1 + q  m − 1 + t,
p − 1 + q  m − 1 + ρ.
If ρ  m− 1− t1(A′x+ B′), according to the induction hypothesis, the result follows. Notice that this
condition is satisfied when k1 = 2.
Assume that k1  3 and ρ = m − t1 = m − t. Taking into account condition (18) we have that
2(m − t) < p + q  m + t, which implies thatm < 3t. But 3t  m, which is a contradiction. 
We will also need the following auxiliary results.
Lemma 7.3. Let Ax + B = Diag(A1x + B1, A2x + B2) be a pencil, where A1x + B1 ∈ F[x]m1×m1 has
only infinite elementary divisors and A2x + B2 ∈ F[x]m2×n2 with rank(A2) = n2. Then, for every matrix
Y ∈ Fm1×n2 ,⎡
⎣ A1x + B1 Y
0 A2x + B2
⎤
⎦ , (21)
is strictly equivalent to Ax + B.
Proof. It is well known that the desired result is equivalent to finding a solution (R, S) to the Sylvester
equation (see also [2]):
(A1x + B1)R + S(A2x + B2) + Y = 0. (22)
Wemay suppose that A1x+ B1 is in Kronecker canonical form. Assume first that A1x+ B1 has only
one infinite elementary divisor. Notice that then A1 is a nilpotentmatrix and B1 = Im1 . Let P ∈ Fm2×m2
and Q ∈ Fn2×n2 be invertible matrices such that
PA2Q =
⎡
⎣ In2
0
⎤
⎦ .
Then
PB2Q =
⎡
⎣ B′2
B′′2
⎤
⎦ ,
where B′2 ∈ Fn2×n2 . Also, denote by yj ∈ F1×n2 , the jth row of YQ , j = 1, . . . ,m1.
Define rows sj ∈ F1×n2 , j = 1, . . . ,m1 recursively by s1 = 0 and
sj = yj−1 + sj−1B′2, j = 2, . . . ,m1.
Denote by S′ ∈ Fm1×n2 the matrix whose jth row is sj, j = 1, . . . ,m1 and let S = [S′ 0]P ∈ Fm1×m2 .
Finally, let R = −SPB2 − Y . Then⎡
⎣ Im1 S
0 Im2
⎤
⎦
⎡
⎣ A1x + B1 Y
0 A2x + B2
⎤
⎦
⎡
⎣ Im1 R
0 In2
⎤
⎦ =
⎡
⎣ A1x + B1 0
0 A2x + B2
⎤
⎦ ,
as wanted.
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Assume now that A1x+ B1 is a pencil in Kronecker canonical form having k1  · · ·  kt as infinite
elementary divisors. Then,
A1x + B1 = Diag(K1, . . . , Kt),
where Ki, i = 1, . . . , t is a block in Kronecker canonical form, associated with the infinite elementary
divisor of degree ki. Then we can write
⎡
⎣ A1x + B1 Y
0 A2x + B2
⎤
⎦ =
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
K1 Y1
. . .
...
Kt Yt
0 A2x + B2
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
,
for some matrices Y1, . . . , Yt . Using the first part of this proof, we can reduce successively to zero the
blocks Yj, j = 1, . . . , t obtaining the desired result. 
The following result is also true.
Lemma 7.4. Let Ax + B = Diag(A1x + B1, A2x + B2) be a pencil, such that A1x + B1 ∈ F[x]m1×n1 has
only columnminimal indices, while A2x+ B2 ∈ F[x]m2×m2 is regular. Then, for every matrix Y ∈ Fm1×n2 ,⎡
⎣ A1x + B1 Y
0 A2x + B2
⎤
⎦ ,
is strictly equivalent to Ax + B.
Proof. Analogous to the proof of Lemma 7.3. 
The next theorem gives a solution to Problem 1.1 for regular pencils, when the underlying field is
algebraically closed. To prove it, we will use Theorems 3.7, 4.1 and 6.1 and Lemmas 7.2 and 7.3.
Theorem 7.5. Let Ax + B ∈ F[x]m×m be a regular pencil in Kronecker canonical form and Ax + B =
Diag(A1x+B1, A2x+B2), where all of the elementary divisors of A1x+ B1 ∈ F[x]m1×m1 are infinite and
those of A2x + B2 ∈ F[x]m2×m2 are finite. Let C ∈ Fp×q, rank C = ρ . Then Ax + B is strictly equivalent
to a pencil of the form⎡
⎣ C ∗
∗ ∗
⎤
⎦ ,
if and only if
p + q  m + t, (23)
p + q  m + ρ, (24)
ρ  m − max{f , t1}. (25)
Proof. As seen in Remark 4.3, the necessity of conditions (23)–(25) is a consequence of conditions (7)
and (8). Let us prove the sufficiency.
If ρ = 0, the result follows from Theorem 6.1. Hence, we can assume that ρ  1.
Our aim is to show that for i = 1, 2 there exists a matrix Ci ∈ Fpi×qi of rank ρi, p1 + p2 = p,
q1 + q2 = q, ρ1 + ρ2  ρ , such that Aix+ Bi is strictly equivalent to a pencil having Ci as a subpencil.
Once this is achieved, wewill see that thematrix Diag(C1, C2) can be completed up to amatrix of rank
ρ equivalent to a matrix C of the form
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C =
⎡
⎣ C1 Y
0 C2
⎤
⎦ ,
with some matrix Y . Then, by Lemma 7.3, the problem will be solved.
Thus, we define (notice thatm1 + ρ − p1 − q1  0)
p1 := min{p,m1},
q2 := min{q,m2 − p2},
ρ2 := min{ρ, p2, q2,m2 − f ,m1 + ρ − p1 − q1}
ρ1 := min{ρ − ρ2, p1, q1,m1 − t1}.
Put p2 := p − p1 and q1 := q − q2. Then, it is immediate that
0  p1, q1  m1, 0  p2, q2  m2,
0  ρ1  min{p1, q1}, 0  ρ2  min{p2, q2}.
(Observe that q1  m1 if and only if q + p  m + p1, which is immediate if p1 = p and also true
because of (23) if p1 = m1).
We see next that the following inequalities are satisfied:
p1 + q1  m1 + t. (26)
p1 + q1  m1 + ρ1, (27)
ρ1  m1 − t1, (28)
p2 + q2  m2, (29)
ρ2  m2 − f . (30)
Notice that by the definition of q2, ρ1 and ρ2, the conditions (28)–(30) are satisfied. It is easy to see
that p1 + q1 = p1 + q − q2  m1 + t is also satisfied, which is condition (26).
Condition (27) is true if ρ1 = p1, ρ1 = q1 or ρ1 = ρ −ρ2. If ρ1 = m1 − t1, the property is satisfied
as a consequence of condition (26) if we realize that t  m1 − t1.
Taking into account conditions (26)–(28) and Lemma 7.2, there exists a matrix C1 ∈ Fp1×q1 of rank
ρ1 such that A1x + B1 is strictly equivalent to a pencil having C1 as a submatrix.
Moreover, conditions (29), (30) and Theorem 3.7 guarantee that there exists a constant submatrix
C2 ∈ Fp2×q2 of rank ρ2 which is a subpencil of A2x + B2.
Let us see that, choosing appropriately Y , Diag(C1, C2) can be completed to a matrix
⎡
⎣ C1 Y
0 C2
⎤
⎦ ∈
F
p×q of rank ρ , which is equivalent to C. We analyze different cases according to the values of ρ1 and
ρ2. It is enough to check that
ρ1 + ρ2 + min{p1 − ρ1, q2 − ρ2} = min{ρ2 + p1, ρ1 + q2}  ρ.
Wehave thatρ2+p1  ρ forρ2 = ρ andρ2 = p2. For the remaining cases ofρ2, notice that if p1 = p,
then ρ2 + p  ρ . Hence, assume that p1 = m1. Then, if ρ2 = q2, ρ2 + p1 = q2 + m1  q  ρ . If
ρ2 = m2 − f , then ρ2 + p1 = m2 − f + m1 = m − f  m − l  ρ , and if ρ2 = m1 + ρ − p1 − q1,
then ρ2 + p1 = m1 − q1 + ρ  ρ .
On the other hand, ρ1 + q2  ρ if ρ1 = ρ − ρ2 or ρ1 = q1. If ρ1 = p1, we have already
seen that p1 + q2  ρ . If ρ1 = m1 − t1, then ρ1 + q2  ρ if q2 = q. If q2 = m2 − p2, then
ρ1 + q2 = m1 − t1 + m2 − p2  m − l − p2  ρ if p2 = 0 (p1 = p). If p1 = m1, then
m1 − t1 + m2 − p + m1  t + m − p  ρ from condition (23).
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Therefore, Ax + B is strictly equivalent to a pencil having a constant matrix p × q of rank ρ as a
submatrix, as desired. 
8. The case when Ax + B has only nonzero columnminimal indices
In this section we investigate the case where the pencil Ax + B has only nonzero column minimal
indices as Kronecker invariants. Notice that now dr = m = rank(Ax + B) = rank A and dc = m + u.
Observe that the following Lemma 8.1 and Theorem 8.2 hold for arbitrary fields.
Lemma 8.1. Let Ax + B ∈ Fm×n be a matrix pencil having only nonzero column minimal indices c1 · · ·  cu as Kronecker invariants. Let C ∈ Fp×q, rank C = ρ  1. Assume that
p + q  n, (31)
p + q  m + ρ. (32)
Then Ax + B is strictly equivalent to a pencil of the form⎡
⎣ C ∗
∗ ∗
⎤
⎦ .
Proof. Without loss of generality we can assume that Ax + B is in Kronecker canonical form. We can
assume also that p < m, q < n. The result is proven by induction onm.
Ifm = 2, then p = 1 and the result follows from the Kronecker canonical form. Assume thatm > 2.
If c1 = 1, then Ax + B is strictly equivalent to⎡
⎣ 0 0 A′x + B′
x 1 0
⎤
⎦ ,
where A′x + B′ has u − 1 nonzero column minimal indices. Observe that
p − 1 + q − 1  n − 2,
p − 1 + q − 1  m − 1 + ρ − 1.
By the induction hypothesis, the result follows.
Let c1  2. Then Ax + B is strictly equivalent to⎡
⎣ 0 A′x + B′
x 1 0 . . . 0
⎤
⎦ ,
where A′x + B′ has u nonzero column minimal indices.
If ρ < p, we have that
p − 1 + q  n − 1,
p − 1 + q  m − 1 + ρ,
and the result follows by the induction hypothesis.
If ρ = p < q, then
p + q − 1  n − 1,
p + q − 1  m − 1 + ρ,
and the result follows by the induction hypothesis.
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Let ρ = p = q. Then Ax + B is strictly equivalent to⎡
⎢⎢⎢⎣
0 0 A′′x + B′′
x 1 0
1 0 x 0 · · · 0
⎤
⎥⎥⎥⎦ .
As
p − 1 + q − 1  n − 2,
p − 1 + q − 1  m − 2 + ρ − 1,
the result follows by the induction hypothesis. 
Now we obtain the desired characterization.
Theorem 8.2. Let Ax + B ∈ Fm×n be a matrix pencil having only nonzero column minimal indices
c1  · · ·  cu as Kronecker invariants. Let C ∈ Fp×q, rank C = ρ . Then Ax + B is strictly equivalent to a
pencil of the form⎡
⎣ C ∗
∗ ∗
⎤
⎦ ,
if and only if
p + q  n, (33)
p + q  m + ρ + j. (34)
Proof.Notice that if thepencil hasonlynonzerocolumnminimal indices, bydefinitionof jc wehave that
p  m−(c1+· · ·+cjc ). It implies thatρ  rank(Ax+B)−(c1+· · ·+cjc ) and so j = jc . In particular,
the condition on the rank imposed by the definition of j does not imply additional restrictions.
Let us prove the sufficiency.
Without loss of generality we can assume that Ax + B is in Kronecker canonical form.
From condition (33) we obtain q < n. We can assume that p < m. If ρ = 0, the result follows from
Theorem 6.1. Hence, suppose that ρ > 0.
If jc = 0, the sufficiency follows by Lemma 8.1.
Let jc > 0. The pencil Ax + B is strictly equivalent to⎡
⎣ A′x + B′ 0
0 A′′x + B′′
⎤
⎦ ,
where A′′x + B′′ has c1, . . . , cjc as column minimal indices. Let α = c1 + · · · + cjc . By definition of jc ,
p  m − α, ρ  q − (α + jc) and jc(A′x + B′) = 0. Notice that
p + q − (α + jc)  n − (α + jc),
p + q − (α + jc)  m − α + ρ.
By Lemma 8.1, A′x + B′ is strictly equivalent to a pencil having a p × (q − α + jc)matrix C1 of rank ρ
as a submatrix. Then, the pencil Ax + B is strictly equivalent to⎡
⎢⎢⎢⎣
∗ C1 0
∗ ∗ 0
0 0 A′′x + B′′
⎤
⎥⎥⎥⎦ ,
and the result follows. 
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9. The case when Ax + B has only homogeneous invariant factors and nonzero columnminimal
indices
In this section we find a solution to Problem 1.1 when the pencil has only homogeneous invariant
factors and nonzero columnminimal indices. In the next lemmawe give sufficient conditions to guar-
antee the existence of solution to Problem 1.1, for this case. We will also use Lemmas 7.4 and 8.1 and
Theorem 7.5.
Notice that for a pencil Ax + B ∈ Fm×n without row minimal indices, j  jc . Recall that ρ 
rank(Ax + B) − max{f , t1} − (c1 + · · · + cj). We are assuming that dc = n and dr = m, hence
n = m + u,m = rank(Ax + B) and δr = δc = 0.
Lemma 9.1. Let Ax + B ∈ F[x]m×n be a matrix pencil having only homogeneous invariant factors and
nonzero column minimal indices c1  · · ·  cu as Kronecker invariants. Let C ∈ Fp×q, rank C = ρ .
Assume that
p + q  n + t, (35)
p + q  m + ρ, (36)
ρ  rank(Ax + B) − max{f , t1}. (37)
Then Ax + B is strictly equivalent to a pencil of the form⎡
⎣ C ∗
∗ ∗
⎤
⎦ .
Proof. Letm  2. The pencil Ax + B is strictly equivalent to a pencil⎡
⎣ A1x + B1 0
0 A2x + B2
⎤
⎦ ,
where A1x + B1 ∈ F[x]m1×n1 , n1 = m1 + u, contains the column minimal indices of Ax + B, and
A2x + B2 ∈ F[x]m2×m2 contains its regular part, withm1 + m2 = m and n1 + m2 = n.
Let conditions (35)–(37) be satisfied. Our aim is to show that for i = 1, 2 there exist a matrix
Ci ∈ Fpi×qi of rank ρi, p1 + p2 = p, q1 + q2 = q, ρ1 + ρ2  ρ , such that Aix+ Bi is strictly equivalent
to a pencil having Ci as a subpencil. Once it is achieved, we will see that it is possible to find a matrix
Y such that the matrix⎡
⎣ C1 Y
0 C2
⎤
⎦ ,
has rank ρ and is equivalent to Diag(C1, C2). By Lemma 7.4, the problem will then be solved.
To achieve the goal, taking into account Lemma 8.1 and Theorem 7.5, it will be sufficient to prove
that the following conditions are satisfied
p1 + q1  n1, (38)
p1 + q1  m1 + ρ1. (39)
p2 + q2  m2 + t, (40)
p2 + q2  m2 + ρ2, (41)
ρ2  m2 − max{f , t1}. (42)
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Put l = max{f , t1}. Define
p1 := min{p,m1, n − q}, p2 := p − p1.
It is clear that 0  p1  m1 and p2  0. If p1 = p or p1 = m1 then p2  m2; if p1 = n − q, then
due to condition (43), p2 = p − n + q  n + t − n = t  m2. Therefore 0  p2  m2. We analyze
different cases according to the value of p1.
Let p1 = p, then p2 = 0. Let
q2 := min{q,m2}, q1 := q − q2.
It is immediate that 0  q2  m2 and 0  q1  n1.
If q2 = q, the result follows from Lemma 7.4.
Suppose that q2 = m2. Let ρ1 = min{ρ, q1}. Notice that ρ1  p1.
Observe that p1 + q1 = p + q − m2  n1 and p1 + q1  m1 + ρ1. By Lemma 8.1, A1x + B1 is
strictly equivalent to a pencil having a p × q1 submatrix C1 of rank ρ1 as a subpencil.
It is easy to see that ρ1 + min{p − ρ1,m2}  ρ , and the result follows.
Let p1 = m1. Notice thatm − p = m2 − p2 and q  n − m1. Define
q2 := min{q,m2,m − p + t}, q1 := q − q2,
ρ1 := q1, ρ2 := min{ρ − ρ1, p2,m2 − l}.
Observe that 0  q2  m2 and q1  0. Notice that q1  u. As a consequence, we have that
0  q1  n1 and q1  p1. Finally, we shall see that q1  ρ . It is true if q2 = q. If q2 = m2 then, due
to condition (44), we obtain that q − m2  m + ρ − p − m2 = ρ − p2  ρ . If q2 = m − p + t, it
results that q − m + p − t  m + ρ − m − t  ρ , as wanted.
We show next that conditions (38)–(42) are satisfied.
It is clear that conditions (39) and (42) hold. Observe that p1 + q1  m1 + u = n1, which is
condition (38). Moreover, p2 + q2  p2 + m2 − p2 + t and so condition (40) is also satisfied.
Let us see that p2+q2  m2+ρ2: It is true ifρ2 = p2. Ifρ2 = ρ−ρ1, then p2+q2  m2+ρ−q1, if
and only if, p+q  m+ρ , which is condition (44). Ifρ2 = m2− l, then p2+q2  p−m1+m−p+t =
m2 + t  m2 + m2 − l.
It is immediate to see that ρ1 + ρ2 + min{p1 − ρ1, q2 − ρ2} = min{p1 + ρ2, q2 + ρ1}  ρ and
the result follows.
Let p1 = n − q. We assume that n − q < m1. Then n − m1 = m2 + u < q. Define,
q2 := m2, q1 := q − q2,
ρ2 := p2, ρ1 := min{ρ − ρ2, q1}.
Notice that ρ2 = p2 = p − n + q  ρ .
It is easy to see that p1 + q1 = n1, p2 + q2 = m2 + ρ2, and that conditions (39), (40) and (42) are
satisfied.
It only remains to prove that ρ1 + ρ2 + min{p1 − ρ1, q2 − ρ2} = min{ρ2 + p1, ρ1 + q2}  ρ .
But ρ2 + p1 = p2 + p1  ρ . Finally, ρ1 + q2  ρ if ρ1 = q1, and if ρ1 = ρ − ρ2, then ρ1 + q2 =
ρ − ρ2 + q2  ρ as wanted. 
Now, we give the solution to Problem 1.1, for pencils having only homogeneous invariant factors
and nonzero column minimal indices as Kronecker invariants.
Theorem 9.2. Let Ax+ B ∈ F[x]m×n be a pencil having only homogeneous invariant factors and nonzero
column minimal indices c1  · · ·  cu as Kronecker invariants. Let C ∈ Fp×q, rank C = ρ . Then Ax + B
is strictly equivalent to a pencil of the form⎡
⎣ C ∗
∗ ∗
⎤
⎦ ,
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if and only if
p + q  n + t, (43)
p + q  m + ρ + j. (44)
Proof. Let us prove the sufficiency. We may assume that p < m, ρ > 0.
The pencil Ax + B is strictly equivalent to⎡
⎣ A′x + B′ 0
0 A′′x + B′′
⎤
⎦ ,
where A′′x + B′′ has c1, . . . , cj as column minimal indices. Let α = c1 + · · · + cj . By the definitions
of jc and j, follows that p  m − α, ρ  q − (α + jc), j′c = jc(A1x + B1) = 0, j′ = j(A1x + B1) = 0
and ρ  m − α − max{i, t1}. Notice that
p + q − (α + j)  m − (α + j) + u,
p + q − (α + j)  m − α + ρ.
By Lemma 9.1, A′x + B′ is strictly equivalent to⎡
⎣ ∗ C1
∗ ∗
⎤
⎦ ,
where C1 ∈ Fp×(q−α+j), rank C1 = ρ . Then, Ax + B is strictly equivalent to⎡
⎢⎢⎢⎣
∗ C1 0
∗ ∗ 0
0 0 A′′x + B′′
⎤
⎥⎥⎥⎦ .
Notice that the top right submatrix
[
C1 0
]
is the desired one. The result follows. 
10. The general case
In this section we obtain the solution to Problem 1.1 when Ax + B is an arbitrary pencil.
The following result is clearly a particular case of the main result of [8]. Nevertheless, we provide
a proof of Lemma 10.1 which is simpler than to obtain the result from the main result of [8].
Lemma 10.1. Let Ax + B ∈ F[x]m×n. Let C ∈ Fρ×ρ , rank C = ρ . Assume that jc = jr = 0, dc = n,
dr = m. If
2ρ  m + n − rank A, (45)
ρ  rank(Ax + B) − max{f , t1}, (46)
then Ax + B is strictly equivalent to a pencil of the form⎡
⎣ C ∗
∗ ∗
⎤
⎦ .
Proof. ThepencilAx+B canbewritten asDiag(A1x+B1, A2x+B2), wherem1+m2 = m,n1+n2 = n,
A1x+ B1 ∈ F[x]m1×n1 has only columnminimal indices and A2x+ B2 ∈ F[x]m2×n2 has homogeneous
invariant factors and rowminimal indices.We aim to proceed as in Lemma 9.1. In this case it is enough
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to find ρ1, ρ2 such that taking p1 = q1 = ρ1, p2 = q2 = ρ2, the conditions of Lemma 8.1 and
Theorem 9.2 are satisfied.
Define
ρ1 := min
{
ρ,
[
n1
2
]
,m1
}
,
ρ2 := min
{
ρ − ρ1,
[
m2 + t
2
]
, n2 − l
}
,
(recall that l = max{f , t1}). They are well defined and satisfy the desired conditions. Notice that since
ρ2  rank(A2x + B2) − max{f , t1}, (47)
j′ = j(A2x + B2) = 0. It only remains to prove that
ρ1 + ρ2 + min{m1 − ρ1, n2 − ρ2}  ρ.
Next we shall see thatm1 + ρ2  ρ: It is satisfied if ρ2 = ρ − ρ1.
Letρ2 = [m2+t2 ]. Ifm2+t is even, thenwehave thatm1+m2+t2  ρ if andonly if 2m1+m2+t  2ρ .
And this is true because 2m1 +m2 + t  m+ t + u  2ρ (notice that the last inequality is condition
(45)). If m2 + t is odd, then m1 + m2+t−12  ρ if and only if m + t + m1 − 1  2ρ . Again from
condition (45), the inequality is true but in the case thatm1 + u + m2 + t = 2ρ .
Assume thatm1 + u+m2 + t = 2ρ . Asm2 + t is odd,m1 + umust be odd, and so u < m1. Then,
m1+u+1
2
+ m2+t−1
2
= ρ . Observe that m1+u+1
2
 m1, hencem1 + m2+t−12  m1+u+12 + m2+t−12 = ρ
and the property is true.
If ρ2 = n2 − l, then from condition (46) we obtain thatm1 + n2 − l  rank(Ax + B) − l  ρ .
Next, we see that ρ1 + n2  ρ: It is obvious if ρ1 = ρ .
Letρ1 = [ n12 ]. Assume that n1 is even.Wewill have that n12 +n2  ρ , if and only if, n1+2n2  2ρ .
And this is true from condition (45), because n1 + 2n2 = n + n2  n + t + v  2ρ .
Let n1 be odd. Then, ρ1 = n1−12 . It must happen that n1 − 1 + 2n2 = n + n2 − 1  2ρ . If it is
not the case, n1 − 1 + 2n2 < 2ρ . Therefore, we have that t + v − 1 + n < 2ρ  t + v + n, which
implies that 2ρ = n1 + n2 + t + v. We conclude that n2 + t + vmust be odd and so n2 − 1  v + t.
Therefore, n1 − 1 + 2n2 = n + n2 − 1  n + t + v  2ρ , as desired.
If ρ1 = m1, thenm1 + n2  n − u − max{f , t1}  ρ , as wanted. 
Lemma 10.2. Let Ax + B ∈ F[x]m×n. Assume that dc = n, dr = m. Let C ∈ Fp×q, rank C = ρ . If
rankA  m − p + n − q, (48)
rank(Ax + B)  p + q − ρ. (49)
ρ  rank(Ax + B) − max{f , t1}, (50)
then Ax + B is strictly equivalent to a pencil of the form⎡
⎣ C ∗
∗ ∗
⎤
⎦ .
Proof. The proof is by induction onm + n. We may suppose that p < m, q < n and u > 0 (if u = 0,
the result follows from Lemma 9.1).
Suppose that ρ = rank(Ax + B) − max{f , t1} and c1  2 and t1  f . Let w = rank(Ax + B).
Then 2w = 2ρ + 2t1  p + q + 2t1  m + n − rank A + 2t1 = dr + dc − rank A + 2t1 =
w + v + w + u − rank A + 2t1. Then rank A  u + v + 2t1. As c1  2, 2u + v + 2t1  rank A. It
follows that u = 0, which is a contradiction.
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Therefore ρ < rank(Ax + B) −max{i, t1} or c1 = 1 or t1 < f . Then Ax + B is strictly equivalent to
a pencil of the form
⎡
⎣ 0
x
A′x + B′
⎤
⎦ =
⎡
⎣ 0 A′′x + B′′
x 1 0 . . . 0
⎤
⎦ ,
where the Kronecker invariants of Ax + B and A′x + B′ coincide, except that the nonzero column
minimal indices of A′x + B′ are c2, . . . , cu and A′x + B′ has an extra infinite elementary divisor of
degree c1. According to the induction assumption, A
′x+ B′ is strictly equivalent to a pencil containing
C as a subpencil. 
Next we give the proof of Theorem 3.1, which provides the solution to the general case.
Proof of Theorem 3.1.We prove the sufficiency.
Recall that δc = min{q − ρ, n − dc}, δr = min{p − ρ,m − dr}. By definition of j,
ρ  rank(Ax + B) − max{f , t1} − (g1 + · · · + gj),
where g1, . . . , gjc+jr are the increasing reordering of c1, . . . , cjc , r1, . . . , rjr . Let j˜c , j˜r be such that
g1, . . . , gj are the values of c1, . . . , cj˜c , r1, . . . , rj˜r . Let α˜ = c1 +· · ·+ cj˜c and β˜ = r1 +· · ·+ rj˜r . Then
Ax + B is strictly equivalent to
⎡
⎢⎢⎢⎢⎢⎢⎣
A′x + B′ 0 0 0
0 0 0 0
0 0 0 A¯′′x + B¯′′
0 0 A′′x + B′′ 0
⎤
⎥⎥⎥⎥⎥⎥⎦
,
where A′′x+B′′ ∈ Fα˜×(α˜+j˜c) and A¯′′x+ B¯′′ ∈ F(β˜+j˜r)×β˜ have c1, . . . , cj˜c and r1, . . . , rj˜r as column and
row minimal indices respectively, the second block column corresponds to the n − dc zero columns
of the whole pencil, the second block row to the m − dr zero rows, and A′x + B′ ∈ Fm′×n′ with
m′ = dr − (α˜ + β˜ + j˜r), n′ = dc − (α˜ + j˜c + β˜). Hence, d′c = dc(A′x+ B′) = dc − (α˜ + β˜ + j˜c) = n′
and d′r = dr(A′x + B′) = dr − (α˜ + β˜ + j˜r) = m′.
Put p′ = p − (β˜ + j˜r + δr) and q′ = q − (α˜ + j˜c + δc). By definition of j˜c and j˜r it is easy to see
that ρ  p′  m′ and ρ  q′  n′. From condition (2) we have that
rank(A′)  d′r − p′ + d′c − q. (51)
Let us calculate j′ = j(A′x + B′). As
m′ − p′  dr − p + δr − α˜,
q′ − ρ = q − (α˜ + j˜c + δc) − ρ,
if j′c = jc(A′x + B′) then 0  j′c  jc , and the column minimal indices it involves are among
c
j˜c+1, . . . , cjc . In the same way, 0  j
′
r = jr(A′x + B′)  jr , and the choice of the rowminimal indices
is analogous. Let g¯1, . . . , g¯j′c+j′r be the increasing reordering of cj˜c+1, . . . , cj˜c+j′c , rj˜r+1, . . . , rj˜r+j′r . Since
rank(A′x + B′) = rank(Ax + B) − (α˜ + β˜), we have that
j′ = max{k ∈ {0, 1, . . . , j′c + j′r} : ρ  rank(A′x + B′) − l − (g¯1 + · · · + g¯k)} = 0.
From condition (3), we obtain
rank(A′x + B′)  p′ + q′ − ρ. (52)
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Taking into account conditions (51) and (52) and applying Lemma 10.2 , there exists a submatrix C1,
rank C1 = ρ , such that A′x + B′ is strictly equivalent to a pencil containing C1 as a subpencil. Then,
Ax + B is strictly equivalent to a matrix of the form⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
C1 ∗ 0 0 0
∗ ∗ 0 0 0
0 0 0 0 0
0 0 0 0 A¯′′x + B¯′′
0 0 0 A′′x + B′′ 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Observe that the whole pencil contains a p × qmatrix C of rank ρ , as desired. 
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