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Abstract
The effect of retaining base flow non-parallelism in the local linear spatiotem-
poral stability analysis of slender low-density jets, discharging from a round
injector into a quiescent ambient, is studied in the present work.
Retaining base flow non-parallelism in the local linear stability analysis was
found to have a stabilizing effect in the flow closer to the injector exit. This
effect was greater the lower the values of the Reynolds number and the initial
momentum thickness of the velocity profile at the injector exit.
When comparing the results obtained to existing experimental data, main-
taining the base flow non-parallelism in the analysis gave better agreement with
the experimental data than not taking base flow non-parallelism into account.
Furthermore, it changed the evolution of the local stability properties so that a
more theoretically sound criteria could be used in determining the absolute or
convective unstable nature of the flow. This allows to reduce the uncertainty in
the stability description of the flow when base flow non-parallelism is retained
in the stability analysis.
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CHAPTER
ONE
Introduction
Instabilities in low-density jets
A jet is a stream of fluid (liquid or gas) being forced out of a small opening. In
particular, we will consider jets discharging into a stagnant atmosphere. This
kind of flow presents a high streamwise shear component, that dominates the
flow, between the moving fluid and the stagnant atmosphere. The study of the
behavior of jets to perturbations became of particular interest when jet propul-
sion became possible, due to the high noise generation of jet engines, but jets
are present as well in combustion processes and mixing of fluids among other
fields. The response to instabilities of low-density jets specifically shows certain
characteristics that made them subject to detailed study.
Low-density jets are those jets whose density is smaller than the ambient
value. This can be achieved in two manners, that we will denominate hot and
light jets. Hot jets are those in which the jet and the atmosphere it discharges
to consist of the same species, but the jet is at a higher temperature. Light jets,
on the contrary, are isothermal but the species of the jet and the ambient are
different, being the species of the jet of a lower density, for example helium jet
discharging into an air atmosphere.
Related to the instability of jets, two types of behavior can be observed. Jets
can act as noise amplifiers or present self-excited oscillations. Constant density
jets and low-density jets at sufficiently small Reynolds numbers are known to
behave as noise amplifiers. In this type of behavior perturbations grow in time
but they are carried away downstream. Low-density jets, under certain condi-
tions, present self-excited oscillations where certain frequencies dominate the
flow. In this cases perturbations are able to propagate upstream, contaminating
the whole flow and triggering a global instability mode so that the oscillation
of the whole jet is synchronized at a certain dominant frequency. In figure 1.1
both type of behaviors are shown for a low-density jet. We can observe a consid-
erable increase in the spreading of the jet for the case in which self-oscillations
are present. A spectrum analysis of that jet for the two different conditions
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Figure 1.1: Spark schlieren views of a hot jet. (a) Shows a slightly heated jet (T =
50C) with a density ratio S = ρj /ρ∞ = 0.91 and Re = 104 behaving as a noise amplifier
whereas (b),(c)and (d) show different views of the same jet with a density ratio of S =
0.62, Tj = 200 and Re = 7500, presenting self-excited oscillations. Figure taken from
Monkewitz et al. (1990).
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Figure 1.2: Near-field pressure spectrum obtained for a hot jet with S = ρj /ρ∞ = 0.47
(solid line) and a constant density jet, S = 1 (dashed line). Figure taken from Monkewitz
et al. (1989).
would show something qualitatively similar to the spectrum shown in figure
1.2. The spectrum for a hot jet and a constant density jet at similar dynamic
characteristics is shown in that figure. It can be observed that for the constant
density jet the spectrum is a somewhat smooth curve. Whereas for the hot jet
the flow shows certain strongly dominant frequencies.
Literature review
A first look into the underlying physical phenomena inherent to (the stability
of) free shear flows, of which jets are a subset, can be found in the seminal works
of Helmholtz (1868),Kelvin (1871) and Rayleigh (1880). Many efforts have been
dedicated since then to understanding the dynamics of this kind of flows.
In particular, the response of constant density jets to small perturbations
has been widely studied (see for instance Batchelor & Gill (1962),Reynolds
(1962),Kambe (1969),Lessen & Singh (1973),Mollendorf & Gebhart (1973),Mat-
tingly & Chang (1974),Morris (1976),Cohen & Wygnanski (1987)).
However, low-density jets present intrinsic dynamics in opposition to con-
stant density jets. This is due to a physical phenomenon that is specific to low-
density jets, the baroclinic torque. The baroclinic torque is related with the
generation of vorticity due to a mismatch in gradients of pressure and density
that does not exist in the case of a constant density jet. It has been shown to
play an important role in the onset of instability in low-density jets (Lesshafft
& Huerre (2007)).
The oscillatory behavior of low-density jets is associated with the concept of
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absolute instability. Absolute and convective instability terms refer to whether
the perturbations are able to travel upstream and contaminate the whole flow
or are just carried away downstream. These stability concepts were first devel-
oped by plasma physicist halfway through the 19th century (Twiss (1951),Twiss
(1952),Landau & Lifschitz (1954),Sturrock (1958)) and then introduced by fluid
mechanics researchers (Gaster (1968),Tam (1971),Huerre & Monkewitz (1985)).
The concepts of absolute and convective instability are local concepts. How-
ever, the distribution of local instability properties and the global instability of
the flow are closely related in slowly spatially developing flows (see Huerre &
Monkewitz (1990);Chomaz (2005)). Specifically, small pockets of local instabil-
ity have been shown to trigger global instability modes in jets (see the work of
Lesshafft et al. (2006),Lesshafft & Huerre (2007), who performed complete nu-
merical simulations of the flow). This allows to perform a local stability anal-
ysis rather than a more complex global analysis to predict the global stability
properties, decreasing in this manner the computational cost associated to the
analysis.
The phenomenon of self-sustained oscillations in low-density jets has been
observed experimentally by Sreenivasan et al. (1989),Kyle & Sreenivasan (1993),
Hallberg & Strykowski (2006) in the case of helium/air mixtures and by Monke-
witz et al. (1990),Raghu & Monkewitz (1991) in the case of heated air. More-
over, the local stability of the near field of low-density jets has been studied
theoretically in numerous occasions (see for instance Monkewitz (1988),Yu &
Monkewitz (1990)Jendoubi & Strykowski (1994),Sevilla et al. (2002),Lesshafft
& Huerre (2007).Hallberg et al. (2007),Nichols et al. (2007),Srinivasan et al.
(2010),Coenen & Sevilla (2012)).
Local linear hydrodynamic stability analysis
Temporal and spatial stability theories independently fail to grasp the stability
properties of low-density jets. Therefore, when studying the stability of that
type of flow, a spatiotemporal stability analysis is desired. In a spatiotemporal
stability analysis, perturbations of a determined shape are introduced into the
equations of motion. Those perturbations are allowed to grow and fade both
in space and time. The parameter related with the behavior in time is the fre-
quency, ω, and the one related with the behavior in space is the wavenumber,
k, both complex. In a spatiotemporal stability analysis both are interrelated.
Specifically, when solving the stability equations only certain combinations of
k and ω satisfy them. In order to obtain the local stability properties, the values
of k and ω are computed for the wave packet of zero velocity (ω0, k0) at each
streamwise location of the flow. The wave packet of zero velocity represents the
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perturbations that stay at the source. If those perturbations grow in time, which
is determined by a positive value of the imaginary part of ω0, the flow is said
to be locally absolutely unstable at that point. On the contrary, if perturbations
die eventually (ω0,i<0) the flow is said to be locally convectively unstable there.
Once the evolution of the local stability properties of the flow is obtained, the
global stability of the flow can be inferred from it, as was already mentioned
before.
Motivation
Typically, when studying the stability of slender low-density jets at moderately
high Reynolds numbers, the analysis is performed neglecting base flow terms
that are not strictly parallel in the equations of motion. Namely, those terms
are the radial velocity component and the axial derivatives of the base flow.
They are considered an order of magnitude smaller than other base flow prop-
erties, like the axial velocity, when compared directly. However, when those
base flow non-parallel terms are retained into the equations of motion and an
order of magnitude analysis is performed, it can be observed that some of the
terms containing base flow non-parallelism remain of equivalent significance as
strictly parallel terms of the base flow. The main motivation of the present work
is to study the effect base flow non-parallelism in the stability characteristics of
low-density jets.
The stability analysis performed in the present work specifically involves
hot jets. However, the trends identified in here for hot jets are believed, due to
a similar structure of the flow, to be applicable to light jets.
Alternative approaches
There are different approaches to understand the global stability of the flow.
One of them is to perform a local linear stability analysis as the one developed
in the present work. With this method the stability properties are computed
at a local level and then from the distribution of local properties the global
behavior is inferred. Another option consist in performing a direct global sta-
bility analysis. In this case, ulike in the local linear stability analysis, the spatial
shape of the perturbation is an unkonwn that will be solved for in the analysis.
However, this option would increase the complexity of the underlying numeri-
cal tools used as now the computational domain is the whole flow, and not just
radial planes at each streamwise location as in the case of a local linear stability
analysis. Furthermore, a complete Direct Numerical Simulation (DNS) can be
performed, thus increasing exponentially the computational cost of the analy-
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sis. Finally, a set of experiments may be conducted. This option needs special
facilities and a very careful set-up. As mentioned before, this type of flow is
very sensitive to perturbation and thus a car passing by the building in which
the experiment is being performed would corrupt the data obtained.
1.1 Outline of the dissertation
Chapter 2 presents the theoretical background. The obtention of the base flow
and the spatiotemporal stability analysis performed are described there. Then,
in chapter 3 we present an overview of the procedure needed to compute the
desired local stability properties of the flow. In chapter 4 the results are shown
and discussed. Finally, chapter 5 holds the conclusions and future prospects. In
the appendix A, a brief overview of the numerical methods used for the com-
putation of the results is given.
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Theoretical background
2.1 Base flow
The flow considered in the present work is that of a hot jet emerging from a
round injector discharging into a cooler stagnant atmosphere. The properties
of the jet are denoted with the subscript j whereas the properties of the atmo-
sphere far from the injector are denoted with the subscript ∞. Therefore, the
density and viscosity at the injector exit are ρj ,µj whereas the density and vis-
cosity of the atmosphere are ρ∞,µ∞. A schematic of the flow configuration can
be seen in figure 2.1. The injector is a straight round tube of length lt and con-
stant radius a. The flow rate is Q and the flow enters the injector with uniform
velocity uj =
Q
pia2
. The Reynolds number based on this velocity, Re =
ρjuja
µj
, is as-
sumed to be high. This results into a slender jet with a characteristic length of
the jet flow of Rea 1. Buoyancy effects have been neglected as the Richardson
number Ri = (ρ∞ − ρj)ga/(ρju2j ) 1.
The stability characteristics of the flow in slender low-density jets have been
proven to be very sensitive to the initial velocity profile at the injector exit. In
order to obtain realistic velocity profiles the flow field inside the injector tube
is computed numerically from the dimensionless continuity and momentum
equations in the boundary-layer approximation since Re  1. The equations
are nondimensionalized rescaling r∗,x∗,u∗ and v∗ with a,Rea, uj and
µj
ρja
, respec-
tively. The ∗ denotes a dimensional variable. The density is assumed to be
constant along the injector tube as the injector walls are considered adiabatic
and the Mach number Ma =
uj
c0
is small, with c0 representing the speed of sound
in the fluid.
The boundary layer approximation is based on the assumption that the ax-
ial development of the flow, of the order of L, is much greater than its radial
development, of order δ. Therefore, if u ∼ uj , v, from continuity, is v ∼ (δ/L)uj .
That way u ∂v∂x ∼ v ∂u∂r  u ∂u∂x ∼ v ∂u∂r , ∂
2v
∂x2
 ∂2u
∂x2
 ∂2v
∂r2
 ∂2u
∂r2
and ∂p∂r ∼ 0.
9
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µ∞
a
µj
lt
ρ∞
r
ρj
x
Figure 2.1: Schematic of the flow configuration. Figure taken from Coenen (2010)
Therefore, the continuity and momentum equations in the boundary layer
approximation for the flow inside the injector tube are
∂(ru)
∂x
+
∂(rv)
∂r
= 0, (2.1a)
u
∂u
∂x
+ v
∂u
∂r
= −Pl + 1r
∂
∂r
(r
∂u
∂r
), (2.1b)
which are integrated numerically using the method of lines (Holmes (2007))
with initial conditions u = 1 at x = −Lt and boundary conditions ∂u∂r = v = 0 at
r = 0 and u = v = 0 at r = 1 for x > −Lt. Where Lt = ltRea is the rescaled injector
length and Pl a rescaled axial pressure gradient. In this manner we obtain the
velocity profile at the injector exit that will be the initial conditions for the jet
flow.
In order to obtain the steady solution for the flow field in the downstream of
the injector exit, the axisymmetric dimensionless boundary-layer equations are
used. In this case, given that the variations of pressure radially are very small
according to the boundary layer approximation ∂p∂r  1, and the fact that when
r → ∞ the flow is at rest and thus the pressure is the same independently of
x, the axial variations of pressure ∂p∂x = 0. Therefore, the equations of motion
for the flow downstream of the injector exit are the continuity and momentum
equations,
∂
∂x
(ρru) +
∂
∂r
(ρrv) = 0, (2.2a)
ρ(u
∂u
∂x
+ v
∂u
∂r
) =
1
r
∂
∂r
(µr
∂u
∂r
), (2.2b)
and the energy equation approximated for low Mach numbers
ρ(u
∂T
∂x
+ v
∂T
∂r
) =
1
P r
1
r
∂
∂r
(µr
∂T
∂r
), (2.2c)
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where u,µ,T ,κ are nondimensionalized with uj ,µj ,Tj ,κj The initial condi-
tions to integrate these equations are u = ue(r),T = 1 for r ≤ 1 and u = 0,T = S
for r > 1 at x = 0, and the boundary conditions are ∂u∂r = v =
∂T
∂r = 0 at r = 0 and
u = v = 0,T = S as r→∞ for x > 0.
The equation of state written in the quasi-isobaric approximation
ρT = 1 (2.3a)
and the presumed power-law temperature dependence
µ = κ = T σ (2.3b)
supplement the conservation equations for the transport properties. For equa-
tion 2.3b it is assumed that the Prandtl number Pr and the specific heat at con-
stant pressure c∗p remain constant along the flow (µ = κ).
These equations are integrated numerically using a finite differences ap-
proach with a second-order scheme in r and starting at x = 0 and then marching
in x > 0. The numerical integration is explained in more detail in appendix A.
2.2 Stability analysis
The linear stability analysis performed here is based on the addition of small
perturbations to the base flow and analyzing the spatiotemporal response of
the flow to those perturbations. Azimuthal perturbations where not included
in the analysis as it has been observed that for this kind of flows the axisym-
metric mode is dominant under most conditions (see for instance Monkewitz
et al. (1990)). The dimensionless equations of motion describing the stability
problem are
∂ρ
∂t
+∇ · (ρu) = 0 (2.4a)
ρ(
∂u
∂t
+ u · ∇u) = −∇p+ 1
Re
{
∇ · [µ(∇u +∇uT )]− 2
3
∇(µ∇ ·u)
}
(2.4b)
ρ(
∂T
∂t
+ u · ∇T ) = 1
ReP r
∇ · (κ∇T ) (2.4c)
However, in contrast to the base flow analysis, the axial coordinate x∗ is nondi-
mensionalized with the jet radius a as the characteristic length scale. Also, time
t is scaled with a/uj .
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Perturbations of the basic flow are inserted in the equations of motion as
follows:
u = u¯ + u˜ , v = v¯ + u˜ ,
ρ = ρ¯+ ρ˜ , T = T¯ + T˜ ,
µ = µ¯+ µ˜ , κ = κ¯+ κ˜ ,
p = p˜ ,
where u¯, v¯, ρ¯, ... represent the base flow values and uˆ, vˆ, ρˆ, ... represent the per-
turbations. In the subsequent substitution, the terms containing only base flow
quantities satisfy the steady equations of motion and can therefore be removed
from the development. With the rest of the terms, a linearization is performed.
The perturbations are assumed to be small, of order  1. Therefore, the terms
containing products of perturbations are of order 2 and are neglected.
We will now perform an analysis of the order of magnitude of the terms
that remain. The characteristic axial length of the base flow is Rea while the
characteristic length for the stability analysis is a. This results in x ∼ O(Re) for
the base flow while x ∼ O(1) for the stability flow. The orders of magnitude of
the properties of the perturbations and the base flow are
(ρ,u,v,p,µ,T ,
∂ρ
∂x
,
∂u
∂x
,
∂v
∂x
,
∂p
∂x
,
∂µ
∂x
,
∂T
∂x
,
ρ′,u′,v′,p′,µ′,T ′, ∂
2u
∂x2
,u′′, ∂
2v
∂x2
,v′′) ∼ O() ,
(ρ¯, u¯, µ¯, T¯ , ρ¯′, u¯′, µ¯′, T¯ ′) ∼ O(1) ,
(v¯, v¯′, v¯′′,
∂ρ¯
∂x
,
∂u¯
∂x
,
∂µ¯
∂x
,
∂T¯
∂x
) ∼ O(1/Re) ,
(
∂v¯
∂x
,
∂2u¯
∂x2
,
∂2T¯
∂x2
) ∼ O(1/Re2) ,
where the tilde has been omitted here and onwards to denote the perturbations
and the ′,′′ denote the partial derivatives with respect to r ∂∂r ,
∂2
∂r2
. Next, an anal-
ysis of the orders of magnitude for each of the terms in the conservation equa-
tions is shown, where terms of O(/Re) containing base flow non-parallelism
have been highlighted in bold,
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Continuity:
∂ρ
∂t︸︷︷︸
O()
+
∂ρ¯
∂x
u︸︷︷︸
O(/Re)
+ ρ¯
∂u
∂x︸︷︷︸
O()
+
∂ρ
∂x
u¯︸︷︷︸
O()
+ ρ
∂u¯
∂x︸︷︷︸
O(/Re)
+ ρ¯
v
r︸︷︷︸
O()
+
+ ρ¯′v︸︷︷︸
O()
+ ρ¯v′︸︷︷︸
O()
+ ρ
v¯
r︸︷︷︸
O(/Re)
+ ρ′v¯︸︷︷︸
O(/Re)
+ ρv¯′︸︷︷︸
O(/Re)
= 0. (2.5a)
Axial momentum:
ρ¯
∂u
∂t︸︷︷︸
O()
+ ρ¯v¯u′︸︷︷︸
O(/Re)
+ ρ¯vu¯′︸︷︷︸
O()
+ ρ¯u¯
∂u
∂x︸︷︷︸
O()
+ ρ¯u
∂u¯
∂x︸︷︷︸
O(/Re)
+ ρv¯u¯′︸︷︷︸
O(/Re)
+ ρu¯
∂u¯
∂x︸︷︷︸
O(/Re)
=
−∂p
∂x︸︷︷︸
O()
+
1
Re
( µ¯∇2u︸︷︷︸
O(/Re)
+ µ
∂2u¯
∂x2︸︷︷︸
O(/Re3)
+µ
1
r
(ru¯′)′︸   ︷︷   ︸
O(/Re)
+
1
3
µ¯
∂(∇ ·u)
∂x︸       ︷︷       ︸
O(/Re)
+
1
3
µ
∂(∇ · u¯)
∂x︸       ︷︷       ︸
O(/Re2)
+
+ µ′u¯′︸︷︷︸
O(/Re)
+2
∂µ
∂x
∂u¯
∂x︸  ︷︷  ︸
O(/Re2)
+ µ¯′∂v
∂x︸︷︷︸
O(/Re)
+ µ¯′u′︸︷︷︸
O(/Re)
+2
∂µ¯
∂x
∂u
∂x︸  ︷︷  ︸
O(/Re2)
− 2
3
∂µ
∂x
∇ · u¯︸     ︷︷     ︸
O(/Re2)
). (2.5b)
Radial momentum:
ρ¯
∂v
∂t︸︷︷︸
O()
+ ρ¯v¯v′︸︷︷︸
O(/Re)
+ ρ¯vv¯′︸︷︷︸
O(/Re)
+ ρ¯u¯
∂v
∂x︸︷︷︸
O()
+ ρ¯u
∂v¯
∂x︸︷︷︸
O(/Re2)
+ ρv¯v¯′︸︷︷︸
O(/Re2)
+ ρu¯
∂v¯
∂x︸︷︷︸
O(/Re2)
=
−p′︸︷︷︸
O()
+
1
Re
( µ¯∇2v︸︷︷︸
O(/Re)
− µ¯ v
r2︸︷︷︸
O(/Re)
+µ
1
r
(rv¯′)′︸   ︷︷   ︸
O(/Re2)
+
1
3
µ¯(∇ ·u)′︸     ︷︷     ︸
O(/Re)
+
1
3
µ(∇ · u¯)′︸     ︷︷     ︸
O(/Re2)
+
+ 2µ′v¯′︸︷︷︸
O(/Re2)
+
∂µ
∂x
u¯′︸︷︷︸
O(/Re)
+ µ¯′(2v′ − 2
3
∇ ·u)︸             ︷︷             ︸
O(/Re)
+(
∂v
∂x
+u′)
∂µ¯
∂x︸         ︷︷         ︸
O(/Re2)
− 2
3
µ′∇ · u¯︸   ︷︷   ︸
O(/Re2)
). (2.5c)
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Energy:
ρ¯
∂T
∂t︸︷︷︸
O()
+ ρ¯u¯
∂T
∂x︸ ︷︷ ︸
O()
+ ρ¯v¯T ′︸︷︷︸
O(/Re)
+ ρ¯u
∂T¯
∂x︸ ︷︷ ︸
O(/Re)
+ ρ¯vT¯ ′︸︷︷︸
O()
+ ρu¯
∂T¯
∂x︸ ︷︷ ︸
O(/Re)
+
+ ρv¯T¯ ′︸︷︷︸
O(/Re)
=
1
ReP r
(κ¯∇2T︸︷︷︸
O(/Re)
+
∂κ¯
∂x
∂T
∂x︸ ︷︷ ︸
O(/Re2)
+ κ¯′T ′︸︷︷︸
O(/Re)
+ κ
∂2T¯
∂x2︸︷︷︸
O(/Re3)
+
+ κT¯ ′′︸︷︷︸
O(/Re)
+
κ
r
T¯ ′︸︷︷︸
O(/Re)
+ κ′T¯ ′︸︷︷︸
O(/Re)
+
∂κ
∂x
∂T¯
∂x︸ ︷︷ ︸
O(/Re2)
). (2.5d)
As Re 1, terms of order (/Re2) are considered negligible. However, terms of
order O(1/Re) remain significant. In those terms of order O(1/Re) is where the
present work is different from what has been done up to now. When perform-
ing linear stability analysis of slender low density jets, non-parallel terms of the
base flow (v¯, ∂φ¯∂x ) are discarded because they are considered negligible (O(1/Re))
compared to the parallel base flow terms (O(1)). However, it is perfectly valid to
retain them in the analysis. When the perturbations are inserted into the equa-
tions of motion, it can be seen that there are terms containing non-parallelism of
the base flow that are of the same order as other terms that contain only strictly
parallel base flow properties. Those non-parallel terms of order O(/Re) can be
seen in equations 2.5a,2.5b,2.5c and 2.5d highlighted in bold.
If we keep those non-parallel terms of the same order of magnitude that we
were already keeping with the parallel ones (O(1/Re)), the linearized equations
of motion take the form:
∂ρ
∂t
+
∂ρ¯
∂x
u︸︷︷︸
n.p
+ρ¯
∂u
∂x
+
∂ρ
∂x
u¯ + ρ
∂u¯
∂x︸︷︷︸
n.p
+ρ¯
v
r
+ ρ¯′v + ρ¯v′ + ρv¯
r
+ ρ′v¯ + ρv¯′︸           ︷︷           ︸
n.p
= 0, (2.6a)
ρ¯
∂u
∂t
+ ρ¯v¯u′︸︷︷︸
n.p
+ρ¯vu¯′ + ρ¯u¯ ∂u
∂x
+ ρ¯u
∂u¯
∂x
+ ρv¯u¯′ + ρu¯∂u¯
∂x︸                     ︷︷                     ︸
n.p
= −∂p
∂x
+
1
Re
(µ¯∇2u +µu¯′′ + µ
r
u¯′ + 1
3
µ¯
∂(∇ ·u)
∂x
+µ′u¯′ + µ¯′∂v
∂x
+ µ¯′u′), (2.6b)
ρ¯
∂v
∂t
+ ρ¯v¯v′ + ρ¯vv¯′︸       ︷︷       ︸
n.p
+ρ¯u¯
∂v
∂x
= −∂p
∂r
+
1
Re
(µ¯∇2v − µ¯ v
r2
+
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+
1
3
µ¯
∂(∇ ·u)
∂r
+
∂µ
∂x
u¯′ + µ¯′(2v′ − 2
3
∇ ·u)), (2.6c)
ρ¯
∂T
∂t
+ ρ¯u¯
∂T
∂x
+ ρ¯v¯T ′ + ρ¯u∂T¯
∂x︸          ︷︷          ︸
n.p
+ρ¯vT¯ ′ + ρu¯∂T¯
∂x
+ ρv¯T¯ ′︸          ︷︷          ︸
n.p
=
1
ReP r
(κ¯∇2T + κ¯′T ′ +κT¯ ′′ + κ
r
T¯ ′ +κ′T¯ ′), (2.6d)
where non parallel terms have been underlined for an easier identification.
Next, the perturbations are assumed to be normal modes,
(ρ,T ,µ,κ,u,v,p) = (ρˆ, Tˆ , µˆ, κˆ, uˆ, ivˆ, pˆ)ei(kx−ωt) (2.7)
where k and ω are complex numbers.
Inserting the shape of the perturbations into the linearized equations of mo-
tion (2.5a-2.5d) we obtain:
(ku¯ − i( v¯
r
+ v¯′ + ∂u¯
∂x
))ρˆ − iv¯ρˆ′︸                       ︷︷                       ︸
n.p
+(kρ¯ − i ∂ρ¯
∂x︸︷︷︸
n.p
)uˆ + (
ρ¯
r
+ ρ¯′)vˆ + ρ¯vˆ′ =ωρˆ, (2.8a)
− (v¯u¯′ + u¯ ∂u¯
∂x
)ρˆ︸          ︷︷          ︸
n.p
+
1
Re
(u¯′′ + u¯
′
r
)µˆ+
1
Re
(u¯′)µˆ′ − (ikρ¯u¯ + ρ¯∂u¯
∂x︸︷︷︸
n.p
+
+
4
3Re
k2µ¯)uˆ + ( −ρ¯v¯︸︷︷︸
n.p
+
1
Re
(
µ¯
r
+ µ¯′))uˆ′ + 1
Re
(µ¯)uˆ′′ + (−iρ¯u¯′+
− 1
Re
(
1
3
kµ¯
r
+ kµ¯′))vˆ − 1
3
kµ¯vˆ′ +−ikpˆ = −iωρ¯uˆ, (2.8b)
− 1
Re
ku¯′µˆ+ 2
3Re
kµ¯′uˆ − 1
3Re
µ¯kuˆ′ + ( ρ¯v¯′︸︷︷︸
n.p
+ikρ¯u¯+
+
1
Re
(k2µ¯+
4
3r2
µ¯+
2
3r
µ¯′))vˆ + ( ρ¯v¯︸︷︷︸
n.p
− 1
Re
(
4
3r
µ¯+
4
3
µ¯′))vˆ′
− 4
3Re
µ¯vˆ′′ − ipˆ′ = iρ¯ωvˆ, (2.8c)
(u¯
∂T¯
∂x
+ v¯T¯ ′)ρˆ︸           ︷︷           ︸
n.p
−( T¯
′
r
T¯ ′ + T¯ ′′)κˆ − T¯ ′κˆ′ + (ikρ¯u¯ + k
2κ¯
ReP r
)Tˆ+
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+ ( ρ¯v¯︸︷︷︸
n.p
−
κ¯
r + κ¯
′
ReP r
)Tˆ ′ + (κ¯)Tˆ ′′ + ρ¯∂T¯
∂x
uˆ︸ ︷︷ ︸
n.p
+iρ¯T¯ ′vˆ = iωρ¯Tˆ , (2.8d)
The boundary conditions of those stability equations far from the injector exit
is that the perturbations die out
r→∞ : (ρˆ, Tˆ , µˆ, κˆ, uˆ, vˆ, pˆ)→ 0. (2.9)
At the other end, at r = 0 the boundary conditions are that there is no radial
velocity of the perturbation vˆ = 0, uˆ′ = 0 and uˆ, ρˆ, µˆ, κˆ, Tˆ , pˆ values must be finite.
r = 0 : vˆ = uˆ′ = 0 and (ρˆ, Tˆ , µˆ, κˆ, pˆ) finite. (2.10)
A Taylor expansion of equations 2.8b, 2.8cand 2.8d around r = 0 yields
r = 0 :

µˆu¯′ + µ¯uˆ′ = 0
−23k(µ¯uˆ′ + µ¯′uˆ) + (23 µ¯′ − Reρ¯v¯︸︷︷︸
n.p
)vˆ′ + 2µ¯vˆ′′ + iRepˆ′ = 0
T¯ ′κˆ+ Tˆ ′κ¯ = 0
(2.11)
The set of stability equations result into an eigenvalue problem at each stream-
wise location of the form A(k)x = ωBx where A and B are matrices and x is
the vector x = [ρˆ uˆ vˆ pˆ]′ containing the set of eigenfunctions ψ(r)=(ρˆ, uˆ, vˆ, pˆ)(r).
These eigenfunctions only exist if k and ω satisfy a dispersion relation
D[k,ω;R] = 0 (2.12)
where R represents all those parameters that determine the base flow character-
istics Re,Pr,S, etc. The dispersion relation is the spectral form of the differential
operator in physical space D[−i ∂∂x , i ∂∂t ;R] coming from the equations of motion
so that perturbations ψ(x, t) conform to
D(−i ∂
∂x
, i
∂
∂t
;R)ψ(x, t) = 0.
2.2.1 Linear local hydrodynamic stability theory
There are some key stability concepts. The terms local and global refer to the
stability conditions at one specific streamwise location or to the stability of the
entire flow respectively. When localized perturbations grow in time but are
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Figure 2.2: Typical impulse responses. (a) stable, (b) convectively unstable, (c) abso-
lutely unstable. Figure taken from Huerre & Monkewitz (1990).
washed away downstream the base flow is said to be locally convectively un-
stable (Figure 2.2b), whereas when disturbances grow in time but travel both
downstream and upstream the base flow is said to be locally absolutely unstable
(Figure 2.2c).
In order to study the absolute or convective nature of the local instabili-
ties, we are interested in the modes with zero group velocity (k0,ω0 so that
dω(k)/dk = 0), which physically means we want to analyze the behavior of those
wave packets that remain at the source, amplifying or decaying. Graphically
this means the study of the line x/t = 0 in figure 2.2. From the modes with zero
group velocity we can tell, depending on whether the perturbations asymptot-
ically (t → ∞) amplify or attenuate at the source, the absolute or convective
nature of the local instability from the value of the absolute growth rate ω0,i .
If ω0,i > 0 the flow is locally absolutely unstable whereas if ω0,i < 0 the flow is
locally convectively unstable. To compute the value of ω0,i at each streamwise
location, we make use of the fact that the condition for the existence of wave
packets of zero velocity, dω(k0)/dk = 0, implies the existence of a saddle point
in the complex solution space for (k,ω). From all existing saddle points, the one
with the largest ω0,i , while satisfying the Briggs-Bers criterion (Briggs (1964)),
is the one that determines the asymptotic (t→∞) response to an instantaneous
impulse of the flow at that location. The numerical method used to compute
the value of ω0,i can be found in the appendix A.
2.2.2 Global stability criteria
Given the evolution of local stability properties, specifically the absolute growth
rate, ω0,i , in the streamwise direction, the global stability properties of the flow
can be inferred from it. Depending on the shape of that evolution we can dis-
tinguish four different cases. Those four different cases are shown in figure 2.3.
In case I, the value of ω0,i is smaller than 0 for every streamwise location x.
This means that the flow is convectively unstable. In case II however, there is
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a pocket of local absolute instability, where ω0,i is greater than 0. In this case
the pocket of local absolute instability would contaminate the entire flow so
that globally the flow would be absolutely unstable. This will happen inde-
pendently of the size of the locally unstable region (Pier et al. (1998);Lesshafft
et al. (2006);Sevilla (2011)). Whenever that pocket of local absolute instability
reaches the upstream boundary of the flow we can differentiate between two
cases. In case III, the derivative of the absolute growth rate at the injector outlet
∂
∂x (ω0,i(0)) is positive. The flow is considered absolutely unstable in this case
as this type of evolution is assumed equivalent to case II. In case IV however,
where the pocket of local absolute instability reaches the upstream boundary
of the flow and ∂∂x (ω0,i(0)) < 0, additional information is needed to be able to
determine which are the global stability properties of the flow. For this type
of evolution of the absolute growth rate, the pocket of local absolute instability
of length xAC would need to be big enough in order to trigger global absolute
instability (Chomaz et al. (1988);Couairon & Chomaz (1999)). If the pocket of
absolute instability were smaller than a certain critical length lc, the flow would
remain globally convectively unstable due to the stabilizing effect of the convec-
tion in the region near the injector exit. Whereas if that region of local absolute
instability were greater than that critical value lc, the flow would be globally
unstable.
There are various options for defining that critical length lc mentioned be-
fore, past which the region of absolute instability bounded by the injector out-
let would contaminate the whole flow making it absolutely unstable. How-
ever, none of them have been found to be completely satisfactory. One op-
tion is based on the numerical results of Lesshafft et al. (2006). They found
that global absolute instability was triggered when the locally absolutely un-
stable region reached a length of the order of the absolute wavelength of the
instability at the injector outlet. Therefore one criteria would consist in setting
lc = λ(0) = 2pi/k0,r(0). However, this criteria has some uncertainty associated to
it as it is based on numerical evidence and not on solid theoretical principles.
Another criterion (Chomaz et al. (1988)), theoretically more sound but devel-
oped for the Ginzburg-Landau equation and not the Navier-Stokes equations,
consist on setting the critical length to lc = C/σ
−1/2
0 were σ0 corresponds to the
absolute growth rate at the injector outlet ω0,i(0) and C is a constant. The prob-
lem with this criteria is the need to adjust for the constant C based on previous
experimental results.
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Figure 2.3: Types of streamwise evolutions ofω0,i determining the globally convective
or absolute nature of the instability of the flow: (I) convectively unstable, (II) absolutely
unstable, (III) absolutely unstable, (IV) absolutely unstable or convectively unstable
depending on whether the length xAC is greater or lower than a critical value lc. Solid
lines represent streamwise evolutions of ω0,i where dω0,i/dx(x = 0) > 0 whereas dashed
lines correspond to those where dω0,i/dx(x = 0) < 0.
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CHAPTER
THREE
Computational Procedure
In order to study the effect of base flow non-parallelism in the stability of low-
density jets, we need to compute the evolution of the local absolute growth rate
ω0,i in the streamwise direction for some significant cases.
First, the description of the base flow is obtained by integrating numerically
the equations of motion with the boundary-layer and low-Mach number ap-
proximations 2.2a–2.2c and appropriate boundary conditions. The axial deriva-
tives of the axial velocity du/dx(r) and the density dρ/dx(r) need to be obtained
then as they are needed for the subsequent stability computations. Once the
base flow has been computed, the eigenvalue problem formed by the stability
equations after the substitution of the normal modes into the linearized equa-
tions of motion (equations 2.8a–2.8d) can be solved for the values of ω and k
with a Chebyshev spectral collocation method at each streamwise location and
boundary conditions 2.9–2.11. However, we are only interested in the values
of ω and k for the wave packet of zero velocity (ω0,k0). The condition for the
wave packet of zero velocity is that dω/dk(k0) = 0, which implies a double root,
or a saddle point, in the complex k-plane. An iterative method is implemented
numerically to find this saddle point. Furthermore, there are multiple sad-
dle points, but only the one with the highest value of ω0,i while satisfying the
Briggs-Bers criterion (Huerre (2000)) is the one determining the asymptotical
behavior of the flow at that location. Once the streamwise distribution of ω0,i
is known, we are able to determine from it the global stability of the flow for a
given condition.
The particular numerical methods implemented to solve for the base flow
description, the eigenvalue problem and the saddle point determination to ob-
tain (ω0, k0) are described in appendices A.1, A.2 and A.3 respectively.
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CHAPTER
FOUR
Results and Discussion
In the present work, some representative cases were analyzed. First, the cases
with S = 0.5, D/θ0 = 100,30 and Re = 2000,500,200 were studied in order to es-
tablish trends in the effect of retaining non-parallel terms of the base flow in the
local linear stability analysis. Later, the critical density ratio Sc was computed
with and without including the base flow non-parallelism in the computations
for the case D/θ0 = 83.5 and Re = 2340. This was done to be able to contrast
those results to the experimental evidence of Monkewitz et al. (1990).
4.1 Base flow
Figure 4.1 shows the velocity and density profiles obtained for a density ratio
S = 0.5, D/θ0 = 100 and D/θ0 = 30 at different streamwise locations. D/θ0 =
100 and D/θ0 = 30 are the representative cases of a flow developing from a ve-
locity profile with a small momentum thickness at the injector exit (D/θ0 = 100)
or a relatively large one (D/θ0 = 30). In figure 4.1a the axial velocity profiles
(u(r)) at the injector exit have been represented. ForD/θ0 = 100 the momentum
thickness is small, and therefore the axial velocity profile is constant except for
a small region near r = 1. We can observe that, as expected, the non-constant
region for D/θ0 = 30 is wider than in the previous case as corresponds to a
bigger momentum thickness. Past r = 1, the axial velocity component is 0 (stag-
nant ambient) and the density is 2 agreeing with a value of S = ρj /ρ∞ = 0.5.
Note that the axial velocity component u∗, has been nondimensionalized with
uj = Q/(pia2) so that the axial nondimensional velocity at the center of the jet
(r = 0) is u > 1. We can see for the different values of x in figure 4.1 how
the density and axial velocity component profiles get thicker as we advance
in the streamwise direction. The axial derivatives of the axial velocity compo-
nent (dudx (r)) and the density (
dρ
dx ) of the base flow have been computed as well,
and are shown in figure 4.2 at different streamwise locations and for the cases
D/θ0 = 100,30, as they are some of the non-parallel properties of the base flow
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Figure 4.1: Hot jet base flow nondimensional velocity (a),(c),(e) and density (b),(d),(f)
profiles at different streamwise locations for a density ratio S = 0.5, momentum thick-
ness D/θ0 = 100(solid lines) and D/θ0 = 30(dashed lines).
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Figure 4.2: Hot jet base flow nondimensional axial velocity derivatives (du/dx(r))
(a,c,d) and axial density derivatives(dρ/dx(r)) (b,d,f) profiles at different locations of
the streamwise coordinate for a density ratio S = 0.5, momentum thickness D/θ0 =
100(solid line) and D/θ0 = 30(dashed line). Note that the nondimensionalization for
the base flow is done with x ∼ Rea whereas for the stability analysis x ∼ a. Therefore,
although here the values of du/dx and dρ/dx may look unreasonably high, those values
must be divided by the Reynolds number in order to represent each particular case for
different values of Re.
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whose effect we want to study including them in the local linear stability anal-
ysis of the flow. It is important to note that the seemingly high values for dudx
and dρdx come from the fact that x
∗ ∼ Rea in the nondimensionalization of the
base flow. Therefore, in order to adjust dudx and
dρ
dx for each different value of the
Reynolds number, we would have to divide the values shown in figure 4.2 by the
appropriate Re in each case. The general trend shown by the axial derivatives of
the base flow properties (dudx ,
dρ
dx ) is that the closer to the injector exit, the higher
their value. Furthermore, the decrease in significance of the axial derivatives
from x = 0 to x = 0.001 is of the same order of magnitude that their decrease
from x = 0.001 to x = 0.1. However, the difference in x is much greater for the
later case (x = 0.001 → x = 0.1). Therefore, the values of the axial derivatives
of the base flow as inferred from dudx and
dρ
dx are higher the closer to the injector
exit (x = 0), and their decrease along the streamwise coordinate is greater the
closer they we get to the injector exit as well.
4.2 Stability
The downstream evolution of the local stability properties for S = 0.5 and
D/θ0 = 100 at different Reynolds numbers can be observed in figure 4.3 with
and without the effect of base flow non-parallelism. To the right of the figure
an overview of the downstream evolution can be seen while a close up view of
the evolution near the injector exit is shown to the left. The axial coordinate x
divided by the Reynolds is represented in the horizontal axis for both (a) and
(b) whereas in the vertical axis the frequency ω0,r (a) and the absolute growth
rate ω0,i (b) are represented.
It is important to note that the fact that the downstream distributions, past
a small region near the injector exit, almost collapse onto a single line when ω
is represented versus x/Re validates the previous order of magnitude analysis
based on the assumption that characteristic length of the base flow is Rea.
In general, as it can be observed in the figure, the higher the Reynolds num-
ber, the greater the absolute growth rates. Therefore, increasing the Reynolds
number has a destabilizing effect on the flow.
The effect of base flow non-parallelism can be seen to have a significant im-
pact in the region closer to the injector exit, up to x/Re = 0.01. In this case, inde-
pendently of the Reynolds number, the effect of the base flow non-parallelism
is to stabilize the flow. This means that the local absolute growth rates are re-
duced, bringing the curves of ωi,0 down from the ones obtained without taking
into account base flow non-parallelism. The lower the Reynolds, the greater the
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Figure 4.3: Distribution of ω0 as a function of the streamwise coordinate for D/θ0 =
100, S = 0.5 and Re =2000(red), 500(green), 200(blue). In (a) the frequency ω0,r is
represented whereas in (b) we represent the absolute growth rate ω0,i . On the left
column, the region closest to the injector is enlarged from the figure on the right column
for a better visualization.
stabilizing effect of including base flow non-parallel terms in the analysis. In
fact, for the case in which Re = 200, the unstable nature of the flow is changed
from globally absolutely unstable to globally convectively unstable by retain-
ing base flow non-parallel terms. Without including the non-parallelism of the
base flow, the evolution of ω0,i for Re = 200 presents a pocket of local abso-
lute instability that disappears when taking the base flow non-parallelism into
account. Another effect of the addition of base flow non-parallel terms is the
downstream delay in the location of the maximum absolute growth rate, as the
stabilizing effect of the base flow non-parallelism is greater the closer to the
injector exit. This will result in a slower dominant temporal frequency of the
flow. The dominant temporal frequency of the flow (ωr) is the one that can be
found at the same location as the maximum value of the growth rate (ω0,i). As
the value of ωr decreases as x increases, if the location of the maximum growth
rate is delayed, the dominant temporal frequency will be slower.
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Figure 4.4: Distribution of ω0 as a function of the streamwise coordinate for D/θ0 =
30, S = 0.5 and Re = 2000 (red), 500(greens), 200(blue). In (a) the frequency ω0,r is
represented whereas in (b) we represent the growth rate ω0,i . On the left column, the
region closest to the injector is enlarged from the figure on the right column for a better
visualization.
The evolution of the local stability properties for the caseD/θ0 = 30 is shown
in figure 4.4. For this value of initial momentum thickness (D/θ0), the effect of
retaining the base flow non-parallelism in the analysis is small. However, the
trend in the effect of the Reynolds number is the same as for D/θ0 = 100. This
can be observed clearer in the evolution of the frequency (a) than in the evolu-
tion of the absolute growth rate (b) as the differences generated by the base flow
non-parallelism are greater in the first. The lower the Reynolds number, the
bigger the change generated by the retention of base flow non-parallelism. An
important difference, influencing the determination of the nature of the global
instability between the cases D/θ0 = 30 and D/θ0 = 100, is the shape of the
evolution of ω0,i . In the case of D/θ0 = 100 the evolution of ω0,i is of type II,
as described in chapter 2.2.2. Whereas for D/θ0 = 30 the evolution is of type
III. Nevertheless, the main difference is that the effect of retaining base flow
non-parallel terms is quite significant for D/θ0 = 100 while almost negligible
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Figure 4.5: Spatial distribution of the axial derivatives of the momentum thickness
for the cases D/theta0 = 100 and D/theta0 = 30. On the left column, the region closest
to the injector is enlarged from the figure on the right column for a better visualization.
for D/theta0 = 30.
This difference in the relevance of including the non-parallelism of the base
flow in the analysis for different initial momentum thicknesses of the base pro-
file, can be explained by the axial variations in momentum thickness near the
injector exit. The spatial evolution of the axial derivatives of the momentum
thickness (figure 4.5) is a measure of the radial development of the flow. There-
fore, the larger the axial derivatives of the momentum thickness near the in-
jector exit, the greater the importance of the base flow non-parallelism in the
stability of the flow. In figure 4.5, the spatial distribution of the axial deriva-
tives of the momentum thickness of the base flow is shown for two different
values of the ratio D/θ0, namely D/θ0 = 100 and D/θ0 = 30. It can be observed
that for the case in which the effect of the non-parallel terms in the stability
is greater (D/θ0 = 100), the axial derivatives of the momentum thickness are
greater near the injector exit than those in the case D/θ0 = 30. It is interesting
to realize that, further downstream than x = 0.01, the evolution of dθdx for both
values of D/θ0 converges. Thus explaining the convergence of the evolution of
the local stability properties past x/Re = 0.01.
4.2.1 Comparison with experiments
There is not much experimental evidence of self-sustained oscillations in hot
round jets. The main experimental work that one can find in the literature on
30 Results and Discussion
S = 0.590, without parallel terms
S = 0.642, with parallel terms
(a)
ω0,r
1.2
1.4
1.6
x
0 5 10 15 20
λ = 2π/k0,r
S = 0.590, without parallel terms
S = 0.642, with parallel terms
(b)
ω0,i
−0.1
0
x
0 5 10 15 20
Figure 4.6: ω distribution for D/θ0 = 80, Re = 2430 at the critical values of the density
ratio Sc found for the cases with (solid line) and without (dashed lines) non-parallel
terms. The filled circle and triangle represent in (b) the points of criticality between
absolute and convective instability of the flow for the analysis including(circle) and
not(triangle) non-parallel terms. In (a), the filled circle and triangle represent the fre-
quency that will dominate the instability of the flow in each case.
the stability of hot round jets was performed by Monkewitz et al. (1990). They
studied experimentally the onset of global absolute instability in heated jets.
The conditions of their experiment had to be translated to our nondimension-
alization, that is different to theirs. Finally, the conditions of their experiment
according to our non dimensional variables were found to be D/θ0 = 83.5 and
Re = 2340. A detailed account of the transformation process can be found in
section 4 of Coenen & Sevilla (2012).
Monkewitz et al. (1990) measured the near field pressure spectra of a hot
jet, for conditions D/θ0 and Re mentioned above, and plotted the dominant
amplitude for different jet-to-ambient ratios (S = ρj /ρ∞). The squares that can
be observed in figure 4.7 represent the nondimensionalized dominant pressure
amplitudes recorded during the experiment for what Monkewitz et al. (1990)
denominated global instability Mode II, which is the one relevant to the present
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Figure 4.7: Experimental results for the amplitude of oscillations at a fixed Re = 2340
compared to the results obtained for a local linear stability analysis that included base
flow non-parallellism. The critical density ratio for Mode II in Monkewitz et al. (1990)
(solid line to the left and squares for scatter data) was found experimentally to be Sc =
0.63 whereas when perfoming a local linear stability analysis reatining base flow non-
parallelism we found Sc = 0.642, which is showed with a vertical dashed line. Original
figure taken from Monkewitz et al. (1990)
.
work. A curve, with a profile coming from a Landau equation (see Monkewitz
et al. (1990) and referenced therein), was fitted to those data points yielding
a critical density ratio Sc = 0.63 below which the flow presented Mode II self-
sustained oscillations.
A local linear stability analysis was performed in order to compare the re-
sulting critical density ratio to the one found experimentally, and to determine
whether retaining base flow non-parallelism increased the accuracy of the re-
sult. Figure 4.6 shows the downstream evolution of the local stability properties
for the limiting cases of critical density ratio, Sc, found in our computations.
The solid lines represent the analysis retaining base flow non-parallelism while
the dashed lines represent the analysis without taking those terms into account.
The filled circle and triangle represent the points of criticality for the criteria to
go from convective to absolute instability in figure 4.6b and the frequency that
will dominate the flow in figure 4.6a. It is important to note that the evolution
of the absolute growth rate, ω0,i (Figure 4.6b), is found to be of a different type,
as explained in chapter 2.2.2, for the case computed including base flow non-
parallelism (type II) than for the case in which the non-parallelism of the base
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flow was not taken into account (type III). This difference in the type of evo-
lution of ω0,i affects the criteria to determine when global absolute instability
is triggered. For an evolution of the absolute growth rate of type II, the onset
of global absolute instability occurs when the maximum value of ω0,i reaches
0. However, in evolutions of the absolute growth rate of type III, the pocket of
local absolute instability must reach a certain length in order for the flow to be-
come globally absolutely unstable. In this work the criteria used to determine
that critical length was for it to be equal to the wave length of the frequency
at the injector exit. This is why the filled triangle in figure 4.6b is located at
x = 7.5.
The critical density ratios, Sc, found using the criteria described before, were
Sc = 0.590 for the case in which non-parallel terms of the base flow where not
included in the analysis and Sc = 0.642 for the case in which non-parallel terms
of the base flow were included. As can be inferred from comparing those values
with the experimental one Sc = 0.63, the retention of base flow non-parallelism
in the stability analysis increased its accuracy. In figure 4.7 it can be observed
graphically how close the resulting critical value obtained retaining base flow
non-parallelism is to the experimental one. A vertical dashed line indicates
where our result falls compared to the experimental one.
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CHAPTER
FIVE
Conclusions
When performing a local linear spatiotemporal stability analysis of hot round
jets at moderate Reynolds numbers, non-parallelism of the base flow is typically
neglected. In the present work non-parallelism was found to be present in cer-
tain terms that are of an order of magnitude significant enough to be taken into
account for the stability analysis. Therefore, local linear spatiotemporal sta-
bility analysis has been performed with and without taking those non-parallel
terms into account. This way the influence that those non-parallel terms have
into the local and, eventually, global stability of the flow can be studied.
The evolution of the local absolute growth rate for the wave packet of zero
velocity ω0,i(x), was obtained for the cases of a density ratio S = 0.5, differ-
ent values of the momentum thickness of the velocity profile at the injector
outlet D/θ0 = 100 and 30, and considering the range of Reynolds numbers
Re = 2000,500,200. Furthermore, the critical density ratio Sc was computed
for D/θ0 = 83.5 and Re = 2340 in order to contrast the results with the experi-
mental ones of Monkewitz et al. (1990).
It has been found that non-parallel terms play a significant role in the stabil-
ity of the near field of hot round jets and they should not be neglected without
a loss of accuracy. In some occasions, as can be seen in figure 4.3, the introduc-
tion of those non-parallel terms is crucial as it changes completely the nature
of the global stability of the flow, from globally absolutely unstable to globally
convectively unstable. Furthermore, from the results obtained, one can con-
clude that the effect of non-parallel terms in the stability of hot jets is greater
the higher the value of D/θ0. Additionally, it has been observed that as the
Reynolds number increases, the effect of non-parallelism is reduced.
The main conclusion of the present work comes from the comparison of the
local linear spatiotemporal stability analysis performed with the experimental
results of Monkewitz et al. (1990). The insertion of the base flow non-parallel
terms allows to improve the accuracy of the stability analysis from a critical
densitity ratio of 0.590 to that of 0.642 when the experimental value found
was 0.630. Most importantly, the inclusion of base flow non-parallelism into
33
34 Conclusions
the analysis not only allows for an increased accuracy, but it changes in this
case the shape of the spatial evolution of the absolute growth rate (ω0,i) from
type III to type II (see chapter 2.2.2 for the different types of spatial evolution
for the absolute growth rate), as can be seen in figure 4.6. This change in the
spatial evolution of the absolute growth rate has important repercussions in
the determination of global instability. In the cases in which the addition of
base flow non-parallelism results in a change of the spatial evolution of the
absolute growth rate from type III, in figure 2.3, to type II, the determination
of global instability can be done making use of the criteria associated to type II
absolute growth rate evolutions which is theoretically more sound than the ones
associated to type III evolutions. This would greatly improve the determination
of the global stability properties of flows that now present local absolute growth
rate evolutions of type III.
Future prospects
In the present work, the effect of base flow non-parallelism in the linear lo-
cal spatiotemporal stability analysis of hot jets has been studied. The results
obtained present a good correlation with the experiment by Monkewitz et al.
(1990). This results seem promising, however the lack of experimental data for
hot jets does not allow for a thorough validation of the methodology. Never-
theless, here only hot jets have been analyzed. There is much more experimen-
tal evidence of self-excited oscillatory behavior in light jets. As both hot and
light jets are low-density jets and present analogous flow structures, though
not equal, we expect the trends in the effect of base flow non-parallelism on
local stability properties to be similar in both cases. Therefore, the aim is to im-
plement a local linear spatiotemporal stability analysis for light jets retaining
the effect of base flow non-parallelism, employing the same methodology as the
one used in the present work, in order to be able to contrast the results with the
wider range of existing light jet experiments.
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APPENDIX
A
Numerical methods
The codes containing the numerical methods implemented for the obtention of
solutions to the base flow and to the stability problem were not developed by
the author of the present work. The author simply adapted the codes used by
Coenen (2010) to the specific needs that motivated the present work. Namely,
additions were done to the computation of the base flow in order to record the
axial derivatives of base flow properties as they were needed for the later stabil-
ity analysis. The code that solves the stability equations was modified as well
in order to take into account base flow non-parallelism. Section A.4 contains
extracts of the code where the main modifications were done with respect to
the original. The other sections of the appendix, which describe the numerical
methods implemented in the codes used, have been taken from Coenen (2010),
with permission from its author, and modified accordingly to fit the needs of
the present work.
A.1 Numerical integration of the jet flow
To find a numerical solution of the parabolic boundary-layer equations (2.2a)–
(2.2c), that describe the jet flow field, we have used a fully implicit march-
ing procedure in the streamwise x-direction, applying second-order accurate
finite difference schemes. The equations are discretized on the points of a non-
uniform grid, carefully designed to cluster grid point axially near the entrance
of the jet at x = 0 and radially around the jet shear layer at r = 1. For this
purpose, we use grid transformations proposed by Roberts (1971) that map the
uniformly distributed computational domains ξ ∈ [0,1], η ∈ [0,1] on the non-
uniform physical domains x ∈ [0,xmax], r ∈ [0, rmax]:
x = 1 + (xmax − 1) (τx+1)−(τx−1)
τx+1
τx−1
1−η
1+ τ+1τ−1
1−η ,
ξ = 1− ln
τx+1−x/xmax
τx−1+x/xmax
ln τx+1τx−1
,
(A.1a)
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and

r =
(β+2α)
( β+1
β−1
) rmaxη/Q−α
1−α −β+2α
(2α+1)
1+( β+1β−1 ) rmaxη/Q−α1−α

η = Qrmax
[
α + (1 +α)
ln β+r(2α+1)−2αβ−r(2α+1)+2α
ln β+1β−1
]
(
0 ≤ η ≤ Q
rmax
, 0 ≤ r ≤ 1
)
, (A.1b)

r = 1 + (rmax − 1) (τ+1)−(τ−1)(
τ+1
τ−1 )
1− η−Q/rmax1−Q/rmax
1+( τ+1τ−1 )
1− η−Q/rmax1−Q/rmax
η = Qrmax +
(
1 + Qrmax
)[
1− ln
τ+1−(r−1)/(rmax−1)
τ−1+(r−1)/(rmax−1 )
ln τ+1τ−1
] ( Qrmax ≤ η ≤ 1, 1 ≤ r ≤ rmax
)
.
(A.1c)
In the calculations we have used Nx = 1000 grid points in the axial direction,
with xmax = 0.0025 and τx − 1 = 0.02, and Nr = 5000 grid points in the radial
direction, with rmax = 1000, Q = 100, τ − 1 = 5.32× 10−6 and β − 1 = 0.001.
In the computational domain, we apply a second-order accurate backward
finite-difference formula
∂φ
∂ξ
∣∣∣∣∣i+1
j
'
3φi+1j − 4φij +φi−1j
2∆ξ
(A.2)
in the axial ξ-direction and second-order accurate central-difference schemes
∂φ
∂η
∣∣∣∣∣i+1
j
'
φi+1j+1 −φi+1j−1
2∆η
and
∂φ
∂η
∣∣∣∣∣i+1
j
'
φi+1j+1 + 2φ
i+1
j −φi+1j−1
(∆η)2
(A.3)
in the radial η direction.
At each step in the marching procedure, an iterative process is carried out,
in which we subsequently solve a linearized form of the momentum and energy
equations for u and T , followed by the solution of the continuity equation to
obtain v, using the newly calculated values of u and T . At each iteration step,
the flow variables that are used in the linearization are updated with the solu-
tion that was found in the last completed step. This process is continued until
convergence is achieved, here defined to be when {∑Nrj=1(φ− φ˜)2i,j /∑Nrj=1 φ˜2i,j}1/2
falls below a prescribed tolerance of 10−6 for all flow variables φ.
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A.2 Chebyshev spectral collocation method
The generalized eigenvalue problem set up by the system of ordinary differen-
tial equations (2.8a)–(2.8d) with boundary conditions (2.9)–(2.11) can be solved
with a Chebyshev spectral collocation method.
When a complex frequency ω needs to be computed for a given complex
wavenumber k, the eigenvalue problem is written as
Ax =ωBx , (A.4)
where x = (ρˆ, uˆ, vˆ, wˆ, pˆ), and A and B are two linear operators.
Following Khorrami et al. (1989), the eigenfunctions (ρˆ, uˆ, vˆ, wˆ, pˆ) are mapped
from the physical domain 0 ≤ r ≤ rmax onto the Chebyshev interval −1 ≤ ξ ≤ 1,
where they are discretized in N collocation points,
ξj = cos
( jpi
N − 1
)
, j = 0, . . . ,N − 1 . (A.5)
For this purpose, we use the transformation proposed by Lesshafft & Huerre
(2007)
ξ(r) =
rc
2r
−
(
1 +
r2c
4r2
+
2rc
rmax
− rc
r
)1/2
, (A.6a)
r(ξ) = rc
1− ξ
1− ξ2 + 2rc/rmax . (A.6b)
In this way, approximately half of the points rj = r(ξj) are placed in the interval
0 ≤ r ≤ rc, concentrated around r = rc/2. For the jet profiles considered in this
dissertation, values rc = 2 and rmax = 1000 were found satisfying. A minimum
number of N = 128 collocation points was used, increasing this number for
profiles with thin shear layers so that a minimum of 10 collocation points are
placed within the high-gradient regions of the velocity and density profiles.
The linear operators A and B of the eigenvalue problem (A.4) are 5N × 5N -
matrices containing 5(N −1) lines with the five stability equations discretized in
theN −1 interior nodes, and 10N lines representing the boundary conditions at
the extremes of the Chebyshev domain. To compute ω in the generalized eigen-
value problem (A.4), we use the zggev routine from the lapack linear algebra
library.
If a complex wavenumber k needs to be computed for a given complex fre-
quency ω, we can write the eigenvalue problem as
[A− kB1 − k2B2]x = 0 , (A.7)
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which can be converted into the linear eigenvalue problem
MAz = kMBz , (A.8)
where z = (x, kx) = (ρˆ, uˆ, vˆ, wˆ, pˆ, kρˆ,kuˆ,kvˆ,kwˆ,kpˆ),
MA =
[
0 I
A −B1
]
and MB =
[
I 0
0 B2
]
. (A.9)
This system can be solved as described above. Note that now the matrices
MA and MB are significantly larger, counting 10N × 10N elements, and con-
sequently the computational cost significantly higher.
A.3 Saddle point determination
In the surroundings of the saddle point (ω0, k0), the frequencyω(k) as a function
of the wavenumber k admits a quadratic Taylor expansion around k0,
ω(k) = ω0 + l(k − k0)2 . (A.10)
This can be exploited in an iterative procedure to find the location of (ω0, k0)
as follows. We choose three wavenumbers k1, k2, k3 around an initial guess k∗0
with
kn = k
∗
0(1 + εe
i2pi(n−1)/3) (n = 1,2,3) , (A.11)
where ε is a distance small enough for kn to fall in the region where the quadratic
approximation of ω(k) is valid. We then solve the eigenvalue problem for each
of the kn using the spectral collocation method described in the previous sec-
tion, yielding three frequencies ω1, ω2 and ω3. Now the three pairs (ωn, kn)
can be used in a Newton-Raphson method to find (ω0, k0) and l that make the
quadratic approximation (A.10) fit or, in other words, to find the saddle point.
That is, we search the zero x = [ω0, k0, l] of the function
F (x) =
 ω1 −ω0 − l(k1 − k0)
2
ω2 −ω0 − l(k2 − k0)2
ω3 −ω0 − l(k3 − k0)2
 . (A.12)
With the newly obtained value of k0, three new values of k1, k2 and k3 are cal-
culated using (A.11), and the quadratic fitting is repeated. This iterative proce-
dure is repeated until relative differences in (ω0, k0) between subsequent itera-
tion steps fall below 10−5. At each step ε is slightly decreased to enhance the
accuracy of the procedure.
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Note that this method takes advantage of the linearity of the eigenvalue
problem in ω. A similar method was formulated by Monkewitz & Sohn (1988),
but they proposed an expansion of k(ω), in this way necessitating the solution
of the quadratic eigenvalue problem in k. In the previous section we saw that
this implies a higher computational cost.
A.4 Main modifications to original code
There are two main modifications to the original codes as mentioned above.
One is the computation of dudx and
dρ
dx for the base flow and the other is the
introduction of the non-parallel terms in the matrices A and B that define the
eigenvalue problem.
Computation of axial derivatives of the base flow
The computation of dudx and
dρ
dx for the base flow was not implemented in the
original code as non-parallelism of the base flow was not retained into the sta-
bility analysis. Therefore, two subroutines needed to be introduced in order
to compute dudx and
dρ
dx . This was achieved by means of a first-order backward-
difference method as can be seen in listing A.1 at the end of this section.
Modification of the code which solves the eigenvalue problem
The code that solves the eigenvalue problem needed to be modified to take into
account the base flow non-parallel terms. The author of the present work had
to input those terms into the stability matrices A and B from the eigenvalue
problem (Ax = ωBx), where x = [ρˆ uˆ vˆ pˆ]′, formed by equations 2.8a–2.8d. It
is important to note that this problem is not the one the code solves, as the
code solves for the general eigenvalue problem where azimuthal perturbations
wˆ are considered, x = [ρˆ uˆ vˆ wˆ pˆ]′. However, as we are not considering azimuthal
perturbations in our analysis, the value of m in the following code will be zero.
A piece of the updated code is shown in listing A.2 (at the end of this sec-
tion), where the non-parallel terms can be seen already in the stability matrices
multiplied by the variable CNP . CNP a flag variable, with values 0 or 1. When
CNP = 0, only base flow strictly parallel terms are used in the computation of
the local stability properties. However, when CNP = 1 base flow non-parallel
terms take part in the computation of the stability properties. Thus allowing
for a simple way to change between both types of analysis.
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The boundary conditions at the center of the jet had to be modified as well in
order to account for base flow non-parallelism. Equation 2.11 was implemented
in the code as can be seen in listing A.3.
Listing A.1: Code extract showing how dudx and
dρ
dx are computed
subroutine sub_solve_dudx ( i )
use mod_var_sol
use mod_var_grid
impli c i t none
integer : : i
i f ( i == 2 ) then
dudx_i= ( u_i−u_i1 ) / ( x ( i ) )
e l s e
dudx_i= (3* u_i −4*u_i1+u_i2 ) / ( x ( i )−x ( i −2) )
end i f
end subroutine sub_solve_dudx
subroutine sub_solve_drhodx ( i )
use mod_var_sol
use mod_var_grid
impli c i t none
integer : : i
i f ( i == 2 ) then
drhodx_i= ( rho_i −rho_i1 ) / ( x ( i ) )
e l s e
drhodx_i= (3* rho_i −4* rho_i1+rho_i2 ) / ( x ( i )−x ( i −2) )
end i f
end subroutine sub_solve_drhodx
Listing A.2: Code extract showing the updated A and B matrices
CASE ( 1 ) ! AXISYMMETRIC :
! B l o c k s o f matr ix A:
!
! [A11 , A12 , . . . , A15]
! [A21 , A22 , . . . , A25]
! A = [A31 , A32 , . . . , A35]
! [A41 , A42 , . . . , A45]
! [A51 , A52 , . . . , A55]
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A11= k*U_d* r_d + CNP*(− z i * ( V_d + Vp_d* r_d + dUdx_d* r_d &
+matmul (V_d* r_d , SD1 ) ) )
A12= k* rhob_d * r_d &
+CNP* ( −z i * ( drhodx_d * r_d ) )
A13= matmul ( rhob_d * r_d , SD1) + rhob_d+rhobp_d * r_d
A14= m* rhob_d
A15= OO
A21= −1.0_wp/Re * ( matmul (Up_d* r_d **2 , f1 ) &
+matmul (Upp_d* r_d **2+ Up_d* r_d , f0 ) ) &
+CNP* ( U_d*dUdx_d* r_d **2 + V_d*Up_d* r_d **2 )
A22= −1.0_wp/Re * ( matmul (mub_d* r_d **2 ,SD2) &
+matmul (mubp_d* r_d **2+mub_d* r_d , SD1) − m**2*mub_d ) &
+k* z i * rhob_d *U_d* r_d **2 + &
1.0_wp/Re*k * *2 *4 . 0_wp/3.0_wp*mub_d* r_d **2 &
+CNP* ( rhob_d *dUdx_d* r_d **2 &
+matmul ( rhob_d *V_d* r_d **2 ,SD1) )
A23= z i * rhob_d *Up_d* r_d **2 &
+1.0_wp/Re * ( matmul ( 1 . 0_wp/3.0_wp*k*mub_d* r_d **2 ,SD1)&
+k*mubp_d* r_d **2+1.0_wp/3.0_wp*k*mub_d* r_d )
A24= 1.0_wp/Re *1 .0_wp/3.0_wp*k*m*mub_d* r_d
A25= k* z i * r_d **2
A31= −1.0_wp/Re*matmul ( k*Up_d* r_d **2 , f0 )
A32= −1.0_wp/Re * ( matmul ( 1 . 0_wp/3.0_wp*k*mub_d* r_d **2 ,SD1)&
−2.0_wp/3.0_wp*k*mubp_d* r_d **2 )
A33= −1.0_wp/Re * ( matmul ( 4 . 0_wp/3.0_wp*mub_d* r_d **2 ,SD2) &
+matmul ( 4 . 0_wp/3.0_wp* (mubp_d* r_d **2+mub_d* r_d ) , SD1)&
−(2.0_wp/3.0_wp*mubp_d* r_d &
+4.0_wp/3.0_wp*mub_d+(m**2*mub_d ) ) ) &
+z i *k* rhob_d *U_d* r_d **2+1.0_wp/Re*k **2*mub_d* r_d **2 &
+CNP* ( rhob_d *Vp_d* r_d **2 &
+matmul ( rhob_d *V_d* r_d **2 ,SD1) )
A34= ( −1.0_wp/Re * ( matmul ( 1 . 0_wp/3.0_wp*m*mub_d* r_d , SD1) &
−(2.0_wp/3.0_wp*m*mubp_d* r_d +7.0_wp/3.0_wp*m*mub_d ) ) )
A35= −matmul ( z i * r_d **2 ,SD1)
A41= OO
A42= ( 1 . 0_wp/Re * ( 1 . 0_wp/3.0_wp*k*m*mub_d* r_d ) )
A43= ( 1 . 0_wp/Re * ( matmul ( 1 . 0_wp/3.0_wp*m*mub_d* r_d , SD1) &
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+ (m*mubp_d* r_d + 7.0_wp/3.0_wp*m*mub_d) ) )
A44= ( 1 . 0_wp/Re * ( −matmul (mub_d* r_d **2 ,SD2) &
−matmul (mubp_d* r_d **2+mub_d* r_d , SD1) &
+mubp_d* r_d +4.0_wp/3.0_wp*m**2*mub_d+mub_d) &
+z i *k* rhob_d *U_d* r_d **2 &
+1.0_wp/Re*k **2*mub_d* r_d * *2 )
A45= ( z i *m* r_d )
A51= 1.0_wp/( Re*Pr ) * ( matmul ( Tbp_d* r_d **2 , f1 ) &
+matmul ( Tbpp_d* r_d **2+Tbp_d* r_d , f0 ) ) &
+1.0_wp/( Re*Pr ) * ( matmul (mub_d* r_d **2 , g2 ) &
+matmul (mubp_d* r_d **2+mub_d* r_d , g1 ) &
−matmul (m**2*mub_d , g0 ) ) &
−matmul ( z i *k* rhob_d *U_d* r_d **2 &
+1.0_wp/( Re*Pr ) *k **2*mub_d* r_d **2 , g0 ) &
+CNP* ( −U_d*dTdx_d* r_d **2−V_d*Tbp_d* r_d **2 &
−matmul ( rhob_d *V_d* r_d **2 , g1 ) )
A52= CNP* ( −rhob_d *dTdx_d* r_d **2 )
A53= −z i * rhob_d *Tbp_d* r_d **2
A54= OO
A55= OO
! B l o c k s o f matr ix B :
!
! [ B11 , B12 , . . . , B15 ]
! [ B21 , B22 , . . . , B25 ]
! B = [ B31 , B32 , . . . , B35 ]
! [ B41 , B42 , . . . , B45 ]
! [ B51 , B52 , . . . , B55 ]
B11= r_d
B12= OO
B13= OO
B14= OO
B15= OO
B21= OO
B22= z i * rhob_d * r_d **2
B23= OO
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B24= OO
B25= OO
B31= OO
B32= OO
B33= z i * rhob_d * r_d **2
B34= OO
B35= OO
B41= OO
B42= OO
B43= OO
B44= z i * rhob_d * r_d **2
B45= OO
B51= − matmul ( z i * rhob_d * r_d **2 , g0 )
B52= OO
B53= OO
B54= OO
B55= OO
Listing A.3: Code extract showing the updated boundary conditions for the eigen-
value problem
! Boundary c o n d i t i o n s a t t h e j e t c e n t e r l i n e r = 0 :
CASE ( 1 ) ! AXISYMMETRIC :
IF (m == 0) THEN ! f o r m = 0 :
! mub*T ’ ( 0 ) + Tb ’mu( 0 ) = 0 :
Ftmp = matmul (mub_d , g1 ) + matmul ( Tbp_d , f0 )
F11 ( 1 :N) = Ftmp ( 1 , 1 :N)
F12 = OO_v
F13 = OO_v
F14 = OO_v
F15 = OO_v
! mub*u ’ ( 0 ) + U’ *mu( 0 ) = 0 :
Ftmp = matmul (Up_d , f0 )
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F21 ( 1 :N) = Ftmp ( 1 , 1 :N)
Ftmp = matmul (mub_d , SD1)
F22 ( 1 :N) = Ftmp ( 1 , 1 :N)
F23 = OO_v
F24 = OO_v
F25 = OO_v
! v ( 0 ) = 0 :
F31 = OO_v
F32 = OO_v
F33 = IO_v
F34 = OO_v
F35 = OO_v
! w( 0 ) = 0 :
F41 = OO_v
F42 = OO_v
F43 = OO_v
F44 = IO_v
F45 = OO_v
! Re * i *p ’ ( 0 ) + 2 *mub*v ’ ’ ( 0 ) + ( 2 / 3 *mub’−Re * rhob *V) * v ’ ( 0 )
! −2*k / 3 * ( mub*u ’ ( 0 ) +mub ’ * u ( 0 ) ) = 0 :
F51 = OO_v
Ftmp = − 2.0_wp/3.0_wp*k * ( matmul (mub_d , SD1)+mubp_d)
F52 ( 1 :N) = Ftmp ( 1 , 1 :N)
Ftmp = 2.0_wp*matmul (mub_d , SD2) &
+2.0_wp/3.0_wp*matmul (mubp_d , SD1) &
+ CNP* ( matmul(−Re* rhob_d *V_d , SD1) )
F53 ( 1 :N) = Ftmp ( 1 , 1 :N)
F54 = OO_v
Ftmp = Re* z i *SD1
F55 ( 1 :N) = Ftmp ( 1 , 1 :N)
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