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Introduzione
L’obiettivo di questa tesi e` stato riformulare, usando il linguaggio delle cate-
gorie, un risultato, ottenuto da G. Casnati e T. Ekedahl nell’articolo Covers
of algebraic varieties I. A general structure theorem, covers of degree 3,4 and
Enriques surfaces, riguardante la struttura dei rivestimenti di Gorenstein di
schemi noetheriani integri, mostrando inoltre che lo stesso teorema di struttura
continua a valere per schemi noetheriani qualsiasi.
In generale un rivestimento di grado d fra schemi e` un morfismo affine
ρ : X −→ Y tale che ρ∗OX sia localmente libero di rango d, mentre un ri-
vestimento di Gorenstein e` un rivestimento per cui ogni fibra sia uno schema di
Gorenstein. Ricordiamo che un anello di Gorenstein e` un anello A tale che, per
ogni massimale m, Am ha dimensione iniettiva finita, mentre uno schema e` di
Gorenstein se e` localmente lo spettro di un anello di Gorenstein. Inoltre un’im-
mersione chiusa i : X −→ Pnk si dice aritmeticamente di Gorenstein se l’anello
delle coordinate omogenee associato e` di Gorenstein. L’esempio piu` semplice
di rivestimenti sono le k-algebre di dimensione d su un campo k e questo e`
anche il punto di partenza per la classificazione che viene esposta. Il risultato
fondamentale e` il seguente:
Sia d > 3, k un campo e X i−→ Pd−2k un sottoschema chiuso. Allora X ha
una risoluzione della forma
0 −→ OPd−2k (−d)
βd−2 −→ OPd−2k (−d+2)
βd−3 −→ . . . −→ OPd−2k (−2)
β1 −→ OPd−2k
con βd−2 = 1, βk =
k(d−2−k)
d−1
(
d
k+1
)
per k < d− 2, se e solo se X −→ Spec k e` un
rivestimento di Gorenstein di grado d ed i e` non degenere ed aritmenticamente
di Gorenstein.
Fissato uno schema noetheriano Y ed un intero d > 3, la generalizzazione di
tale proprieta` porta alla definizione della categoria, indicata con PGord(Y ), cos`ı
definita: gli oggetti sono n-uple χ = (E ,M, α, ζ) dove E e` un fascio localmente
libero di rango d − 1 su Y con fibrato proiettivo associato pi : P(E) −→ Y ,
M = (Md−2, . . . ,M1) sono fasci localmente liberi su Y con rkMk = βk, α =
(αd−2, . . . , α1) sono morfismi tali che la successione
0 −→ pi∗Md−2(−d) αd−2−−−→ pi∗Md−3(−d+ 2) αd−3−−−→ . . .
. . .
α2−→ pi∗M1(−2) α1−→ OP(E)
(1)
sia esatta globalmente e su ogni fibra di pi ed infine ζ : Md−2 −→ det E sia
un isomorfismo. Una freccia invece e` data da un isomorfismo E ′ −→ E e un
isomorfismo di risoluzioni compatibili con l’identificazioneMd−2 ' det E . Scopo
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dell’ultimo capitolo e` mostrare che la categoria PGord(Y ) e` equivalente alla
categoria dei rivestimenti di Gorenstein di Y di grado d e frecce isomorfismi. Da
tale equivalenza segue in particolare che, dato un oggetto χ di PGord(Y ), il fascio
di ideali I = Imα1 ottenuto da (1) induce un immersione chiusa i : X −→ P(E)
su ogni fibra non degenere ed aritmenticamente di Gorenstein e ρ = pi◦i : X −→
Y e` un rivestimento di Gorenstein di grado d con un isomorfismo canonico
E ' HomY (coker ρ#,OY ). Viceversa dato un rivestimento di Gorenstein ρ :
X −→ Y di grado d e posto E = HomY (coker ρ#,OY ), esiste una suriezione
naturale ρ∗E −→ ωρ che induce un’immersione chiusa i : X −→ P(E), su ogni
fibra non degenere ed aritmenticamente di Gorenstein, che fattorizza ρ ed e`
associata ad un oggetto di PGord(Y ).
Nel caso d = 3 e d = 4 tale caratterizzazione puo` essere semplificata. Per d =
3 dare un oggetto di PGor3(Y ) equivale a dare E ed un morfismo det E −→ S3 E
mai nullo sulle fibre. Nel caso d = 4 la successione (1) e` isomorfa al complesso
di Koszul di α1 e dare un oggetto di PGor4(Y ) equivale a dare E (e quindi
pi : P(E) −→ Y ) ed un fascio F localmente libero di rango 2 su Y , insieme
ad una identificazione detF ' det E e ad un morfismo F −→ S2 E tale che la
mappa indotta pi∗F(−2) −→ OP(E) definisca un sottoschema zerodimensionale
su ogni fibra.
Per quanto riguarda i primi capitoli della tesi, essi danno un’introduzione ad
alcuni argomenti necessari alla comprensione e alla dimostrazione del risultato
finale.
Il primo capitolo tratta di rivestimenti di schemi in generale: dato uno sche-
ma Y viene mostrata un’equivalenza fra la categoria dei rivestimenti di Y di
grado d e le OY -algebre localmente libere di rango d, da cui in particolare vie-
ne dedotto, attraverso l’uso della traccia, un risultato classico riguardante la
struttura dei rivestimenti di grado 2 di schemi Y tali che 1/2 ∈ OY .
Il secondo capitolo si occupa dello studio degli anelli noetheriani graduati in
generale ed e` sviluppato, in analogia con la teoria classica degli anelli, mediante
l’introduzione dei cosidetti anelli graduati locali, ossia anelli graduati (R,m) in
cui l’insieme degli ideali omogenei ammette un massimo m, detto massimale
omogeneo.
Nel terzo capitolo vengono introdotti e studiati gli anelli di Gorenstein, con
particolare attenzione al caso delle k-algebra di dimensione finita su un campo
k ed al caso graduato. Vengono poi introdotti gli schemi di Gorenstein ed infine
studiate particolari risoluzioni di sottoschemi chiusi di uno spazio proiettivo su
un campo.
Nel quarto capitolo vengono definiti i fibrati proiettivi pi : P(E) −→ Y ,
dove Y e` uno schema noetheriano e E e` un fascio localmente libero di rango
d, dandone una descrizione sia come schema che, usando il lemma di Yoneda,
come funtore SchopY −→ (set). Nella parte finale vengono inoltre caratterizzate
alcune classi di isomorfismi di tali schemi.
Il quinto capitolo da una breve introduzione alla teoria dei funtori derivati
mediante i cosiddetti δ-funtori di una categoria abeliana. Vengono introdotti
i principali funtori derivati quali la coomologia di fasci, i gruppi e fasci Ext e
le immagini dirette superiori Ri f∗. L’ultima sezione e` invece dedicata all’e-
sposizione della teoria della dualita` relativa per fasci quasi-coerenti e alla sua
applicazione alla teoria dei rivestimenti.
Il sesto capitolo, infine, contiene la classificazione dei rivestimenti di Goren-
stein discussa all’inizio.
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Notazioni e convenzioni
Dato uno schema X ed un OX -modulo F indicheremo il duale di F come
F∨ = HomX(F ,OX)
QCoh(X), Coh(X) indicheranno rispettivamente le categorie dei fasci quasi
coerenti e coerenti su X, Mod(X) quella degli OX -moduli ed infine SchX la
categoria degli schemi su X.
Dato un morfismo di schemi f : X −→ Y , f# indichera` la mappa OY −→
f∗OX indotta sui fasci. Inoltre, dato y ∈ Y , indichiamo Xy = X ×Y Spec k(y)
ed fy : Xy −→ Spec k(y) in modo tale che il seguente diagramma
Xy
Spec k(y)
X
Y
fy
α
f
sia cartesiano. Inoltre se F e` un fascio di OX -moduli su X, poniamo Fy = α∗F .
Ogni anello considerato sara` supposto commutativo e con unita`.
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Capitolo 1
Rivestimenti di Schemi
In questo capitolo introdurremo il concetto di rivestimento di schemi e ne mo-
streremo le principali proprieta`. In particolare mostreremo come caratterizzare
questi morfismi attraverso la categoria delle OY -algebre localmente libere di
rango d e da questa dedurremo una caratterizzazione dei rivestimenti di grado
2.
1.1 Definizione e prime proprieta`
Definizione 1.1. Dati due schemi X,Y ed un intero d > 0, un rivestimento di
grado d e` un morfismo affine di schemi
ρ : X −→ Y
tale che ρ∗OX sia localmente libero di rango d.
Indichiamo con Rivd(Y ) la categoria dei rivestimenti di grado d su Y, ov-
vero la sottocategoria piena di SchY i cui oggetti sono rivestimenti di grado d.
Indichiamo invece con Rivd(Y ) la sottocategoria di Rivd(Y ) in cui come frecce
si considerano solo isomorfismi.
Proposizione 1.2. La proprieta` di essere un rivestimento di grado d e` stabile
per cambiamento di base.
Dimostrazione. Consideriamo un diagramma cartesiano
X ′
Y ′
X
Y
ρ′
α
g
ρ
con ρ : X −→ Y un rivestimento di grado d. Poiche` la proprieta` di essere affine
e` stabile per cambiamento di base, abbiamo che ρ′ e` affine. Inoltre poiche` la
proprieta` di essere un rivestimento di grado d e` locale in Y ′ possiamo supporre
che tutti gli schemi considerati siano affini. In tal caso risulta evidente che
ρ′∗OX′ ' ρ′∗α∗OX ' g∗ρ∗OX .
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Osservazione. Non che sia molto interessante, ma la definizione di rivestimento
di grado d ha senso anche nel caso d = 0 ed in particolare abbiamo che Riv0(Y ) =
Riv0(Y ) = {∅}. Infatti, se R e` un anello allora 0 = R0, e quindi se ρ e` un
rivestimento di grado 0, abbiamo che ρ∗OX = 0 ed in particolare OX(X) = 0.
Ma l’unico fascio di anelli che ha le sezioni globali nulle e` il fascio nullo, quindi
OX = 0 e X = ∅. Viceversa ∅ e` un oggetto iniziale nella categoria degli schemi
ed e` affine. Nel seguito supporremo sempre che d > 0.
Proposizione 1.3. Sia ρ : X −→ Y un rivestimento di grado d. Allora
1. ρ e` piatto e finito. In particolare, essendo i morfismi finiti propri, avremo
che se Y e` noetheriano separato, tale sara` anche X.
2. per ogni y ∈ Y , Xy ' SpecA, con A una k(y) algebra di dimensione d su
k(y). In particolare ρ e` surgettivo
3. esiste una succesione esatta
0 −→ OY ρ
#
−→ ρ∗OX −→ G −→ 0 (1.1)
con G localmente libero di rango d− 1.
Dimostrazione. 1) Entrambe le condizioni sono locali, quindi possiamo assumere
che Y ' SpecB e che ρ∗OX sia libero. Essendo ρ affine, avremo cheX ' SpecA.
Ma ρ∗OX ' A˜ considerando A come B-modulo, quindi A e` un B-modulo libero
di rango d.
2) Per 1.2 Xy −→ Spec k(y) e` un rivestimento di grado d. Quindi Xy '
SpecA ed A e` un K(y) modulo di rango d.
3) Abbiamo una succesione esatta
OY ρ
#
−→ ρ∗OX −→ G −→ 0
per verificare che G e` localmente libero e che la mappa a sinistra e` iniettiva,
possiamo passare agli anelli locali. Prendiamo quindi q ∈ Y , poniamo R = OY,q
ed indichiamo con P il massimale. Dato che ρ e` affine, A = (ρ∗OX)q e` sia una
R-algebra che un R-modulo libero di rango finito. Per ottenere quanto vogliamo
e` sufficiente far vedere che 1 ∈ A puo` essere completato ad una R-base di A.
Infatti in tal caso l’indipendenza di 1 su R equivale all’iniettivita` della prima
mappa, mentre l’esistenza di un supplementare per 1 garantisce che Gq sia libero
di rango d−1. Consideriamo quindi una R-base di A µ1, . . . , µd. Allora esistono
coefficienti r1, . . . , rd ∈ R tali che
1 = r1µ1 + · · ·+ rdµd
Se tutti gli ri appartenessero a P si otterrebbe l’assurdo 1 ∈ PA, quindi, a meno
di riordinare, abbiamo che r1 e` invertibile. Ma allora la matrice di cambiamento
di ’base’ fra 1, µ2, . . . , µd e µ1, . . . , µd e` invertibile, da cui la tesi.
Proposizione 1.4. I rivestimenti di grado 1 sono gli isomorfismi.
Dimostrazione. Sia ρ : X −→ Y un rivestimento di grado 1. Poiche` ρ e` affine,
possiamo supporre che X ' SpecA e Y ' SpecB, ma in tal caso la successione
esatta 1.1 in 1.3 ci dice esattamente che ρ e` indotto da un isomorfismo B '
A.
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Lemma 1.5. Sia Y uno schema, ρ : X −→ Y un rivestimento di grado d e N
un OX-modulo localmente libero di rango finito. Allora ρ∗N e` localmente libero.
Dimostrazione. Possiamo ricondurci al caso Y ' SpecB, con (B, q) anello lo-
cale. Allora X ' SpecA, con A una B-algebra di rango d e N ' M˜ , dove M
e` un A-modulo localmente libero. Dato che X e` piatto su Y avremo che N e`
piatto su Y e quindi M e` un B-modulo piatto. Ma B e` locale e M , essendo un
A-modulo finitamente generato, e` un B-modulo finitamente generato. Possiamo
concludere che M e` libero, ossia che ρ∗N e` libero.
1.2 Rivestimenti e fasci di algebre
Vogliamo mostrare un risultato classico di equivalenza fra i morfismi affini su
uno schema Y e le OY -algebre. Iniziamo enunciando un teorema di incollamento
di schemi.
Proposizione 1.6. Sia I un insieme di indici parzialmente ordinato, F : I −→
SchY un funtore tale che, ∀ i < j ∈ I, il morfismo F (i) −→ F (j) sia una
immersione aperta. Supponiamo inoltre che valga la seguente proprieta`: fissato
k e pensando ogni F (i), con i < k, come un aperto di F (k), richiediamo che
∀i, j, k, con i, j 6 k, l’insieme {F (t)}t6i,j sia un ricoprimento aperto di F (i) ∩
F (j).
Allora esiste un limite diretto X per F , ossia uno schema X su Y e, per ogni
i, morfismi F (i) σi−→ X compatibili. Inoltre ogni σi e` una immersione aperta.
Definizione 1.7. Sia Y uno schema. Definiamo Aff(Y ) come la sottocategoria
piena di SchY i cui oggetti sono morfismi affini
Definizione 1.8. Sia Y uno schema. Definiamo la categoria delle OY -algebre
quasi-coerenti, che indicheremo come Alg(Y ), come segue. Un oggetto di Alg(Y )
e` una OY -algebra quasi-coerente, ossia una coppia (A , f) dove A e` un fascio
di anelli su Y ed f : OY −→ A e` un morfismo di fasci di anelli tale che A
tramite f sia un OY -modulo quasi-coerente. Una freccia (A , f) h−→ (B, g) e` un
morfismo di fasci di anelli A h−→ B tale che g = h ◦ f .
Proposizione 1.9. Sia Y uno schema ed A una OY -algebra quasi-coerente.
Allora, a meno di isomorfismo, esiste un’unica coppia (X, f) in SchY tale che:
 per ogni aperto affine V di Y esiste un isomorfismo f−1(V ) σV−−→ SpecA (V )
 un’inclusione V ↪→ U di aperti affini di Y induce un diagramma commu-
tativo
Γ(X, f−1(U))
Γ(X, f−1(V ))
A (U)
A (V )
σU,f−1(U)
σV,f−1(V )
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Lo schema X ottenuto in questo modo viene chiamato spettro di A ed indicato
con SpecA . Inoltre se A h−→ B e` un morfismo di OY -algebre, (SpecA , f) e
(SpecB, g) gli spettri rispettivamente di A e B, esiste un’unico morfismo di
schemi su Y SpecB
Spech−−−−→ SpecA tale che, per ogni aperto affine U di Y , il
diagramma
Γ(SpecB, g−1(U))
B(U)
Γ(SpecA , f−1(U))
A (U)
sia commutativo. In particolare Spec definisce un funtore controvariante da
Alg(Y ) a SchY .
Dimostrazione. Unicita` Se (X, f), (X ′, f ′) soddisfano le richieste e σV ,σ′V sono
(rispettivamente) gli isomorfismi associati, allora (σV )−1 ◦ σ′V , al variare di V
aperto affine di Y , sono degli isomorfismi da f ′−1(V ) a f−1(V ) compatibili
con le restrizioni grazie al diagramma commutativo e che quindi si incollano a
formare un isomorfismo globale su Y .
Esistenza Consideriamo Φ l’insieme degli aperti affini di Y . Data U ∈ Φ
abbiamo che
OY (U) −→ A (U) =⇒ SpecA (U) fU−→ U
Inoltre un’inclusione V ↪→ U in Φ da luogo ad un diagramma commutativo
SpecA (V )
SpecA (U)
V
U
fV
fU
i
Mostriamo che questo e` un diagramma cartesiano. Infatti, dato che i∗ corri-
sponde alla restrizione di fasci sull’aperto V , avremo che A (V ) ' A (U)⊗OY (U)
OY (V ). In particolare la freccia verticale sulla sinistra e` un’immersione aperta
e la sua immagine e` f−1U (V ). Possiamo quindi applicare il lemma 1.6 al funtore
Spec ◦ A : Φ −→ Sch. Otteniamo dunque uno schema X con immersioni aperte
(compatibili) τV : SpecA (V ) −→ X e, incollando le fV , un morfismo di schemi
X
f−→ Y . Per costruzione τV : SpecA (V ) '−→ f−1(V ) ed e` facile verificare che
le σV = (τV )−1 soddisfano le richieste.
Le ultime affermazioni seguono dal fatto che le mappe definite localmente
sono compatibili e quindi si estendono ad un morfismo globale di schemi su
Y .
Teorema 1.10. Sia Y uno schema. Il funtore Spec definisce una equivalenza
di categorie fra Alg(Y )op ed Aff(Y ). Un inverso di Spec e` dato dal funtore
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Aff(Y )op Alg(Y )
(X, f) f∗OX
X ′
Y
X
f∗h#
Λ
h
f ′
f
Dimostrazione. Spec ◦ Λ ' id. Sia f : X −→ Y un morfismo affine. Se U e` un
aperto affine di Y avremo che f−1(U) ' Spec f∗OX(U) ed e` quindi chiaro che
X ' Spec f∗OX .
Λ ◦ Spec ' id. Se A e` una OY -algebra e (SpecA , f) e` il suo spettro,
abbiamo che
f∗OSpecA (U) = OSpecA (f−1(U)) ' A (U)
per ogni aperto affine U di Y .
Corollario 1.11. Sia Y uno schema. Allora Rivd(Y ) e` equivalente alla sot-
tocategoria piena di Alg(Y ) delle OY -algebre che siano OY -moduli localmente
liberi di rango d.
1.3 Classificazione dei rivestimenti di grado 2
mediante la traccia
Proposizione 1.12. Sia Y uno schema ed F un OY -modulo localmente libero
di rango finito. Allora il diagramma
φ⊗m (n −→ φ(n)m)
φ(m)
HomY (F ,OY )⊗OY F EndY (F)
OY
'
trF/Y
dove le mappe sono definite localmente su ogni aperto affine, e` ben posto. Risulta
quindi definito un morfismo di OY -moduli trF/Y : EndY (F) −→ OY . Tale
morfismo, su ogni aperto affine di Y su cui F e` libero, coincide con la traccia
usuale.
Dimostrazione. Ogni affermazione puo` essere verificata localmente, quindi pos-
siamo assumere che Y ' SpecB ed F ' M˜ , con M libero di rango n. Con-
sideriamo una B-base m1, . . . ,mn di M e ν1, . . . , νn la sua base duale. In tal
modo EndB(M,M) sono le matrici n×n a coefficienti in B. Allora il morfismo
orizzontale manda νi⊗mj in Ei,j , la matrice con tutti 0 tranne un 1 in posizione
i, j, e quindi e` un isomorfismo, poiche` trasforma una base in partenza in una
base in arrivo. Infine, il morfismo trF/Y , manda l’elemnto Ei,j in νi(mj) = δi,j
e quindi coincide con la traccia usuale sulle matrici.
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Definizione 1.13. Sia Y uno schema ed A una OY -algebra localmente libera
di rango finito. Definiamo la traccia di A su Y , che indicheremo sempre come
trA /Y , come il morfismo ottenuto dalla composizione
A −→ EndY (A )
trA/Y−−−−→ OY
dove la prima mappa e` quella indotta dalla moltiplicazione su A
Proposizione 1.14. Sia Y uno schema ed A una OY -algebra localmente libera
di rango d. Allora
1. La composizione
OY −→ A
trA/Y−−−−→ OY
coincide con la moltiplicazione per d.
2. Se 1d ∈ OY allora si ha una decomposizione
A ' OY ⊕ ker trA /Y
Dimostrazione. 1) Segue dal fatto che, localmente, ogni elemento di x ∈ OY
corrisponde in EndY (A ) alla matrice xId, che ha traccia dx.
2) Dal punto 1) abbiamo che il morfismo di struttura OY −→ A e` uno
spezzamento di 1d trA /Y e quindi la decompozione segue dall’analoga proprieta`
dei moduli.
Proposizione 1.15. Sia Y uno schema tale che 12 ∈ OY ed A una OY -
algebra localmente libera di rango 2. Indichiamo con mA : A ⊗ A −→ A
la moltiplicazione in A . Allora
mA (ker trA /Y ⊗ ker trA /Y ) ⊆ OY
Dimostrazione. La questione e` locale, quindi possiamo assumere che Y ' SpecB
e che A ' A˜, con A una B algebra libera di rango 2 su B. Attraverso mA pos-
siamo assumere che A sia un’algebra di matrici e che quindi la traccia sia quella
usuale. Possiamo inoltre supporre che ker trA /Y sia libero, ossia sia generato
da un elemento C. La tesi, in tal caso, segue dal fatto che il quadrato di una
matrice a traccia nulla e` un multiplo dell’identita`.
Teorema 1.16. Sia Y uno schema tale che 12 ∈ OY . Consideriamo la categoria
C cos`ı definita.
 Gli oggetti di C sono coppie (L,m) dove L e` un fascio invertibile su Y e
m : L ⊗ L −→ OY un morfismo di OY -moduli.
 Una freccia σ in C fra (L,m) e (L′,m′) e` un isomorfismo L σ−→ L′ tale
che m = m′ ◦ σ ⊗ σ.
Dato un rivestimento X
ρ−→ Y di grado 2 su Y poniamo Lρ = ker trρ∗OX/Y
ed indichiamo con mρ la moltiplicazione ρ∗OX ⊗ ρ∗OX −→ ρ∗OX . Allora il
funtore
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Riv2(Y )op C
ρ (Lρ,mρ|L⊗2ρ )
X ′
X
Y ρ∗h#|Lρh
ρ′
ρ
e` ben posto ed e` una equivalenza di categorie.
Dimostrazione. Indichiamo con Alg2(Y ) la sottocategoria di Alg(Y ) delle OY -
algebre localmente libere di rango 2 in cui le frecce siano solo gli isomorfismi.
Data l’equivalenza ottenuta in 1.11 possiamo ricondurci alla categoria Alg2(Y )
e considerare il problema equivalente. Indichiamo con mA la moltiplicazione
A ⊗A −→ A e LA = ker trA /Y . Iniziamo col mostrare che e` ben posto. Grazie
a 1.15 l’associazione relativa agli oggetti e` ben posta. Per quanto riguarda le
frecce, se A h−→ B e` un isomorfismo di algebre una verifica diretta mostra che
h si restringe a formare un isomorfismo fra LA e LB, ovviamente compatibile
con mA e mB, essendo h anche un morfismo di fasci di anelli. Passiamo quindi
a considerare l’equivalenza: costruiamo una inversa.
Sia (L,m) un oggetto di C e poniamo A (L) = OY ⊕ L. Vogliamo definire
su di esso una struttura di OY -algebra. Definiamo la moltiplicazione A (L) ⊗
A (L) −→ A (L) sugli addendi di A (L), secondo le seguenti regole
OY ⊗OY −→ OY moltiplicazione
OY ⊗ L,L ⊗OY −→ L moltiplicazione
L ⊗ L m−→ OY
Una verifica diretta mostra che effettivamente la mappa appena definita da`
una struttura di fascio di anelli su A (L) e che l’inclusione OY ⊆ A (L) e` un
omomorfismo di fasci di anelli. Abbiamo quindi associato ad ogni oggetto (L,m)
di C una OY -algebra A (L), che per costruzione e` localmente libera di rango
2. Adesso, dato una freccia σ in C fra (L,m) e (L′,m′), poniamo A (σ) =
id⊕ σ : OY ⊕L = A (L) −→ A (L′) = OY ⊕L′. Questo sara` un isomorfismo di
OY -algebre. Abbiamo quindi costruito un funtore
C
A (−)−−−−→ Alg2(Y )
Verifichiamo che e` un inversa del funtore definito nell’enunciato, che indichiamo
con F .
A (−) ◦ F ' id. Se consideriamo un algebra A , allora abbiamo in mo-
do naturale una decomposizione A ' OY ⊕ LA e, per definizione di F , tale
decomposizione coincide con A (LA )
F ◦ A (−) ' id. Dato un oggetto (L,m) di C , e` sufficiente verificare che
LA (L) = L. Dato che la questione e` locale, possiamo supporre Y affine ed L
libero, generato da una sezione globale ζ. In tal caso 1, ζ e` una base di A (L)
tale che ζ2 ∈ OY . Secondo tale base la moltiplicazione per ζ corrisponde alla
matrice (
0 ζ2
1 0
)
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quindi tr ζ = 0. D’altra parte ovviamente tr 1 = 2. In definitiva, per un
generico elemento di A (L), che puo` essere scritto nella forma a+ bζ, con a, b ∈
OY , abbiamo che
0 = tr(a+ bζ) = 2a ⇐⇒ a = 0
che e` quanto voluto.
Osservazione 1.17. Nell’enunciato precente si potrebbe sperare che l’ipotesi di
essere isomorfismi sulle frecce sia su Riv2(Y ) che su C sia superflua e che si
possano considerare morfismi ’qualunque’. In realta` questo non puo` essere fatto,
almeno non nel modo esposto, ossia limitandosi a considerare morfismi L −→
L′, perche` in generale il nucleo della traccia non viene fissato, come mostra il
seguente esempio.
Sia B un anello e poniamo A = B[x]/(x2 − 1). A e` una B-algebra di rango
2 in cui una B-base e` data 1, x. Un conto diretto, del tutto analogo a quello
fatto nella dimostrazione del teorema precedente, mostra che ker tr = (x). Ma
possiamo definire un endomorfismo di B-algebre φ che manda x in 1. In tal caso
φ(ker tr) = B * ker tr.
.
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Capitolo 2
Anelli graduati
In questo capitolo studieremo gli anelli graduati in generale, mostrando come
sia possibile ricondurre molte proprieta` ’classiche’ della teoria degli anelli al solo
studio degli ideali omogenei. In analogia con la teoria degli anelli, introdurremo
gli anelli graduati locali, mostrando la stretta connessione esistente fra questa
classe di anelli e gli anelli locali. Concluderemo il capitolo con lo studio degli
anelli delle coordinate omogenee dei sottochemi chiusi degli spazi proiettivi.
2.1 Definizioni e prime proprieta`
Definizione 2.1. Un anello graduato R e` un anello insieme ad una decompo-
sizione come Z-modulo
R =
⊕
i∈Z
Ri
per cui RiRj ⊆ Ri+j per ogni i, j ∈ Z.
Un R-modulo graduato e` un R-modulo M insieme ad una decomposizione
come Z-modulo M =
⊕
i∈ZMi tale che RiMj ⊆ Mi+j per ogni i, j ∈ Z. Un
morfismo fra due R-moduli graduati M , N e` un omomorfismo graduato f :
M −→ N . Indicheremo con GradR la categoria dei moduli graduati di R.
Diremo che un anello (modulo) e` positivamente graduato se le componenti
di grado negativo sono nulle. In particolare se R e` un anello positivamente
graduato indicheremo con R+ l’ideale
⊕
i>0Ri.
Osserviamo che se R e` un anello graduato, allora R0 e` un anello ed R e` una
R0 algebra. La seguente proposizione caratterizza gli anelli graduati noetheriani.
Proposizione 2.2 ([4],proposizione 1.5.4 e teorema 1.5.5). Sia R un anello
graduato. Se R e` positivamente graduato e x1, . . . , xn sono elementi omogenei
di R di grado positivo, allora sono equivalenti
1. R+ = (x1, . . . , xn)R
2. R = R0[x1, . . . , xn]
Se R e` un anello graduato qualsiasi allora sono equivalenti
1. R e` un anello noetheriano
14
2. Ogni ideale omogeneo di R e` finitamente generato
3. R0 e` noetheriano ed R e` una R0 algebra finitamente generata
4. R0 e` noetheriano e le R0 algebre
⊕
i>0Ri,
⊕
i60Ri sono finitamente
generate
Definizione 2.3. Sia R un anello positivamente graduato. Diremo che R e`
generato in grado 1 se R e` generato da R1 come R0 algebra.
Definizione 2.4. Sia R un anello graduato ed I un ideale di R. Indichiamo
con I∗ l’ideale generato dagli elementi omogenei di I.
Osservazione. Se p e` un primo di R, allora p∗ e` ancora primo. Infatti, se a, b
sono elementi omogenei di R avremo che
ab ∈ p∗ =⇒ a ∈ p o b ∈ p =⇒ a ∈ p∗ o b ∈ p∗
Dato che p∗ e` omogeneo, questo e` sufficiente per provarne la primalita`.
Lemma 2.5. Sia R un anello graduato tale che ogni elemento omogeneo non
nullo di R sia invertibile. Allora R0 e` un campo ed una sola delle seguenti
possibilita` si verifica
 R0 = R e` un campo
 esiste x ∈ R omogeneo e trascendente su R0 tale che R = R0[x, x−1].
Dimostrazione. Ogni elemento non nullo di R0 e` omogeneo e, per ipotesi, in-
vertibile, dunque R0 = k e` un campo. Supponiamo che k 6= R. Allora esiste un
elemento omogeneo non nullo x di R di grado positivo minimo. In particolare
x e` invertibile e possiamo definire un omomorfismo di k-algebre
k[X,X−1] σ−→ R
che manda X in x. Se su k[X,X−1] diamo la graduazione indotta da degX =
deg x, σ diventa un morfismo graduato. Se mostriamo che σ e` un isomorfismo
abbiamo finito.
iniettivita` Se p =
∑
j ajX
j ∈ kerσ, con aj ∈ k, allora σ(p) =
∑
j ajx
j = 0.
Ma questa e` una somma di elementi omogenei di gradi distinti, dato che deg x 6=
0, e quindi per ogni j otteniamo ajxj = 0. Quindi aj = 0 per ogni j, dato che
altrimenti troveremmo l’assurdo che xj = 0, con x invertibile.
surgettivita` E` sufficiente mostrare che ogni elemento omogeneo y ∈ R sia
nell’immagine di σ. Ovviamente possiamo supporre che deg y 6= 0. Esistono
interi q, r tali che deg y = q deg x + r, con 0 6 r < deg x. Quindi z = yx−q
e` un elemento omogeneo di grado non negativo r e per la minimalita` di deg y
otteniamo che r = 0, ossia z ∈ k e σ(zXq) = y.
2.2 Profondita` e altezza
Introduciamo il concetto di profondita` per anelli, esponendo alcuni dei risultati
principali di questa teoria.
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Definizione 2.6 (complesso di Koszul). Sia R un anello ed N un R-modulo.
Dato x ∈ N si definisce il complesso di Koszul di x come
K(x) : 0 −→ R −→ N −→ Λ2N −→ . . . −→ ΛiN di−→ Λi+1N −→ . . .
dove il differenziale e` dato da di(y) = x ∧ y.
Dato φ : N −→ R si definisce il complesso di Koszul di f come
k(φ) : . . . −→ ΛiN δi−→ Λi−1N −→ . . . −→ Λ2N −→ N f−→ R
dove il differenziale e` definito come
δi+1(x1 ∧ · · · ∧ xi) =
i∑
j=1
(−1)j−1φ(xj)x1 ∧ · · · ∧ xˆj ∧ · · · ∧ xi
Data una successione x1, . . . , xn ∈ R si indica con K(x1, . . . , xn) = K(x) il
complesso di Koszul associato a x = (x1, . . . , xn) ∈ Rn e con K(x∗1, . . . , x∗n) =
K(x∗) il complesso di Koszul del morfismo φ : Rn −→ R tale che φ(ei) = xi.
Proposizione 2.7 ([5], proposizioni 17.14 e 17.15). Sia R un anello e x ∈ Rn.
Allora K(x),K(x∗) sono complessi di lunghezza finita ed esistono isomorfismi
di complessi
K(x) ' HomR(K(x), R) ' K(x∗)
Se x = (x1, . . . , xn) ed I e` l’ideale generato da x1, . . . , xn allora I annulla
l’omologia H(K(X)).
Definizione 2.8. Sia R un anello ed M un R-modulo. Una successione x1, . . . , xn
e` detta una una successione regolare per M ( o una M -successione regolare) se
 (x1, . . . , xn)M 6= M
 per ogni i, xi+1 e` un non divisore dello zero in M/(x1, . . . , xi)M
Teorema 2.9 ([5], teorema 17.4). Sia R un anello noetheriano, M un R-modulo
finitamente generato ed I = (x1, . . . , xn) un ideale di R. Se
Hj(M ⊗R K(x1, . . . , xn)) = 0 per j < r (2.1)
Hj(M ⊗R K(x1, . . . , xn)) 6= 0 per j = r (2.2)
allora ogni M -successione regolare massimale in I ha lunghezza r.
Definizione 2.10 (profondita`). Sia R un anello noetheriano, M un R-modulo
finitamente generato ed I un ideale di R. Se IM 6= M ed r e` la lunghezza
comune di ogni M -successione regolare massimale in I definiamo depth(I,M) =
r, altrimenti poniamo depth(I,M) =∞.
Se (R,m) e` un anello locale poniamo depthM = depth(m,M). Infine, se J
e` un ideale di R, poniamo depth J = depth(J,R)
Definizione 2.11 (altezza). Sia R un anello. Se p e` un primo di R definiamo
l’altezza di p, indicata ht p, come il sup degli n ∈ N per cui esiste una successione
di primi
p0 ( · · · ( pn = p
Se I e` un ideale di R si definisce l’altezza di I, indicata ht I, come il minimo
delle altezze dei primi (minimali) che contengono I.
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Definizione 2.12 (Dimensione di Krull). Se R e` un anello si definisce la di-
mensione di Krull di R, indicata con dimR, come il sup delle altezze dei primi
di R, mentre se M e` un R-modulo si pone dimM = dimR/AnnM .
Esiste un’altra, molto importante, caratterizzazione della profondita`.
Teorema 2.13 ([5]. proposizione 18.4). Sia R un anello noetheriano ed M e
N R-moduli finitamente generati. Allora
depth(AnnM,N) = inf{i | Exti(M,N) 6= 0}
In particolare se (R,m, k) e` locale ed N e` un R-modulo finitamente generato
allora
depthN = inf{i | Exti(k,N) 6= 0}
Proposizione 2.14. Sia R un anello noetheriano, M un R-modulo finitamente
generato ed I un ideale di R. Allora
 Se S e` una parte moltiplicativa di R allora
depth(I,M) 6 depth(S−1I, S−1M)
 se IM 6= M esiste un massimale m ∈ SuppM contenente I tale che
depth(I,M) = depth(Im,Mm)
In particolare se m e` un massimale di R allora depth(m,M) = depthMm
 depth I 6 ht I
Introduciamo adesso una importante classe di anelli:
Definizione 2.15. Un anello noetheriano R si dice di Cohen-Macaulay se, per
ogni massimale m di R, depthm = htm
Proposizione 2.16 ([5], teorema 18.7 e proposizione 18.8). Sia R un anello
noetheriano. Sono allora equivalenti
1. R e` Cohen-Macaulay
2. per ogni ideale I di R, depth I = ht I
3. Rm e` di Cohen-Macaulay per ogni massimale m di R
4. Rp e` di Cohen-Macaulay per ogni primo p di R
Definizione 2.17. Sia R un anello graduato. Un massimale omogeneo di R e`
un ideale omogeneo che non sia propriamente contenuto in nessun altro ideale
omogeneo. R si dice un anello graduato locale se possiede un’unico ideale mas-
simale omogeneo m. In analogia con la notazione usata per gli anelli locali,
indicheremo con (R,m) un anello graduato locale.
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Osservazione 2.18. Un massimale omogeneo e` primo, dato che e` della forma p∗
per un qualche massimale di R, ma in generale non e` un massimale in senso
classico. Ad esempio, come vedremo, se R e` un anello graduato, p un suo
ideale non omogeneo ed S e` la parte moltiplicativa composta dagli elementi
omogenei che non stanno in p, allora p∗S−1R e` un massimale omogeneo che non
e` massimale.
Nel caso degli anelli positivamente graduati invece un massimale omogeneo
e` un ideale omogeneo che sia massimale in senso classico. Infatti per tali anelli
R+ e` un ideale omogeneo, ed ogni ideale omogeneo massimale e` della forma
R+ ⊕ m con m massimale di R0. In particolare R e` locale se e solo se R0 e`
locale ed in tal caso il massimale omogeno e` m⊕R+, dove m e` il massimale di
R0. Rientrano in questo caso ogni k-algebra positivamente graduata.
Notazione. Salvo avviso contraro nel seguito, ogni qual volta sia dato un primo
m di un anello graduato R ed un modulo graduato M , indicheremo con Mm la
localizzazione di M nel primo m e mai la componente di grado m di M .
Proposizione 2.19. Sia (R,m) un anello graduato locale tale che m non e`
massimale. Allora
R/m ' k[X,X−1]
come anelli graduati, dove l’anello sulla destra ha la graduazione indotta da
degX = d > 0 per qualche d. In particolare R/m e` un PID.
Dimostrazione. Infatti R/m e` un anello graduato in cui ogni elemento omogeneo
non nullo e` invertibile e quindi possiamo applicare 2.5.
Osservazione 2.20. Se p e` un primo che contiene strettamente m allora p e`
massimale ed esiste a /∈ m tale che p = (a) +m.
Se R e` un anello graduato, p e` un primo non omogeneo di R ed S e`
la parte moltiplicativa degli elementi omogenei che non stanno in p, allora
(S−1R, p∗S−1R) e` un anello locale graduato e (pS−1R)∗ = p∗S−1R ( pS−1R.
Possiamo quindi concludere che ht p/p∗ = 1 e che ogni primo che contiene
strettamente un massimale omogeneo e` massimale.
Proposizione 2.21. Sia R un anello graduato noetheriano e p un primo di R.
Allora
 se d = ht p, allora esistono p0, . . . , pd−1 primi omogenei di R tali che
p0 ( · · · ( pd−1 ( p
 se p non e` omogeneo allora ht p = ht p∗ + 1
Dimostrazione. Osserviamo che il secondo punto segue dal primo. Se ht p = 0
allora p e` omogeneo, quindi possiamo supporre ht p > 0. Chiaramente ht p∗+1 6
ht p. D’altra parte se abbiamo una catena di primi come nel primo punto, pd−1
e` omogeneo e quindi pd−1 ⊆ p∗ e ht p∗ > d− 1.
Passiamo a dimostrare il primo punto. Osserviamo innanzitutto che in un
anello graduato ogni primo minimale e` omogeneo, dato che p∗ ⊆ p. Sia d =
ht p > 0 e consideriamo una catena p0 ( · · · ( pd = p. Vogliamo mostrare che i
pi possono essere cambiati in primi omogenei. Ragioniamo per induzione su d.
Se d = 1, p0 e` un primo minimale e quindi omogeneo. Per induzione possiamo
quindi supporre che p0, . . . , pd−2 siano omogenei. In particolare pd−2 ⊆ p∗ ed
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il contenimento e` stretto, dato che altrimenti avremmo che pd−1 e` un primo
fra p∗ e p, contro l’osservazione 2.20. Se p non e` omogeneo, possiamo quindi
scambiare pd−1 con p∗. Se p e` omogeneo esiste un elemento omogeneo a ∈
p \ pd−2 e possiamo considerare un primo minimale q fra quelli contenuti in
p e che contengono pd−2 + (a). Per il teorema di Krull ht q/pd−2 6 1 quindi
pd−2 ( q ( p. Inoltre q e` omogeneo, dato che e` un primo minimale dell’anello
graduato R/pd−2 + (a) e quindi possiamo scambiarlo con pd−1.
Corollario 2.22. Sia (R,m) un anello graduato locale e noetheriano. Allora
dimR =
{
htm se m e` massimale
htm+ 1 se m non e` massimale
Dimostrazione. Se p e` un massimale di R, allora ht p 6 ht p∗ + 1 6 htm + 1.
Quindi dimR 6 htm + 1. Se m non e` massimale, allora esiste un massimale
m ⊆ p e chiaramente p∗ = m. Quindi ht p = htm + 1 6 dimR. Se invece m
e` massimale e p e` un qualsiasi massimale diverso da m, avremo che p∗ ( m e
quindi ht p = ht p∗ + 1 6 htm, da cui dimR = htm.
Lemma 2.23. Sia R = k[X,X−1] con k campo e supponiamo che R abbia la
graduazione indotta da degX = d > 0. Allora ogni R-modulo graduato e` libero
come R-modulo.
Dimostrazione. Sia M un R-modulo graduato. Osserviamo che, se poniamo
M (t) =
⊕
n∈ZMt+nd ⊆M , M (t) e` ancora un R-modulo graduato e inoltre
M =
d−1⊕
t=0
M (t)
Possiamo quindi supporre che M = M (t) per qualche t. Ma se R′ = k[X,X−1]
con graduazione data degX = 1, allora l’R-modulo M ′ = M con graduazione
data da M ′n = Mt+nd e` un R
′ modulo graduato. Poiche` cio` che vogliamo
mostrare non dipende dalla graduazione su R o su M , possiamo supporre che
degX = 1. Sia adesso β = {yi}i∈I una k-base di M0. Vogliamo far vedere che β
e` una R-base di M . Dato un elemento omogeneo y ∈M , allora X− deg yy ∈M0
quindi β genera M su R. Inoltre, data una relazione di dipendenza∑
i∈I
aiyi = 0
con ai =
∑
j∈Z ki,jX
j ∈ R, allora∑
j∈Z
(
∑
i∈I
ki,jyi)Xj = 0
Ma per ipotesi gli yi hanno grado 0 ed X e` invertibile, quindi per ogni j∑
i∈I ki,jyi = 0 ed infine ki,j = 0 per ogni i, j.
Definizione 2.24. Sia R un anello graduato, M un R-modulo graduato e n ∈ Z.
Il modulo graduato M(n) e` definito dalla relazione
∀k ∈ Z M(n)k = Mn+k
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Osservazione 2.25. SeR e` un anello graduato, I un insieme di indici e d : I −→ Z
e` una funzione possiamo considerare l’R-modulo graduato
M =
⊕
i∈I
R(−di)
e la funzione g : I −→M , g(i) e` il generatore canonico di R(−di), di modo che
deg g(i) = di. La coppia (M, g) soddisfa la seguente condizione universale: data
una coppia (N, f) con N un R-modulo graduato ed f : I −→ N una funzione
tale che f(i) e` un elemento omogeneo di grado di, allora esiste un unico morfismo
graduato M h−→ N tale che f ◦ h = g. Sostanzialmente e` la proprieta` di essere
libero cui e` aggiunta la condizione di conservare il grado.
Definizione 2.26. Sia R un anello graduato. Un R-modulo libero graduato e`
un modulo della forma ⊕
i∈I
R(−di)
Lemma 2.27. Sia R un anello graduato noetheriano ed M un R-modulo gra-
duato finitamente generato. Allora per ogni i > 0 ed N R-modulo graduato l’R-
modulo ExtiR(M,N) ammette una graduazione tale da diventare un R-modulo
graduato.
Dimostrazione. Dato un R-modulo graduato N vogliamo definire una gradua-
zione su HomR(M,N). Poniamo Hom(M,N)d = { f ∈ Hom(M,N) | f(Mi) ⊆
Ni+d}. Chiaramente
⊕
d Hom(M,N)d e` un sotto R-modulo di Hom(M,N).
Vogliamo far vedere che se M e` finito allora si ha una uguaglianza. Pensiamo
HomR(M,N) ⊆ HomR0(M,N) e, dato f ∈ HomR(M,N), definiamo fd come
l’R0 omomorfismo tale che, se y ∈ Mi, fd(y) e` la componente di grado i+ d di
f(y). Un rapido conto mostra che in effetti fd e` un R-omomorfismo di grado d.
Inoltre, se y e` omogeneo, per costruzione abbiamo
f(y) =
∑
d
fd(y)
Rimane solo da mostrare che fd = 0 per |d|  0. Se y1, . . . , yk ∈ M sono
elementi omogenei di M che lo generano, allora fd(yi) = 0 per |d|  0 e poiche`
gli yi sono finiti, otteniamo quanto voluto.
Osserviamo adesso che se M −→ M ′ e` un morfismo graduato fra moduli
finiti ed N e` un R-modulo graduato, allora Hom(M ′, N) −→ Hom(M,N) e`
graduato. A questo punto, poiche` M e` finitamente generato e R e` noetheriano,
usando l’osservazione 2.25, e` possibile costruire una risoluzione F : . . . −→
Fn −→ . . . −→ F0 di M , in cui ogni Fi sia libero graduato di rango finito e in cui
le mappe siano graduate. Se N e` un R-modulo graduato allora ExtiR(M,N) '
hi(Hom(F , N)) e quindi abbiamo la graduazione voluta.
Osservazione 2.28. Piu` in generale ∗HomR(−, N) =
⊕
d HomR(−, N)d defini-
sce un endofuntore di GradR esatto a sinistra e si possono definire i funtori
∗ExtiR(−, N) come l’i-esimo funtore derivato destro di ∗HomR(−,M). Quel-
lo che abbiamo fatto nel precedente lemma e` mostrare che ExtiR(M,N) '∗
ExtiR(M,N) se M e` finito ed R e` noetheriano.
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Definizione 2.29. Sia (R,m, k) un anello locale (non in senso graduato) noe-
theriano ed M un R-modulo finitamente generato non nullo, con d = depthM .
Il tipo di M e` definito come
r(M) = dimk ExtdR(k,M)
Proposizione 2.30. Sia R un anello graduato noetheriano, M un R-modulo
graduato finitamente generato e p un primo di R in SuppM . Allora
1. se p non e` omogeneo
depth(Mp∗) + 1 = depth(Mp) r(Mp) = r(Mp∗)
2. se p e` un massimale omogeneo depth(p,M) = depthMp
Dimostrazione. Supponiamo di aver mostrato che se (R, p∗) e` un anello locale,
con p non omogeneo, allora le formule in 1) sono vere e che depth(p∗,M) =
depthMp∗ . In tal caso 1) segue invertendo ogni elemento omogeneo che non
sta in p. Per 2), se p e` massimale e` un fatto noto. Altrimenti, poiche` p∗ ∈
SuppM , sappiamo che esiste un massimale p ( m di R tale che depth(p,M) =
depth(p,Mm). Se indichiamo con S la parte moltiplicativa degli elementi omo-
genei che non stanno in m, p′ = S−1p, m′ = S−1m, allora depth(p,M) =
depth(p′, S−1M), m′∗ = p′ e (S−1R, p′) e` locale, da cui la tesi.
Possiamo quindi supporre che (R, p∗) sia locale e p∗ non massimale. In
particolare R/p∗ ' k[X,X−1] come anelli graduati e quindi possiamo trovare
un elemento a ∈ R \ p∗ tale che p = p∗ +Ra. Dalla successione esatta
0 −→ R/p∗ a−→ R/p∗ −→ R/p −→ 0
passando alla successione degli Ext∗R(−,M), otteniamo una successione esatta
. . . −→ ExtiR(R/p∗,M) a−→ ExtiR(R/p∗,M) −→ Exti+1R (R/p,M) −→ . . .
Osserviamo adesso che ExtiR(R/p
∗,M) e` un R-modulo graduato e dato che e`
annullato da p∗, sara` un R/p∗-modulo graduato ed in particolare libero per 2.23.
Di conseguenza la moltiplicazione per a /∈ p∗ e` iniettiva e poiche` questo e` vero
per ogni indice, otteniamo un isomorfismo
Exti+1R (R/p,M) ' ExtiR(R/p∗,M)/aExtiR(R/p∗,M)
Otteniamo quindi che Exti+1R (R/p,M) e` un R/p modulo libero dello stesso rango
di ExtiR(R/p
∗,M). Dato che nelle nostre ipotesi Ext localizza, otteniamo che
dimk(p) Ext
i+1
Rp
(k(p),Mp) = rk Exti+1R (R/p,M)
= rk ExtiR(R/p
∗,M)
= dimk(p∗) Ext
i
Rp∗ (k(p
∗),Mp∗)
da cui seguono le uguaglianze in 1 e 2.
Corollario 2.31. Sia R un anello graduato noetheriano. Se p e` un primo di R
allora
Rp∗ Cohen-Macaulay ⇐⇒ Rp Cohen-Macaulay
In particolare sono equivalenti
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1. R e` di Cohen-Macaulay
2. per ogni massimale omogeneo m, htm = depthm
3. per ogni massimale omogeneo m, Rm e` di Cohen-Macaulay
Dimostrazione. Se Rp e` Cohen-Macaulay, chiaramente Rp∗ e` Cohen-Macaulay
e vale il viceversa se p e` omogeno. Se p non e` omogeneo allora depthRp =
depthRp∗ + 1 = dimRp∗ + 1 = dimRp. Per le equivalenze:
1)⇒ 2) Ovvio
2)⇒ 3) Abbiamo che depthm 6 depthRm 6 dimRm = htm.
3)⇒ 1) Dato un massimale p di R, p∗ e` contenuto in un massimale omogeneo
e quindi Rp∗ e Rp sono di Cohen-Macaulay.
2.3 Anelli locali graduati
Come abbiamo visto nelle precedenti sezioni e cos`ı come avviene nella teoria
’classica’ degli anelli, molti dei problemi incontrati possono essere affrontati e
risolti riconducendosi allo studio degli anelli graduati locali. In questa sezione
vogliamo mostrare alcune delle proprieta` di questi anelli e, in particolare, mo-
strare come molte delle proprieta` che contraddistinguono gli anelli locali possano
essere estese a questa classe di anelli.
L’interesse per gli anelli graduati locali deriva inoltre dalla geometria alge-
brica ed in particolare dallo studio degli anelli delle coordinate dei chiusi degli
spazi proiettivi. Infatti tali anelli sono k-algebre positivamente graduate e quindi
locali come anelli graduati.
Il seguente corollario alla proposizione 2.5 caratterizza quando il massimale
omogeneo di un anello graduato locale e` massimale.
Corollario 2.32. Sia (R,m) un anello locale graduato. Allora m e` massimale
se e solo ogni elemento invertibile e omogeneo di R ha grado 0.
Dimostrazione. S = R/m e` un anello graduato ed ogni suo elemento omoge-
neo non nullo e` invertibile. Quindi, per 2.5, S e` un campo o e` della forma
k[x, x−1], con x indeterminata su k. L’enunciato segue facilmente da questa
caratterizzazione.
La seguente proposizione mostra come sia stretto il collegamento fra anelli
graduati locali e non:
Proposizione 2.33. Sia (R,m) un anello graduato locale. Allora il funtore
GradR ModRm
M Mm
e` fedelmente esatto, ossia e` esatto e, se M e` un R-modulo graduato, allora
M = 0 se e solo se Mm = 0.
Dimostrazione. Che sia esatto e` un fatto noto. Mostriamo che e` fedele. Sia
quindi M un R-modulo graduato tale che Mm = 0 e consideriamo un elemento
omogeneo x ∈M . Da x = 0 in Mm otteniamo che esiste s /∈ m tale che sx = 0
in M . Ma se s =
∑
j sj e` la decomposizione di s in elementi omogenei, allora
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per ogni indice j avremo che sjx = 0. D’altra parte esiste un indice j tale
che sj /∈ m e che quindi sara` invertibile, dato che altrimenti (sj) ⊆ m per la
massimalita` di m. Abbiamo quindi sjx = 0 da cui x = 0.
Grazie alla precedente proposizione possiamo estendere alcune delle pro-
prieta` caratteristiche degli anelli locali al caso graduato a partire dal classico:
Corollario 2.34 (Nakayama). Sia (R,m) un anello graduato locale, M un
R-modulo graduato finitamente generato ed I un ideale omogeneo. Allora
IM = M =⇒ M = 0
Dimostrazione. Dalla relazione IM = M otteniamo che ImMm = Mm e, per il
lemma classico di Nakayama, Mm = 0, da cui M = 0.
Definizione 2.35. Dato un anello R ed un R-modulo M , definiamo µ(M) come
il numero minimo di elementi di M che lo generano come R-modulo, ∞ se M
non e` finitamente generato.
Lemma 2.36. Sia (R,m) un anello graduato locale, M un R-modulo graduato
e x1, . . . , xn ∈M elementi omogenei. Allora sono equivalenti
1. x1, . . . , xn sono un sistema minimale di generatori di M
2. x1, . . . , xn sono un sistema minimale di generatori di Mm
In particolare µ(M) = µ(Mm) e µ(M) e` la cardinalita` di un qualsiasi insieme
minimale di generatori omogenei di M .
Se M e` finitamente generato, allora 1) e 2) sono equivalenti a
3. x1, . . . , xn sono un sistema minimale di generatori di M/mM
In particolare µ(M) = µ(M/mM) e, se m e` un ideale massimale in R, ogni si-
stema minimale di generatori omogenei di M contiene esattamente dimR/m(M/mM)d
elementi di grado d.
Dimostrazione. Iniziamo con l’equivalenza di 1) e 2).
1)⇒ 2) Chiaramente gli elementi generano. Se N e` il modulo generato da un
sottoinsieme proprio di x1, . . . , xn e si avesse che Nm = Mm, allora otterremmo
N = M , ossia un assurdo.
2) ⇒ 1) Sia N = (x1, . . . , xn)R ⊆ M . Per ipotesi Nm = Mm e quindi
N = M . Quindi x1, . . . , xn generano M . Inoltre se questo non fosse un sistema
minimale di generatori per M allora non lo sarebbe per Mm.
Ovviamente abbiamo che µ(Mm) 6 µ(M). Inoltre se µ(M) = ∞ allora
µ(Mm) = ∞. Infatti se x1, . . . , xn generano Mm, allora si puo` supporre che
xi ∈ M e, considerando le loro componenti omogenee, che siano omogenei.
QuindiMm e` generato dall’immagine di un insieme finito di elementi omogenei di
M , che, per quanto appena visto, saranno anche generatori di M . Supponendo
quindi che µ(M) <∞ allora esiste un sistema minimale di generatori omogenei,
che supponiamo essere di cardinalita` n, e quindi µ(M) 6 n = µ(Mm), dove
l’ultima uguaglianza segue dal fatto che µ(Mm) <∞ e dal lemma di Nakayama.
Se supponiamo che M sia finitamente generato allora avremo che x1, . . . , xn
sono un sistema minimale di generatori di M/mM se e solo se sono un sistema
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minimale di generatori Mm/mMm se e solo se, per Nakayama, sono un sistema
minimale di generatori di Mm.
Per l’affermazione finale, osserviamo che pi : M −→ M/mM e` un mor-
fismo graduato, e quindi, se x1, . . . , xk sono elementi omogenei di grado d
che fanno parte di un sistema minimale di generatori omogenei di M , allora
pi(x1), . . . , pi(xk) ∈ (M/mM)d e sono indipendenti, da cui k 6 dimR/m(M/mM)d.
D’altra parte, poiche` R/m = k e` concentrato in grado 0, questi saranno anche
dei generatori e di conseguenza abbiamo l’uguaglianza.
Mostriamo adesso un’altra analogia col caso locale ’classico’:
Corollario 2.37. Sia (R,m) un anello graduato locale ed M un R-modulo
graduato finitamente generato che sia proiettivo come R-modulo. Allora M e`
libero, ogni sistema minimale di generatori omogenei di M e` una R-base di M
ed esiste un isomorfismo graduato
M '
⊕
j
R(−j)αj
con αj ∈ N. Se m e` massimale allora gli αj sono univocamente determinati da
αj = dimR/m(M/mM)j.
Dimostrazione. Se M e` proiettivo allora e` localmente libero. In particolare
Mm e` un Rm modulo libero. Sia x1, . . . , xn un sistema di generatori omogenei
minimale per M . Abbiamo quindi un morfismo
T =
n⊕
i=1
R(− deg xi) σ−→M
che mappa la base canonica di T nel sistema minimale. In particolare σ e`
surgettivo ed abbiamo una successione esatta
0 −→ K −→ T σ−→M −→ 0
in GradR. Localizzando in m, osserviamo che il morfismo Tm −→ Mm mappa
la base in x1, . . . , xn ∈ Mm. Ma Mm e` libero e gli x1, . . . , xn sono un sistema
minimale di generatori di Mm e quindi una Rm base. Di conseguenza, σm e` un
isomorfismo, Km = 0 ed infine K = 0. Quindi σ e` un isomorfismo ed M e` libero.
Osserviamo adesso che se αj e` il numero di elementi di grado j in x1, . . . , xn,
allora T puo` essere riscritto come
T =
⊕
j
R(−j)αj
Se m e` massimale allora αj = dimR/m(M/mM)j .
Osservazione 2.38. Se m non e` massimale, allora esiste un elemento omogeneo
x ∈ R di grado positivo ed invertibile. In particolare 1 ed x sono due sistemi
di generatori omogenei minimali per R. Quindi il caso in cui m e` massimale e`
l’unico in cui gli αj risultano univocamente determinati.
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2.4 Risoluzioni minime di moduli su anelli locali
Dato un anello R ed un R-modulo M non esiste in generale un modo univoco per
associargli una risoluzione proiettiva o libera. Se si suppone invece che l’anello
R sia locale possono essere definite delle risoluzioni, dette minime, che risultano
essere uniche a meno di isomorfismo. Un’operazione analoga puo` essere fatta
nel caso di anelli graduati locali.
Definizione 2.39. Se R e` un anello graduato ed M e` un R-modulo gradua-
to finitamente generato, una sua risoluzione libera graduata e` una risoluzione
composta di moduli liberi graduati (finitamente generati) ed in cui ogni mappa
sia graduata.
Osservazione 2.40. Osserviamo che se F , G sono risoluzioni libere graduate di
rispettivamente M , N allora ogni morfismo graduato M −→ N ammette un
sollevamento graduato F −→ G. Infatti, ragionando per induzione bisogna solo
dimostrare che se F α−→ M , G β−→ N sono due morfismi graduati surgettivi,
con F , G liberi graduati ed f : M −→ N e` un morfismo graduato allora esiste un
sollevamento graduato g : F −→ G. Data una base di F composta da elementi
omogenei x1, . . . , xn e fissato un indice i, (f ◦α)(xi) e` un elemento omogeneo di
N . Per ipotesi esiste yi ∈ G tale che β(yi) = (f ◦α)(xi), d’altra parte, spezzando
yi nelle componenti omogenee ed essendo β graduato, possiamo supporre che
yi sia omogeneo ed in particolare dello stesso grado di xi. Allora l’associazione
xi −→ yi definisce il morfismo g cercato.
Definizione 2.41. Sia (R,m) un anello locale (graduato) e
F : . . . −→ Fn −→ Fn−1 −→ . . . −→ F0
una risoluzione libera (graduata). F si dice minima se il complesso F ′ = F ⊗R
R/m ha i differenziali nulli, o, equivalentemente, se per ogni n Im(Fn+1 −→
Fn) ⊆ mFn.
Proposizione 2.42. Sia (R,m) un anello graduato locale e F una risoluzione
graduata libera. Allora
F minima ⇐⇒ Fm minima
Dimostrazione. Dato che (F/mF)m ' Fm/mFm, e` sufficiente mostrare che se
f : M −→ N e` una mappa fra moduli graduati, allora
f = 0 ⇐⇒ fm = 0
⇒ e` ovvia. Per ⇐ consideriamo la successione esatta
0 −→ K −→M f−→ N
Localizzando in m otteniamo che Km = Mm, ossia (M/K)m = 0, da cui K = M
e quindi f = 0
Lemma 2.43. Sia (R,m) un anello locale (graduato) ed f : T −→ M un
morfismo (graduato) surgettivo fra R-moduli (graduati) finitamente generati.
Allora sono equivalenti:
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1. ker f ⊆ mT
2. T ⊗R R/m −→M ⊗R R/m e` un isomorfismo
3. f manda ogni sistema minimale di generatori (omogenei) di T in un
sistema minimale di generatori (omogenei) di M
4. f manda un sistema minimale di generatori (omogenei) di T in un sistema
minimale di generatori (omogenei) di M
Dimostrazione. 1)⇒ 2) Consideriamo la successione esatta
K = ker f −→ T f−→M −→ 0
Tensorizzando per R/m otteniamo
K ⊗R R/m 0−→ T ⊗R R/m −→M ⊗R R/m −→ 0
e quindi l’isomorfismo voluto.
2)⇒ 3) Sia β = {x0, . . . , xn} un sistema minimale di generatori (omogenei)
di T . Chiramenti f(β) genera M . Inoltre, per 2.36, β e` un sistema minimale di
generatori per T/mT , quindi f(β) sara` tale per M/mM e quindi per M .
3)⇒ 4) Ovvio
4) ⇒ 1) Sia β = {x1, . . . , xn} il sistema di generatori dato nell’ipotesi. Se
x ∈ ker f (omogeneo se R graduato), possiamo scrivere
x =
∑
j
ajxj
con aj ∈ R (omogenei se R graduato). Per 2.36 f(β) e` una (R/m)m base di
(M/mM)m. Otteniamo quindi che aj ∈ m.
Corollario 2.44. Sia (R,m) un anello locale (graduato),
F : . . . −→ Fn αn−→ Fn−1 −→ . . . −→ F0
una risoluzione libera (graduata) e poniamo anche α0 : F0 −→ cokerα1. Allora
sono equivalenti
1. F e` minima
2. ∀n > 0 Fn ⊗R R/m −→ Imαn ⊗R R/m e` un isomorfismo.
3. ∀n > 0 Fn, tramite αn, mappa basi (omogenee) in sistemi di generatori
(omogenei) minimali di Imαn
4. ∀n > 0 Fn, tramite αn, mappa una base (omogenea) in un sistema di
generatori (omogenei) minimali di Imαn
Dimostrazione. Segue dal fatto che una base (omogenea) di un Fn e` un sistema
minimale di generatori (omogenei) di Fn
Corollario 2.45. Sia (R,m) un anello (graduato) locale ed M un R-modulo
(graduato) finitamente generato. Allora M ammette una risoluzione libera (gra-
duata) minima.
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Dimostrazione. Se x1, . . . , xn e` un sistema minimale di generatori (omogenei)
per M allora ho un modulo (graduato) libero F0 ed una mappa (graduata)
surgettiva F0 −→M che mappa la base canonica di F0 nel sistema di generatori
di M . Per quanto visto kerα0 ⊆ mF0. Considerando adesso il modulo kerα0
al posto di M ottengo F1
α1−→ kerα0 ⊆ F0 e cos`ı via. Per quanto visto e` chiaro
che la successione cos`ı costruita e` minima.
Definizione 2.46. Sia R un anello ed M un R-modulo. Si definisce la di-
mensione proiettiva di M , indicata pdRM , come l’inf delle lunghezze delle
risoluzioni proiettive di M .
Proposizione 2.47. Sia (R,m) un anello (graduato) locale ed M un R-modulo
(graduato) finitamente generato. Allora
pdRM = inf{ i | Tori+1R (M,R/m) = 0}
ed ogni risoluzione minima di M ha lunghezza pdRM .
Dimostrazione. Sia F una risoluzione proiettiva di M come R-modulo. Indi-
chiamo con l(F) la sua lunghezza e poniamo γ = inf{ i | Tori+1R (M,R/m) = 0}.
Ma allora abbiamo che
Tori+1R (M,R/m) ' hi+1(F ⊗R R/m)
Quindi se l(F) = n < ∞ allora, Fn+1 = 0 e quindi Torn+1R (M,R/m) = 0.
Questo mostra che γ 6 l(F) e, per l’arbitrarieta` della scelta di F , che γ 6
pdRM . Per concludere la dimostrazione e` quindi sufficiente mostrare che, se
F e` una risoluzione minima, allora l(F) 6 γ. Se γ = ∞ non c’e` nulla da
dimostrare. Supponiamo quindi che γ <∞. La minimalita` di F ci permette di
concludere che
0 = Torγ+1R (M,R/m) ' Fγ+1 ⊗R R/m
Ma Fγ+1 e` libero e di conseguenza l(F) 6 γ.
Corollario 2.48. Sia (R,m) un anello graduato locale ed M un R.modulo
graduato finitamente generato. Allora
pdRM = pdRmMm
Dimostrazione. Infatti, se F e` una risoluzione minima di M , allora Fm e` una
risoluzione minima di Fm e, per 2.33, l(F) = l(Fm).
Proposizione 2.49. Sia R un anello graduato noetheriano. Se p e` un primo
di R allora
Rp regolare ⇐⇒ Rp∗ regolare
In particolare sono equivalenti
1. R regolare
2. per ogni massimale omogeneo m, Rm regolare
Inoltre, se (R,m) e` un anello graduato locale, R e` regolare se e solo se esistono
x1, . . . , xd ∈ m omogenei, con d = htm, tali che (x1, . . . , xd) = m.
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Dimostrazione.
Osservazione. Se (R,m) e` un anello locale graduato e Rm e` regolare, per 2.36
avremo che µ(m) = µ(mm) = htmm = htm = d, e quindi che esistono
x1, . . . , xd ∈ m omogenei tali che (x1, . . . , xd) = m. Inoltre se p e` un primo di
R tale che m ( p, per l’osservazione 2.20 otteniamo anche che esiste x ∈ p tale
che (x1, . . . , xd, x) = p ed in particolare Rp e` regolare dato che ht p = ht p∗ + 1.
Iniziamo con la prima equivalenza. Se p e` omogeneo e` ovvio, altrimenti
possiamo invertire gli elementi omogenei non in p e quindi supporre che (R, p∗)
sia locale. In tal caso l’equivalenza segue dall’osservazione iniziale.
Per la seconda equivalenza, 1) ⇒ 2) e` ovvia, mentre per l’altra dato un
massimale p di R, p∗ e` contenuto in un massimale omogeneo e quindi Rp∗ e di
conseguenza Rp sono regolari.
Infine l’ultima equivalenza dell’enunciato segue da quella appena dimostrata
e dalla osservazione iniziale.
Teorema 2.50. Sia (R,m) un anello (graduato) locale e regolare ed M un
R-modulo (graduato) finitamente generato non nullo. Allora
pdRM 6 pdRR/m = htm
Dimostrazione. Se htm = depthm = d e m = (x1, . . . , xd) consideriamo il
complesso di Koszul K = K(x1, . . . , xd). Dato che Hi(K) = 0 per i 6= d,
Hd(K) = R/(x1, . . . , xd) = R/m, K e` una risoluzione libera di R/m di lun-
ghezza d. Inoltre e` facile verificare che K e` minima e quindi otteniamo che
pdRR/m = d. Inoltre, se calcoliamo Tor
i
R(M,R/m) usando la risoluzione K
otteniamo anche la prima disuguaglianza.
In particolare abbiamo ottenuto il ben noto
Teorema 2.51 (Hilbert). Sia k un campo ed M un modulo graduato finitamente
generato sull’anello dei polinomi k[X1, . . . , Xn]. Allora M ha una risoluzione
libera graduata di lunghezza minore od uguale ad n.
Da questo teorema si puo` dimostrare che la stessa proprieta` e` soddisfatta da
ogni modulo finitamente generato su k[X1, . . . , Xn] ([5],corollario 19.8).
Teorema 2.52 (formula di Auslander-Buchsbaum). Sia (R,m) un anello (gra-
duato) locale noetheriano ed M un R.modulo (graduato) finitamente generato
non nullo e di dimensione proiettiva finita. Allora
pdRM = depth(m,R)− depth(m,M)
Dimostrazione. Nel caso graduato, abbiamo che pdRM = pdRmMm e, poi-
che` m ∈ SuppM , per 2.30 che depth(m,R) = depthRm e depth(m,M) =
depthMm. Possiamo quindi ricondurci al solo caso locale. Indichiamo con k il
campo residuo di R. Ragioniamo per induzione su pdRM . Se pdRM = 0 allora
M e` libero e quindi depth(P,R) = depth(P,M). Se pdRM > 0 consideriamo
un passo della risoluzione minima
F : 0 −→ N −→ F −→M −→ 0
ossia con N ⊆ mF . In particolare per 2.47 otteniamo che pdRN = pdRM − 1.
Se poniamo d = depthN , rimane quindi solo da mostrare che depthM = d− 1.
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A questo proposito siano x1, . . . , xn un sistema di generatori di m e poniamo
K = K(x1, . . . , xn) il complesso di Koszul. Poiche` K e` formato da moduli liberi,
F ⊗RK e` una successione esatta di complessi e passando alla successione lunga
di omologia otteniamo
. . . −→ Hi−1(F ⊗K) −→ Hi−1(M ⊗K) −→ Hi(N ⊗K) −→ Hi(F ⊗K) −→ . . .
Pe ipotesi induttiva depthF = depthR > d e quindi per i < d − 1 otteniamo
Hi(M ⊗K) = 0. Rimane da mostrare che Hd−1(M ⊗K) 6= 0. Se pdRN > 0
per ipotesi induttiva otteniamo che depthF > d e quindi un isomorfismo
Hd−1(M ⊗K) ' Hd(N ⊗K) 6= 0 (2.3)
Se invece pdRN = 0, ossia N libero, allora
Hd(N ⊗K) ' N ⊗Hd(K) φ⊗1−−−→ F ⊗Hd(K) ' Hd(F ⊗K)
dove φ e` l’inclusione N ⊆ F in F . Ma per ipotesi N ⊆ mF e quindi φ e` data da
una matrice con ogni entrata in m. D’altra parte, per 2.7, Hd(K) e` annullato
da m e quindi φ⊗1 = 0 e anche in questo caso otteniamo l’isomorfismo 2.3.
Definizione 2.53. Sia R un anello (graduato). Un complesso H si dice banale
se e` somma di complessi della forma
. . . −→ 0 −→ S id−→ S −→ 0 −→ . . .
dove S e` un R-modulo libero (graduato).
In particolare un complesso banale, essendo somma di complessi aciclici, sara`
aciclico.
Proposizione 2.54. Sia (R,m) un anello (graduato) locale noetheriano ed H
una risoluzione (graduata) libera di 0. Allora H e` un complesso banale
Dimostrazione. Dato che H e` una risoluzione dello 0, avremo che H1 −→ H0
e` un morfismo surgettivo. D’altra parte H0 e` libero quindi si puo` trovare uno
spezzamento (graduato) che induce una decomposizione della forma
H0 . . . 0 H0 H0 0 . . .
H′0 . . . H2 T 0 0 . . .
⊕ ⊕ ⊕ ⊕ ⊕:
dove T = ker(H1 −→ H0). H0 e` un complesso banale, inoltre da H1 ' T ⊕H0
deduciamo che T e` proiettivo, finitamente generato e per 2.37 che T e` un modulo
(graduato) libero. In particolare H′0 e` a sua volta una risoluzione (graduata)
libera di 0. Ragionando per induzione otteniamo una successione di complessi
banali H0, . . . ,Hn tali che H = H′n ⊕Hn ⊕ · · · ⊕ H0 con H′n risoluzione libera
di 0 nulla nei gradi minori di n. Risulta quindi chiaro che H = ⊕nHn.
Possiamo quindi mostrare la proprieta` di unicita` delle risoluzioni minime
Proposizione 2.55. Siano (R,m) un anello (graduato) locale e noetheriano,
M un R-modulo (graduato) finitamente generato e F una risoluzione minima
di M . Se H e` una risoluzione libera (graduata) di M allora e` isomorfa come
complesso alla somma diretta di F ed un complesso aciclico. In particolare due
risoluzioni minime di M sono isomorfe.
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Dimostrazione. Considerando id : M −→M otteniamo sollevamenti (graduati)
α : F −→ H e β : H −→ F . Sia σ = β ◦ α : F −→ F . σ e` un sollevamento
dell’identita` e di conseguenza sara` omotopa ad id : F −→ F . Esiste quindi una
omotopia (non necessariamente graduata) Σ : F −→ F tale che, indicando con
di i differenziali di F ,
σi − idi = Σi−1 ◦ di + di+1 ◦ Σi
In particolare, poiche` F e` minima, (σi − idi)(Fi) ⊆ mFi e quindi σi = idi come
endomorfismo di Fi/mFi. Questo ci permette di concludere che detσi /∈ m. Se
siamo nel caso non graduato da questo segue che σ e` un isomorfismo. Altrimenti
osserviamo che la matrice di σ su una base omogenea di Fi, che esiste sempre
per 2.37, e` composta di elementi omogenei e quindi calcolando il determinante
con la formula delle permutazioni e` evidente che detσi e` omogeneo. Ma un
elemento omogeneo che non sta in m e` invertibile e quindi anche in questo caso
σi e` un isomorfismo.
A questo punto, a meno di scambiare β con σ−1 ◦ β, possiamo supporre che
β ◦ α = id. In particolare α e` iniettiva ed abbiamo una decomposizione come
complessi H = α(F) ⊕ kerβ. Osserviamo che kerβ e` un complesso di moduli
proiettivi e quindi, nelle nostre ipotesi, liberi. Consideriamo ora la successione
esatta di complessi
0 −→ F α−→ H −→ kerβ −→ 0
α e` un sollevamento dell’identita` e quindi indurra` un isomorfismo in omolo-
gia, di conseguenza passando alla successione lunga di omologia otteniamo che
H(kerβ) = 0 ossia, per 2.54, che kerβ e` un complesso banale.
Infine, se F ′ e` un’altra risoluzione minima di M , allora F ′ ' F ⊕H, con H
una risoluzione libera di 0. In particolare, per ogni i, F ′i ' Fi⊕Hi, con Hi libero,
da cui rkFi 6 rkF ′i . Scambiando i ruoli di F e F ′ otteniamo rkFi = rkF ′i e
quindi rkHi = 0 e Hi = 0.
2.5 Anelli delle coordinate omogenee di sotto-
schemi chiusi di PnB
In questa sezione vogliamo introdurre l’anello delle coordinate omogenee di un
sottoschema chiuso di uno spazio proiettivo.
Notazione. Sia S un anello graduato e µ ∈ S un elemento omogeneo. Se M e`
un S-modulo graduato indichiamo con M(µ) la componente omogenea di grado
0 di Mµ. In particolare M(µ) e` un S(µ)-modulo.
Se degµ = 1 ed m ∈ M e` omogeneo allora la deomogeneizzazione di m
rispetto a µ e` definita come
m(µ) =
m
µdegm
∈M(µ)
Definizione 2.56. Sia S un’anello positivamente graduato generato in grado 1
e poniamo X = ProjS. Definiamo un funtore
Γ∗ : QCoh(X) −→ { S-moduli graduati }
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nel modo seguente: ad ogni F associamo il modulo
Γ∗(F) =
⊕
n∈Z
Γ(X,F(n))
su cui poniamo la struttura di S-modulo graduato indotta dalle mappe
Sn −→ Γ(X,OX(n))
Γ(X,F(n))⊗ Γ(X,OX(p)) −→ Γ(X,F(n+ p))
mentre ad F −→ G associamo l’omomorfismo indotto dalle mappe
Γ(X,F(n)) −→ Γ(X,G(n))
Il funtore Γ∗ permette di passare dai fasci coerenti su uno spazio proiettivo
ai moduli graduati ed in qualche modo rappresenta un’inversa per l’operazione
di fascificazione, come mostra la seguente
Proposizione 2.57. Sia S un’anello positivamente graduato generato in grado
1. Allora
1. Γ∗ e` esatto a sinistra
2. Esiste un isomorfismo naturale
−˜ ◦ Γ∗ −→ id
3. Esiste un morfismo di funtori
id −→ Γ∗ ◦ −˜ (2.4)
Inoltre se S e` un anello di polinomi, allora il morfismo appena definito
induce isomorfismi su ogni S-modulo della forma
S(a1)⊕ · · · ⊕ S(am) con a1, . . . , am ∈ Z
Dimostrazione. Poniamo X = ProjS
1) Segue dall’esattezza a sinistra di − ⊗OX OX(m), per ogni m ∈ Z, e di
Γ(X,−)
2) Si veda [Ha], proposizione 5.15
3) Sia M un S-modulo graduato. Allora per ogni elemento omogeneo µ ∈ S
di grado positivo il morfismo di localizzazione in µ e` graduato e quindi otteniamo
morfismi
φµ,k : Mk −→ (Mµ)k
Dato che (M(k))˜ ' (M˜)(k) abbiamo che (M˜)(k)µ ' (Mµ)k. Dato m ∈ Mk,
al variare dei µ ∈ S omogenei di grado positivo, abbiamo che (φµ,k(m))µ e`
una successione coerente con le restrizioni e quindi definisce un elemento di
Γ(X, (M˜)(k)). Otteniamo in tal modo una mappa τk : Mk −→ Γ(X, (M˜)(k))
per ogni k ∈ Z e quindi una funzione τ : M −→ Γ∗(M˜). La verifica che τ
sia un omomorfismo graduato e che induca un morfismo di funtori puo` essere
fatta localmente. Se adesso S e` un anello di polinomi, dato che sia˜che Γ∗ sono
additivi ci possiamo ricondurre al caso S(q). Osserviamo che possiamo anche
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supporre q = 0 dato che il morfismo di funtori appena definito e Γ∗ commutano
con l’operazione di shift. Ma a questo punto il morfismo S −→ Γ∗(OX) e`
esattamente quello usato per mostrare che S ' Γ∗(OX) ([Ha], proposizione
5.13) e quindi abbiamo la tesi.
Per gli schemi ProjR, ideali omogenei distinti possono definire lo stesso
sottoschema chiuso, ad esempio Proj 0 = ProjS/S+ = ∅ per un anello positiva-
mente graduato S. Nel caso in cui S e` un anello di polinomi si possono pero`
sfruttare le proprieta` di Γ∗ per avere una scelta, in qualche modo, privilegiata.
Definizione 2.58. Sia A un anello, S = A[X0, . . . , Xn] e sia i : X −→ PnA =
ProjS un’immersione chiusa. Se I e` il fascio di ideali associato ad i allora
Γ∗(I) ⊆ Γ∗(OPnA) ' S tramite 2.4 definisce un ideale di S. Definiamo l’anello
delle coordinate omogenee di X (o di i) come l’algebra graduata
SX = S/Γ∗(I)
Diremo anche che Γ∗(I) e` l’ideale associato a X (o i).
Diamo anche la seguente:
Definizione 2.59. Sia A un anello, S = A[X0, . . . , Xn] ed I ⊆ S un ideale
omogeneo di S. La saturazione di I e` definita come
I = {s ∈ S | ∃N ∈ N ∀i XNi s ∈ I}
Un ideale omogeneo si dice saturo se I = I
La seguente proposizione mostra la connessione fra gli ideali associati ad una
immersione chiusa e gli ideali saturi.
Proposizione 2.60. Sia A un anello e S = A[X0, . . . , Xn]. Allora
1. la saturazione di un ideale omogeneo e` ancora un ideale omogeneo.
2. Due ideali omogenei di S definiscono lo stesso sottoschema chiuso se e
solo se hanno la stessa saturazione.
3. Se X e` un sottoschema chiuso di PnA ed I e` il fascio di ideali associato,
allora Γ∗(I) e` saturo ed e` il piu` grande ideale omogeneo di S che definisce
X.
Dimostrazione. 1). E` evidente.
2). Iniziamo col far vedere che se I e` un ideale omogeneo di S, I e I
definiscono lo stesso schema. Poiche` I ⊆ I abbiamo una immersione chiusa
ProjS/I −→ ProjS/I. Per mostrare che questa e` un isomorfismo e` sufficiente
mostrare che ogni primo omogeneo P che contiene I contiene anche I e che per
ogni i si ha I(Xi) = I(Xi). Per la prima affermazione, se s ∈ I e s /∈ P allora
∃N ∈ N ∀i XNi s ∈ I ⊆ P =⇒ ∀i Xi ∈ P =⇒ S+ ⊆ P
Per la seconda, chiaramente I(Xi) ⊆ I(Xi). Viceversa se y/Xki ∈ I(Xi), dato che
per qualche N XNi y ∈ I, abbiamo che y/Xki = (XNi y)/XN+ki ∈ I(Xi). Questo
ci dice che se due ideali hanno la stessa saturazione allora definiscono lo stesso
sottoschema chiuso.
32
Supponiamo adesso di avere due ideali I, J che definiscono lo stesso sotto-
schema chiuso. Per la discussione appena fatta possiamo suppore che I e J siano
saturi. Avremo inoltre che I ∩J ed I definiscono lo stesso sottoschema chiuso e
che I ∩ J e` saturo. Dunque possiamo supporre anche I ⊆ J . Questa inclusione
induce un’immersione chiusa φ : ProjS/J −→ ProjS/I. D’altra parte abbiamo
un diagramma commutativo
ProjS/J
ProjS/I
PnA
una tale fattorizzazione
e` unica
'
φ
e quindi φ e` un isomorfismo. In particolare per ogni i avremo I(Xi) = J(Xi). Se
t ∈ J e` omogeneo, allora t/Xdeg ti ∈ J(Xi) = I(Xi), quindi esiste y ∈ I tale che
y/Xdeg yi = t/X
deg t
i e, conseguentemente, X
deg y
i t = X
deg t
i y ∈ I. Poiche` questo
vale per ogni i possiamo concludere che t ∈ I e quindi I = J .
3). In generale, dato un ideale omogeneo J ed indicata con j l’immersione
che induce, per costruzione, abbiamo che
S˜ S˜/J
OPnA j∗OProjS/J
' '
Quindi J˜ e` il fascio di ideali associato a j. Per 2.57, questo mostra che Γ∗(I)
definische il sottoschema chiuso X. Viceversa, supponiamo che I sia un ideale
che definisce X. Per 2.57 abbiamo un diagramma commutativo
I
Γ∗(I˜)
S
Γ∗(OPnA)
'
Dato che I˜ ' I avremo che I ⊆ Γ∗(I). In particolare scegliendo I = Γ∗(I)
otteniamo che Γ∗(I) e` un ideale saturo.
Corollario 2.61. Sia A un anello, S = A[X0, . . . , Xn] e per ogni sottoschema
chiuso X di PnA indichiamo con IX il fascio di ideali associato. Allora esiste
una corrispondenza biunivoca{
sottoschemi chiusi
X di PnA
} {
ideali omogenei
saturi I di S
}
X Γ∗(IX)
ProjS/I I
Corollario 2.62. Sia A un anello, S = A[X0, . . . , Xn] ed i : X −→ PnA un’im-
mersione chiusa. Allora l’immersione chiusa ProjSX −→ PnA e` isomorfa ad
i.
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Lemma 2.63. Sia A un anello, S = A[X0, . . . , Xn] ed I un ideale omogeneo di
S. Allora gli elementi omogenei contenuti in I sono
{s ∈ S | s omogeneo e ∀i s(Xi) ∈ I(Xi)}
Dimostrazione. Chiamiamo T l’insieme definito nell’enunciato. Chiaramente
ogni elemento omogeneo che sta in I sta in T . Viceversa, se s ∈ T , per ogni
indice i esiste y ∈ I tale che y/Xki = s/Xdeg si e quindi Xdeg si y = Xki s ∈ I. Da
questo concludiamo che s ∈ I = I.
La seguente proposizione mostra come si comporta l’anello delle coordinate
omogenee rispetto al cambiamento di base.
Proposizione 2.64. Sia B
φ−→ A un morfismo piatto di anelli noetheriani, i :
X −→ PnB un’immersione chiusa e i′ : X ′ −→ PnA il cambiamento di base rispetto
a φ. Indichiamo inoltre con I, I ′ i fasci di ideali associati rispettivamente a X,
X ′. Allora
SX′ ' SX ⊗B A Γ∗(PnA, I ′) ' Γ∗(PnB , I)⊗B A
Dimostrazione. Sia g : PnA −→ PnB il morfismo indotto da φ. Poiche` g e` un
morfismo piatto otteniamo che g∗I = I ′. Se F e` un fascio quasi-coerente su PnB ,
per il cambiamento di base per morfismi piatti (5.39) otteniamo un isomorfismo
Γ(PnA, g∗F) ' Γ(PnB ,F)⊗B A
e quindi che
Γ∗(PnA, g∗I) Γ∗(PnA, g∗OPnB )
Γ∗(PnB , I)⊗B A Γ∗(PnB ,OPnB )⊗B A
' '
Definizione 2.65. Sia A un anello. Un’immersione chiusa i : X −→ PnA si dice
degenere se esiste un iperpiano j : H −→ PnA per cui esista uno spezzamento
X PnA
H
i
jα
con α immersione chiusa.
Proposizione 2.66. Sia A un anello ed i : X −→ PnA una immersione chiusa.
i e` non degenere se e solo se l’ideale associato ad i non contiene forme lineari.
Dimostrazione. Sia S l’anello dei polinomi su A in n+1 variabili, H un iperpiano
definito da µ ∈ S1 e J ⊆ S l’ideale associato ad i. Vogliamo mostrare che µ ∈ J
se e solo se i si spezza attraverso H. Se µ ∈ J allora avremo una successione di
morfismi
S −→ S/(µ) −→ S/J
che induce lo spezzamento voluto. Viceversa, se si ha uno spezzamento, avremo
una immersione chiusa X −→ H che sara` indotta da un morfismo surgettivo
S/(µ) −→ T
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con X ' ProjT . Ma allora l’immersione chiusa i e` indotta da un morfismo
surgettivo S −→ T il cui nucleo I contiene µ. Dato che I definisce il sottoschema
chiuso di Pnk avremo che µ ∈ I ⊆ J
Come corollario della proposizione 2.64 abbiamo che
Corollario 2.67. Sia B
φ−→ A un morfismo piatto di anelli noetheriani, i :
X −→ PnB un’immersione chiusa e i′ : X ′ −→ PnA il cambiamento di base
rispetto a φ. Allora
i non degenere ⇐⇒ i′ non degenere
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Capitolo 3
Anelli di Gorenstein
Gli anelli di Gorenstein ricoprono un ruolo fondamentale nella caratterizzazio-
ne di una particolare classe di rivestimenti, chiamati appunto rivestimenti di
Gorenstein, che daremo nell’ultimo capitolo. In questo capitolo vogliamo in-
trodurre questa classe di anelli ed in particolare mostrare alcuni risultati che
saranno essenziali per il capitolo finale.
3.1 Moduli iniettivi ed anelli di Gorenstein
Iniziamo riassumendo le principale proprieta` dei moduli iniettivi.
Definizione 3.1. Dato un anello R, un R-modulo I si dice iniettivo se il funtore
HomR(−, I) e` esatto.
La prossima proposizione da condizioni equivalenti affinche` un R-modulo sia
iniettivo.
Proposizione 3.2 ([4],proposizione 3.12). Sia R un anello ed I un R-modulo.
Allora sono equivalenti:
1. I e` iniettivo
2. Data un’inclusione di R-moduli M ⊆ N ogni mappa iniettiva M −→ I si
estende ad una mappa N −→ I
3. Ext1R(R/J, I) = 0 per ogni ideale J di R.
4. ExtiR(M, I) = 0 per ogni R-modulo M ed i > 0.
Definizione 3.3. Sia R un anello ed S una R-algebra. Se M e` un R-modulo
allora dotiamo l’R-modulo HomR(S,M) di una struttura di S-modulo nel modo
seguente: se φ : S −→ M e` un R-omomorfismo e s ∈ S, poniamo (sφ)(t) =
φ(st). In particolare l’associazione
HomR(S,−) : Mod(R) −→ Mod(S)
definisce un funtore dalla categoria degli R-moduli alla categoria degli S-moduli.
Lemma 3.4 ([4], lemma 3.16). Sia φ : R −→ S un omomorfismo di anelli ed I
un R-modulo iniettivo. Allora l’S-modulo HomR(S, I) e` iniettivo.
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Lemma 3.5. Sia R un anello noetheriano ed N un R-modulo. Allora, se S ⊆ R
e` una parte moltiplicativa ed N e` iniettivo allora S−1N e` un S−1R modulo
iniettivo. Inoltre le seguenti affermazioni sono equivalenti:
1. N e` iniettivo
2. Np e` un Rp modulo iniettivo per ogni ideale primo p di R
3. Nm e` un Rm modulo iniettivo per ogni ideale massimale m di R
Dimostrazione. Sia J un ideale di R. Considerando l’omomorfismo surgettivo
HomR(R,N) −→ HomR(J,N)
localizzando rispetto ad S ed osservando che, essendo R noetheriano, J ammette
una presentazione finita, otteniamo un morfismo surgettivo di S−1R-moduli
HomS−1R(S−1R,S−1N) −→ HomS−1R(S−1J, S−1N)
Quindi, dato che ogni ideale di S−1R e` della forma S−1J per qualche ideale J
di R, otteniamo che S−1N e` iniettivo.
Passiamo adesso alle condizioni equivalenti. L’implicazione 1) ⇒ 2) e` un
caso particolare di quanto abbiamo visto, mentre 2)⇒ 3) e` ovvia. Consideriamo
quindi 3)⇒ 1). Prendiamo un ideale J di R ed il morfismo
HomR(R,N)
α−→ HomR(J,N)
Cio` che dobbiamo far vedere e` che α e` surgettivo. Ma per ipotesi, tenendo
sempre presente che J e` finitamente presentato, avremo che α e` surgettivo in ogni
localizzazione rispetto ad un ideale massimale e quindi che α e` surgettivo.
Definizione 3.6. Sia R un anello, M ⊆ N un inclusione di R-moduli. Tale
inclusione si dice essenziale se per ogni sottomodulo T di N si ha che T∩M 6= 0.
Teorema 3.7 ([5], proposizione-definizione A3.10). Sia R un anello ed M un
R-modulo. Allora
 Data un inclusione di R moduli M ⊆ F esiste un sottomodulo massimale
E di F tale che M ⊆ E e` essenziale
 Se F e` un R-modulo iniettivo allora tale e` E
 Esiste, a meno di isomorfismo, un’unica estensione essenziale M ⊆ E tale
che E sia un R-modulo iniettivo. E viene detto l’inviluppo iniettivo di M
ed indicato con E(M)
Un fatto non ovvio a priori e` che l’inviluppo iniettivo localizza:
Proposizione 3.8 ([4], lemma 3.2.5). Sia R un anello noetheriano, S una parte
moltiplicativa di R ed M un R-modulo. Allora
S−1ER(M) ' ES−1R(S−1M)
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Definizione 3.9. Sia R un anello ed M un R-modulo. Una risoluzione
F : 0 α−2−−−→M α−1−−−→ Q0 α0−→ Q1 α1−→ . . .
si dice iniettiva se i Qi sono R-moduli iniettivi. Posto Q−1 = M , F si dice
minima se Qi+1 ' E(cokerαi−1) e αi e` data dalla composizione
Qi −→ cokerαi−1 −→ E(cokerαi−1) ' Qi+1
per ogni i > 0.
Si definisce la dimensione iniettiva injdimRM di M come l’inf delle lun-
ghezze di risoluzioni iniettive di M .
Proposizione 3.10. Sia R un anello ed M un R-modulo. Allora esiste ed e`
unica a meno di isomorfismo la risoluzione iniettiva minima per M .
Teorema 3.11 ([4],teorema 3.1.17). Sia (R,m) un anello locale noetheriano ed
M un R-modulo finitamente generato e di dimensione iniettiva finita. Allora
dimM 6 injdimM = depthR
Definizione 3.12 (Anelli di Gorenstein). Un anello locale noetheriano (R,m)
si dice di Gorenstein se injdimR < ∞. Un anello noetheriano R si dice di
Gorenstein se ogni localizzazione nei massimali e` di Gorenstein.
Proposizione 3.13 ([4], proposizione 3.1.19). Sia R un anello noetheriano.
Allora
1. Se R e` di Gorenstein allora R e` di Cohen-Macaulay.
2. Se R e` di Gorenstein ed S e` una parte moltiplicativa di R allora S−1R e`
un anello di Gorenstein. In particolare per ogni primo p di R, Rp e` un
anello di Gorenstein.
3. Se x1, . . . , xn e` una R-sequenza regolare ed R e` di Gorenstein allora R/(x1, . . . , xn)
e` un anello di Gorenstein. Se R e` locale vale anche il viceversa.
Teorema 3.14 ([4], teorema 3.2.10). Sia (R,m, k) un anello locale noetheriano.
Allora sono equivalenti:
 R e` un anello di Gorenstein
 R e` un anello di Cohen-Macaulay di tipo 1 (2.29)
3.2 Anelli locali artiniani e funtori dualizzanti
In questa sezione introdurremo i concetti di funtore dualizzante e modulo cano-
nico, tipici della teoria locale degli anelli di Gorenstein, nel caso particolare di
anelli locali artiniani.
Definizione 3.15. Sia A un anello locale artiniano. Un funtore dualizzante D
e` un endofuntore A-lineare controvariante della categoria dei moduli finitamente
generati di A tale che D2 ' id e D sia esatto.
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Osservazione 3.16. La condizione D e` esatto segue dalle altre ([5], Esercizio
21.2)
Lemma 3.17. Sia A un anello locale artiniano, M un A-modulo finitamente
generato e D funtore dualizzante. Allora
1. l(M) = l(DM)
2. AnnM = AnnDM
Dimostrazione. 1) Per induzione su l(M) = l, se l = 0, ossia M = 0 chiaramente
DM = 0, se l > 0 abbiamo una succesione esatta
0 −→ N −→M −→M/N −→ 0
con 0 ( N ( M . Applicando D, sfruttando l’ipotesi induttiva e l’additivita` di
l otteniamo l’uguaglianza desiderata.
2) Se x ∈ AnnM allora la moltiplicazione M x−→ M e` nulla. Applicando
D e sfruttando la A-linearita` otteniamo che xDM = 0, ossia x ∈ AnnDM .
Ragionando in modo simile per DM si ottiene l’uguaglianza.
Definizione 3.18. Sia (A, p) un anello locale noetheriano. Definiamo i seguenti
endofuntori della categoria degli A-moduli finitamente generati.
 Top− = −⊗A A/p
 Soc− = HomA(A/p,−)
Osservazione 3.19. La suriezioneA −→ A/p induce una mappa iniettiva SocM =
HomA(A/p,M) −→ HomA(A,M) ' M che ha come immagine il sottomodulo
di M degli elementi che sono annullati da p. Molte volte penseremo SocM
come tale sottomodulo. In particolare, se A e` artiniano e M un A-modulo
allora l’inclusione SocM ⊆ M e` essenziale. Infatti se 0 6= N ⊆ M allora
SocN ⊆ N ∩ SocM e SocN 6= 0, dato che AssN = {p}.
Proposizione 3.20. Sia (A, p) un anello locale artiniano e D funtore dualiz-
zante. Allora esistono isomorfismi
Top ◦D ' D ◦ Soc D ◦ Top ' Soc ◦D
Dimostrazione. Chiaramente e` sufficiente mostrare solo uno degli isomorfismi
del’enunciato. Consideriamo il secondo. Dato un A-modulo finitamente gene-
rato M abbiamo isomorfismi naturali
SocDM = HomA(A/p,DM) 'D HomA(M,D(A/p))
' HomA(M/pM,D(A/p)) 'D HomA(A/p,D(TopM))
' HomA(A,D(TopM)) ' D(TopM)
dove si e` usato che p = AnnD(A/p) ⊆ AnnD(M/pM).
Definizione 3.21. Sia (A, p) un anello locale artiniano. Definiamo il modulo
canonico ωA come l’inviluppo iniettivo di A/p.
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Teorema 3.22. Sia (A, p) un anello locale artiniano. Allora HomA(−, ωA) e`
un funtore dualizzante e, se D e` un altro funtore dualizzante, allora DA ' ωA
ed esiste un isomorfismo
D ' HomA(−, ωA)
Dimostrazione. Iniziamo con la seconda parte. Dato un R-modulo M abbiamo
isomorfismi naturali
DM ' HomA(A,DM) 'D HomA(M,DA)
La relazione scritta sopra ci dice che HomA(−, DA) e` esatto e quindi DA e`
iniettivo. Per l’osservazione 3.19 DA e` l’inviluppo iniettivo di SocDA. D’altra
parte l(SocDA) = l(DTopA) = l(TopA) = 1, ossia SocDA ' A/p.
Mostriamo adesso che D = HomA(−, ωA) e` un funtore dualizzante. Chiara-
mente e` A-lineare ed esatto. Rimane da mostrare che D2 ' id. Consideriamo
il morfismo naturale
M HomA(HomA(M,ωA), ωA)
m (φ −→ φ(m))
αM
(3.1)
Mostriamo che αM e` un isomorfismo per induzione su l(M). Se l(M) = 0, ossia
M = 0 e` ovvio. Se l(M) = 1, ossia M ' A/p, dato che ωA e` l’inviluppo iniettivo
di A/p, avremo che HomA(A/p, ωA) ' A/p, generato da un qualsiasi elemento
non nullo. Quindi D2A/p ' A/p e chiaramente αA/p(1) 6= 0, da cui otteniamo
che αA/p e` un isomorfismo. Se l(M) > 1, esiste un sottomodulo 0 ( N (M ed
abbiamo quindi un diagramma
0 N M M/N 0
0 D2N D2M D2M/N 0
αN αM αM/N
Per ipotesi induttiva αN e αM/N sono isomorfismi e per il lemma dei 5 otteniamo
che anche αM e` un isomorfismo.
Corollario 3.23. Sia (A, p) un anello locale artiniano. Allora l(ωA) = l(A),
AnnωA = 0 e HomA(ωA, ωA) ' A.
Proposizione 3.24. Sia (A, p) un anello locale artiniano. Sono equivalenti
1. A e` un anello di Gorenstein
2. A e` iniettivo
3. A ' ωA
4. SocA e` semplice
Dimostrazione. 1)⇔ 2) Segue da 3.11.
2) ⇒ 3) Poiche` esiste una mappa iniettiva A/p −→ A ed A e` iniettivo
allora esiste una mappa iniettiva ωA −→ A, che sara` un isomorfismo dato che
l(ωA) = l(A).
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3)⇒ 4) D SocA ' TopωA ' TopA ' A/p e poiche` D conserva le lunghezze
otteniamo SocA ' A/p.
4)⇒ 2) Come nella precedente implicazione otteniamo che TopωA ' ωA/pωA
e` semplice, ossia ωA e` generato da un elemento. Dato che AnnωA = 0, abbiamo
che ωA ' A ed in particolare A e` iniettivo.
La teoria dei funtori dualizzanti e dei moduli canonici si estende al caso di
anelli locali di dimensione maggiore. Per completezza esponiamo brevemente
tale generalizzazione facendo riferimento al capitolo 21 di [5] ed al capitolo 3 di
[4].
Definizione 3.25. Sia (A, p) un anello locale noetheriano di dimensione d.
Un A-modulo finitamente generato M si dice un modulo massimale di Cohen-
Macaulay se depthM = d
Definizione 3.26. Sia (A, p) un anello locale noetheriano. Un A-mudulo fi-
nitamente generato M si dice un modulo canonico per A se M e` un modulo
massimale di Cohen-Macaulay di dimensione iniettiva finita (e quindi uguale a
depthA) tale che HomA(M,M) ' A.
Osservazione 3.27. Se A e` un anello locale artiniano (e quindi in particolare di
Cohen-Macaulay) allora ωA e` il modulo canonico di A anche rispetto alla defi-
nizione appena data. Per analogia, per un anello locale di Cohen-Macaulay A,
un modulo canonico viene indicato sempre con ωA. L’ambiguita` della notazione
viene meno poiche`:
Teorema 3.28 ([5], 21.14). Sia A un anello locale di Cohen-Macaulay. Allora
due moduli canonici per A sono isomorfi.
Per quanto riguarda l’esistenza di un modulo canonico abbiamo che
Teorema 3.29 ([4], teorema 3.3.6 e 3.3.7). Sia A un anello locale di Cohen-
Macaulay. Allora sono equivalenti
 A e` un anello di Gorenstein
 A e` un modulo canonico per A
Piu` in generale A ammette un modulo canonico se e solo se e` immagine omo-
morfa di un anello locale di Gorenstein.
Se φ : (A, p) −→ (S,m) e` un omomorfismo locale fra anelli locali di Cohen-
Macaulay tale che S e` un A-modulo finitamente generato ed A ammette un
modulo canonico ωA allora
ExttR(S, ωR)
dove t = dimR− dimS, e` il modulo canonico di S.
Concludiamo mostrando la generalizzazione del teorema 3.22 al caso di anelli
locali di dimensione qualsiasi:
Teorema 3.30 ([5], teorema 21.21). Sia A un anello locale di Cohen-Macaulay
che ammetta un modulo canonico ωA ed indichiamo con D il funtore HomA(−, ωA)
ristretto alla categoria dei moduli massimali di Cohen-Macaulay. Allora D e` un
funtore dualizzante nel senso che:
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 D porta moduli massimali di Cohen-Macaulay in moduli massimali di
Cohen-Macaulay
 D mantiene l’esattezza di successioni fra moduli massimali di Cohen-
Macaulay
 La mappa 3.1 e` un isomorfismo per ogni M modulo massimale di Cohen-
Macaulay.
3.3 k-algebre di Gorenstein di dimensione finita
Dato un campo k, le k-algebre di dimensione finita su k sono un caso particolare
di anelli artiniani (ogni primo p e` massimale poiche` la moltiplicazione per un
elemento di A/p e` un isomorfismo per dimensione). Per questi anelli, nel caso
locale, ωA ' Homk(A, k) grazie a 3.29. In questa sezione vogliamo riottenere
tale risultato e generalizzarlo al caso non locale al fine di ottenere una carat-
terizzazione delle k-algebre di Gorenstein di dimensione finita analoga al caso
locale artiniano.
Proposizione 3.31. Sia k un campo ed A una k-algebra di dimensione finita
su k. Dato η ∈ Homk(A, k) sono equivalenti:
1. AnnA η = 0
2. ker η non contiene ideali di A tranne quello nullo
3. η genera Homk(A, k) come A-modulo.
In particolare Homk(A, k) 'A A se e solo se esiste η ∈ Homk(A, k) che soddisfi
una delle precedenti condizioni equivalenti
Dimostrazione. 1)⇒ 2) Se I ⊆ ker η ed x ∈ I avremo che
∀a ∈ A η(xa) = (xη)(a) = 0 =⇒ x ∈ Ann η =⇒ x = 0
2) ⇒ 3) Per ragioni di dimensione e` sufficiente mostrare che η genera un
sottomodulo di Homk(A, k) isomorfo ad A, ossia che Ann η = 0:
aη = 0 =⇒ ∀b ∈ A η(ab) = 0 =⇒ (a) ⊆ ker η =⇒ a = 0
3)⇒ 1) Dato che
Homk(A, k) 'A A/Ann η
avremo che dimk A = dimk Homk(A, k) = dimk A/Ann η, da cui Ann η = 0
Definizione 3.32. Un morfismo η che soddisfi una delle condizioni equivalenti
della proposizione precedente viene detto una mappa di traccia per A su k.
Proposizione 3.33. Sia k un campo ed A una k-algebra di dimensione finita
su k. Allora Homk(A, k) e` l’inviluppo iniettivo di
⊕
p∈SpecAA/p.
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Dimostrazione. Poniamo X = SpecA. Date le ipotesi, X e` composto da un
numero finito di punti chiusi, ossia A ha un numero finito di primi che sono
tutti massimali e minimali. Osserviamo inoltre che essendo k un k-modulo
iniettivo il funtore Homk(−, k) e` esatto e inoltre, per 3.4, Homk(A, k) e` un A-
modulo iniettivo. Usando il teorema cinese del resto otteniamo un morfismo
surgettivo
A −→
⊕
p∈SpecA
A/p
Applicando Homk(−, k) otteniamo un morfismo iniettivo⊕
p∈SpecA
Homk(A/p, k) −→ Homk(A, k)
Tale morfismo e` anche A-lineare. Osserviamo adesso che nel caso particolare di
A/p vale che
Homk(A/p, k) 'A/p A/p
Infatti questi hanno la stessa dimensione su k e, essendo A/p un campo, abbiamo
che Homk(A/p, k) e` un A/p modulo libero, quindi, di rango 1. Abbiamo quin-
di trovato un sottomodulo di N ⊆ Homk(A/p, k) isomorfo a
⊕
p∈SpecAA/p.
Vogliamo far vedere che questa estensione e` essenziale. Consideriamo quindi
0 6= σ ∈ Homk(A, k) e prendiamo un primo p di A tale che Annσ ⊆ p. Dalla
successione di morfismi surgettivi
A −→ A/Annσ −→ A/p
dualizzando otteniamo una successione di morfismi iniettivi
Homk(A/p, k) −→ Homk(A/Annσ, k) α−→ Homk(A, k)
che anche in questo caso risulta essere A-lineare. Se mostriamo che Imα e` il
modulo generato da σ abbiamo concluso. Ma Annσ ⊆ kerσ, dunque esiste
σ ∈ Homk(A/Annσ, k) tale che α(σ) = σ. Per costruzione AnnA/Annσ(σ) = 0
e quindi, per 3.31, σ genera Homk(A/Annσ, k) ed abbiamo finito.
Corollario 3.34. Sia k un campo ed A una k-algebra locale di dimensione finita
su k. Allora ωA ' Homk(A, k)
Definizione 3.35. Sia k un campo ed A una k-algebra locale di dimensione
finita su k. In analogia col caso locale poniamo ωA = Homk(A, k).
Osservazione 3.36. L’uso del simbolo ωA e` coerente, nel senso che vale la rela-
zione (ωA)p ' ωAp . Nel seguito non faremo uso di questo isomorfismo, pero` per
completezza, usando 3.8, mostriamo che esiste un tale isomorfismo e che in piu`
puo` essere scelto in modo naturale. Dalla proposizione citata otteniamo subito
che (ωA)p e` l’inviluppo iniettivo di Ap/pAp e quindi (ωA)p ' ωAp . In partico-
lare hanno la stessa dimensione su k. D’altra parte la mappa di localizzazione
A −→ Ap e` surgettiva e quindi otteniamo un morfismo iniettivo
ωAp = Homk(Ap, k) −→ Homk(A, k) = ωA
Adesso, localizzando in p, si ottiene l’isomorfismo cercato.
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Proposizione 3.37. Sia k un campo ed A una k-algebra di dimensione finita
su k. Allora le seguenti affermazioni sono equivalenti:
1. A e` un anello di Gorenstein
2. A e` iniettivo come A-modulo
3. A ' ωA
Dimostrazione. 1)⇒ 2) A e` iniettivo in ogni sua localizzazione e quindi, grazie
a 3.5 e` lui stesso iniettivo
2) ⇒ 3) E` sufficiente mostrare che esiste un ideale di A isomorfo a T =⊕
p∈SpecAA/p. Infatti, dato che, grazie a 3.33, Homk(A, k) e` l’inviluppo iniet-
tivo di N , l’iniettivita` di A permette di avere una inclusione Homk(A, k) ⊆A A
che, per dimensione, sara` una uguaglianza. Dato un primo p di A, questo, es-
sendo minimale, sara` un primo associato di A e, quindi, esiste un elemento µp
annullato da p. Dunque per ogni p abbiamo una inclusione A/p −→ A che
manda 1 in µp e, sommando queste, un omomorfismo⊕
p∈SpecA
A/p
α−→ A
Vogliamo vedere che e` iniettivo. A tal fine, per ogni primo di A, consideriamo
un elemento xp ∈ (⋂q 6=p q)− p. Un tale elemento esiste poiche` ogni primo di A
e` minimale. Se (ap)p∈SpecA e` un elemento del nucleo di α, allora ∀q ∈ SpecA
0 = xq(
∑
p∈SpecA
apµp) = xqaqµq =⇒ xqaq ∈ q =⇒ aq = 0 in A/q
3)⇒ 1) Homk(A, k) e` un A-modulo iniettivo e quindi tale sara` anche A. Ma
allora, per ogni p ∈ SpecA, per 3.5, Ap e` un Ap-modulo iniettivo e quindi un
anello di Gorenstein.
Corollario 3.38. Sia k un campo ed A una k-algebra di dimensione finita su
k. Allora A ammette una mappa di traccia se e solo se e` di Gorenstein.
Proposizione 3.39. Sia k un campo ed A una k-algebra di dimensione finita
su k. Allora sono equivalenti:
1. A e` di Gorenstein
2. esiste una forma bilineare simmetrica non singolare <,> su A, tale che
∀a, b, c ∈ A < ab, c >=< a, bc >
Una forma bilineare come in 2) puo` essere ottenuta da una mappa di traccia η
dalla relazione < a, b >= η(ab).
Dimostrazione. 1)⇒ 2) Sia η una mappa di traccia di A su k. Definiamo
< a, b >= η(ab)
<,> e` ovviamente simmetrica e non degenere, poiche` ker η non contiene ideali.
Inoltre
< ab, c >= η(abc) =< a, bc >
2)⇒ 1) Consideriamo l’omomorfismo definito da
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Aa
k
< 1, a >
η
Mostriamo che Ann η = 0. Infatti, se x ∈ Ann η, sfruttando la non singolarita`
di <,>, avremo che
∀a ∈ A 0 = (xη)(a) = η(xa) =< 1, xa >=< x, a > =⇒ x = 0
Definizione 3.40. Se k e` un campo, A e` una k-algebra di Gorenstein di di-
mensione finita su k ed η e` una mappa di traccia per A su k, allora la forma
bilineare definita da
< a, b >= η(ab)
si dice associata ad η.
Il seguente risultato sara` fondamentale per mostrare che i rivestimenti di
Gorenstein di grado finito su un campo ammettono particolari immersioni negli
spazi proiettivi.
Proposizione 3.41. Sia k un campo ed A una k-algebra di Gorenstein di di-
mensione finita su k maggiore o uguale a 3. Sia η una mappa di traccia per A
su k per cui η(1) = 0 ed <,> la forma bilineare associata ad η.
Allora esiste un elemento e∗ ∈ A per cui η(e∗) = 1 e per ogni elemento con
tale proprieta` si ha che:
1. < 1, e∗ >= 1
2. esiste una decomposizione di A della forma
A = k ⊕ F ⊕ ke∗
3. F e` ortogonale a 1 e e∗ e non singolare per <,>
4. k ⊕ F e` il nucleo di η
5.
A = k + F + F 2
Dimostrazione. η e` un morfismo non nullo e quindi surgettivo, quindi sicura-
mente esite e∗ ∈ A tale che η(e∗) = 1.
Sia e∗ un tale elemento e poniamo λ = e∗η e F = ker η ∩ kerλ. Mostriamo
che la coppia e∗, F soddisfa le richieste.
1) Segue dalla definizione di forma bilineare associata ad η.
2),4) Sia η che λ sono morfismi suriettivi che spezzano, quindi abbiamo
decomposizioni A = ker η ⊕ ke∗ = kerλ ⊕ k. Ma per ipotesi k ⊆ ker η ed un
calcolo diretto mostra che ker η = k ⊕ F
3) Consideriamo x ∈ F . Allora
< 1, x >= η(x) = 0 e < e∗, x >= η(e∗x) = λ(x) = 0
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Inoltre se x fosse singolare allora sarebbe ortogonale a F e, per quanto visto, a
1 ed a e∗ e quindi a tutto lo spazio. Dato che <,> e` non singolare, si ottiene
x = 0.
5) Osserviamo che F 2 e` un sottospazio di A. Poiche` A e` di dimensione
finita su k e` sufficiente escludere che F 2 ⊆ k ⊕ F = ker η. Supponiamo quindi
per assurdo che F 2 ⊆ ker η, ma allora AF = F + F 2 + ke∗F ⊆ ker η in quanto
l’ortogonalita` fra F ed e∗ e` equivalente al fatto che ke∗F ⊆ ker η. Quindi l’ideale
generato da F e` contenuto in ker η e dunque F = 0 e dimk A = 2, contro le
ipotesi.
Per concludere (e perche` ne avremo bisogno in seguito) diamo una classifi-
cazione delle k-algebre di dimensione minore od uguale a 3
Proposizione 3.42. Sia k un campo.
 A meno di isomorfismo le k-algebre di dimensione 2 sono
– i campi di dimensione 2
– k[X]/(X2) ( caso locale, ma non un campo )
– k × k ( caso non locale )
In particolare ogni k-algebra di dimensione 2 e` di Gorenstein.
 A meno di isomorfismo le k-algebre A di dimensione 3 sono
– i campi di dimensione 3
– B × k con B k-algebra di dimensione 2 (caso non locale)
– k[X]/(X3) (caso locale e SocA semplice)
– k[X,Y ]/(X2, XY, Y 2) (caso locale e SocA non semplice)
In particolare le k-algebra A di Gorenstein di dimensione 3 sono i quozienti
di K[X] con un polinomio cubico, tranne che per un’unica eccezione, ossia
il caso in cui k = F2 ed A e` l’algebra F32, che non puo` essere generata da
un solo elemento come algebra su F2
Dimostrazione. Sia A una k-algebra. Se dimk A = 2 allora A ' K[X]/(q(X))
con deg q = 2, quindi la caratterizzazione segue dalla decomposizione in primi
di q.
Sia ora dimk A = 3. Se A non e` locale, allora SpecA e` composto da piu`
punti aperti disgiunti e quindi si ha una decomposizione A ' B×k. Osserviamo
in particolare che, se B ' k[X]/(g(X)), ed a ∈ k non e` una radice di g, allora
A ' k[X]/(g(X)(X−a)). Se k ha piu` di due elementi oppure g e` irriducibile, un
a di questa forma puo` essere sempre trovato. Dunque l’eccezione e` rappresentata
dal caso k = F2 ed A ' F32. Se tale algebra fosse quoziente di F2[X] rispetto
ad un polinomio q, allora q dovrebbe fattorizzarsi in 3 primi distinti di grado
1, ma questo e` impossibile dato che F2[X] contiene solo 2 polinomi lineari: X
ed X − 1. Consideriamo adesso il caso locale, e supponiamo che A non sia un
campo. Sia m il massimale di A.
dimkm = 1. Mostriamo che non puo` accadere. Sia ξ un elemento di A che
genera il campo residuo A/m e µ ∈ k[X] il suo polinomio minimo su k. Se
µ(ξ) = 0 in A, allora k[ξ] ⊆ A e` un campo di dimensione 2. Per la formula
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sui gradi otterremmo che 2 divide 3, ossia un assurdo. Dunque µ(ξ) 6= 0 e
µ(ξ) ∈ m, ossia µ(ξ) genera m su k e quindi m ⊆ k[ξ]. Dato che ogni elemento
di A e`, modulo m, equivalente ad un polinomio in ξ otteniamo che A = k[ξ].
Ma nelle nostre ipotesi A e` locale e non un campo, quindi necessariamente
A ' k[X]/(X3). Ma allora A/m = k, contro le nostre ipotesi.
dimkm = 2. Abbiamo che 0 ( SocA ⊆ m, dato che A non e` un campo. Se
dimk SocA = 1, consideriamo x ∈ m \ SocA. Vogliamo mostrare che x genera
A come algebra su k. A tal proposito mostriamo che 1, x, x2 sono indipendenti.
Consideriamo quindi una relazione a+ bx+ cx2 = 0 con a, b, c ∈ k. Innanzitutto
avremo che a ∈ m e quindi a = 0, ma allora cx + b e` un divisore dello zero
e dunque e` un elemento di m, da cui b = 0. Sia adesso y un generatore di
SocA come k-spazio. Se c 6= 0 allora x2 = xy = 0 ed x ∈ SocA, contro le
ipotesi. Dunque c = 0 ed abbiamo finito. Dato che A e` locale, non un campo
ed e` un quoziente di k[X], avremo necessariamete che A ' k[X]/(X3). In
particolare tale algebra soddisfa la condizione SocA = X2k semplice. Infine, se
dimk SocA = 2, ovvero SocA = m, ed x, y sono una base di m su k, avremo
le relazioni x2 = xy = y2 = 0 ed ovviamente che A = k[x, y]. Per dimensione
otteniamo A ' k[X,Y ](X2, XY, Y 2), per cui in effetti vale che SocA = m.
La caratterizzazioni delle algebre di Gorenstein date nell’enunciato seguono
dalla classificazione precedente, dal fatto che il prodotto di anelli di Gorenstein
e` ancora di Gorenstein, che i campi sono di Gorenstein e che le algebre della
forma A = k[X]/(Xd) = k[x], sono di Gorenstein, dato che SocA = xd−1k.
3.4 Anelli graduati di Gorenstein
Mostriamo che anche per la condizione ’essere di Gorenstein’ esiste un risultato
analogo a quelli mostrati per le proprieta` di ’essere di Cohen-Macaulay’ e ’essere
regolare’.
Proposizione 3.43. Sia R un’anello graduato noetheriano. Se p e` un primo
di R allora
Rp Gorenstein ⇐⇒ Rp∗ Gorenstein
In particolare sono equivalenti
1. R e` di Gorenstein
2. per ogni massimale omogeneo m, Rm e` di Gorenstein
Dimostrazione. Per 2.30 sappiamo che r(Rp) = r(Rp∗), mentre per 2.31 che Rp
e` Cohen-Macaulay se e solo se Rp∗ e` Cohen-Macaulay. Da 3.14 deduciamo la
prima equivalenza. Per la seconda 1) ⇒ 2) e` ovvio, mentre per 2) ⇒ 1), dato
un massimale p di R, p∗ e` contenuto in un massimale omogeneo e quindi Rp∗ e
Rp sono di Gorenstein.
Corollario 3.44. Sia (R,m) un anello graduato locale e noetheriano. Allora
R Gorenstein ⇐⇒ Rm Gorenstein
In particolare per gli anelli graduati locali otteniamo una proprieta` analoga
a quella che caratterizza gli anelli locali.
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Corollario 3.45. Sia (R,m) un anello graduato locale e x ∈ R un non divisore
dello 0 omogeneo. Allora
R Gorenstein ⇐⇒ R/xR Gorenstein
Dimostrazione. E` sufficiente localizzare nel massimale, tenendo presente che
R/xR e` ancora locale graduato.
La teoria dei moduli canonici si estende anche al caso graduato e vogliamo
esporre di seguito alcuni risultati di cui faremo uso nell’ultimo capitolo per
determinare le risoluzioni minime di particolari anelli graduati di Gorenstein.
Definizione 3.46. Sia R un anello noetheriano ed M un R-modulo finitamente-
generato. M si dice un modulo canonico per R se, per ogni primo p, Mp '
ωRp
Osservazione 3.47. Per anelli non locali si perde l’unicita` del modulo canonico.
Infatti il modulo canonico, se esiste, e` determinato a meno di tensorizzare per
un modulo localmente libero di rango 1. Infatti se C, C ′ sono due moduli
canonici poniamo I = HomR(C,C ′). Dalla definizione otteniamo che Ip '
HomRp(ωRp , ωRp) ' Rp e quindi, l’omomorfismo naturale
HomR(C,C ′)⊗R C −→ C ′
e` un isomorfismo. Viceversa, dato un modulo canonico C e I localmente libero
di rango 1, (C ⊗R I)p ' Cp ' ωRp .
Nel caso degli anelli graduati locali diamo la seguente definizione
Definizione 3.48. Sia (R,m) un anello graduato locale di Cohen-Macaulay di
dimensione d. Un R-modulo graduato finitamente generato M si dice un modulo
canonico graduato se esistono isomorfismi graduati
ExtiR(R/m,M) '
{
0 i 6= d
R/m i = d
La connessione fra le precedenti definizioni e` chiarita dalla seguente
Proposizione 3.49 ([4], proposizione 3.6.9). Sia (R,m) un anello locale gra-
duato di Cohen-Macaulay e C un modulo canonico graduato. Allora
 C e` un modulo canonico per R
 se m e` massimale, allora C e` univocamente determinato a meno di iso-
morfismi graduati.
Corollario 3.50. Sia (R,m) un anello locale graduato di Cohen-Macaulay con
modulo canonico graduato ωR. Allora sono equivalenti:
 R Gorenstein
 ωR ' R(a) per qualche a ∈ Z
Dimostrazione. Per 3.49 ωR e` un modulo canonico. Quindi R e` di Gorenstein
se e solo se ωR e` localmente libero di rango 1 se e solo se, per 2.37 ωR ' R(a)
per qualche a.
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Esempio 3.51. Consideriamo (R,m) un anello graduato locale e regolare, con
m massimale. Per 2.49 esistono elementi omogenei tali che m = (x1, . . . , xd),
dove d = dimR. In 2.50 abbiamo mostrato che il complesso di Koszul K =
K(x1, . . . , xd) e` una risoluzione minima graduata di R/m(
∑
i deg xi) il cui ul-
timo termina e` dato da det
⊕
iR(deg xi) ' R(
∑
i deg xi). Poiche` il complesso
K e` auto-duale, otteniamo che ExtiR(R/m,R) = 0 per i 6= n e Ext(R/m,R) '
R/m(
∑
i deg xi). E` facile vedere che i funtori Ext commutano con lo shift
e quindi otteniamo che R(−∑i deg xi) e` il modulo canonico graduato di R.
In particolare se R = k[X1, . . . , Xn] con la graduazione naturale avremo che
ωR ' R(−n)
Osservazione 3.52. Osserviamo che se (R,m) e` Gorenstein con modulo canonico
ωR allora l’elemento a ∈ Z tale che ωR ' R(a) e` univocamente determinato se
e solo se m e` massimale.
Passiamo adesso ad un risultato di esistenza per il modulo canonico graduato.
Proposizione 3.53 ([4], proposizione 3.6.12). Sia (R,m) un anello locale gra-
duato di Cohen-Macaulay con modulo canonico ωR. Sia inoltre φ : (R,m) −→
(S, n) un morfismo graduato fra anelli locali graduati di Cohen-Macaulay tale
che φ(m) ⊆ n e S e` un R-modulo finitamente generato. Allora (S, n) ammette
un modulo canonico graduato e
ωS ' ExttR(S, ωR) t = dimR− dimS
In particolare, dato che gli anelli di polinomi su un campo k, per quanto
visto, ammettono un modulo canonico, segue che ogni k-algebra positivamente
graduata di Cohen-Macaulay ammette un modulo canonico. Ha quindi senso la
seguente
Definizione 3.54. Sia R una k-algebra positivamente graduata di Cohen-Macaulay.
Definiamo
a(R) = −min{i | (ωR)i 6= 0}
a(R) e` detto l’a-invariante di R.
Osservazione 3.55. Se R e` Gorenstein allora R(a(R)) ' ωR.
Proposizione 3.56 ([4], corollario 3.6.14). Sia (R,m) un anello locale graduato
di Cohen-Macaulay con modulo canonico ωR. Se x1, . . . , xr e` una R-sequenza
regolare composta da elementi omogenei, posto I = (x1, . . . , xr), vale che
ωR/IR ' (ωR/IωR)(
∑
i
deg xi)
In particolare se R e` una k-algebra positivamente graduata si ha
a(R/IR) = a(R) +
∑
i
deg xi
In vista dell’applicazione dei risultati sugli anelli graduati di Gorenstein agli
anelli delle coordinate omogenee abbiamo bisogno di mettere in collegamento
la proprieta` di essere di Gorenstein degli anelli Rp e R(p). Ricordiamo che,
dato un anello graduato R ed un primo p, l’anello locale R(p) e` definito come la
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componente di grado 0 della localizzazione di R rispetto alla parte moltiplicativa
degli elementi omogenei che non stanno in p.
Un risultato fondamentale nella teoria degli anelli di Gorenstein e` il seguente
([4], corollario 3.3.15)
Lemma 3.57. Sia φ : (R,m) −→ (S, n) un morfismo locale e piatto di anelli
noetheriani. Allora
S Gorenstein ⇐⇒ R e S/mS Gorenstein
Vogliamo applicare questo lemma allo studio degli anelli graduati di Goren-
stein. Iniziamo col dimostrare il seguente:
Lemma 3.58. Sia R un anello graduato. Se t ∈ R e` un elemento omogeneo ed
invertibile di grado 1 allora t e` un indetermita su R0 e R = R0[t, t−1]
Dimostrazione. Poiche` t e` invertibile, possiamo definire l’omomorfismo di R0
algebre graduate
R0[X,X−1]
X
R0[t, t−1]
t
φ
Vogliamo dimostrare che φ e` un isomorfismo.
Iniettivita` Consideriamo y =
∑
n∈Z anX
n ∈ kerφ. Avremo che
0 = φ(y) =
∑
n∈Z
ant
n =⇒ antn = 0 ∀n ∈ Z
d’altra parte t e` invertibile, dunque an = (antn)t−n = 0
Surgettivita` Sia y ∈ R omogeneo di grado d. Allora a = yt−d ∈ R0 e quindi
φ(atd) = y
Corollario 3.59. Sia R un anello graduato ed S una parte moltiplicativa com-
posta da elementi omogenei e che contenga un elemento di grado 1. Allora
S−1R ' (S−1R)0[X,X−1] e, in particolare, (S−1R)0 −→ S−1R e` un morfismo
piatto.
Proposizione 3.60. Sia R un anello graduato e noetheriano e p un primo di
R per cui esistano x, y /∈ P omogenei con deg x− deg y = 1. Indichiamo con m
il massimale di R(p∗). Allora l’omomorfismo
R(p∗) −→ Rp (3.2)
e` piatto e Rp/mRp e` un anello di Gorenstein. In particolare sono equivalenti
1. Rp e` di Gorenstein
2. Rp∗ e` di Gorenstein
3. R(p∗) e` di Gorenstein
50
Dimostrazione. Dato che p∗∗ = p∗ e p∗ ⊆ p, tenendo presente il lemma 3.57, e`
chiaro che le ultime equivalenze seguono dalla prima parte dell’enunciato.
Indichiamo con Sp la parte moltiplicativa degli elementi omogenei che non
stanno in p∗ (e quindi in p). Il morfismo 3.2 e` dato dalla composizione
R(p∗) −→ S−1p R −→ Rp
dove la seconda mappa e` la localizzazione rispetto al primo pS−1p R. Per defi-
nizione R(p∗) e` la parte di grado 0 di S−1p R e, per ipotesi, x/y ∈ S−1p R e` un
elemento omogeneo di grado 1 ed invertibile. Grazie al corollario 3.59 otteniamo
che S−1p R ' R(p∗)[X,X−1] e che il morfismo R(p∗) −→ S−1p R, e quindi 3.2, e`
piatto. Inoltre avremo che
Rp/mRp ' (S−1p R/mS−1p R)p ' (R(p∗)/m[X,X−1])p
Quindi Rp/mpRp e` la localizzazione di un anello di Gorenstein e dunque e` esso
stesso di Gorenstein.
3.5 Schemi di Gorenstein
L’equivalenza stabilita in 3.60 puo` essere riespressa usando il linguaggio degli
schemi. A questo proposito diamo la seguente
Definizione 3.61 (Schema di Gorenstein). Sia X uno schema. Un punto p ∈ X
si dice di Gorenstein se l’anello locale OX,p e` di Gorenstein. X viene detto di
Gorenstein se ogni suo punto e` di Gorenstein
Osservazione 3.62. Dato che la proprieta` essere di Gorenstein e` locale, abbiamo
le equivalenze
 X e` di Gorenstein
 esiste un ricoprimento {Ui}i∈I di X composto da aperti affini tali che
OX(Ui) e` un anello di Gorenstein per ogni i ∈ I
 per ogni aperto affine U di X l’anello OX(U) e` di Gorenstein
Osserviamo inoltre che se X e` uno schema di Jacobson, ad esempio uno schema
di tipo finito su un campo, X e` di Gorenstein se e solo se ogni suo punto chiuso
e` di Gorenstein. Infatti, per tali schemi, i punti che sono chiusi in un aperto lo
sono anche per X.
Una riformulazione di 3.57 e` la seguente
Proposizione 3.63. Sia pi : X −→ Y un morfismo di schemi noetheriani. Se
p ∈ X e pi e` piatto in p allora
p di Gorenstein in X ⇐⇒ pi(p) di Gorenstein in Y e p di Gorenstein in Xpi(p)
In particolare, se pi e` surgettivo e piatto, allora X e` di Gorenstein se e solo se
Y ed ogni fibra Xq sono di Gorenstein.
51
Dimostrazione. Sia p ∈ X e q = pi(p). OY,q −→ OX,p e` un morfismo locale e
piatto fra anelli noetheriani. Inoltre
OXq,p ' OX,p ⊗OY,q k(q) ' OX,p/qOX,p
Dunque, per il lemma 3.57, avremo che
OX,p Gorenstein ⇐⇒ OY,pi(p) e OXpi(p),p Gorenstein
Corollario 3.64. Sia pi : X −→ Y un morfismo di schemi noetheriani piatto e
surgettivo tale che ogni fibra e` di Gorenstein. Allora
X di Gorenstein ⇐⇒ Y di Gorenstein
Vogliamo applicare il precedente corollario alla seguente situazione: sia R un
anello positivamente graduato noetheriano generato in grado 1 ed indichiamo
con pi il morfismo di schemi
pi : SpecR \ V (R+) −→ ProjR (3.3)
indotto dalle mappe R(t) ↪→ Rt, con t ∈ R omogeneo di grado positivo. pi,
sugli anelli locali, e` dato da 3.2 e quindi grazie a 3.60 e` un morfismo piatto e
surgettivo tale che ogni fibra e` di Gorenstein. Grazie al corollario 3.64 abbiamo
che
Proposizione 3.65. Sia R un anello positivamente graduato e noetheriano
generato in grado 1. Allora
ProjR Gorenstein ⇐⇒ SpecR \ V (R+) Gorenstein
In paricolare se R e` di Gorenstein allora ProjR e` uno schema di Gorenstein
3.6 Risoluzioni pure
In questa sezione vogliamo introdurre una particolare classe di risoluzioni mini-
me, dette pure. Molto di quanto verra` fatto nell’ultimo capitolo si basera` sulle
proprieta` di risoluzioni di questa forma. Prima di dare una definizione, esponia-
mo brevemente alcuni dei risultati fondamentali relativi al polinomio di Hilbert
di un modulo graduato. Salvo avviso contrario, nel seguito R sara` un anello
graduato finitamente generato come R0 algebra tale che R0 sia un anello locale
artiniano. Osserviamo che sotto tali condizioni R e` un anello noetheriano e se M
e` un R-modulo graduato finitamente generato, ogni sua componente omogenea
Mn e` un R0 modulo finitamente generato e quindi di lunghezza finita.
Definizione 3.66 (Serie di Hilbert). Sia R un anello graduato finitamente
generato come R0 algebra e supponiamo che R0 sia un anello locale artinia-
no. Dato un R-modulo graduato finitamente generato M definiamo la funzione,
detta funzione di Hilbert, come
H(M,−) : Z −→ N H(M,n) = l(Mn)
dove l(−) indica la lunghezza. La serie di Hilbert e` definita come
HM (t) =
∑
n∈Z
H(M,n)tn
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Esempio 3.67. Se R = k[X1, . . . , Xn] allora la serie di Hilbert di R e` data da
HR(t) =
1
(1− t)n
Infatti
1
(1− t)n = (
∑
m
tm)n =
∞∑
h=0
(
∑
j1+···+jn=h
1)th
e quindi i coefficienti sono le dimensioni di k[X1, . . . , Xn]h
Teorema 3.68 (Hilbert). Sia M un R-modulo finitamente generato di dimen-
sione d. Allora esiste un’unico polinomio PM (X) ∈ Z[X], detto polinomio di
Hilbert associato ad M , tale che PM (n) = H(M,n) per n  0. Inoltre tale
polinomio ha grado d− 1.
Proposizione 3.69. Sia M un R-modulo finitamente generato di dimensione
d per cui esista una risoluzione libera della forma
0 −→
⊕
j∈Z
R(−j)βp,j −→ . . . −→
⊕
j∈Z
R(−j)β0,j −→M −→ 0
Allora
HM (t) = SM (t)HR(t) con SM (t) =
∑
i,j
(−1)iβi,jtj
Se R = k[X1, . . . , Xn] allora
HM (t) =
SM (t)
(1− t)n
e n− d = inf{k|S(k)M (1) 6= 0}
Definizione 3.70. Sia R = k[X1, . . . , Xn] ed I un ideale omogeneo. Diremo
che I (o anche R/I) ha una risoluzione pura di tipo (d1, . . . , dp) se esiste una
risoluzione della forma
0 −→ R(−dp)βp −→ . . . −→ R(−d1)β1 −→ R −→ R/I −→ 0
Chiameremo inoltre pura una risoluzione di questa forma.
Vogliamo sfruttare le ottime proprieta` della localizzazione nel massimale
omogeneo per un anello locale graduato per dedurre, da una risoluzione pura,
informazioni sull’anello quoziente e, in particolare, trovare una condizione ne-
cessaria e sufficiente affinche` esso sia di Gorenstein. Per fare questo abbiamo
bisogno del seguente
Lemma 3.71 ([5], corollario 21.16). Sia R un anello locale regolare ed I un
ideale di R di codimensione c. Poniamo A = R/I e supponiamo che A sia di
Cohen-Macaulay. Se
F : 0 −→ Fn −→ . . . −→ F1 −→ R
e` la risoluzione minima di A, allora n = c e il duale di F e` la risoluzione
minima di ωA. Sono inoltre equivalenti:
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1. A e` di Gorenstein
2. F e` isomorfa come complesso al proprio duale
3. Fc ' R
Proposizione 3.72. Sia R = k[X1, . . . , Xn] ed I un ideale omogeneo. Se I ha
una risoluzione pura di tipo (d1, . . . , dp) allora
1. la risoluzione pura associata e` minima se e solo se 0 < d1 < · · · < dp
2. se la risoluzione pura associata e` minima allora
R/I Cohen-Macaulay ⇐⇒ ∀k βk = (−1)k+1
∏
j 6=k
dj
dj − dk
Se questo si verifica allora dimR/I = n− p
3. nelle ipotesi di 2) si ha che
R/I Gorenstein ⇐⇒ βp = 1
Dimostrazione. Poniamo β0 = 1 e d0 = 0 ed indichiamo con P il massimale
omogeneo di R.
1) Supponiamo che la risoluzione sia minima. Dato un indice h abbiamo che
i generatori di R(−dh+1)βh+1 vanno in elementi non nulli di (PR(−dh)βh)dh+1 =
P βhdh+1−dh , che e` diverso da 0 se e solo se dh+1 > dh. Viceversa, tensorizzando
per k = R/P , otteniamo un complesso di k-moduli graduati concentrati in gradi
distinti ed e` quindi chiaro che tale complesso ha i differenziali nulli.
2) Sia A = R/I. Con riferimento alla proposizione 3.69, dalla risoluzione
pura associata otteniamo che SA(t) =
∑p
i=0(−1)iβitdi . Inoltre, poiche` pdA =
p <∞, dalla formula di Auslander-Buchsbaum, tenendo presente che depthP =
n, otteniamo che depth(P/I,A) = depth(P,A) = n−p. D’altra parte, detta d =
dimA, per 3.69 abbiamo che n − d = inf{k|S(k)A (1) 6= 0}. Possiamo concludere
che A e` Cohen-Macaulay se e solo se SA(1) = · · · = S(p−1)A (1) = 0. Infatti, dato
che stiamo considerando anelli positivamente grauati locali, per 2.31 avremo che
A Cohen-Macaulay ⇐⇒ d 6 n− p = depth(P/I,A) ⇐⇒ p− 1 < n− d
Le equazioni SA(1) = · · · = S(p−1)A (1) = 0, avendo posto β0 = 1 e d0 = 0, sono
espresse da∑p
i=1(−1)iβi = −1∑p
i=1 di(di − 1) · · · (di − j + 1)(−1)iβi = 0 per j = 1, . . . , p− 1
che, se poniamo γi = (−1)iβi, puo` essere pensato come un sistema lineare
nelle incognite γ1, . . . , γp con matrice dei coefficienti A = (ai,j), ai,j = di(di −
1) · · · (di−j+1) per i = 1, . . . , p, j = 0, . . . , p−1. Dunque la tesi e` equivalente a
dimostrare che tale sistema ha un’unica soluzione ed e` quella data nell’enunciato.
Posti qt(X) = X(X − 1) · · · (X − t) ∈ Z[X], una semplice induzione mostra che
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Xt+1−qt ∈ (q0, . . . , qt−1)Z. Possiamo quindi trasformare la matrice A, operando
sulle righe, ed ottenere una matrice di Vandermonde
1 . . . 1
d1 . . . dp
...
. . .
...
dp−11 . . . d
p−1
p

Tali operazioni non cambiano lo spazio delle soluzioni dato che non e` necessa-
rio modificare la prima riga, l’unica che nel sistema ha coeffeciente noto non
nullo. Dato che i di sono tutti distinti possiamo applicare il metodo di Kramer
per trovare la soluzione rispetto al vettore dei coefficienti noti (−1, 0, . . . , 0).
Otteniamo
γk = (−1)k
∏
j 6=k dj
∏
i<j, i,j 6=k(dj − di)∏
i<j(dj − di)
= (−1)k
∏
i<k
di
dk − di
∏
k<i
di
di − dk
= −
∏
i6=k
di
di − dk
3) Grazie a 3.44 sappiamo che A e` di Gorenstein se e solo se AP e` di Goren-
stein. AP e` il quoziente dell’anello regolare RP e inoltre e` di Cohen-Macaulay,
dato che per ipotesi lo e` A. Per 3.71 Ap e` di Gorenstein se e solo se l’ultimo ter-
mine della sua risoluzione minima ha rango 1. Poiche` la risoluzione minima di
A localizza ad una risoluzione minima di AP abbiamo quindi quanto voluto.
Vogliamo generalizzare quanto appena visto agli schemi. Diamo quindi la
seguente
Definizione 3.73. Sia k un campo e i : X −→ Pnk un’immersione chiusa con
fascio di ideali associato I. Una risoluzione minima di I (o anche di X o
i) e` una risoluzione isomorfa alla fascificazione di una risoluzione minima di
Γ∗(I). Chiameremo minima anche la risoluzione ottenuta da un risoluzione
minima aggiungendo OPnk −→ i∗OX .
Proposizione 3.74. Sia k un campo e I un fascio di ideali di Pnk . Allora
 se H∗ e` una risoluzione minima di I, allora Γ∗(H∗) e` una risoluzione
minima di Γ∗(I). In particolare applicando Γ∗ a H∗ −→ OPnk si ottiene
una risoluzione minima dell’anello delle coordinate omogenee di X.
 I ammette una risoluzione minima e tale risoluzione e` unica a meno di
isomorfismo.
 Una risoluzione minima di I ha lunghezza minore o uguale a n + 1 ed e`
composta di fasci localmente liberi che sono somma di fasci invertibili su
Pnk .
Dimostrazione. 1) Sia T∗ una risoluzione minima di Γ∗(I). T∗ e` una risoluzione
formata da moduli graduati liberi e quindi per 2.56 Γ∗(T∗˜) ' T∗. D’altra parte
per definizione H∗ ' T∗˜ da cui la tesi.
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2) Γ∗(I) e` finitamente generato e quindi le affermazioni seguono da 2.45,
2.55 e dal primo punto.
3) La stima sulla lunghezza si ottiene da 2.47 e 2.50. L’ultima affermazione
e` ovvia.
Mostriamo piu` in generale come si comporta Γ∗ su una risoluzione di un
fascio coerente su uno spazio proiettivo. Per far questo faremo uso della coo-
mologia, si veda il capitolo 5 per una breve introduzione.
Lemma 3.75. Sia A un anello noetheriano e
F : 0 −→ Ft −→ . . . −→ F0
una successione esatta di fasci coerenti su PnA che siano scomponibili in una
somma finita di fasci invertibili della forma OPnA(q) per qualche q. Poniamo
inoltre
Ij+1 = ker(Fj −→ Fj−1)
Allora, per ogni j 6 t+ 1,
Hi(PnA, Ij(m)) = 0 ∀i,m con 0 < i < j
Dimostrazione. L’ipotesi di scomponibilita` ci assicura (5.19) che per ognim ∈ Z,
j > 0 ed 0 < i < n si abbia
Hi(PnA,Fj(m)) = 0
Procediamo per induzione discendente su j. Partendo da j = t+ 1 il caso base
e` banale, dato che It+1 = 0 Supponiamo quindi che la tesi valga per j + 1 e
consideriamo un indice i tale che 0 < i < j. Abbiamo la successione esatta
0 −→ Ij+1 −→ Fj −→ Ij −→ 0
Tensorizzando per OPnA(m) e passando alla coomologia otteniamo
Hi(PnA,Fj(m)) −→ Hi(PnA, Ij(m)) −→ Hi+1(PnA, Ij+1(m))
Dato che 0 < i < j 6 t 6 n, gli estremi della successione sono nulli, il primo
per l’osservazione iniziale, il secondo per l’ipotesi induttiva.
Corollario 3.76. Nelle ipotesi della proposizione precedente abbiamo che Γ∗(F)
e` una successione esatta di moduli graduati liberi e in particolare, per ogni j > 0,
abbiamo suriezioni
Γ∗(Fj) −→ Γ∗(Ij)
Dimostrazione. Consideriamo le successioni esatte
0 −→ Ij+1 −→ Fj −→ Ij −→ 0
per 0 < j 6 t. Dato che Γ∗ e` esatto a sinistra e` sufficiente mostrare che
Γ∗ mantiene l’esattezza di queste successioni. Ma tale esattezza e` controllata
dall’annullarsi dei termini H1(PnA, Ij+1(m)). Dato che 0 < 1 < j + 1 il lemma
precedente ci assicura che tali termini sono 0.
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Non e` detto in generale che se F e` una risoluzione di un fascio G allora Γ∗(F)
sia una risoluzione di Γ∗(G). Infatti il lemma non ci dice nulla sull’annularsi dei
vari H1(PnA, I1(m)). D’altra parte tale lemma si applica bene alle risoluzioni
minime di sottoschemi chiusi di Pnk dato che in tali casi si cercano risoluzioni di
Γ∗(I1). A tale proposito estendiamo la nozione di risoluzione pura definita in
3.70 al caso dei sottoschemi chiusi di Pnk .
Definizione 3.77. Sia i : X −→ Pnk un sottoschema chiuso e I il fascio di
ideali associato. Diremo che X (o anche I o i) ha una risoluzione pura di tipo
(d1, . . . , dp) se esiste una risoluzione della forma
0 −→ OPnk (−dp)βp −→ . . . −→ OPnk (−d1)β1 −→ OPnk −→ i∗OX −→ 0
Chiameremo inoltre pura una risoluzione di questa forma.
A questo punto possiamo enunciare l’analogo della proposizione 3.72 nel caso
dei sottoschemi chiusi di Pnk .
Proposizione 3.78. Sia X un sottoschema chiuso di Pnk e supponiamo che X
abbia una risoluzione pura di tipo (d1, . . . , dp), con p 6 n. Indichiamo con SX
l’anello delle coordinate omogenee associato ad X. Abbiamo che
1. Γ∗ trasforma la successione pura associata ad X in una risoluzione pura
di tipo (d1, . . . , dp) di SX e con gli stessi ranghi βi
2. la risoluzione pura associata e` minima se e solo se 0 < d1 < · · · < dp
3. se la risoluzione pura associata e` minima allora
SX Cohen-Macaulay ⇐⇒ ∀k βk = (−1)k+1
∏
j 6=k
dj
dj − dk
Se questo si verifica allora dimSX = n+ 1− p
4. nelle ipotesi di 3) si ha che
SX Gorenstein ⇐⇒ βp = 1
In particolare, in tal caso, X e` uno schema di Gorenstein.
Dimostrazione. SianoX0, . . . , Xn le coordinate sul proiettivo, S = k[X0, . . . , Xn]
e F la risoluzione pura associata ad X. Grazie a 3.76, Γ∗(F) e` una successione
esatta e sara` anche pura di tipo (d1, . . . , dp) e con gli stessi ranghi βi, dato che
Γ∗(OPnk (−q)β) ' S(−q)β . Con riferimento a 3.76 abbiamo che I1 e` il fascio di
ideali associato ad X e quindi Γ∗(F) e` una risoluzione pura di Γ∗(I1) e di SX .
Vale inoltre che Γ˜∗(F) ' F e quindi F e` una risoluzione minima per X se e
solo se Γ∗(F) e` una risoluzione minima di SX . Ricordando che, per 3.65, X e`
di Gorenstein se SX lo e`, il resto dell’enunciato e` semplicemente l’applicazione
di 3.72 alla risoluzione pura di SX .
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Capitolo 4
Fibrati proiettivi
4.1 Proj di un fascio di algebre graduate
Definizione 4.1. Sia Y uno schema noetheriano. Una OY -algebra graduata A
e` una OY algebra tale che, per ogni aperto affine U di Y , A (U) sia una OY (U)
algebra graduata su N e che gli omomorfismi di restrizione siano graduati.
Osservazione 4.2. Data una OY algebra graduata A , allora, per ogni d ∈ N, si
puo` definire un prefascio su Y come Ad(U) = (A (U))d. Questo risulta essere
un fascio e, piu` in generale, un OY -modulo. Inoltre si ha la decomposizione
A =
⊕
d∈NAd.
Lemma 4.3. Sia Y uno schema noetheriano ed A una OY -algebra graduata
quasi-coerente. Allora, se V ⊆ U sono aperti affini di Y , esiste un diagramma
cartesiano
ProjA (V )
V
ProjA (U)
U
i
dove la mappa orizzontale in alto e` indotta dall’omomorfismo di restrizione
A (U) −→ A (V ). In particolare tale mappa e` una immersione aperta.
Dimostrazione. In generale un morfismo graduato A
φ−→ A′ fra due anelli gra-
duati non induce una mappa dai rispettivi Proj. Pero` una condizione sufficiente
affinche` questo avvenga e` che si abbia (φ(A+))A′ = A′+. Mostriamo che questo
avviene per i morfismi di restrizione. Il funtore i∗, essendo i una immersione
aperta, coincide con la restizione su V , quindi
A (V ) ' i∗(A|U )(V ) ' A (U)⊗OY (U) OY (V )
dove si e` usato che A e` quasi-coerente e U, V sono affini. La graduazione sul
prodotto tensore e` ottenuta considerando OY (V ) come concentrato in grado
0, dunque e` chiaro che l’immagine di A (U)+ in A (V ) genera A (V )+ come
modulo su OY (V ) e quindi a maggior ragione come ideale di A (V ). L’esistenza
e la cartesianita` del diagramma segue infine dal fatto che, se B −→ A e` un
omomorfismo di anelli ed S e` una B-algebra graduata su N allora il diagramma
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ProjS ⊗B A
SpecA
ProjS
SpecB
e` cartesiano.
Proposizione 4.4. Sia Y uno schema noetheriano ed A una OY algebra gra-
duata quasi-coerente. Allora, a meno di isomorfismo, esiste un’unico schema
X
pi−→ Y su Y , tale che
 per ogni aperto affine U di Y esiste un isomorfismo σU su U
pi−1(U) σU−→ ProjA (U)
 ogni inclusione di aperti affini V ↪→ U induce un diagramma commutativo
pi−1(V )
pi−1(U)
ProjA (V )
ProjA (U)
σV
σU
Lo schema X cos`ı costruito viene indicato con ProjA .
Dimostrazione. Unicita` Si procede esattamente come per l’unicita` di Spec (1.9)
Esistenza Grazie al lemma precedente, possiamo considerare il funtore
U −→ ProjA (U)
ed applicare la proposizione 1.6 per ottenere uno schema X che localmente e`
isomorfo a ProjA (U). Ma se adesso consideriamo i morfismi ProjA (U) −→ U
e` immediato verificare che essi, su X, sono compatibili e quindi definiscono un
morfismo pi da X ad Y e che tale morfismo soddisfa le ipotesi.
Teorema 4.5 (Incollamento di fasci). Sia X uno spazio topologico, Φ un rico-
primento aperto di X con la proprieta` che, ∀ U, V ∈ Φ, U ∩ V sia ricoperto da
aperti in Φ. Sia inoltre {FU}U∈Φ una famiglia di fasci di gruppi abeliani, con
FU ∈ Sh(U). Supponiamo che
 per ogni V ⊆ U ∈ Φ esiste un isomorfismo σVU : FV '−→ (FU )|V
 tali isomorfismi sono compatibili, nel senso che, dati W ⊆ V ⊆ U ∈ Φ, si
ha σWU = (σ
V
U )|V ◦ σWV
Allora, a meno di isomorfismo, esiste un unico fascio F ∈ Sh(X) tale che, al
variare di U ∈ Φ, si hanno isomorfismi F|U ' FU compatibili con le mappe σVU .
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Dimostrazione. Unicita` Due fasci che soddisfino le ipotesi sono isomorfi ristret-
ti ad ogni aperto in Φ, con isomorfismi compatibili con le restrizioni. Tali
isomorfismi si estendono quindi ad un isomorfismo globale.
Esistenza Iniziamo col costruire un fascio G ∈ Sh(X) tale che, per ogni
U ∈ Φ, FU ⊆ G|U e dove i vari morfismi di incollamento siano delle inclusioni.
Dato p ∈ X, fissiamo U ∈ Φ tale che p ∈ U e poniamo
Gp = (FU )p
Al variare dei V ∈ Φ tali che p ∈ V , e` possibile, fattorizzando attraverso U ed
usando le proprieta` di Φ, costruire morfismi FV (W ) −→ Gp, W ⊆ V , compa-
tibili con le σ e tali che inducano isomorfismi (FV )p '−→ Gp. A questo punto,
definito il fascio G(W ) = ∏p∈W Gp su X, avremo, per ogni U ∈ Φ, morfismi
iniettivi
FU (V ) G(V )
τ (τp)p∈V
su ogni aperto V di X tale che V ⊆ U . Otteniamo quindi mappe iniettive
FU −→ G|U e possiamo identificare i vari FU con le loro immagini in G e
considerare i morfismi σVU come inclusioni, ossia (FU )|V = FV . Piu` in generale
abbiamo che (FU )|U∩V = (FV )|U∩V e quindi possiamo definire il prefascio H
come
H(V ) =
{ FU (V ) esiste U ∈ Φ tale che V ⊆ U
0 altrimenti
Per costruzione FU = H|U e quindi il fascio associato ad H soddisfa le nostre
richieste.
Proposizione 4.6 ([Ha], II, prop 5.18). Sia S =
⊕
n∈N Sn un’algebra graduata
generata da S1 come S0 algebra e poniamo X = ProjS. Allora
 per ogni intero n il fascio OX(n) e` invertibile
 OX(n)⊗OX OX(m) ' OX(n+m) per ogni n,m interi
 se T =
⊕
n∈N Tn e` un’altra algebra graduata generata da T1 come T0
algebra, Y = ProjT e φ : T −→ S e` un morfismo graduato che induce un
morfismo X
f−→ Y allora f∗OY (n) ' OX(n) per ogni intero n.
Definizione 4.7. Sia Y uno schema noetheriano ed A =
⊕
n∈NAn una OY -
algebra graduata quasi-coerente. Diremo che A e` generata come algebra in grado
1 se, per ogni aperto affine U di Y ,A (U) e` generata da A1(U) come A0(U) alge-
bra. Diremo inoltre che e` finitamente generata se A1(U) e` un A0(U)-modulo fi-
nitamente generato. In particolare, se Y e` affine, entrambe le condizioni possono
essere verificate solo su A (Y ).
Proposizione 4.8. Sia Y uno schema noetheriano, A =
⊕
n∈NAn una OY -
algebra graduata generata da A1 come A0-algebra e poniamo X = ProjA
pi−→
Y . Allora, per ogni intero n, esiste ed e` unico a meno di isomorfismo un fa-
scio quasi-coerente OX(n) tale che al variare degli aperti della forma pi−1(U),
con U aperto affine di Y , esistano isomorfismi compatibili con le restrizioni
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OX(n)|pi−1(U) ' OProjA (U)(n). In particolare OX(n) e` invertibile e vale la
relazione
OX(n)⊗OX OX(m) ' OX(n+m)
per ogni interi n,m.
Dimostrazione. Consideriamo Φ = {pi−1(U) | U aperto affine di Y } e conside-
riamo la famiglia β = {OU (n)}U∈Φ. Vogliamo applicare il teorema 4.5. Os-
serviamo innanzitutto che Φ soddisfa le ipotesi di tale teorema. Consideriamo
adesso un inclusione V ⊆ U di aperti affini di Y e la corrispondente immersione
aperta pi−1(V ) i−→ pi−1(U) di aperti in Φ. Poiche` tale immersione e` indotta
dall’omomorfismo graduato A (U) −→ A (V ) (4.3) e queste algebre, per ipotesi,
sono generate come algebre su, rispettivamente, A0(U) e A0(V ) dagli alementi
di grado 1, avremo che (4.6)
Opi−1(V )(n) ' i∗(Opi−1(U)(n)) ' (Opi−1(U)(n))|pi−1(V )
Siamo quindi nelle ipotesi del teorema di incollamento 4.5, che ci garantisce
l’esistenza di OX(n). Le ultime affermazioni seguono considerando le relative
proprieta` sugli aperti di Φ, dove risultano essere vere in virtu` di 4.6.
4.2 Il fibrato proiettivo P(E) come schema e co-
me funtore
Proposizione 4.9. Sia X uno schema noetheriano, F ∈ QCoh(X) ed n ∈ N.
Esiste, a meno di isomorfismo, un’unico fascio quasi-coerente SF (Sn F) tale
che, al variare degli aperti affini U di X, esistano isomorfismi
(SF)|U ' (SF(U))˜ ( (Sn F)|U ' (Sn F(U))˜ )
compatibili con le restrizioni. Inoltre SF ha una struttura naturale di OX
algebra graduata con decomposizione data da
SF '⊕n>0 Sn F
Dimostrazione. Poniamo S∞ = S e consideriamo n ∈ N∪{∞}. Osserviamo che
se V ⊆ U sono aperti affini di X ed M e` un OX(U)-modulo vale che
Γ(V, (SnM )˜ ) ' SnM ⊗OX(U) OX(V ) ' Sn(M ⊗OX(U) OX(V )) ' Sn Γ(V, M˜ )
Ma allora la famiglia di fasci
{(Sn F(U))˜ }U affine
soddisfa le ipotesi di 4.5, che ci garantisce l’esistenza di Sn F .
Grazie all’ipotesi di noetherianita`, avremo che i due fasci SF e ⊕n∈N Sn F
sono isomorfi in modo naturale su ogni aperto affine di X e dunque saranno
globalmente isomorfi. Allo stesso modo si puo` ottenere una moltiplicazione
SF ⊗ SF −→ SF incollando la moltiplicazione che si ha su ogni aperto affine
e quindi dotare SF di una struttura di OX -algebra graduata.
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Definizione 4.10. Sia Y uno schema noetheriano ed E un fascio localmente
libero di rango d su Y . Il fibrato proiettivo associato a E e` lo schema su Y
Proj(S E) = P(E) pi−→ Y
Osservazione 4.11. Se SpecB ' U ⊆ Y e` un aperto affine tale che E|U ' OdU
allora S E|U ' B[X0, . . . , Xd−1]˜e quindi pi|pi−1(U) e` isomorfa su U a Pd−1U −→ U .
Grazie a tale osservazione possiamo estendere i risultati classici sugli spazi
proiettivi:
Proposizione 4.12. Sia Y uno schema noetheriano, E un fascio coerente lo-
calmente libero di rango d e P(E) pi−→ Y il fibrato proiettivo associato. Allora si
ha un isomorfismo naturale di OY -algebre graduate
S E '
⊕
n∈Z
pi∗OP(E)(n)
In particolare:
pi∗OP(E)(n) '

0 n < 0
OY n = 0
E n = 1
Sn E n > 0
Inoltre esiste un morfismo surgettivo
pi∗E ' pi∗pi∗OP(E)(1) −→ OP(E)(1)
Un’altra importante caratterizzazione dei fibrati proiettivi appena introdotti
e` la seguente.
Proposizione 4.13. Sia Y uno schema noetheriano ed E un fascio localmente
libero di rango d. Definiamo il seguente funtore
SchopY (set)
(X, ρ)

classi di equivalenza di
morfismi surgettivi ρ∗E σ−→ L con
L invertibile su X

X ′
X
Y
PE(X)
ρ∗E
L
PE(X ′)
h∗ρ∗E ' ρ′∗E
h∗L
PE(h)
σ h∗σ
PE
h
ρ′
ρ
dove due oggetti ρ∗E −→ L, ρ∗E −→ L′ sono equivalenti se esiste un isomorfi-
smo
ρ∗E
L
L′
'
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Allora la coppia (P(E), pi∗E −→ OP(E)(1)) e` un oggetto universale per PE . In par-
ticolare ogni morfismo X
f−→ P(E) e` univocamente determinato da f∗pi∗E −→
f∗OP(E)(1)
Dimostrazione. Vogliamo sfruttare la classica corrispondenza fra morfismiX −→
Pd−1B e coppie formate da un fascio invertibile L di X e da un sistema di d sezioni
globali che generano L. Dato uno schema X ρ−→ Y consideriamo la funzione
hP(E)(X) PE(X)
g g∗pi∗E ' ρ∗E
g∗OP(E)(1)
µX
Questa definisce un morfismo di funtori fra hP(E) e PE e vogliamo far vedere che
in effetti e` un isomorfismo. Sia quindi X
ρ−→ Y uno schema su Y e consideriamo
un oggetto ρ∗E σ−→ L, dove L e` un fascio invertibile su X. Se Y ' SpecB ed E
e` libero, scegliamo una base x0, . . . , xd−1 di E . Allora σ(x0), . . . , σ(xd−1) sono
sezioni globali che generano L e quindi otteniamo un morfismo X −→ ProjR,
dove R = B[X0, . . . , Xd−1]. D’altra parte abbiamo un isomorfismo S E −→ R,
xi −→ Xi e quindi in definitiva otteniamo
X −→ ProjR −→ Proj S E = P(E)
E` facile verificare che tale composizione non dipende dalla scelta iniziale della
base di E . Tornando al caso generale, al variare degli aperti affini U di Y che
banalizzano E , abbiamo morfismi surgettivi
ρ∗E|ρ−1(U) −→ L|ρ−1(U)
che inducono quindi mappe τU : ρ−1(U) −→ pi−1(U) ' Pd−1U . Se V ⊆ U
e` un inclusione di aperti affini che banalizzano E avremo che τU |pi−1(V ) e τV
sono entrambe indotte da ρ∗E|ρ−1(V ) −→ L|ρ−1(V ) e quindi coincidono per la
corrispondenza in Pd−1V . Otteniamo quindi un morfismo τ : X −→ P(E). E`
facile adesso, sfruttando la caratterizzazione dei morfismi negli spazi proiettivi,
vedere che l’associazione appena costruita e` una inversa di µX .
Infine, dalla definizione di µP(E) otteniamo quindi che (P(E), µP(E)(id)) =
(P(E), pi∗E −→ OP(E)(1)) e` un oggetto universale di PE .
Osservazione 4.14. Osserviamo che dati due morfismi surgettivi ρ∗E −→ L,
ρ∗E −→ L′ se questi sono equivalenti, l’isomorfismo L '−→ L′ e` unico.
Proposizione 4.15. Sia Y uno schema noetheriano, E un fascio localmente
libero di rango d e P(E) pi−→ Y il fibrato proiettivo associato. Supponiamo inoltre
di avere un cambiamento di base g : Y ′ −→ Y , con Y ′ noetheriamo e poniamo
pi′ : P(g∗E) −→ Y ′. Allora il seguente diagramma
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P(g∗E) P(E)
Y ′ Y
pi′
α
g
pi
dove α e` indotta da (g ◦ pi′)∗E ' pi′∗(g∗E) −→ OP(g∗E)(1), e` cartesiano. Se
X
ρ−→ Y e` uno schema, X ′ ρ
′
−→ Y ′ e` ottenuto cambiando base rispetto a g ed
f : X −→ P(E) e` associata a ρ∗E −→ L abbiamo un diagrama cartesiano
X ′ X
P(g∗E) P(E)
f ′
β
α
f
dove f ′ e` associata a ρ′∗(g∗E) ' β∗ρ∗E −→ β∗L.
Dimostrazione. Poniamo E ′ = g∗E . Per dimostrare che il primo diagramma
e` cartesiano utilizziamo il lemma di Yoneda, ossia mostriamo che esiste un
isomorfismo hP(E′) −→ hY ′ ×hY hP(E) (su SchY ). Identifichiamo in particolare
hP(E) ' PE e consideriamo uno schema X ρ−→ Y . Osserviamo che hY (X) = {ρ}.
Dato un morfismo f : X −→ P(E ′) ∈ hP(E′)(X) allora otteniamo subito ρ′ =
pi′ ◦f ∈ hY ′(X). Inoltre, considerando X come schema su Y ′ tramite ρ′, avremo
che f e` associato ad una suriezione ρ′∗E ′ −→ L, con L fascio invertibile di X. Ma
poiche` g ◦ ρ′ = ρ la stessa suriezione e` un oggetto di PE(X). E` facile verificare
che questo in effetti definisce un morfismo di funtori hP(E′) −→ hY ′ ×hY PE .
Per mostrare che e` un isomorfismo basta far vedere che e` tale su ogni schema
X
ρ−→ Y . Ma la mappa appena definita sulle fibre rispetto alle proiezioni su
hY ′(X), fissando un ρ′ in questo insieme (quindi tale che g ◦ ρ′ = ρ), e` data da
PE′(X, ρ′)
ρ′∗E ′
L
PE(X, ρ)
ρ∗E ' ρ′∗(g∗E)
L
ed e` quindi biunivoca. La mappa α sara` associata a id ∈ hP(E′) −→ (pi′, pi′∗(g∗E) −→
OP(g∗E)(1)), come voluto.
Passando adesso alla seconda parte dell’enunciato, osserviamo che α e` anche
associata a α∗pi∗E −→ α∗OP(E)(1), quindi f ′, che esiste per le note proprieta`
del prodotto fibrato, sara` associato a
f ′∗(pi′∗g∗E) f ′∗(OP(E′)(1))
(f ′∗α∗)(pi∗E) (f ′∗α∗)OP(E)(1)
β∗(f∗pi∗E) β∗(f∗OP(E)(1))
' '
' '
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come voluto.
Osservazione 4.16. Se Y e` uno schema noetheriano allora P(On+1Y ) ' PnY . In-
fatti questo e` vero se Y = SpecZ e in generale, considerato g : Y −→ SpecZ,
g∗On+1Z ' On+1Y e quindi
PnY ' Y ×SpecZ PnZ ' P(On+1Y )
Proposizione 4.17. Sia Y uno schema noetheriano, d > 2 ed E un fascio
localmente libero di rango d con fibrato proiettivo associato pi. Allora
PicY × Z PicP(E)
(L, n) pi∗L ⊗OP(E)(n)
e` iniettiva.
Dimostrazione. Supponiamo che pi∗L(n) ' OP(E), ossia che pi∗L ' OP(E)(−n).
Applicando pi∗, per la formula di proiezione, otteniamo che L ' S−n E . n > 0
non puo` verificarsi altrimenti L = 0 e stessa conclusione per n < 0, dato che
rk S−n E > 1. Otteniamo quindi che n = 0 e L ' OY .
Lemma 4.18. Sia X uno schema e N , M due fasci localmente liberi di rango
finito (e costante) su X. Allora esiste un isomorfismo naturale
detN ⊗M ' (detN )⊗ rkM ⊗ (detM)⊗ rkN
Dimostrazione. Poniamo m = rkM, n = rkN . Consideriamo un aperto affine
U di X su cui sia M che N sono liberi. Dato un isomorfismo g : M|U ' OmU
possiamo definire un isomorfismo
λg : detN|U ⊗M|U det id⊗g−−−−−→ det(N|U ⊗OmU ) ' (detN|U )⊗m ⊗ det(OmU )⊗n
dove l’isomorfismo di destra non dipende da g, e un altro
ηg : (detN|U )⊗m ⊗ det(OmU )⊗n
id⊗det(g−1)⊗n−−−−−−−−−−→ (detN|U )⊗m ⊗ (detM|U )⊗n
Se adesso g′ : M|U ' OmU allora esiste un automorfismo f di OmU tale che
g′ = f ◦ g. Se si fissano basi di M|U , N|U otteniamo che il primo isomorfismo
in λg e` dato da una matrice quadrata con n blocchi uguali alla matrice di g.
In particolare avremo che λg′ = (det f)nλg. D’altra parte e` chiaro che invece
ηg′ = (det f)−nηg. Otteniamo quindi che la composizione ηg ◦ λg non dipende
da g e quindi questi isomorfismi locali si incollano a formare un isomorfismo
globale come nell’enunciato.
Corollario 4.19. Sia Y uno schema noetheriano ed E un fascio localmente
libero di rango d con fibrato proiettivo associato pi : P(E) −→ Y . Se N e` un
fascio localmente libero di rango n allora
det(N (q)) ' (detN )(nq)
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Proposizione 4.20 (Successione esatta di Eulero). Sia Y uno schema noethe-
riano ed E un fascio localmente libero di rango d con fibrato proiettivo associato
pi : P(E) −→ Y . Allora esiste una successione esatta
0 −→ ΩP(E)/Y −→ (pi∗E)(−1) −→ OP(E) −→ 0
In particolare ωpi = det ΩP(E)/Y ' (detpi∗E)(−d)
Dimostrazione. Vogliamo ricondurci alla successione esatta di Eulero sugli spazi
proiettivi. Abbiamo un morfismo surgettivo pi∗E(−1) −→ OP(E). Al variare
degli aperti affini U di Y che banalizzano E , tale morfismo coincide con la
suriezione OdPd−1U (−1) −→ OPd−1U della successione esatta di Eulero per P
d−1
U
che ha come nucleo ΩPd−1U /U . Se poniamo K = ker((pi
∗E)(−1) −→ OP(E)),
abbiamo mostrato che su ogni aperto affine U di Y che banalizza E K|pi−1(U) e`
il fascio dei differenziali relativi di pi−1(U) su U e di conseguenza K e` il fascio
dei differenziali relativi di P(E) su Y , da cui la successione esatta. Infine, dato
che ΩP(E)/Y e` localmente libero, possiamo applicare la formula del determinante
per successioni esatte ottenendo
det ΩP(E)/Y ' det(pi∗E(−1)) ' det(pi∗E)(−d)
4.3 Isomorfismi fra fibrati proiettivi
Proposizione 4.21. Siano Y uno schema noetheriano ed E un fascio local-
mente libero di rango d con fibrato proiettivo associato pi : P(E) −→ Y . Se E ′ =
E ⊗OY L, dove L e` un fascio invertibile su Y , ed indichiamo pi′ : P(E ′) −→ Y ,
allora il morfismo surgettivo
pi∗E ′ ' pi∗E ⊗ pi∗L −→ OP(E)(1)⊗ pi∗L
induce isomorfismi λ : P(E) −→ P(E ′) e
λ∗OP(E′)(1) ' OP(E)(1)⊗OP(E) pi∗L
Dimostrazione. Dato uno schema X
ρ−→ Y definiamo
PE(X)
ρ∗E
G
PE⊗L(X)
ρ∗E ⊗ ρ∗L ' ρ∗(E ⊗ L)
G ⊗ ρ∗L
ηL,X
E` chiaro che le composizioni ηLηL−1 e ηL−1ηL sono isomorfismi e dunque ta-
le sara` anche ηL. Abbiamo che (P(E), ηL,P(E)(id)) = (P(E), pi∗E ⊗ pi∗L −→
OP(E)(1)⊗pi∗L) e` un oggetto universale per PE′ e di conseguenza esiste un’unico
isomorfismo λ : P(E) −→ P(E ′) tale che
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λ∗pi′∗E ′ λ∗OP(E′)(1)
pi∗E ′ OP(E)(1)⊗ pi∗L
' '
Dato uno schema Y , introduciamo le seguenti notazioni
 Indichiamo con SchIY la categoria cos`ı definita: gli oggetti sono coppie
(X,L) con X un oggetto di SchY e L un fascio invertibile su X, mentre una
freccia fra (X,L) e (X ′,L′) e` una coppia (λ, τ), dove λ e` un isomorfismo
fra X ed X ′ in SchY e τ : λ∗L′ −→ L e` un isomorfismo. Se (λ, τ) :
(X,L) −→ (X ′,L′), (λ′, τ ′) : (X ′,L′) −→ (X ′′,L′′) sono due frecce la loro
composizione e` data da (λ′ ◦ λ, τ ◦ λ∗τ ′).
 Indichiamo con LFd(Y ) la sottocategoria di Mod(Y ) i cui oggetti sono
fasci localmente liberi di rango d e le frecce sono isomorfismi.
Proposizione 4.22. Sia Y uno schema noetheriano e d un numero naturale.
Allora la seguente associazione definisce un funtore pienamente fedele:
LFd(Y )op SchIY
E (P(E) pi−→ Y,OP(E)(1))
E σ−→ E ′ (λ, τ)
P
dove, detti pi, pi′ i fibrati associati rispettivamente a E, E ′, λ : P(E ′) −→ P(E) e`
il morfismo associato alla suriezione
pi′∗E pi
′∗σ−−−→ pi′∗E ′ −→ OP(E′)(1) (4.1)
mentre τ e` l’unico isomorfismo tale che
pi′∗E pi′∗E ′
λ∗OP(E)(1) OP(E′)(1)
pi∗σ
τ
Dimostrazione. Definiamo
PE′(X) PE(X)
ησ,X
ρ∗E ′
L
ρ∗E
ρ∗E ′
L
ρ∗σ
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ησ : PE′ −→ PE definisce un morfismo di funtori ed e` chiaro che ηid = id e, se
τ : E ′ −→ E ′′ e` un’altro isomorfismo, allora ητ◦σ = ησ ◦ ητ . In particolare ησ
e` un isomorfismo. Utilizzando il lemma di Yoneda, otteniamo gli isomorfismi λ
definiti nell’enunciato e piu` in particolare un funtore da LFd(Y ) a SchY . Dato
σ : E ′ −→ E l’isomorfismo τ definito nell’enunciato esiste per definizione di PE
ed inoltre e` unico per l’osservazione 4.14. Che valgano le regole di composizione
anche su questi ultimi isomorfismi e` ovvio. Rimane da dimostrare che il funtore
P e` pienamente fedele, ossia che si ha un isomorfismo a livello delle frecce.
Iniettivita´ Dato che le frecce in entrambe le categorie sono isomorfismi pos-
siamo supporre che E = E ′ e mostrare che in tal caso la mappa sui gruppi
di automorfismi e` iniettiva. Sia quindi ϑ : E −→ E tale che P(ϑ) = (id, id).
Abbiamo un diagramma commutativo
pi∗E pi∗E
OP(E)(1) OP(E)(1)
pi∗ϑ
id
Applicando pi∗ otteniamo che ϑ e` coniugato all’identita` e quindi sara` tale.
Surgettivita` Condideriamo (λ, τ). λ e` associato alla diagonale del seguente
diagramma
pi′∗E pi′∗E ′
λ∗OP(E)(1) OP(E′)(1)
pi∗σ
τ
e quello che dobbiamo far vedere e` che esistono le mappe tratteggiate. Osser-
viamo che l’isomorfismo di aggiunzione fra pi′∗ e pi
′∗
HomY (E , E ′) ' HomP(E)(pi′∗E ,OP(E′))
e` definito esattamente come in 4.1, quindi λ e` associato ad un σ : E −→ E ′,
che a priori non e` un isomorfismo. Allo stesso modo λ−1 sara` associata ad un
morfismo σ′ : E ′ −→ E . Valgono ancora pero` le regole di composizione descritte
sopra cos`ı che ad esempio σ ◦ σ′ induce λ−1 ◦ λ = id sui fibrati e sui fasci
invertibili. Ma a questo punto possiamo usare lo stesso argomento usato sopra
per mostrare l’iniettivita`, per dimostrare che σ ◦ σ′ = id, tenendo conto che, se
non per ricondursi al caso E = E ′, non e` mai stato usato il fatto che ϑ sia un
isomorfismo.
Definizione 4.23. Dato un isomorfismo σ : E −→ E ′ indicheremo con P(σ)
l’isomorfismo P(E ′) −→ P(E) indotto da σ sui fibrati, sottintendendo che esso
agisce anche sui fasci invertibili.
Osservazione 4.24. Un isomorfismo σ : E −→ E ′ induce anche un isomorfismo
S E −→ S E ′. Al variare degli aperti affini U su cui sia E che E ′ sono liberi,
avremo isomorfismi P(E ′|U ) −→ P(E|U ) che si incollano a formare un isomorfismo
λ : P(E ′) −→ P(E). Fissato uno di questi aperti U e scelte basi x0, . . . , xd−1,
x′0, . . . , x
′
d−1 di rispettivamente E , E ′, σ|U e` dato da una matrice A = (ai,j).
In particolare λ|pi′−1(U) e` associato alle sezioni globali σ(xi) =
∑
j ai,jx
′
j ∈
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OP(E′|U )(1), per i = 0, . . . , d − 1, ossia alla restrizione di 4.1 all’aperto pi′−1(U).
Quindi P(σ) coincide con λ.
Osservazione 4.25. In generale ad un morfismo qualsiasi σ : E −→ E ′ non si puo`
associare, almeno non nel modo fatto sopra, una mappa fra i rispettivi fibrati.
Infatti puo` accadere che 4.1 non sia surgettivo o, equivalentemente, S E −→ S E ′
non soddisfi localmente la condizione necessaria affinche` un morfismo fra anelli
graduati induca un morfismo fra i rispettivi Proj. L’esempio piu` semplice di
una situazione del genere e` σ = 0.
Corollario 4.26. Sia k un campo. Allora
Autk Pnk ' PGln(k)
Dimostrazione. Posto X = Pnk , se λ ∈ AutkX, allora λ∗ e` un automorfismo di
PicX =< OX(1) >' Z e quindi λ∗OX(1) e` OX(1) o OX(−1), ma il secondo
puo` essere escluso poiche` OX(−1) non ha sezioni globali.
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Capitolo 5
Coomologia e fasci
dualizzanti
5.1 δ funtori e funtori derivati
Vogliamo introdurre in questa sezione la nozione di funtore derivato. Procede-
remo seguendo l’introduzione data in [Ha], capitolo 3.
La teoria dei funtori derivati puo´ essere sviluppata in modo del tutto generale
per particolari categorie, dette categorie abeliane, che permettono di parlare di
successioni esatte. Noi applicheremo i risultati di questa sezione solo ad alcune
categorie, ma per aver una trattazione univoca e` comodo enunciare i teoremi
nella loro forma piu` generale. Ovviamente non c’e` pretesa di completezza, ma
ogni risultato esposto in questa sezione e` facilmente riesprimibile per le categorie
che useremo. Per un qualsiasi approfondimento si puo` fare riferimento a [6].
Definizione 5.1 (Categoria abeliana, [6], pag 78). Una categoria abeliana C e`
una categoria con le seguenti proprieta`:
 C possiede un oggetto 0 ([6], pag 43)
 dati due oggetti A,B di C l’insieme HomC (A,B) ha una struttura di
gruppo abeliano tale che la composizione sia bilineare.
 esistono le somme dirette finite
 ogni morfismo ha un kernel ed un cokernel ([6], pag 50)
 ogni morfismo iniettivo e` il kernel del proprio cokernel, ogni morfismo
surgettivo e` il cokernel del proprio kernel ([6], pag 48)
 ogni morfismo si decompone nella composizione di un morfismo surgettivo
ed un morfismo iniettivo
Esempio 5.2 ([Ha], Capitolo 3, sezione 1). Le seguenti categorie sono abeliane:
 Ab, gruppi abeliani
 Mod(A), moduli su un anello A
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 Ab(X), fasci di gruppi abeliani su uno spazio topologico
 Mod(X,OX), fasci di OX -moduli su uno spazio anulato (X,OX)
 QCoh(X), fasci quasi-coerenti su uno schema X
 Coh(X), fasci coerenti su uno schema noetheriano X
Definizione 5.3. Un funtore F : A −→ B fra due categorie abeliane e` detto
additivo se per ogni coppia di oggetti A,B di A la funzione
HomA (A,B) −→ HomB(FA,FB)
e` un omomorfismo di gruppi
Definizione 5.4. Siano A , B due categorie abeliane. Un δ-funtore da A
a B e` una successione (Ti)i∈N di funtori da A a B insieme a morfismi δi :
T i(A′′) −→ T i+1(A′) per ogni successione esatta in A della forma 0 −→ A′ −→
A −→ A′′ −→ 0 ed indice i > 0 tali che:
 per ogni successione esatta corta come sopra si ha una successione esatta
lunga
0 −→ T 0(A′) −→ T 0(A) −→ T 0(A′′) δ
0
−→ T 1(A′) −→ . . .
. . . −→ T i(A′) −→ T i(A) −→ T i(A′′) δ
i
−→ T i+1(A′) −→ . . .
 per ogni coppia di successioni esatte corte con un morfismo fra di esse il
seguente diagramma
T i(A′′)
T i(B′′)
T i+1(A′)
T i+1(B′)
δi
δi
e` commutativo.
Un δ-funtore (Ti)i∈N si dice universale se per ogni altro δ-funtore (T ′i )i∈N
e morfismo f0 : T0 −→ T ′0 esiste un’unica successione di morfismi (fi)i∈N,
fi : Ti −→ T ′i , tale che, per ogni successione esatta corta, gli fi commutino con
i morfismi δi.
Osservazione 5.5. Dalla definizione segue subito che se F : A −→ B e` un
funtore allora, a meno di un’unico isomorfismo che solleva id : F −→ F , esiste
un unico δ-funtore (Ti)i∈N tale che T0 = F . Sempre dalla definizione segue che
se (Ti)i∈N e` un δ-funtore allora T0 e` esatto a sinistra.
Osservazione 5.6. Una definizione analoga puo` essere data richiedendo l’esat-
tezza a destra invece che a sinistra, ossia cambiando il verso della successione
esatta lunga.
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Definizione 5.7. Un funtore additivo F : A −→ B fra due categorie abeliane
si dice effaceable se per ogni oggetto A di A esiste un oggetto B di A ed un
morfismo iniettivo A u−→ B tale che F (u) = 0. Si dice coeffaceable se per ogni
oggetto A di A esiste un oggetto B di A ed un morfismo surgettivo B u−→ A
tale che F (u) = 0
Il teorema fondamentale per la teoria dei δ-funtori e` il seguente
Teorema 5.8 ([Ha], III teorema 1.3A). Sia T = (Ti)i∈N un δ-funtore fra le
categorie abeliane A e B. Se per ogni i > 0 il funtore Ti e` effaceable allora T
e` universale.
Definizione 5.9. Sia A una categoria abeliana. Un oggetto I si dice iniettivo
se il funtore
HomA (−, I) : A −→ Ab
e` esatto. Si dice proiettivo se HomA (I,−) e` esatto.
Si dice che la categoria A ha abbastanza iniettivi se, dato un oggetto A di
A , esiste un oggetto iniettivo I ed una mappa iniettiva A −→ I. In tal caso
ogni oggetto ammette una risoluzione iniettiva.
Si dice che la categoria A ha abbastanza proiettivi se, dato un oggetto A di
A , esiste un oggetto proiettivo P ed una mappa surgettiva P −→ A. In tal caso
ogni oggetto ammette una risoluzione proiettiva.
Definizione 5.10 (Funtori derivati destri). Siano A e B due categorie abeliane
tali che A ha abbastanza iniettivi. Dato un funtore F : A −→ B esatto a
sinistra ed i > 0 definiamo il funtore Ri F : A −→ B nel modo seguente:
 Dato un oggetto A di A scegliamo una sua risoluzione iniettiva I. Po-
niamo Ri FA = hi(FI).
 Dato un morfismo A u−→ B in A , scegliamo due risoluzioni iniettive IA,
IB rispettivamente di A, B. Allora esiste un sollevamento u = (ui)i∈N di
u fra le due risoluzioni e poniamo Ri Fu come la freccia hi(Fu).
Osservazione 5.11. In modo analogo, partendo da un funtore esatto a destra e
considerando risoluzioni proiettive, si possono definire i funtori derivati sinistri,
che sono indicati con Li F .
Il teorema che motiva l’introduzione e lo studio dei δ-funtori e` il seguente
Teorema 5.12 ([Ha], III teorema 1.1A e corollario 1.4). Siano A e B due
categorie abeliane tali che A ha abbastanza iniettivi ed F : A −→ B un funtore
additivo esatto a sinistra. Allora
 per ogni i > 0 il funtore Ri F e` un funtore additivo ed e`, a meno di
isomorfismo, indipendente dalla scelta delle risoluzioni iniettive
 esiste un isomorfismo F ' R0 F
 la successione RF = (Ri F )i∈N ammette frecce δi tali da rendere RF un
δ-funtore universale.
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5.2 Esempi di funtori derivati
Per parlare di funtori derivati, come abbiamo visto, abbiamo bisogno di mostrare
che le categorie che useremo hanno abbastanza iniettivi.
Proposizione 5.13. Sia A un anello. Allora la categoria Mod(A) degli A-
moduli ha abbastanza iniettivi e proiettivi.
Dimostrazione. Che abbia abbastanza proiettivi e` ovvio, dato che i moduli liberi
sono proiettivi ed ogni modulo e´ immagine di un modulo libero. Per quanto
riuarda gli iniettivi si usa 3.7.
Proposizione 5.14. Sia (X,OX) uno spazio anulato. Allora Mod(X,OX),
la categoria degli OX-moduli ha abbastanza iniettivi. In particolare Ab(X), la
categoria dei fasci di gruppi abaliani su uno spazio topologico X, ha abbastanza
iniettivi.
Dimostrazione. La seconda affermazione segue dalla prima poiche` dato uno
spazio topologico X e OX il fascio costante su Z, allora Mod(X,OX) = Ab(X).
Consideriamo quindi un OX -modulo F . Dato un punto x ∈ X consideriamo
il morfismo di inclusione jx : x −→ X. Dato che Fx e` un OX,x-modulo, esiste
un oggetto iniettivo Ix di Mod(OX,x) ed un morfismo iniettivo Fx ix−→ Ix.
Possiamo considerare {x} come uno spazio anulato con fascio costante OX,x e
pensare Ix come un modulo su {x}. Definiamo quindi
I =
⊕
x∈X
jx∗Ix
Dato un OX -modulo G abbiamo isomorfismi naturali
HomOX (G, I) '
∏
x∈X
HomOX (G, jx∗Ix) '
∏
x∈X
HomOX,x(Gx, Ix)
In particolare la successione (ix)x∈X induce un morfismo i : F −→ I. E` facile
verificare che i e` iniettivo. Inoltre, dato che G −→ HomOX,x(Gx, Ix) e` esatto
per ogni x ∈ X poiche` composizione di funtori esatti e che il prodotto di funtori
esatti e` esatto, troviamo che HomOX (−, I) e` esatto e quindi I e` iniettivo.
5.2.1 Coomologia di fasci
Definizione 5.15. Sia X uno spazio topologico. Allora il funtore
Γ(X,−) : Ab(X) −→ Ab
delle sezioni globali e` esatto a sinistra e definiamo, per ogni i > 0, il funtore
Hi(X,−) : Ab(X) −→ Ab come l’i-esimo funtore derivato destro di Γ(X,−).
Osservazione 5.16. Dato uno spazio anulato (X,OX) si possono definire i funtori
derivati destri di Γ(X,−) nella categoria Mod(X,OX) e, a priori, non e` detto
che questi coincidano con la restrizione dei funtori Hi(X,−) a tale categoria.
Per fortuna questo non accade: si dimostra infatti che gli OX -moduli iniettivi
sono fiacchi([Ha], III, lemma 2.4), che i fasci fiacchi sono aciclici (ossia sono
annullati da Hi(X,−) per ogni i > 0) ([Ha], III, proposizione 2.5) e che i funtori
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derivati possono essere calcolati (questo vale in generale) anche su risoluzioni
acicliche ([Ha], III, proposizione 1.2A).
In particolare, dato che Γ(X,−) : Mod(X,OX) −→ Ab(Γ(X,OX)) ottenia-
mo che Hi(X,−) : Mod(X,OX) −→ Ab(Γ(X,OX)) in modo naturale.
Mostriamo alcuni dei risultati principali relativi alla coomologia appena
introdotta.
Teorema 5.17 (Grothendieck, [Ha], III, teorema 2.7). Sia X uno spazio to-
pologico noetheriano di dimensione n. Allora per ogni i > n, Hi(X,−) = 0 in
Ab(X).
Teorema 5.18 (Serre, [Ha], III, teorema 3.7). Sia X uno schema noetheriano.
Allora le seguenti condizioni sono equivalenti
 X e` affine
 Hi(X,F) = 0 per ogni F ∈ QCoh(X) ed i > 0
 H1(X, I) = 0 per ogni fascio coerente di ideali di X
Un fatto molto importante per la teoria coomologica degli schemi e` il fatto
che per schemi noetheriani e separati i gruppi di coomologia Hi(X,F), dove
F e` un fascio quasi coerente, possono essere calcolati usando la coomologia di
Check su ricoprimenti di aperti affini ([Ha], III, sezione 4). Sfruttando questo
risultato e` possibile calcolare esplicitamente la coomologia dei fasci invertibili
OPrB (q) sugli spazi proeittivi. In particolare vale che
Teorema 5.19 (Serre, [Ha], III, teorema 5.1). Sia B un anello noetheriano e
poniamo X = PrB, con r > 1. Allora
 se S e` l’anello dei polinomi di X esiste un isomorfismo graduato
S −→ Γ∗(OX) =
⊕
n∈Z
H0(X,OX(n))
 Hi(X,OX(q)) = 0 per i 6= 0, r e q ∈ Z, i = r e q > −r − 1, i = 0 e q < 0
 Hr(X,OX(−r − 1)) ' B ed esiste una coppia perfetta di B-moduli liberi
H0(X,OX(n))×Hr(X,OX(−n− r − 1)) −→ B
In particolare da tale teorema si deduce che
Teorema 5.20 (Serre, [Ha], III, teorema 5.2). Sia X uno schema proiettivo su
un anello noetheriano B e F un fascio coerente su X. Allora
 per ogni i > 0, Hi(X,F) e` un B-modulo finitamente generato
 se i : X −→ PnB e` l’immersione attraverso cui si fattorizza X e poniamo
OX(1) = i∗OPnB (1), per m 0,
Hi(X,F(m)) = 0 per i > 0
Un concetto molto utile relativo alla coomologia e` quello della regolarita` di
Castelnuovo-Mumford.
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Definizione 5.21. Sia k un campo, F un fascio coerente su Pnk ed m ∈ Z. F
si dice m-regolare se
Hi(Pnk ,F(m− i)) = 0 ∀i > 1
Proposizione 5.22 ([3], lemma 5.1). Sia k un campo, m ∈ Z e F un fascio
coerente m-regolare su Pnk . Allora
 il morfismo canonico
H0(Pnk ,OPnk (1))⊗H0(Pnk ,F(r)) −→ H0(Pnk ,F(r + 1))
e` surgettivo per r > m
 Hi(Pnk ,F(r)) = 0 per i > 1 e r > m − i, ossia F e` m′ regolare per ogni
m′ > m
 F(r) e` generato dalle proprie sezioni globali per r > m
5.2.2 Gruppi e fasci Ext
Definizione 5.23. Sia A una categoria abeliana che ha abbastanza iniettivi.
Dato un oggetto A di A il funtore
HomA (A,−) : A −→ Ab
e` esatto a sinistra e definiamo il funtore ExtiA (A,−) : A −→ Ab come il suo
i-esimo funtore derivato destro.
Osservazione 5.24. In particolare risultano definiti funtori Ext(A,−) in Mod(X,OX),
per uno spazio anulato (X,OX), e in Mod(B), per un anello B
Definizione 5.25. Sia (X,OX) uno spazio anulato e F un OX-modulo. Allora
il funtore
HomOX (F ,−) : Mod(X,OX) −→ Mod(X,OX)
e` esatto a sinistra e definiamo ExtiX(F ,−) il suo i-esimo funtore derivato destro.
Proposizione 5.26 ([Ha], III, proposizioni 6.2, 6.4, 6.5, 6.7). Sia (X,OX) uno
spazio anulato. Allora
 per ogni aperto U ⊆ X ed F ,G ∈ Mod(X,OX) esiste un isomorfismo
naturale
ExtiX(F ,G)|U ' ExtiU (F|U ,G|U )
 se 0 −→ F ′ −→ F −→ F ′′ −→ 0 e` una successione esatta in Mod(X,OX)
e G e` un OX-modulo esiste una successione esatta lunga
0 −→ HomX(F ′′,G) −→ HomX(F ,G) −→ HomX(F ′,G) −→
Ext1X(F ′′,G) −→ Ext1X(F ,G) −→ Ext1X(F ′,G) −→ . . .
e simile per Ext.
75
 data una successione esatta in Mod(X,OX)
T∗ : . . . −→ Tn −→ . . . −→ T0 −→ F −→ 0
dove i Ti sono OX-moduli localmente liberi di rango finito e G un OX-
modulo allora
ExtiX(F ,G) ' hi(HomX(T∗,G))
 dati T un OX-modulo localmente libero di rango finito, T ∨ = HomX(T ,OX),
F ,G ∈ Mod(X,OX) allora esistono isomorfismi naturali
ExtiX(F ⊗ T ,G) ' ExtiX(F , T ∨ ⊗ G)
ExtiX(F ⊗ T ,G) ' ExtiX(F , T ∨ ⊗ G) ' ExtiX(F ,G)⊗ T ∨
Proposizione 5.27 ([Ha], proposizione 6.8, esercizio 6.7). Sia X uno schema
noetheriano, F ∈ Coh(X) e x ∈ X. Allora, dato un OX-modulo G, esiste un
isomorfismo naturale
ExtiX(F ,G)x ' ExtiOX,x(Fx,Gx)
Inoltre se X ' SpecA e M , N sono due A-moduli con M finitamente generato,
esistono isomorfismi naturali
ExtiX(M˜, N˜) ' ExtiA(M,N) ExtiX(M˜, N˜) ' ExtiA(M,N )˜
5.2.3 Immagini dirette di fasci
Definizione 5.28. Sia f : X −→ Y una funzione continua fra spazi topologici.
Allora il funtore
f∗ : Ab(X) −→ Ab(Y )
e` esatto a sinistra e quindi ammette funtori derivati destri
Ri f∗ : Ab(X) −→ Ab(Y )
Proposizione 5.29 ([Ha], III, proposizione 8.1). Sia f : X −→ Y una funzione
continua fra spazi topologici ed F un fascio di gruppi abeliani su X. Allora
Ri f∗F e` il fascio associato al prefascio
V −→ Hi(f−1(V ),Ff−1(V ))
In particolare Ri f∗ commuta con le restrizioni agli aperti.
Proposizione 5.30 ([Ha], III, proposizione 8.5). Sia f : X −→ Y un morfismo
di schemi, con X noetheriano ed Y affine. Dato F ∈ QCoh(X), per ogni i,
esiste un isomorfismo naturale
Ri f∗F ' Hi(X,F )˜
Corollario 5.31. Se f : X −→ Y e` un morfismo di schemi con X noetheriano
allora, per ogni i, Ri f∗(QCoh(X)) ⊆ QCoh(Y ). Se inoltre f e` proiettivo ed Y
e` noetheriano, allora Ri f∗(Coh(X)) ⊆ Coh(Y )
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Proposizione 5.32 (Formula di proiezione,[Ha], III, esercizio 8.3). Sia f :
(X,OX) −→ (Y,OY ) un morfismo di spazi anulati e siano F un OX-modulo e
T un OY -modulo localmente libero di rango finito. Allora esiste un isomorfismo
naturale
Ri f∗(F ⊗OX f∗T ) ' Ri f∗F ⊗OY T
Definizione 5.33. Sia f : (X,OX) −→ (Y,OY ) un morfismo di spazi anulati.
Allora, dato un OX-modulo F , il funtore
f∗HomX(F ,−) : Mod(X,OX) −→ Mod(Y,OY )
e` esatto a sinistra e definiamo Extif (F ,−) come il suo i-esimo funtore derivato.
Definizione 5.34. Sia A un anello. Un A-modulo M si dice piatto se il funtore
M ⊗A − : Mod(A) −→ Mod(A)
e` esatto.
Proposizione 5.35.
 Un A-modulo M e` piatto se e solo se, per ogni ideale finitamente generato
I di A, la mappa I ⊗AM −→M e` iniettiva
 Cambiamento di base: se M e` un A-modulo piatto, e φ : A −→ B e` un
morfismo di anelli, allora M ⊗A B e` un B-modulo piatto
 Transitivita`: Se B e` una A-algebra piatta e N e` un B-modulo piatto allora
N e` un A-modulo piatto
 Localizzazione: un A-modulo M e` piatto se e solo se, per ogni primo p di
A, Mp e` un Ap modulo piatto
 data una successione esatta di A-moduli
0 −→M ′ −→M −→M ′′ −→ 0
si ha che, se M ′ e M ′′ sono piatti allora M e` piatto, se M e M ′′ sono
piatti allora M ′ e` piatto
 Un A-modulo finitamente generato su un anello locale e` piatto se e solo
se e` libero.
Definizione 5.36. Sia f : X −→ Y un morfismo di schemi ed F un OX-
modulo. Dato x ∈ X diremo che F e` piatto su Y nel punto x se Fx e` un
OY,f(x) modulo piatto tramite il morfismo OY,f(x) −→ OX,x. Diremo che F e`
piatto su Y se e` piatto in ogni punto di X. Infine diremo che X e` piatto su Y
o f e` piatto se OX e` piatto su Y .
Proposizione 5.37 ([Ha], III, proposizione 9.2).
 Un immersione aperta e` piatta
 Cambiamento di base: se
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X ′
Y ′
X
Y
f ′
h
g
f
e` un diagramma cartesiano e F e` un OX-modulo piatto su Y allora h∗F e`
piatto su Y ′. In particolare la proprieta´ di piattezza per morfismi e` stabile
per cambiamento di base.
 Siano f : X −→ Y , g : Y −→ Z morfismi di schemi. Se F e` un OX-
modulo piatto su Y e Y e` piatto su Z allora F e` piatto su Z
 Sia φ : B −→ A un morfismo di anelli ed f : X = SpecA −→ SpecB = Y
il morfismo associato. Allora un A-modulo M e` piatto se e solo se M˜ e`
piatto su Y
Osservazione 5.38. Dato un anello B il morfismo strutturale pi : PnB −→ SpecB
e` piatto. Infatti sugli aperti coordinati e` indotto dall’inclusioneB −→ B[X0, . . . , Xn]
che e` piatta.
Proposizione 5.39 (Cambiamento di base per morfismi piatti, [Ha], III, pro-
posizione 9.3). Sia f : X −→ Y un morfismo separato e di tipo finito fra schemi
noetheriani e supponiamo di avere un diagramma cartesiano
X ′
Y ′
X
Y
g
v
u
f
Dato un fascio quasi-coerente F su X allora, per ogni i, esiste un morfismo
naturale
u∗Ri f∗F −→ Ri g∗(v∗F)
Se u e` piatto allora tale morfismo e` un isomorfismo.
Definizione 5.40. Sia Y uno schema ed y ∈ Y . Se u : Spec k(y) −→ Y e F e`
un OY -modulo definiamo la notazione
F ⊗ k(y) = Γ(Spec k(y), u∗F)
Osservazione 5.41. Con riferimento alla proposizione 5.39, dato y ∈ Y , conside-
riamo come cambiamento di base u il morfismo Spec k(y) −→ Y . In particolare
X ′ = Xy. Dato un fascio quasi coerente abbiamo quindi un morfismo naturale
φi(y) : Ri f∗F ⊗ k(y) −→ Hi(Xy,Fy)
Il morfismo u non e` in generale piatto e quindi φi(y) in generale non sara` un
isomorfismo. D’altra parte vale il seguente, fondamentale, risultato
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Teorema 5.42 (Cambiamento di base per la coomologia, [Ha], III, teorema
12.11). Sia f : X −→ Y un morfismo proiettivo fra schemi noetheriani e sia F
un fascio coerente su X e piatto su Y . Dato y ∈ Y vale che
 se φi(y) e` surgettivo allora e` un isomorfismo e lo stesso vale in un intorno
aperto di y
 se φi(y) e` suriettivo allora sono equivalenti
– φi−1(y) e` suriettivo
– Ri f∗F e` localmente libero in un intorno di y
Vogliamo dare come applicazione di questo teorema un risultato di cui faremo
uso nell’ultimo capitolo.
Lemma 5.43. Sia B un anello noetheriano, Y = SpecB, pi : P = PnB −→ Y e
F un OP-modulo coerente e piatto su Y . Allora, per m 0,
∀y ∈ Y H0(P,F(m))⊗ k(y) ' H0(Py,Fy(m))
pi∗F(m) localmente libero
Dimostrazione. Per 5.20 abbiamo che, fissato y ∈ Y , H1(Py,Fy(m)) = 0 per
m > my  0 e, per compattezza, possiamo scegliere la famiglia {my}y∈Y
limitata. Quindi la prima delle condizioni date nell’enunciato implica la seconda.
A meno di shiftare F , possiamo supporre che esista un morfismo surgettivo
OkP −→ F con nucleo T . Fissato y ∈ Y abbiamo un diagramma commutativo
H0(P,OkP(m))⊗ k(y)
H0(Py,OkPy (m))
H0(P,F(m))⊗ k(y)
H0(Py,Fy(m))
Osserviamo che i morfismi orizzontali sono definitivamente surgettivi, dato che
H1(P, T (m)) = 0, H1(Py, Ty(m)) = 0 definitivamente per 5.20, e tale e` anche
il primo e quindi il secondo morfismo verticale. Ragionando per compattezza
otteniamo la tesi.
Proposizione 5.44. Sia f : X −→ Y un morfismo localmente proiettivo fra
schemi noetheriani e
F∗ : 0 −→ Fd −→ . . . −→ F0
un complesso di fasci coerenti su X e piatti su Y . Allora se F∗ e` esatto su ogni
fibra di f lo e` globalmente.
Dimostrazione. Poiche` l’enunciato e` locale in Y , possiamo suppore Y ' SpecB,
con B anello noetheriano ed f proiettivo. Esiste quindi un’immersione chiusa i :
X −→ PnB su Y . Poiche` i e` affine, (i∗F∗)y ' iy∗F∗y, e poiche` i∗,iy∗ sono esatti e
mantengono la piattezza possiamo supporre X = PnB . Possiamo anche supporre,
facendo un cambiamento di base, che (B, q) sia locale. Mostriamo che possiamo
ricondurci a dimostrare che H0(X,F∗(m)) e` esatta per m  0. Supponiamo
che questo accada. Γ∗(F∗) e` un complesso esatto in gradi maggiori di N , per
un qualche N  0. Considerando solo il complesso di moduli graduati ottenuto
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eliminando la parte in grado minore o uguale a N e fascificando, otteniamo
una successione esatta di fasci che coincidera` con F∗ per le proprieta` della
fascificazione per spazi proiettivi.
Viceversa, poiche` il complesso F∗ ha lunghezza finita, usando 5.20 abbiamo
che H0(Xq,Fq∗(m)) e` definitivamente esatta. Mettendo insieme queste cose ed
il lemma 5.43, possiamo ricondurci a mostrare che se
H∗ : 0 −→Md −→ . . . −→M0
e` un complesso di B-moduli liberi di rango finito tali che H∗ ⊗ B/q e` esatta
allora H∗ e` esatta. Ragioniamo per induzione sulla lunghezza d di H∗. Se d = 0
non c’e` nulla da dimostrare. Supponiamo quindi che la tesi valga per lunghezze
minori o uguali a d. Consideriamo i primi termini
0 −→Md+1 α−→Md −→ . . .
Se mostriamo che esiste β : Md −→ Md+1 tale che β ◦ α = id abbiamo finito.
Infatti in tal caso α e` iniettiva e si ha una decomposizione Md = α(Md+1)⊕N ,
dove N , essendo proiettivo, e` libero. La successione
0 −→ N −→Md−1 −→ . . . −→M0
soddifa le ipotesi ed ha lunghezza d e quindi e` esatta. Grazie all’iniettivia` della
prima mappa otteniamo l’esattezza della nostra successione iniziale anche in Md
e quindi abbiamo finito.
Mostriamo quindi che β esiste. Poniamo rkMd+1 = l 6 m = rkMd. Il
morfismo α e` dato da una matrice m× l A. Tensorizzando per B/q otteniamo
un minore l× l con determinante non nullo in B/q e quindi invertibile in B. A
meno di cambiare base possiamo supporre che tale minore, che indichiamo con
C, sia dato dalle prime l righe di A. Avremo che (C−1 | 0)A = I, ossia esiste
un morfismo β : Md −→Md+1 per cui α e` un suo spezzamento.
5.3 Dualita` relativa per fasci quasi-coerenti
Vogliamo esporre in questa sezione alcuni risultati relativi alla teoria dei fasci
dualizzanti, che rappresentano un’estensione della teoria della dualita` per gli
spazi proiettivi. Seguiremo l’esposizione data in [Kl]
Nel resto della sezione considereremo fissato un morfismo di schemi f : X −→
Y che sia proprio e finitamente presentabile. Fissiamo inoltre un intero r tale
che dimXy 6 r per ogni y ∈ Y
Definizione 5.45. Una coppia r-dualizzante (f !, tf ) consiste in un funtore
f ! : QCoh(Y ) −→ QCoh(X)
ed una mappa di funtori
tf : (Rr f∗)f ! −→ id
che induca un isomorfismo
f∗HomX(F, f
!N) '−→ HomY (Rr f∗F,N) (5.1)
funtoriale in F ed N , per ogni fascio quasi-coerente F di X e N di Y .
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Esempio 5.46. Consideriamo il caso in cui Y ed X siano affini e noetheriani. Se
r > 0, poiche` Rr f∗ e` isomorfo alla fascificazione di Hr(X,−) che e` nullo, ponen-
do f ! = 0 e tf = 0 abbiamo che banalmente (f !, tf ) e` una coppia r dualizzante.
Stessa conclusione nel caso in cui supponiamo solo che f sia affine (sempre nel
caso noetheriano), dato che dalla definizione e` chiaro che f ! commuta con la
restrizione agli aperti.
Quindi per morfismi affini il caso interessante e` quello con r = 0, ossia
dimXy = 0. Supponendo nuovamente X, Y affini, diciamo Y ' SpecB, X '
SpecA, dalla definizione 5.1, ponendo F = OX e passando alle sezioni globali,
otteniamo un isomorfismo naturale
Γ(X, f !N) ' HomB(A,Γ(Y,N))
Quindi f !, se esiste, e` dato dalla fascificazione del funtoreN −→ HomB(A,Γ(Y,N)).
Si puo` verificare direttamente che in tal caso il morfismo di funtori tf e` dato da
HomY (f∗OX ,N )f∗f !N = N
φ φ(1)
Esempio 5.47. Consideriamo adesso Y ' SpecB noetheriano e PrB
f−→ Y .
Ponendo F = OPrB (−p) in 5.1, otteniamo isomorfismi naturali
f∗HomX(OPrB (−p), f !N)(Y ) ' Γ(PrB , f !N(p))
' HomY (Rr f∗OPrB (−p), N)
' HomY (Rr f∗OPrB (−p),OY )⊗B N(Y )
' HomB(Hr(PrB ,OPrB (−p)), B)⊗B N(Y )
dove si e` usato che Rr f∗OPrB (−p) e` libero per ogni p ∈ Z. La dualita` dello
spazio proiettivo ci assicura che
HomB(Hr(PrB ,OPrB (−p)), B) ' H0(PrB ,OPrB (p− r − 1))
In definitiva, usando la funtorialita` di tali isomorfismi, otteniamo un isomorfismo
di algebre graduate
Γ∗(f !N) ' Γ∗(ωPrB )⊗B N(Y )
dove ωPrB ' det ΩPrB/B ' OPrB (−r − 1) e quindi che, se f ! esiste, e` dato da
f !N ' ωPrB ⊗OPrB f
∗N
Un risultato notevole e` che ([Kl] proposizione 2, teorema 4):
Teorema 5.48. Una coppia r dualizzante (f !, tf ) esiste ed e` unica a meno di
un unico isomorfismo.
Introduciamo un oggetto molto importante e che, come vedremo, permettera`
di caratterizzare i rivestimenti di Gorenstein di grado finito
Definizione 5.49. Un fascio r-dualizzante e` un OX-modulo ωf tale che, per
ogni aperto U di Y ed ogni fascio quasi-coerente N su U , esista un isomorfismo
canonico
f !|f−1(U)N ' (ωf )|f−1(U) ⊗ f∗|f−1(U)N
che sia funtoriale in N e commuti con la restrizione sugli aperti.
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Osservazione. Chiaramente se ωf esiste allora esiste un isomorfismo f !OY ' ωf
e quindi e` unico a meno di isomorfismo.
La prossima proposizione caratterizza il comportamento del fascio dualiz-
zante rispetto al cambiamento di base ([Kl] teorema 5)
Proposizione 5.50. Supponiamo esista un fascio r-dualizzante ωf . Allora ωf
e` piatto su Y e se
X ′
Y ′
X
Y
f ′
α
β
f
e` un diagramma cartesiano allora ωf ′ esiste e vale che
ωf ′ ' α∗ωf
A questo punto possiamo introdurre un altro fondamentale concetto, ossia
quello della dualita` di ordine superiore. A tale scopo supponiamo che il morfismo
f fissato all’inizio sia anche piatto e localmente proiettivo e che le fibre Xy siano
equidimensionali di dimensione r. Diamo la seguente
Definizione 5.51. Diremo che X/Y (o f) possiede la n-dualita` se sono soddi-
sfatte le seguenti condizioni
1. Esiste un fascio r-dualizzante ωf ed e` localmente finitamente presentabile
2. Dati F ∈ QCoh(X), N ∈ QCoh(Y ) cosideriamo la mappa bifuntoriale su
Y indotta dalla coppia di Yoneda
Dm = Dm(F ,N ) : Extmf (F , ωf ⊗ f∗N ) −→ HomY (Rr−m f∗F ,N )
Allora
 Dm e` un isomorfismo per m 6 n se N e` iniettivo nella categoria
QCoh(Y )
 Fissiamo F piatto e localmente finitamente presentabile e m 6 n.
Allora Dm(F ,N ) e` un isomorfismo per ogni N se Rr−m f∗F com-
muta con il cambiamento di base. Viceversa Rmf∗F commuta con il
cambiamento di base se Dm(F|f−1(U),N ) e` iniettivo per ogni aperto
affine U di Y ed ogni fascio N ∈ QCoh(U)
3. La condizione 2) continua a valere se al posto di Y consideriamo un suo
aperto ed al posto di f la restrizione
Diremo che X/Y (o f) possiede piena dualita` se X/Y possiede la r-dualita`.
Definizione 5.52. Uno schema X si dice di Cohen-Macaulay se per ogni p ∈ X
l’anello OX,p e` di Cohen-Macaulay, o, equivalentemente, se ogni aperto affine
di X e` lo spettro di un anello di Cohen-Macaulay.
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I seguenti due teoremi caratterizzano i morfismi f che possiedono la dualita´
di ordine superiore.
Teorema 5.53 ([Kl], teorema 20). Le seguenti condizioni sono equivalenti
 Xy/k(y) possiede la n-dualita`
 X/Y possiede la n-dualita`
Teorema 5.54 ([Kl], teorema 21). X/Y possiede piena dualita` se e solo se Xy
e` uno schema di Cohen-Macaulay per ogni y ∈ Y .
Corollario 5.55. Sia Y uno schema noetheriano ed E un fascio localmente
libero di rango r + 1 con fibrato proiettivo associato pi : P(E) −→ Y . Allora
P(E)/Y possiede piena dualita` e
ωpi ' det ΩP(E)/Y ' (detpi∗E)(−r − 1)
Dimostrazione. Chiaramente pi soddisfa le condizioni iniziali che abbiamo posto
su f e le fibre di pi sono regolari e quindi di Cohen-Macaulay. Infine, grazie a
5.47, esiste un ricoprimento {Ui}i∈I di aperti affini di Y tale che, per ogni i ∈ I,
det ΩP(E)/Y e` un fascio dualizzante su pi−1(Ui) e quindi det ΩP(E)/Y e` un fascio
dualizzante per pi.
Corollario 5.56. Sia Y uno schema noetheriano e ρ : X −→ Y un rivestimento
di grado d. Allora X/Y possiede piena dualita`. Inoltre vale che
ωρ invertibile ⇐⇒ ρ rivestimento di Gorenstein
Dimostrazione. Osserviamo che ρ e` un morfismo piatto, localmente proietti-
vo e localmente finitamente presentabile. Inoltre dato che, per ogni y ∈ Y ,
dimXy = 0 chiaramente Xy e` equidimensionale e di Cohen-Macaulay. Il teore-
ma 5.54 ci assicura quindi che X/Y possiede piena (0) dualita`. Passiamo adesso
all’equivalenza
⇒ Per le proprieta` di cambiamento di base di ωρ abbiamo che (ωρ)y '
ωρy . Possiamo quindi suppore che Y ' Spec k e quindi che X ' SpecA, con
A una k-algebra di grado d. Cambiando il grado d possiamo restringerci ad
un aperto affine che banalizzi ωρ e quindi suppore, tenendo presente 5.46, che
Homk(A, k) ' A. Da 3.37 otteniamo che A e` un anello di Gorenstein
⇐ Possiamo ricondurci al caso in cui Y ' SpecB, con (B, q) locale. Vo-
gliamo mostrare che ωρ ' OX . X ' SpecA, con A una B-algebra libera di
rango d e, se indichiamo con M = HomB(A,B), ωρ ' M˜ . Per ipotesi A/qA
e` Gorenstein e quindi, per 3.37, M/qM 'A/qA A/qA. Dato che M e` un B
modulo finitamente generato, per Nakayama, otteniamo che M e` generato co-
me A-modulo da un elemento, ossia esiste una suriezione A −→ M . Abbiamo
quindi una successione esatta
0 −→ K −→ OX φ−→ ωρ −→ 0
Dato che ωρ e` flat su Y , tale successione rimane esatta sulle fibre. Ma φy
e` una suriezione fra fasci liberi dello stesso rango e quindi e` un isomorfismo.
In particolare per ogni y ∈ Y abbiamo Ky = 0 e quindi K = 0 e φ e` un
isomorfismo.
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Valgono i seguenti risultati
Proposizione 5.57 ([Kl],Lemma 14). Supponiamo che la n-dualita` avvenga su
X/Y e siano F e N fasci quasi-coerenti rispettivamente su X e Y . Se F e`
piatto e localmente finitamente presentabile oppure N e` iniettivo nella categoria
dei fasci quasi-coerenti di X allora
ExtqX(F , f !N ) = 0 per q 6 min(n, r − d− 1)
dove d = maxy∈Y dim SuppFy
Teorema 5.58 ([Kl],Teorema 15). Sia h : Z −→ X un morfismo finito e
finitamente presentabile tale che la composizione g = f ◦ h : Z −→ Y sia piatta
e ogni sua fibra abbia dimensione s. Supponiamo inoltre che la (r − s)-dualita`
avvenga su X/Y . Allora esiste un isomorfismo canonico di funtori in N
(Extr−sX (h∗OZ , f !N )˜ '−→ g!N
Corollario 5.59. Sia Y uno schema noetheriano, ρ : X −→ Y un rivestimento
di grado d e E un fascio localmente libero di rango n + 1 con fibrato proiettivo
associato pi : P(E) −→ Y . Supponiamo inoltre che esista un’immersione chiusa
i : X −→ P(E) finitamente presentabile tale che ρ = pi ◦ i. Allora
ExtjP(E)(i∗OX , ωpi) '
{
0 j < n
i∗ωρ j = n
Dimostrazione. Vogliamo applicare il lemma 5.57 a pi, con F = i∗OX e N = OY
(pi!OY ' ωpi). In tal caso r = n, F e` piatto e finitamente presentabile e
dim SuppFy = dimXy = 0 per ogni y ∈ Y . Abbiamo quindi l’annullarsi di
ExtjP(E)(i∗OX , ωpi) per j < n. Applichiamo adesso il teorema 5.58 alla composi-
zione ρ = pi ◦ i. Dato che i e` un morfismo proprio e se p ∈ P(E), Xp ⊆ Xpi(p) da
cui |Xp| < ∞, per il teorema di Chevalley i e` un morfismo finito. ρ e` piatto e
possiede la 0 dualita` e P(E)/Y possiede la n-dualita`, quindi possiamo applicare
il teorema 5.58 con N = OY e dedurre l’ultima uguaglianza dell’enunciato.
Osservazione 5.60. Sia ρ un rivestimento di grado d e poniamo E = (coker ρ#)∨.
Per 1.3 abbiamo una successione esatta
0 −→ OY ρ
#
−→ ρ∗OX −→ G −→ 0
con G localmente libero di rango d − 1. In particolare E e` localmente libero e
G∨ = E . Passando al duale, poiche` ogni fascio considerato e` localmente libero,
otteniamo una successione esatta ed in particolare un morfismo
E φ−→ HomY (ρ∗OX ,OY ) ' ρ∗ωρ
Applicando ρ∗ otteniamo un morfismo
ρ∗E ρ
∗φ−−→ ρ∗ρ∗ωρ −→ ωρ (5.2)
Definizione 5.61. Sia ρ un rivestimento di grado d. Diremo che 5.2 e` il
morfismo associato al rivestimento ρ.
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Nel capitolo finale mostreremo che se ρ e` un rivestimento di Gorenstein
allora il morfismo associato a ρ e` surgettivo e ne dedurremo l’esistenza di una
immersione chiusa i : X −→ P(E). Mostriamo adesso che il morfismo associato
ad un rivestimento commuta con il cambiamento di base.
Lemma 5.62. Sia Y uno schema noetheriano e ρ : X −→ Y un rivestimento
di grado d. Supponiamo di avere un diagramma cartesiano
X ′
Y ′
X
Y
ρ′
β
α
ρ
Allora ρ′ e` un rivestimento di grado d e posti E = HomY (coker ρ#,OY ), E ′ =
HomY ′(coker ρ
′#,OY ′) esistono isomorfismi
ρ′∗E ′ ωρ′
β∗ρ∗E β∗ωρ
' '
dove le mappe orizzontali sono quelle associate ai rivestimenti ρ e ρ′.
Dimostrazione. Per 1.2 sappiamo che ρ′ e` un rivestimento di grado d. Os-
serviamo innanzitutto che, poiche` ρ e` affine, si ha un isomorfismo di funtori
ρ′∗β
∗ ' α∗ρ∗. La successione esatta T relativa a ρ#, essendo composta di fasci
localmente liberi, rimane esatta se vi si applica α∗, e quindi α∗T e` isomorfa alla
successione esatta relativa a ρ′#. Dualizzando e tenendo presente l’osservazione
iniziale ed il fatto che in questo caso, dato che i fasci considerati sono localmente
liberi, α∗ commuta con il duale otteniamo isomorfismi
α∗E α∗ρ∗ωρ
E ′ ρ′∗β∗ωρ
' '
dove l’isomorfismo di destra si puo` verificare essere indotto dall’isomorfismo
ρ′∗β
∗ ' α∗ρ∗. Tenendo presente sempre tale isomorfismo ed applicando ρ′∗ si
ottiene la tesi.
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Capitolo 6
Rivestimenti di Gorenstein
Definizione 6.1 (Rivestimento di Gorenstein). Dati due schemi X,Y , un ri-
vestimento di Gorenstein di grado d fra X ed Y e` un rivestimento ρ : X −→ Y
di grado d tale che ∀y ∈ Y la fibra Xy e` uno schema di Gorenstein.
Indichiamo con GRivd(Y ) la sottocategoria piena di Rivd(Y ) dei rivestimenti
di Gorenstein su Y .
In questo capitolo vogliamo cercare di caratterizzare i rivestimenti di Goren-
stein di grado maggiore o uguale a 3. Abbiamo visto in 3.42 che ogni rivestimento
di grado 2 e` di Gorenstein ed anche che per il grado 3 questo non e` piu` vero,
portando come controesempio il rivestimento
Spec k[X,Y ]/(X2, XY, Y 2) −→ Spec k
Come sara` chiaro nel seguito (e come si puo` intuire dalla proposizione 3.41) la
caratterizzazione che daremo non puo` essere estesa ai gradi minori.
Lo scopo di questo capitolo e` dimostrare un risultato ottenuto in [1] sui rive-
stimenti di Gorenstein, cercando di esprimerlo come equivalenza fra la categoria
dei rivestimenti di Gorenstein GRivd(Y ) ed una categoria che definiremo piu`
avanti. Mostreremo inoltre che la stessa caratterizzazione, che in [1] viene fat-
ta per schemi noetheriani integri, puo` essere fatta assumendo la sola ipotesi di
noetherianita`.
Come nel caso di rivestimenti qualsiasi, iniziamo mostrando che
Lemma 6.2. La proprieta` di essere un rivestimento di Gorenstein di grado d
e` stabile per cambiamento di base.
Dimostrazione. Grazie a 1.2 e` sufficiente mostrare che se ρ : X −→ Y e` un
rivestimento di Gorenstein di grado d e ρ′ : X ′ −→ Y ′ e` ottenuto da un cam-
biamento di base g : Y ′ −→ Y , allora le fibre di ρ′ sono ancora di Gorenstein.
In particolare possiamo supporre che Y ′ sia lo spettro di un campo F . Se il
punto generico di SpecF viene mandato da g in q ∈ Y , allora g si fattorizzera`
attraverso Spec k(q) e quindi possiamo assumente anche che Y ' Spec k e che
F/k sia un’estensione di campi. In particolare X ' SpecA, per una qualche
k-algebra di dimensione finita. Per 3.64 e` sufficiente mostrare che le fibre di
X ′ −→ X, che e` piatto, sono di Gorenstein, e quindi assumere che X sia lo
spettro di un campo F ′ (la dimensione rimane finita poice` k(p) e` un quoziente
di A). Ci siamo quindi ricondotti a dimostrare che A = F⊗kF ′, con F ′/k finita,
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e` di Gorenstein. A e` una F -algebra di dimensione finita, quindi possiamo usare
la caratterizzazione data in 3.37. Poiche` dimF A < ∞ avremo un isomorfismo
(di A-moduli)
HomF (A,F ) ' Homk(F ′, k)⊗k F ' Homk(F ′, k)⊗F ′ A ' A
6.1 Immersioni non degeneri ed aritmenticamen-
te di Gorenstein per k-algebre di dimensione
finita
Se ρ : X −→ Spec k e` un rivestimento di grado d e X ' SpecA, quindi con A una
k-algebra di dimensione d su k, allora ogni suriezione R = k[X1, . . . , Xn] −→ A
induce un’immersione chiusa X −→ Ank che rimane tale se la si compone con
l’inclusione Ank ⊆ Pnk , dato che X e` un numero finito di punti chiusi. In parti-
colare ogni rivestimento di grado d su un campo e` proiettivo. Se aggiungiamo
l’ipotesi che X sia di Gorenstein, ossia che ρ sia un rivestimento di Gorenstein,
possiamo trovare particolari immersioni di questa forma, che, come vedremo,
avranno la proprieta` di essere non degeneri, con anello delle coordinate omoge-
nee di Gorenstein e in cui il numero di generatori n e` d− 2. In particolare, oltre
a mostrare l’esistenza di tali immersioni, riusciremo a calcolarne esplicitamente
anche la risoluzione minima e questo, come vedremo, rappresentera` il passo base
per la classificazione delle successive sezioni.
Iniziamo introducendo la definizione di immersione aritmenticamente di Go-
renstein:
Definizione 6.3. Sia k un campo ed i : X −→ Pnk un’immersione chiusa. i si
dice aritmenticamente di Gorenstein se l’anello delle coordinate associato ad i
e` un anello di Gorenstein.
Il teorema di esistenza di tali immersioni che abbiamo anticipato e` il seguente
Teorema 6.4. Sia k un campo infinito, d un intero maggiore od uguale a 3 ed
A una k-algebra di Gorenstein di dimesione d su k. Allora esiste un’immersione
non degenere e aritmenticamente di Gorenstein su k
SpecA −→ Pd−2k
Osservazione 6.5. Come vedremo in seguito l’ipotesi k infinito non e` necessaria.
D’altra parte l’immersione che troveremo (non esplicitamente) per i campi finiti
in generale non si spezzera` attraverso un aperto coordinato di Pd−2k . Ad esempio
F32 non ammette una immersione chiusa in A1F2 perche` F
3
2 non puo` essere generato
come algebra su F2 da un solo elemento (3.42).
Osservazione 6.6. Per 3.65 una k-algebra A per cui esista un’immersione come
nell’enunciato e` di Gorenstein e quindi non si puo` sperare di generalizzare l’e-
nunciato ad una k-algebra qualsiasi. D’altra parte e` interessante osservare che
in generale se X ' SpecA, dove A e` una k-algebra di dimensione d > 3, non
esistono immersioni chiuse X i−→ Pd−2k . Consideriamo R = k[X1, . . . , Xd−1],
m = (X1, . . . , Xd−1) ed A = R/m2. A e` una k-algebra locale di dimensione d
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su k non di Gorenstein dato che SocA = m/m2 e dimkm/m2 = d − 1 > 2.
Se per assurdo esistesse un’immersione chiusa i : X −→ Pd−2k , dato che X e`
costituito da un punto, i si fattorizzarebbe attraverso un aperto coordinato di
Pd−2k e quindi esisterebbe una suriezione k[Y1, . . . , Yd−2]
φ−→ A. Quozientando
per i polinomi Yt − at nel caso che φ(Yt) = at ∈ k e rinominando le variabi-
li otteniamo una suriezione R′ = k[Y1, . . . , Yl]
ψ−→ A con l < d − 1 e ψ(Yt)
non invertibile per ogni t. Se m′ = (Y1, . . . , Yl) avremo che m′2 ⊆ kerψ e di
conseguenza l’esistenza di un’applicazione lineare surgettiva R′/m′2 −→ A con
dimk R′/m′2 = l + 1 < d = dimk A, da cui otteniamo un assurdo.
Per dimostrare 6.4, abbiamo bisogno dei seguenti due lemmi.
Lemma 6.7. Sia X uno schema finito su un campo k e supponiamo esista una
immersione chiusa X ⊆ Ank = Spec k[X1, . . . , Xn] ⊆ Pnk = Proj k[X0, . . . , Xn]
definita nello spazio affine da un ideale I. Siano inoltre J , SX rispettivamente
l’ideale e l’anello delle coordinate omogenee associati ad X. Allora
 J e` generato dalle omogeneizzazioni rispetto ad X0 degli elementi di I
 X0 e` un non divisore dello 0 in SX e SX/X0SX e` un anello locale (in
senso classico) di dimensione 0
 se f1, . . . , fm ∈ I e g1, . . . , gm sono le componenti omogenee di grado
massimo di, rispettivamente, f1, . . . , fm abbiamo una suriezione
k[X1, . . . , Xn]/(g1, . . . , gm) −→ SX/X0SX (6.1)
 Se I = (f) allora J e` generato dalla omogeneizzazione rispetto a X0 di f
e l’omomorfismo 6.1 rispetto ad f e` un isomorfismo.
Dimostrazione. Sia T = SX . L’immersione chiusa e` data da X ' ProjT −→
Pnk . L’ipotesi che V (X0) ∩X = ∅ ci dice che XX0 = X. In particolare, per ogni
indice i, XX0Xi = XXi e quindi la mappa
T(Xi) −→ T(XiX0) = T(Xi),X0Xi (6.2)
e` un isomorfismo e X0/Xi ∈ T(Xi) e` invertibile. Sia ora J l’ideale associato
ad X. Abbiamo che J(X0) = I (dove si considera I come ideale di S(X0) =
k[X1X0 , . . . ,
Xn
X0
]), dato che entrambi definiscono X come sottoschema chiuso di
Ank . Vogliamo far vedere che J coincide con l’ideale
J ′ = {s ∈ S | s omogeneo e s(X0) ∈ I}
Usando 2.63 avremo che J ⊆ J ′. Viceversa se s ∈ J ′ allora
s/Xdeg si (X0/Xi)
− deg s = s/Xdeg s0 = 0
considerando il morfismo T(X0) −→ T(XiX0) = T(Xi). Dato che T(Xi) ' S(Xi)/J(Xi)
otteniamo che J = J ′. In particolare, le omogeneizzazioni degli elementi di I
sono elementi di J , mentre se h ∈ J abbiamo che, per qualche k, h = Xk0 f dove
f e` l’omogeneizzazione di h(X0).
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Se X0 fosse un divisore dello zero in T , ossia tX0 ∈ J per qualche t /∈ J , per
quanto appena visto, otterremmo l’assurdo
t(X0) = (tX0)(X0) ∈ I =⇒ t ∈ J
Inoltre, se P ⊆ T e` un primo che contiene X0, allora P ∗ e` un primo omogeneo di
T che contiene X0. Ma allora P ∗ e di conseguenza P coincidono con il massimale
omogeneo di T . Quindi T/X0T e` locale di dimensione 0.
Se f1, . . . , fm ∈ I ed indichiamo con −ˆ l’operazione di omogeneizzazione
rispetto ad X0, per quanto appena visto (fˆ1, . . . , ˆfm) ⊆ J e dunque esiste una
suriezione
k[X0, . . . , Xn]/(fˆ1, . . . , ˆfm) −→ T (6.3)
da cui si deduce 6.1. Nel caso in cui I e` principale generato da f avremo che
J = (fˆ), infatti se h ∈ J e quindi h(X0) ∈ I, otteniamo una relazione della
forma Xk0h = λfˆ e, tenendo presente che fˆ e` primo con X0 (ed escludendo
il caso banale f = 0), che h ∈ (fˆ). Risulta quindi chiaro che 6.3 e 6.1 sono
isomorfismi.
Lemma 6.8. Sia k un campo e V un k-spazio di dimensione finita insieme ad
una forma bilineare simmetrica <,>. Allora
 se char k 6= 2 oppure <,> non e` alternante, esiste una base ortogonale per
V
 se <,> e` alternante (e quindi V = 0 o char k = 2) allora esiste una base
e1, . . . , en tale che, se i 6 j,
< ei, ej >=
{
0 se j 6= i+ 1 o j dispari
1 se j = i+ 1 e` pari
Dimostrazione. L’osservazione essenziale e` che se W e` un sottospazio di V che
sia non singolare rispetto a <,>, allora V = W ⊕W⊥ e <,> e` non singolare su
W⊥. Infatti, per la non singolarita` su W , abbiamo che W ∩W⊥ = 0. Inoltre,
se v ∈ V e w1, . . . , wk e` una base di W allora la condizione v −
∑
i aiwi ∈ W⊥
puo` essere espressa come un sistema lineare∑
i
ai < wi, wj >=< v,wj >
con incognite a1, . . . , ak e matrice la matrice di <,>|W . Poiche` quest’ultima e`
non singolare per ipotesi, abbiamo sempre una soluzione. Tornando all’enun-
ciato, dividiamo la dimostrazione in vari casi ed in ognuno di questi ragioniamo
per induzione su dimk V . Il caso base e` sempre quello zero dimensionale, quindi
supponiamo V 6= 0.
char k 6= 2. In tal caso la forma <,> non puo` essere alternante, dato che
altrimenti < v,w >= 12 (< v + w, v + w > − < v, v > − < w,w >) = 0.
Esiste quindi un vettore v ∈ V tale che < v, v > 6= 0. Ovviamente <,> e` non
singolare su W =< v >k, quindi V = W ⊕W⊥ e l’induzione su W⊥ permette
di completare v ad una base ortogonale di V .
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<,> alternante. Poiche` <,> e` non singolare esistono u, v ∈ V tali che
< u, v > 6= 0 e normalizzando < u, v >= 1. Sia W =< u, v >k. La matrice di
<,>|W e` data da (
0 1
−1 0
)
In particolare W e` non singolare rispetto a <,> e l’ipotesi induttiva su W⊥ da
il risultato voluto.
char k = 2 e <,> non alternante. Mostriamo che esiste v ∈ V tale che
< v, v > 6= 0 e <,> non e` alternante su {v}⊥. Sappiamo che esiste v ∈ V
tale che < v, v > 6= 0. Consideriamo W =< v >k. Se <,> su W⊥ non e`
alternante o W⊥ = 0, abbiamo finito. Supponiamo quindi che W⊥ 6= 0 e che
<,> sia alternante su W⊥. Dal caso precedente abbiamo u, z ∈ W⊥ tali che
< u, z >= 1. Mostriamo che l’elemento v′ = v + u + z soddisfa le richieste.
Abbiamo che < v′, v′ >=< v, v > 6= 0 e si puo` verificare direttamente che
z = v+ < v, v > u e` ortogonale a v′ e < z, z >=< v, v >6= 0.
Dimostrazione del teorema 6.4. d = 3. Grazie a 3.42 sappiamo cheA ' K[X]/(q(X))
con q un polinomio di grado 3. Otteniamo quindi una immersione chiusa
SpecA −→ A1k ⊆ P1k. Sia SX l’anello delle coordinate omogenee di X ed I
l’ideale associato all’immersione. Grazie a 6.7 sappiamo che I e` generato da
qom e che
SX/X0SX ' k[X]/(X3)
La prima informazione ci assicura che i e` non degenere, la seconda che SX/X0SX
e di conseguenza SX sono di Gorenstein.
d > 3. Poniamo X = SpecA. Vogliamo appliccare 3.41. Sappiamo che su
A esiste una mappa di traccia η, mostriamo che essa puo` essere scelta di modo
che η(1) = 0. Supponiamo per assurdo che ker η ⊆ ⋃p∈X p. Poiche` k e` infinito,
esisterebbe p ∈ X tale che ker η ⊆ p e per dimensione p = ker η. Ma ker η puo`
contenere solo l’ideale nullo, dunque p = ker η = 0 ed A ' k, assurdo dato che
dimk A = d > 3. Dunque esiste a ∈ ker η invertibile, ma allora aη e` una mappa
di traccia tale che aη(1) = η(a) = 0. Possiamo quindi supporre che η(1) = 0.
Allora, grazie alla proposizione 3.41, abbiamo una decomposizione della forma
A = k ⊕ F ⊕ ke∗ e A = k + F + F 2
insieme ad una forma bilineare simmetrica <,> non degenere su A e su F ed
associata ad η. Otteniamo quindi un’immersione chiusa i : X −→ Ad−2k ⊆ Pd−2k
associata al morfismo surgettivo SF −→ A. Indichiamo con X1, . . . , Xd−2 le
coordinate di SF , con X0 la coordinata aggiuntiva del proiettivo ed infine con
J , SX rispettivamente l’ideale e l’anello delle coordinate omogenee associati ad
i. Se J contenesse una forma lineare omogenea µ, la sua deomogeneizzazione
rispetto ad X0, vista in A, sarebbe nulla e quindi tali sarebbero i suoi coefficienti.
Dunque i e` non degenere. Per mostrare che SX e` di Gorenstein, dividiamo
la dimostrazione in due casi, ossia char k 6= 2 oppure <,> non alternante e
char k = 2 e <,> alternante.
char k 6= 2 oppure <,> non alternante. In tale situazione, grazie a 6.8,
otteniamo una base ortogonale e1, . . . , ed−2 di F . In particolare
η(eiej) =< ei, ej >= 0 ⇐⇒ i 6= j
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Poiche` ker η = k ⊕ F , 1, e1, . . . , ed−2, ed−1 = e21 e` una k-base di A. Scriviamo
adesso le relazioni
eiej = fi,j(e1, . . . , ed−1)
dove le fi,j sono forme lineari (non omogenee). Osserviamo in particolare che
se i 6= j < d − 1 allora, applicando η, abbiamo che fi,j non dipende da ed−1.
Poniamo Xd−1 = X21 . Allora qi,j = XiXj − fi,j(X1, . . . , Xd−1) sono elementi di
I. Per mostrare che SX e` di Gorenstein, calcoliamo esplicitamente SX/X0SX .
Le componenti omogenee di grado massimo in qi,j sono XiXj , per i 6= j, X2i −
aiX
2
1 ai 6= 0,XiX21 per i > 1, ed infine X31 , X41 . Tenendo conto di 6.7 abbiamo
una suriezione
k[X1, . . . , Xd−2]
(XiXj i 6= j,X2i − aiX21 i > 1, X31 )
−→ SX/X0SX (6.4)
vogliamo far vedere che e` un isomorfismo. Indichiamo con R l’anello sulla si-
nistra. Vogliamo mostrare che 1, X1, . . . , Xd−2, X21 generano R su k. L’idea
e` semplice: dove trovo XiXj con i 6= j < d − 1 ho 0, se invece trovo X2i con
1 < i < d−1 lo scambio con aiX21 . In tal modo ogni polinomio puo` essere scritto
come somma di una parte lineare in 1, X1, . . . , Xd−2 e altri monomi della forma
Xt1. Ma questi ultimi per t > 2 sono nulli e quindi abbiamo finito. Per mostrare
che 6.4 e` un isomorfismo e` quindi sufficiente verificare che 1, X1, . . . , Xd−2, X21
sono indipendenti in SX/X0SX . Supponiamo quindi di avere una relazione
b0 + b1X1 + · · ·+ bd−2Xd−2 + bd−1X21 = X0µ
in SX . Chiaramente b0 = 0 e, guardando alle parti lineari e tenendo presente che
J non contiene forme lineari omogenee, otteniamo anche b1 = · · · = bd−2 = 0.
Avendo eliminato i primi addendi, possiamo supporre µ omogeneo di grado
1. Ma adesso, deomogeneizzando rispetto ad X0 (e quindi passando in A),
otteniamo che bd−1e21 ∈ k⊕F e quindi bd−1 = 0. Possiamo mostrare adesso che
R ' SX/X0SX e` di Gorenstein. Per 6.7 R e` un anello locale di dimensione 0 con
massimale m = (X1, . . . , Xd−2). Per mostrare che e` di Gorenstein calcoliamo
SocR. Sia g = b0 + b1X1 + · · · + bd−2Xd−2 + bd−1X21 ∈ SocR. b0 = 0 poiche`
g ∈ m, inoltre 0 = Xjg = bjX2j = ajbjX21 da cui bj = 0 poiche` X21 6= 0.
In definitiva SocR = kX21 e quindi SX/X0SX e di conseguenza SX sono di
Gorenstein.
char k = 2 e <,> alternante. Per 6.8 possiamo scegliere una base e1, . . . , ed−2
di F tale che, se i 6 j,
η(eiej) =< ei, ej >=
{
0 se j 6= i+ 1 o j dispari
1 se j = i+ 1 e` pari
Il ragionamento e` molto simile al caso precedente. Come base di A si sceglie
1, e1, . . . , ed−2, ed−1 = e1e2, si scrivono le relazioni eiej = fi,j(e1, . . . , ed−1) e
si pone Xd−1 = X1X2 e qi,j = XiXj − fi,j(X1, . . . , Xd−1). Le componenti
omogenee di grado massimo saranno XiXj − ai,jX1X2 per i 6 j con ai,j =<
ei, ej >, XiX1X2 e (X1X2)2 ed il SocR risulta essere kX1X2.
Passiamo adesso alla caratterizzazione di tali immersioni rispetto alle loro
risoluzione minime. Iniziamo introducendo le seguenti successioni di numeri.
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Definizione 6.9. Fissato un intero d > 3 definiamo
qk =
 0−k − 1−d
k 6 0 e k > d− 2
1 6 k 6 d− 3
k = d− 2
βk =

1
k(d−2−k)
d−1
(
d
k+1
)
0
k = 0 e k = d− 2
1 6 k 6 d− 3
k > d− 2
Osservazione 6.10. Un semplice conto mostra che valgono le relazioni
βt = (−1)t+1
∏
j 6=t
−qj
qt − qj per 1 6 t 6 d− 2
qd−2−k = −qk − d per 0 6 t 6 d− 2
che ricordano le relazione ottenute in 3.72. Questo non e` un caso:
Proposizione 6.11. Sia d un intero maggiore od uguale a 3 ed i : X −→ Pd−2k
un’immersione chiusa per cui esista una risoluzione
0 −→ Oβd−2Pd−2k (qd−2) −→ . . . −→ O
β1
Pd−2k
(q1) −→ OPd−2k −→ i∗OX −→ 0 (6.5)
Allora tale risoluzione e` una risoluzione minima di X, i e` un’immersione non
degenere ed aritmeticamente di Gorenstein ed X e` uno schema affine di Goren-
stein di dimensione 0.
Dimostrazione. Vogliamo applicare 3.78. La risoluzione 6.5 e` una risoluzione
pura di tipo (−q1, . . . ,−qd−2) e poiche` questa e` una successione crescente, e` una
risoluzione minima per X. Tenendo conto dell’osservazione 6.10 e del fatto che
βd−2 = 1, se indichiamo con SX l’anello delle coordinate di X, abbiamo che SX
e` un anello di Gorenstein di dimensione 1. In particolare i e` aritmeticamente
di Gorenstein ed X e` uno schema di Gorenstein. Sempre per 3.78, se S =
k[X0, . . . , Xd−2] ed I e` il fascio di ideali associato ad X, avremo una suriezione
S(q1)β1 −→ Γ∗(I)
In particolare Γ∗(I) non contiene forme lineari omogenee e quindi i e` non dege-
nere. Infine, se p e` un primo omogeneo di SX diverso dal massimale omogeneo,
poiche` dimSX = 1 avremo che p e` un punto chiuso di ProjSX ' X e quindi
dimX = 0. Dato che X e` noetheriano ed e` unione di un numero finito di punti
chiusi (e quindi aperti) abbiamo anche che X e` affine.
Come vedremo piu` avanti in un caso piu` generale, applicando la coomologia
alla successione 6.5, si puo` dimostrare che X e` lo spettro di una k-algebra di
dimensione d o, detto altrimenti, X −→ Spec k e` un rivestimento di Gorenstein
di grado d. Un risultato fondamentale, potremmo dire il punto di partenza per
la caratterizzazione dei rivestimenti di Gorenstein che vogliamo esporre, e` che
vale il viceversa della precedente proposizione, ovvero
Teorema 6.12. Sia d > 3 ed i : X −→ Pd−2k un’immersione chiusa non degene-
re ed aritmeticamente di Gorenstein. Supponiamo inoltre che X −→ Spec k sia
un rivestimento di Gorenstein di grado d. Allora X ha una risoluzione minima
della forma 6.5.
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Dimostrazione. Vogliamo innanzitutto ricondurci al caso k infinito. A questo
proposito possiamo consideriamo il cambiamento di base i′ : X ′ −→ Pd−2
k
di
i rispetto a k −→ k. Mostriamo che sono soddisfatte ancora le ipotesi. X ′ e`
ancora una schema di Gorenstein, poiche` abbiamo mostrato che si ha il cambia-
mento di base per tali rivestimenti. Per 2.67 i′ e` non degenere e per 2.64, posto
SX l’anello delle coordinate di X, SX′ ' SX ⊗k k e` l’anello delle coordinate di
i′. Dato che X e` affine zero-dimensionale, otteniamo subito che dimSX = 1.
Inoltre SX e` Gorenstein e quindi in particolare di Cohen-Macaulay. Poiche` il
massimale omogeneo non e` associato (non e` minimale) esiste un non divisore di
0 omogeneo x ∈ SX . In particolare SX/xSX e` una k-algebra locale di dimensio-
ne finita e di Gorenstein. Sempre per il cambiamento di base per rivestimenti di
Gorenstein, otteniamo che SX/xSX⊗k k ' SX′/xSX′ e` un anello di Gorenstein.
Inoltre x e` un non divisore di zero anche per SX′ e quindi SX′ e` di Gorenstein,
ossia i′ e` un’immersione aritmeticamente di Gorenstein. Infine, per piattezza,
una risoluzione minima di I tensorizzata per k da una risoluzione minima di I ′
e quindi devono essere della stessa forma.
Supponiamo quindi che k sia infinito e poniamo R = k[X0, . . . , Xd−2] l’anello
dei polinomi di Pd−2k e X ' SpecB, dove B e` una k-algebra di Gorenstein di
dimensione d su k. Poiche` |X| <∞, possiamo trovare un elemento omogeneo di
grado 1 non contenuto in nessuno dei primi omogenei non massimali. A meno
di un automorfismo (graduato) di R possiamo supporre che tale elemento sia
X0. Come fatto sopra, dato che SX e` di Cohen-Macaulay, X0 non e` contenuto
in nessun primo associato e quindi e` un non divisore dello 0. In particolare
(SX)(X0) ' B, ossia i si fattorizza attraverso un’immersione chiusa X −→ Ad−2k .
Per ipotesi SX e` di Gorenstein e quindi ωSX ' SX(a), dove a = a(SX) (3.54).
Supponiamo di sapere che 0 6 a 6 1. Dato che SX e` un modulo graduato
finitamente generato su R, abbiamo per il teorema di Hilbert che pdSX < ∞
e piu` in particolare per la formula di Auslander-Buchsbaum, tenendo presente
che SX e` di Cohen-Macaulay, che pdSX = d− 2. Quindi la risoluzione minima
T di SX e` della forma
T : 0 −→ Td−2 −→ . . . −→ T0 −→ SX
dove T0 = R. Applicando HomR(−, ωR) a T , per 3.53 otteniamo una risoluzione
di ωSX , che sara` anche minima poiche` e` minima localizzando nel massimale omo-
geno ( Tm e` isomorfa al proprio duale per 3.71 ). Dall’unicita` della risoluzione
minima avremo che
Hom(T , ωR)(−a) ' Hom(T , R)(1− d− a) ' T
ossia, per ogni k, Tk∨ ' Td−2−k(d + a − 1). In particolare per k = d − 2
otteniamo che Td−2 ' R(1 − d − a). Poiche` il massimale omogeneo di SX e`
massimale, i gradi dei generatori di Tk sono univocamente determinati e poniamo
λk, µk rispettivamente il minimo e il massimo di questi cambiati di segno (ossia
esattamente i numeri che compaiono nella decomposizione). In particolare µk 6
λk e µd−2 = λd−2 = 1− d− a. Tenendo presente 3.72 e` sufficiente mostrare che
λk = µk = −k−1 = qk per 0 < k < d−2 e che a = 1, infatti in tal caso i ranghi
sono univocamente determinati dai qk. Dalla minimalita` di T otteniamo che
la successione λk e` strettamente decrescente, mentre dall’isomorfismo Tk∨ '
Td−2−k(d + a − 1), che λk = −µd−2−k − d + 1 − a, in particolare anche la
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successione µk e` strettamente decrescente. Infine poiche` I non contiene forme
lineari avremo anche λ1 6 −2 e quindi che λd−3 > µd−3 > 3− d− a.
Supponiamo per assurdo che a = 0. Se d = 3 allora la nostra successione
diventa 0 −→ R(−2) −→ R −→ SX −→ 0, ossia SX ' k[X0, X1]/(g(X0, X1)),
con deg g = 2. Deomogeneizzando rispetto ad X0 troviamo che B = SX,(X0) e`
quoziente di K[X1] per un polinomio di grado minore di 3 e quindi dimk B < 3,
contro le ipotesi. Se d > 3 allora le successioni λk e µk, per 0 < k < d− 2, sono
strettamente decrescenti e contenute in {3−d = −1−(d−4), . . . ,−1−(1) = −2},
che da un assurdo per la cardinalita`.
Abbiamo quindi che a = 1. Se d = 3 abbiamo la succesione cercata, se
d > 3, ragionando come prima, le successioni λk e µk sono contenute in {2−d =
−1 − (d − 3), . . . ,−1 − (1) = −2} e quindi necessariamente λk = µk = −k − 1
per 0 < k < d− 2, come voluto.
Rimane quindi solo da mostrare che 0 6 a = a(SX) 6 1. Osserviamo che
vale la relazione b = a(SX/X0SX) = a(SX) + 1 (3.56), quindi ci riconduciamo
a mostrare che 1 6 b 6 2. Poniamo A = SX/X0SX . A e` una k-algebra
locale di dimensione finita su k e di Gorenstein. Indichiamo con m il massimale
(omogeneo) di A. In particolare, A e` iniettivo e quindi Exti(A/m,A) = 0 per
i > 0. D’altra parte SocA e` semplice, quindi HomA(A/m,A) ' A/m, generato
da un morfismo non nullo A/m −→ SocA. Osserviamo anche che SocA e`
un ideale omogeneo di A e quindi generato su k da un elemento omogeneo y.
Mostriamo che deg y = b. Ricordando la graduazione data a HomA(A/m,A) (i
morfismo graduati con gradi variabili) e tenendo presente che A/m e` concentrato
in grado 0, avremo che HomA(A/m,A(deg y)) ' A/m come moduli graduati e
quindi per definizione A(deg y) e` il modulo canonico di A, da cui b = deg y.
Osserviamo che A non e` un campo ed in particolare X1 6= 0 in A, dato che
altrimenti m = X0SX e X1 = X0η, con η ∈ k, contro la non degenericita` di i.
Questo ci assicura che b > 1.
Indichiamo con xi = Xi/X0 ∈ B = (SX)(X0). Ricordiamo che, da 6.7,
se p(x1, . . . , xd−2) = 0 in B e q e` l’omogeneizzazione rispetto X0 di p, allora
q(X0, X1, . . . , Xd−2) = 0 in SX .
Osserviamo che 1, x1, . . . , xd−2 sono indipendenti su k, dato che ogni relazio-
ne di dipendenza lineare, omogeneizzando, da una forma lineare omogenea nulla
in SX , che quindi ha i coefficienti nulli poiche` i e` non degenere. Se per ogni
j, x1xj ∈ (1, x1, . . . , xd−2)k, omogeneizzando ed andando in A avremmo che
X1Xj = 0 per ogni j. Dato che anche X1 6= 0 in A avremmo che SocA = X1k,
ossia b = 1.
Se questo non accade, esiste un indice r tale che 1, x1, . . . , xd−2, x1xr e` una
k-base di B. Preso un qualsiasi monomio p in X1, . . . , Xd−2 di grado maggiore
di 2, scrivendolo rispetto a questa base, omogeneizzando ed andando in A,
otteniamo p = 0. Quindi A e` nullo in grado maggiore di 2 e di conseguenza
necessariamente b 6 2.
6.2 Risoluzioni di Gorenstein: la categoria PGord(Y )
Data la peculiarita` delle risoluzione della forma 6.5 e l’importanza che esse
avranno nel seguito diamo la seguente definizione:
Definizione 6.13 (Risoluzione di Gorenstein). Sia d > 3 un intero ed Y uno
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schema noetheriano. Una risoluzione di Gorenstein su Y e` una terna (E ,M, α)
dove
 E e` un fascio localmente libero su Y di rango d− 1
 M = (Md−2, . . . ,M1) sono fasci localmente liberi su Y con rkMi = βi
 α = (αd−2, . . . , α1) sono morfismi tali che, posto pi : P(E) −→ Y il fibrato
proiettivo associato a E, la seguente successione
N∗ : 0 −→ pi∗Md−2(qd−2) αd−2−−−→ . . . α2−→ pi∗M1(q1) α1−→ OP(E) (6.6)
sia esatta.
Osservazione 6.14. Data una risoluzione di Gorenstein (E ,M, α) su Y risultano
definiti:
 il fibrato proiettivo pi : P(E) −→ Y
 il fascio di ideali I = Imα1 e quindi una immersione chiusa i : X −→ P(E).
 un morfismo ρ = i ◦ pi : X −→ Y
 la risoluzione N∗ definita sopra, con Nk = pi∗Mk
 un morfismo γ :M1 −→ S−q1 E indotto da α1 tramite i seguenti isomor-
fismi
HomP(E)(pi∗M1(q1),OP(E)) ' HomP(E)(pi∗M1,OP(E)(−q1))
' HomY (M1,S−q1 E)
Con un piccolo abuso di notazione scriveremo una risoluzione di Gorenstein
su Y come (E ,M, α, pi, I, i,X, ρ,N∗, γ) per indicare la risoluzione di Gorenstein
(E ,M, α) ed i corrispondenti oggetti associati. Per semplificare la notazione
ometteremo alcuni degli oggetti della n-upla quando non sara` necessario riferirsi
ad essi.
Notazione. Riprendiamo la notazione introdotta nella proposizione 4.22. Dato
un isomorfismo σ : E −→ E ′ fra due fasci localmente liberi indichiamo con
P(σ) : P(E ′) −→ P(E) l’isomorfismo associato.
Definizione 6.15. Sia d > 3 un intero ed Y uno schema noetheriano e consi-
deriamo due risoluzioni di Gorenstein χ = (E ,M, α), χ′ = (E ′,M′, α′) su Y .
Un morfismo fra di esse e` una coppia (σ, τ), dove σ : E ′ −→ E e` un isomorfi-
smo, mentre τ = (τd−2, . . . , τ1) sono isomorfismi τi :M′i −→Mi tali che, posto
λ = P(σ), il seguente diagramma, per k > 1, sia commutativo:
pi′∗M′k(qk)
pi′∗Mk(qk)
pi′∗M′k−1(qk−1)
pi′∗Mk−1(qk−1)
λ∗pi∗Mk(qk) λ∗pi∗Mk−1(qk−1)
' '
pi′∗τk⊗1
α′k
λ∗αk
pi′∗τk−1⊗1
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dove per convenzione M0 = M′0 = OY , τ0 = id in modo tale che il morfismo
verticale a destra, nel caso k = 1, non e` altro che l’isomorfismo OP(E′) λ
#
−−→
λ∗OP(E).
Osservazione 6.16. Se guardiamo il precedente diagramma nel caso k = 1,
abbiamo che un isomorfismo τ1 : M′1 −→ M1 lo soddisfa se e solo se rende
commutativo il diagramma
M′1
M1
S−q1 E ′
S−q1 E
τ1
γ′
γ
S−q1 σ
dove γ, γ′ sono rispettavimente associate a χ, χ′ come nell’osservazione 6.14. Co-
me vedremo nella prossima sezione, dato un τ1 che soddisfi tale condizione, esiste
un’unico modo di ’completarlo’ ad un morfismo di risoluzioni di Gorenstein.
Definizione 6.17 (PGord(Y )). Sia Y uno schema noetheriano e d ∈ N, d > 3.
Definiamo la categoria PGord(Y ) nel modo seguente: gli oggetti di PGord(Y )
sono coppie (χ, ζ) dove χ = (E ,M, α,N∗) e` una risoluzione di Gorenstein su Y
tale che la risoluzione N∗, ristretta ad ogni fibra su y, rimanga esatta, mentre
ζ e` un isomorfismo
Md−2 ζ−→ det E
Una freccia fra (χ, ζ) e (χ′, ζ ′) e` un morfismo (σ, τ) : χ −→ χ′ tale che il
seguente diagramma sia commutativo
M′d−2 det E ′
Md−2 det E
ζ′
ζ
τd−2 detσ
A questo punto abbiamo introdotto tutti gli elementi necessari per enunciare
il teorema che classifica i rivestimenti di Gorenstein di grado d:
Teorema 6.18. Sia Y uno schema noetheriano e d ∈ N, d > 3. Allora
l’associazione
PGord(Y ) GRivd(Y )
((E ,M, α, ρ), ζ) ρ
((E ,M, α,X), ζ)
((E ′,M′, α′, X ′), ζ ′)
λ|X : X −→ X ′
Φ
(σ,τ)
dove λ = P(σ), e` una equivalenza di categorie.
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La dimostrazione di questo teorema richiede alcuni risultati preliminari, che,
fra le altre cose, chiariscono meglio le motivazioni che hanno portato alla defini-
zione della categoria PGord(Y ). Nella prossima sezione dimostreremo che il fun-
tore definito sopra e` ben posto ed in quella successiva cotruiremo esplicitamente
un suo inverso.
6.3 Dalle risoluzioni ai rivestimenti
In questa sezione mostreremo alcune delle principali proprieta` delle risoluzioni
di Gorenstein, concludendo con la dimostrazione che il funtore Φ definito in 6.18
e` ben posto.
Proposizione 6.19. Sia d > 3 un intero ed Y uno schema noetheriano e sup-
poniamo di avere una risoluzione di Gorenstein (E ,M, α,N∗). Allora valgono
le seguenti proprieta`:
1. pi∗Nk 'Mk
2. per ogni y ∈ Y esiste un aperto affine U di Y contenente y tale che, per
ogni k, (Nk)|pi−1(U) e` libero di rango βk. In particolare ogni Nk e` libero
sulle fibre di Y
3. per ogni k esistono isomorfismi naturali pi∗(Nk∨) ' (pi∗Nk)∨ e Nk∨ '
pi∗(pi∗Nk∨), dove con −∨ indichiamo il duale.
4. per i 6= 0, d− 2 o i = 0 e q < 0 o i = d− 2 e q > −d+ 1 vale che
Ri pi∗Nk(q) = 0
Dimostrazione. 1) Segue dalla formula di proiezione
2) Basta scegliere un aperto affine di Y che contenga y tale che, per ogni k,
Mk sia libero.
3) Essendo ogni fascio considerato localmente libero abbiamo un isomorfismo
naturale
pi∗HomY (pi∗Nk,OY ) ' HomX(pi∗pi∗Nk,OX)
ossia Nk∨ ' pi∗((pi∗Nk)∨).Ricordando che pi∗OP(E) ' OY , per la formula di
proiezione avremo che
pi∗(Nk∨) ' pi∗pi∗((pi∗Nk)∨) ' (pi∗Nk)∨
4) Per il punto 2) possiamo supporre Y ' SpecB, con B anello noetheriano,
E libero, ossia P(E) = Pd−2B e che ogni Nk sia libero. Dopo tale riduzione Ri pi∗
e` isomorfo alla fascificazione di Hi(Pd−2B ,−) e quindi la tesi segue dall’annullarsi
per gli stessi indici della coomologia di OPd−2B (5.19).
Lemma 6.20. Sia f : X −→ Y un morfismo di schemi ed H ∈ QCoh(X) piatto
su Y . Se
0 −→ F −→ G −→ H −→ 0
e` una successione esatta di OX-moduli allora
0 −→ Fy −→ Gy −→ Hy −→ 0
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e` una successione esatta di OXy -moduli. In particolare se N∗ e` una risoluzione
localmente libera di H e f e` piatto su Y , allora N∗,y e` una risoluzione localmente
libera di Hy.
Dimostrazione. In generale dato un OX modulo T e p ∈ Xy ⊆ X abbiamo che
Ty,p ' Tp ⊗OY,y k(y). In particolare otteniamo
−→ Tor1OY,y (Hp, k(y)) −→ Fp⊗OY,yk(y) −→ Gp⊗OY,yk(y) −→ Hp⊗OY,yk(y) −→ 0
D’altra parte per ipotesi Hp e` piatto su OY,y e quindi Tor1OY,y (Hp, k(y)) = 0.
Consideriamo adesso una risoluzione localmente libera N∗. Essendo OX
piatto su Y, avremo che ogni Nk e` piatto, essendo localmente libero. Spezziamo
la risoluzione in successioni corte 0 −→ Ik+1 −→ Nk −→ Ik −→ 0, con I0 = H.
Per quanto visto sopra e` sufficiente mostrare che ∀k, Ik e` piatto su Y . Ma
questo e` vero, perche` se in una successione esatta il termine medio e l’ultimo
sono piatti tale sara` anche il primo.
Corollario 6.21. Sia f : X −→ Y un morfismo di schemi e Z i−→ X un
sottoschema chiuso associato al fascio di ideali I. Se i∗OZ e` piatto su Y , allora
∀y ∈ Y , Iy definisce il sotteschema chiuso Zy iy−→ Xy.
Dimostrazione. Poiche` i e` una immersione chiusa e quindi affine, otteniamo
che (i∗OZ)y ' iy∗OZ,y. Grazie al lemma 6.20 abbiamo infine l’esattezza della
successione
0 −→ Iy −→ OXy −→ iy∗OZ,y −→ 0
Proposizione 6.22. Sia Y uno schema noetheriano, d > 3. Consideriamo
inoltre una risoluzione di Gorenstein (E ,M, α, pi, i,X, ρ,N∗) su Y . Allora
1. esiste una successione esatta
0 −→ OY ρ
#
−→ ρ∗OX −→ Rd−2pi∗Nd−2(−d) −→ 0
2. Rd−2pi∗Nd−2(−d) e` localmente libero di rango d− 1. In particolare ρ∗OX
e` localmente libero di rango d
3. sono equivalenti
(a) La successione N∗ ristretta ad ogni fibra su Y rimane esatta.
(b) dimXy = 0 per ogni y ∈ Y
(c) ρ e` un rivestimento
(d) X e` piatto su Y
In tal caso i e` su ogni fibra non degenere ed aritmenticamente di Goren-
stein e ρ e` un rivestimento di Gorenstein di grado d.
Dimostrazione. 1) Posto N0 = OP(E) e Ik+1 = ker(Nk(qk) −→ Nk−1(qk−1)),
possiamo spezzare la succesione esatta N∗ −→ i∗OX −→ 0 in
0 −→ Ik+1 −→ Nk(qk) −→ Ik −→ 0
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per 0 6 k < d− 2. Osserviamo che i qk sono tutti negativi tranne che per k = 0
e sono tutti maggiori di −d+ 1 tranne che per k = d− 2. Adesso, applicando il
funtore pi∗ a queste successioni corte, otteniamo
Rjpi∗Nk(qk) −→ Rj pi∗Ik −→ Rj+1 pi∗Ik+1 −→ Rj+1 pi∗Nk(qk)
0 −→ pi∗I1 −→ pi∗OP −→ ρ∗OX −→ R1 pi∗I1 −→ R1 pi∗OP
Osserviamo innanzitutto cheNd−2(qd−2) ' Id−2 e cheOY ' pi∗OP −→ pi∗(i∗OX) =
ρ∗OX coincide con ρ#. Se d = 3, gli estremi dell’ultima successione sono nulli
ed abbiamo la successione cercata. Invece, se d > 3, dalla prima successione,
tenendo conto che gli estremi sono sempre nulli per 0 < k < d − 2, otteniamo
successioni
0 −→ Rj pi∗I1 −→ Rj+d−3 pi∗Id−2 −→ Rj+d−3 pi∗Nd−3(qd−3) = 0
da cui pi∗I1 = 0 e R1 pi∗I1 ' Rd−2 pi∗Nd−2(qd−2).
2) Poiche` Nd−2,y(qd−2) ' OPy (−(d− 2)− 2) avremo che
∀y ∈ Y dimk(y) Hd−2(Py,Nd−2,y(qd−2)) = d− 1
Vogliamo applicare il cambiamento di base per la coomologia. Abbiamo visto
che Rd−1 pi∗Nd−2(qd−2) = 0 e da questo possiamo dedurre che esistono suriezioni
(e quindi isomorfismi)
Rd−2 pi∗Nd−2(qd−2)⊗ k(y) −→ Hd−2(Py,Nd−2,y(qd−2))
Sempre per il cambiamento di base, dal fatto che Rd−3 pi∗Nd−2(qd−2) = 0
otteniamo che Rd−2 pi∗Nd−2(qd−2) e` localmente libero e quindi abbiamo finito.
3) (a) ⇒ (b) Su ogni fibra otteniamo una risoluzione di Xy della forma 6.5
e, quindi, applicando il lemma 6.11 otteniamo che dimXy = 0
(b) ⇒ (c) Da Xy noetheriano otteniamo che |Xy| < ∞. D’altra parte ρ
e` composizione di morfismi propri e quindi sara` proprio. Per il teorema di
Chevalley ρ e` un morfismo finito e per 2) un rivestimento
(c)⇒ (d) Per 1.3.
(d)⇒ (a) Per 6.20
Se siamo nel caso delle precedenti condizioni equivalenti allora la risoluzione
N∗ ristretta alla fibra e` una risoluzione di iy ed in particolare applicando, come
fatto sopra, il lemma 6.11, otteniamo che iy e` un’immersione non degenere ed
aritmeticamente di Gorenstein e che Xy e` uno schema di Gorenstein.
Abbiamo quindi che
Proposizione 6.23. Il funtore Φ del teorema 6.18 e` ben posto.
Osservazione 6.24. Le condizioni equivalenti date in 6.22 possono non esse-
re soddisfatte da una generica risoluzione di Gorenstein. Consideriamo uno
schema noetheriano affine Y = SpecB e supponiamo di avere una risoluzione
di Gorenstein χ = (E ,M, α, pi, I,N∗) ed f un non divisore dello zero di B. La
moltiplicazione per f su OP e` iniettiva e possiamo definire una nuova risoluzione
di Gorenstein χ′ = (E ,M, α′, pi, I ′, i′, X ′, ρ′,N ′∗), ponendo α′1 = fα1 e α′k = αk
per k > 1. Mostriamo che in tal caso viene meno la condizione dimXy = 0. Le
nostre ipotesi su f ci permettono di trovare un y ∈ Y tale che f = 0 in k(y).
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Dato che, per costruzione, I ′ = fI, se per assurdo avessimo che χ′ soddisfa
una delle condizioni equivalenti di 6.22, avremmo che I ′y = (fI)y = 0 e quindi
X ′y = Py ' Pd−2k(y) che ha dimensione d− 2 > 0.
Dato un anello B ed un elemento f come sopra, per trovare un esempio
esplicito si puo` far uso dell’equivalenza che mostreremo nella prossima sezione,
che ci dice che ogni rivestimento di Gorenstein e` indotto da una risoluzione di
Gorenstein secondo l’associazione data in 6.18. A questo punto possiamo ad
esempio considerare il rivestimento indotto da B −→ B[X]/(Xd), che ha fibra
di Gorenstein isomorfa a Spec k(y)[X]/(Xd), per y ∈ Y .
Nella parte finale di questa sezione vogliamo studiare le proprieta` dei mor-
fismi fra risoluzione di Gorenstein. La seguente proposizione mostra che esiste
un modo canonico per costruire una risoluzione di Gorenstein a partire da un
fascio di ideali.
Proposizione 6.25. Siano Y uno schema noetheriano, d > 3, E un fascio lo-
calmente libero di rango d−1 con fibrato proiettivo associato pi : P(E) −→ Y ed I
un fascio di ideali di OP(E). Definiamo per ricorrenza i seguenti oggetti. Ponia-
mo I1 = I, M0 = OY , Mk = pi∗Ik(−qk), αk : pi∗Mk(qk) −→ pi∗Mk−1(qk−1)
il morfismo indotto da
(pi∗pi∗Ik(−qk))(qk) −→ (Ik(−qk))(qk) ' Ik
e Ik+1 = kerαk. Sia infine RI = (E , (Md−2, . . . ,M1), (αd−2, . . . , α1)).
Se esiste una risoluzione di Gorenstein χ′ = (E ,M′, α′) il cui ideale associato
e` I, allora RI e` una risoluzione di Gorenstein ed esiste un isomorfismo
(id, τ) : RI −→ χ′
In particolare due risoluzioni di Gorenstein su P(E) con lo stesso ideale
associato sono isomorfe.
Dimostrazione. Data una risoluzione di Gorenstein χ′ come da enunciato, po-
niamoM′k, α′k = 0 per k > d−2. Poniamo inoltreNk = pi∗Mk, N ′k = pi∗M′k. In
particolare N∗ e` un complesso. Vogliamo costruire isomorfismi τk :M′k −→Mk
che inducano un isomorfismo di complessi N ′∗ −→ N∗ procedendo per induzione
su k. Chiaramente questo e` sufficiente per dimostrare l’enunciato.
Il passo base e` k = 0 e poniamo τ0 = id. Supponiamo quindi che la tesi
sia vera per valori minori di k e che k > 0. Possiamo in particolare supporre
che, per t < k, Mt = M′t e α′t = αt. Dopo questa riduzione abbiamo che
Ik = Imα′k. Mostriamo che se applicchiamo pi∗ al morfismo N ′k −→ Ik(−qk)
otteniamo un isomorfismo. Se k > d − 2 e` ovvio quindi supponiamo di essere
nel caso k < d − 2 (in particolare d > 3). Per t > k poniamo mt = qt − qk,
I ′t = Imα′t e Jt = I ′t(−qk). Abbiamo delle succesioni esatte
0 −→ Jt+1 −→ N ′t (mt) −→ Jt −→ 0
Osserviamo che, per t > k, abbiamo −d+2 6 mt < 0 e quindi in particolare che,
per ogni i, Ri pi∗N ′t (mt) = 0. Passando alla successione in coomologia otteniamo
0 −→ pi∗Jk+1 −→ pi∗N ′k −→ pi∗Jk −→ R1 pi∗Jk+1
e, per t > k,
0 = Rjpi∗N ′t (mt) −→ Rj pi∗Jt −→ Rj+1 pi∗Jt+1 −→ Rj+1 pi∗N ′t (mt) = 0
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Dall’ultima successione otteniamo Rj pi∗Jk+1 ' Rd−2+(j−k−1) pi∗Jd−2 = 0, poi-
che` Jd−2 = I ′d−2(−qk) = N ′d−2(md−2). Dato che Jk = Ik(−qk), dalla prima
successione otteniamo un isomorfismo pi∗N ′k ' pi∗I(−qk).
A questo punto, applicando il funtore pi∗pi∗ al morfismo N ′k −→ Ik(−qk) e
tendorizzando per OP(E)(qk) otteniamo un diagramma commutativo
pi∗M′k(qk)
pi∗Mk(qk)
Ik pi∗M′k−1(qk−1) pi∗Mk−1(qk−1)' ⊆ =
α′k
αk
dove l’isomorfismo verticale e` indotto da un isomorfismo τk :M′k 'Mk.
Osservazione 6.26. Sia χ = (E ,M, α, pi, I, i,X, ρ,N∗, γ) una risoluzione di Go-
renstein e σ : E ′ −→ E un isomorfismo. Posto λ = P(σ), allora λ∗N , essendo
della forma 6.13, induce una risoluzione di Gorenstein
χ′ = (E ′,M, α′, pi′, I ′, i′, X ′, ρ′,N ′∗, γ′)
insieme ad un isomorfismo (σ, id) : χ −→ χ′. Inoltre abbiamo che pi = pi′ ◦ λ,
λ∗I = I ′, i′ = λ ◦ i, λ(X) = X ′, ρ′ = ρ, λ∗N∗ ' N ′∗ e γ = γ′ ◦ S−q1 σ.
Proposizione 6.27. Sia Y uno schema noetheriano e d > 3. Siano inoltre
χ = (E ,M, α, pi, I, X, γ), χ′ = (E ′,M′, α′, pi′, I ′, X ′, γ′) due risoluzioni di Go-
renstein su Y . Supponiamo di avere un isomorfismo σ : E ′ −→ E ed indichiamo
con λ = P(σ) : P(E) −→ P(E ′) l’isomorfismo indotto da σ sui fibrati. Allora
sono equivalenti
1. λ∗I = I ′
2. λ(X) = X ′
3. esiste un isomorfismo τ1 : M′1 −→ M1 che renda commutativo il dia-
gramma
M′1
M1
S−q1 E ′
S−q1 E
τ1
γ′
γ
S−q1 σ
In tale situazione τ1 e` unico ed esiste ed e` unico un completamento τ = (τd−2, . . . , τ1)
tale che (σ, τ) sia un morfismo da χ a χ′. Inoltre, se µ ∈ O∗Y e σˆ = µσ allora
(σˆ, τˆ), dove τˆk = µ−qkτk, e` ancora un morfismo fra χ e χ′.
Dimostrazione. Indichiamo con N∗, N ′∗ le risoluzioni rispettivamente associate
a χ, χ′. Iniziamo con le equivalenze. Che 1) ⇔ 2) e` un fatto noto e vero in
generale.
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Per l’osservazione 6.16 l’esistenza di τ1 nel punto 3 e` equivalente all’esistenza
di un isomorfismo τ1 per cui il diagramma
pi′∗M′1(q1)
pi′∗M1(q1)
OP(E′)
λ∗OP(E)
'
λ∗(pi∗M1(q1))
pi′∗τ1⊗1
α′1
λ#
λ∗α
1
(6.7)
sia commutativo. Questo mostra l’implicazione 3) ⇒ 1). Per 1) ⇒ 3), dal-
l’osservazione 6.26 otteniamo una risoluzione di Gorenstein χˆ isomorfa a χ e
con fascio di ideali associato λ∗I = I ′, mentre per 6.25 otteniamo anche un
isomorfismo χˆ ' χ′, componendo otteniamo l’isomorfismo τ1 cercato.
Passiamo adesso alle frecce. Iniziamo col far vedere l’ultimo fatto, ossia
preso µ ∈ O∗Y , consideriamo σˆ = µσ, supponiamo che τ siano dati e poniamo
τˆk = µ−qkτk. σ induce un isomorfismo η : OP(E′)(1) −→ λ∗OP(E)(1) e quindi µη
sara` l’isomorfismo sui fasci invertibili indotto da σˆ. Se rk, rˆk sono gli isomorfismi
(pi′∗Mk)(qk) ' λ∗(pi∗Mk(qk)) rispettivamente indotti da σ, σˆ′, avremo quindi
che rˆk = µqkrk e per costruzione rk ◦ pi′∗τk ⊗ 1 = rˆk ◦ pi′∗τˆk ⊗ 1, come voluto.
Nell’implicazione 1)⇒ 3) abbiamo mostrato l’esistenza degli isomorfismi τi,
quindi rimane solo da verificarne l’unicita`. Grazie al fatto che tali isomorfismi
esistono possiamo supporre che χ = (E ,M, α) = (E ′,M′, α′), N∗ = N ′∗ e σ = id.
Inoltre, dato che
AutX(pi∗Mk, pi∗Mk) ' AutY (Mk,Mk)
e` sufficiente mostrare che l’identita` di N∗ e` l’unico sollevamento dell’identita` di
OP(E), o detto altrimenti, che se (id, τ) e` un automorfismo di χ allora τk = id.
Osserviamo innanzitutto che il problema e` locale in Y . Quindi possiamo
suppore che Y sia affine ed in particolare lo spettro di un anello noetheriano B,
che E sia libero, ossia P(E) = Pd−2B , e che ogni Nk sia libero. Possiamo quindi
applicare il corollario 3.76 alla successione esatta N∗. Questo ci assicura che
Hˆ = Γ∗(N∗) e` una successione esatta della forma
Hˆ : 0 −→ R(qd−2)βd−2 −→ . . . −→ R(q1)β1 −→ R (6.8)
dove R = B[X0, . . . , Xd−2]. Poniamo M = Γ∗(I) e H la successione esatta
ottenuta da Hˆ eliminando l’ultima freccia. In particolare H e` una risoluzione
graduata libera di M . Se mostriamo che esiste un’unico sollevamento graduato
di id : M −→ M ad H abbiamo finito. Infatti, dato che −˜ ◦ Γ∗ ' id, i solle-
vamenti graduati dell’identita` di M a H corrispondono biunivocamente tramite
Γ∗ e −˜ ai sollevamenti dell’identita` di OPd−2B ad N∗. Possiamo quindi passare
dai fasci ai moduli graduati.
Osserviamo che in tale situazione ogni endomorfismo graduato di M ha sem-
pre un sollevamento graduato a H. Vogliamo mostrare che tale sollevamento e`
unico e chiaramente e` sufficiente mostrare che l’unico sollevamento del morfismo
nullo e` il morfismo nullo. Iniziamo col supporre che B sia locale, con campo
quoziente k, e quindi che R sia un anello graduato locale. In tal caso ha senso
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parlare di risoluzioni minime. Indichiamo con m il massimale omogeneo di R.
La risoluzione H e` minima, dato che H ⊗R R/m e` un complesso di k-moduli
graduati concentrati in gradi diversi. Ragionando per induzione e tensorizzan-
do per R(q), per un opportuno q, ci possiamo ricondurre a dimostrare che se
Rβ
α−→ T e` un morfismo surgettivo di moduli graduati, tale da mappare la
base di Rβ in un sistema minimale di generatori di T , e g : Rβ −→ Rβ e` un
morfismo graduato tale che α ◦ g = 0, allora g = 0. In tale situazione avremo
che kerα ⊆ mSβ e quindi che g((Rβ)0) ⊆ (mSβ)0 = 0. Dato che Rβ e` generato
come R-modulo in grado 0 e che g e` un morfismo di R-moduli, otteniamo che
g = 0. Torniamo adesso al caso generale e sia g : H −→ H un sollevamento dello
0 ∈ EndR(M). Per ogni primo q di B, Rq = Bq[X1, . . . , Xd−2], Hq e` ancora una
risoluzione della forma 6.8 e quindi gq e` un sollevamento di 0 ∈ EndRq (Mq), da
cui gq = 0. In particolare per ogni primo p di R avremo che gp = 0, o, detto
altrimenti, (Im g)p = 0, da cui segue che g = 0.
Corollario 6.28. Due risoluzioni di Gorenstein χ, χ′ su P(E) con lo stesso
ideale associato ammettono un unico isomorfismo della forma
(id, τ) : χ −→ χ′
Dimostrazione. Un tale isomorfismo esiste per 6.25 ed e` unico per la proposi-
zione appena dimostrata.
Osservazione 6.29. Date due risoluzioni di Gorenstein χ = (E ,M, α,X) e χ′ =
(E ′,M′, α′, X ′) definiamo l’insieme Hom(χ, χ′) come
{(λ, η) | λ ∈ Aut(P(E),P(E ′)), η ∈ Aut(λ∗OP(E′)(1),OP(E)(1)) e λ(X) = X ′}
e l’insieme HomG(χ, χ′) dei morfismi fra χ e χ′. Tenendo presente l’isomorfismo
stabilito in 4.22 e le condizioni equivalenti date in 6.27 otteniamo un isomorfismo
HomG(χ, χ′) −→ Hom(χ, χ′)
compatibili con le composizioni..
6.4 Dai rivestimenti alle risoluzioni
Ora che abbiamo dimostrato che il funtore Φ in 6.18 e` ben posto, affrontiamo il
problema della costruzione del suo inverso.
Lemma 6.30. Sia k un campo, X = Pnk ed F ∈ QCoh(X) per cui esista una
risoluzione della forma
0 −→ Oαm+1X (−t−m− 2) −→ OαmX (−t−m) −→ . . . −→ Oα0X (−t) −→ F −→ 0
Allora F e` t+ 1-regolare.
Dimostrazione. Possiamo supporre t = 0. Ragioniamo per induzione su m.
m = 0. La successione diventa
0 −→ Oα1X (−2) −→ Oα0X −→ F −→ 0
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Poiche` il primo termine e` 2-regolare, mentre quello centrale e` 1-regolare, pos-
siamo concludere che F e` 1-regolare.
passo induttivo. Pongo T = ker(Oα0X −→ F ). Per ipotesi induttiva T e`
2-regolare e dalla successione esatta
0 −→ T −→ Oα0X −→ F −→ 0
come prima ottengo che F e` 1-regolare.
Proposizione 6.31. Sia Y uno schema noetheriano e d > 3. Sia ρ : X −→ Y
un rivestimento di grado d ed E un fascio su Y localmente libero di rango d− 1
con fibrato proiettivo associato P(E) pi−→ Y . Supponiamo esista un’immersione
chiusa i : X −→ P(E) tale che ρ = pi ◦ i e che su ogni fibra sia non degenere ed
aritmeticamente di Gorenstein. Se I e` il fascio di ideali associato ad X allora
l’oggetto RI definito in 6.25 e` una risoluzione di Gorenstein.
Dimostrazione. Poniamo I0 = N−1 = i∗OX , N0 = OP(E) e α0 : N0 −→ N−1
il morfismo indotto da i e dimostriamo il seguente enunciato per induzione su
k > 0:
Enunciato. La successione
0 −→ Ik+1 −→ Nk(qk) αk−→ . . . α1−→ N0(q0) α0−→ N−1(q−1) −→ 0 (6.9)
e` esatta. Inoltre
1. se 0 6 t 6 k allora pi∗It(l) e` localmente libero per l > −qt e, se t > 0,
Mt = pi∗It(−qt) ha rango βt.
2. Ik e` piatto su Y .
3. Dato y ∈ Y la successione 6.9 ristretta alla fibra su y e` isomorfa alla
risoluzione minima di Xy troncata all’indice k
Osserviamo che la dimostrazione di tale enunciato conclude la dimostrazione
della proposizione, dato che la risoluzione minima di Xy per 6.12 e` della forma
6.5 e quindi Id−1 = 0, poiche` lo e` su ogni fibra.
Passiamo quindi alla dimostrazione dell’enunciato induttivo. Iniziamo con
delle osservazioni. I1 e` il fascio di ideali associato ad X e, dato che pi e i∗OX
sono piatti su Y , per ogni y ∈ Y , grazie a 6.20, j∗yI1 = I1,y e` il fascio di ideali
associato ad Xy ed ogni risoluzione di i∗OX , ristretta alla fibra su y, e` una
risoluzione di iy∗OXy . Indichiamo P = P(E).
k = 0. Per l’osservazione iniziale 0 −→ I1 −→ OP −→ i∗OX −→ 0 ristretta
alla fibra su y ∈ Y coincide con 0 −→ I1,y −→ OPy −→ iy∗OXy −→ 0, che
chiaramente e` l’inizio della risoluzione minima di Xy. I0 = i∗OX e per la
formula di proiezione abbiamo, per ogni l ∈ Z,
pi∗(I0(l)) ' pi∗(i∗i∗(OP(l))) ' ρ∗(i∗(OP(l)))
Da 1.5 otteniamo che pi∗(I0(l)) e` localmente libero. Infine I0 = i∗OX e` piatto
su Y poiche` ρ e` un rivestimento.
passo induttivo. Supponiamo che la tesi sia vera per k e mostriamo che vale
per k + 1. Abbiamo la successione esatta
0 −→ Ik+1 −→ Nk(qk) −→ Ik −→ 0
104
Se k > d − 2 allora per ogni y ∈ Y Ik+1,y = 0 da cui Ik+1 = 0. In particolare
Nk+1 = 0 e quindi ogni parte dell’enunciato induttivo segue banalmente. Sup-
poniamo quindi che k < d − 2. Osserviamo innanzitutto che Nk e` localmente
libero poiche´ e` il pull-back di un fascio localmente libero ed in particolare sara`
piatto su Y . Dato che per ipotesi induttiva Ik e` piatto su Y possiamo dedurre
che anche Ik+1 e` piatto su Y . Abbiamo quindi 2).
Poiche` k < d − 2 e per ipotesi induttiva 6.9 si restringe alla risoluzione
minima di Xy avremo una successione esatta
0 −→ Oβd−2Py (qd−2) −→ . . . −→ O
βk+1
Py (qk+1) −→ Ik+1,y −→ 0 (6.10)
Quindi Ik+1,y e` (−qk+1 +1)-regolare. Consideriamo un intero l > −qk+1. La re-
golarita` ci assicura che H1(Py, Ik+1,y(l)) = 0. Usando il lemma di cambiamento
di base avremo quindi che R1 pi∗Ik+1(l) = 0, da cui l’esattezza della successione
0 −→ pi∗Ik+1(l) −→ pi∗Nk(qk + l) −→ pi∗Ik(l) −→ 0
Dato che l > −qk+1 > −qk abbiamo che, per ipotesi induttiva, pi∗Ik(l) e` lo-
calmente libero. Se k = 0 allora Nk = OP quindi pi∗N0(qk + l) e` localmente
libero, invece se k > 0 per definizione Nk = pi∗pi∗(Ik(−qk)) e quindi anche in
questo caso pi∗Nk(qk + l) ' pi∗Ik(−qk) ⊗OY pi∗OP(qk + l) e` localmente libero.
Otteniamo quindi che pi∗Ik+1(l) e` localmente libero, ossia la prima parte di 1).
Considerando y ∈ Y , applicando 3.76 alla successione 6.10 otteniamo una
suriezione
Γ∗(Oβk+1Py (qk+1)) Γ∗(Ik+1,y)
Sβk+1(qk+1)
'
dove S e` l’anello dei polinomi di Py. Poiche` tale morfismo e` parte di una
risoluzione minima di SXy per ipotesi, avremo che βk+1 e` il numero minimo
di generatori omogenei di Γ∗(Ik+1,y). Ma quest’ultimo S-modulo e` generato in
grado −qk+1 e quindi otteniamo che
βk+1 = dimk(y) H
0(Py, Ik+1,y(−qk+1))
Dato che abbiamo mostrato che R1 pi∗Ik+1(−qk+1) = 0 possiamo applicare il
lemma di cambiamento di base per l’indice i = 0. Avendo gia` mostrato che
pi∗Ik+1(−qk+1) e` localmente libero possiamo quindi concludere che
βk+1 = rkpi∗Ik+1(−qk+1)
Con questo abbiamo finito di dimostrare 1).
Rimane da mostrare che aggiungendo Nk+1(qk+1) alla successione 6.9 la
successione rimane esatta e si restringe sulla fibra alla risoluzione minima di Xy.
Ponendo T = Ik+1(−qk+1), per definizione tale continuamento e` il morfismo
Nk+1(qk+1) ' (pi∗pi∗T )(qk+1) αk+1−−−→ T (qk+1)
Dato che un morfismo e` surgettivo se e solo se lo e` ristretto ad ogni fibra,
possiamo ricondurci a dimostrare solo che αk+1,y e` isomorfo al morfismo della
risoluzione minima di Xy per ogni y ∈ Y . A tale proposito, se piy : Py −→ y,
osserviamo che
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(pi∗pi∗T )y Ty
pi∗ypiy∗Ty Ty
' '
e quindi αk+1,y e` isomorfa a Nk+1,y(qk+1) ' (pi∗ypiy∗Ty)(qk+1) −→ Ty(qk+1).
Ma in 6.25 abbiamo visto come il morfismo precedente sia il modo canonico
per ottenere una risoluzione di Gorenstein, o, in questo caso, una risoluzione
minima di Xy.
Definizione 6.32. Dato uno schema Y ed un morfismo λ : (X, ρ) −→ (X ′, ρ′)
di schemi su Y allora il morfismo ρ′∗OX′
ρ′∗λ
#
−−−−→ ρ∗OX induce una mappa
coker ρ′# −→ coker ρ# e quindi una mappa µ fra i rispettivi duali. Diremo
che µ e` la mappa sui conuclei indotta da λ. Se X, X ′ sono immersi in fibrati
proiettivi P(E), P(E ′) e λ = P(σ)|X , con σ : E ′ −→ E, diremo anche che µ e` la
mappa sui conuclei indotta da σ.
Proposizione 6.33. Sia Y uno schema noetheriano, d > 3 e χ = (E ,M, α,X, ρ)
una risoluzione di Gorenstein. Allora esiste un isomorfismo
(coker ρ#)
∨ ηχ−→ E ⊗ det E ⊗ (Md−2)∨ (6.11)
naturale nel senso che se χ′ = (E ′,M′, α′, X ′, ρ′) e` un altra risoluzione di Go-
renstein, (σ, τ) : χ −→ χ′ e` un isomorfismo e µ e` l’isomorfismo indotto sui
conuclei di ρ, ρ′ da σ allora
(coker ρ′#)∨
(coker ρ#)∨
E ′ ⊗ det E ′ ⊗ (M′d−2)∨
E ⊗ det E ⊗ (Md−2)∨
µ−1
ηχ′
ηχ
σ⊗detσ⊗τ−1d−2
∨
Dimostrazione. Sia N∗ la successione esatta associata a χ e poniamo P = P(E).
Per 6.22 e per la (d− 2)-dualita` su P/Y abbiamo un isomorfismo
(coker ρ#)
∨ ' (Rd−2 pi∗Nd−2(qd−2))∨ ' pi∗HomX(Nd−2(qd−2), ωpi)
Tenendo presente che ωpi ' pi∗ det E(1 − d), qd−2 = −d e le relazioni mostrate
in 6.19 ed applicando la formula di proiezione otteniamo
pi∗HomX(Nd−2(qd−2), ωpi) ' pi∗(Nd−2∨ ⊗ pi∗ det E ⊗ OP(1))
' pi∗(pi∗(pi∗Nd−2∨)⊗OP(1))⊗ det E
' (pi∗Nd−2)∨ ⊗ det E ⊗ E
Per quanto riguarda l’ultima affermazione, osserviamo che, se N ′∗ e` la risoluzione
associata a χ′, allora esiste un isomorfismo di risoluzioni λ∗N ' N ′ indotto da
τ . Considerando la prima successione di isomorfismi, il primo scambia µ−1 con
la mappa indotta da τd−2 sulle risoluzioni cui e` applicato Rd−2 pi′∗, mentre il
secondo, essendo bifuntoriale, introduce l’isomorfismo σ (basta tenere presente
che se applichiamo pi′∗ all’isomorfismo λ∗OP(E)(1) ' OP(E′)(1) otteniamo σ). E`
facile vedere adesso che con la seconda successione di isomorfismi si ottiene il
risultato voluto.
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Proposizione 6.34. Sia Y uno schema noetheriano, d > 3 e consideriamo
un oggetto χ = ((E ,M, α, pi, I, i,X, ρ,N∗), ζ) di PGord(Y ). Allora esistono
isomorfismi di successioni esatte
HomP(E)(N∗, ωpi) ' N∗(1)
HomP(E)(N∗,Nd−2(qd−2)) ' N∗
Inoltre N∗(1) e` una risoluzione di i∗ωρ e, se E = (coker ρ#)∨, allora il morfismo
ρ∗E −→ ωρ associato al rivestimento ρ e` surgettivo ed induce l’immersione i.
Dimostrazione. Grazie a 5.59 abbiamo che
ExtjP(E)(i∗OX , ωpi) '
{
0 j 6= d− 2
i∗ωρ j = d− 2
Dato che N∗ e` una risoluzione localmente libera di i∗OX abbiamo che l’omologia
del complesso HomP(E)(N∗, ωpi) coincide con Ext∗P(E)(i∗OX , ωpi). Dalla relazione
scritta sopra otteniamo quindi che HomP(E)(N∗, ωpi) e` una risoluzione libera di
i∗ωρ. In particolare e` una successione esatta. Poniamo N0 = OP(E). Abbiamo
che
HomP(E)(Nk(qk), ωpi(−1)) ' (Nk∨ ⊗ pi∗ det E)(−qk − d) = Td−2−k(−d− qk)
Osserviamo adesso che, per l’osservazione 6.10, valgono le relazioni −d − qk =
qd−2−k e βk = βd−2−k. Inoltre, per ogni k, usando la formula di proiezione,
si ottiene che M′k = pi∗Tk e` localmente libero di rango βk. Inoltre, usando
l’identificazione ζ, T0 = Nd−2∨ ⊗ pi∗ det E 'ζ OP(E). Quindi (E ,M′, α′, T∗) e`
una risoluzione di Gorenstein ed indichiamo con I ′ il fascio di ideali associato.
Grazie a 6.25, per mostrare che T∗ e N∗ sono isomorfe, e` sufficiente mostrare che
I ′ = I. A tale proposito, osservando che i∗i∗ ' id poiche` i e` una immersione
chiusa, applichiamo i∗i∗ al morfismo surgettivo OP(E) −→ i∗ωρ(−1):
OP(E)
i∗i∗OP(E)
i∗ωρ(−1)
i∗i∗(i∗ωρ(−1))i∗OX
'
σ2
'
σ1
i#
'
Il morfismo σ1 e` un isomorfismo poiche` e` indotto da i∗OP(E) −→ i∗(i∗ωρ(−1)) '
ωρ ⊗ i∗OP(E)(−1) che, essendo un morfismo surgettivo fra fasci invertibili, e` un
isomorfismo. Invece il morfismo σ2 e` un isomorfismo poiche` i∗i∗(i∗ωρ(−1)) '
i∗(ωρ ⊗ i∗OP(E)(−1)) ' i∗ωρ(−1). Avremo quindi che il morfismo verticale
OP(E) −→ i∗i∗OP(E) ' i∗OX e` surgettivo e quindi si fattorizza in modo unico at-
traverso i#. Questo ci permette di concludere che I = I ′. L’ultimo isomorfismo
fra le successioni esatte segue dal fatto che Nd−2(qd−2) ' ωpi(−1).
Supponiamo adesso che E = (coker ρ#)∨. Abbiamo mostrato che esiste
una suriezione OP(E)(1) −→ i∗ωρ e se applichiamo pi∗ otteniamo un morfismo
E −→ ρ∗ωρ. Per la dualita` di Grothendieck tale morfismo coincide con il duale
del morfismo ρ∗OX −→ coker ρ#. Applicando il funtore i∗pi∗pi∗ alla suriezione
OP(E)(1) −→ i∗ωρ si ottiene un diagramma
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ρ∗E ρ∗ρ∗ωρ ωρ' '
i∗pi∗pi∗OP(E)(1) i∗pi∗pi∗i∗ωρ
i∗OP(E)(1) i∗i∗ωρ'
'
In particolare la mappa verticale a sinistra e` il morfismo surgettivo associato ad
i, mentre la mappa orizzontale in alto e` il morfismo associato al rivestimento
ρ.
Lemma 6.35. Siano k ⊆ F un’inclusione di campi, X,Y due schemi noethe-
riani su k ed i : X −→ Y un morfismo proprio. Allora
i′ : X ×k F −→ Y ×k F immersione chiusa =⇒ i immersione chiusa
Dimostrazione. Poniamo X ′ = X ×Spec k SpecF e Y ′ = Y ×Spec k SpecF e
consideriamo il diagramma cartesiano
X ′
Y ′
X
Y
i′
α
β
i
Osseviamo innazitutto che α e β sono morfismi piatti e surgettivi perche` ottenuti
come cambiamento di base di SpecF −→ Spec k. Poiche` i e` proprio, e` suffi-
ciente mostrare la surgettivita` a livello dei fasci e l’iniettivita` di i. Dividiamo
la dimostrazione in due parti.
Surgettivita` a livello di fasci Consideriamo la successione esatta
OY −→ i∗OX −→ T −→ 0
Poiche` β e` piatto avremo che β∗i∗OX ' i′∗OX′ e quindi che la successione
OY ′ −→ i′∗OX′ −→ β∗T −→ 0
e` esatta. In particolare β∗T = 0 e, quindi, T = 0. Infatti, se U e` un aperto
affine di Y , otteniamo che β∗T (β−1(U)) ' T (U)⊗k F e quindi che T (U) = 0.
i e` iniettiva Siano p, pˆ ∈ X tale che i(p) = i(pˆ) = q. β e` surgettiva, quindi
otteniamo q′ ∈ Y ′ tale che β(q′) = q. Per le proprieta` del prodotto fibrato
esistono p′ e pˆ′ tali che i′(p′) = i′(pˆ′) = q′ e α(p′) = p, α(pˆ′) = pˆ. Ma i e`
iniettiva, quindi p′ = pˆ′ e di conseguenza p = pˆ.
Proposizione 6.36. Sia Y uno schema noetheriano, d > 3, ρ : X −→ Y un
rivestimento di Gorenstein di grado d e E = (coker ρ#)∨. Allora il morfismo
ρ∗E −→ ωρ (6.12)
associato a ρ e` surgettivo ed induce un’immersione chiusa i : X −→ P(E) su
ogni fibra aritmeticamente di Gorenstein e non degenere.
108
Dimostrazione. Mostriamo come ricondurci al caso Y ' Spec k, con k un cam-
po infinito. Supponiamo quindi che la proposizione sia vera in questa situa-
zione particolare ed iniziamo col caso Y = Spec k, con k campo qualsiasi.
Consideriamo il diagramma cartesiano
X ′
Spec k
X
Spec k
ρ′
β
ρ
Per 6.2 sappiamo che ρ′ e` un rivestimento di Gorenstein di grado d. Se scri-
viamo ρ∗E −→ ωρ −→ T −→ 0 ed applichiamo β∗, per 5.62, otteniamo il
morfismo associato a ρ′, quindi β∗T = 0 e T = 0, poiche` localmente β∗ consi-
ste nell’applicare − ⊗k k. Dunque 6.12 e` surgettivo ed otteniamo un morfismo
i : X −→ P(E) = Pd−2k . Per 4.15 il cambiamento di base i′ di i rispetto a
Spec k −→ Spec k e` associato al morfismo 6.12 di ρ′ e di conseguenza i′ e` una
immersione chiusa non degenere ed aritmeticamente di Gorenstein. Da 6.35 ot-
teniamo che i e` un’immersione chiusa e da 2.67 che e` non degenere. Infine, per
2.64 e 3.63, SX′ ' SX ⊗k k e quindi i e` aritmeticamente di Gorenstein.
Supponiamo adesso che Y sia uno schema noetheriano. Il morfismo 6.12 e`
surgettivo se lo e` su ogni fibra. Per 5.62 la restrizione di 6.12 alla fibra su y ∈ Y
e` isomorfa al morfismo associato al rivestimento ρy : Xy −→ Spec k(y). Quindi
6.12 e` surgettivo ed induce un morfismo i : X −→ P(E). Come abbiamo fatto
nel caso precedente troviamo che iy e` una immersione chiusa non degenere ed
aritmeticamente di Gorenstein. Rimane solo da mostrare che i e` una immersio-
ne chiusa. Dato che i e` affine abbiamo che i# ristretto alle fibre e` isomorfo a
i#y e quindi i
# e` surgettivo. D’altra parte, dato che ρ e` proprio e pi e` separato,
otteniamo che i e` proprio. Inoltre, essendo iniettivo su ogni fibra, e` anche glo-
balmente iniettivo. Mettendo tutto inisieme otteniamo che i e` una immersione
chiusa topologica e i# e` surgettivo, ossia i e` una immersione chiusa.
Ci siamo quindi ricondotti al caso Y = Spec k, con k campo infinito. Nel teo-
rema 6.4 abbiamo costruito esplicitamente un’immersione chiusa non degenere
ed aritmeticamente di Gorenstein i : X −→ Pd−2k e quindi, grazie alla propo-
sizione 6.31, possiamo costruire una risoluzione di Gorenstein (E ,M, α, pi, i, ρ),
dove E = (coker ρ#)∨ ' Od−1Y e Mk = OβkY . Chiaramente Md−2 ' OY ' det E
e quindi, dalla proposizione 6.34, otteniamo che il morfismo 6.12 e` surgettivo ed
induce i.
Osservazione 6.37. Sia χ = (E ,M, α, pi, I, i,X, ρ,N∗) una risoluzione di Goren-
stein, L un fascio invertibile su Y ed E ′ un fascio localmente libero di rango
d − 1 su Y . Supponiamo inotre di avere un isomorfismo η : E ′ −→ E ⊗ L. Per
4.21 otteniamo un isomorfismo λ : P(E) −→ P(E ′) ed un isomorfismo
OP(E′)(1) ' λ∗OP(E)(1)⊗ pi′∗L (6.13)
Chiaramente λ∗N∗ e` una risoluzione della forma 6.13 e sara` associata alla
risoluzione di Gorenstein
χL = (E ′,M′, α′, pi′, I ′, i′, X ′, ρ′,N ′∗)
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doveM′k =Mk ⊗L⊗−qk . Inoltre abbiamo che pi = pi′ ◦ λ, λ∗I = I ′, i′ = λ∗ ◦ i,
λ(X) = X ′, ρ′ = ρ, λ∗N∗ ' N ′∗.
In particolare con questo metodo si puo` mostrare che una qualsiasi risolu-
zione di Gorenstein non e` detto abbia una struttura di oggetto di PGord(Y ),
ossia non e´ detto che esista un isomorfismo Md−2 ' det E . Supponiamo per
esempio che la nostra χ ammetta un isomorfismo ζ :Md−2 −→ det E , ossia che
(χ, ζ) sia un oggetto di PGord(Y ). Allora, dato un fascio invertibile L di Y , χL
ammette una struttura di oggetto di PGord(Y ) se e solo se
det E 'Md−2 ⊗ L⊗d 'ζ det E ⊗ L⊗d ⇐⇒ L⊗d ' OY
Un esempio in cui accade questa situazione e` il seguente. Sia m primo con d e
consideriamo un polinomio omogeneo f ∈ k[X,Y ] irriducibile e di grado m, ad
esempio f = Xm + 2Y m ∈ Q[X,Y ]. Sia Y = (P1k)f ⊆ P1k l’aperto dei primi che
non contengono f . Y e` uno schema noetheriano affine, con Y ' SpecB dove
B = k[X,Y ](f), e inoltre PicY ' Z/mZ. Quindi esiste un fascio invertibile L
su Y tale che L⊗d  OY . L’omomorfismo di anelli B −→ B[Z]/(Zd) induce
un rivestimento di Gorenstein ρ : X = SpecB[Z]/(Zd) −→ Y di grado d e,
utilizzando 6.18, otteniamo un oggetto χ di PGord(Y ). Per quanto detto χL
non possiede una struttura di oggetto di PGord(Y ).
D’altra parte la moltiplicazione per un fascio invertibile permette anche di
dare un modo canonico per associare ad una risoluzione di Gorenstein un oggetto
di PGord(Y ).
Definizione 6.38. Sia Y uno schema noetheriano e d > 3. Definiamo GRisd(Y )
come la categoria delle risoluzioni di Gorenstein χ = (E ,M, α,X, ρ) con X piat-
to su Y (in modo tale che ρ sia un rivestimento di Gorenstein di grado d) e frecce
i morfismi di risoluzioni di Gorenstein. Poniamo inoltre
I : PGord(Y ) −→ GRisd(Y )
il funtore dimentico della identificazione con il determinante.
Introduciamo anche un po’ di notazione
Notazione. Dato un oggetto χ = (E ,M, α,X, ρ) di GRisd(Y ), poniamo Lχ =
Md−2∨ ⊗ det E , E ′ = (coker ρ#)∨,
E ′ ηχ−→ E ⊗ Lχ
l’isomorfismo definito in 6.33 e χˆ = χLχ la risoluzione di Gorenstein ottenu-
ta attraverso tale isomorfismo. Infine poniamo come ζχ la composizione degli
isomorfismi
Md−2⊗L⊗dχ =Md−2⊗Md−2∨⊗(det E⊗L⊗d−1χ ) 'Md−2⊗Md−2∨⊗det E ′ ' det E ′
dove il secondo isomorfismo e` indotto da (det ηχ)−1.
Dato un morfismo di risoluzioni (σ, τ) : χ = (E ,M, α, ρ) −→ (E ,M, α, ρ) =
χ indichiamo σˆ : E ′ −→ E ′ l’inverso dell’isomorfismo indotto sui conuclei di ρ, ρ
da P(σ), ϑ = τ−1d−2
∨ ⊗ detσ : Lχ −→ Lχ e con τˆ gli isomorfismi
τˆk = τk ⊗ ϑ−qk :Mk ⊗ L⊗−qkχ −→Mk ⊗ L⊗−qkχ
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Proposizione 6.39. Sia Y uno schema noetheriano e d > 3. Allora l’associa-
zione
GRisd(Y ) PGord(Y )
χ (χˆ, ζχ)
(σ, τ) (σˆ, τˆ)
Σ
definisce un funtore e, se χ = (E ,M, α,X, ρ) e` un oggetto di GRisd(Y ), vale
che
1. Φ(Σ(χ)) = ρ, dove Φ e` il funtore definito in 6.18, ossia χ e Σ(χ) hanno
lo stesso rivestimento associato
2. se (χ, ζ) e` un oggetto di PGord(Y ) e δ : Lχ '−→ OY e` indotta da ζ allora
(id⊗δ ◦ ηχ, τ) : (χ, ζ) −→ Σ ◦ I(χ, ζ), dove
τk = id⊗δ⊗−qk :Mk ⊗ L⊗−qk −→Mk
e` un isomorfismo naturale, ossia definisce un isomorfismo di funtori id '
Σ ◦ I
3. l’immersione i′ associata a Σ(χ) e` indotta dal morfismo surgettivo ρ∗E ′ −→
ωρ associato al rivestimento ρ
Dimostrazione. Osserviamo innanzitutto che Σ, per l’osservazione 6.37, e` ben
posto sugli oggetti. Consideriamo quindi una freccia (σ, τ) : χ = (E ,M, α, ρ) −→
(E ,M, α, ρ) = χ. Per 6.33, abbiamo un diagramma commutativo
E ′
E ′
E ⊗ Lχ
E ⊗ Lχ
σˆ
ηχ
ηχ
σ⊗ϑ
(6.14)
ed un corrispondente diagramma sui fibrati proiettivi. Quindi la moltiplicazione
per Lχ, Lχ indotta rispettivamente da ηχ, ηχ sugli O(1) dei rispettivi fibrati e`
coerente e quindi (σˆ, τˆ) definisce un isomorfismo di risoluzioni di Gorenstein fra
Σ(χ) e Σ(χ). Per mostrare che e` una freccia di PGord(Y ) e` sufficiente applicare
det al diagramma 6.14.
1). Segue dall’osservazione 6.37.
2) Per mostrare che e` un isomorfismo di risoluzioni di Gorenstein si puo`
ragionare come fatto sopra. Inoltre, se supponiamo di aver mostrato che e` una
freccia di PGord(Y ), e` evidente, dal diagramma 6.14, che l’isomorfismo e` natu-
rale. Mostriamo quindi che viene conservata l’identificazione col determinante,
ossia che i due isomorfismi ζ ◦ τk,det σˆ ◦ ζχ :Md−2⊗L⊗d −→ det E coincidono.
Moltiplicando per M⊗dd−2 ed osservando che det(id⊗δ) = id⊗δ⊗d−1, troviamo
che i due isomorfismi sono dati da
Md−2 ⊗ det E⊗d id⊗ζ
−1⊗d
−−−−−−−→Md−2 ⊗M⊗dd−2
ζ⊗id−−−→ det E ⊗M⊗dd−2
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Md−2 ⊗ det E ⊗ det E⊗d−1 id⊗ id⊗ζ
−1⊗(d−1)
−−−−−−−−−−−−→Md−2 ⊗ det E ⊗M⊗d−1d−2
Poiche` ζ ⊗ ζ−1 ' id⊗ id invertendo i fasci otteniamo quanto voluto.
3) Infatti Σ(χ) soddisfa le ipotesi 6.34.
Corollario 6.40. Due oggetti di PGord(Y ) sono isomorfi se e solo se lo sono
come risoluzioni di Gorenstein. Questo accade in particolare se hanno lo stesso
fascio di ideali associato.
Dimostrazione. Se (χ, ζ), (χ, ζ) sono due tali oggetti e χ ' χ, allora (χ, ζ) '
Σ(χ) ' Σ(χ) ' (χ, ζ).
Abbiamo introdotto tutti gli elementi necessari per costruire un funtore
GRivd(Y ) −→ PGord(Y ), che poi mostreremo essere un inverso del funtore
Φ definito nel teorema 6.18.
Teorema 6.41. Sia Y uno schema noetheriano e d > 3. Definiamo un funtore
Λ′ : GRivd(Y ) −→ GRisd(Y )
nel modo seguente. Dato un rivestimento di Gorenstein ρ : X −→ Y di grado
d e posto E = (coker ρ#)∨, il morfismo surgettivo ρ∗E −→ ωρ induce un’immer-
sione chiusa i : X −→ P(E) su ogni fibra non degenere ed aritmenticamente di
Gorenstein e per 6.31 otteniamo una risoluzione di Gorenstein Λ′(ρ) = χρ.
Dati un altro rivestimento di Gorenstein ρ : X −→ Y di grado d e σ : X −→
X una freccia di GRivd(Y ), allora l’inverso dell’isomorfismo sui conuclei di ρ,
ρ indotto da σ determina un isomorfismo Λ′(σ) : χρ −→ χρ.
Posto
Λ = Σ ◦ Λ′ : GRivd(Y ) −→ PGord(Y )
esistono isomorfismi
I ◦ Λ ' Λ′ Φ ◦ Λ ' id
dove Φ e` il funtore definto in 6.18.
Dimostrazione. Mostriamo che Λ′ e` ben posto. Per gli oggetti e` chiaro, quindi
passiamo a considerare le frecce. Vogliamo mostrare che esiste una successione
di isomorfismi τ tali che (Λ′(σ) =)(µ−1, τ) : χρ −→ χρ sia un morfismo, dove µ
e` l’isomorfismo indotto sui conuclei. Posto λ = P(µ), per 6.27 e l’osservazione
6.29 e` sufficiente mostrare che λ(X) = X, ossia, con il solito uso dei simboli,
che esiste un diagramma commutativo
XX
P(E)P(E)
YY
σ
ii
λ
ρ ρ
id
Osserviamo che il diagramma in basso e` cartesiano. Sfruttando le buone pro-
prieta` di cambiamento di base del fascio dualizzante otteniamo diagrammi com-
mutativi
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EE
ρ∗ωρ
ρ∗ωρ
µ
ρ∗E ρ∗ρ∗(σ∗ωρ) σ∗ωρ
ρ∗E ρ∗ρ∗(ωρ) ωρ
ρ∗µ
'
Riferendoci al diagramma a destra, osserviamo che il morfismo orizzontale in
basso e` il morfismo associato al rivestimento ρ, mentre quello in alto e` il tirato
avanti rispetto a σ del morfismo associato a ρ. A questo punto, per mostrare
che il diagramma iniziale e` commutativo mostriamo che i e λ◦ i◦σ sono indotte
da uno stesso morfismo surgettivo. Applicando consecutivamente il pull-back
per la composizione λ ◦ i ◦ σ otteniamo
pi∗E pi∗E OP(E)
pi∗µ
i
∗
pi∗E i∗pi∗E i∗OP(E)' ' '
'ρ
∗E ρ∗E ωρ
σ∗ωρ
σ∗ρ∗E σ∗ρ∗E σ∗ωρ' '
ρ∗E ωρ
Passiamo alla seconda parte dell’enunciato. Iniziamo col primo isomorfi-
smo. Osserviamo che χρ e I ◦ Σ(χρ) sono entrambi risoluzioni su P(E) che
condividono lo stesso rivestimento ρ : X −→ Y . Inoltre, tenendo presente
6.39 e la definizione di χρ, le immersioni associate a queste due risoluzioni di
Gorenstein sono entrambe indotte dalla suriezione ρ∗E −→ ωρ e quindi hanno
in particolare lo stesso ideale associato. Per 6.28 esiste un’unico isomorfismo
(id, τ) : χρ −→ I ◦ Σ(χρ). Per mostrarne la naturalita`, dobbiamo verificare che
il seguente diagramma e` commutativo
χρ
χρ
I ◦ Σ(χρ)
I ◦ Σ(χρ)
Λ′(σ) I◦Λ(σ)
(6.15)
Osserviamo che Λ′(σ), I ◦ Λ(σ) e quindi anche le due possibili composizioni
χρ −→ I◦Σ(χρ) hanno per prima componente µ−1. Ma per 6.27 un morfismo fra
risoluzioni di Gorenstein e` univocamente determinato dalla prima componente
e quindi il diagramma commuta.
Per l’ultimo isomorfismo, osserviamo che, per quanto visto, Λ′(σ) induce un
isomorfismo P(E) −→ P(E) la cui restrizione a X e` nuovamente σ. Inoltre le
prime componenti degli isomorfismi in 6.15 danno un diagramma commutativo
sui rispettivi fibrati. Mettendo insieme queste cose e` chiaro che i : ρ −→ Φ◦Λ(ρ),
dove i e` l’immersione associata a Λ(ρ), definisce un isomorfismo naturale.
Osservazione 6.42. L’isomorfismo I ◦ Λ ' Λ′ ci dice che χρ ha in modo natu-
rale una struttura di oggetto di PGord(Y ), ossia che il termine Md−2 in χρ e`
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gia` isomorfo a det E . Usare Σ ha pero` permesso di trovare un’identificazione
canonica.
6.5 L’equivalenza fra GRivd(Y ) e PGord(Y ) e i
casi d = 3, 4
Teorema 6.43. Il funtore
Λ = Σ ◦ Λ′ : GRivd(Y ) −→ PGord(Y )
e` un inverso per il funtore Φ definito nel teorema 6.18.
Dimostrazione. Rimane da dimostrare che Λ ◦ Φ ' id. Per 6.39, e` sufficiente
mostrare che esiste un isomorfismo Λ′ ◦ Φ ' I ◦ Σ ◦ I. Ragioniamo come nella
dimostrazione dell’isomorfismo I ◦ Λ ' Λ′. Sia (χ, ζ) un oggetto di PGord(Y ),
con χ = (E ,M, α,X, ρ), e poniamo E ′ = coker ρ#∨. Gli oggetti Λ′ ◦ Φ(χ, ζ),
I ◦ Σ ◦ I(χ, ζ) sono entrambi risoluzioni di Gorenstein su P(E ′) e le rispettive
immersioni associate sono indotte dal morfismo surgettivo ρ∗E ′ −→ ωρ. Quindi
tali immersioni e gli ideali associati coincidono. Risulta univocamente determi-
nato un isomorfismo Λ′ ◦ Φ(χ, ζ) −→ I ◦ Σ ◦ I(χ, ζ) la cui prima componente
e` l’identita`. Se adesso ψ = (σ, τ) : (χ, ζ) −→ (χ, ζ) e` un morfismo, avremo un
diagramma commutativo
Λ′ ◦ Φ(χ, ζ)
Λ′ ◦ Φ(χ, ζ)
I ◦ Σ ◦ I(χ, ζ)
I ◦ Σ ◦ I(χ, ζ)
Infatti, per definizione di Λ′ e Σ, la prima componente delle mappe verticali
coincide con l’inverso del morfismo che σ induce sui conuclei e di conseguenza
le due possibili composizioni Λ′ ◦ Φ(χ, ζ) −→ I ◦ Σ ◦ I(χ, ζ) hanno la prima
componente uguale e dunque coincidono per 6.27.
Adesso che il teorema 6.18 e` dimostrato, vogliamo fare alcune osservazioni
sull’equivalenza stabilita. Come si e` visto nel corso delle dimostrazioni svolte
nelle precedenti sezioni, il motivo per cui, dato un oggetto χ = (E ,M, α, pi,X, ρ)
di GRisd(Y ), e` stata fissata un’identificazione ζ : Md−2 −→ det E e` stato la
necessita` di ritrovare nella categoria PGord(Y ) tutti e soli gli isomorfismi dei
rivestimenti. Guardando per un attimo ai soli oggetti, e` chiaro che gia` la cate-
goria GRisd(Y ) permette di classificarli in modo del tutto analogo alla categoria
PGord(Y ). Il problema di GRisd(Y ) e` che contiene troppe frecce. Un esempio
chiarificatore e` il seguente. Nella proposizione 6.27 abbiamo fra le altre cose
mostrato che esiste un omomorfismo iniettivo di gruppi
Γ(Y,O∗Y ) −→ AutGRisd(Y )(χ)
che manda un elemento µ in (µ id, (µ−qk id)). D’altra parte, per ogni µ, P(µ id) =
idP(E), e quindi l’immagine di Γ(Y,O∗Y ) induce sui rivestimenti l’automorfismo
id. La stessa cosa non accade in PGord(Y ), poiche` (µ id, (µ−qk id)) e` una freccia
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se e solo se µ = 1. Infatti det(µ id) = µd−1 id e quindi dalla condizione sui
determinanti otteniamo µd = µd−1, da cui µ = 1. D’altra parte possiamo
mostrare che questo e` l’unico ’inconveniente’ che puo` accadere.
Proposizione 6.44. Sia Y uno schema noetheriano, d > 3, (χ, ζ) un oggetto
di PGord(Y ), con χ = (E ,M, α, pi,X, ρ). Poniamo L = Md−2∨ ⊗ det E, δ :
L '−→ OY indotto da ζ e η l’isomorfismo canonico E ′ ηχ−→ E ⊗L −→ E, dove E ′
e` il duale di coker ρ#. Allora esiste una successione esatta di gruppi
0 −→ Γ(Y,O∗Y ) −→ AutGRisd(Y )(χ)
β−→ AutPGord(Y )(χ, ζ) −→ 0
dove β associa ad un automorfismo (σ, τ) l’automorfismo la cui prima compo-
nente e` data dall’inverso della mappa che σ induce sul conucleo di ρ coniugato
tramite l’isomorfismo η.
Dimostrazione. Poniamo R = (χ, ζ). Abbiamo un diagramma commutativo
AutPGord(Y )(R) AutGRisd(Y )(I(R))
AutPGord(Y )(Σ ◦ I(R))
'
da cui otteniamo un morfismo surgettivo
AutGRisd(Y )(χ)
β−→ AutPGord(Y )(χ, ζ)
che, dal modo in cui sono definiti I, Σ e l’isomorfismo id ' Σ ◦ I, soddisfa
le rischieste dell’enunciato. Abbiamo in tal modo una successione come nell’e-
nunciato e rimane da verificarne l’esattezza nel termine centrale. Consideria-
mo quindi un automorfismo (σ, τ) nel nucleo di β. Abbiamo un diagramma
commutativo
E ′
E ′
E ⊗ L
E ⊗ L
E
E
id
ηχ
ηχ
σ⊗ϑ id
dove ϑ e` un automorfismo di L e quindi ϑ = µ id per qualche µ ∈ O∗Y . Otteniamo
dunque σ ⊗ id = (1/µ id)⊗ id, da cui σ = 1/µ id.
In particolare il funtore Λ′ : GRivd(Y ) −→ GRisd(Y ) definisce una equiva-
lenza di categorie per esempio per Y = PnF2 ,A
n
F2 .
Per completezza mostriamo anche l’analogo, per risvestimenti di Gorenstein
di grado d > 3, di 6.11 e 6.12.
Proposizione 6.45. Sia Y uno schema noetheriano, d > 3, E un fascio local-
mente libero di rango d − 1 con fibrato proiettivo associato pi : P(E) −→ Y e
X
i−→ P(E) un sottoschema chiuso. Allora pi◦ i e` un rivestimento di Gorenstein
di grado d e i e` su ogni fibra non degenere ed aritmenticamente di Gorenstein
se e solo i∗OX ha una risoluzione della forma
0 −→ Nd−2(−d) αd−2−−−→ Nd−3(−d+ 2) αd−3−−−→ . . . α2−→ N1(−2) α1−→ OP(E)
con
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1. pi∗Nk localmente libero di rango βk
2. pi∗pi∗Nk ' Nk
3. X piatto su Y
Osservazione 6.46. La condizione 3) puo` essere cambiata con una qualsiasi delle
condizioni equivalenti date nella proposizione 6.22, punto 3).
Dimostrazione. Dare una risoluzione come nell’enunciato che soddisfi 1) e 2)
equivale a dare una risoluzione di Gorenstein χ su P(E), mentre la condizione 3)
equivale a richiedere che χ sia un oggetto di GRisd(Y ). Dunque la proposizione
segue da 6.22 e 6.31.
Per gradi d bassi, e` possibile, come vedremo, semplificare la categoria PGord(Y ).
Noi tratteremo i casi d = 3, 4, ma esiste anche una caratterizzazione analoga
per il caso d = 5. Si veda [2]
6.5.1 Il grado 3
Nel caso d = 3 i dati di un oggetto di PGor3(Y ) sono un fascio localmente libero
E di rango 2 ed una successione globalmente e su ogni fibra esatta
0 −→ pi∗ det E(−3) −→ OP(E)
Vogliamo mostrare che queste caratteristiche possono essere ricondotte a parti-
colari proprieta` del morfismo γ definito nell’osservazione 6.14. Piu` precisamente
diamo la seguente definizione
Definizione 6.47. Sia Y uno schema noetheriano. Definiamo la categoria
PGor′3(Y ) come segue. Gli oggetti sono coppie (E , γ) dove E e` un fascio local-
mente libero di rango 2 e γ e` un morfismo γ : det E −→ S3 E tale che, per ogni
y ∈ Y , γ ⊗ k(y) sia non nullo. Una freccia (E , γ) σ−→ (E ′, γ′) e` un isomorfismo
σ : E ′ −→ E tale che il diagramma
det E ′
det E
S3 E ′
S3 E
detσ
γ′
γ
S3 σ
sia commutativo.
Lemma 6.48. Sia B un anello noetheriano ed Y = SpecB. Siano n, k due
numeri naturali e supponiamo di avere un morfismo
OPnB
φ−→ OPnB (k)
definito da un polinomio omogeneo g ∈ B[X0, . . . , Xn] di grado k. Allora sono
equivalenti
1. per ogni y ∈ Y φy e` iniettivo
2. per ogni y ∈ Y φy 6= 0
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3. l’ideale generato dai coefficienti di g in B coincide con B
In tale situazione φ e` iniettivo.
Dimostrazione. Se B e` un campo abbiamo che, se φ non e` iniettivo, pi∗φ =
0 e quindi φ = 0 (infatti g = 0), viceversa se φ = 0 allora chiaramente φ
non e` iniettivo. Tornando al caso generale, la precedente discussione mostra
l’equivalenza fra 1) e 2). Osserviamo che φy e` definito dalla sezione globale
gy di OPn
k(y)
(k) ottenuta considerando g modulo il primo y. Indichiamo con I
l’ideale generato dai coefficienti di g in B. Allora i primi y ∈ Y tali che gy = 0
sono esattamente i primi in V (I) e quindi abbiamo l’ultima equivalenza.
L’ultima affermazione segue dalla proposizione 5.44.
Teorema 6.49. Sia Y uno schema noetheriano. Allora il funtore
PGor3(Y ) PGor′3(Y )
((E ,M, α, γ), ζ) (E , γ ◦ ζ−1)
(σ, τ) σ
∆3
e` una equivalenza di categorie.
Dimostrazione. E` sufficiente mostrare che, dati un fascio localmente libero E di
rango 2 su Y con fibrato proiettivo associato pi : P(E) −→ Y e un morfismo
γ : det E −→ S3 E , il complesso
0 −→ pi∗ det E(−3) α−→ OP(E)
dove α e` ottenuto da γ per aggiunzione di pi∗ e pi∗ e moltiplicazione perOP(E)(−3),
e` su ogni fibra e globalmente esatto se e solo se (E , γ) e` un oggetto di PGor′3(Y ).
Infatti, se γ proviene da un oggetto di PGor3(Y ) per definizione la prima con-
dizione e` soddisfatta e quindi il funtore ∆3 e` ben posto. Viceversa se (E , γ) e` un
oggetto di PGor′3(Y ), χ = (E ,det E , α) e` una risoluzione di Gorenstein e (χ, id)
un oggetto di PGor3(Y ) tale che ∆3(χ, id) = (E , γ), ossia ∆3 e` surgettivo. Infine
chiaramente, per definizione delle frecce in PGor3(Y ), ∆3 e` pienamente fedele.
Per convenzione poniamo Ey = E ⊗ k(y), γy = γ ⊗ k(y). Indichiamo inoltre
con φ : pi∗ det E −→ OP(E)(3) il morfismo ottenuto da α moltiplicando per
OP(E)(3). Usando il lemma 6.48, dobbiamo mostrare che
∀y ∈ Y γy 6= 0 ⇐⇒ ∀y ∈ Y φy iniettivo
Dato y ∈ Y , abbiamo un diagramma commutativo
HomY (det E ,S3 E)
Homk(y)(det Ey,S3 Ey)
HomP(E)(pi∗ det E ,OP(E)(3))
HomPy (pi
∗
y det Ey,OP(Ey)(3))
'
'
dove le mappe verticali sono le restrizioni sulla fibra e quelle orizzontali gli
isomorfismi indotti per aggiunzione. In particolare otteniamo che γy corrisponde
per aggiunzione a φy e quindi γy 6= 0 se e solo se φy 6= 0 se e solo se, per quanto
visto in 6.48, φy iniettivo.
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Osservazione 6.50. Il teorema appena dimostrato e` un caso particolare di un’e-
quivalenza piu` generale: in [7] e in [8], sotto opportune ipotesi sullo schema
Y , viene mostrata l’esistenza di una corrispondenza biunivoca fra le coppie
(E , γ), dove E e` un fascio localmente libero di rango 2 e γ e` un morfismo
γ : det E −→ S3 E e i rivestimenti ρ : X −→ Y di grado 3. Tale corrispondenza
estende quella da noi stabilita e, piu` in dettaglio, risulta che se ρ : X −→ Y e` il
rivestimento associato a (E , γ) allora, nei punti y ∈ Y tali che γ⊗k(y) = 0, la fi-
bra Xy e` lo spettro di k(y)[X,Y ]/(X2, Y 2, XY ) che, come abbiamo fatto notare
ad inizio capitolo, e` a meno di isomorfismo l’unica k(y)-algebra non di Goren-
stein di grado 3. Questa caratterizzazione dei rivestimenti di grado 3 e` stata
dimostrata utilizzando tecniche differenti da quelle usate nelle precedenti sezioni
(che in effetti perdono di senso non appena manca l’ipotesi di Gorenstein sulle
fibre) e in parte simili a quelle utilizzate nel primo capitolo per caratterizzare i
rivestimenti di grado 2 (1.16).
Mostriamo adesso come dedurre dall’equivalenza 6.49 la struttura locale dei
rivestimenti di Gorenstein di grado 3 di uno schema noetheriano.
Corollario 6.51. Sia B un anello noetheriano ed Y = SpecB. Allora, a me-
no di isomorfismo, i rivestimenti di Gorenstein ρ : X −→ Y di grado 3 tali
che coker ρ# e` libero sono della forma ProjB[X,Y ]/(g), dove g e` un polinomio
omogeneo di grado 3 i cui coefficienti generano B. In particolare ogni rivesti-
mento di Gorenstein di grado 3 su uno schema noetheriano Y e` localmente di
tale forma.
Dimostrazione. Poniamo R = B[X,Y ]. Se ρ e` un rivestimento come nell’enun-
ciato allora la risoluzione associata e` della forma
0 −→ OP1B (−3)
φ−→ OP1B
Applicando Γ∗ si ottiene che il fascio di ideali associato e` la fascificazione di un
ideale (g) di R, con g omogeneo di grado 3. Allo stesso modo si trova che g
e` il polinomio che definisce φ tensorizzato per OP1B (3). Da 6.48 otteniamo la
condizione sui coefficienti di g. Viceversa, dato g, ponendo E = O2Y e tenendo
presente che S E ' R˜, possiamo definire il morfismo
det E
1
S3O2Y
g
γ
Per costruzione (O2Y , γ) e` un oggetto di PGor′3(Y ) che quindi per le equivalenze
stabilite induce un rivestimento ρ. In particolare, per l’equivalenza fra PGor3(Y )
e GRiv3(Y ) possiamo intanto concludere che (coker ρ#)
∨ ' E ' O2Y , ossia
coker ρ# e` libero. Per individuare l’ideale associato a χ, possiamo ragionare
come prima utilizzando Γ∗ e troviamo che esso e` la fascificazione di (g) ⊆ R,
come voluto.
In particolare risultano caratterizzati i rivestimenti di Gorenstein di grado 3
su anelli locali. Infatti se Y = SpecB, con B locale, ogni ricoprimento aperto
di Y contiene Y e quindi ogni fascio localmente libero e` libero.
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In generale se ρ e` un rivestimento di uno spettro Y = SpecB, con coker ρ#
libero e considerato il polinomio g come nell’enunciato 6.51, allora e` facile
caratterizzare gli automorfismi di ρ. Piu` in dettaglio abbiamo che
Aut(ρ) ' {f ∈ GL2(B) | g ◦ f = (det f)g}
Infatti il morfismo associato a ρ e` dato da OY −→ S3O2Y ,1 −→ g ed i suoi
automorfismi sono isomorfismi f : O2Y −→ O2Y tali che (S3 f)(g) = g ◦ f =
(det f)g.
6.5.2 Il grado 4
Nel caso d = 4 i dati di un oggetto di PGor4(Y ) sono due fasci localmente
liberi E , F su Y di rango rispettivamente 3, 2 ed una successione su ogni fibra
e globalmente esatta
0 −→ pi∗ det E(−4) −→ pi∗F(−2) α1−→ OP(E)
Anche in questo caso, sebbene non in modo evidente come nel caso d = 3, si
possono ricondurre tali proprieta` a quelle del morfismo γ (attraverso α1) definito
nell’osservazione 6.14. Diamo quindi la seguente definizione
Definizione 6.52. Dato uno schema noetheriano Y definiamo la categoria
PGor′4(Y ) come segue.
Gli oggetti sono ennuple (E ,F , γ, ζ) dove E, F sono fasci localmente liberi
su Y di rango rispettivamente 3, 2, γ e` un morfismo
γ : F −→ S2 E
ed infine ζ e` un isomorfismo
ζ : detF −→ det E
Richiediamo inoltre che il morfismo
α : pi∗F(−2) −→ OP(E)
indotto da γ per aggiunzione di pi∗, pi∗ e moltiplicazione di OP(E)(−2) definisca
un sottoschema chiuso X i−→ P(E) tale che
dimXy = 0 ∀y ∈ Y
Una freccia (σ, τ) : (E ,F , γ, ζ) −→ (E ′,F ′, γ′, ζ ′) e` una coppia di isomorfismi
σ : E ′ −→ E, τ : F ′ −→ F tali che i seguenti diagrammi siano commutativi
F ′
F
S2 E ′
S2 E
τ
γ′
γ
S2 σ
detF ′
detF
det E ′
det E
det τ
ζ′
ζ
detσ
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Per caratterizzare i rivestimenti di Gorenstein di grado 4 attraverso la cate-
goria appena definita, introduciamo il complesso di Koszul per gli schemi.
Complesso di Koszul. Sia X uno schema, F un OX -modulo localmente libero
di rango r e δ : F −→ OX un morfismo. Se SpecB ' U ⊆ X e` un aperto affine
di X su cui F e` libero, allora δ corrisponde ad un morfismo da un B-modulo
libero di rango r a B e quindi la fascificazione del complesso di Koszul di tale
morfismo da un complesso
0 −→ ΛrF|U −→ . . . −→ Λ2F|U −→ F|U
δ|U−−→ OU
Dato che il complesso di Koszul commuta con le localizzazioni abbiamo che al
variare degli aperti affini U ⊆ X che banalizzano F il complesso scritto sopra
commuta con le restrizione e quindi definisce un complesso
0 −→ ΛrF −→ . . . −→ Λ2F −→ F δ−→ OX (6.16)
su X.
Definizione 6.53. Sia X uno schema, F un OX-modulo localmente libero di
rango r e δ : F −→ OX un morfismo. Il complesso 6.16 viene detto il complesso
di Koszul di δ.
Proposizione 6.54. Sia X uno schema di Cohen-Macaulay, F un OX-modulo
localmente libero di rango r e δ : F −→ OX un morfismo. Sia inoltre Y il
sottoschema chiuso definito da Im δ. Allora Y ha codimensione pura r se e solo
se il complesso di Kozsul di δ e` esatto. Inoltre in tal caso Y e` uno schema di
Cohen-Macaulay.
Dimostrazione. Supponiamo che Y abbia codimensione pura r e sia p ∈ X. Se
p /∈ Y allora la localizzazione del complesso di Koszul di δ in p e` il complesso
di Koszul di un morfismo suriettivo OrX,p −→ OX,p e quindi in particolare e`
esatto. Supponiamo quindi p ∈ Y . Possiamo restringerci ad un aperto affine
U ⊆ X che contenga p e banalizzi F . Infatti in tal caso la codimensione di Y
rimane invariata. Supponiamo quindi X ' SpecA, con A un anello di Cohen-
Macaulay e F ' A˜r.δ corrisponde ad un morfismo Ar φ−→ A ed indichiamo con
I l’immagine di φ. Dato che I definisce Y , abbiamo che depth(I,R) = ht I = r
e quindi che il complesso di Koszul di φ e` esatto. Inoltre, poiche` I e` generato
da r elementi di R abbiamo che A/I e` un anello di Cohen Macaulay e quindi
tale e` Y ' SpecA/I.
Supponiamo adesso che il complesso di Koszul sia esatto e sia p il punto
generico di una componente irriducibile di Y . Possiamo restringerci ad un aperto
affine di X contenente p ed in cui F e` libero. Supponiamo quindi X ' SpecA
ed indichiamo come prima con I l’ideale di Y . Poiche` il complesso di Koszul
e` esatto avremo che depth(I,R) = r. Dato che I e` un ideale generato da r
elementi di A e quindi, in particolare, di altezza r e p e` un primo minimale fra
quelli contenenti I, possiamo concludere che ht p = r, ossia che la componente
irriducibile di Y con punto generico p ha codimensione r.
Osservazione 6.55. Sia X = PnB , F un fascio localmente libero di rango r che sia
somma di fasci invertibili della forma OPnB (q), per qualche q e δ : F −→ OX un
morfismo. Allora Γ∗(δ) = φ : F −→ R, dove R e` l’anello dei polinomi di PnB ed
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F e` un modulo libero graduato. In particolare possiamo considerare il complesso
di Koszul K di φ che e` un complesso con mappe graduate. Preso un elemento
x ∈ R omogeneo di grado 1 si puo` verificare che K(x) e` il complesso di Koszul
di φ(x). Dato che δ(x) e´ la fascificazione di φ(x) otteniamo che il complesso di
Koszul di δ e` la fascificazione di K.
Notazione. Sia Y uno schema noetheriano e χ = (E ,F , γ, ζ) un oggetto di
PGor′4(Y ). Indicheremo con α, i, X gli oggetti introdotti nella definizione 6.52.
Tenendo conto che esiste un isomorfismo canonico detpi∗F(−2) ' pi∗ detF(−4),
il complesso di Koszul di α ha la forma
K∗ : 0 −→ pi∗ detF(−4) β−→ pi∗F(−2) α−→ OP(E)
Considereremo β associato all’oggetto χ. Come fatto per le risoluzioni di Go-
renstein, useremo la notazione estesa χ = (E ,F , γ, ζ, α, β, i,X,K∗).
Teorema 6.56. Sia Y uno schema noetheriano. Allora l’associazione
PGor′4(Y ) PGor4(Y )
(E ,F , γ, ζ, α, β) ((E , (detF ,F), (β, α)), ζ)
(σ, τ) (σ, (det τ, τ))
∆4
definisce un’equivalenza di categorie.
Dimostrazione. Iniziamo col mostrare che ∆4 e` ben posto. Sugli oggetti que-
sto e` equivalente a mostrare che, dato un oggetto χ = (E ,F , γ, ζ, α,X,K∗)
di PGor′4(Y ), il complesso di Koszul K∗ e` su ogni fibra e globalmente esatto.
Per 5.44 dobbiamo verificare solo l’esattezza sulle fibre. Poiche` il complesso di
Koszul commuta con il cambiamento di base, fissato y ∈ Y , abbiamo che K∗y
e` il complesso di Koszul di αy. Ma αy definisce Xy e per ipotesi dimXy = 0,
dunque Xy ha codimensione pura 2 in P(Ey) ' P2k(y) e quindi, per 6.54, K∗y e`
esatto. Infine ∆4 e` ben posto sulle frecce poiche` la costruzione del complesso di
Koszul e` funtoriale.
Poiche` ∆4 e` pienamente fedele per costruzione rimane da verificare che e`
essenzialmente surgettivo. Consideriamo quindi un oggetto (χ, ζ) di PGor4(Y ),
con χ = (E ,M, α,X, γ). Ragionando come sopra, poiche` dimXy = 0, il com-
plesso di Koszul K∗ di α1 e` esatto sulle fibre e quindi globalmente. Quindi K∗
definisce un oggetto χ′ = (E , (detM1,M1), α′) di GRis4(Y ), con α′1 = α1. In
particolare χ′ e χ hanno lo stesso ideale associato e quindi esiste un isomorfi-
smo χ′
ξ−→ χ come risoluzioni di Gorenstein. D’altra parte e` ovvio verificare
che, in tale situazione, esiste un’unico isomorfismo ζ ′ : detM1 −→ det E tale
che (χ′, ζ ′)
ξ−→ (χ, ζ) sia un isomorfismo in PGor4(Y ). Dato che chiaramente
χˆ = (E ,M1, γ, ζ ′) definisce un elemento di PGor′4(Y ) e ∆4(χˆ) = χ abbiamo
finito.
Anche in questo caso risulta determinata la struttura locale dei rivestimenti
di grado 4.
Proposizione 6.57. Sia Y uno schema noetheriano. Se ρ : X −→ Y e` un ri-
vestimento di Gorenstein di grado 4 e y ∈ Y , esiste un aperto affine U ' SpecB
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di Y e contenente y, tale che ρ|ρ−1(U) e` isomorfo a ProjB[X,Y, Z]/(f, g) −→ U ,
dove f, g sono polinomi omogenei di grado 2 tali che, per ogni primo q di B,
f, g sono una successione regolare o, equivalentemente, sono primi fra loro in
k(q)[X,Y, Z]. Viceversa dati f, g con tali proprieta`, il morfismo
ProjB[X,Y, Z]/(f, g) −→ SpecB
e` un rivestimento di Gorenstein di grado 4.
Dimostrazione. ρ e` indotto da un oggetto (E ,F , γ, ζ, α) di PGor′4(Y ) e possiamo
supporre che Y ' SpecB, E ' O3Y , F ' O2Y . Allora γ risulta definita da due
polinomi omogenei di grado 2 f, g ∈ B[X,Y, Z]. In modo analogo a quanto
fatto nel caso d = 3 usando Γ∗ otteniamo che l’immersione di X in P2B e` definita
dall’ideale omogeno (f, g) e che, per ogni primo q di B, l’ideale generato dalle
immagini di f, g in k(q)[X,Y, Z] definisce Xy. Poiche` il complesso di Koszul di
αq e` esatto, otteniamo che f, g e` una successione regolare. Dato che k(q)[X,Y, Z]
e` a fattorizzazione unica questo e` equivalente a richiedere che f, g non abbiano
fattori comuni.
Viceversa, posto Y = SpecB, scegliamo E = O3Y , F = O2Y , ζ un identifica-
zione qualsiasi fra detF ' OY ' det E e γ data da
O2Y
e1, e2
S2O3Y
f, g
γ
Dalla discussione fatta sopra segue che χ = (E ,F , γ, ζ) e` un oggetto di PGor′4(Y )
che induce il rivestimento ProjB[X,Y, Z]/(f, g) −→ SpecB, come voluto.
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