Abstract. In this paper, we construct new families of graphs whose automorphism groups are transitive on 3-paths. These graphs are constructed from certain Lie algebras related to generalized Kac-Moody algebras of rank two. We will show that one particular subfamily gives new lower bounds on the number of edges in extremal graphs with no cycles of length fourteen.
1. Introduction. Let n be a positive integer and let H be a graph. We say a graph G is H-free if G contains no subgraph isomorphic to H, and we define ex(n, H) to be the largest number of edges of any H-free graph with n-vertices. The field of extremal graph theory officially began with Turàn's paper [19] , in which he finds ex(n, K t ) exactly, and shows that there is only one graph attaining the maximum number of edges. The celebrated Erdős-Stone theorem demonstrated that the result is asymptotically the same if one replaces K t with any other finite graph H of chromatic number t > 2. The remaining case where H is bipartite has proved to be a difficult problem in general. Apart from trees, the most precise asymptotic information is known for C 4 , C 6 , C 10 , K 2t , K 3t and K st for s > (t − 1)! . Curiously, all known constructions giving these bounds are algebraic in nature. The bounds for C 4 , C 6 , and C 10 are supplied by geometric objects known as projective planes, generalized quadrangles and generalized hexagons. It is not necessary to know these objects to understand the constructions in this paper, so a description of these objects and their properties is omitted (see [9] for more information).
Erdős's unpublished even circuit theorem states that ex(n, C 2k ) ≤ c k n 1+ 1 k for certain constants c k (for the best bounds on c k , see [20] and [17] ). This bound is tight, up to the constant, for C 4 , C 6 and C 10 . The first general lower bound, due to Erdős, is nonconstructive and gives ex(n, C 2k ) ≥ c k n 1+ 1 2k (see [18] ). This was improved by Lubotzky, Phillips and Sarnak [14] to ex(n, C 2k ) ≥ c k n 1+ 2 3k+3 and Margulis [15] , and still further by Lazebnik, Ustimenko and Woldar [11] to ex(n, C 2k ) ≥ c k n 1+ 2 3k−3+ , where is 0 or 1 depending on whether k is odd or even. The latter construction was motivated by a connection between generalized polygons and Lie algebras. New lower bounds are claimed by Dehan and Tillich, see [3] . The bounds are given in terms of the girth of the graph, but can be manipulated to give ex(n, C 2k ) ≥ c k n
The motivation of this paper is to generalize the construction in [11] to see if these bounds can be improved. In particular, we will provide a new lower bound on ex(n, C 14 ). The bound of ex(n, C 14 ) ≥ c k n [23] , which was later tied by CD (12, q) . The bound in [3] is ex(n, C 14 ) ≥ c 7 n 1+ 3 28 , which is weaker in this case. In the later sections, we will improve this bound to a constant times n more lower bounds remains to be explored.
Lie graphs are part of a larger family of graphs defined by systems of equations. Some of the structure of these graphs is evident due to this connection, so we describe this larger family of graphs in the next section.
2. Graphs from systems of equations. In [13] , the authors describe a general graph construction of graphs from rings. Many interesting extremal graphs appear in this family, including affine parts of generalized polygons, Wenger's graphs (see [21] ) and the series of graphs D(k, q). We give the definition below.
Let R be a ring, and P, L two copies of R n . We will refer to the elements of P as 'points' and the elements of L as 'lines'. For i from 2 to n let f i be a function from P × L to R n , such that f i depends only on the first i − 1 coordinates of vectors in P and L. We define a bipartite graph Γ(R, n, {f 2 , . . . f n }) with vertex set P ∪ L, with p ∈ P adjacent to l ∈ L if and only if
We will refer to this family of graphs as algebraically defined graphs or ADG's. In [13] , it is show that ADG's have 2q n vertices, q n+1 edges, and are q-regular. In particular, we have the following lemma, found in [13] : Lemma 2.1. Let Γ(R, n, {f 2 , . . . f n }) For each vertex m and x ∈ R there is a unique vertex adjacent to m with first coordinate x.
Proof. Suppose m is a point, and l is a line with first coordinate x. The equation
This allows us to recursively compute all of the coordinates of l i , so there is a unique line adjacent to m with first coordinate x. A similar argument holds for the case when m is a line.
The graphs D(k, q) are such a family, defined over finite fields with the equations:
Until recently, the connected components of these graphs give the best known lower bounds on the size of graphs with large girth. As mentioned earlier, better general bounds are claimed in [3] . It is shown in [9] that affine parts of classical projective planes, generalized quadrangles and hexagons of order q also can be described this way. In some cases, the constructions have a slightly different form, with equations like It is shown in [13] that there is a locally injective homomorphism from Γ(R, n, {f 2 , . . . f n }) to Γ(R, n−1, {f 2 , . . . f n−1 }), which implies that the girth of Γ(R, n, {f 2 , . . . f n }) cannot be less than that of Γ(R, n−1, {f 2 , . . . f n−1 }). This, in addition to the aforementioned constructions, indicates that ADG's are a natural place to look for dense graphs of high girth. However, the family is too general to do any type of exhaustive searches, even for relatively small parameters. We restrict ourselves to a subfamily generated by certain finite dimensional Lie algebras. The next section introduces some of the machinery needed to describe these graphs. One family of well studied Lie algebras are the generalized Kac-Moody algebras (see [2] ). These algebras are generated by a short list of relations together with a certain type of matrix known as a generalized Cartan matrix. See [2] for the specific relations. We will be making use of a subalgebra of a specific type of generalized Kac-Moody algebra. Understanding the connection between these algebras and generalized Kac-Moody algebras is not necessary to understand our construction. For completeness, one technical lemma, Lemma 1, will make use of this connection, though the result provided is fairly intuitive.
Let C be a 2 by 2 generalized Cartan matrix, i.e. an integral matrix with C 11 = C 22 = 2 and C 12 , C 21 < 0. We let F(F) be the free Lie algebra generated by the variables h 1 , h 2 , e 1 , e 2 over the field F. Let L(C, F) to be the quotient of F by the relations:
It is well-known that L(C, F) is finite dimensional if and only if C is positive definite. This occurs for the three matrices:
For these matrices, L is isomorphic to a subalgebra of the classical Lie algebras A 2 , B 2 , G 2 . If C is not positive definite, the algebra is infinite dimensional. We will make use of the algebras generated by the following two matrices:
To prove certain theorems about our graphs, we will need to define words in our Lie algebra. The abelian subalgebra of L generated by h 1 and h 2 is known as the Cartan subalgebra. We define L + to be the subalgebra generated by e 1 and e 2 , and the set of words W to be the set of expressions using only e 1 , e 2 , and the Lie bracket.
Words may be defined recursively by: e 1 , e 2 ∈ W and for all y, z ∈ L, the expression [y, z] ∈ L. Note that only the Lie product is used, addition and subtraction is not used when defining words. We call a word w ∈ W nonzero provided w, when viewed as an element of L, is not equal to zero, and the length of a nonzero word w, denoted l(w), is the total number of e 1 's and e 2 's in the word.
Let W = {w 1 , w 2 , . . . , } be a set of words which form a basis of L + and l(w i ) ≤ l(w j ) whenever i ≤ j. The following lemma is somewhat intuitive since none of the relations of this algebra allow one to equate a nonzero word with a sum of nonzero words of shorter length (This is not true in general for arbitrary quotient algebras of F). For completeness, we include a proof based on the fact that generalized KacMoody algebras are graded algebras.
. Note that a word x of degree ar 1 + br 2 has length l(x) = a + b. Now suppose x, y are words of degree ar 1 + br 2 > 0 and cr 1 + dr 2 > 0, respectively. Then [x, y] is either zero or has degree (a+c)r 1 +(b+d)r 2 . In the latter case l([x, y]) = a+b+c+d > l(x), l(y), so the product of two words is either 0 or a word of greater length.
The lemma now follows by considering the fact that for all w i , w j , the product [w i , w j ] is either zero, or spanned by words of greater length.
In order to construct finite graphs, we will consider the quotient algebras L(n, F), where every word w i for i > n is set equal to zero. In the case that F is a finite field F q , we label the algebra L(n, q, W ). When the basis is understood or irrelevant, we omit the W . The following lemma will be useful: Lemma 3.2. Let w ∈ W be a word which contains s e 1 's and t e 2 's. Then [h 1 , w] = sw and [h 2 , w] = tw.
Proof. We prove this by strong induction. The statement is clear for words of length 1. Now let w be a word of length k > 1 which contains s e 1 's and t e 2 's. Since w has length greater than 1, w = [x, y] where x and y are words of smaller length. Let s 1 , t 1 and s 2 , t 2 be the number of e 1 's and e 2 's in the words x, y, respectively. By the Jacobi Identity, [
If the field has positive characteristic, there may be some nonzero word w in W with [h 1 , w] = 0 or [h 2 , w] = 0. In this case, we will call the Lie algebra degenerate, and nondegenerate otherwise.
4. Lie Graphs. In this section, we construct bipartite graphs from Lie algebras. This is motivated by work in [9] and [22] . The basic construction is identical to the presentation in [22] with the exception of the Lie algebra used. In particular, the Cartan subalgebra differs in certain cases, thereby allowing us to obtain new families of graphs that would otherwise be degenerate.
Let L be a finite dimensional quotient algebra of F, generated by a generalized Cartan matrix C. Let L + be the subalgebra generated by e 1 , e 2 , and L 1 , L 2 be the ideals of L + generated by e 1 and e 2 , respectively. Let P the set of vectors of L in the coset −h 1 + L 1 and L be the set of vectors in the coset −h 2 + L 2 .
We define the bipartite graph Γ(L) to have bipartition P and L with p ∈ P , l ∈ L adjacent if and only if [ 6, q) , we obtain the affine parts of the classical projective plane of order q, classical generalized quadrangle of order (q, q), and classical generalized hexagon of order (q, q).
If the algebra is over a field of nonzero characteristic, these graphs may be degenerate. We call the Lie algebra L nondegenerate provided that [h 1 ,
Proof. Let W = {w 1 , w 2 , . . . , } be a set of words which form a basis of L + and l(w i ) ≤ l(w j ) whenever i ≤ j. For each i, we define a polynomial
where a jk is a constant satisfying a jk [w j , w k ] = w i , and a jk = 0 if no such constant exists. For a point
If we denote the number of e 1 s and e 2 s in w i by s i , t i respectively, we can rewrite this equation as
We can now describe the graph as having points (p 1 , p 3 , p 4 . . . ) and lines (l 2 , l 3 , l 4 . .
. ), with a point adjacent to a line if and only if (s
Since L(n, q) is nondegenerate, the s i , t i are all units, and so the graph is an ADG.
We typically relabel the coordinates p i and l i so the indices are consecutive integers starting at 1. Since Γ(L(n, q)) is an ADG, it follows that it is q-regular with 2q n−1 vertices. Lie graphs contain many automorphisms, due the the following well-known theorem (see [5] ). Theorem 2. Let L be a Lie algebra. Let x ∈ L such that ad(x) = δ is nilpotent, and let δ 0 be the identity map on L.
The fact that all elements of L 1 and L 2 are nilpotent gives rise to many automorphisms of the Lie algebra. These automorphisms are also automorphisms of the corresponding Lie graphs, which we state in the lemma below: , q) ) be a nondegenerate Lie algebra, and Γ the corresponding Lie graph. For each x ∈ L + , exp(x) is an automorphism of Γ.
Proof. We only need to show that exp(x) stabilizes the cosets −h 1 + L 1 and −h 2 + L 2 . It suffices to show the theorem holds for all words x ∈ W .
We claim that δ = ad( 
An easy induction then shows that any positive power of ad(x) also maps
Theorem 3. The automorphism group of a Lie graph Γ(L(n, q)) is transitive on 3-paths.
Proof. Let W be a basis of nonzero words of L = L(n, q) which are in the generators e 1 , e 2 . Let < be a linear order on W , where x < y whenever l(x) < l(y), and index the set W = {w 1 , . . . } accordingly.
Let −h 2 +z, −h 1 +x, −h 2 +y, −h 1 +v be a 3-path in the Lie graph, with x, v ∈ L 1 and z, y ∈ L 2 . We wish to show that we may apply automorphisms to map this 3-path to the 3-path −h 2 + e 2 , −h 1 , −h 2 , −h 1 + e 1 .
We have x = i α i w i for some coefficients α i . Let j be the least index such that α j = 0, and let k be the constant such that [h 1 , w j ] = kw j . For w j we define the automorphism φ j = exp(− 1 k w j ). Then we have
If we let S be the sums of the terms which are multiples of words of W of length greater than w j , we have
, and note that the coefficient of w i in φ j (−h 1 + x) is still 0 for all i < j, since S ∈ Span({w i+1 , w i+2 , . . . }). We now repeat this procedure on φ j (−h 1 + x). Since W is finite, this process must terminate at the vector −h 1 . Now let −h 2 + y be the image of −h 2 + y. Since −h 2 + y is adjacent to −h 1 , we have that [−h 1 , y] = 0, forcing y = α 2 e 2 . We now apply the automorphism exp(−αe 2 ) to the graph. Since exp(αe 2 )(−h 1 ) = −h 1 and exp(−αe 2 )(−h 2 + y ) = −h 2 , we have that the graph is edge transitive.
The image of our 3-path under these automorphisms is −h 2 + z , −h 1 , −h 2 , −h 1 + v . Again, we must have z = βe 2 , v = γe 1 , where β, γ = 0. We now apply the automorphism τ which satisfies τ (e 1 ) = 1 γ e 1 , τ (e 2 ) = 1 β e 2 , and τ (h i ) = h i . The resulting 3-path is −h 2 + e 2 , −h 1 , −h 2 , −h 1 + e 1 .
Families of Lie graphs.
For the matrices M 1 , M 2 , M 3 the Lie algebra generated is finite dimensional. The resulting Lie graphs L(q) are isomorphic to the affine parts of the projective plane, generalized quadrangle and generalized hexagon of order q.
For L(M 4 ), we have the following conjecture:
Conjecture 1. For each n, t ≥ 1 and sufficiently large prime p, L(M 4 , n, p t ) is isomorphic to CD(k, p t ) for some fixed k, depending only on n.
This has been verified for n ≤ 6. A proof of the whole conjecture may be difficult.
Our main result is below.
Theorem 4. The graph Γ q has no 14-cycles for all fields F q of sufficiently large characteristic.
The following is an immediate consequence:
Corollary 5.1. For infinitely many values of q, ex(n, C 14 ) ≥ 1 2 9/8 n 9/8 . Theorem 4 was verified using a Groebner basis computation, using a modification of the technique used in the thesis of Dmytrenko to check the girth of certain ADG's, see [4] . Suppose there is a 14-cycle in this graph, with vertices
, m (7) . Using 3-transitivity of paths we may take q (1) and m (1) to be the zero vectors in P and L, and q (2) = (1, 0, 0, 0, 0, 0, 0, 0). Let 0, 0, 1, m 2 , . . . , q 7 , m 7 be the first coordinates of the points and lines along the cycle. Note that since q (1) , m (1) are known, by lemma 2.1 we can compute all of the coordinates of the remaining vectors on the cycle in terms of the first coordinates 0, 0, 1, m 2 , . . . , q 7 , m 7 . Recursively computing q (i) , m (i) we obtain the formulas for the coordinates of m The existence of a cycle is equivalent to these polynomials having a common solution. By performing a Groebner basis computation using the computer algebra system Magma, this system was found to have no solutions over the algebraic numbers. By the Lefschetz principle [16] , this implies that the system has no solutions over all finite fields of sufficiently large characteristic. Using Groebner basis computations over F p , this has been verified for all primes p between 5 and 97 inclusive, so we expect it it holds for all fields of characteristic 5 or greater. We note that these graphs have 12 cycles for q = 5, 7, and likely have girth 12 in general.
