The Positive-Negative Partial Set Cover problem is introduced and its complexity, especially the hardness-of-approximation, is studied. The problem generalizes the Set Cover problem, and it naturally arises in certain data mining applications.
Introduction

1
The Positive-Negative Partial Set Cover (±psc) problem is a generalization of used will also lead to an approximation algorithm for ±psc, and to results 7 about its parameterized complexity. 8 
Notation and Problem Definitions 9
In rbsc, we are given disjoint sets R and B of red and blue elements, re-10 spectively, and a collection S = {S 1 , . . . , S n } ⊆ 2 R∪B . The goal is to find 11 a collection C ⊆ S that covers all blue elements, i.e., B ⊆ ∪C, while mini-12 mizing the number of covered red elements. The cost of a solution C is de-
13
fined as cost rbsc (R, C) = |R ∩ (∪C)|, where ∪C is the union over C's sets
14
(i.e., ∪C = C∈C C); a shorthand we use throughout this paper. We will use 15 cost rbsc (C) when R is clear from the context. Finally, let ρ = |R| and β = |B|.
16
In ±psc, the requirement of covering all blue elements is relaxed; instead, the 17 goal is to find the best balance between covering the blue elements and not
18
covering the red ones. In the context of ±psc, the red and blue elements are
19
called negative and positive elements, respectively.
20
An instance of ±psc is a triplet (N, P, Q) with |N | = ν, |P | = π, and Q = 21
and its cost is defined to be
namely the number of uncovered positive elements plus the number of covered 24 negative elements. Again we will omit N and P when they are clear from the who recently presented a 2 √ n log β-approximation algorithm for it.
36
To the best of the author's knowledge, there are no previous hardness results
37
for the ±psc problem, nor any approximation algorithms for it. The problem 38 itself appears in some data mining applications (e.g., [1] ), but its complexity 39 and the existence of efficient approximation algorithms for it have not been 40 studied previously.
41
2 Results
42
The main result of this paper relates the upper and lower bounds for the 43 ±psc's approximability to the respective bounds for rbsc.
44
Theorem 1 rbsc is approximable to within a factor of f (ρ, β, n) if ±psc 45 is approximable to within a factor of f (ρ, β/ρ max , n), where ρ max is the max- 
From rbsc to ±psc
74
Consider an instance of rbsc, i.e., a triplet (R, B, S). We map this instance to 75 an instance of ±psc. Let the negative elements be exactly the red elements, Finally, it is clear that the optimal solution of a ±psc instance will cover 90 exactly the negative elements corresponding to the red elements covered by 91 the optimal solution of rbsc, i.e., the costs of the optimal solutions are equal.
92
Denoting the optimal solutions to the instances of ±psc and rbsc by D * 93 and C * , respectively, we see that
, and thus if we can 94 approximate ±psc to within a factor of f (ρ, β/ρ max , n), then we can approx- 
Let C be a solution of the thus created rbsc instance. Create D, a solution of 
105
To show that this reduction preserves the approximability, we start by consid-106 ering the cost induced by D. First, let n k be a negative element in ∪D. That is,
107
there is a set Q j so that n k ∈ Q j and Q j ∈ D. But this means that the corre- 
114
Consider then D * , the optimal solution of (N, P, Q). We show that the cost 
so that if we can approximate rbsc to within a factor of g(ν, π, m), then we 120 can approximate ±psc to within a factor of g(ν + π, π, m + π).
121
Parameterized Complexity
122
We denote the parameterized versions of ±psc and rbsc by p-±psc and gives rise to the following proposition.
130
Proposition 4 The p-±psc problem is equivalent to the p-rbsc problem un-
131
der the fpt-reductions; especially, the p-±psc problem is W[2]-hard. 
