We address a class of backward stochastic differential equations on a bounded interval, where the driving noise is a marked, or multivariate, point process. Assuming that the jump times are totally inaccessible and a technical condition holds (see Assumption (A) below), we prove existence and uniqueness results under Lipschitz conditions on the coefficients. Some counterexamples show that our assumptions are indeed needed. We use a novel approach that allows reduction to a (finite or infinite) system of deterministic differential equations, thus avoiding the use of martingale representation theorems and allowing potential use of standard numerical methods. Finally, we apply the main results to solve an optimal control problem for a marked point process, formulated in a classical way.
Introduction
Since the paper [14] by Pardoux and Peng, the topic of backward stochastic differential equations (BSDE in short) has been in constant development, due to its utility in finance (see e.g. El Karoui, Peng and Quenez [10] ), in control theory, and in the theory of non-linear PDEs.
The first papers, and most of the subsequent ones, assume that the driving term is a Brownian motion, but the case of a discontinuous driving process has also been considered rather early, see e.g. Buckdahn and Pardoux [4] , Tang and Li [16] and more recently Barles, Buckdahn and Pardoux [2] , Xia [17] , Becherer [3] , Crépey and Matoussi [9] , or Carbone, Ferrario and Santacroce [5] among many others.
The case of a driving term which is purely discontinuous has attracted less attention, see however Shen and Elliott [15] for the particularly simple "one-jump" case, or Cohen and Elliott [6] - [7] and Cohen and Szpruch [8] for BSDEs associated to Markov chains. The pure jump case has certainly less potential applications than the continuous or continuous-plus-jumps case, but on the other hand it exhibits a much simpler structure, which provides original insight on BSDEs.
To illustrate the latter point, in this paper we consider BSDEs driven by a marked (or, multivariate) point process. The time horizon is a finite (non random) time T . The point process is non-explosive, that is, there are almost surely finitely many points within the interval [0, T ], and it is also quasi-left continuous, that is, the jump times are totally inaccessible: the main examples of this situation are the Poisson process and the compound Poisson process. We also make the (rather strong) assumption that the generator is uniformly Lipschitz.
In contrast with most of the literature, in which the martingale representation theorem and the application of a suitable fixed point theorem play a central role, in the setting of point processes it is possible to solve the equation recursively, by replacing the BSDE by an ordinary differential equation in between jumps, and match the pre-and post-jump values at each jump time (such a method has already been used for a BSDE driven by a Brownian motion plus a Poisson process, see e.g. Kharroubi and Lim [13] , but then between any two consecutive jumps one has to solve a genuine BSDE).
Reducing the BSDE to a sequence of ODEs allows us for a very simple solution, although we still need some elementary a priori estimates, though, for establishing the existence when the number of jumps is unbounded. Apart from the intrinsic interest of a simple method, this might also give rise to simple numerical ways for solving the equation. Another noticeable point is that it provides an L 1 theory, which is more appropriate for point processes than the usual L 2 theory. There are two main results about the BSDE: one is when the number of jumps is bounded, and we then we obtain uniqueness within the class of all possible solutions. The other is, in the general case, an existence and uniqueness result within a suitable weighted L 1 space. We also state a third important result, showing how an optimal control problem on a marked process reduces to solving a BSDE. Existence and uniqueness results for the BSDE are stated in the case of a scalar equation, but the extension to the vector-valued case is immediate.
The paper is organized as follows: in Section 2 we present the setting and the two main results (as will be seen, the setting is somewhat complicated to explain, because in the multivariate case there are several distinct but natural versions for the BSDE). Section 3 is devoted to a few simple a priori estimates. In Section 4 we explain how the BSDE can be reduced to a sequence of (non random) ODEs, and also exhibit a few counter-examples when the basic assumptions on the point process are violated. The proof of the main results are in Section 5, and in Section 6 the control problem is considered.
Main results

The setting
We have a probability space (Ω, F , P) and a fixed time horizon T ∈ (0, ∞), so all processes defined on this space are indexed by [0, T ], and all random times take their values in [0, T ] ∪ {∞}.
This space is endowed with a non-explosive multivariate point process (also called marked point process) on [0, T ] × E, where (E, E) is a Lusin space: this is a sequence (S n , X n ) of points, with distinct times of occurrence S n and with marks X n , so it can be viewed as a random measure of the form µ(dt, dx) = n≥1: Sn≤T
Here the S n 's are (0, T ] ∪ {∞}-valued and the X n 's are E-valued, and S 1 > 0, and S n < S n+1 if S n ≤ T , and S n ≤ S n+1 everywhere, and Ω = ∪{S n > T }. Note that the "mark" X n is relevant on the set {S n ≤ T } only, but it is convenient to have it defined on the whole set Ω, and without restriction we may assume that X n = ∆ when S n = ∞, where ∆ is a distinguished point in E. We denote by (F t ) t≥0 the filtration generated by the point process, which is the smallest filtration for which each S n is a stopping time and X n is F Sn -measurable. As we will see, the special structure of this filtration plays a fundamental role in all what follows. We let P be the predictable σ-field on Ω × [0, T ], and for any auxiliary measurable space (G, G) a function on the product Ω × [0, T ] × G which is measurable with respect to P ⊗ G is called predictable.
We denote by ν the predictable compensator of the measure µ, relative to the filtration (F t ). The measure ν admits the disintegration:
where φ is a transition probability from (Ω × [0, T ], P) into (E, E), and A is an increasing càdlàg predictable process starting at A 0 = 0, which is also the predictable compensator of the univariate point process
Of course, the multivariate point process µ reduces to the univariate N when E is a singleton. Unless otherwise specified, the following assumption, where we set S 0 = 0, will hold throughout:
The process A is continuous (equivalently: the jump times S n are totally inaccessible), and we have P(S n+1 > T | F Sn ) > 0 for all n ≥ 0.
The BSDE in the univariate case
Now, we turn to the BSDE. In addition to the driving point process, the ingredients are
• a terminal condition ξ, which is always an F T -measurable random variable;
• a generator f , which is real-valued function depending on ω, on time, possibly on the mark x of the point process, and also in a suitable way on the solution of the BSDE. In all cases below, the dependence of the generator upon the solution will be assumed Lipschitz, typically involving two nonnegative constants L, L ′ , as specified below.
We begin with the univariate case, which is simpler to formulate. In this case, the BSDE takes the form
A solution is a pair (Y, Z) consisting in an adapted càdlàg process Y and a predictable process Z satisfying T 0 |Z t | dA t < ∞ a.s., such that (2.4) holds for all t ∈ [0, T ], outside a P-null set (this implicitly supposes that
Remark 1 Quite often the BSDE is written, in a slightly different form, as
Upon a trivial modification of f , this is clearly the same as (2.4), and it explains the integrability restriction on Z. The reason underlying the formulation (2.6) is that it singles out the "martingale increment" (t,T ] Z s (dN s − dA s ). Now, one may wonder why in (2.4) one takes the compensator A as the driving term in the last integral. We could use any other predictable increasing process A ′ . However, for the a priori estimates which will come later, the process t 0 |Z s | dA s 'controls' the martingale part in (2.6), and it plays a crucial role. So we could substitute A with A ′ in (2.4) only if dA ′ t is absolutely continuous with respect to dA t , in which case, upon modifying f in a trivial way, the equations (2.4) written with A or with A ′ are the same. In other words, for technical but fundamental reasons, we need the formulation (2.4), as stated.
The same comments apply as well to the multivariate case below, and will thus not be repeated.✷
The BSDE in the multivariate case
In the multivariate case the predictable process Z of (2.4) should be replaced by a predictable function Z(ω, t, x) on Ω × [0, T ] × E, and this function may enter the generator in different guises. We start with the most general formulation, and will single out two special, easier to formulate, cases afterwards. We need some additional notation: we let B(E) be the set of all Borel functions on E; if Z is a measurable function on Ω × [0, T ] × E, we write Z ω,t (x) = Z(ω, t, x), so each Z ω,t , often abbreviated as Z t or Z t (·), is an element of B(E).
With this notation, the BSDE takes the form
where
(in the expression f (t, x, 0, 0), the last "0" stands for the function in B(E) which vanishes identically).
A solution is a pair (Y, Z) consisting in an adapted càdlàg process Y and a predictable function
The measurability condition imposed on the generator is somewhat awkward, and probably difficult to check in general. However, it is satisfied in the following two types of equations.
Type I equation:
This is the simplest one to state, and it takes the form
That (2.9) is a special case of (2.7) is obvious, we simply have to take for f the function on
and (2.10) for f I yields (2.8) for f . ✷ Type II equations: The BSDE (2.9) cannot in general be used as a tool for solving control problems driven by a multivariate point process, whereas this is one of the main motivations for introducing them. We rather need the following formulation: 12) where, recalling that φ ω,t are the measures occurring in (2.2) and Z ω,t (x) = Z(ω, t, x),
f II is a function satisfying (2.5).
(2.13) Again, (2.12) reduces to (2.7) upon taking 14) and (2.5) for f II plus (2.13) for η ω,t yield (2.8) for f . As we will see in Section 6, this type of equations is well suited to control problem. ✷
In the univariate case, all three formulations (2.7), (2.9) and (2.12) coincide with (2.4). Finally, we describe another notion of a solution, starting with the following remark: we can of course rewrite (2.7) as follows:
Since A is continuous, (2.15) yields, outside a P-null set:
In other words, Y completely determines the predictable function Z outside a P(dω)µ(ω, dt, dx)-null set, hence also outside a P(dω)ν(ω, dt, dx)-null set. Equivalently, if (Y, Z) is a solution and Z ′ is another predictable function, then (Y, Z ′ ) being another solution is the same as having Z ′ = Z outside a P(dω)µ(ω, dt, dx)-null set, and the same as having
Therefore, another way of looking at Equation (2.7) is as follows: a solution is an adapted càdlàg process Y for which there exists a predictable function Z satisfying
s., such that the pair (Y, Z) satisfies (2.7) for all t ∈ [0, T ], outside a P-null set. Then, uniqueness of the solution means that, for any two solutions Y and
Statement of the main results
We have two main results. The first one is when the point process has at most M points, for a non-random integer M , that is
Theorem 2 Assume (A) and (2.17). The solution Y of (2.7), if it exists, is unique up to null sets. Moreover, if the variable A T is bounded and if
the solution exists and satisfies
The existence result above is "almost" a special case of the next theorem. In contrast, the uniqueness within the class of all possible solutions is specific to the situation (2.17), When this fails, uniqueness holds only within smaller subclasses, which we now describe. For any α > 0 and β ≥ 0, we set 
The space L 1 α,β decreases when α and/or β increases.
Theorem 3 Assume (A). a) If
for some α > L and 
for some ε > 0 imply (2.20) for all β ≥ 0 and α > 0, hence (2.7) admits one and only one
and this solution also belongs to
The claim (b) is interesting, because it covers the most usual situation where µ is a Poisson random measure (so that A t = λt for some constant λ > 0). Note that, even in this case, we do not know whether (2.7) admits other solutions, which are not in ∪ α>L, β>1+α+L ′ L 1 α,β .
A priori estimates
In this section, we provide some a priori estimates for the solutions of Equation (2.7). Without special mention, Assumption (A) is assumed throughout.
Lemma 4 Let α > 0 and β ∈ R. If (Y, Z) is a solution of (2.7) we have almost surely
Ns ν(ds, dx).
Proof. Letting U t and V t be the left and right sides of (3.1), and since these processes are càdlàg, and continuous outside the S n 's, and U T = V T , it suffices to check that outside a null set we have ∆U Sn = ∆V Sn and also U t −U s = V t −V s if S n ≤ t < s < S n+1 ∧T , for all n ≥ 0. The first property is obvious because ∆Y Sn = Z(S n , X n ) a.s. and A is continuous. The second property follows from
, plus a standard change of variables formula. ✷ For any α > 0 and β ≥ 0, and with any measurable process Y and measurable function Z on
α,β which solves (2.7) satisfies, for any stopping time S with S ≤ T and outside a null set,
, and the Lipschitz condition (2.8) plus the fact that φ t,ω (E) = 1 yield almost surely,
ψ(s, x) ν(ds, dx) | F S ) for any nonnegative predictable function ψ, taking the F S -conditional expectation in (3.5) yields
giving us both (3.3) and (3.4) .
is a solution of the same equation with the same generator f and another terminal condition
ξ ′ , both pairs (Y, Z) and (Y ′ , Z ′ ) being in L 1 α,β ,
we have for any stopping time S with S ≤ T and outside a null set
In particular, (2.7) admits, up to null sets, at most one solution
Proof. Set (with ζ arbitrary in B(E), and recalling the notation Z ω,t (x) = Z(ω, t, x)):
Then f is satisfies (2.8) with the same constants L, L ′ , and also f (s, x, 0, 0) = 0, and clearly (Y , Z) belongs to L 1 α,β and satisfies (2.7) with the generator f and the terminal condition ξ. Hence (3.6) and (3.7) are exactly (3.3) and (3.4) written for (Y , Z).
Finally, the last claim follows by taking ξ ′ = ξ. ✷
The structure of the solutions
In this section we show how it is possible to reduce the problem of solving Equation (2.7) to solving a sequence of ordinary differential equations. This reduction needs a number of rather awkward notations, but it certainly has interest in its own sake. Except in the last subsection, devoted to some counter-examples, we assume (A).
Some basic facts
Recall that (S n , X n ) takes its values in the set
We set D max = t n and endow H n with its Borel σ-field H n . We set S 0 = 0 and X 0 = ∆, so
is a random element with values in H n , whose law is denoted as Λ n (a probability measure on (H n , H n )). The filtration (F t ) generated by the point process µ has a very special structure, which reflects on adapted or predictable processes, and below we explain some of these properties, see [11] for more details. They might look complicated at first glance, but they indeed allow us to replace random elements by deterministic functions of all the D n 's.
a) The variable ξ: Since ξ is F T -measurable, for each n ≥ 0 there is an 
e) The compensator ν of µ: The following gives us versions of ν and A and φ ω,t in (2.2):
hence a n D (t) = 0 for t ≤ D max , and a n D (T ) < ∞.
f ) The generator: Recall that we are interested in Equation (2.7), so by (2.8) the generator f has a nice predictability property only after plugging in a predictable function Z. This implies that, for any n ≥ 0, and if z n = z n D (t, x) is as in (c) above, one has a Borel function f {z
Moreover, the last two conditions in (2.8) imply that one can take a version which satisfies identically (where z n and z ′n are two terms as in (c), and f {0}
(4.8)
Reduction to ordinary differential equations
By virtue of (2.16), if Y ≡ (y n ) is a solution of (2.7), we can, and always will, take for the associated process Z ≡ (z n ) the one defined for t ∈ [0, T ] by
, when S n+1 ≤ T . We will in fact write the above in another form, suitable for plugging into the generator f , as represented by (4.7). Namely, we set
Then, we take Z ≡ (z n ) as follows: 11) and it follows that, omitting the mention of ω,
The following lemma is a key point for our analysis.
Lemma 7 A càdlàg adapted process Y ≡ (y n ) solves (2.7) if and only if outside a P-null set we have for all n ≥ 0: 
(4.14)
Proof. Considering the restriction of the BSDE to each interval [S n , S n+1 ) ∩ [0, T ], we see that Y ≡ (y n ) is a solution if and only if, outside some null set N , we have for all n ≥ 0:
where Z ≡ (z n ) is defined by (4.11), and this is equivalent to having outside N :
The first relation above is obviously implied by the second one, whereas the second one is the same as (4.13) for all t ∈ [S n ∧ T, T ], or equivalently for t ∈ [0, T ] because ν n Dn ([0, S n ] × E) = 0 and y n Dn (t) = y n Dn (S n ) if t ≤ S n and also u n Dn = 0 and y n Dn (t) = 0 if S n > T . This proves the first claim. Assume further P(S M+1 = ∞) = 1. Outside a null set, we have S n = ∞ for all n > M , so (4.13) is trivially satisfied (with both members equal to 0) if n > M , and it reduces to (4.14) when n = M because then ν 
The Lipschitz property of g implies the uniqueness, and the existence is classically implied by the finiteness of
, which holds under (4.16) because of the last condition in (4.8).
Next, under (4.16), the proof of the estimates is the same as in Lemma 5. Namely, there is no jump here, so (3.5) is replaced by
Note that here
We end this subsection with a technical lemma:
Lemma 9 For any n ≥ 0 and any nonnegative Borel function g on [0, T ] × E × H n × H n+1 we have
Proof. In view of (4.6), the left side of (4.17) is
Dn (ds, dx), so the first claim follows from the fact that G n Dn is the F Sn -conditional law of (S n+1 X n+1 ). For the last claim it suffices to take the expectation of both sides of (4.17) with g = 1 [0,T ]×E×Hn×C : the right side becomes E e a n Dn (Sn+1) 1 C (D n+1 ) 1 {Sn+1≤T } , which vanishes because Λ n+1 (C) = 0, whereas the left side is positive if Λ n (C ′ ) > 0. ✷
Some counter-examples when (A) fails
In all the paper we assume (A), and it is enlightening to see what happens when this assumption fails. We are not going to do any deep study of this case, and will content ourselves with the simple situation where the point process is univariate and has a single point. That is, E = {∆} is a singleton, and
where S is a variable with values in (0, T ] ∪ {∞}. The filtration (F t ) is still the one generated by N , and G denotes the law of S, whereas g(t) = G((t, ∞]: those are the same as in (4.5), in our simplified setting. The equation is (2.4), but since A t = A t∧S and any predictable process is non random, up to time S, it now reads as
with f a Borel function on [0, T ]×R×R, Lipschitz in its last two arguments, and
Assumption (A) may fail for two reasons: because the process A jumps (equivalently, G has at least one atom in (0, T ]), or because G is supported by [0, T ]. We examine these two cases successively.
1) When G has an atom.
Here we assume that A is discontinuous, whereas P(S = ∞) > 0, so the second part of (A) holds. We will see that in this case the existence of a solution to (4.20) is not guaranteed.
To see this, we consider the special case where S only takes the two values r ∈ (0, T ] and ∞, with respective positive probabilities p and 1 − p. We have N t = 1 {r≤t} 1 {S=r} and A t = p1 {t≥r} , so only the values of f (t, y, z) at time t = r are relevant, and we may assume that f = f (y, z) only depends on y, z. Note also that ξ takes the form
Moreover only the value Z r (ω) is involved, and it is non random, and any solution Y is constant on [0, r) and on [r, T ], that is, we have for t ∈ [0, T ]:
Here, a, b are given, and γ, δ, ρ, η constitute the "solution" of (4.20), which reduces to the four equalities:
which in turn give us
The problem is that the last equation may not have a solution, and if it has one it is not necessarily unique. For example, we have:
Here we suppose that G has no atom, but is supported by [0, T ]. This corresponds to having the first part of (A), but not the second part, and we have A t = a(t ∧ S), where a(t) = − log g(t) is increasing, finite for t < v and infinite if t ≥ v, where v = inf(t : g(t) = 0) ≤ T is the right end point of the support of the measure G.
We will also consider a special generator, and more specifically the equation
which is (2.6) with f ≡ 0, and (2.4) with f (t, y, z) = z. When ξ is integrable, the martingale representation theorem for point processes yields that ξ = E(ξ) + T 0 Z s (dN s − dA s ) for some predictable and dA t -integrable process Z, hence Y t = E(ξ | F t ) is a solution. But this is not the only one. Indeed, recalling that here ξ = h(S) is a (Borel) function of S, we have Proposition 10 Assume that P(S ≤ T ) = 1 and that the law of S has no atom, and also that ξ is integrable. Then a process Y is a solution of (4.21) if and only if, outside a P-null set, it takes the form
for an arbitrary real number w, and the associated process Z can be taken as
Note that Y 0 = w in (4.22), so in particular it follows that (4.21) has a unique solution for any initial condition Y 0 = w ∈ R. This is in deep contrast with Theorems 2 or 3, and it holds even for the trivial case ξ ≡ 0: in this trivial case, Y t = 0 is of course a solution, but Y t = we At 1 {t<S} for any w ∈ R is also a solution.
Proof. Any solution (Y, Z) satisfies Y t = ξ if t ≥ S and Y t = y(t) if t < S, where y is a continuous (non random) function on [0, v) (recall that S < v a.s., and ess sup S = v). Since further (2.16) holds, one may always take the associated predictable process Z to be Z t = h(t) − Y t− . Then writing (4.21) for t = 0 and t arbitrary in [0, v), we see that Y is a solution if and only if
This is a linear ODE, whose solutions are exactly the functions y(t) = w − for w ∈ R arbitrary (since
is finite for all t < v). This completes the proof. ✷
Proof of the main results
We start with an auxiliary lemma, needed for proving the existence of a solution.
Lemma 11 Assume (2.17) and that A T ≤ K for some constant K. Let m ∈ {1, · · · , M }, and suppose that we have y n Dn (t) for n = m, m + 1, · · · , M , such that (4.13) holds if m ≤ n < M and (4.14) holds if n = M , outside a null set. Then for n between m and M − 1, we have the (rather coarse) estimate
for a suitable version of the a n D 's, which amounts to proving a n Dn (T ) ≤ K a.s. To check this, we observe that for any γ > 1
because a n Dn (T ∧ S n+1 ) ≤ A T by (4.6). This implies a 2) By Lemma 9, we have outside a null set:
(4.7) yields f {0} n Dn (t, x, 0, 0) = f (t, x, 0, 0) if S n < t ≤ S n+1 , whereas u n Dn = 0 if S n > T , and u n Dn = ξ if S n ≤ T < S n+1 . In view of (4.14) and (5.24), we first deduce
It also gives us for n ≤ M − 2, upon using (4.17) with n + 1 and ρ = L + L ′ , and (5.24) again:
where we have used P(S n+2 > T | F Sn+1 ) ≥ e −K , which implies
Iterating the estimates for v n , and by successive conditioning, we deduce
Since ν is the compensator of µ, this is equal to the right side of (5.23), hence the result. ✷ Proof of Theorem 2. a) We first prove the uniqueness. Let Y ≡ (y n ) and Y ′ ≡ (y ′n ) be two solutions. By Lemma 7, for any n = 0, · · · , M we have a subset B n of H n with Λ n (B It remains to show that K(n + 1) for some n between 0 and M − 1 implies K(n). Assuming K(n + 1), we set B(n, m) = B(n + 1, m) for m > n and let B(n, n) be the intersection of B n and of the set of all D ∈ H n such that y c) It remains to prove the last claims. We denote by Y the (a.s. unique) solution, and recall that the associated predictable function Z can be chosen as Z ≡ (z n ) with the form (4.9). Since N T ≤ M , the last two claims amount to proving that E(U n ) < ∞ for all n ≤ M , where U n = Sn+1∧T Sn∧T E (|Y s | + |Z(s, x)|) ν(ds, dx). Since U M = 0 because A T = A T ∧SM , we restrict our attention to the case n < M . (4.3), (4.6) and (4.9) yield U n ≤ 2V n + W n , where
On the one hand, LW n ≤ v n , so (2.18) and (5.23) yield E(W n ) < ∞. On the other hand, applying first (4.18) with any ρ > L + L ′ and (5.24) and then P(S n+1 > T | F Sn ) ≥ e −K and (5.23), we get
This completes the proof. ✷ Proof of Theorem 3. a) The uniqueness has been proved in Lemma 6. For the existence, we will "localize" the problem in the following way: for any n ≥ 1 we set T n = S n ∧ inf(t : A t ≥ n) and we consider the equation
Then ν (n) is the compensator of µ (n) , relative to (F t ) and also to the smaller filtration (F
≤ n, and (2.20) clearly implies (2.18) for ξ (n) and ν (n) . Therefore Theorem 2 implies the existence of a a.s. unique solution (Y (n) , Z (n) ) to (5.25) , and the last claim of this theorem further implies that (Y (n) , Z (n) ) (n) α,β < ∞, where the previous norm is the same as (2.19) with (A, N, ν) substituted with (
the latter being computed as in (3.2) with (A, N, ν). We now proceed to bound these variables, and to this end we observe that
) is a solution of (5.25) with terminal value Y (n ′ )
Tn∧T instead of ξ (n) , and clearly has a finite .
(n ′ )
α,β norm. It then follows from (3.6) and (3.7), plus the maximal inequality for martingales, that for any ε > 0 we have
, and otherwise ξ (n) = 0. Hence (3.3) yields
Ns ν(ds, dx) .
This and (3.
Gathering all those partial results, we end up with
In view of (2.20) and the property T n → ∞ as n → ∞, the dominated convergence theorem implies δ n → 0, hence both left sides in (5.26) go to 0 as n → ∞, uniformly in n ′ > n. It follows that the sequence Y (n) is Cauchy for the convergence in probability, in the Skorokhod space D([0, T ]) endowed with the uniform metric, and that the pair ( We further deduce
, and in the same way we obtain
use the Lipschitz property of f here), and of course Y
) solves (5.24), by passing to the limit we deduce that (Y, Z) solves (2.7), and it clearly belongs to L 1 α,β , thus ending the proof of the claim (a). b) We only need to prove that (2.21) for some ε > 0 implies (2.20) for all α > 0 and β ≥ 0, when
NT and e βAt ≤ e βK , by Hölder's inequality it is clearly enough to show that α NT is in all L p when α > 1, or equivalently that E(α NT ) < ∞ for all α > 1. We consider the nonnegative increasing process U t = α Nt , which satisfies the equation
The last term is a local martingale, and a bounded martingale if we stop it at time S n ∧ T , because N Sn ≤ n and A T ≤ K and U t− ≤ α n−1 if t ≤ S n ∧ T . Therefore, for any stopping time S ≤ S ′ n := S n ∧ T we have
Then one apply the Gronwall type Lemma (3.39) in [12] and A S ′ n ≤ K to obtain that E(U S ′ n − ) ≤ K ′ for a constant K ′ which only depends on K and α. Letting n → ∞ and using the fact that U T ≤ αU T − , the monotone convergence theorem yields E(U T ) ≤ αK ′ as well, hence the result. ✷
Application to a control problem
In this section, we show how what precedes can be put in use for solving a control problem. As before, we are given the multivariate point process µ of (2.1) on (Ω, F , P), generating the filtration (F t ), and satisfying (A). The control problem is specified by the following data:
• a terminal cost, which is an F T -measurable random variable ξ;
• an action (or, decision) space, which is a measurable space (U, U), and an associated predictable function r on Ω × [0, T ] × E × U , which specifies how the control acts;
• a running cost, which is a predictable function l on Ω × [0, T ] × U .
These data should satisfy the following: We denote by A the set of U -valued predictable processes. An element of A is called an admissible control, and it operates as follows. With u = (u t ) ∈ A we associate the probability measure P u on (Ω, F ) which is absolutely continuous with respect to P and admits the density process (1 − r(s, x, u s )) ν(ds, dx) n≥1 : Sn≤t r(S n , X n , u Sn ), t ∈ [0, T ], with the convention that an empty product equals 1. Such a P u exists, because L u is a nonnegative local martingale, satisfying sup t≤T L u t ≤ e AT C NT by (6.1), and the latter variable is integrable by (6.2), so L u is indeed a uniformly integrable martingale, with of course E(L u T ) = 1. By Girsanov's Theorem for point processes, the predictable compensator of the measure µ under P u is ν u (dt, dx) = r(t, x, u t ) ν(dt, dx) = r(t, x, u t ) φ t (dx) dA t .
We finally define the cost associated to every u(·) ∈ A as J(u(·)) = E u T 0 l(t, u t ) dA t + ξ , where E u denotes the expectation under P u . Observe that, if V t = t 0 sup u∈U |l(s, u)| dA s , we have
Since L u is a nonnegative martingale and V is continuous, adapted and increasing, we deduce
by (6.3) . Similarly, E u (|ξ|) = E(|ξ|L u T ) ≤ E |ξ|e AT C NT < ∞, and we conclude that under (6.3) the cost J(u(·)) is finite for every admissible control. Now, it is easy to check that all the required assumptions for the solvability of the BSDE (6.5) are satisfied. Namely, using (6.1), one easily proves the inequality |f (ω, t, x, ζ) − f (ω, t, x, ζ ′ )| ≤ C Proof. For every predictable function Z set G Z = (ω, t) : E |Z(ω, t, x)| φ ω,t (dx) = ∞ and define a map F Z : Ω × [0, T ] × U → R by F Z (ω, t, u) = l(ω, t, u) + E Z(ω, t, x) r(ω, t, x, u) φ t (ω, dx) if (ω, t) / ∈ G Z , 0 if (ω, t) ∈ G Z .
Then F Z (ω, t, ·) is continuous for every (ω, t) and F Z is a predictable function on Ω×[0, T ]×U . By a classical selection theorem (see e.g. Theorems 8.1.3 and 8.2.11 in [1] there exists a U -valued function u Z on Ω × [0, T ] such that F Z (ω, t, u Z (ω, t)) = inf u∈U F Z (ω, t, u) for every (ω, t) ∈ Ω × [0, T ] (so that (6.7) holds true for every (ω, t)) and such that u Z is measurable with respect to the completion of the predictable σ-algebra in Ω × [0, T ] with respect to the measure dA t (ω)P(dω). After modification on a null set, the function u Z can be made predictable, and (6.7) still holds, as it is understood as an equality for dA t (ω)P(dω)-almost all (ω, t). ✷
