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Abstract
Biometric recognition is the automated recognition of individuals based on their behavioral or biological charac-
teristics. Beside forensic applications, this technology aims at replacing the outdated and attack prone, physical
and knowledge-based, proofs of identity. Choosing one biometric characteristic is a tradeoff between universal-
ity, acceptability, and permanence, among other factors. Moreover, the accuracy cap of the chosen characteristic
may limit the scalability and usability for some applications. The use of multiple biometric sources within a
unified frame, i.e. multi-biometrics, aspires to tackle the limitations of single source biometrics and thus en-
ables a wider implementation of the technology. This work aims at presenting application-driven advances in
multi-biometrics by addressing different elements of the multi-biometric system work-flow.
At first, practical oriented pre-fusion issues regarding missing data imputation and score normalization are
discussed. This includes presenting a novel performance anchored score normalization technique that aligns
certain performance-related score values in the fused biometric sources leading to more accurate multi-biometric
decisions when compared to conventional normalization approaches. Missing data imputation within score-
level multi-biometric fusion is also addressed by analyzing the behavior of different approaches under different
operational scenarios.
Within the multi-biometric fusion process, different information sources can have different degrees of relia-
bility. This is usually influenced in the fusion process by assigning relative weights to the fused sources. This
work presents a number of weighting approaches aiming at optimizing the decision made by the multi-biometric
system. First, weights that try to capture the overall performance of the biometric source, as well as an indication
of its confidence, are proposed and proved to outperform the state-of-the-art weighting approaches. The work
also introduces a set of weights derived from the identification performance representation, the cumulative match
characteristics. The effect of these weights is analyzed under the verification and identification scenarios.
To further optimize the multi-biometric process, information besides the similarity between two biometric
captures can be considered. Previously, the quality measures of biometric captures were successfully integrated,
which requires accessing and processing raw captures. In this work, supplementary information that can be
reasoned from the comparison scores are in focus. First, the relative relation between different biometric com-
parisons is discussed and integrated in the fusion process resulting in a large reduction in the error rates. Secondly,
the coherence between scores of multi-biometric sources in the same comparison is defined and integrated into
the fusion process leading to a reduction in the error rates, especially when processing noisy data.
Large-scale biometric deployments are faced by the huge computational costs of running biometric searches
and duplicate enrollment checks. Data indexing can limit the search domain leading to faster searches. Multi-
biometrics provides richer information that can enhance the retrieval performance. This work provides an opti-
mizable and configurable multi-biometric data retrieval solution that combines and enhances the robustness of
rank-level solutions and the performance of feature-level solutions.
Furthermore, this work presents biometric solutions that complement and utilize multi-biometric fusion. The
first solution captures behavioral and physical biometric characteristics to assure a continuous user authentication.
Later, the practical use of presentation attack detection is discussed by investigating the more realistic scenario
of cross-database evaluation and presenting a state-of-the-art performance comparison. Finally, the use of multi-
biometric fusion to create face references from videos is addressed. Face selection, feature-level fusion, and
score-level fusion approaches are evaluated under the scenario of face recognition in videos.
iii
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Zusammenfassung
Biometrische Erkennung bezeichnet die automatische Erkennung von Personen auf Grundlage ihres Verhaltens
oder ihrer biologischen Eigenschaften. Neben forensischen Anwendungen zielt diese Technologie darauf ab, die
traditionellen, wissensbasierten und angriffsanfälligen Identitätsnachweise zu ersetzen. Die Wahl eines biome-
trischen Merkmals ist neben anderen Faktoren vor allem ein Kompromiss zwischen Universalität, Akzeptanz
und Dauerhaftigkeit. Darüber hinaus kann die Genauigkeitsobergrenze des gewählten Merkmals die Skalierbar-
keit und Nutzbarkeit für einige Anwendungen einschränken. Die Nutzung mehrerer biometrischer Merkmale
innerhalb eines einheitlichen Rahmens (Multi-Biometrie) zielt darauf ab, die Beschränkungen der Biometrie ein-
zelner Merkmale anzugehen und somit eine breitere Implementierung der Technologie zu ermöglichen. Diese
Arbeit präsentiert Fortschritte in der Multi-Biometrie, indem sie verschiedene Schritte des multi-biometrischen
Workflows genauer untersucht.
Zunächst werden praxisorientierte Fragen in Bezug auf Imputation fehlender Daten und Vergleichswert-Nor-
malisierung vor der Fusion diskutiert. Dies umfasst die Vorstellung einer neuartigen leistungsverankerten Ver-
gleichswert-Normalisierungstechnik, die bestimmte leistungsbezogene Vergleichswerte in den zu fusionierenden
biometrischen Quellen ausrichtet, was zu einer präziseren multi-biometrischen Entscheidungsfindung im Ver-
gleich zu herkömmlichen Normalisierungsansätzen führt. Ebenfalls wird die Imputation fehlender Daten inner-
halb der wertebasierenden multi-biometrischen Fusion durch die Analyse des Verhaltens verschiedener Ansätze
in verschiedenen operativen Szenarien untersucht.
Innerhalb des multi-biometrischen Fusionsprozesses können verschiedene Informationsquellen unterschiedli-
che Zuverlässigkeitsgrade aufweisen. Dies wird in der Regel durch die Zuordnung von relativen Gewichten zu
den zu fusionierenden Quellen in den Fusionsprozess erreicht. Diese Arbeit präsentiert eine Reihe von Gewich-
tungsansätzen zur Optimierung der Entscheidungsfindung des biometrischen Systems. Dabei werden Gewichte,
die auch als Vertrauensindikator fungieren, zur Erfassung der Gesamtleistung der biometrischen Quelle vorge-
schlagen und deren Überlegenheit gegenüber aktueller Gewichtungsansätze unter Beweis gestellt. Diese Arbeit
führt ebenfalls einige Gewichte ein, die aus der Darstellung des Identifikationsleistung abgeleitet wurden. Die
Auswirkungen dieser Gewichte werden sowohl im Verifikations- als auch im Identifikationsszenario analysiert.
Zur weiteren Optimierung des multi-biometrischen Prozesses können auch Informationen außer der Ähnlich-
keit zweier biometrischer Aufnahmen berücksichtigt werden. Bisher wurden die Qualitätsmaße der biometri-
schen Aufnahmen erfolgreich integriert, wenn Rohdaten der Aufnahmen zur Verarbeitung zur Verfügung stan-
den. In dieser Arbeit stehen ergänzende Informationen, die sich aus den Vergleichswerten ableiten lassen, im
Fokus. Zunächst wird die relative Beziehung zwischen den verschiedenen biometrischen Vergleichen diskutiert
und in den Fusionsprozess integriert, was zu einer erheblichen Reduzierung der Fehlerraten führt. Weiterhin
wird die Kohärenz zwischen den Werten der multi-biometrischen Quellen im selben Vergleich definiert und in
den Fusionsprozess integriert. Dies führt dazu, dass es zu einer weiteren Verringerung der Fehlerraten kommt,
insbesondere bei der Verarbeitung verrauschter Daten.
Beim Einsatz großskalierter biometrischer Anwendungen werden diese mit enormen Kosten konfrontiert, die
bei biometrischen Suchvorgängen und bei der doppelten Registrierungsprüfung entstehen. Die Datenindexierung
kann die Suchdomäne einschränken, was zu schnelleren Suchvorgängen und verringerten Kosten führt. Dabei
liefert die Multi-Biometrie umfangreichere Informationen, die die Suchleistung verbessern können. Diese Arbeit
v
bietet eine optimierbare und konfigurierbare multi-biometrische Datenabruflösung, die die Robustheit Rang-
basierter und die Leistungsfähigkeit Feature-basierter Lösungen kombiniert und verbessert.
Darüber hinaus werden in dieser Arbeit neue biometrische Lösungen vorgestellt, die die multi-biometrische
Fusion ergänzen und nutzen. Die erste Lösung erfasst verhaltensbezogene und physikalische biometrische Merk-
male, um kontinuierliche Authentisierung zu gewährleisten. Später wird die praktische Anwendung der Erken-
nung von Präsentationsangriffen diskutiert, indem das realistischere Szenario der datenbankübergreifenden Aus-
wertung untersucht wird. Weiterhin werden Leistungsvergleiche auf dem neuesten Stand der Technik präsentiert.
Zum Abschluss wird die Verwendung der multi-biometrischen Fusion zur Erzeugung von Gesichtstemplates aus
Videos diskutiert. Gesichtsauswahl, Fusion auf Feature-Ebene und Fusionsverfahren auf Score-Ebene werden im
Rahmen des Szenarios der Gesichtserkennung in Videos ausgewertet, um die Vorteile der multi-biometrischen
Fusion hervorzuheben.
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1 Introduction
Biometric recognition is defined as the automated recognition of individuals based on their behavioral or bi-
ological characteristics [Int12]. Biometrics were originally used within forensic investigations. However, the
application scenarios evolved into other security and convenience aspects. This strong link between individuals
and identities is utilized with a focus on security, as in border control and forensic applications, or on conve-
nience, as in automatic log-in and smart-home personalization.
The identity recognition tasks are conventionally achieved by knowledge proofs of identity (e.g. user-names
and passwords) and/or physical proofs of identity (e.g. tokens). The knowledge and physical proofs can be easily
forgotten, stolen, and imitated. On the other hand, biometric characteristics are developed individually for each
person as a fetus by a large extend result of a random process and remain relatively constant for the entire adult
lifespan.
In a study provided by Verizon investigators analyzing 47000 security incidents in 2012, 76% of network
intrusions studied involved weak credentials [Ver13]. Attacks involving guessing passwords, trying out other
passwords related to the same system, and cracking authentication using special tools, made up around four out
of five of the hacking breaches in 2012. Verizon estimates that 80% of these breaches could have been avoided
if "suitable replacement" to password authentication was used. Biometric authentication is a frontrunner as a
candidate for such a replacement.
The advances in the technology and the growth of political and social acceptance resulted in the initiation
of much-needed large-scale biometric systems. An obvious example of such projects is the Indian e-Aadhaar
project started by the unique identification authority of India (UIDAI) [e-A15]. e-Aadhaar aims at registering
the demographic and biometric data of all residents of India, where an estimated 500 million people have no
form of reliable identification [Rom11]. e-Aadhaar will grant these people the access to governmental benefits,
banking, and the formal economy. A European example of large-scale biometric system is the European union
visa information system (VIS) [CotEU04]. The VIS contains biometric information of third country nationals
applying for a visa to enter the Schengen area. This allows verifying that the visa holder is the person who
applied for it.
This need for more accurate, convenient, and large-scale biometric solutions drove the interest in combining
multiple sources of information to form biometric decisions, i.e. multi-biometrics. This work tackles a number
of research questions raised by the practical goals of multi-biometrics and offers solutions that help achieve these
goals. This chapter will present a more structured motivation for multi-biometric solutions. This is followed by
stating the research questions on which this dissertation is based. Finally, an outlook for the next chapters is
presented.
1.1 Towards multi-biometrics
In order to discuss the current challenges in the field of applied biometrics, and more specifically in multi-
biometrics, the main desired properties of biometric based solution have to be presented. These properties
[JBP99] are grouped in seven points:
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• Universality: a biometric system has to be designed to cover the largest possible ratio of the population.
Related problems can include the absence or degraded quality of a certain biometric characteristic in a
number of the population.
• Uniqueness: a biometric system has to assure to represent different individuals in highly distinct manner.
• Performance: the decision errors produced by biometric system is minimized and the computational effi-
ciency is maximized.
• Permanence: the performance of a biometric system should be consistent over time. The aging of certain
biometric characteristics is a major challenge.
• Collectability: the biometric characteristics should be measurable and the quantitative results are repro-
ducible.
• Acceptability: the convenience for the user is considered and the usability is maximized.
• Circumvention: collecting and replicating a fake biometric sample/template is hard.
Two main and rabidly growing application scenarios are raising the demand on the aforementioned seven
properties. The first is the socially and security driven aspect of large-scale biometric systems, such as systems
related to identity management, immigration, or criminal investigations. This aspect requires covering numerous
number of individuals and be highly accurate. The accuracy especially comes into perspective when discussing
open-set identification tasks and duplicate enrollment checks, as the errors grow linearly with the database size.
The second demanding use scenario is focused on the aspect of convenience and is driven by individual and
industrial users. Such a system can be seen in biometric authentication of smart-devices users, biometric autho-
rized payments, or smart living applications. These solutions have to insure acceptable level of accuracy while
maintaining the convenience and usability and adhering to the limitations of device manufacturers. This usually
results in a sub-optimal capture conditions and thus pressure the performance requirements.
Biometric systems in different applications conventionally used one biometric information source (character-
istic, algorithm, instance, or capture) to verify or identify a subject identity. This has limited the accuracy of
such systems to the cap accuracy of the considered source. Pushing biometric systems to the border of their per-
formance triggered the use of multiple biometric information sources within a unified decision-making process
aiming at more accurate, universal, convenient, and secure systems.
Using multiple biometric sources increases the universality by offering more options for the users, e.g. a
user with a low quality fingerprint (unusable) can still use a multi-biometric system that also considers the iris.
Uniqueness is also improved by multi-biometrics in the cases where multiple individuals share a very similar
biometric characteristic but are unique in another.
Having more information in hand, from multiple biometric sources, enables creating more accurate decisions
and thus achieving higher Performance. The higher accuracy affect other desired properties such as permanence,
where a number of biometric sources with varying ageing problems may combine into an accurate single decision.
Constructing a multi-biometric system with higher accuracy will allow to ease the restrictions on capture con-
ditions compared to conventional biometric systems, this will result in a higher collectability and acceptability.
Attacking a biometric system that uses multiple biometric sources would require increased effort and knowledge
from the attacker and thus would make the circumvention harder.
Most of the discussed properties are enhanced inherently by the concept of multi-biometrics. This leaves
the focus of research on enhancing the performance of such a system and tackling the functionality challenges.
The research efforts will be categorized in this work based on the point of effect in the multi-biometric system
structure. The main points of focus are the pre-fusion operations, the optimization of the fusion process by source
weighting and the integration of supplementary information, multi-biometric data retrieval, and discussing a
number of processes that complement and utilize the multi-biometric fusion process.
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Based on the current state-of-the-art, this dissertation tries to enhance multi-biometric technologies through an-
swering a set of open research questions. These questions aim at improving the overall performance and func-
tionality of multi-biometric systems. In order to put these questions in a broader perspective, they will be grouped
based on their point of effect in the multi-biometric decision-making process. The first group will focus on the
operations performed in preparation to the actual fusion process. The second group will deal with the optimiza-
tion of the fusion process to achieve higher biometric accuracy. The third is concerned with biometric reference
databases in large-scale biometric systems. Finally, the last group covers specific applications that complement
biometric systems and utilize multi-biometric fusion to enhance their performance.
To illustrate the relation of the research questions to the mutli-biometric system processes, Figure 1.1 presents
a standard multi-biometric system work-flow. This aims at providing the basic understanding of such a system
and enabling a structured reasoning of the research questions. As shown in the figure, a number of biomet-
ric characteristics are captured then checked for quality compliance, as well as for the possibilities of being a
presentation attack on the system, rather than a bonafide presentation. The samples that pass this check are
processed to extract representative features (templates), and in some cases, a number of templates are fused to
create a more informative and stable one. At this point, the resulting templates are either passed to the reference
database in case of user enrollment, or further processed in the biometric system for verification or identification.
In case of a verification or identification scenario, these templates are compared to one or more of the reference
templates, resulting in a set of comparison scores. These scores are normalized into a common space and any
missing scores are accounted for and further processed for completeness. The resulting complete set of normal-
ized scores is optimally fused to achieve the best possible accuracy. The fused scores can be complemented by
further information resulting from the presentation attack detection, the quality assessment, or information from
the comparison scores, before or after normalization. The result of the fusion process is further processed to
make the verification or identification decision of the multi-biometric system.
Figure 1.1: typical work-flow of a multi-biometric system. The four research question groups are in different
colors, the pre-fusion processes in green, the fusion optimization in orange, the reference database in
blue, and the miscellaneous multi-biometric processes in purple.
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1.2.1 Pre-fusion processes
Multi-biometric systems integrate information provided by different sources in the fusion process. These sources
might depend on different biometric characteristics, capturing sensors, feature extraction methods, or compara-
tors. Therefore, each of these sources will result in similarity scores in a different space of reasoning. A well-
designed solution to unify the reasoning space of these scores largely affect the performance of the whole fusion
system.
Typically, each biometric comparison is expected to produce a comparison score, describing the similarity
between the feature representation of the captured characteristic and a reference representation. Due to failures
to pass the comparison or any earlier step, some expected similarity scores might be missing. For a fusion
approach that expects a full set of comparison scores, a proper solution to deal with such cases is essential to
maintain the functionality while achieving the highest possible performance.
Keeping this in mind, the following research questions are drawn to tackle these issues in information prepa-
ration for the fusion process.
• Performance aligned normalization: to enable a clear and predictable score-level fusion process, the
fused comparison scores have to be brought into a comparable range, this is performed by score normaliza-
tion. Score normalization techniques heavily affect the performance of multi-biometric systems [JNR05]
and thus are an active research field within the study of multi-biometrics. Ideally, a normalized score
value has to point out a certain decision in a comparable confidence level regardless of the score source.
Jain et al. presented a comparison between different score normalization methods for multi-biometric fu-
sion [JNR05]. However, normalization approaches used in multi-biometric fusion aim only at unifying the
range of the scores and, in some cases, their distribution properties. Achieving score normalization that is
related to the biometric decision inference of a score value will require building a connection between the
operational properties of a biometric source and the normalization process. This leads to the first research
question tackled in this work and it can be stated as follows
"RQ1: how can an operation-related score normalization approach be de-
signed and what would be its effect on the overall biometric performance?".
• Missing data imputation: a perfect scenario where all the fused biometric sources provide their com-
parison scores for the fusion process is not always the case. In some cases, the failure to capture a
biometric characteristic with the required quality or the failure to extract representative features from
the capture can lead to missing part of the fused scores. Previous works dealt with the problem of
missing values and their imputation, although, most of the works considered only the verification sce-
nario [FKP08, Lit92, PWM∗10]. These approaches had different levels of complexity without a consistent
advantage of complex approaches. The different nature of the identification process may result in different
performance reactions for different imputation methods. This motivates one of the driving questions in this
work
"RQ2: what would be the effect of different data imputation methods on the
identification performance in comparison to the verification scenario? and
how much gain can a complex imputation method bring?".
In an effort to answer these questions, this work presents a performance anchored normalization scheme that
aims at aligning the interpretation of the scores provided by different biometric sources. A study of different miss-
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ing scores imputation approaches and their relative effect into the verification and identification performances is
also discussed.
1.2.2 Fusion optimization
As shown in Figure 1.1, a number of scores results from the different comparisons between the captured biomet-
ric characteristics and the enrolled references. These scores are fed into the fusion process where they should be
optimally joined to produce an accurate biometric decision. The fusion of these scores is commonly controlled
by assigning a relative measure, i.e. weights, for the different sources to control their individual contribution to
the fusion result. Therefore, assigning these weights has a strong influence on the multi-biometric system per-
formance. The fusion process also includes supplementary reasoning in the final decision in an effort to enhance
the overall accuracy and robustness to sub-optimal capture conditions or environment. This supplementary in-
formation can be captured from an early stage in the process, such as detecting presentation attacks or estimating
the capture quality. However, such systems are not always reliable and this early access to raw data may not
always be granted to the system integrators. Therefore, the information gathered at post-comparison stages can
be valuable to supplement the comparison scores and achieve more accurate biometric decisions.
The questions listed in the following aim at further optimize the fusion process to enhance the overall biometric
performance.
• Multi-biometric source weighting: simple information fusion approaches such as the sum rule score-
level fusion proved to achieve high performance compared to more sophisticated approaches [RJ03]. An
optimization of that would be the weighted-sum rule, where each biometric source is weighted to indicate
its relative importance, and thus contribution, to the final fused biometric decision.
Weighting based on the equal error rate of biometric sources is widely used [JNR05] along with approaches
based on D-Prime calculations [SUM∗05] and Fisher discriminant ratio [PB04]. However, these weights
might not capture the different properties that make a biometric source more reliable than another, there-
fore, they might not achieve dependable generalization. This opens the next question
"RQ3: what weight can be derived, so that it captures the absolute performance
of a biometric source as well as its confidence?".
A number of previously proposed multi-biometric source weighting methods were based on verification
performance metrics, such as the equal error rate [JNR05] and the properties of the receiver operating char-
acteristics [TKL08,VP09]. These weights are then used generically for both verification and identification
tasks. This raises the next question
"RQ4: what could be good multi-biometric source weighting candidates based
on identification performance? Would such a weight positively affect the multi-
biometric identification performance?".
• Supplementary information in multi-biometric fusion: conventionally, score-level multi-biometric fu-
sion exclusively uses the biometric comparison scores provided by the fused biometric sources and general
information about these sources (e.g. weights). Previous works extended this concept to include sample
quality information related to each biometric comparison [NCJD06, PK08, PMK09]. One source of pos-
sible supplementary information is the relative relation between different comparisons, which leads to the
next question
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"RQ5: what discriminant information can be derived from the relative relations
between different comparisons? Does integrating this information enhances
the multi-biometric performance?".
Also on the score-level, the relation between the scores from different sources in the same multi-biometric
comparison, rather than different comparisons, can contain rich information leading to a better control over
the fusion process. This view leads to the question
"RQ6: what discriminant information can be derived from the relation between
the scores of different sources in a multi-biometric comparison? Does inte-
grating this information enhances the multi-biometric performance? Does this
make the multi-biometric system more robust to the realistic scenario where
noisy captures occur?".
Focusing on the weighted-sum score-level fusion, this work presents a weighting approach that aims at repre-
senting both, the accuracy and the confidence of the fused biometric sources. Under the same scheme, weights
based on the properties of the cumulative match characteristic curve were suggested and their effect on the iden-
tification performance was discussed. Supplementary information in the form of neighbor distance ratios and
score coherence measures were suggested and introduced into the fusion process in this work.
1.2.3 Reference database
Whether under the verification or identification scenario, a captured biometric characteristic is compared with one
or more reference templates to measure their similarity. The reference templates are stored during enrollment in
a reference database. Performing a 1:N identification search in such a database can require a huge computational
effort and time. Indexing structure can help limit the space of these searches, however with some accuracy loss.
The availability of multi-biometric references can help enhance the performance of reference database indexing.
Aiming at enhancing the search speed while maintaining high accuracy by utilizing multi-biometric sources, the
following research question is stated.
• Multi-biometric data retrieval: previous multi-biometric indexing solutions focused either on the feature
or the rank-level fusion. The feature-level is limited by the possible combinations of modalities and algo-
rithms used by each biometric source. Moreover, it might face challenges in situations where some sources
are missing. Solutions focusing on the rank-level are more flexible in terms of different biometric sources
and missing data. However, these solutions disregard in-depth information and treat every rank and every
biometric source equally [GR09,GR12]. Moreover, errors in indexing-based multi-biometric data retrieval
are usually caused by the cases where single source candidate lists are of low quality. However, no pre-
vious work targeted or analyzed these situations. The pursue of a flexible and optimized multi-biometric
indexing solution leads to the following question
"RQ7: how to design a multi-biometric data retrieval structure that bene-
fits of the rank-level fusion flexibility while still being optimizable to different
sources? What supplementary information can be added to enhance the index-
ing performance? How would this affect the critical cases where single sources
supply low quality candidate lists?".
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With a focus on the flexibility of rank-level multi-biometric data retrieval, this work presents a solution that
can be adapted to biometric sources of different nature. By proposing the use of efficiently calculated index-
based approximated distances, more information is fed into the retrieval process. This aims at maintaining low
computational cost while enhancing the accuracy of the retrieval, especially when fusing candidate lists of low
quality.
1.2.4 Miscellaneous multi-biometric processes
Besides conventional biometric verification and identification tasks, multi-biometric fusion is used within dif-
ferent biometric processes. These processes complement the multi-biometric framework seen in Figure 1.1. An
example of such a process is the presentation attack detection used to verify the validity of the capture. Another
example is the feature-level fusion that can be used to fuse a number of biometric templates into one. Such a
process can also change the application perspective of the multi-biometric fusion, an asynchronous fusion can
allow fusing different types of biometric sources to achieve a continuous authentication over time.
• Multi-biometric continuous authentication: biometric authentication is typically used to gain access
(e.g. log-in) to a system/service. This means that the individual is recognized once at the start of a process
that might span over a period of time. However, an attacker could gain access to the system after this initial
log-in. Continuous authentication can be used to protect from such attacks. Continuous authentication also
introduces some constraints to a typical biometric system as it should collect biometric samples contin-
uously and conveniently (no user collaboration). Previous works focused on using behavioral biometric
characteristics such as keystroke dynamics [BW12, ZD15, BM15]. Using multi-biometrics, including bi-
ological characteristics, might help enhance the convenience and security of such systems. The question
here is
"RQ8: how is such a system designed? What would be its effects on the per-
formance compared to single source solutions? What would be the main chal-
lenges in developing and deploying such a system in realistic scenarios?".
• Face presentation attack detection: the recent availability of very accurate and efficient face recogni-
tion algorithms leaves the vulnerability to presentation attacks as the major challenge to face recognition
solutions. Previous works showed good performances on research databases. However, face presentation
attacks are still an open problem in practical scenarios [WHJ15]. Biometric fusion might help enhance the
performance of presentation attack detection. However, some open questions are still to be answered, such
as
"RQ9: how well a presentation attack detection performs under realistic condi-
tions? What is the effect of feature and score-level fusion on the performance?
and how long (time) should the face capture last to saturate the fusion perfor-
mance?".
• Face selection and template fusion: face recognition from videos can be used for surveillance and con-
venience applications. Creating a face reference from a video capture can benefit from the multiple images
available in a video, and thus create a more informative representation. Having a single reference represent-
ing a video sequence enhances the computational efficiency of such a system. However, some questions
regarding this process are left unanswered, and they can be stated as
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"RQ10: how should faces be selected from a video sequence? What is the
best approach to fuse their features into a unified template? and would this
outperform simple, but not computationally efficient, score-level fusion?".
Getting beyond the standard recognition role of multi-biometrics, different biometric processes are presented in
this work that utilized and complimented muti-biometric fusion to achieve their goals. Later in this dissertation,
applications focused on continuous authentication, face presentation attack detection, and face recognition in
videos are discussed.
1.3 This thesis
After motivating and introducing the research focus of this work, the rest of the thesis will be organized as
follows:
Chapter 2 presents the essential background information regarding the typical structure of an automated bio-
metric system. A more detailed look into multi-biometric systems and information fusion is discussed along with
a high-level view over the related works in the literature. The biometric performance metrics commonly used in
the literature are also presented.
Chapter 3 discusses two issues of pre-fusion processes in multi-biometric score-level fusion. These issues are
the performance related normalization and the missing data imputation. First, as a response to RQ1, this chapter
presents a novel normalization technique that tries to align the inference of different score sources by aligning
a certain performance-related point in the score distributions. The performance anchored normalization (PAN)
algorithms proposed in this chapter are evaluated along conventional score normalization techniques and used
combination fusion rules to produce the fused scores. Chapter 3 will then focus on missing data imputation within
score-level multi-biometric fusion. Different solutions are presented and their effect on the overall performance
is compared between the identification and verification scenarios. A solution based on support vector regression
was proposed and compared to simpler approaches. The work on missing data imputation aimed at answering
RQ2 stated in Section 1.2.1.
Chapter 4 proposes a number of biometric source weighting approaches and evaluates them along with the
state-of-the-art and best-practice techniques. These weights are utilized to optimize the effect of different bio-
metric sources on the final biometric decision. Within this prospect, two paths are followed as an answer to RQ3
and RQ4. First that considers the properties of the genuine and imposter scores distributions to capture the overall
performance of the biometric source, as well as an indication of its confidence. This solution aims at avoiding the
shortcomings of previously proposed solutions such as low generalization abilities and sensitiveness to outliers.
The second path focuses on deriving the biometric source weights from an identification performance represen-
tation, the cumulative match characteristic curve. Different features of this curve are evaluated as candidates for
being optimal weights in a weighted-sum fusion biometric approach.
Chapter 5 is concerned with introducing supplementary information into the multi-biometric fusion process to
further optimize its decisions. Beside comparison scores from multiple biometric sources, this chapter proposes
another evidence on the genuinity of a comparison. This evidence is based on the relation of the fused scores
to other comparisons scores. An initial approach demonstrates the effect of integrating this supplementary in-
formation on the performance. A more optimized solution is also presented and it includes taking advantage of
biometric source weighting (discussed in Chapter 4) in an initial fusion process. This provides answers to the
previously stated RQ5. This chapter also presents supplementary information based on the relative relation be-
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tween the scores in one multi-biometric comparison. This relation is modelled as coherence information between
these scores and integrated into the fusion process as a response to RQ6.
Chapter 6 presents a generalized solution for multi-biometric data retrieval. This can include indexing struc-
tures of different nature in an optimized manner. The presented approach generalizes Borda count approach by
adapting it to different biometric indexing sources. This is also extended to include efficiently calculated approx-
imated distances based on each source indexes. This is evaluated over combinations of single-source candidate
lists of different qualities and proved to largely enhance the retrieval performance when faced by low quality
candidate lists. The proposed approach is evaluated under the multi-instance iris identification scenario and com-
pared to a number of state-of-the-art and best-practice approaches. Chapter 6 responds to RQ7 by presenting,
discussing, and evaluating this solution.
Chapter 7 focuses on different application where multi-biometric fusion is used to complement the conven-
tional verification/identification scenario. Three applications are discussed where the multi-biometric fusion
plays a major role in enhancing the overall performance. First application aims at using behavioral and physical
biometric characteristics to assure a continuous author authentication. In this scope, a database was collected
and an asynchronous fusion approach is presented, evaluated, and discussed as a response to RQ8. The second
application deals with the problem of face presentation attack detection. The practical use of presentation attack
detection is discussed by investigating the more realistic scenario of cross-database evaluation and presenting
a state-of-the-art performance comparison. The relation between the video duration and the detection perfor-
mance is also investigated. This is done along with presenting an optical flow based approach that benefited
from different multi-biometric fusion approaches. The second application is directly related to RQ9. Chapter
7, as a response to RQ10, then discusses utilizing multi-biometric fusion to create face references from videos.
Face selection, feature-level fusion, and score-level fusion solutions were evaluated under the scenario of face
recognition in videos.
Chapter 8 concludes this work by highlighting its contributions, elaborating its practical benefits, and giving
an outlook for future research.
Figure 1.2 links the technical chapters of this work and the research questions they answer to the components
of the multi-biometric work-flow, previously presented in Figure 1.1.
Figure 1.2: the chapters and research questions as part of the multi-biometric work-flow.
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1.4 Conclusion
This introduction provided a motivation leading to a set of research questions that established a structure for the
contributions in the rest of the thesis. The listed questions aimed at advancing the state-of-the-art, related to
different blocks of the multi-biometric system work-flow, in an effort to enhance the overall performance and
usability. These advances were grouped in four categories namely, the pre-fusion processes, fusion optimization
by source weighting and integrating supplementary information, multi-biometric reference data retrieval, and
miscellaneous multi-biometric processes that complement and utilize multi-biometric fusion.
The research questions within the pre-fusion processes focused on the validity of building a link between score
normalization and its inference on the biometric performance. It also targeted the issue of missing data imputation
within score-level multi-biometric fusion. The second group of research questions focused on optimizing the
score-level fusion operation by motivating weighting approaches that consider single source confidence as well
as investigating identification performance metrics behavior as fusion weights. Optimizing the fusion process
drove a second set of questions that are concerned with introducing supplementary information derived from
the relation between comparison scores in different multi-biometric comparisons and within the same multi-
biometric comparison set.
The third focus of the presented research questions was concerned with the multi-biometric data retrieval
by stating the need for an indexing structure that takes advantage of the flexibility of rank-level fusion, while
maintaining essential information available on the feature-level. The fourth research questions group targeted
processes at the edges of the multi-biometric system work-flow, the processes that utilize and complement con-
ventional multi-biometric systems. Three questions were stated about multi-biometric continuous authentication,
face presentation attack detection, and creating face reference templates from video sequences.
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The previous chapter presented a motivation and a structure for the research problems dealt with in this thesis.
To facilitate a better understanding of the following chapters, this chapter presents the typical properties of an
automated biometric solution. This includes a more detailed insight into multi-biometric fusion while presenting
a high-level discussion of the related works in the literature. Biometric performance metrics commonly used in
the literature are also discussed. This chapter is partially based the published work [DOS13].
2.1 Biometrics
Individual characteristics are used by people in their daily life as the mean of intra-human recognition. Overtime,
these discriminant characteristics found an application in forensic subject identification. This initially started in
the late 19th century by using a set of body measurements by Alphonse Bertillon of the Paris police department
[Rho56]. By the beginning of the 20th century, fingerprint analysis has become a main tool in solving many
crimes [Hue09] .
Modern biometric recognition, as seen from a computer science perspective, is defined as the automated recog-
nition of individuals based on their behavioral or biological characteristics [Int12]. In order to choose a certain
characteristic, it has to be evaluated in terms of the desired properties. These properties [JBP99], as mentioned
in Chapter 1 are:
• Universality: a biometric system has to be designed so that it is able to cover the largest possible ratio
of the population. Related problems can include the absence or degraded quality of a certain biometric
characteristic in a number of the population.
• Uniqueness: a biometric system has to assure to represent different individuals in highly distinct manner.
• Performance: the decision errors produced by biometric system is minimized and the computational effi-
ciency is maximized.
• Permanence: the performance of a biometric system should be consistent over time. The ageing of certain
biometric characteristics is a major challenge.
• Collectability: the biometric characteristics should be measurable and the quantitative results are repro-
ducible.
• Acceptability: the convenience for the user is considered and the usability is maximized.
• Circumvention: collecting and replicating a fake biometric sample/template is hard.
The mentioned properties are associated differently with different possible biometric characteristics. This was
previously discussed [JBP99] and is presented in Table 2.1. For example, face biometrics are highly acceptable
and measurable, but it is less accurate than other characteristics like fingerprint and iris. Fingerprint, on the other
hand, suffers from relatively lower universality because of the low fingerprint quality that might be a result of
erosion by intense physical contact. Iris is less acceptable and measurable as, until recently, it required user
collaboration to perform infrared scans.
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DNA H H H L H L L
Ear M M H M M H M
Face H L M H L H H
Facial thermogram H H L H M H L
Fingerprint M H H M H M M
Gait M L L H L H M
Hand geometry M M M H M M M
Hand vein M M M M M M L
Iris H H H M H L L
Keystroke L L L M L M M
Odor H H H L L M L
Palmprint M H H M H M M
Retina H H M L H L L
Signature L L L H L H H
Voice M L L M L H H
Table 2.1: comparison of biometric characteristics (H: high, M: medium, L: low) [JBP99].
A biometric sensor captures the biometric characteristics. In a typical biometric work-flow, a set of features are
then extracted from each captured sample. This feature set (template) is either stored in a database as a reference
in the enrollment process or compared to a previously acquired biometric feature set (reference template) stored
in a database. A comparison results in a similarity score. Analyzing the similarity score (or a set scores) results
in a biometric decision.
A biometric decision, and thus a biometric system, can be a verification one or an identification one. Biometric
verification is the use of biometrics information to verify a person claimed identity. The identity can be claimed
using a smart card, a user name, or an identification number. Here, the system will verify that the claimed identity
belongs to the user by comparing his/her biometric characteristics with a stored (and associated to this identity)
biometric template. Therefore, the comparison (similarity measure) is only performed once for each identity
claim and thus, the verification problem is usually referred to as a 1 : 1 comparison process.
Biometric identification tries to assign an identity to an unknown person based on the captured biometric char-
acteristics. This requires comparing the captured biometric characteristic to all the enrolled subjects. Therefore,
the identification is referred to as a 1 : N comparison process, where N is the number of the enrolled subjects.
Biometric identification can be categorized into open-set and close-set identification. Close-set identification
system is confident that the captured subject is one of the enrolled subjects, and thus can report the best matching
identity as the identified one. Open-set identification implies that the system does not guarantee that the captured
subject is already enrolled. Therefore, the open-set identification system has to verify one of the top matched
identities to be the identity of the captured subject or to point out the fact that the subject is not enrolled.
To include a subject in a database, an enrollment process has to take place. Enrollment includes providing a
trusted identity, capturing and quality proofing a biometric characteristic, feature extraction, and finally storing
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the identity information and the extracted features (template) in a database. Figure 2.1 illustrates the three typical
operations of a biometric system, enrollment, verification, and identification.
Figure 2.1: the main operations of a biometric system: enrollment, verification, and identification [JRP04].
2.2 Multi-biometric fusion
2.2.1 Information fusion
Information fusion is the integration of multiple information concerning a certain aspect to produce a more
accurate description or decision. Information fusion aims at building more accurate decisions (descriptions) by
obtaining synergy [Mit12]. Synergy here points out that a grouped representation of an object is better and
more complete than an individual component representation. According to Bellot et al. [BBC02], the effect of
information fusion can be summarized in the following points:
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• Accuracy gain: decisions and representations obtained after the fusion process are more accurate. Noise
and errors are reduced in comparison to single source information.
• Completeness gain: the information represented by fusion is more complete and less redundant.
• Representation gain: fused information should be more granular compared to each of the initially fused
information.
• Certainty gain: fusion induces an increase of the belief in information after the fusion process.
This set of gains can be utilized to improve the desired characteristics of a biometric system.
2.2.2 Multi-biometrics
Multi-biometrics uses more than one biometric information source in a unified frame in an effort to solve prob-
lems faced by the conventional uni-modal biometrics. The multi-biometric approach aims at improving biomet-
rics by increasing accuracy, and robustness to intra-person variations and to noisy data. It also intends to solve
uni-modal biometrics problems with universality and vulnerability to spoof attacks.
Information fusion in multi-biometrics is used to build an identification/verification decision based on the
information collected from different biometric sources. The fusion can be done on different levels, which can
be seen as a tradeoff between information loss and integrability. Data and feature-level fusion maintain a large
proportion of the original information but force limitations on the design and implementation. Only a limited
combination of information sources can be fused and building a system out of different hardware components
might be impossible. On the other hand, decision-level fusion can be seen as naive and lacking the opportunity
to use important information. Based on this, the score-level fusion makes a good tradeoff between integrability
and maintaining important decision information. Score here refers to the comparison score (similarity) between
each biometric capture and a stored reference. Figure 2.2 presents an overview of multi-biometric systems with
different levels of fusion. The different biometric information sources can be based on different characteristics,
algorithms, instances, sensors, or presentations.
Figure 2.3 presents an overview of multi-biometric identification system using score-level fusion. Scores are
produced by comparing captured characteristics to stored reference ones. The resulting scores from different
sources (algorithms and modalities) are normalized into a comparable domain, then passed into a fusion algo-
rithm. The fusion then results in fused scores that a verification/identification decision can be built upon by
thresholding and/or ranking.
In the following, topics covering different stages of the multi-biometric fusion process are discussed and
connected to the literature. This section aims at serving as a general description of multi-biometric fusion while
presenting a high-level discussion of related works. Deeper insight into related work concerning the specific
contributions of this dissertation will be presented in the respective chapters.
Biometric sources: multi-biometric systems are categorized depending on the nature of the fused biometric
sources from which a unified final decision is built. The main approaches are multi-modalities, multi-algorithmic,
multi-instance, multi-sensorial, and multi-presentation.
Multi-modalities is the use of more than one biometric characteristic as an identity measure. Some works
combined fingerprints and face images [KNR09, TWL10, KTT10], others fused fingerprints and iris biomet-
rics [BBKQ09]. Using face images along with iris biometrics was also introduced [WTJ03]. One of the most
interesting multi-modal approaches is the use of ear and face biometrics, as they can be easily and non-intrusively
captured using same or similar devices [CBSV03,Yan06]. Other combinations were also introduced, such as ear
and fingerprint biometrics [RKBT06].
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Figure 2.2: multi-biometric fusion at different levels [JRP04].
Many works dealt with multi-algorithmic biometrics, such as using multiple face matchers [KNR09,BKTR10,
KTT10], or ear identifiers [MSV99, YB05]. Multi-instance fusion was also studied, such as two different fin-
gerprints [YB05, BKTR10, KTT10], multi-sensorial [AH06], and multi-presentation biometric fusion [CTG11]
were also discussed in the literature. However, the nature of the fused biometric sources is usually limited by the
application scenario and goals.
Score normalization: the scores to be processed by the score-level fusion algorithms are usually not homo-
geneous as they are produced by different sources. These scores have to be brought into a common comparable
range by a normalization process. Some of the most common normalization techniques are min-max normal-
ization, z-score normalization, double sigmoid, TanH-estimator, and median absolute normalization. The pa-
rameters that rule the normalization process are determined based on the statistical properties of the training
data. The performances of normalization techniques are not directly comparable as they depend on the overall
multi-biometric system.
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Figure 2.3: a high level structure of a multi-biometric identification system using score-level fusion. Comparison
results are produced by different algorithms and modalities then normalized. The sets of normalized
scores feed the fusion algorithm to produce a final set ranked by fused comparison scores. The
algorithms block encapsulates quality assessment, feature extraction, and template comparison.
The min-max normalization depends on the range that the scores span regardless of the distribution properties
and aims to map the scores into a range of [0,1]. This normalization scheme was used successfully by many
works dealing with score-level multi-biometric fusion [NS09, VIM∗07]. The min-max normalization scheme
is highly sensitive to outliers [JNR05] as it depends on single minimum and maximum values. Z-score nor-
malization is a more sophisticated score normalization method and was used in several works [NS09, VIM∗07].
Here, the arithmetic mean (µ) and the standard deviation (σ) of the score values are considered. This method
assumes a Gaussian distribution of the score values. This normalization method has low robustness as well, as
the parameters µ and σ are sensitive to outliers.
The median absolute deviation normalization method is similar to the z-score normalization method but uses
the median and median absolute deviation instead of the mean and standard deviation. This method is more
robust to outliers but it also assumes a near Gaussian distribution of the comparison score values.
The double sigmoid function is another normalization method. This normalization maps the scores into a
range of [0,1] and requires fine-tuning of its parameters. The double sigmoid normalization was used to combine
finger print comparison scores by Cappelli et al. [CMM00]. Marsico et al. recently proposed a novel normal-
ization approach named the Quasi-Linear Sigmoid (QLS) [DNRT11]. This approach aimed at overcoming the
sensitiveness of the traditional normalization algorithms to outliers.
The selection of a proper normalization method is a tradeoff between efficiency and robustness, and it depends
largely on the nature of the application. Methods like min-max normalization and z-score normalization tend
to be more efficient. On the other hand, median absolute deviation normalization and double sigmoid function
normalization are usually more robust but require higher computational effort [JNR05].
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Score-level fusion: score-level fusion algorithms can be categorized into two main types, combination rules
and classification based fusion. Combination rules are simple operations performed on the normalized scores.
These rules produce a combined score, and a classification decision is made based on this combined score value.
Main combination rules are the sum rule, weighted-sum rule, product rule, max rule, min rule and median rule.
Some works discussed the difference in performance between the combination rules. Most studies showed
the superiority of sum and product combination rules [HS12, NCJD06, CBFC04]. One must keep in mind that
different combination of sum rules and normalization techniques produce different results [LL11].
Classification based fusion considers the input score values as a feature vector. Given these vectors, a classifier
is trained to classify a new given vector into genuine or imposter class. Different types of classifiers can be
used, just as neural networks [Als10], k-nearest neighbors (K-NN) [JSH04], support vector machines (SVM)
[SVN07,GMAD05], Adaboost [IKWY10,MP09], or as likelihood ratio [NCDJ08,IR10] classifiers. Some works
showed comparable results between combination rules and classification based fusion [RCLM08, MVSM12].
Other works showed the superiority of combination rules [SVN07].
However, dealing with a small number of inputs using complex classification-based fusion techniques, can only
estimates separation lines optimal for the separation of overlapping classes while having small degree of liberty
[RDRK11]. Simpler fusion approaches, such as weighted-sum rule, proved to achieve comparable performances
to more complex approaches [NCDJ08, RNJ06] while maintaining simpler and easily integrable design.
Supplementary quality information: in order to improve accuracy and compensate for missing information
when moving from feature-level fusion to score-level fusion, the quality of the biometric samples is considered
as supplementary information in the fusion process.
The quality of the captured biometric sample (image/scan/recording) has an effect on the comparison score
values and the confidence of these values as the features extracted from these samples are not reliable [NCJD06].
This reflects on the role that a certain score value plays in the fusion process, and therefore, taking the qual-
ity measures into account will enhance the performance of the fused multi-biometric system [NCJD06, PK08,
PMK09].
Nandakumar et al. [NCJD06] proposed a fusion algorithm that takes into account the sample quality into their
likelihood ratio-based fusion scheme. Their experiments proved a highly positive impact of considering the
quality measures. Poh et al. [PMK09] proposed a classifier based fusion algorithm that considers the biometric
sample quality, as well as, the biometric capture device information. Their experiments clearly showed the effect
of including the quality measures on performance.
Missing data: in practice, some comparison scores can be missing because of a missing modality or a low qual-
ity capture. To build a robust multi-biometric system, the possibility of missing score values must be considered
and dealt with so that a reliable biometric decision is made.
Many works considered the problem of missing data and proposed solutions for robust fusion algorithms
[PWM∗10, KNR09, DDV07]. However, most of these works dealt explicitly with the fusion problem under the
verification scenario. Nandakumar et al. proposed a robust fusion solution for multi-biometric fusion under
the identification scenario that aims to produce an identification decision regardless of the partially missing
data [KNR09]. The authors extended the likelihood ratio-based score fusion (originally designed for verification
problems) to perform under the identification scenario.
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2.3 Performance metrics
While most biometric characteristics are theoretically discriminant, automatic biometric systems make wrong
verification or identification decisions in some cases. To build a performance comparison between different
biometric systems, a set of performance metrics are defined for different operational scenarios. This section
presents the relevant metrics and is largely based on the international standard ISO/IEC 2382-37:2012 [Int12].
Some of the errors in biometric systems occur in an early stages of their operation, namely in the capture or
feature extraction stages. These errors are:
• Failure to capture rate (FTC): proportion of failures of the biometric capture process to produce a captured
biometric sample that is acceptable for use.
• Failure to extract rate (FTX): proportion of failures of the feature extraction process to generate a template
from the captures sample.
• Failure to acquire rate (FTA): proportion of verification or identification attempts for which the system
fails to capture or locate an image or signal of sufficient quality.
FTA is a result of FTC or FTX and can be given as:
FTA = FTC+FT X ∗ (1−FTC). (2.1)
The FTC, FTX, and FTA are related to the performance of the complete biometric system and thus are usually
neglected when measuring the performance of the biometric algorithms.
Performance metrics of the biometric algorithms can be categorized depending on the operational mode, veri-
fication or identification.
2.3.1 Verification performance metrics
Biometric verification builds its binary decision (genuine/imposter) by thresholding the level of similarity be-
tween the probe and the reference samples (comparison score). Assigning a threshold value is a tradeoff between
security and convenience. Security requires a low rate of imposter users accepted as genuine (false positives)
and convenience requires a low rate of genuine users rejected as imposters (false negatives). This tradeoff can be
summarized by the following biometric verification metric:
• False match rate (FMR): rate of zero-effort imposter attempt samples falsely verified as genuine (match)
to the compared sample.
• False non-match rate (FNMR): rate of zero-effort genuine attempt samples falsely verified as imposter
(non-match) to the compared sample.
The genuine match rate (GMR) is another metric used in the literature and points out to the same properties as
the FNMR. The GMR is given by
GMR = 1−FNMR. (2.2)
The discussed FMR, FNMR, and GMR are error rates that describe the algorithm verification performance.
Therefore, they do not consider errors introduced by the whole system, i.e. FTA. A set of similar verification
metrics that theoretically consider FTA errors is also used in the literature, these metrics are the false acceptance
rate (FAR) and false rejection rate (FRR) and are given by
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FAR = FMR∗ (1−FTA) (2.3)
and
FRR = FTA+FNMR∗ (1−FTA). (2.4)
The true acceptance rate (TAR) is derived from the FRR and is given as
TAR = 1−FRR. (2.5)
FAR and FMR are often used interchangeably in the literature, as well as FNMR and FRR [PCK∗12]. As
in Equ. 2.3 and 2.4, the only difference is that FAR and FRR consider samples failed to be acquired. This
work follows the trend in literature and uses FAR and FRR interchangeably with FMR and FNMR as the FTA is
considered to equal zero with the work focusing on developing more accurate algorithms rather than systems.
The so-far discussed verification metrics are dependent on the comparison score threshold used to make the
genuine/imposter decision. This threshold builds a tradeoff between the FAR and FRR (FMR and FNMR).
Therefore, the performance of biometric algorithms is only comparable by fixing one of both error rates and
comparing the other. To avoid this and provide one generalized metric, the equal error rate (EER) is used. EER
is the common value of FAR or FRR at the operational point (threshold) where they are equal.
This tradeoff between error rates are interesting because different applications require different levels of se-
curity and convenience from the same biometric algorithm/system. To present a wide range of performance
operation points, receiver operating characteristic (ROC) and detection error tradeoff (DET) curves plots the
performance at different decision threshold points.
An ROC curve plots FAR (x-axis) versus TAR (y-axis) (or FMR vs. 1-FNMR) at all possible decision thresh-
olds. This allows the system integrator to informatively choose the threshold that best fits the required security-
convenience tradeoff. A DET curve provides the same information as an ROC curve by plotting FAR (x-axis)
versus FRR (y-axis) (or FMR vs. FNMR).
2.3.2 Identification performance metrics
Biometric identification systems are categorized into open-set identification and close-set identification. Close-
set identification search for the subject identity in a list of identities that is known to contain this subject. Open-set
identity systems search for a subject identity in a database that may or may not contain the true identity of the
subject.
The cumulative match characteristic (CMC) curve is used in the literature to present the close-set identification
performance. CMC plots the number of considered top ranks (x-axis) versus the ratio of identification processes
where the correct identity was found in the considered top ranks (x-axis). This ratio will be referred to as the true
identification rate (TIR) at a certain rank r.
Open-set identification implies verifying if one of the identities in the reference database belongs to the probed
subject. This leads to building a performance metric based on the verification performance of the biometric
system and the size of the reference database. Two metrics with a verification-like tradeoff are usually used, the
false positive identification rate (FPIR) and the false negative identification rate (FNIR).
While considering the FTA, FPIR for a reference database containing N records is given by
FPIR = (1−FTA)∗ (1− (1−FMR)N), (2.6)
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and for a zero FTA and a typically small FMR [LJ11], FPIR can be approximated to
FPIR = N ∗FMR. (2.7)
Similarly, FNIR can be approximated to
FNIR = N ∗FNMR. (2.8)
Therefore, the errors of an open-set identification system grow linearly with the reference database size. Along
with the demand for large scale biometric systems, the motivation for achieving lower verification error rates is
higher than ever. This drives the utilization of multi-biometrics to enhance performance, which is a key step in
enabling large-scale biometric systems.
2.4 Summary
This chapter discussed the general properties of a typical biometric system. It also presented a high-level view
on multi-biometric technologies supported by a look at the related works in the literature. The main metrics
commonly used to describe the performance of biometric systems were also discussed in this chapter. Next
chapters (3, 4, 5, and 6) will analyze, in more details, this work responses to the previously stated research
questions.
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Previous chapters motivated and structured the research questions in this work. They also provided basic back-
ground knowledge about multi-biometric technologies. This chapter focuses on operations performed in prepara-
tion for the information fusion process by tackling two issues. First, this chapter presents a novel normalization
technique that tries to align the inference of different score sources by aligning a certain performance-related
point in the score distributions. Secondly, this chapter discusses missing data imputation within score-level
multi-biometric fusion. This chapter is based on the publications [DON13] and [DFK13].
3.1 Introduction
In order to achieve the goals of multi-biometric fusion, the fusion process expects to receive complete and
comprehensible information. The comprehension of different biometric sources should be relatable, and therefore
a well-designed normalization of the comparison scores produced by these sources is necessary. On the other
hand, and in real operation, some of the fused information might be missing due to problems like a failure to
capture. A successful fusion process has to be flexible enough to deal with such cases. In this section, an
introduction is built to the later presented work that deals with these two pre-fusion issues.
Starting with normalization, this process adjusts values or measures produced by different sources to a common
scale. In multi-biometric systems based on score-level fusion, the values to be normalized are the comparison
scores that describe the similarity between a captured biometric characteristic and a stored reference. Similarity
scores between captured biometrics and a certain identity reference can be a result of different types of com-
parisons. These comparisons can be based on different biometric characteristics, algorithms, captures, sensors,
or instances of the same characteristic. To build a unified recognition decision from mulit-biometric sources, a
fusion process is performed. The fusion can be applied on different levels of the biometric recognition work-
flow. It can be applied on data, feature, score, or rank-level [DOS13]. Here, score-level fusion is considered as it
provides more flexibility to use a wide range of biometric characteristics, sensors, and algorithms (with respect
to data and feature-level fusion). Score-level fusion also provides more in-depth information when compared to
rank-level fusion.
Comparison scores should be shifted and scaled to become comparable and suitable for fusion, this is per-
formed by score normalization. Score normalization techniques largely affect the performance of multi-biometric
systems [JNR05] and thus are an active research field within the study of multi-biometrics. However, conven-
tional normalization techniques only consider the values range with some extended to take into account the nature
of the values distributions. No link has been previously made between the performance induced by the scores
and their actual values.
This chapter presents a family of novel normalization techniques for score-level multi-biometric fusion. The
proposed normalization is not only concerned to bring comparison scores to a common range and scale, it also
focuses on bringing certain operational performance points into alignment and thus align score inference. The
performance anchored normalization (PAN) algorithms discussed here were tested on the extended multi modal
verification for teleservices and security applications database (XM2VTS) [PB06] and proved to outperform
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conventional score normalization techniques in most tests. The tests were performed with combination fusion
rules and presented as biometric verification performance measures.
The second issue dealt with in this chapter is the imputation of missing data. In the practical use of multi-
biometric solutions, biometric sources involved in producing the verification or identification decision do occa-
sionally fail to produce results. This can occur due to the non-universality of biometric characteristics or the low
quality of captures especially in ubiquitous systems, such as surveillance and smart living applications.
Missing data can also occur if a subset of the data was not collected in the enrollment process. This particularly
happens in large-scale multi-biometric identity management systems as these systems may contain large non-
coherent multi-biometric reference databases.
Previous works considered the problem of missing data in multi-biometric systems under the verification
scenario. However, the different nature of the identification scenario (1:N comparison), where more than one
comparison set produce the decision, imposes challenges on the missing data imputation solutions. This is mainly
because of the variable number of missing scores in each comparison involved in the identification (ranking)
decision.
This chapter presents the use of support vector regression (SVR) to impute missing score values and compares
it to simpler approaches. The effect of different missing data imputation approaches are discussed under both
verification and identification scenarios using the Biosecure DS2 score database for development and evaluation.
The presented results point out the different imputation methods effects on the verification and identification
scenarios. The results also discuss the validity of using complex imputation method.
In the next section 3.2, a review of the related works in the literature is presented. Sections 3.3 and 3.4 present a
detailed description of the methodologies and experiments carried out to answer the research questions regarding
the two pre-fusion processes, score normalization and missing data imputation. A final discussion concludes this
chapter in section 3.5.
3.2 Related work
This section presents an overview on the recent related work dealing with score normalization and missing data
imputation in multi-biometric fusion.
As established earlier in the introduction, score normalization is an essential step towards successful multi-
biometric score fusion. Jain et al. presented a comparison between different score normalization methods for
multi-biometric fusion [JNR05]. Other works deeply discussed the effect of normalization on the biometric ver-
ification performance with a focus on methods such as zero-mean normalization (z-score), min-max, median
absolute deviation (MAD), TanH and decimal scaling normalization [SUM∗05, SG07]. Some of these normal-
ization methods will be discussed in more detail in Section 3.3.1.
Min-max normalization is a simple technique to rescale the range of data to fit into a [0,1] range and it only
depends on the minimum and maximum values of the training data, however, this makes it vulnerable to outliers.
Min-max normalization does not consider the nature of the distribution of the values nor the actual inference of
these values on the application in hand. Due to its simplicity, min-max normalization was used regularly in score-
level multi-biometric fusion [JNR05]. The MAD normalization tries to capture information about the values
distributions by considering their median and median absolute deviation assuming a Gaussian distribution of the
data. MAD was popularized by the work of Hampel in 1974 [Ham74, LLK∗13]. Just like MAD normalization,
z-score normalization tries to unify the normalized values distribution based on their standard deviation and
mean value [Kre00]. Z-score transforms the values to have a standard deviation of one and a mean value of zero,
however, no relation to these values inference is considered.
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TanH was introduced by Hample et al. [HRRS86] and is based on the standard deviation and mean value of the
genuine comparisons values in a way that reduces the influence of the points at the tails of the distribution. Just
like the previously presented normalization approaches, TanH constructs no clear link between the normalized
values and their influence on the performance and thus their real effect in a fused system. These approaches are
widely used to normalize comparison scores from different biometric sources as an important step in score-level
multi-biometric fusion [SUM∗05, SG07, JNR05]. However, these previous works did not build any direct link
between the values after normalization and their inference on the performance, and thus their real influence on
the final biometric decision.
Regarding missing data imputation in multi-biometric fusion, previous works dealt with the problem, although,
most of the works considered only the verification scenario. Fatukasi et al. [FKP08] proposed a k-nearest neigh-
bor approach to estimate the missing score. This approach was compared to mean and zero imputations along
with the regression approach used by Little in [Lit92]. The results showed that the k-nearest neighbor approach
and the simple mean imputation performed best and was dependent on the degree of correlation between the
fused biometric sources.
Poh et al. [PWM∗10] suggested an approach based on support vector machines (SVM) with neutral point
substitution. Different versions of the solution were tested and compared to raw fusion under the verification
scenario. Equal error rate (EER) values were reported as performance measure for evaluation on a subset of the
Biosecure database [PBK10], which proved the validity of the proposed solution. This approach replaced the
missing data with a neutral point value that will have no effect on the SVM decision, limiting the scope of the
fusion to using SVMs.
In the work of Ding [DR10], the use of maximum likelihood estimation was evaluated along with two varia-
tions of the Gaussian mixture model (GMM) and the multiple imputation proposed by Rubin [Rub87]. Results
were reported as verification performance achieved on the Michigan state university dataset (MSU). The maxi-
mum likelihood estimation performed poorly in comparison to GMM based approaches. However, unexpectedly,
training GMM approaches using smaller amount of training data achieved significantly better performances.
More recently, Ding and Ross [DR12] presented a comparison between imputation methods for missing scores.
The comparison included approaches just as the k-nearest neighbor estimation, maximum likelihood estimation,
GMM, predictive mean matching, and multiple imputation using the Markov chain Monte Carlo and the chained
equation. The different approaches were evaluated on the MSU database [RJ03] as verification performance with
superiority to the GMM based approaches.
All previously mentioned works considered the problem of missing data in multi-biometric systems under
the verification scenario. The nature of the identification tasks is fundamentally different from the verification
tasks. Identification considers a number of comparisons to produce a final decision (or recommendation), unlike
the verification decision based on one comparison. This makes the identification scenario more challenging to
missing data imputation as it faces a variable number of missing scores in each task.
Nandakumar et al. [NJR09] explicitly dealt with the missing data under the identification scenario. However,
the likelihood ratio-based score fusion approach presented was designed to be robust to missing data instead of
focusing on missing data imputation.
The next sections of this chapter will go deeper into the presented solutions and their evaluation.
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3.3 Performance anchored score normalization
This section presents a family of novel normalization techniques for score-level multi-biometric fusion. The
proposed normalization approaches focus on bringing certain operational performance points into alignment and
thus align the score inference, rather than only bringing comparison scores to a common range and scale.
3.3.1 Baseline normalization
As mentioned before, comparison scores processed by the fusion algorithm are usually not homogeneous as they
are produced by different sources. Therefore, these scores have to be normalized before fusing. Some of the
most common normalization techniques are min-max, z-score , TanH, and MAD normalization [JNR05].
The parameters that define the normalization process are usually determined based on the statistical properties
of the biometric system in hand. The performances of normalization techniques are not directly comparable as
they depend on the overall multi-biometric system. Therefore, the normalization performance is measured based
on the performance of the multi-biometric system. In the following, more details are presented on the baseline
normalization techniques used in the later discussed experiment (Section 3.3.3).
Given the development comparison scores set Sk, k = 1,2, . . . ,N, for each biometric source, the normalized
score S′ is defined as a function of the score S. The min-max normalization does not depend on the distribution
properties and it considers only the range of the scores. This aims at mapping the raw scores into the range of
[0,1]. The normalized score by min-max normalization is given by
S′min−max =
S−min{Sk}
max{Sk}−min{Sk} . (3.1)
The min-max normalization scheme is highly sensitive to outliers [JNR05] as it depends on single minimum
and maximum values.
Z-score normalization uses the arithmetic mean (µ) and the standard deviation (σ) of the development score
set as parameters. This method assumes a Gaussian distribution of the score values. The z-score normalization
showed good performance in many studies [NS09, VIM∗07]. The normalized score by z-score normalization is
given by
S′z−score =
S−µ
σ
. (3.2)
The MAD normalization method uses the median and median absolute deviation instead of the mean and
standard deviation used in z-score normalization. This method also assumes a near Gaussian distribution of the
comparison score values but is more robust to outliers. The median absolute deviation normalization is given by
S′MAD =
(S−median)
MAD
, (3.3)
MAD = median(|{Sk}−median|). (3.4)
The last normalization baseline algorithm used here is the TanH normalization [JNR05]. The TanH normal-
ization is formulated as
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S′TanH = 0.5{tanh(0.01(
S−µG
σG
))+1}, (3.5)
where µG and σG are the mean and standard deviation of the genuine scores distribution (of training data).
The selection of a proper normalization method is a tradeoff between efficiency and robustness. Here, only
normalization methods that require no special parameter tuning were considered. Methods like double sigmoid
normalization [CMM00] and TanH normalization based on Hampel estimators [HRRS86] require the fine tuning
of certain parameters, while in this work the focus is on normalization methods that depend only on parameters
that can be simply acquired from the development data statistics.
3.3.2 Proposed score normalization
The proposed normalization techniques do not only consider the range and scale of comparison scores, they
also align the scores of different biometric sources with respect to a certain performance operation point. The
score value that aligns the score distributions is called the anchor, hence the notion of performance anchored
normalization (PAN). This anchor score value is obtained based on the statistics of the development data. The
anchor value considered in this work is the score threshold value at the EER operation point, and is noted here
by T HEER. Applying this threshold value to separate genuine and imposter scores produces an equal false
acceptance rate (FAR) and false rejection rate (FRR).
This operating point alignment aims at the alienation of the undesired weight-like effect embedded in score
value distributions, even after conventional normalization (e.g. min-max normalization). For example, if two
comparison score sources have score distributions in the same range. However, one of the sources has a distri-
bution that is more shifted to the high value side of the range, the scores of this source will have a higher weight
when used with combination fusion rules. This higher weight effect might be an incorrect assumption by the
system and leads to a lower performance.
The first PAN technique presented here is the PAN-min-max normalization. Here, the min-max normalization
is extended by anchoring the middle point of the score range at the EER operation point T HEER. The PAN-min-
max normalized score f (S) is given by
S′PAN−min−max =
{ S−min{Sk}
2(T HEER{Sk}−min{Sk}) i f S <= T HEER
0.5+ S−T HEER{Sk}max{Sk}−T HEER{Sk} i f S > T HEER
(3.6)
A modified MAD normalization is also presented here. The PAN-MAD normalization considers the anchor
value (T HEER) as a pivot value instead of the median of development scores used in the conventional MAD
normalization. The PAN-MAD normalization is given by
S′PAN−MAD =
(S−T HEER)
MADPAN
, (3.7)
where the MADPAN is formulated as
MADPAN = median(|{Sk}−T HEER|). (3.8)
As for the PAN-MAD normalization, a performance anchored version of TanH normalization is presented.
The PAN-TanH normalization here considers the T HEER as anchor score value and is given by
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S′PAN−TanH = 0.5{tanh(0.01(
S−T HEER
σG
))+1}, (3.9)
where σG is the standard deviation of the genuine scores distribution.
In Figures 3.1 and 3.2, the distribution of normalized genuine and imposter evaluation comparison scores
resulted from different normalizers are shown. Comparisons from two sources are visualized, the face matcher
based on discrete cosine transform and Gaussian mixture model (DCTb-GMM) and the voice matcher based on
the linear filter-bank cepstral coefficient and Gaussian mixture model (LFCC-GMM) matchers of the XM2VTS
LP1 database [PB06]. It can be noticed that the PAN normalization techniques did align the score distribution of
both biometric sources at the anchor value T HEER, the EER occurs inside the area of overlap between genuine
and imposter distributions. This alignment can be noticed in the face-voice distribution pairs normalized by PAN
methods (d and j, e and k, f and l) in Figures 3.1 and 3.2.
3.3.3 Experimental setup
For the development and evaluation of the proposed solution, two parts of the XM2VTS multi-biometric database
were used, LP1 and LP2 [PB06]. LP1 and LP2 contain comparison scores by different face and voice baseline
experts. The score sets are split into evaluation and development sets. LP1 contains eight score sources (5 face
experts and 3 voice experts) while LP2 contains five sources (2 face experts and 3 voice experts). The major
difference is that LP1 used three training captures per client while LP2 used four. For more details about the
XM2VTS score database, one can refer to the work of Poh et al. [PB06].
Score normalization parameters for each biometric source and for both LP1 and LP2 parts of the database were
obtained from the development data. Normalization parameters were acquired for the four baseline normalization
(z-score, min-max, TanH and MAD) and the three proposed PAN normalization techniques (PAN-min-max,
PAN-MAD, PAN-TanH). Normalization was performed on the evaluation data using all the seven techniques
producing seven normalized evaluation sets.
After normalization, combination fusion rules were used to fuse the normalized comparison similarity scores.
Three combination fusion approaches were evaluated, the simple sum rule, and the weighted-sum rule with
two different weighting approaches. Assuming the fused score F is a function of the N biometric scores, the
combination rules can be formulated as follows
The sum rule: Fsum =
N
∑
k=1
Sk, (3.10)
The weighted-sum rule: Fweighted−sum =
N
∑
k=1
wkSk,k = {1, . . . ,N}, (3.11)
where the weight of each source wk is given by equal error weighting (EERW) and overlap deviation weighting
(OLDW), both discussed in details in Chapter 4 and calculated in the Equations 4.1 and 4.11
Many works discussed the performance of different basic combination rules, with the sum rule usually pro-
ducing higher performance [CBFC04]. However, the performance of combination rules depends on the nor-
malization used. Different pairing between combination rules and normalization techniques produces varying
results [JNR05].
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(a) face - MAD (b) face - Min-Max (c) face - TanH
(d) face - PAN-MAD (e) face - PAN-Min-Max (f) face - PAN-TanH
Figure 3.1: genuine (blue) and imposter (red) score distribution of normalized scores for face (DCTb-GMM)
[PB06] using different normalizers.
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(a) voice - MAD (b) voice - Min-Max (c) voice - TanH
(d) voice - PAN-MAD (e) voice - PAN-Min-Max (f) voice - PAN-TanH
Figure 3.2: genuine (blue) and imposter (red) score distribution of normalized scores for voice (LFCC-GMM)
[PB06] using different normalizers.
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sum EERW-sum OLDW-sum
0.01%FAR 0.001%FAR 0.01%FAR 0.001%FAR 0.01%FAR 0.001%FAR
X
M
2V
T
S-
L
P1
min-max 3.50% 8.00% 3.50% 4.75% 1.00% 2.25%
MAD 11.25% 13.50% 12.50% 14.75% 1.00% 2.25%
TanH 4.00% 8.50% 2.50% 4.50% 4.00% 6.75%
z-score 2.50% 5.75% 1.25% 3.25% 1.00% 2.25%
PAN-min-max 3.50% 6.25% 1.50% 4.25% 1.00% 2.00%
PAN-TanH 1.00% 3.75% 0.75% 2.00% 1.00% 2.25%
PAN-MAD 3.00% 6.25% 3.75% 4.50% 1.00% 2.25%
X
M
2V
T
S-
L
P2
min-max 2.75% 3.75% 3.75% 4.25% 0.25% 0.25%
MAD 12.00% 19.00% 12.00% 17.50% 0.25% 0.25%
TanH 2.25% 2.50% 2.50% 3.00% 1.00% 2.25%
z-score 2.00% 3.50% 2.75% 3.75% 0.25% 0.25%
PAN-min-max 1.25% 2.75% 2.00% 3.50% 0.25% 0.25%
PAN-TanH 1.25% 3.25% 1.50% 3.50% 0.25% 0.25%
PAN-MAD 2.75% 3.75% 3.25% 4.25% 0.25% 0.25%
Table 3.1: FRR values achieved at fixed FAR for the different experiment settings on two databases. The best
two rates across normalization techniques (columns) are in bold. Notice the consistent improvement in
performance when the normalization approaches are anchored by a performance related point (PAN).
3.3.4 Results
The performance of the normalization techniques were compared by considering the multi-biometric fusion
results under verification scenario. The performance was reported as FRR at fixed FAR for each normalization
and fusion rule pairing. This allows to discuss the performance at different operational points that might be of
interest for different applications/users. The achieved error rates are presented in Table 3.1
From Table 3.1, as expected, the weighted-sum fusion approaches scored lower error rates as they induce more
control over the relative influence of different sources in the multi-biometric decision. All the PAN approaches
achieved significantly lower error rates than their originally, not anchored, versions in most experimental settings.
Under the sum rule fusion, min-max normalization achieved 21% and 26% lower FRR rates at 0.001%FAR
when anchored (PAN-min-max), on the LP1 and LP2 databases. At the same FAR value and fusion rule, the
performance anchored PAN-MAD achieved 53% and 80% lower FRR rates compared to the MAD normalization.
Fusing using the OLDW-sum rule achieved comparable results between different normalization approaches as
they reach performance saturation induced by the weighting approach. The widely used z-score normalization
achieved good performances. However, it was outperformed by the PAN methods on all experimental settings.
The results proved the benefit of the proposed normalization approaches by consistently enhancing the multi-
biometric verification performance.
29
3 Pre-fusion processes
3.4 Missing data imputation
This section discusses solutions for missing data imputation in multi-biometric score-level fusion. A missing data
imputation solution based on support vector regression is presented in this work and compared to four baseline
solutions. The evaluation is then carried under both the verification and the identification scenarios in an effort to
show the effect of missing data imputation on the relatively understudied multi-biometric identification scenario.
3.4.1 Methodology
In this section, the proposed SVR missing data imputation approach is presented along with four baseline ap-
proaches dealing with the missing data in multi-biometric systems.
Weighted-sum score-level fusion was used to produce the multi-biometric fused score. Under the weighted-
sum algorithm, each biometric source is assigned a weight that aims at minimizing the verification error. The
fused score F is given as the sum of the product of weights and their corresponding scores as described in
Equation 3.11.
Many cases occur where one or more of the summed scores in a comparison is missed, and thus the previously
mentioned fusion rule produces undependable results.
In an effort to impute missing values in a given multi-biometric comparison, different approaches were imple-
mented and evaluated. In the following, the min, max, median, and SV R approaches are formulated along with,
the more conventional, weight distribution approach.
Weight distribution: given a multi-biometric system that is based on N biometric sources Sk, with each having
the weight wk, k = {1, . . . ,N}. Using weight distribution, a new weight distribution will be assigned when one
or more score values are missed from a comparison. These new weights are noted by w′k. In the following E and
M are subsets of k where scores exist or missed subsequently.
Weight distribution is used to deal with missing scores by distributing the weights of the missing scores on the
existing scores. This distribution is performed proportionally to the initial weights of the existing scores. The
new weights after weight distribution is given as
w′k =
{
wk +
wk∑m∈M wm
∑e∈E we
i f k ∈ E
Zero i f k ∈M (3.12)
Imputation by minimum rule: in a more conservative approach, the minimum existing score value in a
multi-biometric comparison scores set is assigned to the missing value(s) Sm in it. Here, Sm and Se denote the
missing and existing scores in a comparison subsequently, m ∈Mand e ∈ E. The imputed missing score S′m can
be formulated as
SI−min = mine∈ESe. (3.13)
Imputation by maximum rule: another approach assigns the maximum existing score in the comparison to
the missing values. The imputed missing scores are given by
SI−max = maxe∈ESe. (3.14)
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Imputation by mean rule: the mean approach calculates the arithmetic mean value of the existing scores in
a comparison and assigns this value to the missing values.
SI−mean = meane∈ESe. (3.15)
Imputation by SVR: in this work, the use of SVR for missing score imputation is proposed. SVR [DBK∗96]
is an extension to the SVM that performs regression estimations. SVR is implemented here to impute missing
comparison score values based on the existing ones.
SVR estimates a continuous value function that maps a set of input values into an output value. This function
is optimized through a training process. From this point of view, SVR performs similarly to neural networks.
However, SVR performs structural risk minimization in the regression and therefore achieves global optimization
where neural networks achieve local optimization [Eub99].
A different SVR was trained to impute each biometric source scores under all possible missing data conditions.
These conditions range from the case where all other scores being available to the case where only one other
source score value is available (different case for different available sources). For example, an SVR was trained
to impute the first biometric source score when all other sources are available. Another SVR was trained to
impute the first biometric source when only the third and fourth sources are available, etc.
SVR, just like SVM, tries to minimize the generalization classification error. This is done by calculating
optimal regression coefficient to fit the so called ξ− intensive band. This is optimized so that a penalty is imposed
if a training sample does not fit this band. This penalty corresponds to the distance between the ξ− intensive
band and the sample.
In the next section, the carried experiments are discussed along with the used database. The results achieved
by the presented missing score imputation approaches are discussed under both, verification and identification
scenarios.
3.4.2 Experimental setup
This section presents the used database and the experiment procedure for both verification and identification
scenarios. The results achieved by different approaches are also presented along with a discussion.
Data: the Biosecure DS2 score database [PBK10] was used to develop and evaluate the proposed solution.
Here, a subset of the data is used containing three fingerprint matchers and one face matcher. The database
contains a total of 207 clients split into 51 clients for training and 156 clients for evaluation. It must be mentioned
that cross-sensor comparison scores are included in the database.
The face comparison considered was based on frontal face images captured without flash and is noted in the
database by Fnf1. While the three fingerprint comparisons were of fingers from the left hand (thump, index and
middle finger). The fingers were optically scanned by direct contact. The fingerprint channels used here noted in
the database by Fo1, Fo2, and Fo3.
Missing data simulation: missing values were introduced into the database by randomly removing scores
until the desired percentage of missing data is reached.
That was performed by constructing the database as an Nx4 matrix. Each raw represents one comparison set
between two identities. Each column represents a biometric source. Scores were removed randomly from this
matrix until the percentage of missing data is reached. The only constrains was that each comparison set (row)
must contain at least one existing score left.
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Normalization: min-max normalization was performed to bring comparison scores produced by different
biometric sources to a comparable range. Min-max normalized score is given in Equation 3.1.
Weighting: different biometric sources have different performance and thus must have varying role in the
fusion process, this is influenced by assigning a weight to each biometric source. In this work, the gradient de-
scent approach presented by Basak et al. [BKTR10] is used to calculate optimized weights for different biometric
sources. This approach optimizes the weights such that the weighted-sum of genuine scores is higher than the
weighted-sum of the imposter scores.
3.4.3 Results
Experiments were performed under two scenarios, verification and identification. The effects of different miss-
ing score imputation approaches are presented as the performance of the verification and identification multi-
biometric systems.
Verification: under verification, the scores were normalized and each comparison set was fused using the
previously mentioned weighted-sum rule. This was done on two sets of data, one with 20% missing data and
the other with 40% missing data. The results were presented as receiver operating characteristic curves (ROC)
by changing the decision threshold from minimum to maximum and calculating the true acceptance rate (TAR)
and the FRR at each decision threshold. Verification performance results for different missing data imputation
approaches are shown in Figures 3.3 and 3.4 for the cases of 20% and 40% missing data.
From Figures 3.3 and 3.4, one can notice the high verification performance when the mean and SVR missing
data imputation approaches are used. The conventional weight distribution approach falls behind in performance,
however, it outperforms the minimum and maximum missing data imputation approaches. It can be noticed that
more sophisticated solution, such as the one based on SVR, does not provide a significant advantage over the best
performing simpler solution (mean).
Identification: knowing that the biometric verification is defined as the use of biometric characteristics to
confirm or reject a claimed identity of a person (1:1 comparison), the biometric identification differs as it depends
on a larger number of comparisons (1:N comparison) in an effort to assign an identity to an unknown captured
individual.
Multi-biometric identification systems (1:N comparison) impose many challenges on the fusion process in
practice when compared to the verification scenario. These challenges range from big databases to varying refer-
ences and captures qualities. Missing scores largely affect the fusion process under the identification scenario as
the decision depends on a large number of comparison sets (one comparison set in verification). These different
comparison sets, affecting the identification decision, have different missing data characteristics. However, the
fusion output of each of these comparisons must be comparable in order to produce a well ranked identification
decision.
In the carried experiment, the procedure in the work of Basak et al. [BKTR10] was followed. Initially, what
is called a "superset" of comparisons was created. This superset contains all identities appearing in the top k
matches (highest scores) of each biometric source. For example, if an identity appears in the top k matches of
the face matcher, all the comparison (including all biometric sources scores) belonging to this identity is added
to the superset, even if this identity does not appear in the top k matches of any other biometric source. The k
value used in this work is ten (k = 10).
All comparisons in the superset were fused using the weighted-sum fusion rule. This resulted in a list of fused
scores that was later ranked. The identification performance was visualized as cumulative match characteristic
(CMC) curves. In a CMC curve, the horizontal axes represent the top ranks considered. The vertical axes
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Figure 3.3: missing data imputation under verification scenario: ROC curves produced by different missing data
imputation approaches given 20% missing data.
represent the rate of tests where the correct identity lied in the considered top ranks (horizontal axes). The
identification performance with different missing value imputation approaches is shown in Figures 3.5 and 3.6
for the cases where 20% and 40% of the data is missed.
In Figures 3.5 and 3.6, the performance superiority of the mean and SV R missing data imputation approaches is
clear. Where the minimum approach follows closely especially with lower percentage of missing data. Given less
information (more missing data), an extreme imputation approach, such as the minimum approach, is expected
to be less generalized and sensitive to outliers. The weight distribution and the maximum approaches result in
lower performance especially for the important high ranks.
It can be noticed that the minimum approach performs well under the identification but not under the verifi-
cation scenario. Moreover, the weight distribution approach provides acceptable results under verification but
performs poorly under the identification scenario. This is due to the different operational nature of both scenarios.
In verification, a fused score resulting from a single comparison produces the decision based on a given im-
poster/genuine threshold. On the other hand, identification decision depends on a set of fused scores produced
from different comparison (with different missing data characteristics). This set of fused scores is compared and
ranked to produce the final identification result.
For example, a fused score of a certain comparison (between captured and reference characteristics of the
same individual) is considered correct under closed-set identification if it is the highest fused scores within all
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Figure 3.4: missing data imputation under verification scenario: ROC curves produced by different missing data
imputation approaches given 40% missing data.
the comparisons between the captured individual and all references. This is considered regardless of the value
of the fused score (only the rank). However, under verification, the biometric decision is correct (genuine in
this case) only if the fused score is over a certain similarity threshold, regardless of other comparisons scores.
Therefore, different approaches handeling with missing data perform relatively different under both scenarios.
3.5 Summary
This chapter discussed operations performed to prepare biometric information to be fused within the multi-
biometric decision-making process. Two aspects were in focus, biometric comparison score normalization, and
missing data imputation.
At first, this chapter presented novel score normalization techniques for multi-biometric score-level fusion.
Previously proposed normalization approaches focused on transferring score values from different sources into
a common range. More advanced approaches also considered the unification of the distribution of these values.
However, no work has been done to build a normalization approach that considers the performance induced by
these scores, and thus their interpretation. The proposed normalization approach in this chapter successfully
introduced a modification into three of the standard normalization approaches to introduce an alignment of a
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Figure 3.5: missing data imputation under identification scenario: CMC curves produced by different missing
data imputation approaches given 20% missing data.
performance related score value, the anchor. This achieved performance anchored normalization was visually
presented in genuine/imposter distributions of different sources. A quantitative proof of the validity of the pro-
posed approach was also presented by evaluating the multi-biometric verification performance on the XM2VTS
multi-biometric database. This evaluation pointed out the enhanced performance induced by the proposed nor-
malization when compared to the baseline solutions, e.g. the FRR values were reduced by 21% to 26% when the
performance anchor was introduced to the min-max normalization under the sum rule fusion for the XM2VTS-
LP1 and XM2VTS-LP2 databases.
The second aspect of this chapter is the imputation of missing data in score-level multi-biometric fusion. Due
to failures to capture or the non-universality of biometric characteristics, multi-biometric probes or references
might fail to produce a capture of enough quality. This results in multi-biometric comparisons where some
sources do not provide comparison scores. This problem has been studied earlier under the verification scenario
where the decision is based on one comparison. However, the effect on identification operations including a large
number of comparisons and different missing data scenarios in each of these comparisons was still understudied.
This chapter evaluated the effect of different imputation solutions under both, the verification and identification,
scenarios. This uncovered the different effects of these imputation approaches in these operations modes, e.g.
the minimum imputation rule has a very negative effect on the verification performance while it achieves some
of the best identification results. A more sophisticated approach based on support vector regression was also
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Figure 3.6: missing data imputation under identification scenario: CMC curves produced by different missing
data imputation approaches given 40% missing data.
proposed for missing data imputation. Although this approach performed well under both operation scenarios, it
did not improve the performance achieved by simpler solutions (mean rule) significantly.
This chapter presented an answer to the RQ1 by designing a performance related score normalization approach
and proving its positive effect on the multi-biometric decision accuracy. It also responded to the RQ2 by analyzing
the effect of different missing data imputation approaches on the multi-biometric verification and identification
performances and proposing a regression based approach to explore its influence on the multi-biometric perfor-
mance. Next chapter will focus on a different aspect in this work, the fusion process optimization. In particular,
the weighting of multi-biometric sources within score-level fusion.
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Chapter 3 was concerned with pre-fusion processes, namely score normalization and missing data imputation.
This chapter focuses on optimizing the fusion process by discussing the score-level multi-biometric source
weighting. This is done by presenting different weighting approaches that controls the relative effect of each
biometric source in the fusion process. Two paths are taken to achieve this goal. The first presents a weighting
technique that considers the properties of the genuine and imposter scores distributions to capture the overall
performance of the biometric source, as well as an indication of its confidence. The second approach focuses on
deriving the biometric source weights from an identification performance representation, the cumulative match
characteristic curve. This chapter is based on the published papers [DON14a] and [DON14b].
4.1 Introduction
Multi-biometrics tries to use multiple biometric information sources to enhance performance and to overcome
the limitations of the conventional uni-modal biometrics. Such limitations are noisy data, low distinctiveness,
intra-user variation, non-universality of biometric characteristics, and vulnerability to spoof attacks. Information
fusion is used to produce a unified biometric decision based on multiple biometric sources. Simple approaches
such as the sum rule score-level fusion proved to achieve high performance compared to more sophisticated
approaches [RJ03]. A step ahead is the weighted-sum rule where each biometric source is weighted to indicate
its relative importance, and thus contribution, to the final fused biometric decision.
Searching for the optimal weights combination can be done by exhaustive search to find optimal solution on
training data. However, as will be shown in the next sections, this solution has low generalization ability. This
chapter presents two different paths to assign optimal weights to different biometric sources within a score-level
multi-biometric system. These weights are utilized in the effective and widely used weighted-sum fusion rule to
produce multi-biometric decisions.
The first discussed solution is based on the characteristic of the overlap region between the genuine and im-
poster scores distributions to capture the degree of confidence in the biometric source decisions. It also integrates
the performance of the biometric source represented by its equal error rate. This solution aims at avoiding the
shortcomings of previously proposed solutions such as low generalization abilities and sensitiveness to outliers.
The proposed solution is evaluated along with the state-of-the-art and best-practice techniques. The evaluation
was performed on two databases, the biometric scores set BSSR1 (BSSR1) and the extended multi modal veri-
fication for teleservices and security applications data7base (XM2VTS) and a satisfying and stable performance
was achieved.
The second proposed multi-biometric weighting approach tries to investigate the properties of the cumulative
match characteristic (CMC) curve, which represents the biometric performance under the identification scenario,
and extract biometric source weights based on these properties.
The CMC curve represents the performance of a biometric system within a close-set identification scenario.
This work investigates the properties of the CMC curve and how it can be utilized to assign optimized weights
to different biometric sources within a weighted-sum score-level multi-biometric fusion solution. A number of
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CMC curve properties are defined in this work. These properties are later used to calculate relative weights for
the fused multi-biometric sources. The proposed solution is evaluated along with a set of state-of-the-art and
best-practice weighting techniques. The evaluation was performed on the BSSR1 database and a satisfying and
stable performance was achieved.
In the next section 4.2, a brief review of the related works in the literature is presented along with the considered
baseline weighting approaches. Sections 4.3 and 4.4 present a detailed description of the two proposed paths into
multi-biometric weighting with experimental comparisons to the baseline solutions. A final discussion concluded
this chapter in section 4.5.
4.2 Related work
Weighting biometric sources controls their relative effect in the fused decisions. These weights are often related to
the performance of these individual biometric sources. Weighting methods based on the statistics of the imposter
and genuine scores distributions showed better and more generalized performance when compared to weights
optimized by exhaustive search [VT12]. Weighting based on the equal error rate (EER) of biometric sources is
widely used [JNR05] along with approaches based on D-Prime calculations [SUM∗05] and Fisher discriminant
ratio (FDR) [PB04].
A comparative study by Chia et al. [CSN10] discussed the performance of the most common weighting ap-
proaches and proposed a weighting algorithm that depends on the width of the overlapped area between the
imposter and genuine scores distributions. Other works proposed fusion approaches based on non-linear com-
biners [PB03]. Benchmarking quality-based multi-biometric fusion was also discussed by Poh et al. [PBK∗09].
Other Studies considered the properties of the receiver operating characteristics (ROC) curve to optimize the
multi-biometric fusion process. These works mostly considered the maximization of the area under the ROC
curve such as in the works of Toh et al. [TKL08] and Villegas et al. [VP09].
In the following, a list of biometric source weighting approaches is presented. These approaches present the
state-of-the-art and common practices in multi-biometric fusion using the weighted-sum rule.
a) EER weighted (EERW): equal error rate is the common value of the false acceptance rate (FAR) and the
false rejection rate (FRR) at the operational point where both FAR and FRR are equal. EERW was used to
linearly combine biometric scores in the work of Jain et al. [JNR05]. The EER is inverse proportional to the
performance of the biometric source. Therefore, for a multi-biometric system that combines N biometric source,
the EER weight for a biometric source k is given by
wk_EERW =
1
EERk
∑Nk=1 1EERk
. (4.1)
b) D-Prime weighted (DPW): D-Prime is used to measure the separation between the genuine and the imposter
scores [SUM∗05]. High separation indicates a higher performance of the biometric source. Given that σGk and σ
I
k
are the genuine scores and imposter scores standard deviations and µGk and µ
I
k are their mean values, the D-prime
is given by
d′k =
µGk −µIk√
(σGk )2+(σ
I
k)
2
, (4.2)
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and it is directly proportional to the performance of the biometric source and thus the weight can be calculated
as
wk_DPW =
d′k
∑Nk=1 d′k
. (4.3)
c) NCW weighted (NCWW): the non-confidence width (NCW) weight was proposed by Chia et al. [CSN10]
to weight biometric sources for score-level multi-biometric fusion. NCW corresponds to the width of the overlap
area between the genuine and imposter scores distributions. Given that MaxIk is the maximum imposter score and
MinGk is the minimum genuine score, NCW is given by
NCWk = MaxIk−MinGk , (4.4)
as the NCW is inverse proportional to the biometric source performance, the weights based on the NCW are
given as
wk_NCWW =
1
NCWk
∑Nk=1 1NCWk
. (4.5)
d) FDR weighted (FDRW): the fisher discriminant ratio as described by Lorena and Carvalho [LdC10] and
used by Poh et al. [PB04] measures the separability of classes, here, genuine and imposter scores. The higher the
separability, the higher is the biometric source performance. The FDR and the corresponding weights are given
as
FDRk =
(µGk −µIk)2
(σGk )2+(σ
I
k)
2
, (4.6)
wk_FDRW =
FDRk
∑Nk=1 FDRk
. (4.7)
e) Brute force weighted (BFW): here, the weights are assigned by brute force search for optimal weights
(weights that produces lowest EER) on the training data. This method is computationally expensive especially
for higher order multi-biometrics. Therefore, only bi-modal biometric fusion were evaluated by BFW in this
work.
f) Equal weighted (EQW): equal weighting assigns equal weights to all biometric sources under the assumption
that all sources have the same contribution to the final fused biometric decision. This is usually used as a baseline
and when no sufficient information (data) are available for the biometric sources in hand. EQW is equivalent to
the basic sum/mean rule fusion.
The use of EERW, DPW and FDRW is a common practice for weighting biometric sources. However, more
recent approaches just as the NCWW proved superiority over such approaches [CSN10]. Using brute force to
assign weights has high computational expense and produces less generalized results as shown later in Section
4.3.2. The high performance of NCWW is however fragile as the NCW calculation depends on extrema values
of comparison scores, which makes its performance very sensitive to outliers in training data.
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4.3 Confident biometric source weighting
This section presents and evaluates a multi-biometric weighting approach that aims at capturing the confidence of
each biometric source as well as its over all performance, while avoiding the influence of outliers in the training
data.
4.3.1 Methodology
Two weighting algorithms are proposed here based on the properties of the genuine and imposter comparison
scores distributions. First is the mean-to-extrema weighting (MEW) that depends on the mean values of the
distributions with respect to their extremas. The second is the overlap deviation weighting (OLDW) that tries
to avoid depending on unstable information such as distribution extrema (e.g. NCWW), and rather depends on
more robust measures that represent both the confidence and the absolute performance of each biometric source.
g) Mean-to-extrema weighted (MEW): based on the assumption that a biometric source with low performance
produces genuine score distribution that has a wide mean-to-min ranges and a wide mean-to-max imposter scores
distribution range. The genuine mean-to-min range represents the difference between the mean of the genuine
scores distribution and the minimum value (least correct) of the distribution. The same applies for the mean-to-
max range in the imposter scores distribution.
The MEW is based on the width of the area between the mean of the imposter scores distribution and its
maxima. It also considers the width of the area between the mean of the genuine scores distribution and its
minima. This aims at focusing on the overlap area and its neighbor in both distributions. The MEW is formulated
as
MEk = (MaxIk−µIk)+(µGk −MinGk ), (4.8)
wk_MEW =
1
MEk
∑Nk=1 1MEk
. (4.9)
h) Overlap Deviation weighted (OLDW): this weighting approach is based on two assumptions, first is the
inverse relation between the confidence of a biometric system and the standard deviation of the overlap area in
its genuine-imposter scores distributions. The second assumption is the inverse relation between the EER value
produced by a certain biometric source and its performance.
Overlap deviation tries to capture the properties of the overlap area between the imposter and genuine scores
distributions without depending on singular extrema values. It also integrates the overall performance (FRR
and FAR as an EER value) of the biometric source. Taking the standard deviation of this area aims at reducing
the sensitivity to outliers in the data with respect to considering the width of the area. More importantly, this
standard deviation is related to the confidence in a biometric source, as a biometric system producing less spread
(in smaller range) genuine and imposter scores around their overlap region points out its decision confidence.
Including the overall verification performance of the biometric source (EER) in the weighting process aims at
creating a better generalized solution.
Given the imposter scores SIk, the genuine scores S
G
k , the EER and the score threshold at the equal error
operating point T , the OLDW can be given as
OLDk = σ({SIk | S≥ T}∪{SGk | S < T})×EER, (4.10)
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wk_OLDW =
1
OLDk
∑Nk=1 1OLDk
. (4.11)
In the next Section 4.3.2, the experiment design is introduced. The performance achieved by the different
weighting algorithms discussed will be presented.
4.3.2 Experimental setup
The proposed approaches for multi-biometric source weighting are general and can be applied to any number
of biometric sources. However, the presented results focus on the case of bi-modal biometrics to investigate
the performance away from high order complexities. Moreover, the performance of high order multi-biometric
scenarios is also investigated.
Two multi-biometric scores databases were used to develop and evaluate the discussed solutions in order to
assist the generalization capabilities of these solutions.
The first database is the XM2VTS [PB06,PBK10]. The Lausanne Protocols I (LP1) partition of the XM2VTS
database was used in the experiment. This partition contains comparison scores produced by five face (F0 - F4)
and three speech (S5 - S7) baseline experts. The evaluation and development sets defined by the authors were
used in the performed experiments. The experiments here considered all possible pairs between face and speech
matchers as well as the fusion of all matchers. The database contains 295 individuals, which results in 1000
genuine and 151,800 imposter scores. For more details about the XM2VTS score database, one can refer to the
work of Poh et al. [PB06].
The second database used is the BSSR1 database [NIS]. The database contains comparison scores for left
and right fingerprints (Fli and Fri) and two face matchers (Fc and Fg). BSSR1 multimodal database contains
517 genuine and 266,772 imposter scores. The experiments here considered all possible pairs between finger
and face matchers as well as the fusion of all matchers. To evaluate the statistical performance of the proposed
solutions, the database was split into three equal-sized partitions. Experiments were performed on all possible
fold combinations, where one partition is used as evaluation set and the other two are used as a development set.
The reported results are the averaged results of the three evaluation/development combinations.
Min-max normalization was used to bring comparison scores produced by different biometric sources to a
comparable range [DON13]. Min-max normalized score S′min−max is given as
S′min−max =
S−min{Sk}
max{Sk}−min{Sk} , (4.12)
where min{Sk} and max{Sk} are the minimum and maximum value of scores existing in the training data of the
corresponding biometric source.
To produce the fused scores, the weighted-sum rule (linear combination) was used. The weighted-sum rule
assigns each score value Sk with the weight of its source wk. The weights wk are calculated from the training data
of each biometric source as discussed in Section 4.4.1. The fused score F by the weighted-sum rule for N score
sources is given as
Fweighted−sum =
N
∑
k=1
wkSk,k = {1, . . . ,N}. (4.13)
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The performance of the fusion process under different weighting approaches is evaluated under verification
scenario and presented as EER values and as ROC curves.
For each of the databases, all bi-modal combinations are evaluated along with the overall fusion of all available
sources. As expected, the results show the advantage of multi-biometrics on the verification performance.
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4.3.3 Results
Figure 4.1: EERs achieved on the XM2VTS database: the rates shown here represent all possible bi-modal com-
binations of face matchers (F0 - F4) and speech matchers (S5 - S7) in the XM2VTS database and the
results achieved by the fusion of all eight available sources.
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Figure 4.2: EERs achieved on the BSSR1 database: the rates shown here are for all possible bi-modal combi-
nations of face matchers (Fc and Fg) and finger matchers (Fli - Flr) in the BSSR1 database and the
results achieved by the fusion of all four available sources.
The EER values obtained from the XM2VTS database are shown in Figure 4.1. One can notice the high perfor-
mance of NCWW and OLDW both scoring 0.25% EER for the overall fusion evaluation followed by the MEW
with 0.46% EER and far from the commonly used DPW with 0.75% EER. In the bi-modal evaluation, NCWW
showed high performance in many combinations closely followed by a stable performance by the OLDW. It must
be noticed that in some scenarios such as in F1_S6 and F2_S6 NCWW performed worse than most approaches
while OLDW sustained stable high performance.
EER values obtained from different approaches using the BSSR1 database are shown in Figure 4.2. The figure
shows the superiority of the OLDW approach in most cases with stable performance compared to the NCWW
approach. In the overall fusion evaluation, the OLDW scored the best performance at 0.21% EER followed by
EERW, EQW and MEW while the NCWW scored 0.37% EER. The fluctuation in the NCWW performance,
with respect to that of the OLDW, may be related to its dependence on extrema values that are more vulnerable
to outliers than the measures used to calculate the OLDW.
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Figure 4.3: ROC curves achieved on the XM2VTS database: the curves shown here represent the performance
of the fusion of all eight (five face and three speech) available sources using different weighting
approaches.
Results of evaluation over the XM2VTS database using different weighting approaches to fuse all available
sources (five face and three speech) are also shown as ROC curves (Figure 4.3) to investigate the performance
under different operational points. On very low FAR, the proposed OLDW performs the best. While the FAR
values get higher, the lowest FRR is achieved by the NCWW and the proposed OLDW and MEW approaches.
The ROC curves achieved on the BSSR1 database are shown in Figure 4.4. These curves are graphically
averaged curves over the three testing folds of the database similarly to vertical averaging discussed in [PMB07].
One can notice the superiority of the OLDW performance, especially at low FAR, followed by the MEW and the
NCWW.
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Figure 4.4: ROC curves achieved on the BSSR1 database: the curves shown here represent the performance of the
fusion of all four available sources (two face matchers and two fingerprint matchers) using different
weighting approaches.
4.4 CMC curve properties and biometric source weighting
This section presents and evaluates a multi-biometric weighting approach that captures the identification perfor-
mance of each biometric source by analyzing properties of the CMC curve achieved by these sources.
4.4.1 Methodology
A CMC curve represents the performance of a biometric system within a close-set identification scenario. The
horizontal axis is the number of the top ranks considered and the vertical access is the probability of the correct
identity (the identity of a captured subject) being within the top ranks considered. This cumulative probability at
a certain rank r will be referred to as the true identification rate at that rank T IR(r). As a performance measure,
the properties of the CMC curve can influence the relative importance of single biometric sources within the
process of multi-biometric fusion. The weighting approaches proposed here and based on CMC curve properties
aim at being generalized and robust to outliers as the shape of such performance measure (CMC) is less affected
by outliers in the data.
46
4.4 CMC curve properties and biometric source weighting
Figure 4.5: CMC curves of two different matchers (Finger Fli and Face Fg) of the BSSR1 database. The differ-
ence in the limited area above the CMC curves of the two different matchers is shown along with the
difference in the CMC elevation between both matchers at a fixed limit.
Three properties of the CMC curve are considered in this work. First is the limited area above the CMC curve,
which is the area above the CMC curve between rank one and a given rank. As the CMC curve is affected by the
number of identities L in the search domain, the high limit of the calculated area is considered as a percentage X of
the total L and not a fixed rank. One can notice in Figure 4.5 that a better performing biometric source produces a
CMC curve with lower area above the curves. Knowing that the T IR(r) is the probability that the correct identity
of a given subject is among the highest r achieved scores within a closed set biometric identification system, the
area above the CMC curve is discretized and is calculated as
Area→X%k =
r=bX∗L/100c
∑
r=0
T IR(r), (4.14)
and therfore the weights can be given as
wk_Area→X% =
1
Area→X%k
∑Nk=1 1Area→X%k
. (4.15)
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In the evaluation, three values of X where considered (X = 2%, 4% and 20%) and the weights by the area
above the CMC curve with these limits are noted as Area→2%, Area→4%, and Area→20%.
The second property of CMC curves considered here is the elevation of the CMC curve. The elevation can
be given by the difference in the TIR between rank one and a certain rank limit. This rank limit is given as a
percentage X of the total number of identities L in the search domain. The assumption that a better performing
biometric source has a higher elevation (improve faster when considering more ranks) is clear in Figure 4.5. The
elevation is formulated as
Diff@X%k = T IR(bX ∗L/100c)−T IR(0). (4.16)
As the elevation is in direct proportion to the biometric source performance, the weight based on the elevation
is calculated by
wk_Diff@X% =
Diff@X%k
∑Nk=1 Diff@X%k
. (4.17)
Two values of X were considered (X = 2 and 4%) and the weighting by the elevation of the CMC curve with
these limits are noted as Diff@2% and Diff@4%.
The third property of the CMC curve considered in this work is the true identification rate (TIR) within a
number of top ranks. At a given rank, which is defined by a percentage X of the number of identities L in
the search domain, a better performing biometric source achieves higher TIR. Here, the false identification rate
FIR(r) at a certain rank r was considered as a compliment to the TIR as FIR(r) = 1−T IR(r). Thus, the related
FIR value at that rank can be given as
FIR@X%k = FIR(bX ∗L/100c) = 1−T IR(bX ∗L/100c), (4.18)
and the weights here are calculated by
wk_FIR@X% =
1
FIR@X%k
∑Nk=1 1FIR@X%k
. (4.19)
Three variations of these measures were tested in this work and are taken at the first rank (R1), X = 2% and
X = 4% and are noted by TIR@R1, TIR@2%, and TIR@4% (TIR@X%k = T IR(bX ∗L/100c)).
In the next section, the evaluation results of the proposed weighting solutions are presented, discussed, and
compared to baseline solutions.
4.4.2 Experimental setup
The proposed approaches for multi-biometric source weighting are general and can be applied to any number of
biometric sources. However, as in Section 4.3.2. the presented results focus on the case of bi-modal biometrics
to investigate the performance away from high order complexities. Moreover, the performance of high order
multi-biometric scenarios is also investigated when the results are discriminant.
The database used to develop and evaluate the proposed solution is the Biometric Scores Set BSSR1 - multi-
modal database [NIS]. This database is described in details in Section 4.3.2.
Min-max normalization was used to bring comparison scores produced by different biometric sources to a
comparable range. Min-max normalized score is given as in Equation 4.12. To produce the fused scores, the
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Figure 4.6: EERs achieved on the BSSR1 database: the rates shown here are for all the possible bi-modal com-
binations of face matchers (Fc and Fg) and finger matchers (Fli - Flr) in the BSSR1 database and the
results achieved by the fusion of all four available sources (two face matchers and two fingerprint
matchers).
weighted-sum rule (linear combination) was used. The weighted-sum rule assigns each score value Sk with
the weight of its source wk. The weights wk are calculated from the training data of each biometric source as
discussed in Section 4.4.1. The fused score by the weighted-sum rule is given in Equation 4.13.
The performance of the fusion process under different weighting approaches is evaluated under verification
scenario and presented as EER values and as ROC curves. The performance under the identification scenario
was evaluated and the achieved performance is presented as CMC curves.
4.4.3 Results
Figure 4.6 shows the EER values obtained from the BSSR1 database using different proposed and baseline
weighting approaches. The EER values are presented for all possible bi-modal combinations as well as for the
fusion of all available sources (two face and two fingerprint matchers). One can notice the relatively stable and
high performance of the weighting approaches based on the CMC properties. The lowest EER for fusing all
available sources was achieved by the approaches based on the area above CMC (Area→2%) with 0.199% EER
followed by the Area→4% and the CMC identification rate based approaches TIR@R1 and TIR@2% with all
three scoring an EER below 0.205%. The closest performance from the baseline approaches was the EER based
weighting with an EER of 0.221%.
The ROC curves achieved on all bi-modal combinations are shown in Figures 4.8a, 4.8b, 4.8c and 4.8d. The
ROC curves achieved by the CMC based weighting techniques for fusing all the four biometric sources are
presented in Figure 4.8e. The best of the Figure 4.8e curves are compared to the curves achieved by the baseline
solutions in Figure 4.8f.
In the bi-modal combinations ROC curves in Figures 4.8a, 4.8b, 4.8c and 4.8d, it can be noticed that the
highest performances at a very low FAR were achieved by approaches based on the area above CMC curve and
identification rates at first rank. At higher FAR, weighting approaches based on elevation in the CMC curve
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becomes more competitive scoring higher true acceptance rate (TAR) than approaches based on the area above
CMC curve in some operation areas.
In the case of the fusion of all four biometric sources, Figure 4.8e shows that the highest TAR rates at very low
FAR were achieved by the Area→2%, Area→4% and TIR@R1 approaches. The approaches based on elevation
in the CMC curve scores relatively high TAR on higher FAR values.
When compared to the baseline biometric source weighting approaches, the superiority of CMC properties
based weighting is clear, see Figure 4.8f. This is more obvious on very low FAR values especially with the
Area→2%, Area→4% and TIR@R1 approaches.
Performance under the identification scenario was evaluated and presented as CMC curves for bi-modal com-
binations, see Figure 4.7. Fusion of all the four biometric sources achieved very high and incomparable per-
formance due to the limited size of the database and therefore, this case was not presented. The CMC curve
elevation based weighting scored the highest first rank identification rate in two of the four combinations as
shown in Figures 4.8a and 4.8b and coming close to the best in the other two combinations, see Figures 4.8c
and 4.8d. Approaches based on the area above CMC curve and weighting based on first rank identification rate
also had a satisfying and stable performance over all four combinations. Some baseline approaches achieved
good performance such as the EERW but felt short behind CMC curve based weighting solutions. The NCWW
weighting also achieved good results in some combinations but with fluctuating overall performance.
One must notice the different performance behavior of weighting approaches under both identification and
verification scenario. A clear example is the high performance of the CMC curve elevation based approaches
under the identification scenario with respect to their performance under the verification scenario.
4.5 Summary
This chapter discussed optimizing the widely implemented weighted-sum fusion rule in multi-biometric score-
level fusion. Two aspects were in focus, first is introducing a weighting approach that considers both the con-
fidence and the absolute performance of biometric sources. Secondly, designing biometric source weighting
scheme based on identification performance measures and analyzing its effect on the multi-biometric perfor-
mance, especially under the identification scenario.
Score-level multi-biometric fusion is usually performed using the weighted-sum rule where each source is
assigned a weight to control its influence in the final decision. Different weights have been proposed in the
literature with a focus on representing the relative performance of the different sources. However, no emphasis
on the confidence of the decisions of single sources was introduced in these weights. On the other hand, most
of the previously proposed weights were based on the biometric verification performance measures and did not
consider identification performance that relies on a large number of comparisons.
At first, this chapter introduced a weighting approach that aimed at combining indication of the performance
and the source confidence. A confident source was seen as a source that provides a more distinct mapping
between its possible verification decision and the comparison scores it produces. To achieve this, the approach
considered the standard deviation of the overlapped area between genuine and imposter scores distributions to
represent the source confidence. It also considered the overall performance (as EER) achieved by each biometric
source. To prove the validity of the proposed weighting scheme, an evaluation was conducted on the XM2VTS
and the BSSR1 databases. These experiments showed a consistent high multi-biometric verification performance
in comparison to state-of-the-art approaches, especially at low FAR operation points.
Looking into biometric sources weighting based on their identification performances, this chapter proposed
a number weighting techniques based on the properties of the CMC curves produced by these sources. These
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(a) Fc and Fli (b) Fg and Fli
(c) Fc and Flr (d) Fg and Flr
Figure 4.7: CMC curves achieved on the BSSR1 database: the curves shown here are for all the possible bi-modal
combinations of face matchers (Fc and Fg) and finger matchers (Fli - Flr) in the BSSR1 database.
The Figures also represent a comparison between different CMC-based weighting approaches and
baseline approaches. a) Fc and Fli, b) Fg and Fli, c) Fc and Flr. d) Fg and Flr.
weights looked at the limited area above the CMC curve, the rapidity of improvement in the cumulative identifi-
cation rate when moving up the identification ranks, and the cumulative identification rate at certain ranks. These
approaches were evaluated under the verification and identification scenarios along with a number of state-of-
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the-art solutions. The proposed weights based on the rate of improvement in the cumulative identification rate
performed best under the identification scenario, which interestingly was not the case under the verification sce-
nario. Weights based on the cumulative identification rate at fixed ranks and the area above the curve performed
best under the verification scenario, outperforming the baseline solutions. This was based on an evaluation
executed on the BSSR1 database.
This chapter presented an answer to the RQ3 by proposing and validating a multi-biometric source weighting
approach that captures the absolute performance of a biometric source, as well as its confidence. It also responded
to the RQ4 by proposing a number of weighting approaches based on the biometric identification performance
metric, the CMC curve, and analyzing the relative effect of these weights on the identification and verification
scenarios. The next chapter 5 is also concerned with the optimization of the fusion process. However, it will focus
on proposing new supplementary information derived from comparison scores to further optimize this process.
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(a) Fc and Fli. (b) Fg and Fli.
(c) Fc and Flr. (d) Fg and Flr.
(e) All sources (Fc, Fg, Fli, and Flr). (f) All sources (Fc, Fg, Fli, and Flr) vs. baseline.
Figure 4.8: ROC curves achieved on the BSSR1 database: all possible bi-modal combinations of face matchers
(Fc and Fg) and finger matchers (Fli - Flr) in the BSSR1 database and the the fusion of all four
available sources. Figures (a,b,c,d,e) shows a comparison between different CMC-based weighting
approaches and Figure (f) represents a comparison to baseline approaches.
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Last chapter was concerned with fusion optimization by focusing on multi-biometric source weighting. This
chapter also aims at optimizing the fusion process. However, this is achieved through introducing supplementary
information into the multi-biometric fusion process. Beside comparison scores from multiple biometric sources,
this chapter proposes two additional evidences on the genuinity of a comparison. The first is based on the relation
of the fused scores to other comparisons scores and the second considers the levels of decision coherence of the
different sources coherence. This chapter is based on the published works [DO14, DN15, DRBK17, DABK17].
5.1 Introduction
Multi-biometrics aims at building more accurate unified biometric decisions based on the information provided
by multiple biometric sources. As discussed earlier, information fusion is used to optimize the process of creating
this unified decision. In previous works dealing with score-level multi-biometric fusion, the scores of different
biometric sources belonging to the comparison of interest are used to create the fused score. Some works pro-
posed to include the quality of the captured samples in the fusion process. However, these quality measures
require the access to such samples as well as a well-defined quality measures that correspond to the biometric
performance. This would be dependent on the performance of the quality estimators and makes the system less
integratable as it requires access to raw data that might be restricted due to privacy and security limitations. The
novelty in this chapter focuses on defining and integrating two new forms of supplementary information that con-
sider the relations between the scores produced by the different biometric sources after the biometric comparison
process rather than the raw data.
The first proposed supplementary information aims at integrating the relation of the fused scores to other com-
parisons within a 1:N comparison. This is performed by considering the neighbors distance ratio in the ranked
comparisons set within a classification-based fusion approach. A further improvement is made by considering
weighting the biometric sources to produce more informative neighbors distance ratios.
Keeping the open-set identification scenario in mind, this work tries to use the information provided by the
ranked set of comparisons to perform more accurate verification of the top rank. The assumption here is that a
genuine top rank comparison has a lower distance ratio to its rank neighbors than that of an imposter comparison.
This information are represented as neighbors distance ratios and are integrated into a classification-based fusion
approach using SVM. An enhanced solution is also proposed by considering the relative influence of the different
biometric sources in the neighbors distance ratio assignment process.
The proposed fusion technique is evaluated over the biometric scores set BSSR1 - multimodal database
(BSSR1) [NIS]. A number of previously proposed baseline fusion approaches were evaluated including state-of-
the-art combination rules and the use of SVM without consideration of the neighbor distance ratio. The proposed
technique proved to outperform the baseline solution and the results are presented as equal error rates (EER) and
receiver operating characteristics (ROC) curves.
The second form of supplementary information aims at embedding score coherence information in the fusion
process to further enhance the multi-biometric performance. This is based on the assumption that a minority of
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biometric sources, which point out towards a different decision than the majority, might have faulty conclusions
and should be given relatively smaller role in the final decision.
The use of the multi-biometrics scores coherence as a supplementary source of information in the fusion pro-
cess is based on the assumption that, if most of the biometric sources point out to a certain decision (mainstream),
the smaller number of sources pointing elsewhere might be misinformed (e.g. due to noisy captures) and thus
should play a smaller role in the final decision. A coherence measure is defined and integrated in the fusion
process as a dynamic weight along with a conventional static source weighting approach.
The proposed fusion technique is evaluated on the BioSecure multi-modal biometric database [OFA∗10]. Dif-
ferent versions of the database were created by adding blur noise to a certain percentage of the raw data, to create
a more realistic scenario. The enhanced performance induced by including the coherence information within a
dynamic weighting scheme in comparison to the baseline solution was shown by the reduction of the equal error
rate by 45% to 85% over the different test scenarios and proved to maintain high performance when dealing with
noisy data. More importantly, in the scenarios where noisy data is involved, including the coherence information
limited the effect of noise on the overall performance.
The next section contains a short overview of related works motivating and leading to the presented approach.
Sections 5.3.5 and 5.4.5 present the two proposed supplementary information along with experimental compar-
isons to baseline solutions. A final discussion of the chapter contributions is presented in Section 5.5.
5.2 Related work
Score-level biometric fusion techniques can be categorized into two main groups, combination-based and classification-
based fusion. Combination-based fusion consists of simple operations performed on the normalized scores of
different biometric sources. These operations produce a combined score that is used to build a biometric deci-
sion. One of the most used combination rules is the weighted-sum rule, where each biometric source is assigned
a relative weight that optimizes the source effect on the final fused decision. The weights are related to the perfor-
mance metrics of the biometric sources, a comparative study of biometric source weighting is presented by Chia
et al. [CSN10] and later extended by Damer et al. [DON14a]. Classification-based fusion views the biometric
scores of a certain comparison as a feature vector. A classifier is trained to classify these vectors optimally into
genuine or imposter comparisons. Different types of classifiers were used to perform multi-biometric fusion,
some of these are support vector machines (SVM) [SVN07, GV00, DO14], neural networks [Als10], and the
likelihood ratio methods [NCDJ08].
Conventionally, score-level multi-biometric fusion exclusively uses the biometric comparison scores provided
by the fused biometric sources and general information about those sources (e.g. weights). Previous works
extended this concept to include additional supplementary information. Sample quality information related to
each biometric comparison was integrated into the fusion process, resulting in accuracy gain [NCJD06, PK08,
PMK09], but requires appropriate quality definitions and access to raw data.
More advanced approaches of multi-biometric fusion considered dynamic weights that adapt to the comparison
set in hand. Hui et al. proposed a dynamic weighting approach for multi-biometric fuzzy-logic based fusion
[HMM07]. The dynamic weights took into account the variations during data acquisition as supplementary
information (e.g. lighting, noise and user-device interactions), which requires previous knowledge or reliable
detection of these variations. Other works applied dynamic weights based on capture quality and scenario on a
feature level fusion process [WWG∗07, YLHZ12].
This chapter proposes two types of supplementary information that do not require the access to any infor-
mation prior to the biometric comparison, therefore depend only on the multi-biometric scores. Therefore, the
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proposed approaches are inherently more integratable and robust to errors resulting from environment and quality
estimators.
5.3 Biometric neighbors distance ratio
This section presents and evaluates the first supplementary information form presented in this chapter, the bio-
metric neighbors distance ratio (NDR). A number of baseline solutions used to benchmark the performance are
also discussed. Most of the baseline approaches were introduced previously in Section 4.2 and are reintroduced
here.
5.3.1 Baseline solution
A number of baseline solutions are presented here to build a reference for the performance evaluation presented
in the next Section 5.3.5. The first baseline solution aims at direct comparison by using SVM-based approach for
fusion without using NDR information. Two other solutions based on the widely used weighted-sum approach are
also discussed, one utilizes the EER as a source performance measure while the second uses the non-confidence
width (NCW).
The conventional SVM baseline approach takes the biometric comparison scores of different sources {S1, . . . ,Sn}
as a feature vector. The SVM is trained to classify this feature vector into genuine or imposter classes and report
the resulted decision function value as the fused score. The SVM used here also uses similar configuration to the
proposed approach with RBF as a kernel function.
The two other baseline approaches are based on the weighted-sum combination rule that assigns each score
value Sk with the weight of its source wk to produce the fused score. The weights wk are calculated from the
training data of each biometric source. The fused score F by the weighted-sum rule for N score sources is given
as
Fweighted−sum =
N
∑
k=1
wkSk,k = {1, . . . ,N}. (5.1)
The weights used here are based on either EER or NCW values. These weights are discussed in Section 4.2
and are briefly reintroduced here. The EER weighting (EERW) is based on the EER value, which is the common
value of the false acceptance rate (FAR) and the false rejection rate (FRR) at the operational point where both
FAR and FRR are equal. EER weighting was used to linearly combine biometric scores in the work of Jain
et al. [JNR05]. The EER is inverse proportional to the performance of the biometric source. Therefore, for a
multi-biometric system that combines N biometric source, the EER weight for a biometric source k is given by
wk_EERW =
1
EERk
∑Nk=1 1EERk
. (5.2)
The non-confidence width weight (NCWW) was proposed by Chia et al. [CSN10] to weight biometric sources
for score-level multi-biometric fusion. NCW corresponds to the width of the overlap area between the genuine
and imposter scores distributions. Given that MaxIk is the maximum imposter score and Min
G
k is the minimum
genuine score, NCW is given by
NCWk = MaxIk−MinGk , (5.3)
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as the NCW is inverse proportional to the biometric source performance, the weights based on the NCW is given
as
wk_NCWW =
1
NCWk
∑Nk=1 1NCWk
. (5.4)
5.3.2 Neighbors distance ratio
The main assumption that builds the bases of the proposed solution in this work is anchored on NDR. Given a
rank set of comparison scores that represent a 1 : N comparison, NDR is defined as the ratio between one score in
this set and a score of a higher rank (neighbor distance). A similar concept was previously used in the literature
to match interest key point descriptors in images [MS05].
Looking into the NDR from the biometric perspective, the inverse ratio between a genuine similarity score
and the next highest score (within a ranked 1 : N comparison) is assumed to be lower than this ratio between an
imposter score and the next highest score. In different words, a genuine score of a certain subject is relatively
higher and distanced from the set of a clustered set of imposter scores produced by the same subject. This relative
(to neighbor ranks) difference is not considered in conventional biometric verification where only the absolute
value of the genuine or imposter comparison score is considered. A realistic genuine-imposter distributions of
NDR values are shown and discussed later on.
The proposed solution in this work aims at considering both, the scores absolute values and the relative dis-
tances to higher ranks in order to perform more accurate biometric verification. To achieve that, a classification-
based fusion approach based on SVM was used. In classification-based multi-biometric fusion, the fusion process
is viewed as a binary classification problem that aims to separate between two classes, genuine and imposter.
Support vector machines [Vap95] is a statistical learning technique often used to learn binary classifiers, i.e. to
learn how to separate two classes using information gained from known examples (training data). Classical learn-
ing techniques, such as neural networks (NN), focused on minimizing the empirical error (error on the training
set). This approach is commonly referred to as empirical risk minimization (ERM). However, the SVM follows
the structural risk minimization (SRM) instead of the ERM approach. The SRM insures a high generalization
performance as it tries to minimize the upper bound of the generalization error. In simple words, SVM tries to
build a class-separation surface in the feature space that is optimized in a manner which considers generalized
unknown data.
In order to map the input data space into a feature space where the data is linearly separable, SVM uses kernel
functions. In general, these functions help enhance the discrimination power. In this work, the radial basis
function (RBF) is used as a kernel function as it proved to outperform linear kernels when dealing with low
dimensional space [SZL∗11], such as the problem dealt with in this work.
The feature vector considered for the SVM fusion process consisted of two concatenated parts. First is the
set of comparison scores achieved by the N biometric sources, {S1, . . . ,Sn}. The second part is a set of NDR
values produced by the ranked list of the fused scores of the biometric sources. To produce these values, each
biometric comparison (containing N scores) was fused using the simple sum rule. The resulted fused scores
set is ranked and the NDR values are calculated. The considered NDR values were the 2nd-rank-to-1st-rank,
3rd-rank-to-1st-rank, and the 3rd-rank-to-2nd-rank values. The distribution of these values over imposter and
genuine comparisons of the BSSR1 [NIS] fingerprint (Fli) and face (Fc) matchers (fused) are shown in Figure
5.1 where the high discrimination between imposter and genuine NDR values is clear. More details about the
BSSR1 database are presented in Section 5.3.4.
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(a) Fused score distribution (b) 2nd-rank-to-1st-rank NDR distribution
(c) 3rd-rank-to-1nd-rank NDR distribution (d) 3rd-rank-to-2nd-rank NDR distribution
Figure 5.1: the NDR values distributions for the fused BSSR1 [NIS] fingerprint (Fli) and face (Fc) matchers.
Distributions points out that the NDR values can clearly discriminate between genuine and imposter
comparisons.
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The NDR values were concatenated with the comparison score values of the comparison resulting in a feature
vector of the size N+3. The SVM classifies the input feature vector and the resulted decision function value (the
signed distance to the margin) is considered as the final fused score. An overall look on the proposed method is
presented in Figure 5.2. This solution will be referred to as SVM-NDR.
Figure 5.2: an overview of the proposed basic NDR solution. The input scores of a 1:N comparison is fused by
simple sum combination rule and ranked based on the resulted scores. The NDR values based on this
ranking is concatenated with the original scores of the comparison to be verified. The concatenated
vector is fed into the SVM to create a final fused score.
5.3.3 Weighted NDR integration
The idea of integrating the NDR values within a classification based fusion solution is extended here by intro-
ducing information about the performance of the different biometric sources into the NDR calculation process.
This will help in producing more accurate initial ranking and more informative NDR values. The performance
information were included as biometric source weights calculated based on the OLDW [DON14a].
The proposed modification is based on providing more accurate initial ranking to calculate NDR values. This is
achieved by using OLDW [DON14a] approach (presented in Section 4.3.1) to assign relative weights to different
biometric sources to influence their effect on the overall initial ranking, and thus the accuracy of the NDR values.
The weighted biometric scores also affect the values of the NDR as the initially fused scores are also fused by a
weighted-sum rule.
As in the basic proposed solution, the feature vector considered for the SVM fusion process consisted of two
concatenated parts, the initial comparison scores of different sources N and the NDR values based on the initial
weighted fusion. Here, three NDR values were considered, 2nd-rank-to-1st-rank, 3rd-rank-to-1st-rank, and the
3rd-rank-to-2nd-rank. This will result in a feature vector of size N + 3. The SVM classifies the input feature
vector and the resulting decision function value (the signed distance to the margin) is considered as the final
fused score. An overall look on the weighted NDR integration method is presented in Figure 5.3. This solution
will be referred to as Weighted SVM-NDR.
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Figure 5.3: an overview of the proposed weighted NDR solution. The input scores of an 1:N comparison is
weighted (OLDW) and fused by simple sum combination rule then ranked based on the resulted
scores. The NDR values based on this ranking is concatenated with the original scores of the com-
parison to be verified. The concatenated vector is fed into the SVM to create a final fused score.
5.3.4 Experimental setup
The database used to develop and evaluate the proposed solution is the biometric scores set BSSR1 - multimodal
database (BSSR1) [NIS]. The database contains comparison scores for left and right fingerprints (Fli and Fri)
and two face matchers (Fc and Fg). The BSSR1 database contains 517 genuine and 266,772 imposter scores.
The experiments here considered all possible pairs between finger and face matchers as well as the fusion of
all matchers. To evaluate the statistical performance of the proposed solutions, the database was split into three
equal-sized partitions. Experiments were performed on all possible fold combinations, where one partition is
used as an evaluation set and the other two are used as a development set. All the reported results are the
averaged results of the three evaluation/development combinations.
Min-max normalization was used to bring comparison scores produced by different biometric sources to a
comparable range. Min-max normalized score is given as in Equation 4.12.
To train and test the proposed approach, every possible open-set identification scenario that can occur in the
database was simulated. To do that, the comparisons in the database were split into separated 1:N comparison
sets. Each comparison in these comparison sets was fused using the sum rule fusion then ranked according to the
resulted fused scores. The three considered NDR values were calculated for each entry in the ranked comparison
sets, except the last two ranks, as the second and third rank to these entries does not exist and thus the NDR
values cannot be calculated. The resulted NDR values of each comparison are concatenated with the original
scores of the comparison to create the final feature vector for that comparison. The resulted feature vectors are
passed along with their genuine/imposter labels to train the SVM classifier in the training mode.
For evaluation, similar concatenated feature vectors are created from the testing data. These features are
evaluated by the trained SVM classifier to produce a final fused score from each comparison.
5.3.5 Results
The performance achieved by the proposed solution and the baseline approaches is presented as EER values in
Table 5.1 and as ROC curves in Figure 5.4. Performance was presented for all possible bi-modal combinations
as well as for the fusion of all available sources (two face and two fingerprint matchers).
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Weighted
SVM-
NDR
SVM-
NDR
SVM EERW-
Sum
NCWW-
Sum
Face Finger
Fc-Fli 0.00552 0.00582 0.01133 0.01338 0.04069 0.04550 0.08669
Fc-Flr 0.00581 0.00397 0.00406 0.00491 0.02015 0.04550 0.04674
Fg-Fli 0.00531 0.01148 0.01156 0.02642 0.01194 0.05801 0.08669
Fg-Flr 0.00523 0.00976 0.00422 0.01404 0.00425 0.05801 0.04674
All 0.000067 0.00012 0.00167 0.00222 0.00371 X X
Table 5.1: the EER values achieved by the proposed solution and the discussed baseline approaches on the dif-
ferent bi-modal biometric combinations, as well as the fusion of all four available sources. In the last
two columns are the EER values of the single biometric sources involved in the fusion.
The EER values stated in Table 5.1 show the positive influence of integrating the NDR values (especially the
weighted ones) in the fusion process. The proposed solutions significantly outperformed the baseline approaches
under most of the experiment settings. The influence of the NDR integration in the fusion process is especially
clear when dealing with the fusion of all four biometric sources. However, the main advantage of the proposed
solution is providing high true acceptance rate (TAR) at very low false acceptance rate (FAR) values (below EER).
This is clear in Figure 5.4e where all the ROC curves produced by different combinations of modalities show
the high performance of the proposed solution at very low FAR values. The effect of the weighted integration of
NDR values is also clear in the ROC curves by improving the performance at low FAR values, which are crucial
for security related applications.
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(a) Fc and Fli (b) Fg and Fli
(c) Fc and Flr (d) Fg and Flr
(e) Fusion of all four sources (Fc, Fg, Fli, and Flr)
Figure 5.4: ROC curves achieved on the BSSR1 database: the curves shown here are for all possible bi-modal
combinations of face matchers (Fc and Fg) and finger matchers (Fli - Flr) in the BSSR1 database and
the results achieved by the fusion of all four available sources.
63
5 Integrating supplementary information
5.4 Multi-biometric score coherence
This section proposes embedding score coherence information in the fusion process to further enhance the multi-
biometric performance. This follows the assumption that a minority of biometric sources, pointing out a different
decision than the majority, might have faulty conclusions and should be given relatively smaller role in the fusion
process. The formulation and evaluation of the proposed approach are presented in the following.
5.4.1 Defining score coherence
The score-level multi-biometric fusion approach presented in this work aims at integrating supplementary in-
formation based on the coherence of the fused scores. The coherence here points out the level of agreement of
one score with all the other fused scores. The basic assumption is that, in a group of decision makers (multi-
biometric sources) giving an opinion (score) on a certain topic (multi-biometric comparison), the mainstream
opinion (opinion pointed out by the majority of decision makers) has a higher probability of being correct. Odd
(outlier) decision, made by a relatively small number of decision makers, has a higher probability of being mis-
informed or misanalysed decision (e.g. noisy capture, poor preprocessing).
Within this scheme, a biometric score that has a higher level of agreement (coherence) with the other scores, in
the same multi-biometric comparison, will be appointed a relatively higher weight and thus has more influence
on the final decision. This is coupled with a static weight that points out the general quality of each biometric
source.
The coherence measure for a certain score should point out the agreement of this score with all other scores
in the same multi-biometric comparison. Based on this, a simple coherence measure was defined as the inverse
of the average distance of the concerned score to all other scores in the multi-biometric comparison. Given that
all scores are properly normalized, the coherence measure of the score Sk,l (belonging to the source k out of K
sources) in a multi-biometric comparison noted by l, is given as
Coh(Sk,l) =
K−1
ε+∑i 6=k |Sk,l−Si,l |
, (5.5)
where ε is a small positive number to avoid zero denominator (here, ε= 0.01).
A score with a higher coherence value points out a higher probability for a score to be of the mainstream
decision of the multi-biometric sources, and thus, should be given a relatively higher weight. This results in the
coherence based dynamic weight given as
wk,l(Cohk,l) =
Cohk,l
∑i=Ki=1 Cohi,l
. (5.6)
5.4.2 Static weights
To influence the general accuracy of each biometric source in the multi-biometric fusion process, static weights
are used to weight the biometric scores. The static weights are constant for each biometric source (hence, static).
In this work, the static weighting is used as a baseline solution to measure the effect of adding the coherence
information into the fusion process. They are also used to influence this information along with the coherence
based dynamic weights as will be shown later. Three different types of static weights wk are used, namely the
equal error rate weighting (EERW), the D-Prime weighting (DPW), and the Fisher discriminant ratio weighting
(FDRW). These weighting approaches are discussed in more details in Section 4.2.
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5.4.3 Fusion
To capture both the general performance of each biometric source and the individual certainty represented by the
coherence, a combined weight was proposed as follows
wk,l(Cohk,l ,Stk) = βwk,l(Cohk,l)+(1−β)wk(Stk). (5.7)
Here, β is a constant between zero and one [0,1]. β controls the relative effect of the dynamic and static
weights. Different values of β are evaluated to optimize the tradeoff between both types of weights. St is the
static weight parameter that can be EER, DPW, or FDR.
The fused score based on the dynamic weighting is given by
F =
K
∑
i=1
wi,l(Cohi,l ,Sti)Si,l , (5.8)
where Sk,l is a score of the biometric source k of the comparison l and wk,l is its corresponding dynamic weight
as in Equation 5.7.
5.4.4 Experimental setup
Database: the database used to develop and evaluate the proposed solution is the BioSecure multi-modal bio-
metric database [OFA∗10]. This database was acquired within the framework of the European BioSecure Net-
work of Excellence. This work utilizes three biometric sources out of the DS2 part of the BioSecure database,
the face (webcam, no flash) and both the left and right middle fingers captured by an optical sensor. This data
was collected on a desktop PC environment in seven different European institutions and totalled in 210 subjects
over two sessions.
Noise simulation: to simulate a more realistic scenario, the raw captures of both fingers and face images were
subjected to blurring using an averaging filter of the size m x m. The blurring was performed on the second
session data, considered as probe in this work. While the data of session 1 was considered as reference data and
was not subjected to additional noise. The noise was applied by randomly selecting the filter dimension m to be
one of {7,9,11,13}.
Each probe sample of the three biometric sources was compared to each reference sample resulting in a sim-
ilarity score. This was done using the original (noise-free) data and the data with induced noise. This resulted
in a noise-free and a noise-induced scores databases. To create a realistic scenario, a certain percentage of the
noise-free score database was randomly replaced by scores from the noise-induced score database. This resulted
in the four score databases used in this work with 0%, 2.5%, 7.5%, and 15% of their scores originating from the
noise-induced probes.
Biometric comparators: the following methods were used to measure the comparison score between pairs of
face images and pairs of fingerprint scans:
Face comparison: to calculate a similarity scores between face captures, the OpenFace implementation was
used [ALS16]. OpenFace is a Python and Torch implementation based on the work of Schroff et al. [SKP15].
This solution utilizes a deep neural network to build a 128-dimensional unit hypersphere face representing.
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Fingerprint comparison: fingerprint comparison used the NIST Biometric Image Software (NBIS) implemen-
tation [WGT∗07]. This implementation utilized the MINDTCT algorithm [WGT∗07] to locate all minutiae in a
fingerprint scan, assigning to each minutia point its location, orientation, type, and quality. BOZORTH3 algo-
rithm [WGT∗07] is used to perform the comparison by using the minutiae detected by MINDTCT to determine
if two fingerprints are from the same person and same finger.
Experiments: the goal of the experiments is to show the effect of embedding coherence information in the
multi-biometric score-level fusion process. This effect is also important in the more realistic scenario where
some captured data is noisy. To achieve that, the proposed solution and the baseline solutions are tested on four
different database settings. As described in Section 5.4.4, the databases always included noise-free reference
data and a certain percentage of noise-induced probe data. The four resulting score databases contain a portion
of scores originated from noisy probe data of the percentage 0%, 2.5%, 7.5%, and 15%.
To evaluate the statistical performance of the proposed solutions, the database was split into three equal-sized
partitions. Experiments were performed on all possible fold combinations where one partition is used as an
evaluation set and the other two are used as a development set. All the reported results are the averaged results
of the three evaluation/development combinations.
Min-max normalization was used to bring comparison scores produced by different biometric sources to a
comparable range. Min-max normalized score is given as in Equation 4.12. The evaluation was performed on
each of the four score databases using the three different static weights EERW, FDRW, and DPW. As in Equation
5.7, β was used to control the relative effect of each of the dynamic coherence weight and the static weight. A
β value of zero presented the baseline solution where only the static weight is in effect. The fusion included the
three biometric sources (face and two fingerprints) under a verification scenario.
5.4.5 Results
The achieved results under different experiment settings are presented as ROC curves and EER values. The EER
is the common value of the FAR and false rejection rate (FRR) at the operational point (decision threshold) where
both rates are equal. The EER value provides a general and comparable measure of the evaluation performance,
lower EER values correspond to higher performance. ROC curves plot the FAR and the TAR at different opera-
tional points (thresholds) and present the tradeoff performance between the two rates. In contrast to EER values,
ROC curves provide a wider insight into the verification performance at all possible operational points. This
might be of interest for a user focused on a relatively low FAR or FRR rate for a specific application.
The EER values achieved under different experiment settings are presented in Table 5.2. The positive effect of
including coherence information becomes apparent when comparing the baseline approaches (β= 0) at different
noisy data percentages. When no noisy data was involved, EER was reduced by 48% when combined with
EERW and 82% when combined with FDRW, both at β = 0.85 and in comparison with the baseline pure static
weighting (β= 0). At a noisy data percentage of 15%, the EER reduction was 63% and 81% for the EERW and
FDRW based solution respectively (comparison between β = 0 and β = 0.85). It must be noticed that although
the effect of the noise is clear in the baseline static weight solutions, the achieved error rates when including
coherence information are only slightly affected by noise.
To put the presented values in perspective, the single source EER value for the face source is 2.0% in the
0% noise-induced data and 4.3% in the 15% noise-induced data. The EER values for the left middle fingerprint
source are 3.3% and 4.6% respectively.
The ROC curves in Figure 5.5 show the effect of including the coherence information at different operation
points. The curves are a comparison of the EERW based solution at the baseline β = 0 and the presented
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coherence based solution at β = 0.85. The improvement in the performance at very low FAR is clear on noise-
free data. More importantly, the performance of the coherence based solution on the noise-induced data almost
matches that of the noise-free data. On the other hand, the negative effect of the more realistic noise-induced
data on the performance of the baseline solutions is noticeable. Similar behaviors also appear for the FDRW and
DPW based solutions.
Figure 5.5: ROC curves showing the performance of the proposed solution and the baseline using the EERW as
static weight under different percentages of noisy data.
67
5 Integrating supplementary information
E
E
R
W
D
PW
FD
R
W
Pe
rc
en
ta
ge
of
no
is
y
da
ta
Pe
rc
en
ta
ge
of
no
is
y
da
ta
Pe
rc
en
ta
ge
of
no
is
y
da
ta
β
0.
00
%
2.
50
%
7.
50
%
15
.0
0%
0.
00
%
2.
50
%
7.
50
%
15
.0
0%
0.
00
%
2.
50
%
7.
50
%
15
.0
0%
0
0.
23
49
0.
23
49
0.
35
46
0.
34
54
0.
25
35
0.
25
3
0.
37
09
0.
35
8
0.
66
91
0.
66
94
0.
79
5
0.
71
97
0.
05
0.
23
07
0.
23
07
0.
34
91
0.
33
91
0.
24
73
0.
24
7
0.
36
43
0.
35
74
0.
58
61
0.
58
61
0.
69
71
0.
68
37
0.
1
0.
22
18
0.
22
18
0.
34
14
0.
33
43
0.
23
81
0.
23
75
0.
35
89
0.
35
43
0.
49
71
0.
49
68
0.
49
91
0.
40
87
0.
15
0.
21
43
0.
21
41
0.
33
71
0.
33
31
0.
23
18
0.
23
15
0.
35
06
0.
34
8
0.
45
53
0.
45
44
0.
48
51
0.
38
4
0.
2
0.
21
03
0.
20
98
0.
33
0.
26
84
0.
16
86
0.
16
83
0.
28
65
0.
34
31
0.
37
03
0.
36
97
0.
47
28
0.
38
0.
25
0.
14
39
0.
14
34
0.
26
39
0.
25
96
0.
16
25
0.
16
23
0.
28
16
0.
33
4
0.
27
76
0.
27
7
0.
39
03
0.
36
43
0.
3
0.
14
02
0.
14
02
0.
26
18
0.
26
21
0.
15
14
0.
15
08
0.
26
81
0.
33
2
0.
25
98
0.
25
96
0.
37
8
0.
36
09
0.
35
0.
13
65
0.
13
62
0.
26
13
0.
25
81
0.
14
37
0.
14
37
0.
26
99
0.
26
64
0.
24
35
0.
24
3
0.
36
63
0.
35
57
0.
4
0.
13
16
0.
13
16
0.
25
9
0.
25
53
0.
14
25
0.
14
34
0.
25
98
0.
26
04
0.
23
98
0.
23
61
0.
35
86
0.
35
14
0.
45
0.
13
28
0.
13
31
0.
24
55
0.
24
18
0.
13
94
0.
13
94
0.
25
81
0.
25
47
0.
23
18
0.
23
15
0.
34
94
0.
34
37
0.
5
0.
13
31
0.
13
19
0.
23
38
0.
23
09
0.
13
34
0.
13
31
0.
24
3
0.
23
95
0.
21
95
0.
21
92
0.
33
8
0.
33
48
0.
55
0.
12
65
0.
12
99
0.
22
38
0.
22
32
0.
13
22
0.
13
11
0.
22
92
0.
22
64
0.
20
66
0.
21
09
0.
32
88
0.
27
1
0.
6
0.
12
82
0.
12
73
0.
15
74
0.
15
51
0.
13
05
0.
12
94
0.
22
06
0.
21
89
0.
14
22
0.
14
31
0.
25
33
0.
25
5
0.
65
0.
12
76
0.
12
68
0.
15
0.
14
65
0.
12
76
0.
12
68
0.
15
05
0.
14
77
0.
13
28
0.
13
28
0.
23
07
0.
23
78
0.
7
0.
12
19
0.
12
13
0.
14
11
0.
14
02
0.
12
36
0.
12
76
0.
14
57
0.
14
39
0.
13
02
0.
12
96
0.
21
89
0.
22
04
0.
75
0.
12
42
0.
12
36
0.
13
36
0.
13
34
0.
12
28
0.
12
22
0.
13
34
0.
13
79
0.
12
45
0.
13
05
0.
15
22
0.
14
97
0.
8
0.
12
62
0.
12
53
0.
13
22
0.
13
14
0.
12
48
0.
12
39
0.
13
11
0.
12
96
0.
12
51
0.
12
42
0.
14
31
0.
14
05
0.
85
0.
12
19
0.
12
11
0.
12
59
0.
12
94
0.
12
16
0.
12
08
0.
13
14
0.
12
94
0.
12
16
0.
12
08
0.
13
48
0.
13
59
0.
9
0.
12
51
0.
12
42
0.
12
68
0.
12
45
0.
12
48
0.
12
39
0.
12
65
0.
12
53
0.
12
19
0.
12
11
0.
12
56
0.
12
96
0.
95
0.
12
62
0.
12
56
0.
12
94
0.
12
53
0.
12
59
0.
12
53
0.
12
91
0.
12
48
0.
12
56
0.
12
51
0.
12
82
0.
12
45
1
0.
12
68
0.
12
65
0.
13
14
0.
12
42
0.
12
68
0.
12
65
0.
13
14
0.
12
42
0.
12
68
0.
12
65
0.
13
14
0.
12
42
Ta
bl
e
5.
2:
th
e
ac
hi
ev
ed
E
E
R
va
lu
es
(i
n
pe
rc
en
ta
ge
)
fo
r
th
e
di
ff
er
en
t
ba
se
lin
e
so
lu
tio
ns
an
d
w
ith
di
ff
er
en
t
le
ve
ls
of
th
e
pr
op
os
ed
sc
or
e
co
-
he
re
nc
e
in
flu
en
ce
(β
)
un
de
r
di
ff
er
en
t
pe
rc
en
ta
ge
of
no
is
e-
in
du
ce
d
da
ta
.
T
he
lo
w
es
t
ra
ng
e
of
er
ro
r
ra
te
s
pe
r
ex
pe
ri
m
en
t
se
tti
ng
(c
ol
um
n)
ar
e
in
bo
ld
.
68
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5.5 Summary
This chapter aimed at improving the performance of multi-biometric systems by proposing including supple-
mentary information in the multi-biometric process. The proposed solutions aimed at being independent of the
raw captured data or having prior knowledge of the capture environment/device. Two types of supplementary
information were proposed, integrated, and evaluated.
Score-level multi-biometric fusion solution conventionally depended solely on the comparison scores from
multiple sources. Advanced solutions considered information about the quality of the captures and/or variations
in the capture environment. Including these types of supplementary information had a positive effect on the multi-
biometric performance. However, such information requires either prior knowledge (e.g. of capture environment)
or consistent and performance related quality estimators.
First, this chapter proposed the introduction and integration of neighbors distance ratio into the fusion process.
This is based on the assumption that a genuine score of a certain probe subject is relatively distanced from the
set of a clustered set of imposter scores produced by the same probe. As a result, the genuine/imposter decision
did not only depend on the comparison scores from multi-biometric sources, but also on the relation to other
comparisons within a 1:N biometric comparison. This integration was implemented in a classification-based
fusion approach that utilized support vector machines. An improved solution was also presented by integrating
biometric source weighting information in the NDR calculation process. The evaluation was performed on the
BSSR1 database and the achieved results showed that integrating NDR information can largely improve the
multi-biometric fusion performance, especially at the critical low FAR range. Different experiments presented
an NDR induced reduction of the FRR by more than 50% at the law FAR value of 0.01%. These observations
encourage the consideration of the proposed NDR information in large-scale, performance critical applications
such as duplicate enrollment checks and black list identification.
The second type of supplementary information proposed in this chapter is the comparison score coherence.
This was based on the assumption that the minority of decision makers (biometric sources) pointing out a different
decision than the majority, might have faulty conclusions and should be given a relatively smaller role in the
final fused decision. This was incorporated in a dynamic weighting approach that also considers static weights.
The approach was evaluated on a database with different levels of induced noise and was compared to three
baseline static weight solutions. Including the coherence information proved to largely enhance the biometric
performance, especially in the more realistic scenario where some of the captured data could be slightly noisy.
EER values under different test scenarios were reduced by at least 45% as a result of introducing coherence
information.
This chapter responded to RQ5 by proposing a measure derived from the relations between different compar-
isons and proving that this information can be used to discriminate between imposter and genuine comparisons
and can improve the biometric performance. It also responded to RQ6 by proposing a coherence measure be-
tween multi-biometric sources and integrating it into the fusion process, which proved to increase the final deci-
sion accuracy. The next chapter will tackle a different component in the multi-biometric work-flow, the reference
database and its management.
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The last two chapters (4 and 5) were concerned with the optimization of the fusion process by focusing on multi-
biometric source weighting and introducing supplementary information into the fusion process. This chapter
discusses a different component of the multi-biometric work-flow, the reference database. Indexing of multi-
biometric data is required to facilitate fast searchs in large-scale biometric systems. Previous works addressing
this issue were challenged by including biometric sources of different nature, utilizing the knowledge about the
biometric comparisons, and optimizing and tuning the retrieval performance. This chapter presents a generalized
multi-biometric retrieval approach that adapts the Borda count algorithm within an optimizable structure. This
chapter is based on the published works [DTBK17a, DTBK17b, DTBK17c].
6.1 Introduction
Large-scale biometric systems are spreading to facilitate security and service goals worldwide. An example of
such a system is the e-Aadhaar project of the unique identification authority of India (UIDAI) [e-A15], with
the goal of enrolling 1.2 billion citizens. Building such a system requires trillions of biometric comparisons
within duplicate enrollment checks to insure single enrollment per person. Duplicate checks and identification
queries in such a system are challenged by the limitation of computational efficiency as they require exhaustive
comparisons.
Indexing techniques aim at reducing the number of comparisons (candidate identities) required by an identifi-
cation system with a large number of biometric references. The fuzziness of biometric data makes the indexing
task quite challenging. The availability of multi-biometric records in large-scale biometric systems offers the
chance to produce more accurate indexing approaches that lead to faster searches.
Iris biometrics is a realistic multi-biometric use case as the capture process usually samples both irises at once.
Iris texture is rich in information, including spots, rifts, colors, filaments, and minutia. It has about 1072 possible
patterns [PA07] that makes it very unique and generally result in one of the smallest false-matching rates of all
biometric traits [APM∗12]. These properties make the iris an outstanding candidate for large-scale-biometric
systems and an example use case for the multi-biometric indexing solution presented in this work.
Previous multi-biometric indexing solutions focused either on the feature or the rank-level fusion. The feature-
level poses limitations on the possible combinations of modalities and algorithms used by each biometric source.
Moreover, it might face challenges in situations where some sources are missing. Solutions focusing on the
rank-level are more flexible in terms of different biometric sources and missing data. However, these solutions
disregard in-depth information and treat every rank and every biometric source equally. Using Borda count to
create a multi-biometric indexing solution uses more of the available information (ranks), but assumes a linear
importance (weight) loss as it goes down the ranks and is not optimizable for different biometric sources. More-
over, none of the previously discussed solutions offered the possibility to focus the performance optimization on
a certain operational range.
This chapter proposes a generalized solution based on the Borda count that can be optimized for different
biometric sources. Moreover, it can be tuned to achieve better results at certain operating points. The proposed
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solution is also extended to use approximate index distances to create a more accurate retrieval, even when dealing
with low quality candidate lists form single biometric sources. A comparison is made with baseline approaches
in terms of general indexing performance, required query time, performance on mixed quality candidate lists,
and different levels of missing data.
In Section 6.2, a detailed look into related works is presented. Section 6.3 discusses the baseline and the
proposed solutions including its theoretical background. The experiment setup and the achieved results are
detailed in Sections 6.4 and 6.5. A final discussion is drawn in Section 6.6.
6.2 Related work
Different feature extraction approaches were proposed for biometric iris representation. However, some of the
most accurate and widely-used approaches, such as the Daugman iris codes [Dau04] and the ordinal measures
(OM) [ST09], suffer from rotational-inconsistency inherited from the sensitiveness to eye tilt. This has limited the
possibilities of developing accurate and fast indexing structures for iris databases. Recently, a number of rotation-
invariant feature transformations were proposed with an aim to enable iris indexing [DTBK17a, RBBB14].
An indexing structure is a data structure that is used to quickly locate where an index value occurs. To
perform fast identification, only the neighborhood of the query index has to be searched to reduce the search
space drastically. Unfortunately, biometric data has no natural order by which one can sort it and thus indexing
biometric data is a challenging task.
Driven by the demand for large-scale biometric systems, different approaches were proposed to reduce the
response time for iris identification. Daugman et al. [HDZ08] proposed a fast search algorithm based on Beacon
Guided Search on iris codes using the multiple colliding segment principle, which results in low query times but
needs complex memory management. Mehrotra et al. [MSMG09] proposed an indexing algorithm that divides
the iris image into subbands, then create a histogram of transform coefficients for each subband. A key is created
based on these histograms, then organized into a search tree achieving a hit rate 98.5% at a penetration rate of
41%. Mukherjee and Ross [MR08] proposed two indexing techniques for both iris codes and iris textures, which
achieve hit rate of 84% at 30% of the search space. One of the most accurate tree based approaches was presented
by Jayaraman et al. [JPDG08]. By using principal component analysis (PCA) in combination with B+ trees, a
hit rate of 93.2% was achieved along with a penetration rate of 66.3%.
Gadde et al. proposed a technique based on Burrows Wheeler transformation reaching a hit rate of 99.8%
while reducing the search space to 12.3% [GAR10] on an evaluation database containing only 249 subjects.
In an indexing method proposed by Rathgeb and Uhl [RU10], the search space could be reduced to 3% while
reaching a hit rate around 90%. This is achieved by generating 4-bit biometric keys from the iris image to use
it as a starting position in a Karnaugh map. However, these results go along with very high storage cost. More
recently, Rathgeb et al. proposed an iris indexing approach based on Bloom filters achieving a hit rate of 93.5%
at 6.2% penetration rate [RBBB15]. However, this approach uses all samples at every tree level and it requires
a full tree replacement for any deletion operation in the database, with a complexity of O(N log(N)). More
recently, an iris indexing approach was proposed based on locality sensitive hashing forests (LSH-Forest) and
rotation invariant iris representation [DTBK17c]. This achieved a hit rate of 99.7% at a 0.1% penetration rate
with logarithmic complexity of query and storage requirements that grows linearly with the database size.
Fewer works addressed the promising aspect of multi-biometric indexing. Gyaourova and Ross proposed
solutions for multi-biometric indexing of face and fingerprint biometrics [GR09, GR12]. They created index
codes based on the comparison scores of an input with a small constant set of references. Three approaches were
evaluated, namely the union and intersection of both candidate lists, as well as the concatenation of both index
72
6.3 Methodology
codes. The union of the candidate lists performed the best with a hit rate of around 99,5% at a penetration rate of
5%, compare to around 92.5% and 90% hit rate for face and fingerprint respectively at the same penetration rate.
However, this was achieved with the large index code of 256 dimensions. Gyaourova and Ross [GR09, GR12]
also proposed the use of a number of rank-level multi-biometric indexing schemes that achieved worse results
compared to index code concatenation, these schemes will be discussed as part of the baseline approaches in
this work (Section 6.3.2). The concatenation of iris features was used to create a multi-instance iris indexing
achieving 99.98% hit rate at a 0.1% penetration rate [DTBK17c]. However, the index concatenation approach is
not extendable to multi-biometric systems using different modalities or indexing approaches, and is sensitive to
missing data (not all sources are available).
6.3 Methodology
6.3.1 Single iris indexing
A solution based on OM features [ST09], rotation invariant representation (RIR) [DTBK17a], and locality sensi-
tive hashing forest (LSH-Forest) based indexing [DTBK17c] was used as the basic single-iris indexing approach.
Ordinal measures represent iris images as a binary iris code. They describe a quality measurement related
to the relative ordering of several quantities. Given two distinct image regions, the ordinal measure between
these regions is encoded by the inequality of the average intensities. By applying this measure multiple times
to different regions, a code can be generated. With multilobe differential filters (MLDFs) the OM features
can additionally be extracted with flexible interlobe and intralobe parameters, such as location, scale (intra),
orientation and distance (inter). To extract ordinal iris features using MLDFs, an MLDF operator slides across
the whole normalized iris image and each ordinal comparison is encoded as one bit. By concatenating all binary
bits of the image, an iris code is generated, which is also called ordinal code. The challenge still facing iris
features, such as OM, is the rotation inconsistency of the resulting iris code. Ordinal measures feature extraction
approach will be considered as a basis for the rotation-invariant representation presented in this work.
Rotation invariant representation: to build an accurate biometric indexing structure, indices have to be ex-
tracted from discriminant and compact representations of the biometric characteristics. Iris biometrics inherently
suffers from rotation inconsistency, which affect indexing efforts. Based on this, our indexing scheme will be
based on the recently proposed rotation invariant, accurate, and compact RIR transformation [DTBK17a]. This
transformed representation will be based on the binary OM features extracted from iris images [ST09].
The RIR transformation consists of a linear combination of two basic transformations uˆ(v) and vˆ(v). Given
a binary iris code v ∈ {0,1}n of length n, the uˆk basic transformation describes how many pairs of 0’s have
a distance of k within v, while vˆk specifies the same for pairs of 1’s. Now, the RIR transformation is defined
component-wise as
RIRk(v) = uˆk + vˆk =∑
i< j
δ(d(i, j)− k) δvi,v j , (6.1)
where δ is the Kronecker delta and the distance d(i, j) between the ith and jth location of v is defined as
d(i, j) = min{|i− j|,n−|i− j|} . (6.2)
As a result, the kth component of RIR(v) is the number of same labeled pairs with a distance of k within v.
This leads to a rotation invariant representation of the iris that enables our proposed indexing structure.
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LSH-Forest is used to create indexes based on the RIR features. The main goal of locality sensitive hashing
(LSH) is to perform a projection into a lower dimensional space where if similar high-dimensional vectors are
projected, their projections to the lower dimensional subspace are similar too [SC08]. The LSH index suffers
from the need of tuning, the continuous retuning and the lack of a quality guarantee for all queries. However,
this can be solved by some adaption leading to LSH-Forest [BCG05]. LSH-Forest proved to produce an accurate
and easily maintainable indexing structure, with the complexity of insertion and deletion is limited to the same
logarithmic complexity of a query, and the required storage grows linearly with the database size [DTBK17c].
6.3.2 Multi-biometric indexing
given a biometric system consisting of m biometric sources (e.g. modalities), each with their own indexing
structure. If a query q is forwarded to the system, each source (modality) j returns a ranked candidate list CL j of
length |CL|= l consisting of the most probable corresponding identities in sorted order. The rank r(i) describes
the rank of identity i in the list, where r(i) = 0 means that i is at the first place whereas r(i) = l refers to the case
in which i is not in the list. In order to be independent of the size of the candidate list, a normalized rank rˆ = r/l
is used in this work.
Baseline indexing solutions: for baseline indexing solutions, several approaches based on rank-level fusion
and feature fusion are used. At feature-level, concatenation describes the approach in which each feature vector
of an identity is simply concatenated in a fixed order to create an extended feature vector. In this work, the
same approach used as the basic single iris indexing, based on LSH-Forest, is used on the concatenated vector to
produce the multi-biometric index. This approach limits the possibility of integrating different modalities with
different comparator styles (e.g. fingerprint and iris) and may face challenges dealing with missing data (subset
of query data).
At the rank-level, Gyaourova and Ross described two methods in which they treat the candidate lists as sets
instead of rankings [GR09, GR12]. The first is the intersection fusion scheme that computes the intersection of
the candidate lists of the individual sources as the final list C = ∩ jCL j in order to reduce the size of the search
space. However, a weak performance of a single source can result in the loss of the searched identity. Similar
to that, the union fusion scheme outputs the union of the candidate lists as the final list C = ∪ jCL j to prevent
a weak performance of a single modality from affecting the overall performance. The highest rank method
is another rank-level scheme where a final candidate list is produced by only considering the highest ranks of
each identity allowing to focus on the strength of each source. For each identity i, the highest (minimum) rank
R(i) = min{r1(i), . . . ,rm(i)} is computed and the final list of identities are outputted in ascending order of their
highest ranks. Here, the major risk is the high number of occurring ties.
In the context of group decision theory, the Borda count method was introduced [HHS94] as a generalization
of the majority vote. For each identity i, a Borda count B(i) = ∑ j r j(i) is computed to measure the magnitude
of agreement of all sources that i corresponds to the searched identity. By outputting the identities in ascending
order, the final list is produced. The major disadvantage is the assumption of the additive independence of the
contributing sources that does not take into account the differences of the individual indexer capacities and the
performance of each of the sources.
In conclusion, this work considers five baseline solutions. Namely, the feature concatenation, rank intersec-
tion, rank union, highest rank, and the Borda count.
Proposed Generalized solution: the proposed solution is designed to work on the rank-level to enable a more
liberal integration of different modalities and algorithms, which can have many restrictions at the feature-level.
It also aims at enabling a generalized solution that can take more advantage of the available information about
individual sources.
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General Borda count (GBC): the proposed multi-biometric indexing solution aims at optimally including in-
formation about the performance of the separate biometric sources indexing approaches. The proposed indexing
fusion method is based on a cumulative score function
cs(i |~µ,~ϕ) =
m
∑
j=1
s(rˆ j(i) |µ j)+ρ(rˆ j(i) |ϕ j) , (6.3)
which computes a value cs for the identity i based on its ranks in each source (modality) and consists of a
non-linear weighting term s(rˆ j(i) |µ j) with weighting parameter µ j and a penalty term ρ(rˆ j(i) |ϕ j) with penalty
coefficient ϕ j. Thereby, rˆ j(i) returns the normalized rank of identity i given by source j. The non-linear weight-
ing term is given by the score function
s(rˆ|µ) =
{
sc(rˆ|µ) if µ≥−1
su(rˆ|µ) if µ <−1
, (6.4)
where
sc(rˆ|µ) = (1− rˆ) · e−µrˆ, (6.5)
describes the common score function for indexing structures having a high probability that the corresponding
identity is within the first ranks and
su(rˆ|µ) =−µ(1− rˆ) · eµ(1−x)+1, (6.6)
is the uncommon score function for indexing techniques with a weaker performance. The penalty term
ρ(rˆ|ϕ) =−ϕ ·δ(rˆ−1), (6.7)
returns a negative value ϕ ∈ [0,m−1] if the identity is not in the list, and therefore penalizes candidates outside
of candidate lists. As a result, identities frequently occurring in lists are getting higher scores and will be at lower
ranks in the final candidate list, which is particularly useful when sources perform weakly.
During retrieval, each identity i in the lists is assigned to a score cs(i |~µ,~ϕ) based on the source parameters and
its ranks in the different sources. By outputting the identities in decreasing order of their cumulative scores, a
final candidate list is produced.
Demonstrating the behavior: in Figure 6.1a, the behavior of the score function sc(rˆ|µ) for µ≥−1 can be seen
for a single source. At high values of µ, candidates with lower ranks get high weights compared to the rest. As a
result, these candidates get preferred in the fused list and the behavior of the highest rank method is imitated. By
varying parameter µ, this preference of the lower ranks over the higher ones can be controlled. The special case
µ = 0 refers to a linear weighting and results in the original Borda count method. For µ ∈ [−1,0) the descent of
candidates weights is lower at the beginning, which leads to weak preferences between the first candidates.
In Figure 6.1b, the behavior of the score function su(rˆ|µ) for µ <−1 can be seen. This function is particularly
useful if the indexing structure has the highest probability to return the corresponding identity at rank rˆ 6= 0.
Therefore, the score function prefers candidates around rank rˆ = 1+ 1µ , while candidates outside the list (rˆ = 1)
remain at a score of zero.
The penalty term ρ(rˆ|ϕ) can be interpreted as a "soft intersection". While the original intersection method
harshly penalizes a weak performing indexing structure, the penalization can be continuously controlled over the
coefficient ϕ. Therefore, this approach can deal with weak performing indexing structures and allow eliminating
candidates that are not frequently considered by different sources.
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(a) (b)
Figure 6.1: score functions behavior: a) Score function sc(rˆ|µ) for different values of µ≥−1. b) Score function
su(rˆ|µ) for different values of µ≤−1.
General distance Borda count (GDBC): this approach aims at utilizing more in-depth information compared
to ranks. This information is the efficiently calculated approximate distances between the query and references
indexes. Many indexing structures allow returning approximate distances to the query along with a candidate
list. These approximate distances can be calculated using their multi-dimensional indexes only. Therefore, they
offer a way to gather more information without increasing the computation time significantly. In order to use
these distances d, they need to be normalized. This is done via min-max normalization of a candidate list CL.
dˆ =
d−min{CL}
max{CL}−min{CL} . (6.8)
Given biometric system with m indexing structures enable to produce approximate distances jointly with a
candidate list. For each identity in the lists, a score
cs(i |~µ,~ϕ) =
m
∑
j=1
s
(
dˆ j(i) |µ j
)
+ρ
(
dˆ j(i) |ϕ j
)
, (6.9)
is assigned, where dˆ j(i) refers to the normalized approximate distance of identity i given by source j. By
outputting the identities in decreasing order of their cumulative scores, a final candidate list is produced.
The approximate distance used in this work takes advantage of the LSH that project vectors from a large (n-
dimensional) space to a lower (h-dimensional) subspace using l hash functions. In the case of two binary vectors
v and w, the distance between them can be calculated via hamming distance HD(v,w). Under the condition
HD(v,w)≤ n−h, which is satisfied for moderately large values of n, this distance can be estimated by
HD(v,w)≈ (n−h)
(
1−
(
CF(v,w)
l
) 1
h
)
,
where CF(v,w) counts the number of colliding hash functions [MS08].
Parameter optimization: in order to find the best operating point for a certain application, or in this case, to
find the optimal parameters~µ and ~ϕ, a quality measurement based on penetration and hit rate is needed. This
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will allow the system developer to influence the indexing performance by focusing on achieving performance
superiority at low penetration rates or at high hit rates with less regard to low penetration rate. Therefore, the
cost for hit rate Ch and the penetration rate Cp are introduced, whose ratio, called cost ratio, is given by
Ch
Cp
. A
large cost ratio refers to a scenario in which a low penetration rate is important, while a small cost ratio points to
a high hit rate, usually achieved at higher penetration rates. For a given cost ratio ChCp , the linear cost metric
LCMChCp(c) = max
{
h− Ch
Cp
p
∣∣(p,h) ∈ c} , (6.10)
describes a evaluation score for a penetration-hit rate curve c, where p and h describe the corresponding penetra-
tion and hit rates of the curve analogous to the linear cost metric known from ROC curves.
By maximizing the linear cost metric LCMChCp , the optimal parameters ~µ and ~ϕ for the general Borda count
can be calculated for a given cost ratio. It is also possible to optimize the hit rate for a given penetration rate.
However, if the size of the database is changing, the optimization process has to be done for a different penetration
rate while the cost ratio is still the same for the same application.
6.4 Experimental setup
Database: the ISYN1 iris synthetic images database [CFM10, CFMT10, CMM02, ST09, WTS08] was used in
this chapter to develop and evaluate the proposed solution. This database is generated by CASIA [Chi13] using
its synthetic generator software [WTS08]. In this chapter, 10,000 reference and 10,000 probe iris images for each
of the left and right irises were used.
Creating single iris index: the OM codes were extracted from each image in the database. These codes are
transformed into a compact and rotation invariant space using the RIR transformation [DTBK17a] then each
element in the resulting vectors is normalized using z-score normalization.
For single iris indexing, LSH-Forest was used, as described earlier, to build an indexing structure based on
the normalized RIR codes. The LSH-Forest uses l = 10 trees and a maximum 32 labels (index size). The hash
functions to create the labels are generated by using the random projection principle on cosine similarity measure.
Different experiment settings:
Indexing performance of different approaches: five baseline solutions discussed earlier were evaluated, feature
concatenation, rank intersection, rank union, highest rank, and Borda count. The feature concatenation approach
used the same settings as the single iris indexing with the number of tree used in the LSH-Forest l = 10 and a
maximum of 32 labels. Additionally, to put the overall performance in perspective, the multi-biometric indexing
approach presented by Gyaourova and Ross [GR09,GR12] was implemented and evaluated based on the RIR iris
codes. The implementation used an index code dimensionality of 32 for direct comparison and the index code
candidate list union, as the best performing multi-biometric approach presented in [GR09,GR12]. The proposed
approaches, GBC and GDBC, were evaluated with different cost ratios (3-1, 1-1, and 1-3). The parameters φ and
µ were chosen using simulated annealing by optimizing µ and φ for each source at the same time. The evaluation
of the chosen parameters was performed via linear cost metric at a certain cost ratio.
Indexing performance vs. quality of candidate list: as the goal of this chapter is to propose a more generalized
indexing solution, it is important to discuss the performance of different solutions on diverse accuracy cases.
Based on this, a quality measure is defined to assign quality grades to retrieved (single biometric source) candi-
date lists. This will enable a discussion on the performance of different solutions on candidate lists of different
quality grades.
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grade name grade avg. rank ± SD rank range
perfect ++ 0.00 ± 0.00 0
good + 6.07 ± 6.46 1−24
medium 0 36.00 ± 3.84 25−49
bad − 74.82 ± 14.56 50−99
useless − − 100.00 ± 0.00 100
Table 6.1: candidate list quality grade definition.
The quality grade is defined by the rank of the searched (correct) identity in a candidate list. This rank is
grouped into five ranges to define five quality grades as in Table 6.1. Analyzing 1000 candidate lists (of the
length 100) for each grade, the table shows the performance of single iris indexing for each grade by computing
the average rank of the searched identity and its the standard deviation (SD).
The experiment analyzes how different rank-based multi-biometric indexing methods are able to handle can-
didate lists of different qualities. Therefore, source combinations are created by building pairs of all possible
quality grades. Each time, the rank of the searched identity in the multi-biometric retrieved list is determined.
This is repeated for every candidate list quality combination. Finally, the average rank and its standard deviation
is computed.
Indexing performance vs. missing data: in scenarios where a query cannot provide information from all
biometric sources, indexing solutions based on feature fusion methods show a susceptible behavior since they
have to work around this situation. With regard to large-scale databases, missing data is a frequently occurring
problem and indexing with rank-level fusion offers a simple and effective way to handle this issue. Therefore, it
is interesting to analyze the performance of different multi-biometric indexing approaches on different level of
missing data.
To simulate the missing data scenario, a percentage of reference templates was neglected randomly in a way
that guarantees the existence of at least one valid single-source query per identity. As the experiment is performed
on two multi-biometric sources, 50% missing data leads to having one biometric source only per each query. In
the feature concatenation approach, this was dealt with by padding the feature vector by the average feature value
(zero). The rank based approaches are inherently flexible to the number of sources and thus can deal with only
one source. This was evaluated on the feature concatenation approach and compared to the proposed GBC and
GDBC approaches.
6.5 Results
Concatenation Intersection Union HR BC GBC GDBC Single iris
Query time (ms) 29.7 37.1 36.5 35.1 36.1 36.6 37.2 16.8
HR (%) 99.72 98.80 99.73 99.73 99.70 99.77 99.78 98.16
Table 6.2: Query time and hit rate at 0.1% penetration rate of a 10 thousands references database
Indexing performance comparison: the achieved performance is presented as a relation between the penetra-
tion rate and hit rate. Here, the hit rate is the portion of the searches where the correct identity is found within the
considered percentage of the references out of the complete database (penetration rate). Small penetration rates
result in smaller number of in-depth comparisons required to make the final identification decision. The achieved
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quality grade
combination Intersection Union Highest Rank Borda Count
++ ++ 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0
++ + 1.4 ± 3.0 0.0 ± 0.0 0.0 ± 0.0 0.2 ± 0.8
++ 0 9.4 ± 11.1 0.0 ± 0.0 0.0 ± 0.0 2.5 ± 4.2
++ − 22.9 ± 27.3 0.0 ± 0.0 0.0 ± 0.0 8.2 ± 10.7
++ − − 100.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 12.4 ± 14.2
+ + 2.7 ± 4.5 5.5 ± 6.0 5.4 ± 6.2 1.3 ± 2.6
+ 0 18.1 ± 13.5 11.0 ± 11.6 11.3 ± 11.7 7.3 ± 7.4
+ − 37.7 ± 27.6 10.8 ± 11.5 11.1 ± 11.7 19.3 ± 15.5
+ − − 100.0 ± 0.0 11.0 ± 11.6 11.4 ± 11.8 31.4 ± 17.4
0 0 21.9 ± 13.0 54.6 ± 10.7 54.5 ± 10.5 19.7 ± 13.2
0 − 43.7 ± 25.5 58.3 ± 10.3 58.7 ± 10.3 43.0 ± 17.6
0 − − 100.0 ± 0.0 59.6 ± 10.6 60.2 ± 10.7 69.4 ± 6.7
− − 50.1 ± 27.8 89.2 ± 11.7 89.3 ± 11.5 80.0 ± 16.5
− − − 100.0 ± 0.0 94.4 ± 9.4 94.6 ± 9.2 96.2 ± 6.6
− − − − 100.0 ± 0.0 100.0 ± 0.0 100.0 ± 0.0 100.0 ± 0.0
Table 6.3: multi-biometric indexing performance given by the rank (average ± standard deviation) of the correct
identity in the retrieved list for different candidate lists (single source) quality combinations - the
baseline solutions.
performance by the five baseline solutions and the union of index codes approach are presented in Figure 6.2
with a comparison to the proposed solutions with the cost ration of 3-1.
Figure 6.3 illustrates the effect of tuning the cost ratio. It is noticed that when the cost ratio focuses on
performance at lower penetration rate (cost ratio 3-1) the indexing performance is superior at low penetration
values. On the other hand, when the cost ratio focuses on hit rate with low importance for the penetration rate
(cost ratio 1-3), the proposed solution scores superior hit rates at higher penetration rates.
Query time: beside the tradeoff between the penetration and hit rates, the computational time required for
a query is presented. The achieved query time is discussed to put the efficiency of the proposed approach in
perspective as this implementation does not utilize the high possibility of computational parallelization and is
measured on a desktop PC running on an Intel R©CoreTMi5-4590 3.30 GHz CPU. Table 6.2 presents the query
time required by the different approaches to retrieve a final candidate list at a fixed penetration rate (0.1%) of
a database with 10,000 references, the achieved hit rate is also listed. It can be noticed that the proposed GBC
and GDBC indexing do not require significantly higher query time compared to the baseline approaches while
being more accurate. Feature concatenation requires slightly shorter query time compared to the proposed GBC
approach, but with a significant loss in accuracy. GDBC requires slightly higher query time compared to GBC
due to the time required for the approximate distance calculations.
Missing data: in realistic suboptimal scenarios, and due to various reasons, some of the single biometric
sources may not be able to produce feature vectors. In such scenarios, the performance of a multi-biometric
indexing solution has to be maintained. Therefore, missing data scenario was simulated by randomly neglecting
a certain percentage of the biometric sources while maintaining a minimum of one source per comparison. As we
are evaluating the use of two biometric sources, this means that a 50% missing data results in a situation where
each query uses only one biometric source (iris). As the rank-based solutions inherently can deal with a missing
candidate list, the plots presented in Figure 6.4 compares the performance of the feature concatenation approach
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Figure 6.2: indexing performance of the proposed solutions compared to baseline solutions.
with the proposed GBC and GDBC approaches at different levels of missing data. It is noticed that the GBC and
GDBC at 10% missing data over perform the feature concatenation even at 2.5% missing data at low penetration
rates. The GBC and GDBC maintains the single iris indexing performance given 50% missing data, while the
feature concatenation lags behind.
Quality of candidate lists: as described in Section 5.4.4, it is important to analyze indexing performance when
presented by different candidate lists quality combinations. This gives a better idea on the indexing performance
when used with variable biometric indexing sources and when dealing with less than optimal situations where
the capture or pre-processing of the biometric data is of a variable quality. Here, we compare the baseline
rank-based approaches with the proposed GBC and GDBC approaches by presenting the average position (and
standard deviation) of the correct identity in a retrieved list of 100 identities. These values are presented for all
possible combination of left and right iris candidate list quality grades. A lower average rank indicates a better
multi-biometric indexing performance. Table 6.3 shows the achieved average ranks by the baseline solutions. As
expected, single source candidate lists of low quality produce less accurate multi-biometric candidate lists.
Tables 6.4 and 6.5 presents the same information as in Table 6.3 but for the proposed GBC and GDBC respec-
tively, and for different optimization variables φ and µ. Here, one can notice the high advantage of the GDBC
approach that achieves superior indexing performance given low quality single source candidate lists as input.
For example, given two single iris indexing candidate lists of the quality grades “−” and “−”, the GDBC locates
the correct identity in the multi-biometric index list in the rank 0.43 on average. Given the same lists, the GBC
locates it in the 53.21 rank wile the intersection approach locates it in the 50.1 rank and the other baseline ap-
proaches locates it in a rank higher than 80. This trend is seen in most of the evaluations involving low quality
single source candidate lists, without compromising the performance of the scenarios including high quality lists.
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Figure 6.3: the effect of the cost ratio on indexing performance.
6.6 Summary
This chapter aimed at enhancing the efficiency of multi-biometric searches in large databases by proposing a
generalized multi-biometric retrieval approach that aims at enabling an optimized inclusion of different biometric
sources.
Driven by the need to replace the impractical exhaustive search in large databases, biometric data indexing
presents a chance to limit this search to a small subset of the database. The utilization of multiple biometric
sources in the indexing structure enables even higher retrieval performance, and thus a faster biometric search.
This chapter proposed a rank-level approach that can be adapted to different modalities and single-source index-
ing structures. The flexible optimization possibility allows the integration of indexing approaches with varying
behaviors. The proposed approach is also extended to include further information in the form of efficiently
calculated approximate distances, rather than ranks. With the aim of presenting a solution that fits in realistic
application, the proposed indexing solution was designed to maintain high level of accuracy when facing missing
data or single-source candidate lists of low quality.
The studied case of multi-instance iris indexing (left and right iris) was chosen as both irises are usually
captured simultaneously. Besides that, iris is one of the most accurate biometric characteristics and is already in
use in large-scale biometric deployments. Iris codes were first transferred into a rotation invariant space using
a novel transformation approach, then used to build an easily maintainable indexing structure based on LSH-
Forest. This single iris indexing approach was used as the bases of the carried experiments where accuracy was
measured for different levels of missing data and qualities of candidate lists.
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φ= 0 φ= 0.5
Quality grade
combination µ = 0 µ = 100 µ = 0 µ = 100
++ ++ 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
++ + 0.18 ± 0.78 0.04 ± 0.18 0.17 ± 0.79 0.03 ± 0.18
++ 0 2.53 ± 4.26 0.16 ± 0.37 2.5 ± 4.18 0.17 ± 0.37
++ − 8.03 ± 10.66 0.20 ± 0.40 8.66 ± 11.96 0.21 ± 0.41
++ − − 12.28 ± 14.20 0.16 ± 0.37 19.80 ± 20.69 0.27 ± 0.46
+ + 1.27 ± 2.54 5.34 ± 6.20 1.31 ± 2.57 3.22 ± 3.43
+ 0 7.33 ± 7.38 11.22 ± 11.50 7.30 ± 7.40 6.64 ± 7.18
+ − 19.29 ± 15.35 11.36 ± 11.58 19.82 ± 17.06 9.79 ± 15.10
+ − − 31.21 ± 17.21 11.53 ± 11.71 42.50 ± 23.44 45.73 ± 25.52
0 0 19.90 ± 13.35 54.26 ± 10.68 19.88 ± 13.28 29.05 ± 13.98
0 − 43.49 ± 17.57 58.56 ± 10.35 35.63 ± 20.66 35.38 ± 19.87
0 − − 69.29 ± 6.80 60.25 ± 10.75 77.25 ± 6.77 83.54 ± 12.65
− − 80.52 ± 16.45 88.94 ± 11.94 56.14 ± 24.30 53.21 ± 25.64
− − − 96.32 ± 6.50 94.65 ± 9.11 97.48 ± 4.62 98.21 ± 4.78
− − − − 100.00 ± 0.00 100.00 ± 0.00 100.00 ± 0.00 100.00 ± 0.00
Table 6.4: multi-biometric indexing performance given by the rank (average ± standard deviation) of the correct
identity in the retrieved list for different candidate lists (single source) quality combinations - GBC,
different φ and µ.
Evaluation conducted on a database of 10k references and 10k probes of left and right iris images proved the
validity of the proposed approach. This was demonstrated by surpassing state-of-the-art indexing accuracy and
proving flexibility to missing data and low quality candidate lists.
This chapter responded to RQ7 by proposing a generalized multi-biometric retrieval approach that enables an
optimized and generalized inclusion of different biometric sources while maintaining high accuracy when facing
missing data and low quality candidate lists. Next chapter will present a number of miscellaneous multi-biometric
processes that complement the multi-biometric system work-flow.
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φ= 0 φ= 0.5
Quality grade
combination µ = 0 µ = 500 µ = 0 µ = 500
++ ++ 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
++ + 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
++ 0 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
++ − 0.88 ± 4.59 0.02 ± 0.13 1.35 ± 7.32 0.02 ± 0.13
++ − − 13.77 ± 13.07 0.22 ± 0.42 19.57 ± 19.36 0.20 ± 0.40
+ + 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
+ 0 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
+ − 1.51 ± 6.56 0.03 ± 0.17 2.42 ± 10.76 0.03 ± 0.18
+ − − 22.51 ± 14.20 0.35 ± 0.48 33.63 ± 22.30 0.34 ± 0.47
0 0 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00 0.00 ± 0.00
0 − 1.64 ± 6.60 0.04 ± 0.20 2.86 ± 11.61 0.04 ± 0.20
0 − − 23.49 ± 11.31 0.46 ± 0.50 37.49 ± 19.48 0.46 ± 0.50
− − 3.81 ± 11.60 0.45 ± 6.15 5.99 ± 17.04 0.43 ± 5.99
− − − 30.36 ± 21.73 6.73 ± 24.19 43.27 ± 24.31 6.75 ± 24.19
− − − − 100.00 ± 0.00 100.00 ± 0.00 100.00 ± 0.00 100.00 ± 0.00
Table 6.5: multi-biometric indexing performance given by the rank (average ± standard deviation) of the correct
identity in the retrieved list for different candidate lists (single source) quality combinations - GDBC,
different φ and µ.
Figure 6.4: the effect of different levels of missing data on the indexing performance (GBC & GDBC cost ratio
3-1).
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7 Miscellaneous multi-biometric processes
Previous chapters (3, 4, 5, and 6) discussed core operations in the multi-biometric work-flow. This chapter
goes further by introducing different solutions that complement and utilize multi-biometric fusion. First, this
chapter discusses the joint use of behavioral and physical biometric characteristics to assure a continuous author
authentication. The second application deals with the practical use of face presentation attack detection. The third
part discusses utilizing multi-biometric feature-level fusion to create more informative face reference templates
from videos. This chapter is based on the publications [DMB16, DD16, DSN14]
7.1 Introduction
This chapter is concerned with three solutions that utilizes multi-biometric fusion to achieve better performance,
efficiency, or enable new application scenarios. This section provides a brief introduction into the presented
solutions.
7.1.1 Multi-biometric continuous authentication
Biometric recognition is typically used in conjunction with an access control (e.g. log-in) process. This means
that the individual is recognized once at the start of a process, in order to get access to a system/service. In some
scenarios, an attacker could gain access to the system after this initial log-in. One such scenario could be a stolen
corporate laptop that the genuine user is still logged into.
Continuous authentication monitors the current user for the duration of the work session. Therefore, it can be
used to protect from the aforementioned attacks. However, using continuous authentication also introduces some
constraints to a typical biometric system. A genuine user with legitimate access should ideally not be interrupted
during the working session. Therefore, biometric characteristics which require interactions with sensors, or
otherwise interrupt the user during his work session, are not suited for continuous authentication systems. As
a result, research has been focused on behavioral biometric characteristics such as keystroke dynamics, mouse
movements and combinations of both of these biometric characteristics [BB09, MB13, DNN13].
In order to implement a continuous authentication, Bours introduced the concept of the trust model to contin-
uous authentication [Bou12]. The trust model describes the confidence of the current user being the genuine user
in the trust value. It also defines how the behavior of the current user affects this trust value.
This work aims at designing a trust model that can be adjusted and used to combine multi-biometric sources, a
biological characteristic, and a behavioral biometric characteristic. Face recognition was chosen as the biological
characteristic as it does not require additional interaction with a sensor, nor does it interrupt the work session of
a genuine user. In order to minimize the impact on the privacy of the user, periodical pictures were captured
from a webcam instead of a permanent video. For the behavioral characteristic, keystroke dynamics was chosen.
Keystroke dynamics in continuous authentication is a well researched field [BW12, ZD15, BM15] and should
complement the face recognition adequately.
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Since the user is not always typing throughout the entire work session and the face recognition is performed pe-
riodically, changes to the trust value need to be made asynchronously. This requires an asynchronous information
fusion approach.
A goal of this chapter is to develop and evaluate the feasibility and performance of a multi-biometric asyn-
chronous continuous authentication system. It also aims at stating the main challenges facing the development
and deployment of such a system in realistic conditions. As the bases for the face recognition sub-system, local
binary linear discriminant analysis (LBLDA) [FR11] solution was used. For keystroke dynamics, a statistical
method introduced by Bours et al. [BB09] was implemented. The work also introduces a specifically collected
multi-biometric continuous authentication database.
7.1.2 Face presentation attack detection
Personal identification takes place in many domains, primarily as a mean of providing access control for security
sensitive environments [SB14]. Conventional authentication methods depend on passwords or identity docu-
ments. However, these approaches proved to be easily spoofed and therefore do not meet the security demands
of modern applications. Automatic biometric recognition algorithms utilize physical or behavioral characteristics
to verify or identify individuals more securely [JRN11].
As promising and effective biometric solutions proved to be, they have become nonetheless subject to fraud-
ulent attacks. Therefore, the vulnerability of such systems against fake biometric characteristics is a growing
concern. The so called presentation attacks can be expressed in terms of, but not limited to, someone posing as
another individual or hiding their identity [TLLJ10]. Subsequently, that led to the development of “presentation
attack detection” PAD (or “anti-spoofing”) techniques. Prerequisite to a good and reliable PAD application is
most notably the ability to perform well with different kinds of attacks and scenarios under diverse conditions.
One of the most commonly accepted biometric characteristics is the face image. The main reason, among
others, is the non-intrusive capture using non-contact sensors to capture it from a distance. Although face recog-
nition is a task that the human brain can perform routinely and in an effortless manner, automated face recognition
has been a challenging milestone in biometrics. In order to accurately identify a face, a myriad of factors have to
be considered. Besides being invariant to age, pose, and facial expression, face recognition systems should take
factors, such as varying illumination or changes due to accessories, into account [LJ11].
Unfortunately, as convenient as face biometrics has been established to be, recent works have shown that it is
quite vulnerable to presentation attacks [MNL14]. In its most basic form, a face recognition system is designed
to only recognize identities without concerning whether the subject is real or fake. Therefore, it can be easily
spoofed by exposing the system’s sensors to a printed photograph of the impersonated character [CAM12]. As
a result to the growth of interest in face recognition systems, a number of different methods have since been
developed to perform PAD.
This work aims at investigating the practical use of face PAD. This is achieved through three main aspects.
The first is presenting an optical flow based PAD solution that proved to outperform the state-of-the-art works
in most experiments. The second is to perform cross-database evaluation to simulate a more realistic scenario.
This evaluation included listing a comparison with the latest published works. The third aspect is to analyze the
duration (video length) required to achieve a confident decision, which is aimed at providing valuable information
about the usability of such a system. The presented PAD solution was based on optical flow in a similar manner
to HOOF-based feature extractor along with an AdaBoost [SS99] classifier. The cross database evaluation was
carried on the REPLAY-ATTACK [CAM12], MSU-MFSD [WHJ15] and CASIA-FASD databases [ZYL∗12].
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7.1.3 Face reference from video
Face recognition is a very popular biometric modality that is used in a wide range of applications in areas like
access control and unattended border control with satisfying recognition performances. Moreover, photographs,
video material from cell phones, internet video and video material acquired by surveillance cameras are available
as evidence material in many criminal investigations. This material can be analyzed for containing the faces of
certain subjects of interest.
Especially in re-identification and law enforcement applications, the analysis of surveillance videos for face
recognition is not a trivial task. Face images in these videos are not ideal for face recognition algorithms because
of varying pauses and expressions. This goes both ways, for reference videos and for probe videos. If a face in
two video sequences is to be compared, a computationally intensive cross comparison between all frames can be
made, which is critical when analyzing a large amount of videos. To avoid this, creating a face reference template
of the reference videos can reduce the computational effort and, if performed correctly, enhance the accuracy.
This requires that an appropriate face image has to be automatically selected, and if more key-face images are
selected, a singular reference template has to be created.
The third part of this chapter focuses on the creation of face reference model from multiple faces detected in
a video sequence (multi-captures). This solution aims at improving the performance of face recognition based
on one captured face image, as well as avoiding the high computational complexity of N×M comparison used
to compare all faces across two sequences in video face recognition. Two challenges are dealt with in this work,
the informative key-face selection and the effective face feature fusion. A video provides a big number of faces
to use, a good selection for a limited number of key-face images paves the way for feature fusion to produce
a discriminant face reference. Key frame selection was studied in the literature for general videos as well as
in emotion recognition applications [DAGG11, GWL∗13]. This work presents key-faces selection approaches
based on inter-user variation, entropy, and detection confidence. The final face reference is created by binary
feature fusion with different approaches investigated. The development and evaluation of the presented solution
use the YouTube Faces database [WHM11].
The next sections in this chapter present a background overview, methodology description, and the related
experiments and evaluation results for the three aspects of focus, multi-biometric continuous authentication (7.2),
face presentation attack detection (7.3), and face reference from videos (7.4). A final discussion of the chapter
contributions is presented in Section 7.5.
7.2 Multi-biometric continuous authentication
Biometric technologies are used to grant specific users access to services, data, or physical spaces. The access
control is usually performed at the start of a session that spans over a period of time. Continuous authentication
aims at insuring the identity of the user over this period of time, and not only at its start. Multi-biometrics aims
at increasing the accuracy, robustness and usability of biometric systems. This section presents a multi-biometric
continuous authentication solution that includes information from the face images and the keystroke dynamics
of the user. A database representing a realistic scenario was collected to develop and evaluate the presented
solution. A multi-biometric trust model was designed to cope with the asynchronous nature induced by the
different biometric characteristics. A set of performance metrics are discussed and a comparison is presented
between the performances of the single characteristic solutions and the fused solution. This is concluded by
stating the major challenges facing the deployment of such a system in realistic conditions.
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7.2.1 Related work
In many scenarios, like access control to a computer, user authentication is performed only during the initial log-
in. This leaves room for attackers to gain access to the system after the initial authentication. Klosterman et al.
identified six differences between person-authentication schemes in general and biometric-based authentication
[KG00]. One of these differences is the fact that many biometric characteristics can be tracked continuously.
Thus, the addition of continuous authentication can protect the system from attacks conducted after the initial
log-in, and therefore greatly improve the security of the system. Solami et al. describe continuous authentication
systems with five basic components [SBCI10]. These components are the subjects, sensors, detectors, biometric
database, and decision module.
Yap et al. proposed a continuous authentication system for a computer running Windows XP [YSKR08]. In
their scenario, the comparison score was computed in frequent time intervals. They offered two options if the
comparison score would fall below a selected threshold. One was to freeze the system processes and the other
was to freeze the input. After a successful re-validation of the user’s identity, the freeze was lifted and work could
continue. Klosterman et al. built a system where continuous authentication was used to enhance the security of
computers running a Linux OS [KG00]. First, the users logged in normally via a virtual console. The continuous
authentication system would then periodically take pictures using a webcam to verify that the user is still present
and verify his or her identity. The results of this authentication attempts are added to an authentication log. After
each authentication attempt, this log is scanned for authentication failures. The user is logged off if the threshold
for such failures is exceeded.
Azzini et al. proposed a different idea by including a trust model [AMSS08]. Their system calculates a trust
value, which is the basis for all decisions made by the system. The initial value is the comparison score of
the initial authentication using fingerprint and face image. Then, face images are extracted periodically from
a video camera. Depending on the comparison score, the trust value is either maintained or decreased. If the
trust value falls below a certain threshold, the user is asked to input his or her fingerprint again. Niinuma
et al. [NPJ10] proposed a continuous authentication framework that combines continuous authentication with
conventional authentication. Furthermore, the framework updates the biometric reference templates every time
the user logs in through the conventional authentication process.
Face recognition is a very popular biometric modality that is used with satisfying performances in a wide range
of applications. This is due to its high universality, measurability, and acceptability. Some works dealing with
uncontrolled face recognition used hand crafted image features such as scale-invariant feature transform (SIFT)
[Low04] and local binary patterns (LBP) [OPH96]. Higher performances were obtained by combining more
than one of those methods [WHT10]. The face recognition technology evolved from feature based approaches
into appearance based holistic methodologies. Some of the well-studied techniques are the principle component
analysis (PCA) [BHK97] and the linear discriminant analysis (LDA) [LPV03a].
In an effort to build face verification algorithms that are more robust to variations in facial appearances than
traditional holistic approaches, researchers proposed the use of local appearance based face recognition. An
example of such a method is the block based discrete cosine transform (DCT) that was shown to outperform
similar holistic appearance based approaches [ES05]. Following the advances in local appearance based face
recognition, Fratric and Ribaric proposed the use of local binary linear discriminant analysis (LBLDA) [FR11],
which will be the base for the face recognition subsystem in this work.
Keystroke dynamics belong to the category of behavioral biometric characteristics and are used for the recog-
nition of individuals based on their typing rhythm. Banerjee et al. [BW12] distinguished between systems using
keystroke dynamics for biometric authentication and identification purposes in multiple categories. One of the
most important factors to consider is the type of text the keystroke dynamics system in question examines. The
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first type is static, also referred to as structured, text resulting in a keystroke dynamics system that is text depen-
dent. The second type is free, also referred to as dynamic text.
A wide variety of data can be collected from keystroke dynamics and various features can be extracted from
this data [BW12,ZD15]. This includes, press-to-press latency, release-to-release latency, release-to-press latency,
trigraph, n-graph, key hold time, keystroke latency, pressure/force, total duration, and speed. Additionally some
secondary features can be derived by further processing this information such as the minimum and maximum
speed of typing, the mean and standard deviations of the features and the entropy [BW12]. Banerjee et al. divide
keystroke recognition algorithms into four different categories [BW12], statistical algorithms, neural networks,
pattern recognition, and search heuristics and combination of algorithms.
The system presented in this work uses free text keystroke dynamics. The extracted features are the key hold
time and the release-to-press latency between keys. The methods used for feature extraction and comparison use
statistical algorithms and are based on the work by Bours et al. [BB09].
Multi-biometrics tries to use multiple biometric information sources to enhance performance and to overcome
the limitations of the conventional uni-modal biometrics. Such limitations are noisy data, low distinctiveness,
intra-user variation, non-universality of biometric characteristics, and vulnerability to spoof attacks.
Information fusion is used to produce a unified biometric decision based on multiple biometric sources. The
fusion process can be performed on different levels such as the sample-level, feature-level, score-level, and de-
cision level. Simple approaches such as the sum rule score-level fusion proved to achieve high performance
compared to more sophisticated approaches [RJ03]. The fused biometric sources can belong to different charac-
teristics, algorithms, instances, or presentations.
Score-level biometric fusion techniques can be categorized into two main groups, combination-based and
classification-based fusion. Combination-based fusion consists of simple operations performed on the normal-
ized scores of different biometric sources. These operations produce a combined score that is used to build a
biometric decision. One of the most used combination rules is the weighted-sum rule, where each biometric
source is assigned a relative weight that optimizes the source effect on the final fused decision. The weights are
related to the performance metrics of the biometric sources, a comparative study of biometric source weighting is
presented by Chia et al. [CSN10] and extended later by Damer et al. [DON14a, DON14b]. Classification-based
fusion views the biometric scores of a certain comparison as a feature vector. A classifier is trained to classify
these vectors optimally into genuine or imposter comparisons. Different types of classifiers were used to per-
form multi-biometric fusion, some of these are support vector machines (SVM) [SVN07, GV00, DO14], neural
networks [Als10], and the likelihood ratio methods [NCDJ08].
For conventional biometric recognition, or in cases where the identity of the individual is identified or verified
only once, all the scores are available at the same time. In cases where not all the information is present at the
same time, or is performed multiple times over a time-span, an asynchronous fusion needs to be performed. This
work will be based on an asynchronous combination-based score-level weighted-sum fusion approach.
The concept of the trust model was discussed by Bours [Bou12]. The trust model describes the certainty that
an individual is a genuine user, often expressed as the trust value, over time/actions. This means, the behavior
of the current user is compared to the template of the genuine user. Based on each single action performed by
the current user, the trust value is adjusted. If the trust value is too low, then the user is logged out. Also part of
the trust model is the penalty and reward function, which defines the change of the trust value. This amount of
change can be fixed or variable.
Mondal et al. propose a variable trust model where the change of the trust value is dependent on the comparison
score of the current action performed by the user as well as the threshold value between penalty and reward,
the width of the sigmoid for the penalty and reward function and the upper limit for the reward and penalty
respectively [MB15].
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7.2.2 Database
In order to develop and evaluate the proposed system, a database of biometric data simulating the application
scenario was collected. The collected database consisted of keystrokes and facial images. To do this, a separate
application was developed. Additionally, a declaration of consent and background information was handed
out to the participants. The participants were asked to collect data amounting to approximately three work
days, a minimum of 18 hours over a minimum of three different days. Otherwise, there were no limitations for
participants as the goal was to collect data that closely matches their normal working behavior.
Face images: the images were captured by a webcam in an interval of 30 seconds. After starting the data
collection program, the user was asked to adjust the webcam so the face will be in a central position.
Keystrokes: the algorithm for keystroke dynamics used in this work is based on the one introduced by Bours
et al. [BB09]. The data collection followed a similar approach. As shown in Table 7.1 each time a key was either
pressed or released, the following parameters were recorded:
• The time since the session started, in milliseconds.
• The current time (derived from the system clock).
• The date.
• The pressed key.
• The type of event.
Note that the pressed keys were not recorded plainly. When the participant locked the PC, no pictures or
keystrokes were captured until the PC was unlocked again.
Event Pressed
key
Time Date
KeyDown 13 454399 2015-07-14.13:53:13
KeyUp 13 454462 2015-07-14.13:53:13
KeyDown 75 464118 2015-07-14.13:53:22
KeyUp 75 464212 2015-07-14.13:53:22
KeyDown 79 464336 2015-07-14.13:53:22
KeyUp 79 464414 2015-07-14.13:53:23
KeyUp 78 464586 2015-07-14.13:53:23
Table 7.1: example of the keystroke dynamics collected data of an individual
The data of each user was saved anonymously by assigning it a randomly generated identity number. The
collected sets of data will be referred by a number resulting from the order in which the references where created.
The resulting database contains the data of 14 participants.
7.2.3 Methodology
This section describes the behavior of the proposed system. This includes the usage of the two different biometric
recognition processes and their effect on the decision-making of the system, as depicted in Figure 7.1.
In Figure 7.1, TV stands for the trust value and the system additionally uses a timer and two thresholds:
• Timer t1: this timer measures the constant time between camera captures.
• Threshold 1 (TH1): if the trust value falls below this threshold, the user will be logged off.
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Figure 7.1: overview of the proposed multi-biometric continuous authentication system
• Threshold 2 (TH2): if the trust value falls below threshold 2, but is still higher than threshold 1, additional
face recognition is performed outside of the timer cycle.
The key element of the system is the trust value. This value measures the confidence that the current user
of the system is a genuine user. Certain actions will have an impact on the trust value, as they will increase or
decrease it. If the trust value remains high, the user is believed to be genuine and can continue his/her work
without interruption. If the trust value falls below a certain threshold (threshold TH1), the user is believed to be
an imposter and is logged off. The trust value is determined as a function of the performances of the keystroke
and face matchers, their resulting comparison scores, and the timer.
The keystroke dynamics is measured continuously. Each input is transformed and compared to the biometric
reference saved in the database. The resulting comparison score is measured as the distance between the input
and the reference and can have a big impact on the trust value, meaning that a high distance will decrease the
trust value and a low distance will increase the trust value, depending on the deviation from the genuine behavior.
Face recognition is performed periodically. Using the face recognition only periodically lowers the negative
impact on the users privacy and makes it harder to perform activity recognition compared to a permanent video
surveillance. If the trust value falls below a threshold (threshold TH2), an additional attempt at face recognition
is performed outside this periodic cycle. This gives an additional opportunity to increase the trust value of a
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genuine user, preventing a false rejection in the cases where the trust value is decreased due to outliers. It also
speeds up the rejection of imposters.
The effect of the face recognition on the trust value is handled in a similar way to the keystroke dynamics, thus
the deviation from the threshold for a match has an impact on the loss of trust in the case of a mismatch. If no
face is found in the capture, the trust value is decreased by a fixed value.
Scenarios: the following points outline typical scenarios to further explain the behavior of the system.
Genuine user scenarios:
• The user works normally on the PC. Keystroke dynamics are measured continuously and face recognition
periodically as described above. Since there are deviations in the behavior of the user, the usage of both
biometric characteristics should prevent or limit false rejections of genuine user despite these deviations.
• The user is logged in but leaves the PC. The periodic face recognition will not find a face in the image,
thus the trust value will decrease. Since there are no keystrokes, the trust value will not increase. This will
trigger the first threshold and therefore the additional attempt at face recognition. This attempt will fail too
and the user is soon logged off, as the trust value falls below threshold TH1.
• The user works on the PC, but moves around a lot. This will possibly result in a failure to perform the
periodic face recognition and thus a degradation of the trust value. The keystroke dynamics should keep
the trust value above threshold TH1. If the periodic face recognition happens during a phase of inactivity
and threshold TH2 is reached, a second attempt at face recognition is performed.
Imposter user scenarios:
• An imposter is working on the PC. Keystroke dynamics are measured continuously. Since the deviation
of the behavior of the genuine user is bound to be quite high, the trust value will decrease fast. Face
recognition will not be able to verify the user either, so the trust value will degrade even faster.
• An imposter is working on the PC, but moved out of sight of the sensor performing the face recognition.
Since no face is found, the trust value will decrease. This will result in the same scenario as imposter
scenario 1. This scenario requires the attacker to notice or to know about the face recognition sensor.
• An imposter is working on the PC, but moved out of sight of the sensor for the face recognition and is only
using the mouse. Again face recognition will not be able to find a face and thus lower the trust value until
the user is logged out. This scenario requires the attacker to notice or to know about the sensor for face
recognition and the knowledge that keystrokes are used to verify the identity of the user.
• An imposter is working on the PC by only using the mouse (or as little keystrokes as possible) and has
acquired a mask, or similar presentation attack tool to fool the face recognition. In order to deal with
this, presentation attack detection (PAD) should be added to the face recognition subsystem. Otherwise,
this might be a scenario in which the intruder might gain access to the system for a longer period of time
depending on the quality of the face recognition versus the quality of the mask.
Trust model: the trust model consists of the reward and penalty function, which describes the behavior of the
trust value and the range of the trust value. For all subsystems, the upper limit on the range of the trust value was
set to 1. This limit aims at having a fast imposter rejection after an initial genuine user.
The lower limit of the trust value is equivalent to TH1. If the trust value falls below this point, the current user
is logged out. This value was selected separately for each system and determined by testing (threshold at equal
error rate).
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Face recognition: a variable penalty and reward function was chosen for the face recognition. This means
that the penalty and reward are not fixed but depend on the distance between the comparison score and the
threshold, which decides if the current user is an imposter or the genuine user and therefore whether to punish
or reward. Therefore, the effect on the trust value depends on the decision confidence (for both imposter and
genuine decisions). The trust value is given by
TV =

0 at startup
min(TV +(score−T ),0) if score≥ T
TV − (T − score) if score < T
TV − γ no face found
, (7.1)
where score is the comparison score between the probe and the reference and T is the threshold for deciding
whether to punish or reward based on the score. The threshold at the equal error operational point was used
(T = 0.59). If no face was found in the capture, a penalty of γ= 0.05 was imposed on the trust value, this value
has been determined by testing.
The threshold for rejecting a user has been set to -1 during the experiments. That means the range of the TV
for face recognition is [-1,0].
Keystroke dynamics: for keystroke dynamics a similar penalty and reward function was used in a similar
manner to the one proposed by Bours et al. [BB09]. This is a hybrid between a variable and a fixed trust model.
The penalty to the trust value is calculated, while the reward to the trust value is a fixed value. Note that the
reward has been increased in comparison to the implementation by Bours et al. [BB09]. This was done to cope
with the realistic reference data where many keystroke combinations did not exist. The trust value is given by
TV =

0 at startup
min(TV +R,0) if d < T
TV − (d+0.3) if d ≥ T
, (7.2)
where d is the comparison score resulted from the keystroke dynamics expressed as the distance between a
keystroke of the probe to the corresponding values of the reference, R is the reward and T is the threshold for
deciding whether to punish or reward based on d. The following values have been found suitable, T = 0.115 and
R = 1.3. The threshold for logging out a user has been set to -1 during the experiments. Therefore, the range of
the TV for keystroke dynamics is [-1,0].
Fusion: since both comparison scores have an impact on the trust value but might not be always present at the
same time or may be outdated, both penalty and reward functions from Equations 7.1 and 7.2 are part of the trust
model of the fused system. As a result, every time the face recognition is triggered or a keystroke is inputted, the
trust value is updated.
Score weights were introduced to control the effect of each subsystem on the final decision. These weights
can increase or decrease the impact of the single components on the trust model. α was introduced as the weight
for the face recognition and β was introduced as the weight for the keystroke dynamics. The Timer of the face
recognition has been set to one minute. This means, the periodical face recognition occurs once every minute.
The threshold for the additional face recognition steps has been set to T H2 = T H12 . The overall trust value is
given now by
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TV =

0 at startup
min(TV +α∗ (score−T1),0) if score≥ T1
TV −α∗ (T1− score) if score < T1
TV − γ no face found
min(TV +β∗R,0) if d < T2
TV −β∗ (d+0.3) if d ≥ T2
, (7.3)
where d is the comparison score output by the keystroke dynamic expressed as the distance between a keystroke
of the probe to the corresponding values of the reference, R is the reward, T1 is the threshold for deciding whether
to punish or reward based on d, score is the comparison score of the comparison of the probe and the reference,
T2 is the threshold for deciding whether to punish or reward based on the score, γ is the amount of the penalty
inflicted upon the TV if no face was found in the probe image. For these parameters the same values as in the
uni-modal systems was kept, R = 1.3, T1 = 0.59, γ= 0.05 and T2 = 0.115. The lower range of the trust value in
the fused system was set to −13 to cope with the realistic work condition were minimum typing and no frontal
faces are available for a prolonged periods of time. α and β were set to 1 and 2 respectively.
7.2.4 Experimental setup
In order to conduct a sufficient evaluation of the proposed system and the used algorithms, the biometric data of
each participant was divided into three parts. The whole biometric data of a participant is from now on referred
to as a data-set. A subset of this data-set is a block.
The partition was done as follows: the amount of images belonging to a data-set was divided by three, this
corresponds to the capture time. Each block contains one third of the face images. The boundaries of these blocks
were then adjusted to coincide with recording sessions. That means, the boundaries were adjusted to match with
the nearest start or end of a recording session respectively. The result are three blocks of face images, where the
start and end of each block coincides with the start and end of a recording session. This was done to ensure that
parts of one recording session would not be part of two different blocks. The timestamps of the start and end of
each block of face images are then used to separate the keystroke data in blocks. As a result, the time-frame of
a block of keystroke data is the same as the time-frame of the correlating block of face images. This resulted in
three blocks of data for each data-set, where the blocks are separated by the start and end of a recording sessions.
For face recognition, an image from the first five images of each block was selected as a reference for each
subject. The selection of the picture was based on pose and overall quality. One of the two remaining blocks
was then used for the genuine test. Each block was selected as a reference once, and then compared to another
block of the same data-set as a genuine test. Therefore, three genuine tests were performed per data-set. After
that, each block of the other data-sets was compared to that reference as an imposter test. This made it possible
to conduct a total of 14∗3 = 42 genuine tests and 42∗39 = 1638 imposter tests.
Performance metrics: in order to evaluate the performance of the algorithms discussed in this work, the
following metrics where used:
• Imposter Detection Rate (IDR): the rate of the successfully detected imposters.
• Average Number of False Rejections (ANFR): the ANFR indicates how many times the genuine user was
falsely logged out during a session of a fixed period.
• Average Number of Genuine Actions (ANGA): the ANGA records how many actions a genuine user was
able to perform on average before being falsely rejected by the system.
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• Average Number of Imposter Actions (ANIA): the ANIA describes how many actions an imposter was able
to perform before being detected and logged off by the system. Note that only the number of actions
leading to the first detection and log off were recorded.
For keystroke dynamics, an action is a keystroke. For face recognition, an action is a face recognition com-
parison on an image taken by webcam. Consequently, it is easy to calculate the time the system needs to detect
an imposter or the interval of false rejections from the ANIA/ANGA of the face recognition system. In order
to compare these metrics more clearly, the average of the IDR, ANFR, ANIA, and ANGA over the users were
calculated.
7.2.5 Results
Figure 7.2 shows an example of the development of the trust value over the number of actions for a genuine and
an imposter user respectively based on face recognition. An action in this case is the periodical comparison of the
probe to the reference. Thus, this can also be seen as a development over time as such comparison is performed
every minute. Figure 7.3 presents an example of the development of the trust value over the number of actions
for an imposter user and a genuine user based on keystroke dynamics. An action in this case is the input of a
keystroke.
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Figure 7.2: an example of the trust value development based on face recognition over actions (time) for an im-
poster user and a genuine user.
An example of the trust value development over a working session based on the fusion approach is shown in
Figure 7.4. Both the periodical comparison of the face recognition probe to the face recognition reference and the
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Figure 7.3: an example of the trust value development base don keystroke dynamics over actions for an imposter
user and a genuine user.
input of a keystroke are each considered to be an action, in order to monitor the development of the trust value.
The three examples shown in Figures 7.2, 7.3, and 7.4 belong to the same user and the same working session.
The achieved performances of the fused solution is compared to these of face recognition and keystroke dy-
namics recognition in Figure 7.5. Two separate comparisons are presented because the definition of an "action"
differs between the face recognition subsystem and the keystroke dynamics subsystem. When compared to the
uni-modal face recognition system the fusion system performs better in the metrics ANFR and ANGA, while
performing worse in the metrics IDR and ANIA, as seen in Figure 7.5. A similar pattern is noticed when com-
paring the fused solution to the uni-modal keystroke dynamics subsystem as seen in Figure 7.5. The results and
the experiment procedure pointed out a number of challenges facing the design of such a system under realistic
conditions. These challenges can be listed as follows:
• A large number of parameters are involved in designing such a system, tuning these parameters and mea-
suring their effect on the performance is neither a direct, nor a trivial task. More effort should be made on
creating direct links between these parameters and the operational requirements.
• A clear set of operational requirements have to be defined by the users or system integrators so it can be
linked to the parametrization. This is clear for conventional verification systems, where simple error rates
limits are specified (FAR and FRR). However, this is not the case in an asynchronous multi-biometric
continuous authentication. This is still an open issue for future work.
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Figure 7.4: an example of the trust value development based on the fused system over actions for an imposter
user and a genuine user.
• Enrollment data for keystroke dynamics, as with other behavioral biometrics, is usually limited in compar-
ison to the range of behavioral variations. For some users in the experiments of this work, there were very
limited keystroke activities in very long periods, which affected the enrollment performance.
• Enrollment quality variation between users causes the system to behave differently with different users.
To achieve a common set of security requirements, the quality of the enrollment has to be measurable and
considered in the parametrization of the fusion system.
• By creating a realistic database with minimum restrictions, this work pointed out the challenging nature of
the problem. A major step to tackle these challenges is to collect a larger, and more diverse, realistic data
that enables deeper analysis of the problem.
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Figure 7.5: achieved performance comparison between the fused solution and the single modality solutions.
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7.3 Practical view on face presentation attack detection
Face recognition is one of the most socially accepted forms of biometric recognition. The recent availability
of very accurate and efficient face recognition algorithms leaves the vulnerability to presentation attacks as the
major challenge to face recognition solutions. Previous works have shown high preforming presentation attack
detection (PAD) solutions under controlled evaluation scenarios. This section tries to analyze the practical use
of PAD by investigating the more realistic scenario of cross-database evaluation and presenting a state-of-the-art
performance comparison. The section also investigated the relation between the video duration and the PAD
performance. This is done along with presenting an optical flow based approach that proves to outperform state-
of-the-art solutions in most experiment settings.
7.3.1 Related work
Previous PAD works focused mainly on approaches based on texture and motion analysis of a 2D digital image.
Texture based methods, such as the ones proposed in [CAM12] and [MHP11], take into consideration the differ-
ent surface properties of human skin compared to a printed photo or electronic display. These differences reflect
the information loss in those images, which in turns manifests itself in shape and detail loss. The employed tech-
niques extract biometric features from single images captured with a dedicated camera. There are two essential
feature extraction mechanisms to be distinguished, first, is Fourier transforming the 2D image into frequency do-
main and the second is applying the local binary pattern (LBP) operator. Frequency analysis, however, has been
proven more error prone to images displayed on electronic screens in comparison to LBP. LBP based solutions
show an overall half-total error rate (HTER) of 13.97% using the REPLAY-ATTACK database in combination
with a support vector machine (SVM) classifier [CAM12].
Motion based approaches focus on the transition between consecutive images and thus rely on a frame se-
quence (video) in contrast to a single image. These techniques usually depend either on optical flow (as in [BLLJ09])
or feature comparison between frames (as in [AM11]) in order to detect specific movement patterns of a particu-
lar face part. These movements can be within the region of the eyes (as in [kJuJhY06]), the lips (as in [KFFB07]),
or even the whole head. Some of these approaches require user collaboration, while others are completely non-
intrusive. Focusing on optical flow based methods, Bao et al. ( [BLLJ09]) exploited the fact that a planar object
(a photograph) has a substantially different motion pattern compared to a 3D object (a real human face). That
being said, it was demonstrated that such a system would be hard to spoof by a 2D image.
More recently, the approach proposed in [BDVS13] utilizes a histogram of oriented optical flow (HOOF)
feature extraction technique, which in turns was initially introduced in [CRHV09]. Bharadwaj et al. report
reaching a HTER of 1.25% using the REPLAY-ATTACK database in combination with principal component
analysis (PCA) dimensionality reduction and linear discriminant analysis (LDA) as a means for classification
[BDVS13]. However, as the authors of [WHJ15] recognized, the above mentioned application needs 230 frames
in order to construct the descriptor (feature vector), which is consequently to be passed to the classifier. This
circumstance renders the system not as user friendly and suitable for real-life scenarios.
7.3.2 Databases
As mentioned earlier, the presented solution is tested on multiple databases: the REPLAY-ATTACK [CAM12],
the MSU-MFSD [WHJ15], and the CASIA-FASD [ZYL∗12]. Each of these data-sets includes subsets for train-
ing and testing to evaluate the algorithm performance. These databases are used to evaluate intra and inter
database performance.
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The REPLAY-ATTACK database includes 1200 videos divided into three groups: 360 for training, 480 for
testing, and another 360 used for threshold estimation. There were 50 identities involved in the recording process
under two different lightning conditions: controlled (artificial lightning) and adverse (natural daylight). All the
video clips were taken using the built-in camera of a 13′′ Apple MacBook laptop with a resolution of 320 by 240
pixels at 25 frames per second and of 15 seconds (375 frames) each.
The spoofing attack videos can be in turn divided into two parts: in the first, the subjects display hard copies
of high-resolution digital photographs printed on a plain A4 paper (photos taken using a 12.1 megapixel Canon
PowerShot SX150 IS camera and printed using a Triumph-Adler DCC 2520 color laser printer). The second
type of attack has the subjects displaying photos and videos taken with the aforementioned camera using an iPad
screen with a resolution of 1024 by 768 as well as photos and videos taken with the 3.1 megapixel camera of
an iPhone 3GS using its own screen. Each attack video is captured for about 10 seconds in two different attack
modes: hand-based and fixed-support.
The MSU-MFSD database takes a similar approach as the REPLAY-ATTACK database but claims to generate
better quality data using more advanced technology. It provides 280 recordings (only 280 are made publicly
available out of 440) of 55 subject with 70 genuine and 210 spoofing attacks. The videos are taken with the built-
in camera of a 13′′ Apple MacBook Air laptop with a resolution of 640 by 480 pixels at 20 frames per second
and of 10 seconds each as well as with the front-facing camera of a Google Nexus 5 device with a resolution
of 720 by 480 pixels at 30 frames per second and of 15 seconds each. Thus, data is gathered with the aid of a
mobile phone as well, simulating the application of mobile phone unlock.
The spoofing attempt videos can be divided again in two subsets. The first subset has subjects displaying hard
copies of high-resolution digital photographs printed on plain A3 paper (photos taken using a Canon 550D SLR
camera with a resolution of 5184 by 3456 pixels and printed using an HP Color Laserjet CP6015xh printer with
a dots per inch of 1200 by 600). In the second subset, the subjects display high-definition videos taken with
the aforementioned camera with a resolution of 1920 by 1088 pixels using an iPad Air screen as well as high-
definition videos taken with the back-facing camera of an iPhone 5S with a resolution of 1920 by 1080 pixels
using its own screen.
The CASIA-FASD database contains a set of 600 videos of 50 subjects, 150 videos of genuine faces and 450
of fake ones. The videos were captured with three different cameras. Two USB cameras with a resolution of 480
by 640 pixels. One of the USB cameras is brand new and the other is used for a long time to consider that long
time usage degrades the image quality. The third camera is a higher definition Sony NEX-5.
What distinguishes the latter database from the former ones, is that the subjects are required to exhibit blinking
behavior rather than keeping still during recording. As for the spoofing attempt videos, they could be divided
into three categories. First, the subjects display the high-resolution genuine videos taken with the aforementioned
Sony NEX-5 camera with a resolution of 1280 by 720 pixels using an iPad screen. The second has the subjects
display hard copies of high-resolution digital photographs printed on copper sheets. While doing so, the attackers
deliberately warp the photos, simulating a facial motion. In a similar scenario, the third attack has the subjects
holding the photographs are now not warping them, but are rather required to exhibit blinking behavior through
a cut off region on the photo. A variation of this spoofing technique is also utilized where the blinking process is
simulated by moving an intact photo placed tightly behind a photo with a cut off eye region.
7.3.3 Methodology
The process of detecting presentation attacks is a typical binary classification problem. The motion-based ap-
proach used in this work can be summarized in the following steps. First, face detection is performed as most of
the relevant information can be extracted from the area of the face and its close borders. Face detection followed
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FlowmapFrame Sequence
Figure 7.6: feature vector computation
the approach presented by Viola and Jones [VJ01]. Next, the optical flow map of the detected region of interest
is calculated as described in [Far03]. Based on the dense optical flow map, a feature vector is calculated as
explained in the next paragraphs.
Since the optical flow is based on the absolute pixel movement across consecutive frames, at least two frames
are needed in order to begin further computation. However, the two frames needed to generate an optical flow map
are not successive, since working at 20-30 frames per second does not guarantee a measurable pixel movement
between consecutive frames. For this reason every second frame is skipped.
At each frame, face detection is conducted. The detected region of interest is rescaled to include a background
area bordering the face. This area is important based on the assumption that the relative movement between the
face and the background can be different between real and attack videos. To reduce the impact of different light-
ning conditions and standardize the feature vector calculation, histogram equalization and gray scale conversion
were performed on the whole frame as well as rescaling the region of interest to 160x160 pixels. Detected faces
in consecutive frames are neglected if their regions have an overlap value under 50%. This is done to avoid false
face detections and in a more realistic scenario, a detection of a false face.
The optical flow is calculated between a pair of frames (skipping one frame in between) resulting in a flow
map. The map is then divided into 24x24 pixel sized overlapping blocks grid (5 pixels overlap). To quantify the
flows in each block, a histogram of all the enclosed optical flow vectors was created based on their directions. A
histogram of 8 bins is used, where each bin including an optical flow direction range of 45◦ (0◦−45◦, 45◦−90◦,
etc.). The values of the histogram are normalized (sum of histogram bins equal one). The histograms of all
blocks are concatenated to form the feature vector (descriptor) representing the two frames. Figure 7.6 presents
an overview of the feature vector calculation process.
In the following section, these feature vectors are used in three forms. First, as a single feature vector and is
noted by F-single. Second, as a concatenated set of three consecutive (over time) vectors referred to here as F-
triple. And finally, as a fused feature vector using feature values mean rule fusion for the set of three consecutive
(over time) vectors, which is noted here by F-mean.
An AdaBoost classifier [SS99] is trained (for each experiment setting and each type of feature vector) to
classify the vector into real or attack. AdaBoost classification was chosen to focus on more informative features in
a pool of features that might contain many indistinctive elements. The classification returns a decision confidence
measure based on the AdaBoost weak classifiers results, this confidence value is referred to here as the score.
Score-level fusion was used to create a unified decision for longer portions of videos (videos that can create
more than one feature vector). Simple combination fusion rules are used including the mean rule and the max
rule [JNR05], noted here by S-max and S-mean respectively.
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7.3.4 Experimental setup
The features vectors are created in three different approaches as described in Section 7.3.3. These feature vectors
are calculated for the training data of each of the three used databases REPLAY-ATTACK, CASIA-FASD, and
MSU-MFSD. For each database and feature vector type, an AdaBoost classifier is trained.
Cross-database evaluation was performed to simulate a more realistic PAD scenario. This is done as the PAD
system in real use scenario is supposed to deal with varying video quality and different attack scenarios (unknown
conditions). In the following, the experiments will be noted by the database used for training and the database
used for testing, e.g. REPLAY-CASIA refers to an experiment setting where the REPLAY-ATTACK database
was used for training and the CASIA-FASD database was used for testing. Evaluation within each single database
was also conducted.
Previous works reported results of PAD assuming a single real/attack decision per video. In real applications,
the time required to acquire such a decision is critical for the usability of a face biometric solution. Therefore,
evaluation was also conducted on single descriptor performance. This results on evaluation of video segments
of 3 frames (F-single) or 7 frames (F-triple and F-mean). An analysis of the performance improvement over the
length of the video is also conducted and discussed in the next section 7.3.5.
Different evaluation metrics were used to be able to perform a comparison with the biggest possible number
of previous works. Evaluation results are provided here as equal error rate (EER) and HTER values. Achieved
true positive rate (TPR) values at fixed false positive rate (FPR) is also presented, true positive being a correctly
classified presentation attack and a false positive is a bona fide presentation falsely classified as an attack. The
FPR rates corresponds to the bona fide presentation classification error rate (BPCER) an the TPR corresponds
to the complement of the attack presentation classification error rate (1-APCER). Both the BPCER and APCER
were recently described in the ISO/IEC DIS 30107-3 [Int17]. Evaluation results are also shown as receiver
operating characteristic (ROC) curves to view the tradeoff between the TPR and FPR for different thresholds.
Here, the FPR and TPR are used as the conventional metrics in general binary classification problems, just as
PAD. FPR and TPR can be viewed as a duplicate of FAR and TAR metrics more common in describing the
verification performance of biometric systems (see Section 2.3.1). The evaluation of the proposed solution is
consedered at the the PAD subsystem level as described in PAD subsystem as described in the standard ISO/IEC
DIS 30107-3 [Int17].
The EER value is the common false negative rate (FNR) and FPR value at the threshold that makes both values
equal. The HTER is the average value of the FPR and FNR at a certain decision threshold. The decision threshold
utilized here is the threshold that produces the EER. The threshold value is obtained from the development
database (not testing or training). In the experiment settings where the database did not contain a development
set, the testing set was divided into subsets and the calculation of the threshold and HTER followed a cross
validation approach. In these scenarios, the reported HTER value is the average value over these subsets.
7.3.5 Results
Figure 7.7a presents the ROC curves achieved by different experiment settings on the intra-database evaluation
of the REPLAY-ATTACK database. It is clear that the decisions made over whole videos are more accurate than
decisions made based on small part of the video (per descriptor, 3 or 7 frames). From these decisions based on
single descriptor, concatenating three descriptors achieved better results than fusing them into a single vector
using the mean rule. The performance based on whole videos seems to improve when using the score fusion
mean rule, and as expected, when using fused information per descriptor (F-triple or F-mean).
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The ROC curves achieved by the "F-triple" (selected as one of the best performing approaches) approach on
different experiment settings are shown in Figure 7.7b, these results considered decisions made per descriptors
(small portions of videos). The performance degradation is clear when performing cross-database evaluation.
However, the cross-database performance improves when considering whole videos with score-level fusion as
shown by the "F-triple: S-mean" approach in Figure 7.7c.
The required time to make a confident PAD decision is important for the usability of face recognition systems.
Figure 7.7d presents the development of the PAD performance over the duration of the video. The results are
shown for intra-database experiments on the "F-triple: S-mean" approach. It is clear that the performance im-
proves rapidly during the first two seconds as a result of the score-fusion. One can notice that the performance
reaches a saturation point after the first 3 seconds of a video sequence. The saturation duration is very similar for
the three different databases.
Table 7.2 presents a wide comparison between the proposed approaches and the state-of-the-art works under
different experiment scenarios. Different performance metrics were used to enable a wide range of comparison
with published works. One can notice that the proposed approaches outperformed the state-of-the-art in most
experiment settings, they were only outperformed significantly by the work of Wen et al. [WHJ15] when testing
over the MSU-MFSD database (small improvement when testing on the CASIA-FASD database).
The authors of [BDVS13] showed that combining the HOOF feature with motion magnification achieved the
best performance on the REPLAY-ATTACK database (HTER = 1.25%). However, motion magnification, cannot
reach the reported performance without accumulating a large number of video frames (>200 frames), making
these methods unsuitable for near real-time response [WHJ15].
From Table 7.2, one can notice the expected performance boost when considering whole videos. However,
the performance does not always improve when using feature-level fusion (F-triple or F-mean). The score-level
fusion mean rule usually outperforms the max rule as it has less focus on outlier scores.
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Figure 7.7: (7.7a) ROC curves achieved by different experiment settings trained and tested on REPLAY-ATTACK
(7.7b) ROC curves achieved by the "F-triple" approach on intra- and cross-database evaluation. One
classification decision per descriptor (3 or 7 frames). (7.7c) ROC curves achieved by the "F-triple: S-
mean" approach on intra- and cross-database evaluation. One classification decision per video. (7.7d)
The performance (represented by the EER) development at different video lengths (time). Evaluation
on intra-database settings using the "F-triple: S-mean" approach.
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7 Miscellaneous multi-biometric processes
7.4 Face Reference from video: key-face selection and feature-level
fusion
Face recognition from video in uncontrolled environments is an active research field that received a growing at-
tention recently. This was mainly driven by the wide range of applications and the availability of large databases.
This section presents an approach to create a robust and discriminant reference face model from video enroll-
ment data. The work focuses on two issues, first is the key-faces selection from video sequences. The second is
the feature-level fusion of the key-faces templates. The proposed fusion approaches focus on inducing subject
specific feature weighting in the reference face model. Quality based sample weighting is also considered in the
fusion process. The proposed approach is evaluated under different sittings on the YouTube Faces database and
the performance gained by the proposed approach is shown in the form of EER values and ROC curves.
7.4.1 Related work
Some works dealing with uncontrolled face recognition used hand crafted image features such as SIFT [Low04]
and LBP [OPH96]. Higher performances were obtained by combining more than one of these methods [WHT10].
The face recognition technology changed its focus from feature based approaches into appearance based holistic
methodologies. Some of the well-studied techniques are the PCA [BHK97] and the LDA [LPV03a].
In an effort to build face verification algorithms that are more robust to variations in facial appearances than
traditional holistic approaches, researchers proposed the use of local appearance based face recognition. An
example of such a method is the block based discrete cosine transform (DCT) that was shown to outperform
similar holistic appearance based approaches [ES05]. Following the advances in local appearance based face
recognition, Fratric and Ribaric proposed the use of LBLDA [FR11] that will be discussed in more details in the
following section.
As solutions based on deep learning recently dominated computer vision solutions, face recognition based on
deep structures emerged with superior performances. Such a solution uses convolutional neural networks (CNN)
feature extraction by combining a number of linear and non-linear operators. A representative example of such
works is the DeepFace solution [TYRW14]. DeepFace utilizes a number of CNNs and a face alignment solution
to bring the faces to a canonical pose using a 3D model. Further works by Sun et al. presented even better
performing, CNN-based, face recognition solutions [SCWT14, SWT14].
The availability of large and suitable databases and evaluation protocols drove the advances in the field of
uncontrolled face recognition. The main database used for such purposes is the labeled faces in the wild database
(LFW) [HMBLM08]. More recently, a database with a similar structure was published with video sequences
instead of images. This database, the YouTube Faces Database [WHM11], provides the opportunity to perform
video recognition from video and multiple face fusion.
The need for a highly performing and robust on-the-fly face recognition for surveillance and access control
applications drove the interest in face recognition from video. The availability of the YouTube Faces database
allowed many researchers to develop innovative solutions for this problem. Wolf et al. presented the YouTube
Faces database with a benchmark that compares a number of the available approaches and presented the match
background similarity measure [WHM11]. Later on, Wolf and Levy presented an upgraded solution based on the
SVM-minus classification [WL13].
In an effort to develop a pose variant face verification solution, Li et al. [LHL∗13] proposed a probabilistic
elastic method for face recognition. The proposed approach was applied and evaluated on face recognition
from video task with satisfying results achieved. An approach using a local spatial-temporal descriptor based
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Figure 7.8: overview of the proposed face reference from video creation process and the overall face video com-
parison system.
on structured ordinal features was presented by Mendez-Vazquez et al. [VMC13] also aiming at improving the
state-of-the-art in video face recognition. Dealing with the same problem, Cui et al. [CLX∗13] tried to develop
an alignment invariant solution based on regional spatial-temporal face descriptors.
Creating a face model from multiple face captures is performed by information fusion. Multi-biometric fusion
combines biometric information from multiple sources taking in consideration certain weights that affect each
source influence on the fused decision. The fusion process can be done on different levels such as, data [GBP04],
feature [RDRK11], score [WTJ03], and decision levels [PJ01]. Multi-biometric sources can be classified into
two broad groups, multi-modal biometrics and uni-modal multi-biometrics. The fusion process in multi-modal
biometrics usually uses performance measures for source weighting such as the EER [CSN10]. Uni-modal multi-
biometrics can be a result of multiple sensors, multiple algorithms, multiple samples, or multiple captures. In
most cases of uni-modal multi-biometric systems, the fusion process is carried out on the data level [HST07] or
on the feature level [PDC09].
7.4.2 Methodology
This section presents the proposed approach to create a robust reference for 2D-face images. This includes feature
extraction and the proposed key-face selection and feature-level fusion approaches. The face video comparison
process followed in this work is also discussed. Figure 7.8 presents an overview of the overall process.
Feature extraction: the features extracted from face images was based on the LBLDA initially proposed for
face recognition solutions by Fratric and Ribaric [FR11]. To explain the functionality of LBLDA algorithm, one
must start by explaining the LDA algorithm.
LDA is a machine learning method used to find a linear combination of features in order to separate one or more
classes. This technique was often used as an appearance-based method in image-based biometrics, especially in
face recognition [LPV03a]. The LDA algorithm deals with an image as a vector with the pixel values of the
image as its elements. This algorithm transforms the images (vectors) into a space in which the between-class
variance is maximized and the variance within classes is minimized.
The conventional LDA algorithm faces a computational problem when dealing with high dimensional feature
vectors (i.e. number of pixels in an image) while having a relatively small number of classes as well as a
low number of images per class. This was usually solved by using a dimensionality reduction technique such
107
7 Miscellaneous multi-biometric processes
as PCA [BHK97] or less conservative variations of the LDA algorithm such as the regularized discriminant
analysis [LPV03b].
The LBLDA algorithm aims to combine the characteristics of appearance-based and local feature extraction
methods. This is achieved by initially dividing the image into a set of overlapping sub regions. This division is
performed using a sliding window over the image. This sliding window can be specified by size and step size to
achieve different scales of sub regions and different degrees of overlap between these regions.
This work aims to deal with images taken under uncontrolled environment, as well as, being computationally
efficient. Therefore, binary features (LBLDA) were chosen to be used. Binary features are believed to provide
a higher level of measurements which offers robustness to image variations [FR11]. Moreover, binary features
give the chance to perform faster and more efficient calculations.
Key-faces selection: to create a reliable face reference, a number of key-faces must be chosen from the enroll-
ment video. These face images should be of a good quality and should represent the biometric face properties
robustly and distinctively. In the following we propose three different criteria for key-face selection.
1. Face selection by entropy: entropy is a measure of the information content in data. Entropy is usually used
as a measure of image quality [TLM08]. Based on that, one of the proposed approaches for key-faces selection
is to choose the face images with higher entropy, i.e. higher quality and information content. The entropy of
a face image I is calculated here by summing up the entropy of each of the three channels of the image. The
entropy of each image channel is the sum of all pixel values probability (p(i)) multiplied by the second log2 of
these probabilities. The probability of a pixel value (p(i)) is obtained by calculating a normalized histogram of
the possible pixel values (here, i = {1, . . . ,28}). The entropy of a 3-channel, 8-bit image can be formulated as
E(I) =−
C=3
∑
C=1
i=28
∑
i=1
p(i) log2 (p(i)). (7.4)
The entropy values of all the faces detected in the video sequence of a subject are calculated. The faces with
the highest entropy are chosen to represent the face of the subject. Figure 7.9a presents examples of face images
with relatively high and low entropy.
2. Face selection by detection confidence: face detection in this work was based on a multi-scale sliding
window approach. In this approach, a window moves over the search image with a certain step size and with
different scales. At each position and scale the area covered by the window is classified into a face (positive)
or a non-face (negative) area. This process followed the method presented by viola and Jones [VJ01], which
used a cascaded series of AdaBoost classifiers to classify each sub-image into a face or non-face based on the
extracted Haar-like features. The detection decision is insensitive to small changes in scale and transition of the
sliding window, and thus, multiple detections usually occur around a detected face. These multiple detections
are usually grouped to form the main face detection.
The number of detections grouped to from each final face detection is considered as the confidence of the
detections [ZHHD16]. As the detector is trained on frontal faces, this confidence can be interpenetrated as a
confidence of the face being frontal. The relative frontal face detection confidence between different video frames
of one subject indicates the quality of the face image (less occlusion, frontal pose, and better illumination) and
thus, faces with the highest detection confidence are considered as key-faces. Examples of faces with relative
high detection confidence and low detection confidence are shown in Figure 7.9b. One can notice that the faces
with high detection confidence tend to be more frontal and thus may contain more stable information.
3. Face selection of most different faces: one of the biggest influences on face recognition performance is the
inter-variations in face appearance (of one subject) due to the changes in face expressions or the movements of
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(a) (b) (c)
Figure 7.9: selected samples from the YouTube Faces database [WHM11] (a) Face samples with low (top) and
high (bottom) entropy. (b) Face sample with low (top) and high (bottom) detection confidence. (c)
Face samples of same subject with high difference (within one video).
the face. This face selection technique tries to find the most different faces of the subject of interest in a video
sequence. This selection will be used later to minimize the effect of the face features that are not stable between
these images, and thus focus more on the stable face features. The similarity measure considered to choose the
most difference faces is based on the LBLDA approach discussed in Section 7.4.2. The key-face selection of
different faces is performed as described in Algorithm 7.4.2.1.
Algorithm 7.4.2.1 select key-faces: most different faces
Given a set of faces F of one subject detected in different frames of a video, F = { f1, . . . , fN}. Select a set of
key-faces S that contains K faces as follows:
Initialize: select first key-face randomly and add it to the list S
for i = 1 to K do
select fn from F so that it maximizes
max∑∀ fk∈S DitanceLBLDA( fk, fn)
add the selected face fn to the key-faces S
end for
An example of the most different faces of a subject from one video are shown in Figure 7.9c. These images
show the peak difference between the face expressions of a certain subject, such as open and closed mouth or
eyes. To benchmark the presented face selection approaches, key-faces were also selected randomly from the
reference videos.
Feature-level fusion: feature-level fusion aims at creating a single feature reference vector out of the feature
vectors extracted from the key-faces images. The fusion process is performed in order to create a more stable
and robust representation of the subjects face. This is achieved by disregarding any irregularities that may occur
in certain face images, and are not stable across the set of key-faces.
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Given a set of key-face images X where X = {x1,x2, . . . ,xN} of one subject. Each image xn can be represented
as a binary vector Bn using the LBLDA approach. A binary vector Bn contains K binary values that represent the
face image xn, Bn = {b1n,b2n, . . . ,bKn }. A binary feature bkn can take one of two values {−1,1}. The task of the
feature-level fusion is to create informative and discriminant reference feature vector R that represents the face of
the subject in the key-face images set X . The vector R is created by combining the set of binary feature vectors
SB of the selected key-faces, SB = {B1,B2, . . . ,BN}.
Three main fusion approaches were presented and evaluated in this work. First is the binary voting that pro-
duces a binary reference feature vector out of a set of key-faces. The second and the third discussed approaches
considered the stability of each feature across the key-faces. This stability is represented by the value given to
the feature. This value acts like a personalized (related to the subject) weighting of each of the elements of the
fused reference feature vector. The second and the third fusing approaches are referred to in the following as the
voting fusion and discriminant voting Fusion.
1. Binary voting: given a set of binary vectors that corresponds to a set of key-face images, binary voting
combines these vectors and produces a fused reference binary vector. Any element rk of the fused binary vector
R = {r1,r2, . . . ,rK} can be given by
rk =
{
1 i f ∑Nn=1 bkn >= 0
−1 i f ∑Nn=1 bkn < 0
. (7.5)
Each of the binary elements in the resulted fused reference represent the most stable binary case of this element
across the vectors extracted from the key-faces.
2. Voting: using this approach, the element sign in the fused reference vector is determined such as in binary
voting. However, the values of the fused features are not binary and they depend on the stability of these features
within the set of the subject key-faces.
rk =

∑∀n ,bkn>=0
bkn
N i f ∑
N
n=1 b
k
n >= 0
∑∀n ,bkn<0
bkn
N i f ∑
N
n=1 b
k
n < 0
. (7.6)
This approach integrates personalized feature weighting by assigning higher value to the reference elements
that are more stable across the binary feature vectors of the key-faces.
Inducing weighting on the sample level is assumed to improve the performance by regulating the relative effect
of the different key-faces based on their quality. Quality measures and weighting approaches used are discussed
later in Section 7.4.2. The voting approach with sample weighting produces the fused reference vector element
rk as follows
rk =

∑∀n ,bkn>=0
wn∗bkn
N i f ∑
N
n=1 b
k
n >= 0
∑∀n ,bkn<0
wn∗bkn
N i f ∑
N
n=1 b
k
n < 0
, (7.7)
where wn is the relative weight of the sample (key-face) xn.
3. Discriminant voting: just as in voting, the signs of the resulted fused reference elements are decided by the
corresponding elements of the fused binary vectors. However, the effective value of the fused elements, which
corresponds to their weight, are calculated differently. The fused elements here are calculated as follows
rk =
∑Nn=1 bkn
N
. (7.8)
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This approach insures lower weight for unstable features when compared to the previously discussed voting
approach. Here, the stable and unstable feature elements are more discriminant and the difference between their
values is larger.
Sample weighting can be also induced on discriminant voting. By introducing sample weights wn, equation
7.8 can be rewritten as
rk =
∑Nn=1 wn ∗bkn
N
. (7.9)
Weighting: relative weights are assigned to each key-face image to control its effect on the final fused reference
vector. The weights are calculated based on the quality measures of the detected face images. In this work,
the entropy of the image (as in Equation 7.4) and the face detection confidence are considered as the quality
measures. The weight of each image wn is then used when fusing the feature vectors of different images such as
in Equations 7.7 and 7.9.
The relative weight of an image xn within the set of key-face images X based on the entropy is calculated as
wen =
E(xn)
∑Ni=1 E(xi)
. (7.10)
When taking the detection confidence as the base quality measure, the relative weight of the image xn is
formulated as
wdcn =
DC(xn)
∑Ni=1 DC(xi)
, (7.11)
where DC(xn) is the detection confidence of the face in image xn and is represented by the number of neighbors
forming the final merged detection.
Comparison: comparing a face image to a subject reference (result of the feature fusion) results in a similarity
score that indicates the degree in which the face image belongs to the subject of interest. Given a binary vector
B extracted from a face image by LBLDA and the fused reference vector R calculated as described in Section
7.4.2, the similarity score S can be calculated as
S(R,B) =
∑∀k,sgn(bk)=sgn(rk) |rk|
K
, (7.12)
where the vectors R and B are of the length K.
7.4.3 Experimental setup
The development and evaluation of the proposed solution were performed using the YouTube faces database
[WHM11]. This database provides the opportunity of simulating the realistic use case scenario by having uncon-
trolled face images in different situations, as well as providing the ability to perform face in video recognition
using multiple face fusion.
The database was split into ten folds to perform cross validation, each split contained 250 genuine and 250
imposter comparison pairs. In each step of cross validation, nine of the folds are used for training while the last
fold is used for evaluation. The results achieved are presented as EER and ROC curves, both as average over the
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ten folds. The ROC is produced by calculating the false acceptance rate (FAR) and the false rejection rate (FRR)
at each possible threshold value that separates genuine and imposter users.
The experiments were split into four parts based on the key-faces selection approach used (selection by entropy,
detection confidence, most different faces, and random selection). For each of the four cases, eight different
approaches were used to create a face reference out of the selected key-faces (ten faces in the reported experiment
results).
The first of the eight approaches to create a reference is implemented to benchmark the results. This approach,
noted as No Fusion, uses only one key-face (top entropy, detection confidence, or random) and thus does not
depend on feature-level fusion. The other approaches for the creation of face reference from video are based
on the feature fusion techniques discussed in Section 7.4.2 and the sample weighting techniques presented in
Section 7.4.2. These approaches are binary voting, voting, entropy weighted voting, detection weighted voting,
discriminant voting, entropy weighted discriminant voting, and detection weighted discriminant voting.
The results are also evaluated with an NxM comparison where all faces from both paired videos are compared
to each other and a simple score-level fusion is applied to produce a final score. The results of this approach are
considered as a base benchmark for the other experiments to show the positive effect of the proposed feature-level
fusion, besides the clear efficiency advantage.
Each of the created references (one for each reference video) is compared to the paired video. The comparison
is done with every face (frame) in the paired video sequence. The comparison with all the frames of the video
resulted in a set of similarity scores for each video. These scores are then fused by simple combination rules. The
combination rules used in this experiment are maximum rule (max), minimum rule (min), median rule (median),
and mean rule (mean), which corresponds to the same performance as the sum rule. The combination of the
scores resulted in one fused score for each video-video comparison.
7.4.4 Results
Tables 7.3, 7.4, 7.5, and 7.6 presents the EER achieved by the four different key-faces selection approaches, the
eight different reference creation approaches, and the different score fusion rules. The results are also shown for
the cross video N×M comparison, where all the frames from both videos are compared to each other and then
fused with simple fusion rules. It can be noticed that the results produced by references created by feature-level
fusion of key-faces are generally better than the performance of references produced by only one face image (No
Fusion).
In general, fusing by voting and discriminant voting scored lower EER values when compared to the binary
voting, this can be explained by the personalized feature weighting induced by these fusion approaches. Detection
weighted discriminant voting scored best EER values when applied on key-faces selected by entropy. However,
when faces are selected by detection confidence or by most different faces selection, the voting approach slightly
outperforms the other weighted voting and discriminant voting approaches. It must be mentioned that recent
works scored lower EER values on the same database [VMC13, CLX∗13, LHL∗13]. However, this work does
not aim at achieving the highest performance regarding video face recognition but focuses on proving the sanity
of creating face references by feature-level fusion that outperform references from a single capture and provide
a more efficient solution in the case of video face recognition.
Score-level fusion combination rules have obvious effect on the results when compared to considering only
one face from the video sequence, first face. Median and mean combination rules performed relatively better
than other combination rules. The best scored EER value was achieved by selecting key-faces by most different
faces selection, combining them on the feature-level by voting, and combining the resulting scores by the median
score combination rule. Selecting key-faces randomly scored comparable results when fused by median fusion
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rule. However, the degradation in the result with respect to other key-face selection approaches was clear in other
score fusion methods.
It must be noticed that using Feature-level fusion to create face references increases the efficiency of video
face recognition. While performing a cross video comparison requires N×M comparisons and a score fusion
process of the same number of scores, video face recognition based on the proposed feature-level fusion approach
requires only M comparisons and a score-level fusion process of M scores, given that N and M are the number
of frames in the reference and probe videos respectively.
No Fusion Binary Voting Voting Discrimin- ant
Voting
Entropy
Weighted Voting
Entropy
Weighted
Discriminant
Voting
Detection
Weighted
Voting
Detection
Weighted
Discriminant
Voting
NxM score
fusion
max 0.3392 0.3246 0.3256 0.3159 0.32 0.3153 0.3192 0.3150 0.309
min 0.3764 0.3624 0.3565 0.3604 0.3608 0.3599 0.3608 0.3519 0.390
median 0.3355 0.3233 0.3171 0.3182 0.3221 0.3182 0.3185 0.3153 0.316
mean 0.3384 0.3233 0.3203 0.319 0.32 0.3203 0.3208 0.3187 0.316
Table 7.3: face selection by entropy: EER values achieved.
No Fusion Binary Voting Voting Discrimin- ant
Voting
Entropy
Weighted Voting
Entropy
Weighted
Discriminant
Voting
Detection
Weighted
Voting
Detection
Weighted
Discriminant
Voting
NxM score
fusion
max 0.3355 0.3249 0.3164 0.3192 0.3225 0.3188 0.3208 0.32 0.309
min 0.372 0.3642 0.3517 0.3629 0.365 0.3619 0.3653 0.3619 0.390
median 0.3291 0.3192 0.3112 0.3143 0.3165 0.3148 0.3169 0.314 0.316
mean 0.3275 0.3225 0.314 0.3167 0.32 0.3166 0.3182 0.3159 0.316
Table 7.4: face selection by detection confidence: EER values achieved.
No Fusion Binary Voting Voting Discrimin- ant
Voting
Entropy
Weighted Voting
Entropy
Weighted
Discriminant
Voting
Detection
Weighted
Voting
Detection
Weighted
Discriminant
Voting
NxM score
fusion
max 0.3434 0.3218 0.3176 0.3211 0.3236 0.3223 0.3223 0.3185 0.309
min 0.3769 0.3656 0.359 0.3616 0.3632 0.3619 0.3645 0.3691 0.390
median 0.3332 0.3174 0.3086 0.3148 0.3172 0.3148 0.3187 0.3174 0.316
mean 0.3363 0.3208 0.3153 0.3187 0.3198 0.3182 0.3208 0.3187 0.316
Table 7.5: face selection of most different faces: EER values achieved.
The plot in Figure 7.10 presents ROC curves produced by different experiment settings. The ROC curves
show the clear advantage of feature-level fusion used to create a single reference vector from the reference video.
It also indicates the performance gained by the key-face selection method proposed with respect to selecting
key-faces randomly, under the same score-level fusion rule.
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No Fusion Binary Voting Voting Discrimin- ant
Voting
Entropy
Weighted Voting
Entropy
Weighted
Discriminant
Voting
Detection
Weighted
Voting
Detection
Weighted
Discriminant
Voting
NxM score
fusion
max 0.309 0.3616 0.3614 0.3611 0.3606 0.3616 0.3616 0.3611 0.309
min 0.3857 0.3725 0.3722 0.372 0.3737 0.3722 0.3717 0.3725 0.390
median 0.3153 0.3145 0.3163 0.3156 0.3150 0.3158 0.3151 0.3161 0.316
mean 0.3207 0.3662 0.3684 0.3679 0.3681 0.3684 0.3692 0.3687 0.316
Table 7.6: face selection randomly: EER values achieved.
Figure 7.10: comparison between ROC curves obtained with/without feature fusion and with different key-face
selection approaches.
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7.5 Summary
This chapter presented three miscellaneous multi-biometric processes that utilize multi-biometric fusion to en-
hance its performance and enable new application scenarios. At first, this chapter discussed continuous authen-
tication and presented a design of a multi-biometric, asynchronous, continuous authentication system. Later,
face PAD under realistic application scenario was studied as an essential step of any biometric system, including
multi-biometrics. Lastly, to enhance the accuracy and efficiency of face comparison between video sequences,
key-face selection and feature level fusion were discussed.
Interest in continuous authentication is increasing as a tool to secure working session in security-critical ap-
plications. As in the more conventional biometric systems, multi-biometrics is expected to add flexibility and
security to a continuous authentication system. This chapter presented a multi-biometrics continuous authenti-
cation that includes behavior (keystroke) and physical (face images) characteristics asynchronously. To develop
and evaluate the solution, a realistic database was collected for the considered scenario. A multi-biometric trust
model was designed to cope with the asynchronous nature induced by the different biometric characteristics.
Results presented a direct comparison between the fused continuous authentication solution and the single char-
acteristic solutions. This presented an answer to RQ8 by proposing an initial design for such a system and
proving that a similar solution can increase security and usability by reducing forced log-offs while maintaining
high imposter detection rates in comparison to uni-biometric solutions. This was concluded by stating a set of
challenges facing the development and deployment of such a system in realistic conditions.
In the second part of this chapter, vulnerability to presentation attacks was discussed as the main challenge
preventing face recognition solution form being the main tool of identity authentication in a large number of ap-
plications. A number of previous works discussed presentation attack detection solutions without considering the
capture period required to achieve confident decisions. Other works showed good performances in intra-database
evaluations but failed to do so in the more realistic cross-database tests. Section 7.3 presented a comparison of
the recent works considering cross-database presentation attack detection. An optical flow based approach that
utilizes different fusion techniques was suggested and proved to outperform the state-of-the-art results in most
experiment settings. The work also discussed the relation between achieving a confident presentation attack de-
tection decision and the required capture time. As an answer to RQ9, this chapter pointed out weak performance
points in the state-of-the-art algorithms when dealing with realistic scenarios. It also emphasized the role of
information fusion in enhancing the accuracy of such a system and commented on the capture period needed to
saturate the performance of such a fusion process.
Creating a face reference template from a video sequence captured in uncontrolled environment is essential
to enable efficient face comparisons in surveillance scenarios. Creating such a template requires the automatic
selection of diverse and representative captures of a subject face from a video sequence. It also requires a
dependable feature-level fusion approach to create this single template from the selected key-faces. The third
part of this chapter presented a novel approach for creating a 2D face reference model from video enrollment data.
The reference model created by the feature-level fusion aimed at being robust and discriminant by considering
the stability of features and inducing subject specific feature weights. The fusion process also considered sample
weighting of the key-face images to control their relative effect on the final model. Different approaches were
proposed to perform appropriate key-faces selection. The results were reported on the YouTube faces database
with clear advantage of the proposed fusion and key-face selection approach on the face recognition performance,
especially from the computational efficiency perspective. This proposed a response to RQ10 by suggesting the
use of face selection by selecting the most diverse faces along with a voting-based feature-level fusion, which
proved to outperform an exhaustive comparison under simple mean rule fusion.
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Previous chapters discussed the proposed solutions that aimed at enhancing different components of the multi-
biometric work-flow. The next chapter will conclude the thesis and provide a brief outlook on future work.
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After the detailed responses to the research questions (Section 1.2) in the previous chapters (3, 4, 5, 6, and 7),
this chapter presents a summarized conclusion of this thesis and an outlook for future research.
8.1 Conclusion
The use of multiple biometric sources within a unified frame, i.e. multi-biometrics, aims at circumventing the lim-
itations of single source biometrics and thus enabling a wider implementation of biometric technology. This work
presented advances in multi-biometrics by addressing different aspects of the multi-biometric system work-flow.
These aspects were, pre-fusion processes, optimizing the fusion process by source weighting and integrating sup-
plementary information, multi-biometric reference retrieval, and further processes that utilize and complement
multi-biometric fusion.
Within pre-fusion processes, two topics were tackled. First is the possibility of building a link between the
comparison score values and their induced performance through the normalization process. Here, as a response to
RQ1, Section 3.3 proposed modifications to three widely used normalization techniques by anchoring a certain
performance related point in the scores distributions. These performance anchored normalization approaches
aligned score distributions from different sources at this performance related point, which was chosen to be
the score threshold at the equal error operational point. This was proved to enhance the multi-biometric fusion
performance, e.g. by reducing the FRR at 0.01%FAR by 44% to 75% in different experiment settings when
moving from TanH normalization to the performance anchored PAN-TanH normalization.
The second pre-fusion topic dealt with missing data imputation in score-level multi-biometric fusion. In
Section 3.4, a response to RQ2 was drawn by stating the different performance responses to imputation methods
between the verification and identification operational scenarios. For example, the minimum imputation rule
achieved one of the highest identification performances while failing drastically in verification tasks. This pointed
out the fact that a multi-biometric system should be specifically designed to fit its operational scenario. A more
sophisticated solution was also proposed and tested in this work. These tests concluded that such a solution
performs well under both scenarios. However, it does not significantly improve the multi-biometric performance
in comparison to simpler imputation rules such as the mean rule.
Biometric source weighting is utilized to optimize the relative effect of the different biometric sources in
combination-based score-level multi-biometric systems. This work focused on two aspects of assigning these
weights. The first aspect is trying to define a weighting approach that captured both, the relative overall perfor-
mance of each source and its relative confidence. This confidence is formulated as a measure of definition (not
ambiguous) of the source decisions in error prone ranges. Such a weighting scheme was defined as a response to
RQ3 by combining a confidence measure and a performance measure represented by the EER. The confidence
measure was defined as the standard deviation of the score distributions in the overlap area, where both genuine
and imposter scores occur. The inclusion of this confidence measure through the proposed weight proved to
outperform state-of-the-art and baseline solutions by achieving higher multi-biometric accuracy.
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The second point of focus within multi-biometric source weighting was introduced by RQ4 and is concerned
with defining, and analyzing the effect, of a weighting scheme based on the relative identification performance of
each source. Identification performance is concerned with a probe relation to a large number of references (1:N
comparison). Therefore, a dynamic performance measures can be defined. Three main types of identification-
based weights were formulated based on the cumulative identification rate at a certain rank, the rapidity in which
the cumulative identification rate increase up to a certain rank, and the area above the CMC curve up to a certain
rank. Weights defined by the identification rate at certain ranks performed best under the verification scenario,
outperforming baseline solutions. Although performing well under the identification scenario, these weights
were consistently outperformed in this scenario by the ones defined by the rate of improvement in cumulative
identification rates.
As demonstrated in Figure 1.1, the fusion process can be supported by supplementary information to enhance
the overall system accuracy and robustness. This information can be derived from raw captures at an early stage
of the multi-biometric work-flow, which requires accessing and further processing of raw data. However, this
work focused on extracting supplementary information that can be derived from the comparison scores. Two
types of supplementary information are proposed and their effect on the system performance is analyzed. The
first type is based on the relation between comparison scores between different comparisons. This was based on
the assumption that a genuine score of a certain probe subject is relatively distanced from the set of a clustered
set of imposter scores produced by the same probe. The ratios of the later distances to the first distance (most
similar) is noted by neighbor distance ratios. These ratios were proposed as a response to RQ5 and were proven
to be discriminant between genuine and imposter comparisons. This type of supplementary information was
integrated within a classification-based fusion approach. An improved solution was also presented by integrating
biometric source weighting information in the NDR calculation process. This resulted in reducing the FRR by
half at low FAR (0.001%) in most experiment settings.
The relation between different scores provided by a number of multi-biometric sources in one comparison was
also discussed as a response to RQ6. Here, a hypothesis was made based on the assumption that the minority of
biometric sources pointing out a different decision than the majority, might have faulty conclusions and should
be given a relatively smaller role in the final fused decision. This was incorporated in a dynamic weighting
approach that also considers static weights. This did not only prove to enhance the multi-biometric performance,
but also maintain high accuracy when facing the more realistic scenario where some of the captured data could be
slightly noisy. EER values under different test scenarios were reduced by at least 45% as a result of introducing
coherence information.
Every biometric comparison requires access to the biometric reference database. Identification tasks, including
duplicate enrollment checks, require a large number of comparisons that grows linearly with the size of the
database. To enable a realistic response time for such tasks, database indexing approaches are utilized to limit
the search range in the database, and thus limit the number of required comparisons. Multi-biometric provides
the possibility of using richer information to achieve higher indexing performances, which leads to faster and
more accurate searches. In this context, this work responded to RQ7 by proposing a multi-biometric data retrieval
approach that can combine single-source biometric indexing structures in a configurable and optimizable manner.
This was performed by modifying the Borda count approach to be adaptable to sources of different performance
nature, as well as allowing a user induced tuning on the fusion performance. This was also supplemented by the
use of efficiently calculated approximated distances to enhance the retrieval performance while maintaining the
flexibility of rank-level fusion approaches. Beside the general enhancement of the performance, this approach
lead to a huge improvement in retrieval results in the critical cases where single sources supply low quality
candidate lists.
In addition to processes in the core of the typical multi-biometric system, miscellaneous ones were also dis-
cussed in this work. These processes utilize and complement the core components of multi-biometric systems.
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Three main points of focus were presented, the multi-biometric continuous authentication, face presentation
attack detection, and creating unified face references from video sequences. In the aspect of multi-biometric con-
tinuous authentication, this work responded to RQ8 by proposing an asynchronous fusion scheme that includes
comparisons of keystroke dynamics and regularly captured face images. These comparisons contributed to a join
trust value that can also trigger additional face captures. A realistic database was collected and an evaluation
on this data showed that using the proposed fusion model can reduce false forced log-offs while maintaining
high imposter detection rates. The design and implementation of the proposed solution concluded with a set of
challenges and future work aspects that still face the deployment of such a system in realistic scenarios.
As an essential miscellaneous process in a multi-biometric system, this work also discussed face presentation
attack detection. This was done by proposing a state-of-the-art solution based on analyzing the changes between
video frames. The achieved results were compared with the reported performances in the literature. In a response
to the RQ9, this work discussed realistic operational concerns. First by evaluating cross-database performance
and concluding that most of the current solutions are sensitive to deployment conditions (different database)
and defined this as an important focus point for future work. Feature and score-level fusion was also deployed
and proved to enhance the detection performance. The score-level fusion over the video sequence showed that
around 3 seconds of video capture is required to reach a saturated confident decision, and thus, processing longer
captures are not beneficial.
The third miscellaneous process was concerned with creating an informative single face representation tem-
plate from a video sequence. This is essential to minimize the processing effort needed in unconstrained face
recognition from videos. To achieve this, and as a response to RQ10, two main aspects where tackled. First is the
selection of key representative faces from the video sequence to use in creating the fused template. Here, differ-
ent approaches were evaluated with face selected by detection confidence and by being most different achieved
the best results. The second aspect is the feature fusion approach, where the evaluation showed the superiority of
voting and discriminate-voting approaches. The proposed key-face selection and feature-level fusion approaches
proved to, at least, match the performance of the computationally intensive score-level fusion of all possible face
comparisons between two video sequences.
The previously discussed contributions are part of the different components of the typical multi-biometric sys-
tem discussed in Chapter 1. Figure 8.1 links the multi-biometric work-flow to the research questions introduces
in Section 1.2, the chapters that provide a response to these questions, the publications on which these chapters
were based, and a hint on the proposed solutions.
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8.2 Future work
As multi-biometrics is enabling both large-scale identity management and user centric biometric systems, these
systems are ever more demanding, and thus pushing future research, in terms of performance, usability, and
security.
Re-identification biometric-based surveillance and systems that aim at identifying black listed individuals on
the fly usually use the same back-end biometric comparison algorithms as the ones designed for more conven-
tional verification/identification systems, where the subjects intend to be verified/identified. The conventional
algorithms assume that the subject or operator intends to recognize the identity and thus focuses on preventing
attacks that try to make the attacker appear as a different enrolled subject. Re-identification systems face a dif-
ferent kind of attacks where an enrolled subject tries to appear as an imposter to the references in the database.
To prevent such attacks, these systems should be designed and optimized differently. A specially designed multi-
biometric solution can provide a boost of protection to such systems, especially with the increased difficulty of
performing presentation attacks on multiple modalities/algorithms. The design, optimization, and evaluation of
such a system is yet to be studied.
This work included unconventional information in the fusion process in the form of neighbor distance ratios
and score coherence. Further available information can be probed as valuable additions to increase the biometric
decision accuracy. Such information can result from the definition of the biometric Doddington zoo [DLM∗98],
where individuals and their biometric characteristics are divided into groups based on their relation to each other.
These categories have been shown to be statistically valid and to have an effect on the biometric comparison.
However, due to the limited size of biometric databases and the absence of a suitable representation, an auto-
matic classification of subjects into these categories is still an open issue. Building a well performing automatic
classification solution can open the door to include such information in the fusion process and improving the
performance stability of multi-biometric systems.
Deep learning techniques are taking the artificial intelligence industry by the storm. Biometric solutions
have recently gained huge accuracy momentum by using deep learning techniques along with large databases,
especially for face recognition. Using deep learning to create discriminant joint representations from multiple
biometric modalities is an interesting case to study, including investigating the optimal point in the network to
join the modalities. Besides the expected highly discriminant representation of the identity, this representation
will be inherently more secure against attacks as all the modalities involved have to be presented to create a
valid representation. The joint presentation also enables new deployment strategies for multi-biometric template
protection.
Despite numerous effort to make biometric systems more secure, especially when compared to conventional
proofs of identity, attackers still find innovative solution to both circumvent biometric authentication or retrieve
stored biometric data. Protecting stored biometric templates is a well studied topic. However, taking advantage of
the properties multi-biometric data to increase the security of stored templates, including unified multi-biometric
templates, is a more recent topic and a very promising research field. Another point of attack on biometric
systems is by directly presenting counterfeited biometric characteristics to the capturing sensor, i.e. presentation
attack. Solution for detecting presentation attacks for different individual modalities have been studied recently
in the literature and took advantage of multi-biometric fusion techniques, including this work. Multi-modal
biometric systems are inherently more difficult to attack, as they need multiple presentation attacks to succeed.
Creating, analyzing, and evaluating multi-biometric attacks and multi-biometric presentation attack detection
solutions is a promising and necessary task to perform in the future.
Biometric solutions deployed on consumer electronics are gaining popularity, especially in the financial ap-
plications. Different device manufacturers and models include variations of sensors and signal processing im-
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plementations. This results in degrading the biometric cross-device performance. Some solutions have been
proposed to utilize multi-biometric fusion to enhance cross-device verification performance. However, with the
unrealistic assumption of having prior knowledge about all devices [ARBB17]. Advanced fusion approaches
can be utilized to adapt to different devices without any prior knowledge and maintain acceptable performance
stability. This will allow more accurate biometric verification on consumer electronics, which will enable new
applications.
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