Introduction
In the first part of this report, we described several direct methods for solving linear equations arising from elliptic partial difference equations. In this part, we develop the Buneman algorithms which are closely related to the Cyclic Odd/Even Reduction and Factorization (CORF) algorithm which was derived in the first part.
We then show why the CORF algorithm is numerically unstable whereas the Buneraan algorithms yield numerically accurate results. Finally, we describe some numerical examples and compare the time and accuracy of several methods for solving them. where Q is the set of orthonormalized eigenvectors of A and T , and A and Cl are the diagonal matrices of eigenvalues of A and T , respectively. Thus substituting (10.3) into (10.2), we have 
where A^1^ = (21 -A 2 ) .
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n-i in (11.6a), we solve the system of equations 2) Backsolve for x. using (11.7) and (11.8).
(r) It is possible to eliminate the sequence (p. } . From (11.6b), we note that where p^1) =i{q(
Using (11.9) in (11.6a) and modifying the subscripts and superscripts appropriately, we have 
To solve for x. , we uae the relationships (11.7) and (11.9) so that
n H Thus the Buneman algorithra (variant 2) proceeds as follows:
Compute the sequence fq. ; } by (11.10) for r = 1,2,...,k .
2) Backsolve for x. using (11.ll) .
Note that the Buneman algorithm (variant 2) requires half the storage that the Buneman algorithm (variant l) requires. However, the variant 2 algorithm requires approximately twice as many additions.
The p. 's and q. 's can be written in terms of the x. 's. In
Section 15, we shall show how this affects the stability of the methods. 
it - The backsubstitution process proceeds as in Section 11. It is also (r) possible to eliminate the p^ ' sequence as was done in the previous section.
For periodic boundary conditions, we have the system of equations 
In general for r = 1,2,..., k-1 ,
where Therefore from (13.6) we see that for large r , p^r' will be a good approximation to x. . And from (15.5) and (I5.7), we see that 
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1^. Conclusions
The Appendix contains the results of some numerical experiments involving the application of the Buneraan algorithm (variant 1), the method of matrix decomposition, the method of point successive over-relaxation (cf.
[10]), and the Peaceman-Eachford alternating direction method (cf. [11] ) to the five point finite difference approximation to Laplace's equation over a rectangle with Dirichlet boundary conditions. In these experiments the Buneraan algorithm was the most efficient and accurate; however, the method of matrix decomposition was competitive in several cases. We conclude, therefore, that the Buneman algorithm and the method of matrix deconposition are useful methods in the situations where they apply. Peaceman-Rachford alternating direction method (PR) (cf. [11] ) to the same problems. We did not attempt to determine which method is best in general. Those interested in operation counts, variations of these direct procedures, and customizing the direct procedures for particular problems are referred to [U] and [7] .
The following problems were chosen so that the computed error could be detemined exactly: Thus each problem was solved on a total of twenty rectangular regions.
These regions were chosen such that the lower left-hand corner of the rectangle was always at the origin. The following is a For the above rectangles, the opttraum relaxation factor is given by Optimum PR parameters were determined by Wachspress's algorithm [11] A-U Because of this convergence criterion, a short cycle was desirable.
After some experimentation, it was decided to use a cycle length of four exclusively.
All problems were run on a CDC 6600 (about lU decimal digits of accuracy); the FR, MD, and Buneman programs all used the same tridiagonal system solver. The Q, matrix and eigenvalues required by MD were computed with the QR algorithm for symmetric tridiagonal matrices. The T matrix multiplications (Q y) required by MD were performed with a machine language inner product routine which is quite efficient and which accumulates the inner products in double precision. It should be noted that for problems with uniform mesh spacing, these matrix products may be performed with the fast Fourier transform; and this makes MD competitive in speed with the Buneman algorithm. However, MD is capable of handling more general problems such as those with non-uniform mesh spacings; in these cases Q must be computed and the matrix products performed. Thus the MD routine used in this study gives an indication of the kind of performance one might expect with these more general T problems. Note also that the matrix multiplication (Q y) requires 
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