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Die Skelettextraktion ist besonders in der Formanalyse ein wichtiges Werk-
zeug. Im Rahmen des Forschungsprojektes ’Extraktion fertigungsrelevanter
Merkmale aus 3D-Daten umformtechnischer Bauteile zur featurebasierten
Fertigungsprozessgestaltung’ als Kooperationsprojekt zwischen der Profes-
sur Graphische Datenverarbeitung und Visualisierung an der Technischen
Universität Chemnitz und des Fraunhofer-Institut für Werkzeugmaschinen
und Umformtechnik Chemnitz wurde diese zur Featureerkennung umgesetzt.
Dieses Dokument gibt zunächst Einblick in grundlegende Verfahren und
Problemstellungen einer solchen Extraktion. Die Ergebnisse mehrerer For-
schungsschwerpunkte, die sich aus den zu untersuchenden Massivumform-
teilen ergaben, werden vorgestellt. Hierbei besonders interessant ist die ro-
buste Extraktion von Kurvenskeletten bei Bauteilen mit nicht-zylindrischer
Hauptform, sowie bei Bauteilen mit Nebenformelementen. Desweiteren wer-
den Nachverarbeitung und Auswertung des Kurvenskeletts, sowie verwandte
Forschungsarbeiten und -ergebnisse diskutiert.
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1. Einleitung
1.1. Bezug zum Forschungsprojekt
Im Forschungsbereich der Umformtechnologien gibt es wie in anderen Fertigungsrich-
tungen seit vielen Dekaden intensive Bestrebungen, den Fertigungsprozess auf Basis der
Produktionsvorbereitung rationalisieren. Das Fraunhofer-Institut für Werkzeugmaschi-
nen und Umformtechnik Chemnitz (IWU) untersucht in diesem Zusammenhang ins-
besondere Blech- und Massivteile in der Umformung und verfolgt in der Analyse der
Fertigungsprozessgestaltung dieser auch featurebasierte Methoden. Dafür notwendige
Feature-Modelle werden entweder bei der Konstruktion eines Bauteils bereits angelegt
oder können nachträglich (teils automatisch) definiert werden. Gerade die automatische
Merkmalserkennung ist im Bereich der Umformtechnologien bis dato nicht systematisch
erforscht. Im Interesse dieser Forschungsrichtung wurde in Kooperation mit der Professur
Graphische Datenverarbeitung und Visualisierung (GDV) an der Technischen Universität
Chemnitz ein Forschungsprojekt zum Thema ’Extraktion fertigungsrelevanter Merkmale
aus 3D-Daten umformtechnischer Bauteile zur featurebasierten Fertigungsprozessgestal-
tung’ bearbeitet. 1 Die Kompetenz der Professur GDV liegt in diesem Zusammenhang
besonders in der langjährigen Erfahrung mit Gestaltanalyse und Klassifikation von 3D-
Objekten. Ein Schwerpunkt der Forschungsarbeit der Professur GDV im Projekt ’Ex-
traktion fertigungsrelevanter Merkmale aus 3D-Daten umformtechnischer Bauteile zur
featurebasierten Fertigungsprozessgestaltung’ bildet die Skelettextraktion für Oberflä-
chenmodelle. Hierbei wird die als Dreiecksnetz vorliegende Oberfläche des Bauteils in
eine volumenbasierte Repräsentation überführt, um effektiv ein Kurvenskelett berechnen
zu können. Die vorliegende Arbeit soll einen detaillierten Einblick in die Forschungsarbeit
zu diesem Thema geben.
1.2. Zielstellung und Organisation
Die bei der Umsetzung der Skelettextraktion gewonnenen Erkenntnisse sollen sowohl
in wissenschaftlicher Hinsicht, als auch in einem realistischen technischen Detailgrad
in dieser Arbeit wiedergegeben werden. Hierzu gliedert sich die Arbeit in fünf Kapitel
und mehrere Anhänge, die thematisch unterschiedliche Abschnitte der wissenschaftlichen
Arbeit beleuchten.
Dem Leser wird in Kapitel 2 zunächst vermittelt, welche grundlegenden Konzepte zur
Skelettextraktion umgesetzt wurden. Der wissenschaftliche Hintergrund dieser Ausfüh-
rungen ist allgemein gut erforscht, jedoch können bereits in diesem Kapitel spezielle
Anforderungen herausgestellt werden, die durch die zu analysierenden Bauteile entste-
hen. Aufbauend auf den Erkenntnissen dieser Arbeiten ergeben sich die Skelettextrak-
tion betreffende Forschungsschwerpunkte, die in Kapitel 3 betrachtet werden. Dieses
Kapitel ordnet die Problemstellungen dieser Schwerpunkte wissenschaftlich ein, stellt
Lösungsansätze vor und bewertet diese. Ausgehend vom extrahierten Skelett diskutiert
Kaptiel 4 zwei Teilbereiche. Zum einen werden Nachverarbeitungsschritte aufgezeigt,
1Gefördert durch die Deutsche Forschungsgemeinschaft
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die das Resultat der Skelettextraktion verbessern und zum anderen werden Algorith-
men zur Analyse des Skeletts in Hinsicht auf die Featureerkennung betrachtet. Kapitel
5 betrachtet weitere Forschungsergebnisse und wissenschaftliche Arbeiten, die unter den
zuvor erarbeiteten Anforderungen an die Extraktion erarbeitet und untersucht wurden.
Die Anhänge stellen sich aus im Text referenzierten Visualisierungsbeispielen und wei-
teren Forschungstätigkeiten zusammen.
Das Forschungsprojekt ’Extraktion fertigungsrelevanter Merkmale aus 3D-Daten um-
formtechnischer Bauteile zur featurebasierten Fertigungsprozessgestaltung’ ist zur Zeit
der Erstellung dieses Dokuments noch nicht abgeschlossen. Aus diesem Grund wird der
Leser teilweise auf noch offene Problemstellungen verwiesen, die im aktuellen Stand des
Projektes möglicherweise bereits gelöst sind.
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2. Entwicklung von Grundlagenalgorithmen
Dieses Kapitel dient dem grundlegenden Verständnis der voxelbasierten Skelettierung. Es
wird zunächst die Idee der Voxelisierung vorgestellt und aufgezeigt, welche Informationen
über ein Objekt auf dieser Repräsentation aufbauend gewonnen werden können. Weiter-
hin wird stellt dieses Kapitel dar, welche Untersuchungen zu Skelettierungsalgorithmen
durchgeführt wurden. Alle diese Betrachtungen sind ein wichtiger Teil der praktischen
Umsetzung des Forschungsprojektes und zeigen in Anfängen auf, wieso besonders für
die hier betrachteten Objekte viele der herkömmlichen Methoden der Skelettextraktion
nicht anwendbar sind.
2.1. Voxelisierung
Die computerbasierte Beschreibung von Form und Gestalt eines Objektes ist in verschie-
denen Datenrepräsentationen möglich. Herkömmlich werden besonders im CAD / CAM
-Bereich mathematisch beschriebene Kurven und Flächen verwendet, während in medi-
zinischen Anwendungsgebieten häufig Daten in einzelnen Volumenelementen vorliegen.
Beim Digitalisieren von realen 3D-Objekten ist das Ergebnis in einer Punktwolke und
schlussendlich oft in einem Netz von Flächenelementen repräsentiert. In dieser Arbeit
liegen die Objekte als Facetten-Netze vor und sollen für die Skelettierung in Volumen-
elementen dargestellt werden. Die Überführung einer Facetten-basierten Geometrie in
ein kartesisches Gitter wird als Voxelisierung bezeichnet und die Elemente des Gitters
werden als Voxel (volume elements) oder auch einfach als Punkte des (Voxel-)Gitters
bezeichnet. In diesem Abschnitt wird vorgestellt, wie die implementierte Voxelisierungs-
funktion konzipiert ist; welche Anforderungen es an die Geometriedaten gibt und welche
Möglichkeiten existieren, auch unvollständige Geometrien zu verarbeiten.
2.1.1. Algorithmische Grundidee
Das Verfahren der Voxelisierung wurde nach dem Scanline-Prinzip implementiert. Die
Scanlinien verlaufen hierbei achsparallel in Bezug auf ein kartesisches Koordinatensys-
tem durch die Geometrie. Die Anzahl und Aufteilung der Strahlen ist festgelegt durch
die Auflösung des Gitters auf den Achsen senkrecht zur Strahlrichtung ~d 2. Jede Facette
der Geometrie wird dabei jeweils allen Strahlen zugeordnet, die diese Facette schneiden.
Basierend auf diesen Schnittinformationen wird das Gitter zwischen je zwei Schnittpunk-
ten entlang eines Strahls markiert. Die durch dieses Vorgehen entstehenden Bedingungen
für die Eingabedaten werden im Abschnitt 2.1.3 betrachtet.
2Dem Benutzer der erstellten Softwarebibliotheken wird ermöglicht, eine maximale Auflösung zu wäh-
len, welche dann für die Dimension mit maximaler Ausdehnung des Objektes benutzt wird und die
Auflösung in den übrigen zwei Dimensionen durch die Größenverhältnisse des Objektes mitbestimmt.
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Abbildung 1: Drei verschiedene Auflösungen in der voxelisierten Darstellung (300, 3.000
und 30.000 Voxel).
2.1.2. Qualität und Laufzeit der Voxelisierung
Qualitätsbetrachtung Ein wichtiger Parameter der Voxelisierung ist die Anzahl der
Gitterpunkte auf der Dimension mit der maximalen Ausdehnung des Objektes. In Ab-
bildung 1 sind drei Einstellungen dieses Parameters mit der resultierenden Gesamtzahl
der Voxel gezeigt:
• Achsträger, 300 Voxel (in 32 ms, davon 16 ms Visualisierung)
• Achsträger, 3.000 Voxel (in 62 ms, davon 16 ms Visualisierung)
• Achsträger, 30.000 Voxel (in 125 ms, davon 78 ms Visualisierung)
Wie in Abbildung 1 ersichtlich ist, wirkt sich die Auflösung des Voxelgitters deutlich
auf den Detailgrad des voxelisierten Objektes aus. Während im Objekt mit 300 Voxeln
die detaillierte Struktur verloren geht, genügen 3.000 Voxel, um selbst feine Details (wie
die Löcher) abzubilden. Der Übergang auf 30.000 Voxel verringert dann noch Treppen-
effekte, die in den geringeren Auflösungen noch stark auftreten. Die minimal benötigte
Auflösung hängt von der Detailliertheit des jeweiligen Objektes ab. Es konnte jedoch für
die vorhandene Testreihe eine einheitliche Auflösung gewählt werden, ohne dass Objekte
in Details ihrer Strukturen schlecht repräsentiert waren.
Laufzeitbetrachtung Betrachtet man die benötigte Zeit für die Voxelisierung, so fällt
in der obigen Auflistung auf, dass diese mit der Zahl der Voxel ansteigt. Die Kantenlänge
des Voxelgitters verdoppelt sich zwischen jedem Objekt und proportional dazu steigt
auch die für die Voxelisierung benötigte Zeit. An dieser Stelle sei darauf verwiesen, dass
die Anzahl der gesetzten Voxel nicht mit der Gesamtzahl der Voxel übereinstimmt. Die
Gesamtvoxelzahl liegt bei dem Achsträger in allen drei Fällen um circa Faktor 20 über
der Zahl der gesetzten Voxel (also macht das Objekt 5% des Quaders aus, der das Objekt
minimal und achsparallel umgibt).
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Zu der hier aufgezeigten Zeit muss zusätzlich die benötigte Zeit für die Initialisierung
der Datenstrukturen eingerechnet werden. In den drei gezeigten Einstellungen befindet
sich die Initialisierungsdauer bei unter 100 ms, weshalb an dieser Stelle nicht weiter
optimiert wurde.
2.1.3. Anforderungen an die Geometrie
Qualität der Dreicksnetze An die Qualität der Eingangsdaten sind verschiedene Be-
dingungen gestellt, um eine korrekte Voxelisierung zu gewährleisten. Die erste Anforde-
rung besteht darin, dass es sich um geschlossene Meshes handeln muss, da ansonsten der
„im Objekt“ liegende Bereich nicht eindeutig als solcher klassifiziert werden kann. Eine
weitere Anforderung besteht darin, dass die Oberfläche des Objektes nur von einseitig
vorhandenen Facetten (Dreiecken) beschrieben werden darf. Sollte ein weiteres Drei-
eck als Rückseite dieser Oberfläche existieren, so wird der Voxelisierungsalgorithmus die
Oberfläche nicht als Oberfläche eines Objektes, sondern als einzelne Fläche im Raum
deuten.
Weiterhin werden nur Gitterpunkte gesetzt, die innerhalb der Geometrie liegen. Soll-
te ein Gitterpunkt (auch nur geringfügig) außerhalb der Oberfläche liegen, wird dieser
nicht gesetzt. Dies hat Auswirkungen auf Abschnitte der Geometrie, die zu fein sind
um genügend Gitterpunkte einzuschließen. Als Beispiel stellt man sich hier vielleicht als
Objekt eine Spinne vor, deren Oberfläche voxelisiert werden soll. Während die im Rumpf
befindlichen Gitterpunkte gesetzt werden, befinden sich weite Abschnitte der (schmalen)
Beine mit hoher Wahrscheinlichkeit gerade zwischen den Gitterpunkten. Entsprechend
kann dieses Objekt nur durch eine deutlich höhere Auflösung korrekt repräsentiert wer-
den. Ein ähnlicher Fall tritt bei Objekten auf, die lediglich eine Ausdehnung in zwei
Dimensionen besitzen. Diese schließen meist keinen Gitterpunkt ein und können somit
nicht korrekt voxelisiert werden. Es existieren Arbeiten (siehe [22]), mit sich näher mit
dieser Problemstellung befassen.
Methoden zur Korrektur unvollständiger Geometrie Als nicht geschlossene Meshes
werden 3d-Objekte bezeichnet, bei denen Facetten fehlen, die also ein oder mehrere
Löcher im Mesh enthalten (siehe Abb. 2(a)). Um trotzdem eine korrekte Voxeldarstel-
lung zu erhalten, wurde ein Algorithmus entwickelt, der offene Geometrie schließt. Dies
geschieht durch Gruppierung offener Dreieckskanten (Kanten mit nur einer Facette)
zu offenen Rändern der Geometrie. Ränder werden später geglättet und durch die Er-
zeugung neuer Dreiecke geschlossen. Wie im konstruierten Beispiel in Abbildung 2 zu
erkennen ist, kann zwar ein für die Voxelisierung gültiges Netz erzeugt werden, jedoch
keine Geometrie ergänzt werden, um komplett fehlende Bestandteile des Objektes zu
rekonstruieren.
2.2. Euklidische Distanztransformation
Nach der Voxelisierung unterscheiden wir Punkte des Voxelgitters je nach dem, ob es
sich um einen Punkt innerhalb, auf dem Rand oder außerhalb des Objektes handelt.
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(a) (b)
Abbildung 2: a) Offenes Mesh, welches ohne Vorverarbeitung nicht korrekt voxelisiert
werden kann. b) Für die Voxelisierung gültiges Mesh.
Der Distanzwert soll nun zusätzlich Aufschluss darüber geben, in welcher Entfernung
sich ein Punkt zum nächsten Randpunkt befindet. Diese Information wird im Weiteren
genutzt, um die auf einem Abtragungsalgorithmus arbeitende Skelettierung zu leiten.
Für alle Punkte p, die gleichzeitig in der Menge der Randpunkte Q enthalten sind, ist
der Distanzwert 0 und für alle andere Gitterpunkte muss die minimale Distanz d mithilfe
einer (euklidischen) Distanztransformation berechnet werden:
d(p) = min({||p, q|| : q ∈ Q}). (1)
Für die Berechnung dieser Euklidischen Distanztransformation wurde eine Implemen-
tation von David Coeurjolly [9] des Algorithmus von Saito [19] mit der Optimierung
von Meijster et. al [16] gewählt und parallelisiert. Das Ergebnis der Berechnung muss
in der Form derart abgeändert werden, dass alle Distanzwerte außerhalb der Geometrie
negativ sind. Diese Transformation wird deshalb im weiteren auch als Signed Euclidean
Distance Transformation (kurz SEDT) bezeichnet.
2.3. Vektor-/ Potentialfelder im Voxelgitter
Die Lage des Skeletts im Objekt kann nicht mit einem einheitlichen Distanzwert be-
schrieben werden, was am Beispiel des Pferdes ersichtlich wird. Die Distanzwerte des
angedachten Skelett unterscheiden sich bei diesem Objekt stark in den unterschiedlichen
Abschnitten (z. B. in Rumpf und Beinen). Vielmehr als die Distanz ist die Änderung
und später noch die Ableitung der Änderung des Distanzfeldes interessant. Eine Aussage
über die Veränderung des Distanzwertes innerhalb der Geometrie kann in verschiedenen
Arten erfolgen. Zunächst betrachten wir die Berechnung des Gradienten der Distanz-
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(a) (b) (c)
Abbildung 3: a) Voxelgitter eines Objektes. b) Nach Randpunkten klassifizierte Git-
terpunkte (innerhalb der Geometrie). c) Randabstand der Gitterpunkte,
visualisiert nur in einer Schnittebene.
werte zur Erzeugung eines Vektorfeldes ~V .
Der Gradient in jedem Punkt des Volumens beschreibt die Änderung des Distanzwer-
tes und kann effizient durch die Berechnung der finiten Differenzen angenähert werden.
Dazu werden im Punkt p (mit den Gitterkoordinaten px, py, pz) die Distanzwerte der










d(px + 1, py, pz)− d(px − 1, py, pz)d(px, py + 1, pz)− d(px, py − 1, pz)
d(px, py, pz + 1)− d(px, py, pz − 1)
 . (2)
Für jeden Punkt des Gitters liegt nun ein Vektor vor, der in Richtung des lokalen
„Objektzentrums“ orientiert ist (siehe Abb. 4). Ein Nachteil der vorgestellten Gradi-
entenberechnung liegt darin, dass der berechnete Vektor für Bereiche mit konstantem
Distanzwert der Nullvektor ist. Dies ist besonders an dem Beispiel aus Abbildung 15(a)
ersichtlich, bei welchem alle Punkte innerhalb des flachen Quaders maximal die hal-
be Höhe des Quaders als Distanzwert erhalten können. Auf diese Problemstellung wird
detailliert in 3 eingegangen.
2.4. Divergenz
Um die Änderung des Vektorfeldes innerhalb des Objektes zu beschreiben, wird mit der
Divergenz jedem Punkt ein weiterer Wert im Bereich [−1, 1] zugeordnet. Die Divergenz













Abbildung 4: Gradientenvektoren innerhalb der Geometrie (in einer Schnittebene).
(a) (b) (c) (d)
Abbildung 5: Divergenz-Visualisierung anhand von vier Schwellwerten. Es sind jeweils
Punkte mit Divergenz a) <0, b) <-0.1, c) <-0.5 und d) <-0.6 markiert.
Für die hier angestellten Betrachtungen sind vorrangig die negativen Divergenzwerte
interessant da die Bereiche des Skeletts (das später extrahiert werden soll) durch eine
sehr hohe negative Divergenz gekennzeichnet sind (siehe Abb. 5).
2.5. Visualisierung
Es wurden verschiedene Ansätze untersucht, um die berechneten Informationen des Vo-
xelgitters zu visualisieren. Für die Voxelisierung selbst bietet sich die Visualiserung der
einzelnen Voxel an. Als problematisch hat sich hierbei die Datenmenge bei hohen Auf-
lösungen herausgestellt. Um eine hohe maximale Voxelisierungs-Auflösung zu gewähr-
leisten, wurden verschiedene Ansätze zur Reduktion oder Auslagerung der Datenmen-
gen realisiert. Drei Vorgehensweisen sollen hier vorgestellt werden: Die Reduzierung der
Visualisierung um alle nicht-Randpunkte kann dabei bereits ein Großteil der Visuali-
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sierungsgeometrie eingespart werden. In diesem Ansatz werden nur Gitterzellen visua-
lisiert, die den Distanzwert 0 haben, da diese alle von aussen sichtbaren Zellen sind.
Erweitert wurde dieses Konzept noch durch die Reduzierung der Visualisierung um alle
nicht-Randflächen. Durch die Vernachlässigung aller Flächen (Seiten) einer Gitterzel-
le, die nicht von außerhalb der Geometrie sichtbar sind, konnte die Performance noch
minimal verbessert werden. Als dritter Ansatz wurde nicht die Reduktion, sondern die
Auslagerung der Graphikdaten auf die Graphikkarte realisiert. Bei dieser Variante wer-
den alle Gitterzellen in den Speicher der Grafikkarte transferiert und dann von dort aus
visualisiert. Diese letzte Variante wurde als Beste bewertet, da diese Vorteile für andere
Aspekte der Visualisierung bietet.
Es wurde weiterhin eine Visualisierung für die Distanzinformation, den Gradienten
und den Divergenzwert in jeder Gitterzelle benötigt. Zu Anfang wurden diese Werte
mithilfe einer Punktwolke (bzw. Wolke von Pfeilen) über die Darstellung der Voxeli-
sierung gerendert (Beispiel in Abb. 3, Mitte). Der Nachteil dieser Darstellung ist die
fehlende Verdeckungsberechnung. Besonders wenn man die Größe der Punkte erhöht,
um eine deutlichere Darstellung zu erhalten, ergeben sich Probleme mit dem Tiefenein-
druck, da die Reihenfolge des Zeichnens nicht notwendigerweise mit der Reihenfolge der
Verdeckung übereinstimmt. In Verbindung mit der Auslagerung der Grafikdaten wur-
den aus diesem Grund die gewünschten Werte auf die Zellfarben abgebildet (bis auf die
Vektoren der Gradienten).
Um die verschiedenen Berechnungswerte zu analysieren wurden zwei Mechanismen
eingeführt: Clipping-Planes und schwellwertgesteuerte Transparenz. Die Idee zur Reali-
sierung dieser beiden Mechanismen beruht auf den ausgelagerten Graphikdaten. Diese
werden bei beiden Techniken lediglich in ihren Farben verändert. Da der Alpha-Wert die
Transparenz einer dargestellten Fläche beeinflusst, können durch einen entsprechenden
Alpha-Wert z. B. alle Zellen außerhalb der angewählten Schnittebene ausgeblendet wer-
den. Für die Transparenz muss zusätzlich eine Sortierung der Zellen in acht möglichen
Richtungen vorberechnet werden, um je nach Blickrichtung die korrekte Tiefensortie-
rung zu gewährleisten. Diese Richtungen sind die acht Hauptrichtungen, über die der
Betrachter in einen gedachten, das Objekt umschliessenden Würfel hineinschauen kann.
Die Auslagerung der Grafikdaten und die Vorberechnung der Sortierung dauert bei
normaler Auslastung der Graphikkarte einmalig nach der Voxelisierung 10-250 ms. Die
Visualisierungseffekte (Wertdarstellung, Clipping-Planes, Transparenzen) können dank
der gewählten Herangehensweise ohne merkliche Verzögerung angewandt werden.
2.6. Filterung
Ein wesentliches Problem der voxelbasierten Darstellung der Objektgeometrie liegt in
Treppeneffekten, die durch die Lage der Objektoberflächen im achsparallelen Voxelgit-
ter entstehen können. Obwohl diese auf den Rand des voxelisierten Objektes beschränkt
sind, wirken sie sich stark auf die vorgestellten Methoden (Distanztransformation, Vek-
torfeldberechnung und Divergenzberechnung) aus. Besonders im Divergenzfeld entste-
hen Sprünge im Wertebereich, die sich senkrecht zur Oberfläche weit in das Innere des
Objektes fortsetzen. Entsprechend wirken sich solche Treppeneffekte in jedem Skelettie-
11
(a) (b) (c)
Abbildung 6: Divergenzwerte mit Schwellwert: a) Filterung aus, b) mittlere Filterung c)
starke Filterung.
Abbildung 7: Übersicht der benötigten Vorberechnungen zur Skelettierung.
rungsalgorithmus aus, der auf Divergenzwerten basiert. Eine ähnliche Problemstellung
ergibt sich durch Rauschen in den Oberflächendaten. Auch hier ändert sich durch den
Unterschied weniger Voxel unter Umständen ein großer Teil des Skeletts.
Eine mögliche Lösung für die Anfälligkeit der zu voxelisierenden Objekte für Rotation
und Rauschen findet sich in [7]. Hier wird eine bilaterale Filterung des Vektorfeldes und
des Divergenzfeldes dazu genutzt, um robuste Skelette aus rotierten und verrauschten
Objekten zu extrahieren. Diese Methoden wurden im Rahmen dieser Arbeit implemen-
tiert und um die Filterung des Distanzfeldes erweitert. Für die vorliegenden Modelle hat
sich bisher die Filterung des Divergenzwertes als am wichtigsten herausgestellt.
Zwei Beispiele für die Ergebnisse der Filterung sind in Abbildung 14 und in Abbildung
6 gezeigt, wobei in beiden Fällen sowohl das Vektorfeld als auch die Divergenzwerte
gefiltert wurden. Divergenzwerte größer null sind rot dargestellt und Divergenzwerte
kleiner null sind grün markiert, wobei zunehmende Helligkeit jeweils einem höheren,
absoluten Divergenzwert entspricht.
Die Filterung der verschiedenen skalaren und vektoriellen Werte erfolgt direkt im
Anschluss an deren Berechnung. Jede folgende Berechnung setzt entsprechend dann auf
den gefilterten Werten auf. Abbildung 7 zeigt schematisch, wie die komplette Abfolge
der Berechnungen bis hin zu den Divergenzwerten erfolgt.
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2.7. Skelettierung
Eine für die Skelettextraktion bewährte Klasse von Algorithmen sind die Thinning-
Algorithmen. Im Rahmen dieser Forschung wurden mehrere Varianten dieser Algorith-
men implementiert und auf Anwendbarkeit in Bezug auf die gegebenen umformtech-
nischen Bauteile analysiert. Das Grundprinzip der Ansätze besteht darin, die Menge
aller gesetzten Punkte (d.h. die Punkte innerhalb des Objektes bzw. synonym: die
Vordergrund-Punkte ) nach bestimmten Kriterien als entfernbar oder nicht entfernbar zu
klassifizieren. Alle Punkte, die entfernt werden können, werden im Voxelgitter entspre-
chend neu markiert und das iterative Verfahren beginnt mit allen verbleibenden Punkten
wieder mit dem Klassifizierungsschritt. Dieser Vorgang wird solange fortgesetzt, bis sich
in einem Durchgang kein Punkt mehr entfernen lässt.
Die grundlegenden Kriterien des Thinnings dienen dem Topologieerhalt, d.h. die An-
zahl der Komponenten und Löcher des Skeletts soll genauso groß sein wie im Aus-
gangsobjekt. Zum Testen dieser Kriterien wird jeder Punkt lokal in einer 3 × 3 × 3
Nachbarschaft untersucht und dessen Nachbarn geben Auskunft darüber, ob der gera-
de betrachtete Punkt entfernbar ist oder nicht (entfernbare Punkte werden als simple
Punkte bezeichnet).
Diese Prüfung garantiert, dass beim Entfernen des Punktes weder der Zusammenhang
des Objektes zerstört wird, noch neue Löcher im Objekt entstehen. Eine solche lokale
Nachbarschaftsanalyse genügt, um den globalen Erhalt der Topologie zu gewährleisten.
Während das vorgestellte Kriterium zwar ein topologisch gültiges Skelett erzeugt,
existieren weitere Faktoren, die das Aussehen des Skeletts erheblich beeinflussen. Die
Eignung des Skeletts zur Analyse hängt eng mit dessen Form und Lage zusammen und
kann sich je nach Anwendungsbereich unterscheiden. Für die Forschung an umformtech-
nischen Bauteilen wurden die Abtragungsreihenfolge und zusätzliche lokale Kriterien
untersucht. Im Folgenden findet sich eine Auflistung und Bewertung der Algorithmen,
die implementiert wurden. Ein Kriterium, welches bei allen diesen Beispielen dem vor-
gestellten Thinning hinzugefügt wurde, ist die Erhaltung von Endpunkten. Ohne dieses
Kriterium zieht sich jedes Skelett ohne Zyklen zu einem einzigen Punkt zusammen. Es
wurden für diese Erhaltung mehrere Varianten untersucht, um die für unsere Zwecke
geeignetste zu finden.
2.7.1. Sequentielles Ausdünnen
Die erste Gruppe von Thinning-Algorithmen ist in der Abarbeitung der Punkte vollstän-
dig sequentiell. Es wird immer ein Punkt auf die gewünschten Kriterien untersucht und
gegebenenfalls entfernt. Die Reihenfolge der Punkte ist dabei nicht festgelegt.3 Dieses
Verfahren wird als einfaches, sequentielles Thinning bezeichnet. Ein Resultat dieses Al-
gorithmus ist in Abbildung 8(a) zu sehen. Es ist deutlich zu erkennen, dass das Skelett in
mehreren Punkten vom erwarteten Ergebnis abweicht. So verläuft es nicht in der Mitte
des Objektes; es fehlen einige Äste (zum Beispiel zur Beschreibung der linksseitigen An-
3Um nicht die Effizienz durch random-memory-access zu behindern, werden alle Punkte so durchlaufen,
wie sie im Speicher repräsentiert sind.
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bringung) und es sind Äste überflüssig vorhanden (am oberen Ende des Skeletts). Alle
diese Probleme entstehen durch die (willkürliche) Wahl der Abtragungreihenfolge.
Um eine bessere Abtragungsreihenfolge für das Thinning zu erhalten, werden die
Gitterpunkte in einem anderen Ansatz in einzelne Schalen eingeteilt. Diese Schalen
bilden sich aus der Distanzinformation der Punkte, wodurch die Anzahl der Schalen
von dem maximalen Wert der Distanztransformation abhängt. Dieses Verfahren wird
Distanzschalen-geordnetes Thinning genannt. Das Resultat ist durch diese Erweiterung
deutlich besser, sollte die Distanzinformation eine gute Beschreibung des Objektes ge-
währleisten. Gerade bei flachen Objekten hat sich die Distanz jedoch nicht als verlässliche
Größe herausgestellt und das Ergebnis für das Beispielobjekt aus Abbildung 8 ist sogar
gleich dem eben betrachteten Thinning ohne Schalen (also ähnlich schlecht wie die linke
Variante). Dieser Ansatz eignet sich deshalb mehr für natürliche Objekte, deren Körper
eine relativ gleichmäßige Dicke aufweist. Trotzdem bleiben auch bei diesen gelegentlich
noch zuviele Äste stehen oder werden kürzer als erwartet.
In einem nächsten Schritt wurden die Schalen des Thinnings nicht auf Basis der Di-
stanzinformation aufgebaut, sondern auf Basis der Divergenzwerte. Das Ergebnis ist in
Abbildung 8(b), Mitte zu sehen und scheint zunächst schlechter als das Ergebnis des di-
stanzbasierten Thinnings. Das Resultat dieses Ansatzes ist verständlich, wenn man sich
die Divergenzen des gezeigten Objektes näher betrachtet (siehe Abb. 5). Aufgrund dieser
Verteilung der (negativen) Divergenzen ist auch dieser Ansatz nicht geeignet für flache
Objekte. Bei nicht-flachen Objekten bleiben ebenfalls mehr unerwartete Äste stehen,
als bei dem vorigen Ansatz. Aus diesen Gründen wurde der rein auf Divergenzwerten
basierende Ansatz nicht weiter verfolgt.
Eine letzte Variante des sequentiellen Thinnings ist die Kombination des Thinnings auf
Distanzschalen mit der Divergenzinformation. Hierbei werden erneut Schalen nach den
Distanzen angelegt und diese dann aber nach Divergenzwerten geordnet abgetragen. Das
Ergebnis dieses nach Divergenz sortierten Distanzschalen Thinnings (Abb. 8(c)) ergibt
für flachere Körper ein besseres Skelett und für nicht-flache Objekte sind weniger Äste
(aber auch weniger erwartete) vorhanden.
Generell sind die sequentiellen Ansätze unserer Ansicht nach nicht geeignet, um die
Analyse der Geometrie auf Voxelbasis zu unterstützen.
2.7.2. Paralleles Ausdünnen
Das parallele Thinning basiert auf der Idee, alle sechs möglichen Abtragungsrichtungen
(+x, +y, +z, -x, -y, -z) nacheinander zu durchlaufen und in jeder Richtung nur die Punkte
abzutragen, die aus der entsprechenden Richtung ein Randpunkt des Gitters sind. Diese
Vorgehensweise erlaubt ein gleichmäßigeres Abtragen des Objektes. Zusätzlich wurde
bei allen Varianten des parallelen Thinnings ein weiteres Kriterium (Checking-Planes-
Kriterium, [23]) verwendet, welches die Glättung des Skeletts unterstützt. Auch beim
parallelen Thinning wurden verschiedene Varianten untersucht, die hier kurz vorgestellt
werden sollen.
Zum Ersten wurde das parallele Thinning ohne geordnete Abtragung untersucht. Das
Ergebnis ist in Abbildung 9(a) zu sehen und zeigt deutlich, dass das parallele Thinning
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Abbildung 8: a) Distanz-basiertes Thinning, b) Divergenz-basiertes Thinning c)
Kombination.
eine bessere Repräsentation der Objektform verspricht. Probleme dieses Ansatzes liegen
darin, dass nicht alle Details der Geometrie ausreichend berücksichtigt sind und zudem
das Skelett weiter geschrumpft ist als erwartet.
Die nächste Erweiterung ergab sich aus dem Vorgehen beim sequentiellen Thinning
und ordnet die Gitterpunkte in Distanzschalen. Das Ergebnis dieses Distanzschalen-
basierten, parallelen Thinnings orientiert sich häufig besser an der Geometrie als der
vorige Ansatz. Dies ist in Abbildung 9 sichtbar, da die Endpunkte des mittleren Skeletts
nicht so weit zurückgezogen sind wie die des linken Skeletts.
Weiterhin wurde versucht, den Abtragungsprozess über die Divergenzwerte zu steuern.
Dieses Divergenzschalen-basierte Thinning zeigt bei allen Testfällen das beste Ergebnis,
da die Details der Geometrie oft im Skelett Beachtung finden (siehe Abb. 9, rechts).
Dieses Vorgehen scheint die besten Ergebnisse zu liefern, auch weil die Datenbasis dieser
Berechnung durch die Filterung gut von den Artefakten der Voxelisierung bereinigt
werden kann.
2.8. Invarianz gegenüber Rotation und Rauschen
Da das Mesh als Repräsentation des Objektes zunächst erzeugt werden muss (zum Bei-
spiel aus einer mathematischen Beschreibung oder einem Scan), können sich zwei Meshes
in einem gewissen Maße unterscheiden, während mit beiden das gleiche Objekt darge-
stellt wird. Da das erzeugte Skelett das Objekt eindeutig beschreiben soll, muss das Ske-
lettierungsverfahren trotz geringer Unterschiede zweier Meshes stabil ähnliche Skelette
liefern. Diese Stabilität kann nur gewährleistet werden, wenn das Verfahren invariant ge-
genüber Rotation und Rauschen der Eingabedaten ist. Da diese Anforderung in jeglichen
Arbeiten zur Skelettextraktion wichtig ist, hat sich eine vorwiegende Herangehensweise
herausgebildet. In den meisten Arbeiten wird in den Daten (z. B. Distanzwerte, Diver-
genzwerte o. Ä.) eine Glättung angwandt. Auch wir haben einen Filter vorgestellt, der
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Abbildung 9: a) normales, paralleles Thinning, b) Distanz-basiertes, paralleles Thinning
c) Divergenz-basiertes, paralleles Thinning.
die angestrebte Invarianz unterstützen soll. Es wird in Kaptiel 3 gezeigt, in welchem




Der Inhalt dieses Kapitels gibt einen Überblick über die neben den Grundlagen getätigte
Forschung zur Skelettextraktion. Hierbei wird insbesondere auf die Herausforderungen
eingegangen, die die zu betrachtenden Umformbauteile hervorbringen. Durch die bis-
her vorgestellten Algorithmen wird ein Skelett extrahiert, welches ein Teil der Medialen
Achse ist. Die MA unterliegt schon nach ihrer Definition einer Instabilität, da kleinste
Änderungen im Objektrand verhältnismäßig große Elemente in dieser medialen Reprä-
sentation erzeugen können. Die sogenannte ligature instability ist in Abbildung 10 dar-
gestellt. Bisher wurde eine Glättung der Vektorfeld- oder Divergenzwerte benutzt, um
gewünschte, formgebende Details im Objektrand zu berücksichtigen und nicht gewünsch-
te Informationen (Rauschen oder Treppeneffekte der Diskretisierung) zu vernachlässigen.
In Anhang A wird vorgestellt, welche wissenschaftlichen Beiträge zu diesem Thema her-
ausgearbeitet wurden und wie sich die Problematik in das generelle Verständis von Form
einfügt. Überaus wichtig ist es, das Zusammenspiel dieser Instabilität des Skeletts mit
einer verrauschten oder mit Treppeneffekten versehenen Datenbasis zu betrachten.
Bereits in der Berechnung des Vektorfeldes (2.3) wurde beschrieben, dass sogenann-
te flache Bauteile, also jene bei denen die Ausdehnung besonders in einer Dimension
viel kleiner ist als in den anderen beiden, keine gute Basis für die klassischen Skelettex-
traktionsverfahren bilden. Besonders in Hinblick auf diese werden mehrere Forschungs-
ergebnisse präsentiert, mit denen die Qualität der Skelettextraktion verbessert werden
konnte.
(a) (b) (c) (d)
(e) (f) (g) (h)
Abbildung 10: Ligature instability: (a),(b) zeigen ein einfaches Polygon, in dessen Me-
dialer Achse durch eine Änderung im Rand ein relativ langer, zusätzlicher
Ast entsteht. In (c),(d) ist erkennbar, dass dieser Ast durchaus gerecht-
fertigt ist, da er einen Übergang zu einer (für die Form wichtigen) An-
bringung auf dem Rand darstellen könnte. (e),(f) und (g),(h) zeigen eine
zweite Situation, bei welcher zwischen Oberflächenrauschen und gewoll-
tem Oberflächendetail entschieden werden muss.
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3.1. Problemdefinition
Schon in der Definition der Medialen Achse wird deutlich, worin das Problem des Kur-
venskeletts bei besonders flachen Bauteilen liegt. Die MA im 2D ist die Menge der
Mittelpunkte der maximal einschreibbaren Kreise, wobei ein einschreibbarer Kreis kom-
plett innerhalb der Objektberandung liegt und ein Kreis maximal ist, solange es keinen
anderen einschreibbaren Kreis gibt, der diesen komplett beinhaltet. Analog ist die MA
im 3D die Menge der Mittelpunkte der maximal einschreibbaren Kugeln (Sphären). Ab-
bildung 11 zeigt einfache Objekte im 2D und 3D mit deren Medialen Achsen. Da dieMA
eine Reduktion des Objektes um lediglich eine Dimension darstellt, kann diese im 3D
nicht nur durch Kurven beschrieben werden. Wie in Abbildung 11(b) ersichtlich, besteht
diese MA deshalb aus Flächen. Neben den in Abb. 11(b) erkennbaren Flächen entsteht
bei Objekten, bei denen eine Ausdehnung geringer ist als die beiden Restlichen, zusätz-
lich eine weitere Fläche (Abb. 11(d)). Solche Objekte werden im Weiteren als flache
Objekte bezeichnet. Um das in diesem Projekt angestrebte Kurvenskelett zu erhalten,
sind lediglich die Schnitte der Flächen der MA von Interesse (siehe Abb. 11(c)). Durch
die zusätzliche Fläche bei flachen Objekten ist dieses reine Kurvenskelett jedoch nicht
topologisch äquivalent zum Ausgangsobjekt (durch die fehlende, mittlere Fläche würde
ein zusätzlicher Tunnel entstehen).
(a) (b) (c) (d)
Abbildung 11: (a) Kurvenskelett (rot) eines Polygonzuges. (b) Flächenskelett eines 3D
Objektes. (c) Kurvenskelett des 3D Objektes aus Schnitt der Medialen
Flächen (d) Gestauchtes Objekt mit zusätzlicher Fläche in der MA
Während die obige Beschreibung die MA (zumindest in Flächenrepresentation) ein-
deutig für 3D Objekte definiert, extrahieren wir das Skelett als Bestandteil der MA
nicht direkt über diese Definition. Vielmehr wird in unserer Herangehensweise das Ske-
lett (und eigentlich sogar die kompletteMA) durch das Distanzfeld und den Gradienten
auf diesem berechnet. Im 2D läßt sich dies dadurch vorstellen, dass die MA durch die
Kammlinien im Distanzfeld definiert ist, wenn die Distanzen als Höhenfunktion gese-
hen werden. Eine andere, analoge Definition ist die häufig benutzte „Grassfire“- oder
„Feuerfront“-Analogie. In dieser Definition ist die MA durch die Punkte definiert, in
denen sich vom Rand aus ausbreitende Fronten treffen. Wir nutzen die „Kammlinien“,
welche durch die Divergenz des Gradienten auf dem Distanzfeld identifiziert werden kön-
nen. Durch diese Divergenzberechnung kann die Extraktion des Skeletts (das Thinning)
so gesteuert werden, dass lediglich das Kurvenskelett bestehen bleibt. In der zusätzlichen
Fläche innerhalb des Objektes bei flachen Bauteilen entsteht nun das Problem durch die
Definition des Kurvenskeletts.
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In Abbildung 12(a)-12(c) sind die Divergenzwerte eines optimal diskretisierten Ob-
jektes visualisiert. Optimal diskretisiert bedeutet hierbei, dass das Objekt keine Trep-
peneffekte in der Diskretisierung aufweist, was nur möglich ist, wenn alle Flächen des
Objektes parallel zu den Koordinatenebenen liegen. Man erkennt, dass durch die Di-
vergenz eine deutliche Ordnung auf den Punkten geschaffen werden kann, um einen
Abtragungsprozess im Rahmen der Skelettextraktion zu leiten. Mit einem gering nega-
tiven Divergenzwert (siehe erster Zwischenbericht) als Schwellwert wird die komplette
MA identifiziert. Einen höheren, negativen Divergenzwert haben nur die Punkte, die
zu den Abschnitten der MA gehören und durch Kurven oder (die oben beschriebene,)
mittig liegende Fläche beschrieben werden.
Unter Vernachlässigung der Treppeneffekte der Diskretisierung stellt sich nun die Fra-
ge, wie eine Kurve aussehen soll, welche anstelle der in Abb. 12(b) noch vorhandenen
Fläche das Skelett beschreiben soll. Der sinnvollste Ansatz scheint, die Fläche wiederum
durch Skelettextraktion um eine Dimension auf ein Kurvenskelett zu reduzieren. Genau
dies geschieht praktisch automatisch im (divergenzgesteuerten, parallelen) Thinning-
Prozess. Da die (innere) Fläche in der MA einen einheitlichen Divergenzwert hat, ar-
beitet das Thinning wie eine normale, parallele Abtragung und führt zum gewünschten
Kurvenskelett.
(a) (b) (c) (d)
Abbildung 12: Visualisierung aller Voxel mit Divergenzwerten kleiner einem Schwell-
wert. Optimal diskretisiert in (a),(b),(c) mit <-0.32, <-0.47 und <-0.53,
Diskretisierung mit Treppeneffekten mit Schwellwert <-0.53
Dieses Vorgehen funktioniert nicht, sobald die Diskretisierung des Objektes Treppen-
effekte verursacht, die im Distanz-, Vektor- und Divergenzfeld erhalten bleiben. Ebenso
beeinflusst wird der Standardalgorithmus durch verrauschte Objekte oder sogar Neben-
formelemente in der Geometrie. In diesem Fall besitzt sowohl der Rand der (inneren)
Fläche in der MA, sowie diese Fläche selbst keinen einheitlichen Divergenzwert (Abb.
12(d)). Dadurch entfernt das Thinning unter Umständen einige Punkte dieses Randes
zuerst und entfernt danach Punkte aus der (inneren) Fläche der MA bevor der Rand
weiter abgetragen wird (da dieser einen höheren (negativen) Divergenzwert hat). Infol-
ge dieser Ungleichheit verändert sich die Lage des Kurvenskeletts drastisch. Ausserdem
können bei der automatischen Erkennung von Endpunkten viele neue, unerwünschte Äs-
te entstehen (Abb. 13). Dieser Sonderfall in der Abtragung kann durch die rein lokale
Betrachtung in jedem Abtragungsschritt nicht identifizert werden.
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Abbildung 13: Flaches Objekt mit Divergenzfeld (Visualisierungsschwellwert -0.5) und
extrahiertem Skelett. Die Treppeneffekte im Divergenzfeld führen zu einer
falschen Abtragungsreihenfolge und unerwünschten Ästen im Skelett.
3.2. Verwandte Arbeiten
Die von uns aufgezeigte Problemstellung ist in der Literatur als Centeredness („Zen-
triertheit“) bekannt. Das Problem existiert zwar prinzipiell bei allen Körpern, die über
eine Dimension gestaucht scheinen, jedoch tritt dieser Fall in der Untersuchung klassi-
scher Formen (meist organischer Strukturen) kaum auf. Selbst wenn ein entsprechender
Abschnitt in der Geometrie vorkommt, ist dieser häufig nicht so extrem ausgebildet, dass
die in diesem Projekt beobachteten Artefakte in kritischem Maße auftreten. Cornea [10]
beschreibt das Problem der Centeredness und wie diese in einigen Forschungen auch
explizit beachtet wird.
Ein Beispiel bietet die Arbeit von Reniers [18]. Dies ist eine von mehreren Arbeiten,
die geodätische Informationen auf der Oberfläche einbeziehen. Im Fall von [18] wird
die Messung der Distanz der Features auf dem Rand im 2D auf ein 3D Voxelmodell
erweitert. Durch diese Herangehensweise kann die Zentriertheit des extrahierten Kur-
venskeletts abgesichtert werden. Eine andere Möglichkeit zeigt eine Extraktionsmethode,
die eine Kontraktion des Modells berechnet [2], bis dieses sich zu einem Kurvenskelett
zusammengezogen hat. Diese und weitere Arbeiten wurden untersucht und wenn mög-
lich mit Demo-Programmen der Wissenschaftler auf Anwendbarkeit für die vorliegenden
Bauteile geprüft. Bisher hat keine dieser Arbeiten im Vergleich zu unserem Ansatz ein
beständig besseres Ergebnis geliefert. Kriterien waren hierbei die Qualität des Skeletts
für die spätere Analyse und die Dauer der Skelettextraktion.
3.3. Lösungsansätze im Rahmen der Skelettextraktion
Im Folgenden soll mithilfe der obigen Problemanalyse die Betrachtung des Abschnittes
2.6 erweitert werden, da sich herausgestellt hat, dass die Filterung allein nicht in allen
Fällen ausreichend ist.
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Filterung Die bilaterale Filterung auf den im Objekt berechneten Feldern wurde nach
[6] implementiert. Bisher hat sich dieses Vorgehen als robust erwiesen und führt in den
meisten Fällen zu dem gewünschten Ergebnis. Durch diese Filterung werden die Trep-
peneffekte abgeschwächt und gleichzeitig die wichtigen Kanten in den Feldern (z.B. die
„Kammlinien“ im Distanzfeld) erhalten. Abbildung 14 zeigt, wie besonders die Trep-
peneffekte am Rand der (inneren) Fläche der MA geglättet werden. Für einen Großteil
der Objekte konnten einheitliche Parameter für die Filterung gefunden werden. Dennoch
existieren auch im gefilterten Divergenzfeld deutlich sichtbare Artefakte, welche in weni-
gen Fällen die Qualität des extrahierten Skeletts verschlechtern. Unter diesen Skeletten
gibt es wiederum einige, die nicht zufriedenstellend durch die Nachverarbeitungsschritte
korrigiert werden können.
(a) (b)
Abbildung 14: Das Divergenzfeld eines flachen Objektes (a) ohne Filterung, (b) mit Vek-
torfeld und Divergenzfilterung
Gradient Vector Flow Eine Möglichkeit, ein Vektorfeld ~V alternativ zum einfachen
Gradienten zu berechnen und den beschriebenen Effekt zu minimieren, bietet ein An-
satz, der besonders in der Bildverarbeitung Verwendung findet. Der Gradient Vector
Flow ist ein iteratives Verfahren, welches eine Kraft ~f entlang einer Objektberandung
in alle Bereiche des Objektes propagiert.4 Das Verfahren minimiert ein Funktional, wel-
ches sowohl den Gradienten der Distanzwerte an der Objektberandung als auch einen
Glättungsterm beinhaltet. Durch letzteren beeinflusst die Kraft, die initial nur an der
Objektberandung definiert ist, das Vektorfeld auch in Bereichen mit homogenem Di-
stanzwert.
Zum Vergleich der beiden Varianten Gradientenberechnung und Gradient Vector Flow
veranschaulicht man sich erneut den flachen Quader aus Abbildung 14 und 15 mit einer
relativ geringen Ausdehnung in einer Koordinatenrichtung. In einer gewissen Entfernung
vom Rand ist der Gradient in einer großen Umgebung gleich, was für die Erzeugung
eines Kurvenskeletts innerhalb dieses Objektes ungünstig ist (Abb. 15(b)). Durch die
Vektorfeldberechnung mit dem Gradient Vector Flow ergeben sich abhängig von der
Anzahl der Iterationsschritte auch in diesem Bereich aussagekräftige Vektoren (Abb.
15(c)). Hier musste jedoch im Laufe der Untersuchungen erkannt werden, dass es Fälle
4Während die Objektberandung im 2d zum Beispiel eine Kurve ist, stellt gerade das Mesh die Beran-
dung des 3d-Objektes dar.
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Abbildung 15: (a) Flaches Objekt mit Vektorfeld aus (b) finiten Differenzen und (c)
Gradient Vector Flow.
gibt, die auch der Gradient Vector Flow nicht zufriedenstellend verarbeiten kann. Um
diese Effekte nachzuvollziehen, wurde eine Testumgebung geschaffen, die das Aussehen
des Vektorfeldes zunächst im 2D visualisiert. Es hat sich herausgestellt, dass viele der
Ansätze durch die zusätzliche Dimension im 3D andere Resultate hervorbringen als nach
dem 2D Test erwartet. Aus diesem Grund beziehen sich die Aussagen dieses Abschnittes
auf die für das Projekt relevanten drei Dimensionen. In Anhang C finden sich ebenfalls
die Resultate der 2D Untersuchungen.
Um diese Fälle zu verstehen, soll zunächst verdeutlicht werden, wieso der GVF bei
einigen getesteten Objekten funktioniert. Der Vorteil des GVF ist, dass die Vektorbe-
rechnung auch dort erfolgt, wo kein Gradient existiert weil die Distanz innerhalb der
(inneren) Fläche der MA gleich ist. Die Vektorberechnung erfolgt an diesen Stellen le-
diglich durch eine Filterung der Umgebungsvektoren. Diese Berechnung erlaubt ein Pro-
pagieren der Randvektoren innerhalb der Fläche hauptsächlich, weil die Vektoren der
Seitenflächen, über die das Objekt gestaucht scheint (die dominanten Randvektoren),
sich aufheben. Diese gegenseitige Auslöschung zu Gunsten der übrigen Randvektoren
funktioniert jedoch nur mit einer passenden Diskretisierung, d.h. die (innere) Fläche in
derMA muss genau ein Voxel breit sein. Diese Eigenschaft setzt voraus, dass das Objekt
auf der Dimension, über die es gestaucht scheint, durch eine ungerade Zahl an Voxeln
diskretisiert ist (Abb. 16(a)). Ist dies nicht der Fall, existiert keine Schicht an Voxeln, in
welcher sich die dominanten Randvektoren aufheben und der Einfluss der übrigen Sei-
tenflächen ist trotz Filterung unerheblich klein (Abb. 16(b)). Ebenso kann die Rotation
dafür verantwortlich sein, dass der gewünschte Effekt des GVF nicht erreicht wird (Abb.
16(c)).
Dass die Diskretisierung nicht so geändert werden kann, dass diese immer für den
GVF günstig ist, verdeutlicht ein einfaches Beispiel: Wenn man das Objekt der vorigen
Abbildung auf der linken oder rechten Seite noch weiter staucht, ergibt sich ein keil-
förmiges Objekt. Bei der Diskretisierung dieses Objektes werden sich durch die schräge
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Abbildung 16: Das Divergenzfeld eines flachen Objektes berechnet durch den GVF (a)
mit günstiger Diskretisierung, (b) mit ungünstiger Diskretisierung, (c)
unter Rotation
Seite zwangsläufig Abschnitte mit unterschiedlicher Anzahl an Voxelschichten ergeben.
Der Gradient Vector Flow kann aufgrund dieser Sonderfälle nicht immer zum an-
gestrebten Ergebnis führen. In Zusammenspiel mit einer günstigen Filterung kann der
Anteil der unzureichend verarbeitbaren Fälle auf schätzungsweise 10% aller Fälle re-
duziert werden. Eine Möglichkeit zur Veringerung dieses Anteils wird zur Zeit in zwei
Herangehensweisen gesehen: entweder werden Skelettbündel eingesetzt (Kapitel A) oder
der GVF wird so modifiziert, dass auch ungünstige Diskretisierungen (und Rotationen
des Feldes) verarbeitet werden können.
GVF Normiert Ohne eine passende Schicht, in der sich die dominaten Randvektoren
aufheben, überlagern diese ständig die Vektoren der übrigen Ränder (Seitenflächen). Um
dies zu umgehen, wurde der Normalisierte GVF implementiert, welcher sich vom bisher
beschriebenen GVF nur darin unterscheidet, dass alle Vektoren normiert sind. Die Idee
hinter diesem Ansatz ist, dass die Filterung mit genügend Schritten in der Lage ist, den
Einfluss der nicht-dominanten Vektoren zu berücksichtigen, da diese in ihrer Wirkung
durch die Normierung verstärkt werden.
Zwar vermag diese Normalisierung das Vektorfeld in den (inneren) Flächen der MA
zu berechnen, jedoch wirkten sich Artefakte der Diskretisierung gerade durch diese Ver-
stärkung aller Einflüsse wieder mehr aus. Bei Treppeneffekten durch Rotation entstehen
dadurch unter Umständen im Vektorfeld mehr Senken als gewünscht und die Divergen-
zen geben erneut keine korrekte Aussage über eine Abtragungsreihenfolge. Weiterhin
wirkt diese Vorgehensweise ähnlich einer einfachen (nicht bilateralen) Filterung. Somit
können viele Kanten, die bisher in ihrer Deutlichkeit besonders auch für die automati-
sche Endpunkterhaltung dienten, nicht mehr erkannt werden. Abbildung 17(a) zeigt das
über den GVF(Normiert) berechnete Divergenzfeld eines flachen Objektes.
GVF Modifiziert Ein erheblicher Nachteil des normierten GVF ist, dass die Normie-
rung wie eine Filterung wirkt und diese auch Stellen beeinflusst, die möglichst nicht
geglättet werden sollen. Mit der Modifikation des GVF soll erreicht werden, dass im
GVF lediglich die Voxel anders betrachet werden, die in den (inneren) Flächen der MA
liegen. Zur Identifikation dieser Voxel wurde in der GVF-Berechnung eine Änderung
vorgenommen, die die lokale Nachbarschaft der Voxel auf Vektoren prüft, die gegenein-
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Abbildung 17: Das Divergenzfeld eines flachen Objektes berechnet durch (a) den nor-
mierten GVF, (b) den modifizierten GVF
ander gerichtet sind. Sollte eine Richtung gefunden werden, in welcher dies der Fall ist,
so wird diese aus allen Vektoren herausgerechnet, die in der Filterung betrachtet werden.
Somit wird der Einfluss der dominanten Randvektoren vernachlässigt und die Vektoren
der nicht-dominanten Ränder (Seitenflächen) können sich in diesem Bereich ausbreiten.
Die Ergebnisse dieser alternativen GVF-Berechnung sind vielversprechend (siehe Ab-
bildung 17(b)). Leider erhöht sich der Zeitaufwand durch die zusätzlichen Berechnungen
um einen Faktor von 5 bis 10. Dies lässt die bisher sehr effiziente Skelettextraktion für
das Forschungsziel zu langsam werden. Sollte an dieser Stelle weiter geforscht werden,
muss zunächst der Rechenaufwand minimiert werden.
GVF n-Pass Ein weiterer Ansatz, der zur Berechnung des Vektorfeldes benutzt wer-
den sollte, greift Ideen aus dem GFV (Modifiziert) auf und wendet den GVF in einem
Mehrpass-Verfahren an. Ähnlich wie bei der Modifikation des GVF sollen jene Bereiche
erkannt werden, in denen sich die (dominanten) Randvektoren treffen. In dieser Schicht
wird dann das Vektorfeld entfernt und in einem zweiten Pass mithilfe des GFVs berech-
net. In diesem zweiten Pass wird der GVF(Modifizert) genutzt, um die Randvektoren an
der Schicht um die (nun vorher berechneten) dominanten Randvektoren zu reduzieren.
Obwohl dieses Verfahren durch die Vorberechnung schneller arbeitet als der GVF
(Modifiziert), ist es anfälliger gegen Artefakte der Diskretisierung. Dies läßt sich dadurch
erklären, dass die Schicht für den zweiten Pass des GVF lediglich ein bis zwei Voxel
breit ist und somit entsprechend anfällig für Treppeneffekte ist. Die Resultate dieses
Verfahrens waren infolge dieser Eigenschaft relativ schlecht im Vergleich zu den anderen
Varianten des GVF.
Alternative Berechnung derMA Wie in den vorigen Abschnitten beschrieben, gibt es
Versuche, den Gradient Vector Flow so abzuändern, dass dieser auch innerhalb der (in-
neren) Flächen derMA eine geeignete Ordnung zur Abtragung der Voxel liefert. Da hier
noch kein Ergebnis erreicht wurde, welches für ausnahmslos alle Objekte funktioniert,
soll hier auf die Möglichkeit verwiesen werden, die komplette MA zu extrahieren und
diese später pro Fläche auf Kurven zu reduzieren. Hier sind erneut die Diskretisierung
und die Treppeneffekte problematisch, da durch diese die Abtragung unter Umständen
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die Flächen nicht korrekt als solche erkennt.
Eine Mischung aus den beiden Skelettarten, Flächen- und Kurvenskeletten, wäre eine
mächtigere Repräsentation des Objektes. Die Resultate verschiedener Arbeiten zu die-
sem Thema (z. B. [18], [15]) zeigen jedoch gleichzeitig die Komplexität des gemischten
Kurven- und Flächenskeletts. In Anhang D finden sich weiterführende Betrachtungen zu
dieser Problematik.
3.4. Lösungsansätze im Rahmen der Geometrieverarbeitung
Besonders für Bauteile aus dem CAD ist die Segmentierung ein möglicher Ansatz. Ziel
hierbei war es, Nebenformelemente der Geometrie der Skelettierung vorgelagert zu er-
kennen und zu entfernen. Die dadurch bereinigte Geometrie ist gerade bei den kritischen,
meist flachen Bauteilen wesentlich besser zur Skelettextraktion geeignet (siehe „Ligature
Instability“, Anhang A).
Es existieren verschiedenste Methoden zur Segmentierung speziell von Geometrie, die
durch CAD entworfen wurde [1]. Zur Untersuchung dieser Möglichkeiten wurde eine
krümmungsbasierte Featureerkennung implementiert (siehe Abb. 18), die auch zum Auf-
trennen des Netzes verwendet werden kann. Eine Abtrennung der Nebenformelementen
von der Hauptform eines umformtechnischen Bauteils könnte es zudem ermöglichen, ein
hierachisches Skelett (durch Verbinden der jeweiligen Teilskelette) zu erzeugen. An dieser
Stelle sei darauf verwiesen, dass wir ausserdem untersuchen, wie Informationen dieser
Featureerkennung weiterhin für eine stabilere Skelettierung verwendet werden können.
So könnten zum Beispiel die Endpunkte des Skeletts durch die Lokalisierung der Features
bestimmt werden.
Zwei näher untersuchte Herangehensweisen sollen hierbei vorgestellt werden: die Seg-
mentierung der Geometrie durch Bereiche hoher Krümmung (im Folgenden: scharfe
Kanten oder Featurelinien) und die Segmentierung der Geometrie anhand charaktieris-
tischer Krümmungswerte mithilfe eines Histogramms.
Segmentierung anhand scharfer Kanten Zur Segmentierung kann ein schwellwert-
gesteuerter Algorithmus alle Regionen mit besonders hoher oder niedriger Krümmung
auf der Oberfläche zusammenfassen und mit morphologischen Operationen zu poly-
gonalen Linienzügen (Featurelines) vereinfachen. Um die Stabilität der Featurelinien-
Extraktion zu erhöhen, wurden Methoden zum Schließen und Ausdünnen fehlerhafter
Linienzüge entwickelt und umgesetzt. Es wurden zudem Methoden zur Analyse dieser
Featurelines entwickelt, die vom Fraunhofer-Institut für Werkzeugmaschinen und Um-
formtechnik in der Beschreibung des Nebenformelements angewandt werden können. Zu
diesen Methoden zählen die Krümmungsberechnung auf der Featurelinie, die Ähnlich-
keitsbestimmung zwischen zwei Featurelinien und eine graphbasierte Zusammenhangs-
beschreibung zwischen allen Segmenten, die durch die Featurelinien aufgetrennt werden.
An diesen Stellen sehen wir vielfältige Ansatzpunkte für weitere Forschungen.
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Abbildung 18: Von links nach rechts: Flaches Bauteil mit Nebenformelement; Divergenz-
feld im Objekt; Segmentierung anhand scharfer Kanten; Divergenzfeld des
bereinigten Objektes.
Segmentierung anhand charakteristischer Krümmungswerte Es existieren Neben-
formelemente, die in der Geometrie der Bauteile nicht durch scharfe Kanten identifiziert
werden können (siehe Abb. 19). Dies ist auch bei sehr weit abgerundeten Kanten der
Fall. Damit auch in diesen Situationen die Geometrie segmentiert und das Nebenform-
element entfernt werden kann, wurde eine alternative Methode der krümmungsbasierten
Segmentierung entwickelt. Hierbei werden nicht nur hohe, sondern generell charakteristi-
sche Krümmungswerte auf der Oberfläche genutzt. Diese werden für jeden Eckpunkt der
Geometrie in ein Histogramm der beiden Hauptkrümmungsrichtungen eingetragen und
in diesem (mittels einer Wasserscheidentransformation) in Zusammenhangskomponen-
ten aufgeteilt. Aus den Komponenten ergibt sich unter Hinzunahme der geometrischen
Zusammenhänge im Flächenverbund eine Segmentierung der Oberfläche. Der implizit
entstandene Graph bildet ebenfalls eine Repräsentation der Geometrie, in der Neben-
formelemente erkannt werden könnten.
Entfernen der Nebenformelemente Das Entfernen der Nebenformelemente aus der
Segmentierung setzt eine Erkennung der Elemente selbst voraus. Hierbei wurde der Seg-
mentierungsansatz über die Featurelinien genutzt, da dieser eine einfachere, wenn auch
weniger mächtige, Segmentierung darstellt. Auch wenn die Segmentierung über charak-
teristische Krümmungswerte eine flexiblere Auswertung zuläßt, muss zur Extraktion der
nötigen Information aus der Segmentierung Forschungaufwand betrieben werden, der
den Rahmen dieses Projektes überstiegen würde.
3.5. Zusammenfassung
Dieses Kapitel hat die besondere Aufgabenstellung bei der Verarbeitung von Bauteilen
mit flachen („gestauchten“) Bereichen aufgezeigt. Es wurde detailliert untersucht, welche
logischen und algorithmischen Problemstellungen in der Skelettdefintion und -extraktion
auftreten. Da keine der bekannten Arbeiten anderer Forschergruppen die Ansprüche des
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Abbildung 19: Flaches Bauteil mit (verrundetem) Nebenformelement aufgeteilt nach
beiden Segmentierungsansätzen
Projektes an die Skelettextraktion gänzlich erfüllen kann, wurden Verbesserungen des
divergenzbasierten, parallelen Thinnings untersucht und hier vorgestellt. Zwar wurden
Methoden gefunden, die ein qualitativ hochwertiges Skelett extrahieren, diese haben oft
jedoch einen hohen Zeitaufwand. Bisher wird der Gradient Vector Flow in Kombinati-
on mit der Filterung des Vektor- und Divergenzfeldes als beste Lösung angesehen. An
dieser Stelle hat sich aus intensiven Testreihen des Fraunhofer Instituts für Werkzeug-
maschinen und Umformtechnik ergeben, dass bei der Verwendung eines Gradient Vector
Flow-Ansatzes hauptsächlich die Filterung der Divergenz hilfreich ist. Es konnten da-
bei Einstellungen festgehalten werden, die für all jene Testobjekte ein gutes Resultat
lieferten, die durch ein Kurvenskelett sinnvoll beschreibbar sind. Ausserdem wurden Al-
gorithmen vorgestellt, die durch eine Vorverarbeitung der Geometrie zum einen bereits
der Analyse beitragen, als auch der Skelettierung eine bessere Datenbasis geben können.
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Abbildung 20: Nachträglich korrigierbare Invarianz von Skeletten unter Rotation des
Ausgangsobjektes.
4. Skelettverarbeitung
Nach dem Abtragen ist der Volumendatensatz auf eine Menge von Voxeln reduziert, die
im Weiteren in einen Graphen umgewandelt wurden und dann als Skelett zur Analyse
des Objektes dienen. Das durch die verbleibenden Voxel repräsentierte Skelett erfüllt
einen Großteil der (intrinsischen) Eigenschaften eines Skeletts, wie es nach Blum [4]
definiert wurde. Nach Reniers [18] ist ein Kurvenskelett nach Blum:
• topologisch äquivalent zum Ausgangsobjekt,
• formerhaltend,
• mittig im Objekt liegend,
• durch weniger Dimensionen als das Ausgangsobjekt dargestellt,
• invariant unter isometrischer Transformation (topologie- und längenerhaltend),
• instabil (z. B. anfällig für Oberflächenrauschen).
Das derzeitig erzeugte Skelett verhält sich lediglich bedingt invariant bei Rotation des
Ausgangsobjektes (siehe Abb. 20). Durch die in diesem Kapitel vorgestellten Methoden
kann das Skelett jedoch so nachverarbeitet werden, dass diese Eigenschaft ausreichend
erfüllt wird. Die (ungewünschte) Instabilität des Skeletts (z. B. durch Rauschen der
Objektoberfläche) wurde bereits in Kapitel 3 betrachtet.
Repräsentative Resultate des divergenz-basierten, parallelen Thinnings (auf Basis des
GVF) sind in Abbildung 21 visualisiert. Im Folgenden wird ausgeführt, welche Schritte
notwendig sind, um die in den Abbildungen aufgezeigten Probleme im Skelett selbst
zu beheben. Dazu ist zuerst eine Überführung der als Skelettpunkte markierten Voxel
in einen Graphen notwendig. Anschliessend werden verschiedene Bearbeitungsschritte
erläutert, die auf dem Graphen durchgeführt werden, um diesen besser zur Analyse des




Abbildung 21: Vier Skelette in Form der nach dem Thinning verbleibenden Punkte mit




Als Resultat des Thinnings verbleiben einzelne Volumenelemente, die durch die Anzahl
ihrer N26-Nachbarn5 schon als Endpunkte, als Punkte auf einem Ast oder als Kreu-
zungspunkte eingeordnet werden können. Diese Zahl der Nachbarn (später im Graph
auch die Valenz eines Knotens) ist in diesen drei Fällen: ein, genau zwei oder mehr
als zwei Knoten. Zur Erzeugung des Graphen werden zuerst alle Punkte (Voxel) in die
neue Datenstruktur aufgenommen. Durch die lokale Betrachtung der Nachbarn in der
N26-Umgebung können alle benachbarten Punkte verbunden werden, wobei benachbar-
te Kreuzungspunkte zu einem Element im Graph verschmolzen werden. Während viele
der im Folgenden beschriebenen Funktionen auch auf den Voxeldaten denkbar wären,
gilt dies nicht für alle (z. B. nicht für das Glätten oder Begradigen von Ästen).
Ein Ast A ist definiert über die n Punkte (p1, p2, p3, ...pn), wobei p1 und pn entweder
Endpunkte oder Kreuzungspunkte sind und {pi|i = 2...n− 1} Knoten mit Valenz zwei.
4.2. Nachverarbeitungsschritte
Alle im Folgenden vorgestellten Nachverarbeitungsschritte dienen der besseren Analyse
des Graphen. Alle Algorithmen sind weder im Zeit- noch im Speicheraufwand kritisch
und werden deshalb diesbezüglich hier nicht weiter analysiert.
T-Junctions Da die Äste des Skeletts besonders bei Langformen (nach der Formenord-
nung nach Spies [21]) zu großen Teilen einzelnen Formelementen des Ausgangsobjektes
zugeordnet werden können, erfolgt zuerst eine Auftrennung der Kreuzungen (mehr als
zwei Nachbarn) im Graphen. Es kann jedoch unterschieden werden, ob ein Ast an die-
sem Kreuzungspunkt lediglich an einem zweiten Ast ansetzt oder ob sich an diesem
Punkt drei separate Äste treffen. Der erste Fall wird im Weiteren als T-Kreuzung (oder
T-Junction) bezeichnet und darf nicht komplett aufgetrennt werden; es wird lediglich
der Ast abgespalten, der als (senkrecht) angesetzt erkannt wird. Im zweiten Fall (drei
separate Äste) wird die Kreuzung wie alle anderen Kreuzungen mit mehr als drei Ästen
aufgetrennt.
Die Erkennung einer T-Junction erfolgt über die Winkelberechnung zwischen drei
Vektoren, die für die drei Äste bestimmt werden. Sei ~d einer der drei zu bestimmenden
Richtungsvektoren und A = (p1, p2, p3, ...pn) der Ast mit den Knoten pi. Der Vektor ~d





||pi − p2|| . (4)
Anzumerken ist, dass für die Berechnung der Richtung der eigentliche Kreuzungspunkt
p1 ausgenommen ist und lediglich k − 1 Punkte Einfluss haben. Der Kreuzungspunkt
sollte hier nicht benutzt werden, da dieser oft nicht in der Mitte der Kreuzung liegt
(siehe Abb. 23). Die Festlegung von k erfolgt empirisch (zum Beispiel auf 5 Knoten).




Abbildung 22: 6 Stufen der Skelettbearbeitung: (a) Ausgangsdaten, (b) Erzeugung des
Graphen, (c) T-Junctions erkennen, (d) Entbarten, (e) Begradigen, (f)
Glätten.
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Abbildung 23: Kreuzungspunkt (grau) mit drei Ästen, dargestellt mit den zu ermitteln-
den Vektoren und den (hier für eine T-Junction idealen) Winkeln 90◦,
90◦ und 180◦.
(a) (b) (c) (d)
Abbildung 24: Angezeigt sind für einen Kreuzungsknoten mit drei Ästen (a) die Winkel
zwischen deren Vektoren und in (b), (c), (d) deren Abweichung zu 90◦, 90◦
und 180◦ - je nachdem welcher Ast als (senkrecht) angesetzt betrachtet
wird. Die Summe dieser Abweichungen ist für (b) 30◦, (c) 160◦, (d) 170◦,
womit (b) am wahrscheinlichsten eine T-Junction darstellt.
Nachdem für jeden Ast ein Vektor nach dieser Vorschrift berechnet und normiert
wurde, wird die Winkelabweichung der Vektoren vom 90◦-90◦-180◦-Szenario für alle drei
Varianten berechnet. In Abbildung 24 ist dies veranschaulicht, wobei sich die Winkel im
3D nicht zu 360◦ summieren müssen.
Das Ergebnis dieser Operation ist in Abbildung 22(c) gezeigt. An dieser Stelle sollte
überlegt werden, ob es für die Merksmalserkennung wichtig ist, auch Kreuzungen mit
mehr als drei Ästen auf durchgängige Äste zu testen.
Entbarten Im Skelett exisistieren Äste, die für die Merkmalserkennung umformtechni-
scher Bauteile nicht benötigt werden. Diese kommen zustande, da die Skelettierung alle
konvexen Merkmale auf der Oberfläche berücksichtigt, wenn auch einige durch die Fil-
terung nicht zu einem Ast im Skelett führen. Das Entfernen dieser Äste, das Entbarten,
beruht auf einer Aussonderung der Äste nach Länge6. Es werden dabei nur Äste entfernt
die mindestens einen Endpunkt besitzen und gleichzeitig in der Länge einen Schwellwert
unterschreiten. Dieser Schwellwert wird zur Zeit in Prozent der durchschnittlichen Länge
6Die Länge eines Astes kann über dessen Punktfolge A bestimmt werden.
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Abbildung 25: Dargestellt sind zwei Ausgangssituationen (a), (b), wobei Äste (mit meh-
reren Knoten) als Linien angedeutet und lediglich Kreuzungsknoten als
Punkte dargestellt sind. Der markierte, nach unten gerichtete Ast unter-
schreitet den Schwellwert für die Länge und soll entfernt werden. Für (a)
ist offensichtlich (c) das korrekte Ergebnis. Sollte in Situation (b) jedoch
der zweitkürsteste Ast ebenfalls unter dem gewählten Schwellwert liegen,
so müssten an dieser Stelle beide Äste entfernt werden, was nicht dasselbe
Ergebnis wie (c) ist.
aller Äste mit Endpunkten angegeben. Wie in Abbildung 25 ersichtlich, ist die Neube-
rechnung der Astlängen nach der Entfernung eines Astes nötig. Hierbei ist auch ein
logisches Problem angedeutet, welches sich jedoch durch die explizite Erkennung von
T-Junctions lösen lässt.
Begradigen Zwei Tatsachen erfordern die nachträgliche Begradigung der Äste im Ske-
lettgraphen. Zum einen kann die mediale Achse eines Objektes genau zwischen zwei
Punkten im Voxelgitter liegen und dadurch (praktisch willkürlich) einem der beiden
Punkte zugeordnet werden. Dies führt auf längeren Abschnitten zu kleinen Sprüngen im
Skelett, wobei die Abweichung die der Breite der einzelnen Voxel entspricht. Zum ande-
ren kann eine mediale Achse, die nicht parallel zu einer Koordinatenachse verläuft leicht
gekrümmt werden. Dies geschieht in Bereichen, in denen die Abtragungsreihenfolge (hier
durch die Divergenz) nicht aussagekräftig genug ist (z. B. durch zu starke Filterung).
In der aktuellen Lösung wurde die Begradigung nur für Äste realisiert, die durch eine
Linie repräsentiert werden können. Es wird der Abstand aller Punkte in einem Ast zu
der Linie gemessen, die sich durch den Anfangs- und Endpunkt des Astes ergibt. Sollte
die Abweichung aller Punkte von dieser Linie im Mittel geringer sein als die halbe Breite
eines Voxels, so können alle Punkte auf diese Linie projiziert werden. Dieser Schwellwert
kann durch einen Parameter gesteuert werden, der mit der Voxelbreite multipliziert wird.
Die Ergebnisse dieser Operation sind in 22(e) ersichtlich.
An dieser Stelle kann die Bearbeitung des Skelettgraphen noch verbessert werden,
indem z. B. nicht komplette Äste, sondern auch schon Abschnitte begradigt oder sogar
auf eine Kurve mit konstanter Krümmung gezogen werden. Ausserdem sollte diskutiert
werden, ob diese Funktion nicht mit der des Glättens zusammen erfolgen sollte.
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Glätten Das Glätten der Äste des Skelettgraphen stellt eine vorläufige Lösung zum
Verbessern des Graphens dar. Wie zuvor ausgeführt, sollte explizit erkannt werden, wel-
che Form jeder Abschnitt des Graphen hat. Solange dies nicht implementiert ist, kann
das Glätten des Graphen entlang eines Astes bereits befriedigende Ergebnisse für die
weitere Analyse liefern. In dieser Operation wird jeder Punkt auf einem Ast (außer den
End- und Kreuzungspunkten) mit der exakten Mitte zwischen seinen beiden Nachbarn
linear interpoliert. Problematisch ist bei dieser Herangehensweise das typische Schrump-
fen des Graphen in gekrümmten Abschnitten.
4.3. Objektanalyse auf Basis des Kurvenskeletts
Um die Fertigungsprozessplanung wie angestrebt zu unterstützen, müssen aus dem Kur-
venskelett die Merkmale des umformtechnischen Bauteils bestimmt werden. Um dies zu
ermöglichen, wurden verschiedene Analysemethoden umgesetzt, die auf dem Kurvenske-
lett basieren. Im Folgenden werden diese Methoden vorgestellt und es sollte diskutiert
werden, welche der abgeleiteten Informationen am besten für die Merkmalsextraktion
geeignet sind.
4.3.1. Profilschnitt
Da das Kurvenskelett zu großen Teilen auf der medialen Achse des Objektes liegt, kann
an jedem Punkt des Skeletts mithilfe eines geeigneten Richtungsvektors eine Ebene defi-
niert werden, die das Ausgangsobjekt schneidet und in diesem Schnitt ein Profil erzeugt.
Auf Grundlage der Profilschnitte kann die Bewertung der Objektgeometrie im 2D fort-
geführt werden (siehe Abbildung 26).
Zur Berechnung des Profilschnittes wird die Tangente des Kurvenskeletts am gewähl-
ten Punkt approximiert. Da der Ast, in welchem der Punkt einbezogen ist, keine Kurve,
sondern ein Polygonzug ist, muss die Tangente über eine größere Umgebung von Punkten
errechnet werden 7. Die Profilschnitte ergeben sich aus den Schnittlinien aller Dreiecke
des Objektes mit der Ebene, die den ausgewählten Punkt enthält und den berechneten
Richtungsvektor als Normale besitzt. Alle Schnittlinien werden zur Darstellung im 2D
noch so transformiert, dass die Projektion ins 2D über die Normale der Ebene erfolgt.
Die derzeitige Lösung sieht vor, die Profilkurve aus einzelnen Schnittelementen zu ei-
ner zusammenhängenden Kurve zusammenzusetzen. Hier kann die Implementation noch
optimiert werden, da die Zusammenfügung bei komplexeren Geometrien noch nicht in
Echtzeit möglich ist. Mit dieser Aufgabe verbunden war die Separation eines Profils, wel-
ches an mehreren Stellen geschlossene Polygonzüge im Profilschnitt beinhaltet. Insbe-
sondere musste hier entschieden werden, welche Abschnitte zu dem ausgewählten Punkt
gehören und welche nicht.
Um zu illustrieren, inwiefern die Profile über die Geometrie aussagekräftig sind, wird
in Abbildung 27 die Rekonstruktion eines Objektes entlang eines Skelettastes mithilfe
der Profilschnitte angedeutet. Da besonders im H-förmigen Querschnitt der Geometrie
7Hierzu wird derzeitig die Hauptkomponentenanalyse auf dem Punkt selbst und allen seinen Nachbarn
mit Valenz gleich zwei angewandt.
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Abbildung 26: Drei Profilschnitte eines Achsträgers zur weiteren Analyse.Visualisierung
aller verfügbaren Profilschnitte des Graphen für ein Objekt.
die Lage des Kurvenskeletts erneut instabil ist, wurden Algorithmen entwickelt, die ei-
ne Sequenz von Profilen nachträglich in ihrer Ausrichtung korrigieren können. Unsere
aktuelle Forschung beschäftigt sich mit der Auswertung der Abfolge der Profile. Die
Änderung des Profils im Verlauf entlang einer Hauptform kann besonders für die Mas-
sivumformteile wichtige Auskunft über Masseverteilung und Materialfluss geben.
4.3.2. Krümmungsberechnung
Als weiteres Maß in jedem Skelettpunkt wird die Krümmung des Kurvenskeletts in
berechnet. Dies geschieht über die Einpassung eines Kreises in drei Punkte: der Punkt
an dem die Krümmung bestimmt werden soll und zwei direkte Nachbarn. Die Krümmung
selbst ist dann der inverse Wert des Radius des Krümmungskreises.
4.3.3. Euklidische Distanz zum Rand
Die Euklidische Distanz ist ein Wert, der in jedem Voxel die Entfernung des Voxels zum
nächsten Randvoxel angibt. Diese Information kann für alle Skelettpunkte in den Graph
weitergegeben werden.
4.3.4. Massebestimmung
Im Folgenden werden drei Ansätze vorgestellt, um eine Aussage über die Masse eines
Punktes zu treffen, von denen jedoch lediglich einer praktikabel ist.
Massebestimmung über Randzuordnung Eine erste Variante der Massebestimmung
setzt bereits am Thinning-Prozess an. Hier werden im nicht-ausgedünnten Zustand je-
dem Voxel die Vertizes der Geometrie zugewiesen, die in diesem Voxel enthalten sind.
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Abbildung 27: Visualisierung aller Profilschnitte entlang eines Skelettasts. Links: Initial,
rechts: korrigiert.
(a) (b)
Abbildung 28: Zwei Ansätze der Masseberechnung: (a) zeigt die (farblich kodierte) Zu-
ordnung der Vertizes zu den Skelettpunkten. Erkennbar sind hier die Ar-
tefakte durch das divergenzbasierte Abtragen (vorrangig die Zuordnungen
in hellblau, rosa und lila). In (b) sind die sehr unterschiedlichen Profile
zweier benachbarter Knoten im Skelettgraphen visualisiert.
Beim Thinning wird diese Information von jedem zu entfernenden Voxel auf ein noch
vorhandenes Voxel vererbt. Dieses Vorgehen, vorgestellt in [8], eignet sich für diese kon-
krete Anwendung aus zwei Gründen nicht. Erstens sind die Geometriedaten nicht hoch
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genug aufgelöst, um initital jedem Voxel genügend Vertizes zuzuweisen. Durch diese
Ausgangslage entsteht eine zu grobe Aufteilung in der Zuordung. Während dieses Pro-
blem durch eine adaptive Tesselierung einfach lösbar wäre, entsteht ein zweites Problem
aus der Abtragungsreihenfolge, die durch die Divergenz bestimmt ist. Wie in Abbildung
28(a) ersichtlich, werden wenige große Bereiche ein und demselben Voxel zugeordnet und
machen eine Verwendung der Zuordung für die Massebestimmung unbrauchbar. Dieses
Problem ist in der Verteilung der Divergenzwerte in flachen Objekte verankert.
Massebestimmung über Profil Es liegt nahe, die Profilinformation zu nutzen, um die
Umgebung eines Skelettpunktes zu bewerten. Hierbei kann problemlos die Länge des
geschnittenen Profils berechnet werden. Es wird jedoch schnell ersichtlich (siehe Abb.
28(b)), dass die Sprünge im Profil zwischen einzelnen Punkten zu groß sind, um eine
verlässliche Aussage über die Masse abzuleiten.
(a) (b) (c)
Abbildung 29: Masseberechnung über Anzahl gesetzter Voxel. In allen drei Beispielen
ist die Masse im Farbwert (rot) des Voxelskelettpunktes markiert. In c)
ist der Radius r eingezeichnet, wodurch die Problemstellung des Zusam-
menhangs der gezählten Voxel erkennbar wird.
Massebestimmung über Voxelanzahl Als dritte Variante zur Massebestimmung wur-
de in einem Radius r um jeden Punkt gezählt, welcher Anteil an Voxel gesetzt sind; also
im Objekt liegen. Aus der maximalen Anzahl der Voxel in dieser Umgebung kann dann
ein Verhältnis berechnet werden, welches eine Aussage über die Masse des Punktes zuläßt
(Abb. 29(a), 29(b)). Während die Berechnung im Voxeldatensatz stattfindet, kann die
Information durch die Konzeptionierung der Datenstrukturen problemlos an den Skelett-
graphen weitergegeben werden. Problematisch ist bei der Berechnung jedoch, dass keine
Verbundenheit der gezählten Elemente geprüft wird. Dadurch werden Bereiche des Ob-
jektes zur Berechnungen einbezogen, die unter Umständen nicht zusammenhängen (siehe
Abb. 29(c)). Weiterhin ist die zu prüfende Entfernung r bei flachen Objekten nicht aus
der maximalen Euklidischen Distanz der Skelettpunkte zum Rand zu bestimmen. An
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dieser Stelle muss eine Berechnungsvorschrift für den derzeitig empirisch festgelegten
Wert gefunden werden.
4.4. Schnittstellendefinition
Als Schnittstelle für das extrahierte Skelett und für die darauf berechneten Werte musste
ein möglichst allgemeines, schnell zugängliches und nicht proprietäres Format gewählt
werden. Für dieses Vorhaben scheint das WaveFront (obj) Format geeignet, da dieses
sowohl die Knoten des Graphen, einzelne Informationen zu diesen Knoten (z. B. Mas-
se, Krümmung) und den Zusammenhang unter den Knoten erfassen kann. Die Knoten
werden hierbei als Vertizes abgelegt und alle Knoten eines Astes werden über eine Linie
verbunden. Es können hierbei für die Vertizes in den Linien folgende Fälle unterschieden
werden:
• Keine Linie enthält denselben Index mehrmals.
• Alle Vertizes an den Enden der Linie, tauchen in keiner anderen Linie an anderer
Position als am Anfang oder Ende auf.
• Alle Vertizes an den Enden der Linie, tauchen entweder genau einmal oder mehr
als zweimal in anderen Linien auf.
• Alle Vertizes, die insgesamt einmal am Ende einer Linie auftauchen, sind auch
Endpunkte im Graphen.
• Alle Vertizes, die insgesamt mehrmals am Ende verschiedener Linien auftauchen,
sind Kreuzungspunkte im Graphen.
• Alle Vertizes, die innerhalb einer Linie stehen, können in keiner anderen Linie
vorkommen.
Die zusätzlichen Informationen (Krümmung, Masse, Euklidische Distanz zum Rand)
werden als Normalenvektor des Punktes exportiert. Die Indexierung der Vertizes (Graph-
knoten) und der Normalen (Attribute des Graphen) stimmen überein. Die Normale ist
jedoch nicht in der Linie als zum Punkt gehörig vermerkt, wodurch diese Information für
jede Applikation, die WaveFront-Dateien laden kann, versteckt ist. Dies sichert die Kom-
patibilität zur Definition des WaveFront-Formats und gewährt trotzdem die Übergabe
zusätzlicher Informationen.
In diesem Format ist das für jeden Punkt extrahierte Profil nicht enthalten. Es wäre
zu diskutieren, ob diese Information ebenfalls im WaveFront-Format unterzubringen ist.
Eine Möglichkeit wäre es, die Profilschnitte ebenfalls als Linien abzulegen und diese




Voxelisierung8 600 ms 600 ms
Distanztransformation 800 ms 600 ms
Gradient-Berechnung 60 ms 60 ms
Gradient-Filterung 500 ms 300 ms
Divergenz-Brechnung 100 ms 60 ms
Divergenz-Filterung. 240 ms 140 ms
Tabelle 1: Laufzeiten für das Pferd-Objekt mit 180-Zellen maximaler Kantenlänge, ins-
gesamt 3 M Zellen, davon 256 K im Objekt.
5. Sonstige Forschungsergebnisse und Betrachtungen
5.1. Beschleunigung
Aufgrund der benötigten hohen Anzahl an Gitterpunkten in der voxelisierten Darstellung
eines Objektes haben jene Algorithmen, die Operationen auf allen Punkten ausführen
potentiell eine sehr hohe Laufzeit. Diese erhöht sich mindestens linear mit der Gesamt-
zahl der Gitterpunkte.
Alle bisher vorgestellten Implementationen im Projekt wurden mithilfe das OpenMP-
Standards dahingehend überarbeitet, dass mehrere Prozesse parallel arbeiten können.
Diese Modifikation erlaubt selbst auf Single-Core-Rechnern eine Geschwindigkeitsstei-
gerung. Auf Mehrkern-Systemen konnte die Berechnungsdauer noch entsprechend weiter
gesenkt werden. Tabelle 1 gibt Auskunft darüber, inwiefern sich die Laufzeiten für ein
konkretes Objekt auf einem Zweikern-System verbessern.
Insgesamt ergibt sich bei dem Objekt aus Tabelle 1 damit eine Verarbeitungsdauer
von 1,760 Sekunden (anstatt 2,300 Sekunden) zur Vorberechnung. Bei einer geringeren
Auflöung (z. B. ist Kantenlänge 100 noch aussagekräfitig genug) beläuft sich diese Zeit
auf 450 Millisekunden (anstatt 550 Millisekunden).
5.2. Größeres Kernel
Es existierten Ansätze, die Größe des Thinning-Kernels von 3×3×3 Voxeln auf größere
Ausmaße abzuändern, um günstigere Skelette zu erhalten. Tests mit nächst größeren
Kerneln haben frühzeitig gezeigt, dass das Resultat sich nicht signifikant von dem Re-
sultat des ursprünglichen Kernels mit einer vorgelagerten Glättung unterscheidet. Die
Laufzeit erhöht sich allerdings durch die Vergrößerung des Kernels massiv und ist daher
unpraktikabel.
8hierbei entfallen allein 400 ms auf die Berechnung der Darstellung
39
Abbildung 30: Level Set Map nach Hassouna (in zwei verschiedenen Auflösungen)
5.3. Untersuchung verwandter Forschungsarbeiten : Level Set
Graph
Die Arbeiten von Hassouna und Farag [12] zum Thema Skelettextraktion schlagen vor,
einen Level Set Graph zu verwenden, um aus diesem Featurepunkte des Objektes zu
erkennen. Hierbei wird an dem Punkt des Objektes mit maximaler euklidischer Distanz
begonnen, eine Front auszudehnen. Die Geschwindigkeit dieser Front verhält sich dabei
proportional zur euklidischen Distanz des jeweiligen Punktes. Der Zeitpunkt an dem ein
Punkt von der Front passiert wird, gibt ein neues Maß für den Abstand des Punktes zum
Startpunkt der Front. Durch Diskretisierung dieses Maßes ergeben sich Schalen (siehe
Abb. 30), deren Abschnitte in den Level Set Graph überführt werden können. In die-
sem Graph sollen nun Endpunkte identifiziert werden, um Features in der Geometrie zu
identifizieren. Je nach Erfolg könnte dies eine robuste Entpunkterkennung gewährleisten.
Abbildung 30 zeigt erste Versuche, die mit dieser Methode an einem einfachen Objekt
unternommen wurden. Nach Rücksprache mit dem Autor hat sich bestätigt, dass das
Verfahren eine relativ hohe Auflösung benötigt, um gute Skelette zu produzieren. Das
liegt unter anderem daran, dass ein statistisches Maß zum Ausdünnen falsch erkann-
ter Features notwenig ist und dies bei geringeren Auflösungen zunehmend schlechter
aussagekräftig ist.
5.4. Untersuchung verwandter Forschungsarbeiten :
Formabstraktion
Da das Glätten, wie in Anhang A angedeutet, nur bedingt verwendbare Ergebnisse lie-
fert, wurde ein Teil der Untersuchungen auf die Formabstraktion ausgeweitet. Während
das Verstehen einer in Geometrie vorliegenden Form umformtechnischer Bauteile selbst
das Ziel des Forschungsprojektes ist, kann die Abstraktion zunächst unter Umständen
der Skelettierung helfen. Auf Basis des Skeletts (der Abstraktion) könnte dann die Ana-
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lyse des Bauteils an der exakten Geometrie fortgeführt werden. Ein wichtiges Ziel der
Formabstraktion sollte auch der Einsatz eines Parameters zur Featuregröße sein. Ein sol-
cher Parameter müsste entscheiden, welches Feature in der Abstraktion erhalten bleibt.
Es sollen in diesem Abschnitt zwei Abstraktionsansätze vorgestellt werden.
Verfahren von Xiaofeng und DeCarlo (2D) Der in [17] beschriebene Algorithmus ist
ein Verfahren für eine 2D Berandung, deren Bestandteile erkannt werden und selektiv
(nach Größe) abstrahiert werden können. Einige Resultate des Verfahrens sind in Abbil-
dung 31 gezeigt. Besonders vorteilhaft ist, dass die erkannten Elemente der Oberfläche
nicht (wie z. B. beim Glätten) nur reduziert werden, sondern rückstandslos entfernt wer-
den. Der Übergangsbereich der Hauptform zu dem entfernten Nebenformelement wird
dazu möglichst gut rekonstruiert. Dieses Vorgehen wäre besonders für die Skelettierung
des übergeordneten Elementes hilfreich.
Grundelemente des Verfahrens wurden im 2D nachempfunden, um die Verwendbar-
keit im 3D abzuschätzen. Es wird jedoch vermutet, dass die Zeitkomplexität nicht den
Anforderungen unserer Skelettextraktion gerecht wird. Während das Konzept zur Zeit
noch im Rahmen einer Doktorarbeit von Herrn Xiaofeng ausgebaut wird, hat er uns
bereits versichert, dass er keinen Weg sieht, das Verfahren im 3D nutzbar zu machen.
Abbildung 31: Verfahren von Xiaofeng und DeCarlo: von links nach rechts: originale
Form, Abstraktion nach Xiaofeng und DeCarlo, Douglas-Peucker, Pro-
gressive Mesh und Curvature Flow Algorithmus. Man beachte besonders
die rückstandslose Entfernung der Oberflächendetails beim vorgestellten
Verfahren.
Verfahren von Lien und Amato (2D und 3D) Lien und Amato beschreiben ein Kon-
zept zur approximativen Zerlegung eines Polygonzuges oder polygonalen Netzes in (hin-
reichend) konvexe Bestandteile ([14]). Dieses Verfahren baut auf der Idee der exakten,
konvexen Zerlegung auf und kann durch die Approximation die äußerst rechenaufwändi-
ge Berechnung effizienter durchführen. Für die einfachen Objekte einzelner Formenord-
nungen ist dieser Ansatz sicher nützlich. Für komplexere Objekte bleibt zu untersuchen,
ob diese sinnvoll unterteilt würden. Einzelne Formelemente, die topologisch nicht kor-
rekt mit einer konvexen Hülle beschreibbar sind, würden nach dieser Methode in mehrere
Komponenten zerlegt. Hier müsste überprüft werden, inwiefern diese als ein Element er-
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kannt werden können. Der Zeitaufwand dieser Methode liegt je nach Komplexität des
Objektes bei wenigen Sekunden bis hin zu mehreren Minuten.
5.5. Ausrichtung der Geometrie
Zur Ausrichtung des Bauteils (z. B. in Hinsicht auf eine spätere Analyse über die Pro-
jektion der Objektkontur) können zwei Ansätze verwendet werden: die Hauptkompo-
nentenanalyse oder die Hauptträgheitsachsenanalyse. Beide Ausrichtungsberechnungen
erfolgen in der vorliegenden Arbeit nicht auf Basis der Geometrie, sondern auf deren
voxelisierten Darstellung. Begründet ist dies darin, dass weder anhand der Eckpunkte
des Dreiecksnetzes, noch anhand der Flächen allein zuverlässige Rückschlüsse auf die
Masseverteilung erfolgen können.
Sowohl für die Hauptkomponentenanalyse, als auch für die Bestimmung der Haupt-
trägheitsachsen werden die Vordergrund-Volumenelemente der voxelisierten Geometrie
als Punktwolke angesehen. Alle Punkte dieser Menge haben die gleiche Masse, wodurch
die Kenntniss des konkreten Wertes für die Masse im Weiteren nicht nötig ist. Nach
der Aufstellung der Kovarianzmatrix bzw. des Trägheitstensors lassen sich Eigenwer-
te und Vektoren ausrechnen, die Aufschluss über die Längenverhältnisse und über die
Ausrichtung der Geometrie geben.
5.6. Analyse der Geometrie
Für die spätere Bauteilanalyse konnten bereits aus der Ausgangsgeometrie wichtige In-
formationen extrahiert werden. Daten wie zum Beispiel der Füllgrad in einem umschlies-
senden Volumen oder Charakteristika der über eine Hauptachse projizierte Silhouette
sollen die spätere skelettbasierte Analyse unterstützen. Die dafür im Rahmen des For-
schungsprojektes umgesetzten Algorithmen und Module sollen hier nur kurz erwähnt
werden.
Volumenberechnung Das Volumen eines Objektes im Verhältnis zu den Volumina
verschiedener umschliessender Körper gibt unter anderem Aufschluss darüber, wie gut
ein Körper als Approximation des Objektes verwendbar ist. Daraus wiederum kann auf
die Hauptform des Bauteils geschlossen werden und zum Beispiel längliche von flachen
oder gedrungenen Formen unterschieden werden.
Neben der exakten Volumenberechnung für geschlossene Geometrien wurden die Be-
rechnung der folgenden umschliessenden Körper implementiert (siehe auch Abbildung
32): minimaler achsparalleler Quader, minimaler orientierter Quader (nach Kriterien ver-
schiedener Hauptkomponenten und Hauptträgheitskomponenten), minimal umschlies-
sende Kugel, minimal umschliessender Zylinder und k-DOP Geometrien. 9
9Ein k-DOP Objekt (disdiscrete oriented polytope) ist ein Polyeder mit maximal k Flächen, welches
das Objekt annähert.
42
Abbildung 32: Geometrie umschliessender Körper (von links nach rechts): Bauteil, mini-
maler orientierter Quader, minimal umschliessende Kugel, minimal um-
schliessender Zylinder, 26-DOP Geometrie.
Analyse der Silhouette Vom Fraunhofer Institut für Werkzeugmaschinen und Um-
formtechnik wurde für die geometriebasierte Analyse des Bauteils eine Möglichkeit an-
gestrebt, die Silhouette einer Geometrie bei Projektion über die drei Koordinatenachsen
zu extrahieren. Die hierbei entstehende Kontur soll ähnlich der Profile weiterverarbeitet
werden können. Während Standardalgorithmen zur Silhouettenextraktion in der Compu-
tergraphik sowohl die hier gesuchte äußere Kontur als auch sonstige (das Objekt selbst)
verdeckende Konturen liefern, wurde ein Ansatz implementiert, der die äußere(n) Kon-
ture(n) im Bildraum berechnet.
Abbildung 33: Äußere Kontour (oben) extrahiert über die drei Koordinatenachsen des
Bauteils (unten).
Modularisierung Um die Integration der von der Professur Graphische Datenverarbei-
tung und Visualisierung entwickelten Algorithmen in die Analyseabläufe des Fraunhofer
Instituts für Werkzeugmaschinen und Umformtechnik einzubinden, wurde die Funktio-
nalität modularisiert und in einzelne Anwendungen ausgelagert. Diese Module erhalten
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Script-gesteuert Eingabedaten und erzeugen je nach Art des Moduls eine Ausgabe, die
wiederum für ein weiteres Modul der Analyse als Eingabe dienen kann.
Es wurde für die Folgenden Schwerpunkte je ein Modul entwickelt: Konvertierung
verschiedenster 3D-Dateiformate, Ausrichtung des Bauteils nach mehreren Verfahren,
Volumenberechnung nach mehreren Verfahren, Skelettierung mit Parameterwahl und
Visualisierung einer Menge von Bauteilen. Außerdem wurde eine Testumgebung erstellt,
die in zwei Varianten entweder eine reduzierte Auswahl oder beinahe alle im Projekt
entwickelten Verfahren für 3D-Objekte bereitstellt.
In der verbleibenden Zeit der Projektbearbeitung werden noch weitere Forschungser-
gebnisse in Module ausgelagert.
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A. Formverstehen, Ligature Instability
H. Blum wählte den Begriff der ligature instability zur Beschreibung der Instabilität der
Medialen Achse gegenüber kleinsten Änderungen im Objektrand. Besonders bei poly-
gonal (2D) oder polyedrisch (3D) beschriebenen Objekten tritt dieser Effekt an jedem
Objektrand auf, dessen exakte Form aufgrund der Darstellung durch eine begrenzte An-
zahl an Punkten nur approximiert werden kann (siehe Abb. 34). Ein Skelett, welches
exakt der Medialen Achse entspricht ist aus diesem Grund nicht erwünscht. Es existieren
zwei etablierte Herangehensweisen, um diese Problemstellung zu umgehen. Dem Skelet-
tieren vorgelagert ist dabei das Glätten (Smoothing) der Eingangsdaten, während das
Ausdünnen (Pruning) auf dem Skelett arbeitet und nicht gewünschte Äste entfernt.
(a) (b)
Abbildung 34: Die Diskretisierung des Halbkreises (a) in einen Polygonzug (b)erzeugt
einen Ast zu jedem Punkt des Polygonzuges: In (a) endet dieMA an dem
Punkt, an dem der Rand genau auf dem maximal einschreibbaren Kreis
liegt. In (b) existieren zu jedem Punkt des Polygonzuges Abzweige der
MA. Eingezeichnet sind die maximal einschreibbaren Kreise beispielhaft
für einen der Äste.
Glätten und Ausdünnen Es existieren verschiedene Ansätze, die Eingabedaten durch
Glättung zu verbessern. Zum einen kann das Objekt selbst geglättet werden (z. B. durch
Aufbringen weiterer Schichten [11]), oder aber das Feld (insofern ein solches benutzt
wird) innerhalb des Objektes wird explizit oder in der weiteren Berechnung geglättet.
Auch die Diskretisierung in ein Voxelgitter kann Bereiche der Objektoberfläche glätten.
Jede dieser Varianten birgt aber auch die Gefahr, dass gewollte Details des Objektes
verschwinden (z. B. scharfe Kanten) oder sich unter Umständen sogar die Topologie
ändert [3].
Das Pruning (auch Ausdünnen) des Skeletts wird entweder auf dem vollständig be-
rechneten Skelett ausgeführt oder aber schon während der Extraktion. Die Qualität des
ausgedünnten Skeletts ist deshalb an die Qualität des extrahierten Skeletts gebunden.
Dass allein die Astlänge keine zuverlässige Aussage über zu entfernde Äste liefern kann,
ist in Abbildung 10(b) erkennbar. Der Grad der Ausdünnung wird durch einen Para-
meter gesteuert, der zumeist heuristisch festgelegt wird. Auch beim Pruning sei auf die
Arbeiten von August, Siddiqi und Zucker [3] verwiesen, da diese die hier beschriebene
Instabilität untersuchten und ein Konzept für eine stabile, hierarchische Skelettdefinition
vorgestellt haben.
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Rolle der Voxelisierung Die von uns eingesetzte Voxelisierung spielt eine besondere
Rolle bei der Stabiltität des Skeletts. Zum einen glättet die Diskretisierung viele der De-
tails auf Oberfläche, die kleiner sind als die Kantenlänge eines Voxels. Dies ähnelt einer
Glättung auf dem Objekt selbst. Zum anderen entsteht eine neue Möglichkeit, die ohne
weitere Betrachtung das entstehende Skelett instabil machen würde. Da die bereits in
Flächen diskretisierte Oberfläche in eine andere, ebenfalls diskrete Repräsentation um-
gewandelt wird, kommt es fast zwangsläufig zu Treppeneffekten im Voxelgitter, die sich
wiederum auf das Feld innerhalb des Objektes auswirken. Diese Treppeneffekte (auch
Aliasing-Effekt) werden nicht nur durch Polygone verursacht, die eine gekrümmte Ober-
fläche annähern, sondern schon dadurch, dass auch gerade Flächen nicht zwangsläufig
parallel zu den Koordinatenebenen ausgerichtet sind. Durch die im ersten Bericht vor-
gestellte Filterung werden zwar die Treppeneffekte fast gänzlich abgeschwächt, jedoch
gilt dies nur für Objekte mit hinreichend vielen Schichten aus Voxeln. Wie in Kapitel
3 genauer ausgeführt, kann die Voxelisierung gerade bei flachen Bauteilen das Ergebnis
kritisch beeinflussen. Ein weiterer Nachteil der Voxelisierung liegt in der begrenzten Aus-
sage zur Lage des Kurvenskeletts. Es könnte vorkommen, dass sich die Mediale Achse so
dicht an der Grenze zweier Voxelschichten bewegt, dass im Resultat des Thinnings die
zum Skelett gehörigen Voxel zwischen diesen zwei Schichten alternieren. Ein solches „Zig-
Zag“ wird von einigen Algorithmen nachträglich gesucht und korrigiert. Eine alternative
Vorgehensweise wäre die Umsetzung einer hierarchischen Unterteilung des Voxelgitters,
die sehr feine Auflösungen für jene Bereiche ermöglichen könnte, in denen das Skelett
liegt. Die zu diesem Konzept erfolgte Forschung ist in Anhang B dokumentiert.
Abbildung 35: Extraktion von unterschiedlichen Skeletten durch Rotation des Augangs-
objektes. Dauer der (10 fachen) Extraktion liegt für die Objekte links bei
ca. 10 x 0.5s und für das Objekt rechts bei ca 10 x 1.0s.
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Skelettbündel Ein möglicher Ansatz zur Vermeidung der durch die Instabilität auf-
tretenden Artefakte ist die Erzeugung mehrerer Skelette derselben Geometrie unter ver-
schiedenen Ausrichtungen. Durch dieses Vorgehen ergibt sich je nach Rotation des Aus-
gangsobjektes eine leicht unterschiedliche Voxelisierung. Durch die Verfügbarkeit mehre-
rer Varianten des Skeletts kann darauf geschlossen werden, an welcher Stelle die Instabili-
tät auftritt und wie diese behoben werden kann. Nachteilig ist bei dieser Vorgehensweise
der erhöhte Zeitaufwand. Da die Skelettextraktion (inklusive Voxelisierung und Feldbe-
rechnung) auf den verfügbaren Testdaten durchschnittlich eine halbe Sekunde dauert,
ergibt sich ein Aufwand von ca. 5 Sekunden für 10 Skelette. Aus diesen muss dann zu-
sätzlich durch Vergleichen der Elemente im Skelett (Knoten, Junctions, Endpunkte) ein
möglichst zuverlässiges Skelett errechnet werden. Die Bündelung der klassifizierten Äste
würde zusätzlich das Lokalitätsproblem der Voxelisierung lösen. In ersten Tests (mit
nicht optimiertem Code) dauert dieser Vorgang ebenfalls mehrere Sekunden. Abbildung
35 zeigt Objekte mit einer Auswahl an Skeletten10. Für das linke, obere Objekt können
unter den erzeugten Skeletten schon aufgrund einer Häufigkeitsanalyse die schlechtesten
Skelette ausgeschlossen werden. Das gilt ebenfalls für das linke, untere Objekt, wobei hier
die genaue Lage des Skeletts (trotz Diskretisierung) aus der Zusammenführung gültiger
Bündel von Ästen bestimmt werden kann. Der Achsträger im rechten Teil der Abbil-
dung zeigt, wie die Instabilität eine Vielzahl unterschiedlicher Äste erzeugen kann, die
nur zum Teil durch einen einfachen Vergleich verworfen werden können. Dieser Ansatz
wurde aufgrund des hohen Berechnungsaufwandes zunächst nicht weiter verfolgt.
Erkennung potentiell instabiler Skelettbereiche In “Ligature Instabilities in the Per-
ceptual Organization of Shape“ [3] beschreiben die Autoren die Instabilität des von
Blum definierten Skeletts [5] und zeigen, dass die von Blum als „Ligature Instability“
bezeichnete Eigenschaft der Mediale Achse weder durch Pruning, noch durch Smoothing
komplett verhindert werden kann. Sie erarbeiten eine Methode mithilfe welcher jene Be-
reiche des Skeletts, die durch die Instabilität betroffen sind, erkannt werden können.
Diese Erkenntnis kann sowohl in einem Pruning-Prozess als auch direkt im Vergleich
zweier Formen benutzt werden. Die Definition solcher instabilen Bereiche im Skelett be-
dient sich des Begriffes Ligature und wird wie folgt in Semi Ligature und Full Ligature
eingeteilt:
Sei S das Skelett des Objektes O mit zweidimensionalen Rand δO, definiert über die
Zentren der maximal einschreibbaren Kreise in O. Zu jedem Punkt x auf S existiert
eine Projektion pi(x), welche die zu x nächstgelegenen Randpunkte liefert. Diese Stellen
entprechen den Berührpunkten der maximal einschreibbaren Kreise mit O. Weiterhin sei
V die Menge der Punkte aus δO mit negativer Krümmung11. Mithilfe dieser Notation
wird Semiligature SL für einen Punkt a ∈ δO definiert:
Definition 1. (nach [3]) SL(a) = {x ∈ S : pi(x) = {a, p} , p /∈ V } .
10Die Instabilität wird in diesen Fällen häufig durch Eigenschaften der Geometrie verursacht, die in
Kapitel 3 diskutiert werden.
11Unter Verweis auf [13] werden negative Maxima der Krümmung im Rand als ausschlaggebend für die
Analyse des Objektes identifziert.
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Für einen Randpunkt (a) mit negativer Krümmung ist nun der Bereich des Skeletts
(SL(a)) definiert, wobei der betroffene Teil des Skeletts lediglich eine konkave Stelle des
Randes berührt. Für Bereiche, die gleichzeitig mehrere konkave Stellen (a und b) auf
dem Rand berühren, wird die Full Ligature FL fast analog definiert:
Definition 1. (nach [3]) FL(a, b) = {x ∈ S : pi(x) ⊃ {a, b}} .
Mit dieser Definition schliesst FL alle Skelettbereiche mit zwei oder aber auch mehre-
ren Berührpunkten am konkaven Rand ein. Weiterhin wird als interessante Eigenschaf-
ten genannt, dass FL(a, b) = FL(b, a) und dass alle Bestandteile von FL auf geraden,
verbundenen Linien liegen.
Durch die zwei obigen Definitionen gelingt es den Autoren, die als Ligature identifizier-
ten Bereiche in der Beschreibung des Skeletts weniger stark zu wichten (siehe Abbildung
37). Für die Zwecke der Analyse von umformtechnischen Bauteilen mittels der Skelett-
extraktion wäre eine solche Identifikation der instabilen Bereiche des Skeletts hilfreich.
Das Konzept der beschriebenen Ligature Instability tritt wie bereits analysiert auch im
dreidimensionalen Fall auf. Abbildung 36 zeigt, welche Methoden verglichen wurden, um
die Krümmung der Geometrie auf das Voxelgitter zu übertragen. Dieser Schritt sollte
den Ersten in der Analyse von Ligature auf dem Skelett bilden. Wie in der Abbildung
gezeigt, wurde zum einen die Krümmung der Geometrie an den Vertices auf das Voxel-
gitter übertragen und zum anderen die Krümmung direkt auf dem Voxelgitter berechnet.
Während die erste Herangehensweise zu wenige Krümmungswerte liefert (nur für jene
Voxel, die einen Vertex enthalten), leidet die zweite unter der Diskretisierung und kann
deshalb auch nur bedingt benutzt werden. Es existieren Vorgehensweisen, durch welche
beide Methode bessere Resultate liefern können, jedoch wurde an dieser Stelle deutlich,
dass das Konzept von [3] nicht in jedem Fall auf die dritte Dimension übertragbar ist12.
Dies ist leicht ersichtlich, wenn man ein flaches Bauteil untersucht, bei welchem die
maximal einschreibbaren Sphären nur den Durchmesser der geringsten Ausdehnung des
Objektes haben. Diese berühren nicht die konkaven Stellen des Randes, auch wenn sie
zu instabilen Abschnitten des Skeletts gehören.
12zumindest nicht für Kurvenskelette
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(a) (b)
Abbildung 36: (a) Krümmungsberechnung auf Basis der Geometrie (pro Vertex) über-
tragen in das Voxelgitter (dargestellt sind lediglich die Voxel, die eine
Krümmung ungleich Null haben). (b) Krümmungsberechnung auf Basis
des Voxelgitters.
(a) (b)
Abbildung 37: Ergebnisse aus [3] mit folgenden Farbmarkierungen: Non-
Ligature/Ligature-Klassifikation des Skeletts (Grau/Weiß), Origi-
nalobjekt/aus Non-Ligature rekonstruiertes Objekt (Hellgrau/Schwarz).
(a) Zwei Objekte mit guter Markierung der instabilen Bestandteile
des Skeletts. (b) Die Identifikation der Ligature erlaubt, die durch
Verzerrung geänderte Topologie des Objektes korrekt zu erkennen.
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B. Hierarchische Raumunterteilung und Featuregröße
In Anhang A wurde der Diskretisierung ein negativer Einfluss auf die Qualität der Objek-
trepräsentation und der Beschreibung der Medialen Achse zugeschrieben. Da die Anzahl
der Voxel kubisch zur Anzahl der Diskretisierungsschritte entlang einer Dimension steigt,
soll eine höhere Auflösung vermieden werden. Zu diesem Zweck wurde in Richtung einer
adaptiven, hierarchischen Unterteilung des Raumes um und in dem zu untersuchenden
Objekt geforscht. Hierbei war es ebenfalls Ziel, eine Featuregröße zu definieren, die es
ermöglicht ähnlich der Formabstraktion (siehe 5.4) zu entscheiden, welche Eigenschaf-
ten des Objektes (Features) zu berücksichtigen sind und welche vernachlässigt werden
können. Viele der zur Erläuterung genutzten Abbildungen entstanden in einer Testum-
gebung, die für die 2D Betrachtung dieses Ansatzes entwickelt wurde.
Die Grundidee der Unterteilung beruht darauf, lediglich jene Bereiche in höherer Auf-
lösung zu betrachten, die das zu extrahierende Skelett enthalten. Um diese Bereiche
zu identifizieren, wurde (im 2D) die zentrale Lage der Medialen Achse ausgenutzt. Der
in Quadrate unterteilte Raum wird nur in jenen Quadraten weiter unterteilt, deren
Eckpunkte verschiedenen Randabschnitten zugeordnet sind (über Vektoren zum jeweils
nächsten Objektrand). Hierbei entscheidet ein Schwellwert , welche Abweichung unter
den Vektoren eine weitere Unterteilung zuläßt.
Abgesehen von den später aufgezeigten Sonderfällen gibt es für jedes Quadrat drei
mögliche Zustände:
• Das Quadrat beinhaltet Teile des Objektes: Alle Vektoren zeigen nach Innen
und das Quadrat wird weiter unterteilt
• Das Quadrat beinhaltet die Mediale Achse, aber keinen Objektrand:
Alle Vektoren zeigen nach Außen und das Quadrat wird weiter unterteilt
• Das Quadrat beinhaltet weder Mediale Achse, noch Objektrand: Alle
Vektoren zeigen in (annähernd) die gleiche Richtung, das Quadrat wird nicht wei-
ter unterteilt
Ziel dieses Ansatzes ist es, den Raum ab einer durch  festgelegten Ähnlichkeit der
Vektoren zum Rand nicht weiter zu unterteilen und somit den Zeit- und Speicheraufwand
wesentlich zu reduzieren. Bei der hierarchischen Unterteilung, die durch dieses Vorge-
hen entsteht, soll zudem lediglich die unterste Schicht der Hierarchie dem Algorithmus
bekannt bleiben und alle übergeordneten Raumunterteilungen vernachlässigt werden.
Dies würde (relativ zur derzeitigen Diskretisierung) eine um Größenordnungen genauere
Repräsentation der Medialen Achse erlauben.
Unbedingt notwendig ist, die Vektoren der Eckpunke eines jeden Quadrates zum Rand
zu bestimmen. An dieser Stelle besteht auch die Möglichkeit, den Objektrand mit einem
Schwellwert τ für die minimal zu beachtende Größe von Features zu versehen.
• Vektor über k-nächste Nachbarn: Ein sehr schnelles Verfahren ist die Bestim-
mung der k-nächsten Nachbarn (hier Vertices des Polygons) zu dem Eckpunkt.
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Dieses Verfahren wurde auf einem kd-Baum implementiert, hat sich jedoch beson-
ders bei einer zu hohen Distanz zwischen den Vertices (relativ zur Kantenlänge
des Quadrates) als ungeeignet herausgestellt.
• Vektor über Polygonabstand: Aufwendiger ist die exakte Abstandsbestim-
mung zum Polygon, da alle Kanten zwischen den Vertices geprüft werden müssen.
Dazu wird das Segment im Polygon gesucht, das bei senkrechter Projektion des
Eckpunkts die geringste Distanz zum Punkt hat. Auch wenn dies durch bekannte
Verfahren beschleunigt werden kann, wäre der Aufwand für ein Dreiecksnetz sehr
hoch.
Ein bei diesen Ansätzen deutlich bemerkbares Problem ist erneut die Diskretisie-
rung der Form (hier als Polygonzug). Konvexe Bereiche mit kontinuierlicher Krümmung
können lediglich angenähert dargestellt werden und aufgrund dieser Diskontinuität der
Krümmung wird zu den Vertices hin die Unterteilung der Quadrate wieder genauer, da
die Vektoren sich nahe des Vertex mehr unterscheiden als in einer gewissen Entfernung
zum Vertex. Bereiche mit konvexen Vertices verursachen zusätzlich den Effekt, dass kei-
ne senkrechte Projektion auf den Polygonzug existiert. (siehe Abbildung 38) Aus diesem
Grund wurden weitere Methoden zur Bestimmung des Randvektor erarbeitet.
(a) (b)
Abbildung 38: Ein Polygon P (grün) mit Normalen pro Segment (rot). (a) Für Punkt
A ist die senkrechte Projektion auf P möglich, für Punkt B nicht. Dar-
gestellt sind auch die maximal einschreibbaren Kreise (grau). (b) Für die
k=2 nächsten Nachbarn (graue Linien vom Punkt A zum Rand) wird
die senkrechte Projektion zur Approximation des Randes (hellblau) be-
rechnet. Es ergeben sich zwei Randvektoren (grün) und zwei leicht un-
terschiedliche, maximal einschreibbare Kreise (grau).
• Vektor über nächsten Abstand zur Randapproximation: Der Rand wird
aus der diskreten Darstellung in die kontinuierliche Darstellung einer Bezierkurve
überführt und ermöglicht damit eine Vektorberechnung auch in Fällen, in denen es
keine senkrechte Projektion auf das Segment selbst gibt. Die senkrechte Projektion
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auf die Bezierkurve läßt sich in einem iterativen Verfahren annähern. Problema-
tisch bleibt aber auch in dieser Berechnung die Mehrdeutigkeit eines konvexen
Abschnittes.
• Vektor über k-nächste Abstände zur Randapproximation:Wiederum über
die k-nächsten Nachbarn können mehrere Segmente bestimmt werden, zu deren
Approximation der Abstand berechnet wird. In Abbildung 39 ist die Distanz zum
Rand (in jedem Pixel) dargestellt, welche sich aus der Länge des Randvektors er-
gibt. Die im Distanzfeld auftretenden Diskontinuitäten würden auch in der Unter-
teilung auftreten. Dieses Problem wurde durch die höhere Auflösung der Geometrie
gelöst, wodurch weniger der Speicheraufwand, mehr jedoch der Zeitaufwand steigt.
• Vektor über verteiltes Sampling an k-nächsten Abständen zur Randap-
proximation: Um eine Featuregröße zu wählen, die die minimal zu berücksichti-
genden Oberflächendetails beschreibt, wurde der Vektor nicht über den direkten
Abstand zur Randapproximation bestimmt, sondern über eine Menge von Samples,
die sich in einer durch den Schwellwert τ bestimmten Umgebung verteilen. Diese
sind in Abbildung 40 als rote Punktmenge markiert. In Abbildung 40(b) erkennt
man zwar eine Medialen Achse, in dem die Zacke an der Unterseite des Polygons
nur geringen Einfluss hat, trotzdem kann diese nie komplett aus dem Distanzfeld
verschwinden.
Es wurde deutlich, dass der Einfluss der Featuregröße durch diese Herangehensweise
lediglich einer Glättung entsprechen kann. Aus diesem Grund wurde die Forschung in
Richtung Formabstraktion erweitert (siehe Abschnitt 5.4).
Das Verfahren zur Unterteilung des Raumes hat einen Sonderfall aufgezeigt, der in
der obigen Betrachtung ausgelassen wurde. Dieser Fall tritt ein, wenn die Mediale Achse
das zu unterteilende Quadrat auf einer Kante mehrmals schneidet und keinen Eckpunkt
von den übrigen drei Eckpunkten trennt. In diesem Fall wird die Unterteilung (unter
Umständen) fälschlicherweise nicht fortgesetzt. Sollte es notwendig sein, diesen Ansatz
aufgrund der Problematik der Diskretisierung weiter zu verfolgen, muss zunächst dieses
Problem gelöst werden. Abbildung 41 zeigt mögliche Unterteilungen.
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(a) (b)
Abbildung 39: Zusätzlich zum Polygon P (grün) und Normalen (rot) wurde der Abstand
aller Pixel zum Rand visualisiert, wobei eine hellere Färbung einem höhe-
rem Abstand entspricht. Es ist zu erkennen, wie (bei gleicher Nachbaran-
zahl k) der Vertexabstand die Deutlichkeit der Sprünge im Distanzfeld
beeinflusst.
(a) (b)
Abbildung 40: Zusätzlich zum Polygon P (grün) wurde in (b) der Abstand aller Pixel
zum Rand basierend auf mehreren Samples (rot in (a)) visualisiert.
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(a) (b)
Abbildung 41: Zwei Polygone mit Unterteilung des Raumes in einem Quadtree, adaptiv
nach dem Unterschied der Richtungsvektoren der Eckpunkte jedes Qua-
drates. Der Schwellwert für diesen Unterschied steuert hierbei, wie exakt
die Unterteilung der Medialen Achse folgt.
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C. 2D/3D Untersuchungen zum GVF
Dieser Abschnitt zeigt verschiedene Ergebnisse der Alternativen Berechnungen des Vek-
torfeldes. Hierzu wurde eine Testumgebung entwickelt, welche das Vektorfeld zunächst
im 2D visualisiert.
Abbildung 42: GVF n-Pass: Vektorfeld in einem für den GVF ungünstig diskretisier-
ten Objekt. Von links nach rechts: Der GVF kann die Information von
der Seite nicht in das Zentrum propagieren. Die Fläche in der die Vekto-
ren aufeinandertreffen wird identifiziert. Ein zweiter Pass berechnet die
Vektoren innerhalb dieser Fläche.
Abbildung 43: Glättung des rot markierten Bereiches geschieht im GVF (Normalisiert)
(mitte) stärker als im GVF (links). Verfahren, die die Fläche der aufein-
andertreffenden Vektoren explizit identifizieren können dies verhindern
(z. B. GDV n-Pass(rechts) ).
Abbildung 44: (links) Skelettbündel aus GVF, (rechts) Skelettbündel aus GVF (Modi-
fiziert). Die Berechnung des GVF (Modifiziert) liegt mit ca. 3 Sekunden
pro Skelett bei über 600% des Zeitaufwands für die Berechnung mit dem
GVF.
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Abbildung 45: Vektorfeld und Divergenzwerte (GVF) eines keilförmigen Objektes. Deut-
lich erkennbar ist, dass bei einer geraden Anzahl an Voxeln (in der ge-
stauchten Dimension) der GVF keine Aussage über die (mittig liegende)
Fläche in der Medialen Achse liefert.
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D. Erhaltung von Flächen
Wie in Kapitel 3 beschrieben, besteht eine Möglichkeit der Extraktion eines Kurvenske-
letts in der Extraktion eines Flächenskeletts, aus welchem später das gewünschte Kur-
venskelett berechnet wird. Diese Flächenskelettextraktion wird über Kriterien realisiert,
die optional zum Thinning-Algorithmus ausgewählt werden können. Es wurden bisher
drei Verfahren herausgearbeitet, deren Ergebnisse im Folgenden vorgestellt werden.
Bei der Flächenrandpunkterhaltung wurde ein zusätzlicher Test für alle nach bishe-
rigen Kriterien simplen Gitterpunkte eingefügt. Sollten diese Punkte Nachbarn eines
Flächenpunktes sein, werden sie nicht entfernt. Die Ergebnisse hängen zum einen von
dem eingesetzten Thinning-Verfahren ab (Abb. 46). Zum anderen beeinflusst die Aus-
richtung der Flächen des Objektes die Erkennung der Flächenpunkte in dem Maße, dass
nicht-koordinatenebenen-parallele Flächen nicht unbedingt im Ergebnis dünn sind, son-
dern zwei Voxel breit. Generell benötigt der Ansatz in der bisherigen Implementation
sehr günstige Ausgangsvolumen, um für die weitere Verarbeitung gute Ergebnisse zu
liefern.
(a) (b) (c)
Abbildung 46: Flächenrandpunkterhaltung (Links: im normalen, parallelen Thinning,
Mitte: im Distanz-basierten, parallelen Thinning Rechts: im Divergenz-
basierten, parallelen Thinning)
Wie bereits gezeigt, kann die Filterung der drei Größen Euklidische Distanz, Finite
Differenzen und Divergenz eine geringere Anfälligkeit der Datenbasis bei Rotation und
Rauschen gewährleisten. Dies kann bei der Flächenerhaltung genutzt werden, indem auch
hier auf den Divergenzwerten gearbeitet wird. Es wurden zwei Verfahren implementiert,
in denen die Divergenzwerte zum Flächenerhalt genutzt werden. Ein erster Ansatz [20]
fügt für alle Gitterpunkte unterhalb des Schwellwertes ein weiteres Thinningkriterium
hinzu, welches deren Entfernung verhindert, sollten diese am Rand einer Fläche liegen.
Die zweite Implementation verhindert die Entfernung des Punktes generell, sollte dieser
mit seiner Divergenz unter dem Schwellwert liegen. Bei beiden Verfahren wird deutlich,
dass es Probleme mit nicht-flächigen Abschnitten der Geometrien gibt, da diese nicht
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auf die Breite eines Voxels ausgedünnt werden. Weiterhin werden auch Flächen nicht un-
bedingt minimal dünn und würden so eine Nachverarbeitung erfordern. Bei der weiteren
Untersuchung dieses Ansatzes sollte die zweite Implementation bevorzugt werden, da die
Resultate dieser am regelmäßigsten waren, während der erste Ansatz ein Verrauschen der
Oberfläche begünstigt hat. In beiden Ansätzen ist die Auswahl des Schwellwertes nötig
und es sollte untersucht werden, inwieweit diese Auswahl durch eine Heuristik automati-
sieren werden kann. In Abbildung 47 sind zwei Thinning-Resultate mit unterschiedlichen
Schwellwerten angeführt.
(a) (b)
Abbildung 47: Divergenz-basiertes, paralleles Thinning mit Divergenzschwellwert (aus
[-1,1]). Links: Schwellwert -0.5, Rechts: Schwellwert -0.6
Als Abwandlung der vorgestellten Verfahren zur Flächenerhaltung haben wir ein 2-
Pass Verfahren untersucht, durch welches wir die Problematik der nicht-dünnen Flächen
lösen wollten. Hierbei sollte zuerst einer der oben genannten Ansätze zur Flächenerhal-
tung durch Divergenzwerte angewandt werden und folgend der Ansatz zur Flächener-
haltung durch Flächenrandpunkterhaltung. Bei den meisten Geometrien konnten die
Ergebnisse jedoch durch diesen zweiten Durchlauf nicht verbessert werden, da die Flä-
chenrandpunkterhaltung keine unnötigen Punkte entfernt, die bereits von Flächenpunk-
ten umgeben sind.
Insgesamt stellt sich die Erhaltung des Flächenskeletts durch die präsentierten Me-
thoden schon deswegen als schwierig heraus, da das Flächenskelett je nach Definition die
komplette Mediale Achse beschreiben kann (siehe Kapitel 3). Die zur weiteren Verar-
beitung gewünschten (inneren) Flächen der Medialen Achse sind lediglich ein Teil dieser
kompletten Medialen Achse. Besonders unter Rotation mit Treppeneffekten haben sich
diese Methoden nicht als robust erwiesen.
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