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ABSTRACT 
The rapid growth in wireless data traffic in recent years has placed a great strain 
on the wireless spectrum and the capacity of current wireless networks. In 
addition, the makeup of the typical wireless propagation environment is rapidly 
changing as a greater percentage of data traffic moves indoors, where the 
coverage of radio signals is poor. This dual fronted assault on coverage and 
capacity has meant that the tradition cellular model is no longer sustainable, as 
the gains from constructing new macrocells falls short of the increasing cost. The 
key emerging concept that can solve the aforementioned challenges is smaller 
base stations such as micro-, pico- and femto-cells collectively known as small 
cells. However with this solution come new challenges: while small cells are 
efficient at improving the indoor coverage and capacity; they compound the lack 
of spectrum even more and cause high levels of interference. Current channel 
models are not suited to characterise this interference as the small cells 
propagation environment is vast different. The result is that overall efficiency of 
the networks suffers.  
This thesis presents an investigation into the characteristics of the wireless 
propagation channel in small cell environments, including measurement, analysis, 
modelling, validation and extraction of channel data. Two comprehensive data 
collection campaigns were carried out, one of them employed a RUSK channel 
sounder and featured dual-polarised MIMO antennas. From the first dataset an 
empirical path loss model, adapted to typical indoor and outdoor scenarios found 
in small cell environments, was constructed using regression analysis and was 
validated using the second dataset. The model shows good accuracy for small cell 
environments and can be implemented in system level simulations quickly without 
much requirements.  
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Using the same data the values of key channel parameters, which are required for 
a range of wireless network planning applications, were extracted for indoor and 
outdoor scenarios. Comparative study of these parameter values provides useful 
characterisation of the small cell wireless channel. Furthermore, the signal 
strength and correlation of dual-polarised MIMO sub-channels were investigated, 
the result showing significant, yet consistent differences amongst co-polar and 
cross-polar sub-channels, with respect to frequency and receiver orientation.    The 
result was used to produce a new polarisation diversity combination scheme and 
test against the data shows significant improvement in channel capacity. 
The knowledge gained through the investigation provide a better understanding 
of the intricacies of the small cell propagation environment, which will help to 
increase the efficiency of the overall wireless network, allowing it to be in the best 
possible shape to face the challenges yet to come. 
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CHAPTER 1  
 
INTRODUCTION 
This chapter reports on the growth of wireless technology, in particular 
growth of indoor wireless traffic, and how the concepts of small cells is viewed as 
key to meet to the ever increasing network coverage and capacity requirements. 
One significant challenge facing small cells is the issue of spectrum scarcity leading 
to signal interference, which is described here. Further it is shown that the problem 
of interference can be greatly mitigated by developing accurate propagation 
prediction model for this newly emerged propagation environment.  
In this thesis, the term “small cells scenarios” refers to propagation channels 
with one or both ends of the link located within or close to buildings. This includes 
indoor, indoor-to-outdoor, outdoor-to-indoor and building-to-building (indoor-
outdoor-indoor) propagation scenarios where the link distance is within the ranges 
of small cells. 
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1.1 Growth of Mobile Wireless Technology 
Mobile wireless technology has experienced tremendous growth in recent years. 
Aspects of the growth include increased traffic volume, extended range of 
applications, and new air interfaces delivering the service. All of these factors 
contribute to the issue of spectrum scarcity, which ultimately leads to increased 
levels of signal interference. [1] 
Initially, the main utility of wireless technology was to provide mobile voice 
communication. The mobility aspect was a huge success which ensured the 
technology’s remarkable and continuing growth. In terms of volume of traffic, the 
growth is comprised of two factors: the number of subscribers, shown in Figure 
1-1, and the amount of data usage per subscriber. Both factors have experienced, 
or is experiencing, periods of exponential growth in different markets around the 
world. 
 
Figure 1-1: Global number wireless subscriptions, and per 100 inhabitants, 1995-2013 
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The European market was one of the first to develop, Figure 1-2 shows that it 
experienced the highest rate of subscriber growth during the 1990s. Although this 
growth factor dropped off as the market neared 100% saturation, the data usage 
factor maintained a high growth rate throughout the 2000s, which continues to 
the present day and beyond, sees Figure 1-3. In emerging markets such as 
Central/Southern America and Africa, both the growth in subscribes and the data 
traffic per subscriber are contributing making these markets the fastest growing 
mobile markets in the world [2].  
 
Figure 1-2: Rolling annual customer growth for Europe 1991 – 2008 
According to Cisco, Global IP traffic increased eightfold between 2006-2011 with 
the majority of the growth attributed to wireless traffic, and by 2016, traffic from 
wireless devices will exceed those from wired devices [3]. This explosive growth in 
wireless traffic creates great demands on the spectrum which is a limited resource. 
At the same time, the application of wireless technology has expanded to facilitate 
the likes of video calling, mobile internet, satellite navigation, WLAN, personal 
medical devices, and electronic interfaces. Each new application requires their 
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own band to operate in and many of them require communicating volumes of data 
that are orders of magnitudes greater than voice communication. Furthermore, 
developments on the horizon such as wireless cloud computing and wireless 
energy transfer could have paradigm shifting effects [4, 5]. Many of these 
technologies operate in wireless networks of different scales, from global satellite 
networks all the way down to personal area networks and wireless networks 
inside electronic devices. These networks exhibit vastly different characteristics 
such as transmission distance, frequency, altitude, network topology and 
environmental obstacles, and each characteristic affects the signal attenuation in 
various ways. 
 
 
Figure 1-3: Downlink traffic from cellular handsets worldwide, by region, 2008 – 2015 
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1.2 Emerging Trends and associated Challenges 
Through many years of sustained growth and evolution, greater flexibility and 
convenience to mobile customers have been achieved. Traditional problems such 
as lack of coverage, peak hour dropped calls and expensive inter-operator calls 
have been greatly reduced. New services such as web browsing and video 
conferences have allowed customers to use their mobile phones in different ways 
and through changing habits new trends gradually appear in the volume of data 
communicated wirelessly over the world. These changes affect the efficiency and 
operation ability of existing infrastructures, creating new gaps and technical 
challenges that need to be addressed.     
1.2.1 Growth of Indoor Wireless Data Traffic 
One of the key trends underlying the evolution of wireless communication has 
been the increase in the percentage of indoor wireless data traffic, which involves 
establishing radio links partially (I2O, O2I) or wholly (I2I) within indoor 
environments. This happens when either the base station or the user equipment 
(UE) or both are located inside buildings. According to market research [6], 50% of 
calls and 70% of data services will involve indoor traffic in the coming years. The 
increasing popularity of smart phones, tablets and other small personal wireless 
devices serve as testaments to this trend. The existing macro-cellular network was 
designed primarily for outdoor traffic, and whilst each macrocell can provide a 
large coverage area, their capacity, i.e., the maximum volume of traffic they can 
serve at one time, is limited. By spreading this limited capacity over a large area, 
the volume of service each sector receives is further reduced. This is fine for voice 
traffic, which uses much lower volumes of data than the more recent advents of 
wireless communication such as video calls and web browsing. However as Figure 
1-4 shows, in a period of just 7 years from 2008 to 2015, the percentage of voice 
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traffic will drop staggeringly from over 50% to 5%, to be replaced by video, web 
and other high volume applications. This will create a substantial shortage in 
capacity which is further compounded by the increasing need for better indoor 
coverage. Macrocells are not efficient at providing indoor coverage, as indoor 
wireless signals experience attenuation through the walls and ceilings resulting in 
weaker signal strength, yet the volume of indoor wireless traffic continues to grow 
at an unrelenting pace rendering the coverage provided by existing macrocells 
insufficient. Worse still, building additional macrocells to improve indoor coverage 
is not cost effective and becomes increasingly prohibitive as the demand grows. 
 
Figure 1-4: Service proportions of downlink wireless network traffic in developed regions 
Two key concepts, Small cells and HetNets, have emerged and evolved in recent 
years in the efforts to meet the rapidly increasing demand for indoor coverage and 
capacity. Like pieces of a jigsaw puzzle, these concepts naturally fit around each 
other and, when combined, offer a well-rounded solution in many aspects such as 
cost, ease of implementation, technical challenges and scalability.  
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1.2.2 Small Cells 
Small cells are low powered base stations with a coverage range of 10 to 2000 
meters, in contrast to the macrocells which usually range over 10 kilometres. With 
mobile operators having to support ever growing mobile data traffic, and in 
particular indoor traffic, many are taking advantage of mobile offloading as a more 
efficient use of the radio spectrum. Small cells can readily provide data offloading 
as they can be easily backhauled through broadband internet such as DSL or Cable. 
The concept of small cells is applicable to all standards, including GSM, 
CDMA2000, WCDMA, TD-SCDMA, WiMAX and LTE/LTE-Advanced. In particular, 
for LTE-Advanced, many mobile network operators see small cells as the key to 
managing the spectrum more efficiently than existing macrocells [7]. Annual unit 
shipments of small cells are expected to reach 70 million worldwide by the end of 
2017 [6]. 
The term small cell encompasses femtocells, picocells and microcells, listed in 
order of increasing base station power. Femtocell has the smallest coverage range 
which is in the orders of 10 meters. Consequently, they are typically designed for 
use in homes and installed inside buildings. This naturally allows them to provide 
better coverage and higher capacity when there is no existing signal or poor 
macrocell coverage, such as in attenuated buildings or cell edges. Their low unit 
production cost and strategic placing allows them to be much more cost effective 
at reaching this goal than macrocells, which is further improved as femtocells have 
self-organising and management capabilities meaning they can be installed and 
activated with little or no central planning. Picocells (range < 200m) and microcells 
(range < 2km) are similar in concept to femtocells except they operate on a greater 
scale. They are strategically placed to increase service provision to hotspots in the 
network but differ from femtocells in some aspects such as not always having self-
organising capabilities and thus require more central planning. Another difference 
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is that they are not always installed indoors like femtocells, whilst some of them 
might be located inside shopping malls and airports; others are placed on outdoor 
towers like macrocells. 
1.2.3 Heterogeneous Networks and Interference 
Whilst small cells can provide good quality of service in their individual areas of 
coverage, there exist the need to integrate them into the overall network so that 
long distance communication links can be established; this is where Hetero-
geneous Networks (HetNet) come in. HetNet refers to the inter-operation of 
existing networks with different access technologies such as cellular, WLAN, and 
fixed broadband. HetNet provides a service by combing these network elements 
together, along with the capability to handover between the various network 
elements [8]. For example, the integration of small cells into the macroceullar 
network would result in a HetNet, seen figure 1.5.  
 
Figure 1-5: Heterogeneous Cellular Network and some of the associated challenges 
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However, the process of integration is not without obstacles or compromises. One 
of the key compromises in large scale implementations of small cells is the 
spectrum sharing between the small cells and their encompassing macrocells, 
which result in two-tiered networks. Reusing the spectrum is a consequence of the 
limited and scarce nature of the frequency bands available for wireless 
communication. While this approach allows both layers of cells to operate within 
the same frequency bands, the signal quality is compromised from Cross-Tier 
Interference between macrocells and small cells. For example, a femtocell located 
in a house close to a street would radiate its signals into the street, which could 
jam the downlink signal of nearby User Equipment (UE) on the street, since both 
the femtocell and the macrocells are operating within the same frequency band, 
see UE A in figure 1.5. This problem is especially severe close to cell edges where 
the macrocell signal can degrade significantly.  
Another challenge of HetNet is the complexity related to cell service areas 
especially in cell edge scenarios. In networks that maximizes the utilisation of the 
licensed bandwidth by employing a frequent reuse of one, e.g. LTE, the UE 
normally camps on the cell with the highest Downlink Signal Strength (SSDL), 
hence the point of handover between two cells is where the UE experience equal 
SSDL from both cells. In homogenous networks, the point of equal SSDL between 
two macrocells typically coincides with the point of equal Uplink Path Loss (PLUL) 
between the macrocells. However, in HetNet the points of equal SSDL and PLUL 
will not necessarily be the same between cells of different power output. This is 
illustrated in figure 1.5, where UE B is served by macrocell M rather than femtocell 
F because SSDLM > SSDLF, however, the uplink path loss from B to M is actually 
larger of the two cells. 
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1.3 The need for Propagation Models 
As discussed in the previous section, the increasing number bandwidth intensive 
mobile data services and data subscribers have placed a great challenge on 
network planners to meet the coverage and capacity requirements whilst using 
limited radio resources. Operators are meeting this challenge in a variety of ways, 
including utilising higher frequency spectrum, developing multiple and smart 
antennas, and implementing more efficient modulation coding schemes. 
However, these measures alone are not enough in densely populated urban areas 
and at cell edges. Operators are increasingly integrating small cells into their 
macrocellular networks to spread traffic loads, increasing capacity, and 
maintaining quality of service whilst reusing the same spectrum. The continued 
integration of small cells results in the emergence of HetNet and brings with it a 
set of challenges, such as Co-tier Interference between neighbouring small cells, 
which require accurate calculations of signal properties such as signal strength and 
path loss.  
Other differences between traditional homogenous macro-cellular networks and 
HetNet which affect the propagation environment include greater number of base 
stations, reduced antenna heights, and higher concentration of obstacles. The 
effect of these factors has not yet been comprehensively studied, thus 
investigations into the channel characteristics and development of accurate and 
computationally efficient propagation models for HetNet becomes prerequisites 
to potential resolutions to the challenges posed by HetNet. The availability of such 
models and related simulation tools are essential for the successful operation of 
NetNet, as they are required for interference mitigation, network planning, 
coverage patterns prediction, spectrum allocation and more. 
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A wide variety of propagation models for different wireless services are known. 
Many are adapted to address the specific and varying challenges associated with 
different operating frequency and propagation environment. The cost of this over 
specialisation is that every time a new wireless system comes along with a new 
operating frequency or environment, new propagations models are needed, as old 
models simply do not achieve the desired accuracy. The push towards indoor 
traffic and GHz bandwidth discussed in the previous section introduces both new 
frequency and environment, making the need for new propagation models greater 
than ever. There is no end in sight for the foreseeable future in the ever increasing 
growth of wireless systems thus propagation models will be constantly in demand 
to better characterise the new environments and to improve the efficiency at 
using the already congested wireless spectrum. This provides the research 
motivation for this work, to study the characteristics of the newly emerged 
propagation environment with the ultimate goal of providing a new propagation 
model for the challenges ahead. 
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1.4 Aim and Objectives of this Thesis 
The aim of this thesis is to study the properties of wireless propagation in newly 
emerged environments where the behaviour and characteristics of the wireless 
channel have not been fully understood, the environment in question mainly 
relates to small cells which entail buildings and scenarios such as indoor, indoor-                                          
to-outdoor, and building-to-building propagation.  
The investigation will look into aspects including propagation environment, path 
loss, signal strength, frequency, amplitude, phase, delay spread, coherence 
bandwidth, angular spread, distribution statistics, multiple-input-multiple-output 
antenna (MIMO) channels, antenna orientation, antenna polarisation and more in 
order to see the whole picture and reveal the inner workings, patterns, and 
relationships between the various components. The ultimate goal of is to develop 
a comprehensive system of prediction for wireless propagation in the small cell 
environment, including a propagation model, channel parameters and statistics 
and effects relating to various elements. 
Objectives 
The main objectives of this thesis can be summarised as follows: 
1. To conduct a literature review on the current and state-of-the-art 
approaches to modelling and characterising the propagation channel 
associated with small cells.  
By over-viewing the existing propagation models and discussing their capability to 
predict the propagation characteristics to the level of accuracy required within a 
reasonable time, a better understanding is garnered about the challenges and 
requirements imposed by the small cells environment. By identifying the merits 
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and potentials of the existing models,   opportunities for adaptations and 
improvements are presented. 
2. To develop an accurate propagation model that is suitable for the small 
cells scenarios including indoor, indoor-to-outdoor, and indoor-outdoor-
indoor; and to validated the model through comparative study. 
An accurate model greatly helps in network planning, coverage prediction, 
spectrum efficiency and many other tasks. It would be an invaluable tool for in-
depth studies on issues such as interference mitigation, which will lead to better 
understanding and solutions. 
3. To characterised the small cells wireless channel by analysing channel 
parameters with respect to delay, frequency, polarisation and antenna 
orientation. To compare individual parameters in different environments 
including I2I, I2O and IOI. 
Looking at the various parameters will allow a better understanding of the 
complete picture. Knowledge on Inner workings of a parameter gained allows for 
better manipulation of it toward the overall goal. Patterns revealed allows for their 
predictable nature to be exploited and arrive at better solution in expected ways.  
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1.5 Contributions of this Thesis 
The main contributions of this thesis can be summarised as follows: 
1. A new empirical path loss prediction model for small cell environments is 
proposed, with different parameters for individual scenarios including I2I, I2O 
and IOI. The model produces accurate results for small cell environments and 
has been validated through a second set of measurement data. The model can 
be quickly implemented for system level simulations without requiring 
complex equipment or computation. Furthermore, a comparative study 
between two datasets collected from Lund, Sweden and Luton, UK is made 
which enhances the characterisation of small cells wireless channel and 
provides validation for the model. 
 
2. Characterisation of the small cells wireless channel through extraction and 
analysis of key channel parameters. Statistical descriptions of these important 
channel parameters including RMS delay spread, coherence bandwidth and 
RMS angular spread was determined for both I2I and I2O scenarios and a 
comparative study was carried out. Knowledge of the parameter will help 
towards the design of more efficient wireless communication systems, 
resulting in better characterisation and understanding of the wireless channel 
in the small cells environment. 
 
3. A new data-oriented perspective was employed to analyse the distribution and 
correlation of sub-channel signal power and phase for dual-polarised MIMO 
system. The analysis was carried out for individual polarisation settings which 
demonstrated significant, yet consistent differences between the polarisation 
settings across with an average cross polar discrimination of 3dB across all 
measurement scenarios. It is shown that sub-channel power and correlation 
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varies differently with respect to frequency for co-polar and cross-polar 
settings. Based on these results, a novel MIMO polarisation diversity 
combination scheme is proposed which takes advantage of the variations of 
signal strength and correlation in differently polarised channels. The scheme 
was tested against the data collected and results show a mean diversity gain 
of 10.6dB, with cross-polarised channels achieving 12.2dB. 
 
4. Designed and implemented a comprehensive channel measurement campaign 
in the typical small cell scenarios. Data was measured in three types of small 
cell scenarios, including I2I, I2O and IOI, and features dual-polarised MIMO 
antenna arrays. The channel transfer matrix at each measurement position 
consisted of a 4-dimensional matrix array of size 10 × 81 × 128 × 32 = 3317760 
complex values, which captured full information on amplitude, phase, 
frequency, delay, polarisation and antenna orientation. The considerable 
scope of the data provides a valuable resource which can be explored in many 
different ways and provides an ideal platform for future research. 
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CHAPTER 2  
 
PROPAGATION PREDICTION MODELS 
 
This chapter describes the principles of the radio propagation mechanism and gives 
an overview of existing propagation prediction models - categorised by their 
principle and operating environment. In particular, attention is focused on 
propagation models for small cells and the indoor environment. 
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2.1 Background and General Considerations 
Propagation models seek to describe the transformation a radio signal experiences 
as it travels from source to destination. This allows for useful predictions on the 
characteristics of the signal at the receiver. One of the most significant parameter 
that needs to be predicated is the path loss, an accurate value of path loss enables 
swift and accurate determination of many key values such as: signal coverage, 
received signal strength, signal to noise ratio (SNR), and carrier to interference 
ratio (C/I). Predicting the path loss accurately is a complex task due to the 
multitude of factors involved in a wireless radio link, including: 
 Antenna properties:  
e.g. orientation, polarisation, radiation pattern, multiplicity. 
 Signal properties:  
e.g. carrier frequency, amplitude, phase, modulation.  
 Spatial variables:   
e.g. height, distance, topology, material, obstacles. 
 Temporal variables:  
e.g. mobility, traffic volume, weather conditions. 
Many of these factors are random in nature and difficult to predict, and the overall 
effect often results in variations of the receiver performance due to interference 
and fading. Evaluation of efforts to mitigate these problems depends heavily on 
the accuracy of prediction that can be obtained for path loss. 
The locations of the base stations and mobile stations are the two greatest 
influences on the path loss of radio links. In traditional homogenous macro-cellular 
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networks, the radio link formed from a tower serving an outdoor UE is 
characterised by outdoor propagation. Due to the great macrocell height and 
outdoor antennas, the propagation is mostly line of sight. The density of obstacles 
and reflectors are low which in turn reduces random variations of signal strength 
caused by phenomenon such as diffraction and penetration. Thus, the demand for 
accuracy in this scenario is relatively low and many existing path loss models are 
sufficient.  
In HetNet the base station and mobile station can be situated indoors which create 
new propagation scenarios such as I2I, I2O, O2I and IOI. These scenarios can 
involve non line-of-sight propagation, attenuation through buildings, lower 
antenna heights, and greater concentration of obstacles, all of which add to the 
difficulty of predicting the path loss accurately. As HetNet is an emergent 
phenomenon, existing path loss models are not tailored to the HetNet 
propagation environment, which happens to be more complex than those of 
existing infrastructures, thus the demand for accuracy is greater. On the other 
hand, the potential benefits of small cells is promising in many ways that if a 
sufficiently accurate path loss model can be developed to overcome the issue of 
interference, all of these benefits can be harnessed. This provides the main 
motivation behind the research presented in this thesis. 
The prediction from propagation models is used in key processes like interference 
mitigation, coverage planning and multipath calculations, which forms the basis of 
the high level network planning process. With each new system, the network 
planning process differs slightly and between generations of systems, the 
difference can be great. For example, the network planning process for 3G systems 
such as UMTS are fundamentally different to 2G systems such as GMS [9], and for 
4G systems the processes are different again. As a result, the propagation 
prediction models crucial to the network planning process need to be adapted to 
changes in the process, or new models must be constructed to take their place. 
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The environments where wireless communication systems are installed ranges 
from wide open rural areas to densely built urban centres, as well as indoor 
environments. This means different propagation prediction models are required 
to cover the whole range of scenarios from macrocells to femtocells, from 
outdoors to indoors. The attenuation a radio wave experiences can be described 
by propagation mechanisms such as reflection, diffraction, penetration and 
scattering. While the underlying principles of the mechanisms are not dependent 
on the environment considered, their contribution to the overall attenuation are. 
For example, signals from an urban macrocell to a receiver on the street are mainly 
affected by rooftop diffractions, whereas the predominant mechanism behind 
outdoor microcells transmitting to indoor mobile stations is wall penetration.  
Considering all the existing radio propagation mechanisms, the decision to focus 
on which ones and in how much detail depends on what we are interested in 
modelling, be it signal strength, delay spread, fading statistic, or any other 
characteristics. Once a scenario of study is established, whatever prevailing 
mechanisms that may exists must be identified and investigated; whilst a 
mathematical description the propagation phenomena resulting from the 
mechanisms acting on the environment must be found. Steps required in this 
process include: 
 Converting the analogue terrain into digital terrain data. 
 Defining mathematical approximations for the physical propagation 
mechanisms. 
 Coalescing the data and information gathered into a model.  
Propagation models are generally more efficient when only the dominant 
phenomena are taken into account; however the nature of mobile radio 
environment provides a number of challenges to the investigation of propagation 
phenomena: 
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 The distances between the base station and the mobiles vary greatly, 
ranging from few metres to several kilometres. 
 The height of the antenna varies from below the rooftop of residential 
houses to towering above multi storey buildings. 
 The size of natural and man-made objects in the environment ranges from 
smaller than a wavelength to many orders of wavelengths, each having an 
effect on propagation. 
 The description of the environment is usually not available in much detail. 
Solutions to overcoming these challenges come from two main approaches:  
Experimental Approach 
Experimental solutions produce a class of propagation models known as Empirical 
Models which are based on measurements in the real world, thus they give a closer 
representations to reality. However, these models are limited by the environment 
from where the data is collected which results in weaker control over the 
environment and less generalised models.  
Theoretical Approach 
Theoretical investigations generally involve software simulation or analytical 
studies and consider not reality itself but simplified models of reality. 
Nevertheless, simplifications often allow the environments to be more easily 
described and modified giving this approach more control over its environment. 
The types of model associated with this approach include Deterministic Models 
and Statistical Models. 
Together, deterministic models, statistical models, and empirical models make up 
the main categories of propagation models. The key difference between them is 
that statistical models are Small-scale propagation models where as the other two 
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types are Large-scale propagation models. The meaning of the terms in italics their 
implications will be discussed in the following subsection. 
2.1.1 Small Scale Propagation Models  
Small-scale propagation models, also known as Statistical Channel Models or 
Fading Models, are based on probability theory. The signal is modelled over short 
distances on the order of wavelengths. Fading is the term used to describe the 
phenomenon of large, and apparent random deviations in channel attenuation 
properties over small changes in frequency, position or time. A channel that 
experiences fading over time is known as time-selective fading channel, for 
example, in Fast Fading, the receiver experiences significant deviations in signal 
strength over short periods of time despite of constant frequency, in contrast to 
Slow Fading, where changes in the magnitude and phase imposed by the channel 
can be considered roughly constant over the symbol duration.  
Similarly, a channel that experiences fading over frequency can be separated into 
Flat Fading and Frequency Selective Fading, the latter is caused by partial 
cancellation of a signal with itself in multipath propagation. As its name suggests, 
in frequency selective fading the magnitude of fading varies with the carrier 
frequency, whereas in flat fading all frequency components experiences the same 
degree of fading. The coherence bandwidth, measures the maximum separation 
of in frequency in which two frequency components of a signal experiences 
correlated fading. In flat fading, the coherence bandwidth of the channel is larger 
than the bandwidth of the signal, where as in frequency selective fading the 
coherence bandwidth of the channel is smaller than the bandwidth of the signal, 
thus different frequency components will experience uncorrelated fading. 
Fading is a frequent occurrence in wireless communication and is due to either 
multipath or shadowing. Multipath results from the presence of scatterers in the 
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propagation environment creating multiple paths that a signal can potentially 
follow. As a result, the Rx sees the superposition of multiple copies of the signal, 
each traversing a different path. The signals will in turn experience differences in 
attenuation and arrive at Rx with different power, delay and phase shift, resulting 
in constructive or destructive interference. Strong destructive interference will 
cause a sharp drop in the channel signal to noise ratio and could severe the 
communication link completely.  Shadowing occurs when large bodies temporarily 
obstruct the path of the signal, which can have a random effect on the channel 
characteristics due to the nondeterministic nature of the position, velocity and 
geometry of the obstructing body. 
In statistical models, by modelling the fading as a Gaussian processes, a probability 
distribution that represents the channel impulse response is obtained. The 
probability density function of the random variable described by the distribution 
is then used to simulate the amplitude and phase information of the radio waves 
passing through the channel. Prominent fading channel models includes: Log-
normal [10], Rayleigh [11], Rice [12], Nakagami [13], Weibull [14] and Loo [15]. 
These models are generally adapted for rural and macro-urban environments of 
varying circumstances. For example Rician fading is suited for open areas where 
there is a dominant line of sight, whereas Rayleigh fading works best for more 
densely built up areas where there are many scatterers and no dominant line of 
sight.  
2.1.2 Large Scale Propagation Models  
Large-scale propagation models aim to model the signal propagation over large 
distances, usually to work out a value for the average signal strength at the 
receiver. As mentioned in the previous section, this prediction can be used to 
compute the values of SNR and C/I which are the cornerstones of the wireless 
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network planning process. The validity of the predications from these models is 
usually verified through measurements in field.  
Large-scale propagation models can be roughly divided into deterministic models 
and empirical models. A finer division allows for semi-deterministic models, semi-
empirical models, and hybrid models in addition to the previously types, this 
results in a spectrum of propagation models. On one extreme is empirical models, 
the spectrum then shift along toward semi-empirical models, then toward semi-
deterministic models and finally to Deterministic model at the other extreme.  
Empirical models are based purely on experimental data and do not purposely try 
to consider or calculate factors such as obstacle influence; such influences are 
simply included in the data as part of the measurement, albeit with randomising 
effects. Despite this lack of consideration, the fact many empirical models have 
been successfully adapted to various scenarios makes them fine advocates of the 
experimental approach paradigm motioned in the previous section.  
Deterministic models are the exact opposite, all details and considered in advance 
with the influences of various factor and mechanism are included with the help of 
theoretical formulations. They are a shining example of the theoretical approach 
paradigm discussed in section 2.1. Due to the multitude of different types large 
scale models in the spectrum, the whole of the next section will be devoted to 
describing and evaluating each of them in detail.  
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2.2 Overview of Propagation Models 
This section provides an overview and comparison between the main types of 
large scale propagation models, which include deterministic, empirical, semi-
deterministic, semi-empirical, and hybrid model. 
2.2.1 Deterministic Models 
Mathematically speaking deterministic models, as their name suggest, refer to the 
models that, given the same input, produce the same output every time with no 
random variations in the result. In the context of propagation modelling, the 
phrase usually refers to computational algorithms that simulate the wave 
propagation by converting environmental information into signal strength.  They 
are generally more accurate than the rest but suffer from low computational 
speed. Deterministic models work with the theoretical principles of the wave 
propagation phenomena and thus can be applied, in theory, to all environments 
without affecting the accuracy. In practice, their implementation requires large 
databases of parameters relating to the properties of the objects in the 
environment, such as the refractive index, which are often impractical to obtain. 
Moreover, the numerical algorithms employed in these models are often 
exponential or higher in complexity, making it prohibitively time consuming to 
archive both the required accuracy and coverage area.  
Acceleration techniques do exist and range from theoretical simplifications such 
as Universal Theory of Diffraction (UTD) to physical hardware like the Graphic 
Processing Units (GPU). These improvements have achieved varying degrees of 
success although the simulation times for typical scenarios remains impractically 
high. Nevertheless, by virtual of having their basis in numerical algorithms, the 
potential is there for ever increasing speeds with the introduction of new software 
 
 
Propagation Prediction Models 
 
 
 
25 
 
and hardware. One aspect worth mentioning is that unlike empirical models, 
deterministic models are not reliant on the availability of measurement data from 
the target environment. This provides the models a greater degree of freedom, 
which can result in better generalisation, i.e. better suited for a wider range of 
environments. Furthermore, their basis in Physics can prove useful for the 
characterisation and understanding of physical phenomena found within the 
wireless channel. There are many ways of constructing deterministic models, 
these can roughly be categorised into two main approaches: 
Electromagnetic Wave Based Simulation 
This involves solving Maxwell’s equations or some other wave equation with 
certain boundary conditions, usually through iterative calculation and update of 
the electric and magnetic field values over the entire domain.  
Ray Based Methods 
By simplifying the wave propagation problem and viewing radio wave as rays 
similar to light rays, geometric calculations on propagation phenomenon such as 
reflection, refraction and diffraction can be performed. 
Wave Based Simulation 
In this approach, the mechanisms behind the propagation of electromagnetic 
wave can be investigated from either a pure theoretical point of view or from 
computations based on full-wave formulations. Conceptually, this approach can 
be likened to performing virtual measurements as it involves computation of field 
strengths at individual points across the domain. As a bonus, the simulated 
measurements have the advantage of providing much better control over the 
environments. As with real measurements however, all propagation mechanism 
are mixed into the results and extracting the various physical phenomena and 
their relative contributions from the simulation requires further analysis. Methods 
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using this approach include Transmission Line Matrix (TLM) [16, 17] and Finite-
Difference Time-Domain (FDTD) [18, 19]. FDTD, which works by numerically 
solving Maxwell’s equations in the time domain, can achieve great accuracy in 
indoor environments. The process goes as briefly as follows:  
1. The time dependent Maxwell's equations in its partial differential form are 
converted into finite-difference equations using central-difference 
approximations.  
2. The resulting equations are then solved in either software or hardware in 
a leapfrog manner:  
a) Solve the electric field vector components at a given instant in time. 
b) Solve the magnetic field vector components at the next instant in 
time.  
c) Repeat A and B until both field behaviours are fully evolved. 
By the virtue of being a time-domain method, a single simulation run of FDTD can 
cover a wide range of frequencies. However, because the algorithm works by 
solving electromagnetic flows, it has to constantly expand along all 3 dimensions 
until it covers the whole domain. Therefore memory requirement increases 
rapidly with the transmitting distance. This has limited the algorithm’s application 
to such an extent that it is currently almost exclusively used in its 2D form. This 
compromise is based on the rational that in some scenarios, such as an open 
environment, the third dimension (height) contributes less significantly. Even with 
the reduced workload, the 2D algorithm is still restricted by scenario size. However 
many research efforts, e.g. Valcarce-Rial [20], are focused on increasing its scope. 
The full 3D algorithm would be many times more accurate but it is current limited 
to very small scenarios such as small rooms, though recent advances in GPU and 
early results from their experimentation do show some promise of gains, and has 
led to a number of work on this subject [21, 22, 23]. 
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Ray Based Methods 
As with all theoretical approaches, assumptions lead to substantial simplifications 
of the problem. Considering the propagation of radio waves, some simplifications 
can be obtained by assuming high frequency small wavelengths. This leads to 
viewing radio waves as rays similar to light. Under this assumption, the waves only 
interact with the environment through the mechanisms of reflection, refraction, 
diffraction, absorption, and scattering. These are concepts Geometrical Optics and 
their effects can be determined through geometrical calculations. A consequence 
of this is that the different propagation phenomenon will be clearly distinguished 
each having their own mathematical and physical description. This sets it apart 
from empirical and wave simulation methods. At a larger scale, several rays can 
be viewed as a single ray; the density of rays will be a determining factor for both 
the speed and accuracy of the algorithm.  
Ray optical methods have been commonly adopted especially in urban microcell 
modelling with typical coverage range of 0.2 to 2km, example of such methods 
include Ray Tracing [24] and Ray Launching [25], which differs in the direction the 
ray is followed. In general, ray methods works by considering a number of rays 
between the Tx and Rx before calculating the path loss along each ray, the final 
result is obtained by simply combing the values on all of the rays. Ray optical 
methods are generally faster than wave simulation methods, however, as with all 
numerical methods there is a trade-off between speed and accuracy depending 
on the level of refinement specified by the input parameters. In environments of 
more obstacles, both the number of rays and the number of interactions each ray 
has with the environment increases. When combined, these two factors rapidly 
inflate the computational workload. At the femtocell level, with typical 
transmission range in the order of 10 meters, ray based algorithms are forced to 
make an unworkable compromise between speed and accuracy. However, as with 
all numerical algorithms there are many aspects in which they can be improved 
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upon, for example, Beam Tracing [26], which launches multiple rays at the same 
time, and Intelligent Ray Launching Algorithm developed by Lai et al [27], which 
have been demonstrated to archive reasonable speed and accuracy for the 
Outdoor-to-Indoor channel.  
2.2.2 Semi-deterministic Models 
Semi-deterministic models are similar to deterministic models in many ways; most 
of the main environmental factors are included in the formulation. However they 
do contain elements of experimentation and parameters obtained empirically 
through trial and error, the values of which they do not attempt to prove or justify. 
The model most widely associated with semi-deterministic models is the COST-
231 Walfisch-Ikegami model [28], which considers factors such as street width and 
building heights. 
COST-231 Walfisch-Ikegami Model 
This path loss model is an enhancement by the COST 231 project based on a 
combination of the empirical models of Walfisch [29] and Ikegami [30]. The model 
considers the buildings in the vertical plane between the transmitter and the 
receiver. Street widths, buildings heights as well as transmitter and receiver 
heights are considered. The accuracy of this empirical model is quite high because 
in urban environments the propagation in the vertical plane and over the rooftops 
(multiple diffractions) is dominating, especially if the transmitters are mounted 
above roof top levels.  If the wave guiding effects due to multiple reflections in 
streets are dominating, the accuracy of the COST Walfisch-Ikegami model is 
limited, as it is focused on the multiple diffractions in the vertical plane. The COST 
Walfisch-Ikegami model calculates the path loss of LOS and NLOS separately. For 
LOS conditions, the formulation is as follows: 
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𝐿𝐿𝑂𝑆 = 42.6 + 26 log10 𝑑 + 20 log10 𝑓 
Where 
d is distance in km, d > 0.02km 
f is the transmit frequency in MHz 
For NLOS condition, the calculation is conditioned on 2 different scenarios: waves 
the go through rooftop diffractions and waves below rooftops: 
 
𝐿𝑁𝐿𝑂𝑆 = {
𝐿0 + 𝐿𝑟𝑡𝑠 + 𝐿𝑚𝑠𝑑         
𝐿0
𝐿𝑟𝑡𝑠 + 𝐿𝑚𝑠𝑑 >  0
𝐿𝑟𝑡𝑠 + 𝐿𝑚𝑠𝑑 ≤  0
 (2.1)   
where 
𝐿0 is the free space path loss 
𝐿𝑟𝑡𝑠 is the multi-screen path loss 
𝐿𝑚𝑠𝑑 is the rooftop path loss 
𝐿0, the free space path loss from equation (2.1) is calculated as: 
𝐿0 = 32.45 + 20 log10 𝑑  + 20 log10 𝑓 
𝐿𝑟𝑡𝑠, the roof top path loss from equation (2.1) is calculated as: 
𝐿𝑟𝑡𝑠 =  −16.9 − 10 log10 𝑤  + 10 log10 𝑓  + 20 log10(∆ℎ𝑚𝑜𝑏𝑖𝑙𝑒) + 𝐿𝑜𝑟𝑖 
w is street width in km 
∆ℎ𝑚𝑜𝑏𝑖𝑙𝑒 = ℎ𝑟𝑜𝑜𝑓 − ℎ𝑚𝑜𝑏𝑖𝑙𝑒  
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The value of 𝐿𝑜𝑟𝑖 depends on the angle of incidence 𝜑 with respect to the ground 
at the mobile station: 
𝐿𝑜𝑟𝑖 =  {
−10 + 0.354𝜑
2.5 + 0.075 (𝜑 − 35)
4.0 − 0.114(𝜑 − 55)
          
0° ≤  𝜑 < 35°
35° ≤  𝜑 < 55°
55° ≤  𝜑 ≤ 90°
 
𝐿𝑚𝑠𝑑, the free multi screen path loss from equation (2.1) is calculated as: 
𝐿𝑚𝑠𝑑 = 𝐿𝑏𝑠ℎ + 𝑘𝑎 + 𝑘𝑑 log10 𝑑 + 𝑘𝑓 log10 𝑓 − 9 log10 𝑏 
where 
𝐿𝑏𝑠ℎ = {
−18 log10(1 + ∆𝑏𝑎𝑠𝑒) 
0
               
ℎ𝑏𝑎𝑠𝑒 > ℎ𝑟𝑜𝑜𝑓
ℎ𝑏𝑎𝑠𝑒 ≤ ℎ𝑟𝑜𝑜𝑓
 
∆ℎ𝑏𝑎𝑠𝑒 = ℎ𝑏𝑎𝑠𝑒 − ℎ𝑟𝑜𝑜𝑓 
𝑘𝑎 = {
54
54 − 0.8∆𝑏𝑎𝑠𝑒
54 − 0.8∆𝑏𝑎𝑠𝑒
𝑑
0.5
            
ℎ𝑏𝑎𝑠𝑒 > ℎ𝑟𝑜𝑜𝑓
ℎ𝑏𝑎𝑠𝑒 ≤ ℎ𝑟𝑜𝑜𝑓  and  𝑑 ≥ 0.5𝑘𝑚
ℎ𝑏𝑎𝑠𝑒 ≤ ℎ𝑟𝑜𝑜𝑓  and  𝑑 < 0.5𝑘𝑚
 
𝑘𝑑 = {
18 
18 − 15
ℎ𝑏𝑎𝑠𝑒
ℎ𝑟𝑜𝑜𝑓
               
ℎ𝑏𝑎𝑠𝑒 > ℎ𝑟𝑜𝑜𝑓
ℎ𝑏𝑎𝑠𝑒 ≤ ℎ𝑟𝑜𝑜𝑓
 
𝑘𝑓 = {
0.7(
𝑓
925
− 1) 
1.5(
𝑓
925
− 1)
               
𝑓𝑜𝑟 𝑚𝑒𝑑𝑖𝑢𝑚 𝑠𝑖𝑧𝑒 𝑐𝑖𝑡𝑦 𝑎𝑛𝑑 𝑠𝑢𝑟𝑏𝑢𝑟𝑏
𝑓𝑜𝑟 𝑚𝑒𝑡𝑟𝑜𝑝𝑙𝑖𝑎𝑛 𝑐𝑒𝑛𝑡𝑟𝑒𝑠                      
 
As can be seen from the above formulations, the model takes into account many 
different environmental factors, such as the building height, street width, gap 
between buildings, height difference between antennas, but there are also a fair 
number of arbitrary looking figures plugged into the equations, this is precisely the 
characteristic of semi-deterministic propagation models. 
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2.2.3 Semi-empirical Models 
Semi-empirical models are largely based on experimental data but additional 
environmental information is considered, although not as much as semi-
deterministic models. The most quoted examples of semi-deterministic model are 
the Motley Keenan [31] and the COST231 Multiwall [28] models. 
Motley Keenan Model 
The Motley Keenan Model is empirically obtained path loss model that takes into 
account the penetration loss from walls. However, unlike deterministic models, it 
does not consider the effects from mechanism such as reflection, diffraction 
scattering. It was designed to predict the path loss in indoor environments which 
explain the special treatment of walls, and because of this, it does not give 
satisfactory results when used outdoors [32].  
In general, the Motley Keenan Model provides a higher accuracy than pure 
empirical models such as the Hata Model described in the next section. However, 
the model is prone to overcompensation for the attenuation through walls and 
obtains results that are too pessimistic.  Mathematically, the model can be 
expressed: 
𝐿 =  20 log10
4𝜋𝑓
𝐶
 +  20 log10 𝑑  +  𝑛𝐴𝑊 
where 
d  is Transmitter-Receiver separation distance (m) 
n is the Number of walls between transmitter and receiver 
𝐴𝑊 is the Wall Attenuation Factor (dB) 
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Enhanced version of the model can also be found in the literature, works by 
Cheung [33], Lima [34], Aragon-Zavala [35] and Solahuddin [36] have made various 
improvements upon the Motley Keenan model but the underlying approach has 
remained the same.  
COST231 Multiwall Model 
As mentioned just above, this model is an improvement over the Motley Keenan 
Model. In addition to including parameters to model the walls loss, the multiwall 
model also considers floor loss, as well as the type of material of each obstruction. 
The model is formulated as follows: 
𝐿 = 𝐿1 + 20 log10 𝑑  +  𝐿𝑊 + 𝐿𝐹  
where 
𝐿1   is the free space path loss 1m from the transmitter (dB) 
d   is the Transmitter-Receiver separation distance (m) 
𝐿𝑊 = ∑ 𝑎𝑤𝑖𝑘𝑤𝑖
𝑛
𝑖=1  is the total loss from walls 
𝐿𝐹 = 𝑎𝑓𝑘𝑓   is the total loss from floors 
n   is the total number of different types of walls 
𝑎𝑤𝑖    is the penetration loss through a single wall of type i (dB) 
𝑎𝑤𝑖    is the number of walls of type i 
𝑎𝑓   is the  transmission loss through 1 floor (dB) 
𝑘𝑓   is the number of floors 
The COST231 multiwall models is generally more accurate than similar empirical 
models that do not consider wall loss, and can be optimised by fine tuning wall 
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and floor loss factors by collecting data from experiments. However, like the 
Motley Keenan Model, it tends to be too pessimistic, it also does not account for 
the scenarios where signals can go around a wall rather than through it. Overall, 
the multiwall model is most often used in indoor environments. 
2.2.4 Empirical Models 
Empirical models are obtained through direct measurement of physical 
parameters, such as signal strength and impulse response, using dedicated 
equipment. Due to the nature of measurements, all environmental influences are 
implicitly recorded regardless of whether they can be separately recognised. The 
data collected are post processed and models arise from trends in the data. 
Empirical models are in general more site-specific than deterministic models, as 
the data used to derive these models are obtained from individual locations. 
However, because studies tend to focus on specialised scenarios, the site specific 
nature of empirical models can often be turned into an advantage. What really 
stands out for empirical models is their execution speed; whereas deterministic 
models are mostly computationally intensive, empirical models often involve only 
a few calculations. Thus they can be applied quickly without needing much 
computing power 
With proper considerations with regard to the scenario of study, an empirical 
model can make highly accurate predictions. As efforts can be focused on 
obtaining measurement data exclusively from small cell environments, the 
empirical approach is certainly viable. With proper care and consideration given 
to the scenario and measurement process, any data collected would prove very 
useful in formulating a path loss model and provide insights into the wireless 
channel behaviour in small cell environments.   
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COST-231 Hata 
The COST-231 Hata model [28] is derived from the Okumura model [37] which was 
originally developed in the 1960’s using data collected from large scale studies 
conducted in and around Tokyo. It works within the ranges of 
 frequency: 150 – 1920 MHz 
 base station antenna height: 30 – 1000m 
 station antenna height: 1 – 10m 
 link distance: 1 – 100km  
The model is formally expressed as: 
𝐿 =  𝑃𝐿𝑓  +  𝐴(𝑓, 𝑑) −  𝐺(ℎ𝑇𝑥) −  𝐺(ℎ𝑅𝑥) −  𝐺(𝑓, 𝑡𝑟) 
Where:  
PLf  = 20 log (
4𝜋𝑑𝑓
𝑐
)    is free space path loss in dB 
G(hTx) = 20 log  (
ℎ𝑇𝑥
200
)     is base station antenna gain 
G(hRx) = {
10 log  (
ℎ𝑅𝑥
3
)                ℎ𝑅𝑥 < 3𝑚
20 log  (
ℎ𝑅𝑥
3
) 3𝑚 <  ℎ𝑅𝑥 <  10𝑚
                    
 is the mobile antenna gain 
G(f,tr) is the 1st correction factor , a function of frequency and type of terrain.  
A(f,d) is the 2nd correction factor, a function of frequency and distance  
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The values of the correction factors are provided by graphical charts shown in 
Figure 2-1. 
 
Figure 2-1: Attenuation factor for Okamura Model 
The Hata model [38] is an enhancement of the Okumura model; it provides 
analytical expression for the correction graphs, giving it versatility. Expressions are 
available for urban, suburban, and rural areas. Also, a number of correction factors 
can be applied to extend it to any environment. The Hata model includes 3 
separate parts: Urban areas, Suburban areas and Open areas. Path Loss in Urban 
areas is given by: 
𝐿𝑈  =  69.55 + 26.16 log 𝑓 − 13.82 log ℎ𝑇𝑥 −  𝐶𝐻 + [44.9 − 6.55 log ℎ𝑇𝑥] log 𝑑 
Where: f  is the frequency (150 – 1500MHz) 
d  is the Tx - Rx separation distance (1 – 20km) 
hTx is the effective base station height (30 – 200m) 
CH is the correction factor for mobile antenna height.  
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For small or medium sized cities: 
 
For large cities: 
 
Path Loss in Suburban areas is given by:  
𝐿𝑆𝑈  =  𝑃𝐿𝑈 − 2 (log
𝑓
28
)
2
−  5.4 
Path Loss in Open areas is given by:  
𝐿𝑂  =  𝑃𝐿𝑈 − 4.78(log 𝑓)
2 + 18.33 log 𝑓 − 40.94 
 
The COST-231 Hata model further extends the Hata model to cover the 1500 – 
2000MHz frequency range. The range of Tx/Rx heights and link distance are 
identical to the Hata. Mathematically, the model is formulated as: 
𝐿 =  46.3 + 33.9 log 𝑓 − 13.82 log ℎ𝑇𝑥 −  𝑎(ℎ𝑅𝑥) 
+[44.9 − 6.55 log ℎ𝑇𝑥] log 𝑑 + 𝐶 
where:    
𝑎(ℎ𝑅𝑥) = (11 log 𝑓 − 0.7)ℎ𝑅𝑥 − 1.56 log 𝑓 + 0.8 
𝐶 = {
0𝑑𝐵  
3𝑑𝐵  
       
for medium cities and suburban areas
  for metropolitan areas
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The COST Hata model is fast, but the prediction it provides is generally not good 
enough in urban scenarios where environment factor is important. The model 
work best when the transmitter is above rooftop level, since any obstructions 
greatly reduce its accuracy. 
In this section, 3 main types of propagation models are presented and their pros 
and cons are discussed. The following section looks at some of the widely known 
models in more detail. 
2.2.5 Hybrid Models 
Hybrids of the previously mentioned class of models can also be found in the 
literature [39, 40]. The term hybrid refers to combining more than one 
propagation model of different types in order to improve the overall propagation 
prediction. The general strategy behind the hybrid method is to exploit the best of 
each model by employing them in the scenarios where they work best or are most 
efficient. Because of the more strict requirement imposed by this 2 stage 
environment, hybrid models are mostly designed for specific application. A 
common scenario where hybrid methods are employed is urban outdoor-to-
indoor propagation prediction. This is because the propagation environment 
changes considerably from outdoors to indoors so appropriate models are 
employed for each environment. Ray based algorithms are best suited for the 
urban outdoor scenario and therefore used to model the outdoor part of the 
propagation; the result is then fed into a wave simulation algorithm, which is more 
accurate for indoor prediction, to model the indoor part of the propagation. An 
example of a more general hybrid model is the MOTIF which combines an 
empirical approach such as Monte-Carlo with a deterministic approach such as 
FDTD and is employed for indoor modelling to grammatically increase the 
computation speed compared pure deterministic indoor models. Other 
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approaches include [41], where a 3D propagation model is proposed that 
combines semi-empirical models, and [42], which propose a combined model for 
outdoor-to-indoor prediction using intelligent ray launching for the outdoor 
prediction and FDTD for indoor prediction. Moreover, many papers have proposed 
a solution of using a less accurate but faster model for simulation and a more 
accurate but slower model for validation. 
2.2.6 Summary 
This chapter detailed the mechanisms affecting the radio wave propagation and 
explained the concept of the wireless propagation model and related intricacies. 
The various propagation scenarios and their differences were described, as well as 
different class of models adapted to different scenarios. This chapter also looked 
in depth the pros and cons of the most widely used propagation organised by class, 
as well as the concepts behind the class themselves. Finally, requirements and 
challenges leading to a new model are described. 
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CHAPTER 3  
 
EMPIRICAL PATH LOSS MODEL 
 
The anticipated deployment of small cell wireless technology calls for propagation 
models that are suited for indoor-to-outdoor and residential scenarios to facilitate 
network planning. This chapter presents an empirical path loss model derived 
directly from measurements conducted in the above mentioned scenarios. The 
model presented here can be used in system level simulations, as well as to serve 
as a comparison with other models. 
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3.1 Introduction 
With the rapid growth in the demand consumption for indoor wireless services, 
small base stations have emerged as a key concept to keep up with the increasing 
need for indoor coverage and capacity of cellular services [1]. With the scarcity of 
the wireless spectrum, its availability for exclusive use by small cells is greatly 
limited. The Co-channel deployment, where the small cells use the same spectrum 
as the underlying macro-network, is currently the best practical approach. By 
reusing the spectrum, this arrangement lead to the formation of a HetNet which 
introduces additional challenges to network planning and operation, the most 
important of which is the management of cross-tier interference between the 
different layers of the HetNet, i.e. interference between small cell and macrocell 
signals [43]. 
Studies on interference mitigation techniques have shown a need for the 
propagation models that are highly adapted to the scenario of interest [44]. For 
cross-tier interference, which occurs at the UE on the street level, the signal that 
arrives from remote macrocells has very different characteristics to that from 
nearby small cells. As summarised in the previous chapter, macrocells provide 
much larger coverage areas and are usually situated on top of towers resulting in 
greater transmitter height. Suitable path loss models for the Macro-to-UE scenario 
include: COST231-Hata [28]; ITU-R [45]; and SUI [46]. Small cells, as the name 
suggest, provide smaller coverage areas, and are often placed inside buildings 
which introduce additional indoor and I2O propagation components. The 
literature on indoor propagation is extensive, widely used and cited indoor models 
include: COST231 Multi-Wall [28]; ITU Indoor Propagation [45]; Keenan-Motley 
[31]; and wideband indoor channel model by Kivinen et al. [47]. Indoor-to-outdoor 
models, in comparison, have received relatively less attention. Several findings 
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have been reported in the recent years, see references [48, 49, 50, 39, 51, 52]. 
Previous to that the literature was very scarce. 
In order to study the propagation properties of the small cell signals in HetNet data 
representative of the related environment is required. In this chapter, the data 
studied comes from measuring campaign carried out in Lund, Sweden. Details 
relating to the measurement campaign will be given in section 3.2, this include the 
specification and setup of the equipment [53], the central frequency and 
bandwidth of the signal, the properties of the signal, as well as descriptions about 
the locations from which the measurements took place. 
Section 3.3 will firstly describe the procedure involved in post-processing and 
organising the data, then carry out in-depth analysis and finally describe the steps 
involved in constructing a new propagation model from the results of the data 
analysis. 
Section 3.4 provide a validation of the model using data collected from a similar 
environment using different equipment. The parameters extracted from the 2nd 
data set is compared with the parameters from the original dataset in order to 
give an indication of the accuracy of the proposed model. 
Section 3.5 will summarise the findings in this chapter, discuss the results and draw 
the conclusion. 
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3.2 Channel Measurement Campaign 
3.2.1 Theoretical Background 
In wireless communication systems, propagation of radio signals to mobile 
stations is subject to scattering from local objects. This is especially true in urban 
and indoor scenarios, where surrounding buildings prevent LOS conditions. As a 
result, the received signal consists of multiple copies of the transmitted signal, 
which are characterised by different amplitudes, phases, polarisations, and angle 
of arrivals. These are combined at the receiver giving rise to constructive and 
destructive interference, which can cause large variations in the received signal 
envelop. 
The locations of local scatterers with respect to the mobile station are 
continuously changing due the movements of the mobile and objects in the 
surrounding environment, this can cause rapid fluctuation of the received signal 
level is known as fast fading. Deterministic prediction of exact field strength in 
multipath environment is demanding as it would require exact knowledge of all 
scatterers. Hence, statistical models are applied for modelling a mobile radio 
channel. 
Radio channel can be visualised as a black box that transforms the transmitted 
signal X into received signal Y, similar to a linear filter. It can be modelled as a linear 
time-variant filter that is characterised by one of four following entities: 
 The Impulse Response, h(t), which describes the reaction of the channel in 
response to an impulse as a function of time. 
 The Transfer Function, H(f), which is the Fourier Transform of h(t) 
characterising the channel response in the frequency domain. 
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 The Delay Spread, which describes of the multipath components of the 
channel. 
 Doppler Spread, which captures the time variation of the channel due to 
motions of the scatters or antennas or both. 
The channel transfer function H(f) of the frequency domain, and its Inverse Fourier 
Transform, the impulse response h(t) of the time domain, can be determined by 
instruments known as Vector Channel Sounding Systems. This will allow time and 
frequency channel characteristics to be extracted. If MIMO and dual polarised 
antennas are employed, spatial and polarisation characteristics can also be 
determined. This section describes the configuration of such a system with 
customised dual-polarised MIMO antenna arrays, which are used to conduct the 
measurement campaign used in this thesis.  
3.2.2 Channel measurement System 
The RUSK LUND [54, 55] channel sounder, shown in Figure 3-1, was designed and 
manufactured by Medav GmbH for the University of LUND. It is a MIMO channel 
sounder built on the switched array principle and can measure up to a maximum 
bandwidth of 240 MHz. The Sounder can be configured to operate in the 300 MHz, 
2 GHz and 5 GHz bands; this flexibility has seen it used for a wide variety of channel 
characterisation research, including peer-to-peer MIMO communication at 300 
MHz; personal and body area networks at 2 and 5 GHz; characterization of 
polarization properties, sensor networks, and cellular MIMO systems at 2 and 5 
GHz; and studies of multiuser MIMO systems and car-to-car communication at 5 
GHz [56].  
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Figure 3-1: RUSK LUND Channel Sounder 
3.2.3 Measurement set-up 
The transmitting antenna (Tx) was a planar array of dual polarized patch elements. 
Only the middle 2 rows were used during the measurements as the elements in 
these rows had the same radiation patterns which were different from the 
elements in the top and bottom rows. This leads to 32 transmitting nodes (2 rows 
× 8 columns × 2 polarisations). The receiving antenna (Rx) was a cylindrical patch 
array with 128 receiving nodes (4 rows × 16 columns × 2 polarisations), see Figure 
3-2. The Tx and Rx were placed on stands of 1.7m and 1m in height respectively. 
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Figure 3-2: Dual polarised antenna arrays: Tx (left), Rx (right) 
Measurement data was recorded with the RUSK LUND channel sounder, at a 
central frequency of 2.6GHz with a signal bandwidth of 50MHz. The transmit 
power was 40dBm in total which is made up of 27dbm Tx power and 13dB 
amplifier. A 20dB Attenuator and a 10dB Low Noise Amplifier (LNA) were also used 
at some measurement positions to ensure the received power level was within the 
Rx’s dynamic range. 
The maximum measureable delay recorded was 1.6μs. At the receiver, the transfer 
function was sampled at 81 points in the frequency domain. The sampling time for 
one set of Multiple-Input Multiple-Output (MIMO) snapshots was 0.026s. Five 
consecutive snapshots form one block, with no delay between the snapshots. 
There was a delay of 1s between each block. During the measurements, the Tx was 
kept in the same location, whilst the Rx was moved to a number of measurement 
locations throughout the building as well as outside. Two blocks of data were 
recorded for indoor measurements and up to 50 blocks were measured for 
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outdoors. Table 3-I below gives detailed information on the setup of the RUSK 
channel sounder: 
Table 3-I: Measurement parameters from the measurement data file 
Central Frequency  2.60GHz 
Bandwidth  50MHz 
Sample Period  3.20μs 
Tx power  40dBm 
Snapshots per block  5 
Gap  0 
Trigger  'Internal time trigger' 
Block Gap  1.0039s 
Record Mode  'Fixed number of blocks' 
Blocks  20 
Sample Rate  640 MHz 
Data Format  'WMT-V1' 
Number of Samples  2048 
Number of Channels  4128 
Number of Snapshots  100 
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3.2.4 Measurement Location 
The measurement campaign was designed and carried out by myself and Dr 
Andres Alayon Glaznov, with the help of Professor Fredrik Tufvesson, during the 
period of 14th – 18th June, 2010. The measurements were carried at Faculty of 
Engineering, Lund University (LTH), specifically at the E-Huset of LTH, Ole Römers 
väg 3, as shown in Figure 3-3.  
 
 
Figure 3-3: The E-Huset building of Lund Institute of Technology and its surrounding areas 
Figure 3-4 gives an overview of the measurement positions. The dots mark the 
positions of the Rx, whilst the crosses mark the positions of the Tx, along with an 
arrow giving its array orientation. For each Rx position 4 sets of measurements 
were recorded, one for each of the four orientations of the Tx, hence in total there 
are 123 × 4 = 492 sets of measurements. During the measurement, the large labs 
were all empty, whilst some of the small offices had people working in them. 
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Figure 3-4: Overview of measurement positions 
 
The Tx was placed in room 2316, on the 2nd floor, it was positioned next to the 
walls of this room to emulate likely femtocell installations. In total, there were 4 
distinct placements, one for each wall. While the Tx was kept in room 2316 
throughout, the Rx was moved between the surrounding rooms, corridors and 
outside of the building. To start with, the Rx was placed in the large laboratories 
(rooms 2425 to 2430), which are located within the northernmost block of E-
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Huset, immediately across from the block containing the transmitter room. This 
arrangement means that the signal has to travel through the window to the 
outside then back into the building giving rise an IOI scenario. See Figure 3-5 for 
detailed information of the measurement positions. 
 
Figure 3-5: Measurement positions in rooms 2425-30 
The dimensions of the 3 larger rooms are 9.7m by 6.0m while the smaller room 
2430 is 9.7m by 4.2m. The crosses mark the south-west corner of the trolley table 
which the Rx was placed on. The orientation of the Rx was kept constant 
throughout all of the measurements, with the column mark by letter L facing 
north. To ensure the received power level was within the Rx’s dynamic range the 
configuration of the 20 dB Attenuator 10 dB Low noise amplifier were varied 
throughout the measurement positions. For this part of the measurement the 
settings are shown as in Table 3-II: 
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Table 3-II Configuration of the attenuator and LNA in rooms 2325-30 
Tx 
position 
2425-2428 / corridor 2429 2430 
Ant LNA Ant LNA Ant LNA 
N - √ - - - - 
S - √ - - √ √ 
E - √ - √ - - 
W - √ - √ - - 
√: modifier used,  -: not used.  
The next group of indoor Rx positions were measured in the corridor 2304. The 
first position was 2 meters south of door A, as labelled on Figure 3-5, and 1.3m 
west of the eastern corridor wall. For each subsequent position the Rx was moved 
2 meters south until a total of 30 meters. The last set of indoor Rx positions was 
measured in the immediate surroundings of the Tx room 2316, including 
neighbouring offices and corridor. These rooms are smaller and more clustered, 
thus providing a contrasting environment to the large labs earlier. Most 
significantly, the signal do not propagate outdoors, so the scenario for these Rx 
positions is I2I, see Figure 3-6. 
 
Figure 3-6: Measurements in offices immediately neighbouring the Tx. 
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Room 2316 is 9m by 6m, the bigger offices adjacent to it are 6m by 3m and the 
smaller ones to the south are 4m by 3m. This time the attenuator and the LNA 
were setup as shown in Table 3-III: 
Table 3-III Configuration of the attenuator and LNA in rooms 2313-26 
Tx 
position 
2313 & 
2326B 
2314 & 
2320-2324 
Corridor 
1, 11-13 
Corridor 
2-7 
Corridor 
8-10 
Ant LNA Ant LNA Ant LNA Ant LNA Ant LNA 
N - √ - √ √ √ √ √ √ √ 
S - √ - √ √ √ √ √ √ √ 
E - √ - √ √ √ √ √ √ - 
W - √ - √ √ √ √ - √ √ 
√: modifier used,  -: not used.  
The last set of measurements was done outside the building, in the enclosure 
between the block containing the Tx and the block to its north, where the first 
measurements were done, see Figure 3-4 for exact positions. The Rx positions 
formed several vertical lines parallel to the walls of corridor 2304, which were 
equidistantly separated by 2 meters. The first line was 4 meters from the corridor 
wall and the last line was 20 meters. Due to trees and bushes in the area not all 
the lines are of equal length, Table 3 provides the full details: 
Table 3-IV Details of the I2O measurement positions 
Line # 
Distance from the 
wall (m) 
Number of 
measurement blocks 
1 4 50 
2 6 50 
3 8 50 
4 10 50 
5 12 50 
6 14 15 
7 16 15 
8 18 15 
9 20 15 
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3.3 Empirical Path Loss Model  
3.3.1 Data Reduction 
The RUSK channel sounder records complex frequency responses, from which 
generates the 4 dimensional channel transfer matrices H(t, f, i, j). The variable t 
denotes time of the snapshots, f denotes frequency and i, j are the ith Rx and jth Tx 
antenna elements respectively. Firstly, the channel transfer matrices are 
transformed via the Inverse Fourier Transform into channel impulse response 
matrices h(t, τ, i, j), where τ denotes delay. Then we calculate the instantaneous 
received power Pr in Watts as [57]:  
 𝑷𝑟(𝑡, 𝜏, 𝑖, 𝑗) = |𝒉(𝑡, 𝜏, 𝑖, 𝑗)|
2 (3.1) 
Next, the received power is averaged over antenna elements and snapshots: 
 𝑷𝑟̅̅̅̅ =
1
𝑁𝑠𝑁𝑟𝑁𝑡
∑ ∑ ∑ 𝑷𝑟(𝑡, 𝜏, 𝑖, 𝑗)
𝑁𝑡
𝑗=1
𝑁𝑟
𝑖=1
𝑁𝑠
𝑡=1
 (3.2) 
where  Nr = 32 and Nt = 128 are the number of Tx and Rx elements respectively 
and Ns = 10 is the number of snapshots. Finally the path loss, PL, in dB is calculated 
as: 
 𝑷𝑳 = 𝑷𝑡 − 10 log10 𝑷𝑟̅̅̅̅  (3.3) 
where Pt = 40 dBm is the total transmit power. PL is the path loss that is spatially 
averaged over antenna elements, as well as temporally averaged over snapshots. 
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3.3.2 Path Loss Formulation 
Path loss is defined as the reduction in power from the Tx to the Rx and is often 
expressed in dB. A well-known path loss model has the form: 
 𝑃𝐿(𝑑) =  𝑃𝐿0 + 10γ log10 (
𝑑
𝑑0
) + 𝑆 (3.4) 
Where d is the T-R separation in meters, PL0 is the path loss at the reference 
distance d0, and γ is the path loss exponent which determines the gradient of the 
average path loss with increasing distance. S in dB represents the shadow fading, 
which is modelled as a zero mean Gaussian random variable capturing the path 
loss deviation from its mean. S can be written as 
 𝑆 =  𝑥𝜎 (3.5) 
with σ being the standard deviation of S and x representing a zero mean, unit 
variance Gaussian random variable. 
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3.3.3 Path Loss Model 
First, we look at the path loss values obtained from the complete set of 
measurement data. Figure 3-7 shows a scatter plot of path loss versus T-R 
separation, along with a best fit curve of equation (3.4) using the linear least 
squares (LLS) method.  
 
Figure 3-7: Path loss vs. T-R separation with LLS fit 
With d0 = 1m the estimate values of PL0, γ and σ are given in Table 3-V, which are 
comparable to the results reported in the references [28] and [45]. The pass loss 
exponent obtained by applying regression on the measurement data (3.04) is 
greater than the free space pass loss exponent (2), which is expected. Since the 
measurement environment contains walls and other obstacles.   
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Table 3-V: Parameter values for the complete data set 
Parameter Estimate Std Error 
PL0  
γ 
σ 
48.0 dB 
3.04 
5.23 dB 
1.23 
0.18 
0.31 
As mentioned in the previous section, depending on the position of the Rx, the 
measurement data can be grouped into 3 distinct scenarios: Indoor-to-Indoor (I2I), 
Indoor-to-Outdoor (I2O), and Indoor-to-Outdoor-to-Indoor (IOI). Figure 3-8 shows 
separate scatter plots of path loss vs propagation distance for data from each of 
the three groups.  
 
Figure 3-8: Path loss vs. T-R separation showing separate scenarios 
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As can be seen from Figure 3-8, the correlation between pass loss and distance 
differs notably between scenarios: the pass loss exponent, exhibited by the 
steepness of the gradient, is visibly higher in IOI and I2I scenarios. This 
demonstrates that environmental factors have significant influence on the 
parameters of a propagation model, which can be clearly seen in Table 3-VI after 
applying LLS to data from each group individually.  
Table 3-VI: Parameter values for each scenario 
Parmater IOI I2O  I2I  
PL0 (dB) 33.1 64.0 41.4 
γ 4.17 1.31 4.03 
σ (dB) 4.38 3.08 6.20 
As can be seen, the resulting parameters for different scenarios form a sharp 
contrast. For IOI and I2I scenarios, γ becomes even higher whilst PL0 is reduced. 
This is reasonable as in these two scenarios as large proportion of the propagation 
happens indoors. On the other hand, the value of γ for the I2O scenario is less than 
that of free space, which is surprising. This suggests that there must be other 
factors influencing the path loss besides distance. As model (3.4) considers only 
distance, it does not take into account environmental factors and therefore cannot 
differentiate between, for example, I2I and I2O scenarios within the data. 
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A model that considers the effects of walls and ceilings would better predict the 
path loss, and give more insights into the path loss behaviour between rooms, 
floors and the indoor/outdoor interface. Ref [46] proposes a path loss model that 
incorporates walls into the equation, but as it is not based on measurements it 
uses constant theoretical values of PL0 and γ. If we incorporate walls and extract 
the parameters from our data we can arrive at the following model: 
 𝑃𝐿(𝑑) =  𝑃𝐿0 + 10𝛾 log10 (
𝑑
𝑑0
) + 𝑛𝑊 + 𝑆 (3.6) 
Where n is the number of walls and windows between each Tx-Rx pair; and W is 
the average loss of signal strength in dB through each wall or window. With this 
formulation the estimated value and standard errors of the parameters obtained 
by applying LLS are as shown in Table 3-VII. The largest p-value of the estimates 
was 2.2x10-8, giving >99.9% confidence level to the estimated value of the 
parameters. 
Table 3-VII: Parameter values for model (3.6) 
Parameter Estimate Std Error 
PL0 (dB) 44.3 1.08 
γ 2.66 0.10 
σ (dB) 3.26 0.13 
W (dB) 5.7 0.21 
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The value of PL0 is similar to the previous model, but γ is reduced. This is 
expected as a proportion of the path loss is accounted by walls, which has an 
attenuation factor of 5.7 dB per wall. Figure 3-9 shows the measured data 
drawn on a scatter plot, compared the predicted path loss of model (3.6) 
drawn as a function of distance and number of walls. By visual inspection, the 
shape of the predicted values match the measured values closely.  
 
Figure 3-9: Fit of proposed path loss model against measured data 
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Figure 3-10 shows a scatter plot of the data colour coded by the parameter W, 
which represents the number of walls between Tx and Rx. The dotted lines are 
colour coded in the same way and each line represents the predicted path loss of 
model (3.6) for particular value of W. It can be seen that overall the model 
provides a good fit, as each coloured line is a good fit to the correspondingly 
coloured data points. The RMS residuals are 2.94dB, 3.33dB, 5.15dB and 4.54dB 
for w = 1, 2, 3 and 4 respectively, all of which are smaller than 6.15dB for model 
(3.4). 
 
Figure 3-10: Goodness of fit of model (3.6) for different values of W 
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Figure 3-11 shows an evaluation of the goodness of the fit of model (3.6) by 
plotting the value of pass loss predicated by the models against the value of pass 
loss calculated from actual measurement data. It can be seen that the predicated 
and measured value are strongly correlated in all scenarios. The RMS error of 
predicted path loss for model (3.6) is 3.73dB compared to 6.15dB for model (3.4). 
For individual scenarios the RMS errors are: 3.34dB for IOI, 2.26dB for I2O, and 
4.79 dB for I2I. 
 
Figure 3-11: Predicted vs. Measured path loss for model (3.6)  
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If we apply (3.6) separately to the 3 different scenarios we obtain the parameter 
values shown in Table 3-VIII. The value of parameter W varies between 4dB for 
windowed walls (I2O scenario) to 7dB for internal walls (I2I scenario). We can also 
observe a correlation between the value of pass loss exponent and the amount of 
obstacles in the propagation environment. This is in line with expectations as 
obstacles tend to disperse and weaken the signal which will result in higher pass 
loss and pass loss exponent. 
Table 3-VIII: Parameter values of each scenario for proposed model 
Parameter IOI I2O I2I 
PL0 (dB) 46.9 48.6 42.5 
γ 2.54 2.37 2.96 
σ (dB) 3.62 2.27 4.74 
W (dB) 4.73 3.94 7.08 
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3.4 Model Validation 
Further measurements were carried out in comparable environments in order to 
evaluate the proposed model. The experiments took place at the Luton campus of 
University of Bedfordshire, in the main campus building. Sections of the building 
form a three sided enclosure in a similar fashion to the “E-Huset” building of Lund 
Institute of Technology (see Figure 3-4), allowing both I2I and IOI measurements 
to be carried out. Figure 3-12 provides an overview of the measurement positions. 
The cross marks the position of the Tx Whist the dots mark the positions of the Rx. 
All of the rooms were unoccupied during the measurements. 
 
 
Figure 3-12: Overview of the Luton measurement campaign 
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Two Anritsu slim monopole antennas were used as the transmitting (Tx) and 
receiving (Rx) antenna, which were omnidirectional in the azimuth plane, with 
vertical beamwidth of 47° and maximum gain of G = 2dBi. The Tx was attached to 
the output of a Rohde & Schwarz RF signal generator, configured to 2.6GHz 
frequency and 19dBm output power, whilst the Rx was attached to the input of a 
Rohde & Schwarz Spectrum Analyzer, which was configured to a resolution 
bandwidth of 30 kHz across a 2MHz span, with a sweep time of 0.5s.  
The peak received power was averaged over 50 sweeps to reduce the effects of 
fast fading. The receiving unit was moved around to various locations within the 
building whilst the Transmitting unit was kept in the same location. For each Rx 
position, the Tx was placed in 1 of 4 pre-designated positions marked out by a 
template. The positions were 20cm apart; this was done to reduce the effect of 
multipath fading by applying spatial averaging across the four readings. 
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3.4.1 Model comparison for Luton data 
Figure 3-13 shows the scatter plots of path loss against propagation distance for 
the Luton data. The dots represents measured path loss whereas the solid line 
represents the predicted path loss for given propagation distance. It can be seen 
that the model (3.6) predicts the path loss much more accurately than model (3.4), 
the Normalised root mean square error for model is 0.043 (3.6) compared to 0.145 
for model (3.4). 
 
Figure 3-13: Scatter plot of the Luton data comparing the predictions made by the models 
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Figure 3-14 plots the predicted path loss against the measured path loss, it is 
evident that these two values are much more correlated in model (3.6) than 
model (3.4), in other words the predictions made by model (3.6) are much more 
accurate. 
 
Figure 3-14: Comparison between measured and predicted path loss 
3.4.2 Comparison between Lund and Luton datasets 
Applying model (3.4) to the Luton data gives parameter values PL0 = 39.4dB, γ = 
3.14 and σ = 4.87dB, which are comparable to the parameter values from the Lund 
data (PL0 = 48.0dB, γ = 3.04 and σ = 5.23dB). This result shows that the two 
propagation environments measured are indeed quite similar, at least when 
expressed through the exponential model. The parameter values obtained from 
applying model (3.6) to the Luton data are shown in Table 3-IX below, these values 
are in good agreement with the parameters values obtained from the Lund data. 
 
 
Empirical Path Loss Model 
 
 
 
66 
 
Table 3-IX: Parameter values of model (3.6) for Luton data 
Parameter Value Std Error 
PL0  
γ 
σ 
W 
40.4 dB 
2.47 
3.75 dB 
6.63 dB 
1.23 
0.18 
0.26 
0.39 
 
Table 3-X shows a side by side comparison of the parameter values obtained from 
applying models (3.4) and (3.6) to the Lund and Luton data. Comparing the 
parameter values from the models reveals that the pass loss exponent γ is lower 
in model (3.6) than model (3.4) for both datasets, this is due to a portion of the 
pass loss in model (3.6) being taken up by the wall loss W. The parameter values 
between datasets for each model are similar. As model (3.4) is the standard 
exponential model, similar parameter values across datasets suggest similar 
propagation environments. With this in mind, the closeness of parameter values 
between Lund and Luton data for the model (3.6) becomes a validation of the 
consistency and accuracy of model at characterising the propagation environment 
under study, which is of course the small cells environment. 
Table 3-X: Parameter comparison between datasets and models 
Parameter 
Model (3.4) Model (3.6) 
Lund Luton Lund Luton 
PL0 (dB) 48.0 39.4 44.3 40.4 
γ 3.04 3.14 2.66 2.47 
σ 5.23 4.87 3.26 3.75 
W (dB) — — 5.74 6.63 
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3.5 Summary 
This chapter reported a comprehensive MIMO measurement campaign including 
details of equipment, setup and measurement procedure. The data features 
indoor, indoor-to-outdoor and building-to-building propagation scenarios, from 
which the path loss were extracted. The path loss values were used to construct 
an empirical path loss model accounting for wall loss. This distinguishes between 
the different propagation scenarios and allowed relevant parameters to be 
extracted using proven statistical methods. The model showed good accuracy with 
parameters achieving statistically significant confidence values.  
The model was further validated by a separate measurement campaign in a 
comparable environment which also featured I2I, I2O and IOI propagation 
scenarios. The parameters from the two datasets are in good agreement with each 
other, as well as with previously reported findings. Due to the relative simplicity 
of the formulation, the proposed model can be quickly used to characterise the 
path loss in small cell environments that features many buildings, it can also be 
implemented in system level simulations quickly without much requirements. 
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CHAPTER 4  
 
CHANNEL PARAMETERS AND RELATED 
STATISTICS 
 
This chapter present the values of key channel characters of RMS delay spread and 
coherence bandwidth, along with some other channel parameters obtained 
through the in-depth analysis of channel data used in the previous chapter. The 
results of this chapter builds on from the previous chapter to give a more complete 
picture about the properties of the wireless channel in the small cells scenario. 
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4.1 Introduction 
Wireless channel statistics obtained from measurements within targeted 
deployment scenarios provide a reliable way of deriving accurate propagation 
models required for the design and analysis of mobile communication systems 
[58], [59]. Existing channel models developed by 3GPP [60], COST 2100 [61] and 
WINNER II [48] all have their underlying basis in the analysis of measurement data 
from specifically chosen scenarios.  
This chapter focuses on the analysis of spatial, frequency and delay domain 
statistics derived from a comprehensive MIMO channel sounding campaign 
carried out in Lund University, Sweden [62, 63]. The data accounts for spatial 
diversity through MIMO antennas; temporal diversity through waveform duration; 
amplitude and phase information; horizontal and vertical polarisation; and 
contrasting indoor-to-indoor (I2I) and indoor-to-outdoor (I2O) propagation 
environments. Due to the extensive measurement setup and quantity of acquired 
data, most channel characteristics of interest can be computed and analysed in 
terms of their statistical distributions. Notable parameters such as delay spread, 
coherence bandwidth, angle-of-arrival, polarization effects, and path loss are 
investigated here.  
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4.2 Analysis of Channel Parameters 
From the RUSK channel sounder the frequency domain complex channel transfer 
matrix H(t, f, i, j) is provided, and the channel impulse response matrix h(t, τ, i, j) is 
obtained through the Inverse Fourier Transform. The variable t represents the 
time of snapshots, f denotes the frequency, τ is the delay, and i, j are the ith Rx and 
jth Tx antenna element respectively. From h the instantaneous received power can 
be estimated: 
 𝑃(𝑡, 𝜏, 𝑖, 𝑗) = |ℎ(𝑡, 𝜏, 𝑖, 𝑗)|2   
The Power Delay Profile (PDP) is obtained through spatial averaging of antenna 
elements. As the Rx is circular, its columns are at different angles with respect to 
the Tx, and will exhibit different statistics in terms of frequency correlation and 
delay spread. Consequently, the dimension denoted by i in (4.1), which 
corresponds to Rx elements, is split into two dimensions ir (corresponding to the 
Nir = 4 rows of Rx) and ic (corresponding to the Nic = 16 columns of Rx), the rows ir 
are averaged whilst the columns are ic preserved. The Tx, on the other hand, is 
planar and both its rows and columns are averaged. This produces the matrix P(t, 
τ, ic) which contains the PDP for each snapshot t and receiver column ic.  
 𝑃(𝑡, 𝜏, 𝑖𝑐) =
1
𝑁𝑖𝑟𝑁𝑗
∑ ∑ 𝑃(𝑡, 𝜏, 𝑖𝑟 , 𝑖𝑐, 𝑗)
𝑁𝑗
𝑗=1
𝑁𝑖𝑟
𝑖𝑟=1
   
Collectively, the antenna elements capture latent variations in small-scale 
multipath interactions, thus averaging over them reduces the effects of spatial 
fading and yield a more indicative PDP, from which the values of several channel 
parameters can be determined. 
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4.2.1 RMS Delay Spread 
The root mean squared (RMS) delay spread quantifies the RMS value of delayed 
energy that results from multipath propagation. It gives an indication of time 
dispersion effects on receiver performance as well as the nature of inter-symbol 
interference, which are useful for determining parameters such as maximum 
transmission rate and symbol period. To calculate the RMS delay spread, the Ns 
snapshots are averaged to reduce the effects of temporal fading. 
 ?̅?(𝜏, 𝑖𝑐) =
1
𝑁𝑠
∑ 𝑃(𝑡, 𝜏, 𝑖𝑐)
𝑁𝑠
𝑡=1      
For each Rx column ic, a threshold of S dB below the maximal peak is applied to 
the individual values of the averaged PDP to distinguish the multipath components 
from noise: 
?̅?∗(𝜏𝑘) = {
?̅?(𝜏𝑘),
0,
     ?̅?(𝜏𝑘) ≥
𝑚𝑎𝑥?̅?(𝜏)
10𝑆/10
 otherwise.  
      𝑓𝑜𝑟 𝑘 = 1. . 𝑁𝜏   
The mean delay, τa, is calculated next. Here, Nτ denotes the number of samples of 
impulse response in the delay domain. 
 𝜏𝑎 =
∑ 𝜏𝑘∙?̅?
∗(𝜏𝑘)
𝑁𝜏
𝑘=1
∑ ?̅?∗(𝜏𝑘)
𝑁𝜏
𝑘=1
     
From τa, the RMS delay spread τrms is computed as [64]: 
 𝜏𝑟𝑚𝑠 = √
∑ (𝜏𝑘−𝜏𝑎)2∙?̅?∗(𝜏𝑘)
𝑁𝜏
𝑘=1
∑ ?̅?∗(𝜏𝑘)
𝑁𝜏
𝑘=1
     
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Consideration needs to be given to the value of S, as it directly affects the value of 
τrms. Commonly used values of S seen in the literature include 10dB, 15dB and 20dB 
[65]; which set the threshold to 6 - 33dB above the noise floor depending on the 
measurement position. After some initial analysis and testing, the value of 20dB 
was chosen because it is large enough to filter out the noise whilst still keep most 
of the weaker multipath components. When smaller thresholds were tested, a 
significant portion of weak multipath components were removed alongside noise. 
Figure 4-1 shows the normalised histograms of τrms for different situations, which 
provides an estimation for the probability density function (PDF) of the underlying 
variable. The figures on the top row are for I2I; the figures on the bottom row are 
for I2O; the left two are for Rc (receiver column) facing Tx; the right two are for Rc 
opposite Tx. The abscissa represents the RMS delay of a channel in µs, this is a 
discrete scale with resolution of 5ns. The ordinate is the probability that the RMS 
delay of a channel falls within the 5ns sized bins. 
 
Figure 4-1: RMS delay spread PDF: I2I (top), I2O (bottom), Rc facing Tx (left), Rx opposite Tx (right) 
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Looking at the delay spread, we observe higher delay values and greater spread 
for the I2I scenario on top row compared with corresponding I2O scenario on the 
bottom row. This matches with expectation as the I2I scenario contains more 
obstacles which can introduce greater delays between multipath components. 
Comparing the columns, we also see higher delay and spread for Rc opposite Tx 
than corresponding Rc facing Tx, this is also rational since in the former case the 
signal have to reflect off a surface before reaching the receiver elements that are 
in the opposite direction as the transmitter.  
In the specific case of I2O and Rc facing Tx (bottom left), there are not many 
obstacles obstructing the direct path from Tx to Rx so we see that the delay are 
almost all concentrated between 0.01µs to 0.03µs. In contrast, for I2I and Rc 
opposite Tx case (top right) the delays are much more uniformly spread from 0.1µs 
to 0.5µs. 
Figure 4-2 shows the cumulative distribution function (CDF) of the same data, in 
all cases the 99th percentile for τrms is less than 0.6μs, giving a reliable indication of 
the upper bound.  
 
Figure 4-2: RMS Delay spread CDF Comparison: I2I (left), I2O (right) 
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The values of τrms for selected Rc are shown in TABLE 4-I. Rc1 is directly facing the Tx 
and the column number increases clockwise around the antenna. The table 
includes cumulative values for the 50, 75 and 90 percentiles. As can been seen, 
the Rx column that directly faces the Tx (Rc1) has the least τrms whilst the column 
that is opposite of the Tx (Rc9) has the greatest τrms, the other two columns that 
faces perpendicularly to the Tx are in-between. Furthermore, for a given Rc and 
percentile, the value of τrms for I2O is smaller than the corresponding value for I2I 
for all 12 cases. 
TABLE 4-I: RMS DELAY SPREAD FOR SELECTED RX COLUMNS 
Scenario Percentile 
τrms (μs) 
Rc1 Rc5 Rc9 Rc13 
I2I 
50 0.035 0.142 0.291 0.153 
75 0.137 0.238 0.413 0.249 
90 0.182 0.376 0.452 0.363 
I2O 
50 0.020 0.031 0.039 0.027 
75 0.024 0.038 0.046 0.038 
90 0.029 0.043 0.051 0.041 
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4.2.2 Coherence Bandwidth 
The Coherence Bandwidth, Bc, describes the maximum frequency interval in which 
signals experience correlated fading. Related to the τrms, Bc is superior at predicting 
some aspects of system performance such as measuring time dispersion. Bc can 
be estimated directly from the channel transfer matrix H(t, f, i, j). For each antenna 
pair i, j, the correlation coefficient, ρxyij, between frequency response samples xij = 
H(t, fx, i, j) and yij = H(t, fy, i, j) is estimated, and the process is repeated for all 
frequency pairs fx, fy [66]: 
 𝜌𝑥𝑦𝑖𝑗 =
𝑅𝑥𝑦𝑖𝑗
𝜎𝑥𝑖𝑗𝜎𝑦𝑖𝑗
     
where Rxyij is the normalised zero-lag cross-correlation between xij and yij, whilst 
σxij and σyij are the respective standard deviations. Arranging ρxyij in matrix form 
with x and y as indices produces the symmetric correlation coefficient matrix, ρij. 
Each row, x, of ρij contains the correlation of frequency fx with all 81 frequencies 
including itself, and similarly for each column y. Hence the main diagonal of ρij is 
the autocorrelation, and the frequency offset between fx and fy increases with 
each sub-diagonal. Averaging over the diagonals gives the correlation profile as a 
function of the frequency offset.  
Bc is derived from the interaction of the correlation profile with a predetermined 
threshold, T, normally set at 0.5, 0.7 or 0.9 [67]. The first frequency offset at which 
the profile falls below the threshold gives the value of Bc for that threshold.  
 
 
 
 
Channel Parameters and Related Statistics 
 
 
 
76 
 
Figure 4-3 shows the PDF of Bc of the 3 thresholds for I2O measurement data 
compared to I2I measurement data. It can be observed that the coherence 
bandwidth becomes smaller as the threshold gets higher, this is because the 
correlation generally decrease as the frequency offset increases. Furthermore, for 
a given threshold, the value of Bc for the I2I scenario is lower than that of the I2O 
scenario for all thresholds. This result further validates the data since Bc and τrms 
are reciprocally related. The previous section has shown that τrms is larger for the 
I2I scenario, hence it is expected that the Bc would be smaller for the I2I scenario.  
 
Figure 4-3: Coherence bandwidth PDF for I2O (top) and I2I (bottom) 
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Figure 4-4 shows the corresponding CDFs for the Coherence Bandwidth. Again, it 
is clear that the mean and expectation of the Bc is smaller for the I2I scenario. 
 
Figure 4-4: Coherence bandwidth CDF Comparison 
TABLE 4-II provides more detailed results on the characteristics of coherence 
bandwidth. 
TABLE 4-II: COHERENCE BANDWIDTH 
Scenario Percentile 
Bc (MHz) 
T = 0.5 T = 0.7 T = 0.9 
I2I 
50 3.75 2.50 1.25 
75 4.38 3.13 1.88 
90 5.00 3.75 1.88 
I2O 
50 7.50 3.75 1.88 
75 9.38 5.63 2.50 
90 12.50 6.88 3.13 
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4.2.3 RMS Angular Spread  
RMS Angular spread is a parameter that is useful for the successful design of 
MIMO and smart antenna systems [68]. It can be estimated from the data 
obtained with the cylindrical patch array at the Rx. The instantaneous received 
power is averaged for each column of the Rx, producing the power azimuth 
spectrum (PAS) with 22.5o angular resolution as shown in Figure 4-5. This is fine 
enough to give a useful indication of the angular spread. Specialized spatial 
processing techniques such as ESPRIT [69] can be used to achieve higher 
resolution, which will be investigated in further work but currently beyond the 
scope of this thesis.  
 
Figure 4-5: PDF of angle of maximal received power 
From here we can calculate the RMS angular spread in a similar manner to the 
RMS delay spread [64]. 
 θ𝑟𝑚𝑠 = √
∑ (θ𝑘−θ𝑎)2∙𝑃(θ𝑘)
𝑁θ
𝑘=1
∑ 𝑃(θ𝑘)
𝑁θ
𝑘=1
    
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where P(θk) is the received power at angle θk, and θa is the mean angle-of-arrival. 
 θ𝑎 =
∑ θ𝑘∙𝑃(θ𝑘)
𝑁θ
𝑘=1
∑ 𝑃(θ𝑘)
𝑁θ
𝑘=1
    
Once θrms has been computed for each measure position, the normalised 
histogram of the angular spread can be obtained, as shown in Figure 4-6 
 
Figure 4-6: PDF of RMS Angular Spread 
The median θrms values are similar (I2I: 27.5°, I2O: 23.9°); the mean θrms value for 
the I2I scenario is considerably higher, as is the variance. (I2I: μ = 50.4°, σ = 44.0°; 
I2O: μ = 25.1°, σ = 5.8°). Both result from the presence of a significant number of 
data points with higher values of θrms. This is expected as the I2I environment is 
more multipath rich and interactions with disperse obstacles results in multipath 
components that arrive at a wider range of angles. 
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4.3 Summary 
This chapter builds upon the previous one by analysing and extracting the key 
channel parameters for the typical propagation scenarios found in small cell 
environments. The RMS delay spread, coherence bandwidth and RMS angular 
spread were derived for the I2I and I2O scenarios; and comparisons were made 
between them where the differences were analysed and discussed.  
The results are useful for a range of applications. τrms is required for several system 
design applications as it can determine the maximum transmission rate and 
symbol period; Bc helps with waveform design because it allows the choosing of 
bandwidths large enough to sustain reliable reception in spite of fading; finally θrms 
is a usedul statistic in MIMO diveristy and antenna design as both involve 
considerations of spatial geometry, can thus can make use of the spatial nature of 
the angular spread. TABLE 4-III provides a complete summary of the parameters 
presented in this paper. 
TABLE 4-III: SUMMARY OF THE CHANNEL PARAMETERS 
Scenario 
τrms (μs) Bc (MHz) θrms (°) 
Min Med Max Min Med Max Min Med Max 
I2I 0.01 0.26 0.80 0.63 3.75 26.3 11.2 27.5 160 
I2O 0.01 0.04 0.32 1.88 7.50 30.6 16.9 23.9 42.5 
 
 
Antenna polarisation effects on received signal 
 
 
 
81 
 
CHAPTER 5  
 
ANTENNA POLARISATION EFFECTS ON RECEIVED 
SIGNAL 
Antennas do not perform uniformly across the azimuth or elevation planes: any 
change in the angle between a transmitter and receiver will introduce variations in 
the resulting signal level. In dual-polarised MIMO channels, this happens often and 
introduces depolarisation or cross-coupling. However, the statistical description of 
these polarisation effects on sub-channel power and correlation are rarely seen 
from a data oriented perspective.  In this chapter, the term ‘polarisation effects’ is 
used to describe such kind of signal variations from a statistical point of view. A 
novel approach is used to investigate these variations with respect to frequency 
and receiver orientation, and the results obtained on sub-channel power and 
correlation are used to construct a new polarisation diversity scheme. The tools, 
methods and analytical of results of spatial and polarisation effects are the 
contents of this chapter. 
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5.1 Introduction 
In radio communications, polarisation is a basic characteristic of antennas which 
has profound effects on the reception of signals. Handling these effects 
appropriately leads to better system performance but the literature on the 
potential exploits of polarisation is scarce, especially for indoor environments. The 
most often cited work that relates to polarised channel models are those of [70, 
71, 72], but these works assume the classic outdoor macro-cell scenario. The data 
used in this work were measured using antenna arrays consisting of dual polarised 
elements, both in the Tx and Rx. This gives rise to 4 potential combinations of Tx-
Rx polarisation settings, providing an opportunity to conduct a systematic 
empirical sturdy on the effects of polarisation in indoor environments. Such study 
will build on the work of the previous chapters by incorporating the effects 
polarisation alongside that of T-R separation, antenna properties, and 
environmental factors to form a more complete system of propagation prediction. 
Antennas are typically either horizontally polarised (H for short in the following 
text), where the electric field of the antenna varies in amplitude along a horizontal 
plane, see Figure 5-1; or vertically polarised (V for short in the following text), 
where its electric field varies in amplitude along a vertical plane.  Naturally, H and 
V polarisations are orthogonal to each other; both are linear and have signals with 
fixed polarisation direction. Slant polarized antennas [73], where planes of 
vibration are not perpendicular or parallel to the ground, works on the same 
principle: linear with fixed direction. They are usually combined in orthogonal 
pairs, e.g. ± 45° [74], for diversity schemes. Since orthogonally polarised slant pairs 
can be related to HV cross polarisation, any findings on HV pairs will have 
relevance to orthogonal slant pairs. Finally, circular polarisation, where the 
direction of the polarisation rotates about the wave’s propagation axis, also exists 
and works differently in principle to the previously mentioned polarisations. 
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However, due to the lack of data and their relative rarity, they will not be 
considered in this work. 
 
Figure 5-1: Propagation of a radio wave 
 
Antennas will transmit signals with polarisations matching their own, and have 
best reception for signals of the same polarisations, thus the effects of polarisation 
can be seen in both sides of the link. On the transmitting side, the signal power 
distributes on the surface of a sphere with the transmitting antenna at the centre, 
the strength is related to the direction of lines that are normal to the sphere. On 
the receiving side, the received power will be related to both the strength and the 
polarisation of the arriving signal. Theoretically, if everything is aligned perfectly 
such that the polarisation of an arriving signal is orthogonal to the receiving 
antenna, then the receiver will not pick up anything from that signal. In practice, 
a polarisation difference of 90° will result in an attenuation factor of 10 to 30 dB. 
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Radio waves travelling in free-space tend to maintain the polarisation it had at 
launch. However, if a signal undergoes attenuation due to the existence of 
obstacles along the propagation path, as happens frequently in indoor 
propagation, the polarisation may shift away from the original direction. This 
added complexity makes the received signal strength more difficult to predict, but 
if the effects can be isolated and studied any findings may prove significant. The 
Lund measurement data presents such an opportunity to isolate the effects of 
polarisation and since the data was obtained empirically, an empirical approach 
into the investigation is the most sensible choice. 
This section presents the background on antenna polarisation, their impacts on 
signal propagation, and a potential opportunity to investigate this impact. The 
remaining parts of this chapter will present the theoretical and empirical aspects 
of the investigation and related findings. Firstly, in section 5.2, the basic 
considerations and the methodologies will be detailed and explored. This is 
followed by sections 5.3 and 5.4 which present the main findings of the 
investigation in regard to polarisation effect on received signal. Section 5.5 
explores the potential implications of the finds in terms of polarisation diversity. 
Finally section 5.6 provides a summary for the works presented in this chapter, in 
which further discussions and conclusions are made. 
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5.2 Considerations and Methodologies  
The basic consideration of this chapter is that spatial orientation and polarisation 
may have systematic influences on measured signal value which could be detected 
statistically given sufficient sample size. The data used in this study contains, at 
each measurement point, a channel transfer matrix of dimension 10 x 81 x 4096; 
where the dimensions represent temporal snapshots, frequency samples, and 
MIMO channels respectively. Each one of the 4096 channels can have 1 of 4 
possible polarisation settings: VV, VH, HV and HH, where the letters specifies the 
polarisation of the receiver element and transmitter element respectively. For 
example, HV represents a channel with horizontally polarised receiver element 
and vertically polarised transmitter element. All 4 polarisation settings contain 
exactly 1028 channels so the data can be split accordingly into 4 matrices of 
dimension 10 x 81 x 1028. 
Furthermore, it is unclear how the effects of frequency and antenna orientation 
will interact with that of polarisation. Taking this into consideration, two further 
classifications of the data were conducted in an effort to isolate polarisation. Each 
of the 4 polarisation matrices was rearranged: firstly according to the 81 frequency 
sample points, and secondly corresponding to the 16 columns on the receiver 
array. Under the first classification, with frequency separated, the sample size that 
remains for each subset is 10 x 1024 = 10240, all of which are data collected under 
the same frequency and polarisation setting. For the second classification, with 
receiver antenna orientation fixed, the 16 x 64 MIMO channels reduces to 16 x 4 
for each orientation. This, along with 10 snapshots and 81 frequencies, gives each 
sample a size of 10 × 81 × 16 × 4 = 51840.  In both cases, the sample size is large 
enough to obtain reliable statistical results. 
With this in mind, from a single channel matrix, a total of 8 rearranged matrices 
are produced. The 4 matrices of size 10240 × 81 related to frequency are denoted 
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by vvX, vhX, hhX and hvX corresponding to their polarisation setting while the other 
4 matrices of size 51840 x 16 related to Rx orientation are denoted by vvY, vhY, hhY, 
hvY similarly. Furthermore, these matrices contain the complex signal values from 
which the amplitude and phase can be separated. Since both have clear meanings 
in Physics, there is an opportunity to investigate them individually which may 
produce deeper insight into the effects of polarisation. In following text, vvAx, vhAx, 
hhAx, hvAx denotes the amplitude matrices derived from vvX, vhX, hhX, hvX; Similarly, 
vvBx, vhBx, hhBx, hvBx denotes the phase matrices. There also are amplitude matrices 
vvAy, vhAy, hhAy, hvAy derived from vvY, vhY, hhY, hvY and corresponding phase 
matrices vvBy, vhBy, hhBy, hvBy. 
In terms of methodology, statistical analysis is a powerful tool to search for various 
statistics related to the effects of polarisations. To detect and quantify these 
effects, two separate perspectives were employed, namely distribution analysis 
and correlation analysis. The distribution study focuses on the how the various 
properties of the amplitude and phase distributions are affected by changes in 
antenna polarisation, and whether any underlying patterns exist. The main points 
of comparison will be the centre, shape, and statistics such as the mean, median 
and variance of the distributions. A shortfall of this approach is that statistics such 
as the mean, median and variance depends only on elements in a collection and 
not their order, whilst the data in this study are ordered in matrices. For example, 
an individual column of vvAx contains the amplitudes derived from measured 
signals of a particular frequency and polarisation across all the different positions; 
from this sample, the distribution of the amplitudes and associated statistics can 
be drawn. However, two separate distributions drawn from different columns of 
vvAx could numerically have the same mean and variance. Thus, a different 
approach is needed when comparing properties of data where their elements 
need to be viewed in order. This is why a second perspective, namely the 
correlation analysis, is also employed to study the data. Details related to the 
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correlation analysis will be outlined later; first, the issues relating to the 
distribution study is described. 
5.2.1 Methodological issues relating to Distribution Analysis 
For this particular study, the procedure of analysis involves the following steps: 
 Evaluating the data distributions column-wise for amplitude and 
phase matrices; 
 Looking at the statistical median, 1st / 3rd quartiles, and 5% / 95% 
percentiles; 
 Comparing and displaying all the distribution parameters using 
statistical tools; 
 Testing column mean statistic of each data matrix against the overall 
matrix mean;  
 Testing the amplitude and phase column distributions using selected 
statistical tools. 
 Contrasting the results corresponding to the 4 different polarisation 
settings; 
 Summarising the test results. 
One of the statistical tools mentioned in the bullet points is Boxplot [75, 76], which 
presents data distributions in a simplified manner and illustrates a number of 
distributions in a single plot, including the median, 1st/ 3rd quartiles, and 5% / 95% 
percentiles. Other methods used in this section include Q–Q plot [77, 78] and 
Shewhart control chart [79, 80].  
When testing column means against the associated matrix mean, the Central Limit 
Theorem can be fully utilised, because the number of matrix rows is sufficient large 
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(10240 for frequency data matrices and 51840 for receiver orientation data 
matrices). Take matrix vvAx for example, let:  
Ci (i= 1,2,…,81) denote the ith column vector of  vvAx;   
iC (i= 1,2,…,81) denote the i
th column mean of vvAx;  
 C  denote the vvAx matrix mean;  
Let m = 10240 and n = 81, based on the central limit theorem, iC ~ N(C ,
2
c ), 
where 2c is formulated as equation [5.1] 
 𝜎𝑐
2 =
∑ ∑ (𝐶𝑖,𝑗−𝐶𝑖)
2𝑚
𝑗=1
𝑛
𝑖=1
(𝑚×𝑛−𝑛−1)×𝑚
      [5.1] 
By introducing the formulation zi = 
(𝐶𝑖 − 𝐶)
2
𝜎𝑐
2 , zi ~ N(0,1) can be derived, the 
classical standard normal test can be applied. The null hypothesis H0 is that the 
mean of a given column is the same as the mean of the matrix, whereas the 
alterative hypothesis H1 is that the mean of a column are different from the mean 
of the matrix.  
In order to summarise the effects of different polarisations and their associated 
interactions with frequency, the test results from all 4 polarisation matrices are 
shown together in the same process control chart [81, 82]. Here, the x-axis 
denotes the frequency index while the y-axis displays the corresponding values of 
iC and C . Based on the matrix mean C  and variance 𝜎𝑐
2, three horizontal lines 
are placed at: 
y =C ,  y = C  + 3 𝜎𝑐,  y = C  - 3 𝜎𝑐  
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The first line is called the central control line (CLC), while the other two lines are 
called the upper (UCL) and lower control lines (LCL) respectively. The values of the 
column means iC (i= 1,2,…,81) will be presented as data points on the chart. 
Making use of such a control chart, any significant differences that arise due to 
polarisations can be easily spotted by the presence of outliers which are the data 
points located outside of the upper and lower control lines. Figure 5-2 shows an 
example illustration of a control chart that has 2 clear outliers. 
A further methodological detail is that in distribution test, the amplitude matrices 
and phase matrices are processed using different methods. This is mainly due to 
the difference between the amplitude and phase distributions. The signal phase 
at the Tx generally follows an uniform distribution U(-π, π), and changes in the 
distribution form at the Rx due to propagation factors can be detected by applying 
the empirical Kolmogorov-Smirnov test [83, 84, 85] on the columns of the phase 
matrices to highlight any potential effects of polarisation. In contrast, the 
amplitude distribution is far more diverse, it is not practical to test each of these 
distributions against the data one by one. A better approach would be to test side 
by side the corresponding columns from two different polarisation matrices; this 
gives a direct way to reveal any consequences of different polarisation settings. 
For this purpose, the non-parametric Wilcoxon signed rank test [86, 87] is a 
suitable candidate.  
The Wilcoxon signed rank test will show whether sampling signal amplitudes from 
two different polarisation settings are equivalent to sampling from two different 
distributions. The Kolmogorov-Smirnov test will reveal whether polarisation 
setting would have a statically significant effect on the phase distributions 
inherent within the data. With this last detail, the methodological issues related 
to the distribution study have been outlined. The next subsection will discuss the 
details of the correlation study. 
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Figure 5-2: An illustration of the control chart. 
5.2.2 Methodological Issues Relating to Correlation Analysis 
As revealed at the beginning of in section 5.2, separate amplitude and phase 
matrices have been constructed for each polarisation. Unlike the original signal 
matrices, the elements of amplitude and phase matrices are non-complex values, 
meaning that the correlation of two data vectors can be evaluated by the Pearson 
product-moment correlation coefficient [88, 89]. That is, if U and V denote the two 
length l sample data vectors, and r the correlation coefficient of U and V, then we 
have: 
 𝑟 =
∑ (𝑈𝑖−𝑈)(𝑉𝑖−𝑉)
𝑙
𝑖=1
√∑ (𝑈𝑖−𝑈)
2𝑙
𝑖=1 ∑ (𝑉𝑖−𝑉)
2𝑙
𝑖
     [5.2] 
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For the study in this chapter, columns of polarisation matrices are evaluated 
against each other in pairs. The pair of columns can be drawn from the same 
polarisation matrix, or 1 of the 3 differently polarised matrices, thus a total of 10 
combinations of pairs of polarisation settings is possible. A correlation matrix can 
be computed for each pair of polarisation settings resulting in 10 different 
correlation matrices. 4 of these matrices are generated from evaluating pair-
wisely the columns of the same polarisation matrix and will thus be symmetrical. 
The other 6 correlation matrices are calculated from comparing columns of 
different polarisation matrices, and will unlikely to be symmetrical. 
The correlation matrices will indicate the degree of correlation between the 
columns, each column contains the complete collection of sample data of a 
particular frequency, polarisation and receiver orientation. If the columns are 
unrelated, the data will be random with respect to each other and the correlation 
matrix will show a random collection of values close to zero, with no observable 
patterns. However, if the columns are in fact related, for example, by certain 
underlying physical principles, a pattern would be observed. Therefore, observing 
and comparing data collected from the same measurement position is a simple 
and direct way to reveal and evaluate any polarisation effects there might be. In 
addition, comparing the correlation patterns observed between data from 
different measurement positions is a way to gain a perspective on any existing 
polarisation effects that are consistent across different measurement positions. A 
sensible approach for undertaking these comparisons is to look at the statistics 
which may be termed as the correlation of correlation patterns. This can be more 
explicitly stated as the operation that firstly reshapes a correlation matrix into a 
vector by concatenating its columns, and then compute the correlation 
coefficients between two such concatenated vectors of data measured at different 
positions. 
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Finally, an important point in correlation analysis is that correlation coefficients 
are statistics estimated from sampling data; their significance needs to be 
evaluated prior to any statistical deductions. Without proper testing, any 
conclusions drawn from correlation coefficients are not meaningful. For this 
reason, the correlation coefficients estimated are also tested by the t-test [90, 91, 
92], which requires the assumption that the data distributions are approximately 
Normal. Since the distribution of signal power in Watts is approximately 
Lognormal, it is reasonable to assume the distribution in dBm is approximately 
Normal. A brief description of the t-test method is as follows: let r denote the 
correlation coefficient estimated from two length n vectors, the corresponding t 
statistic can be constructed from r as shown in formula [5.3]. Here t follows a 
degree n-2 freedom student t-distribution [93, 94], and the significance of r is also 
evaluated based on this distribution. 
𝑡 = 𝑟 ∙ √
𝑛−2
1−𝑟2
      [5.3] 
This section discussed the issues relating to the methodologies that will be 
employed in the studies carried out in the rest of this chapter. The two main angles 
of approach will be distribution analysis and correlation analysis. The next section 
presents the findings of distribution analysis. 
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5.3 Polarisation Effects on Signal Distribution 
In the previous section, the methodology for exploring the effects of polarisation 
was outlined; this section presents the findings of the distribution analysis. This 
part of the study focuses on looking at the amplitude and phase distributions of 
the measured signal across 81 frequencies and 16 receiver orientations, for each 
of the 4 polarisation settings, to see if any observable patterns are present. The 
50MHz bandwidth is evenly divided into 80 subcarrier bands of 625 kHz. Since the 
antennas were either in fixed positions or moving slowly during the measurements 
it is assumed that the subcarrier bandwidth is much greater than the Doppler 
spread fD, as well as the reciprocal of the coherence time TC. The next subsection 
presents the results of polarisation effects on amplitude distribution in association 
with frequency. 
5.3.1 Polarisation effects on amplitude distribution in relation to 
frequency 
As mentioned in section 5.2, from each measurement position the data contained 
in the channel transfer matrix is reorganised to produce 4 amplitude matrices vvAx, 
vhAx, hhAx, hvAx, and 4 phase matrices vvBx, vhBx, hhBx, hvBx, all with dimensions of 
10240 × 81. The rows of these matrices correspond to sample obtained from 
different channels at various times, whilst the columns corresponds to 81 
frequency samples evenly distributed in a 50 MHz bandwidth around 2.6GHz. For 
any given column, the 10240 data points represent the complete sample of data 
obtained from a position with a particular polarisation and frequency, i.e. it 
contains data from all channels and time points. For I2O measurements where the 
Rx was moving, the 10240 data points are chosen from fixed time slices within the 
data sequence. 
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First, let’s focus on vvAx, vhAx, hhAx and hvAx to see what polarisation effects show 
up in the amplitude distributions. Figure 5-3 shows the boxplot drawn based on 
amplitude matrices measured from position number 5 in corridor 2. The plot has 
4 panels corresponding to the 4 polarisation settings and on each panel 81 vertical 
‘boxes’ display statistics of the amplitude distributions across the frequencies 
domain.  
 
Figure 5-3: Amplitude distribution of the 4 polarisation settings across 81 frequencies  
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The presence of polarisation effects can be clearly seen. Firstly, for VV and HH 
settings the centres of amplitude distributions across the frequency domain form 
almost a flat line: indicating that the amplitudes, and in turn the received signal 
strength, do not vary greatly across the frequency domain. In contrast, the mean 
received signal strength for VH and HV settings varies by as much as 12 dB across 
the frequency domain, with the variation pattern somewhat periodic. This periodic 
variation is the results of Polarisation Fading, which is caused by changes in the 
polarisation during the propagation of cross-polarised EM waves [95].  
The co-polarised channels also show very consistent quartiles; whereas the 
quartiles for cross-polarised channels are really narrow at certain frequencies and 
wide at other frequencies. Hence, the effects of polarisation is profound on the 
amplitude distribution of received signal. The consistency of co-polarised channels 
is great for prediction and planning. The periodic variations of signal strength in 
cross-polarised channels can also be utilised in beneficial ways by employing the 
appropriate polarisation diversity schemes, for example, sub-channels with 
central frequencies located around distinct peaks can be picked out and will have 
good reception and experience less interference than normal around the 
intervening frequencies. More detailed exploration of polarisation diversity 
schemes will be presented later in the chapter.  
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Although boxplot shows that the amplitude distributions are skewed, it does not 
offer more detailed information about the probability density. Figure 5-4 shows 
the density histogram of the amplitude distribution for HH polarisation at 2.575 
GHz. The three fitted PDF curves representing the Lognormal (µ: -12.21, σ: 0.6279) 
Weibull (λ: 6.570e6, k: 2.0426) and Rayleigh distributions (σ: 4.702e-6) are added 
to the histogram. The Weibull distribution appears to fit the data better than the 
other two distributions, which is not surprising as it is able to supply more optional 
parameters by combining scale and shape two distribution parameters.  
 
Figure 5-4: Histogram of signal amplitude and fittings to three distributions  
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Figure 5-5 shows a control chart for identifying the existence of significant 
polarisation effects. The data points are the mean amplitudes across the 
frequency domain. The horizontal lines are control lines: solid lines mark the 
central control lines, dotted lines mark the upper control lines and dashed lines 
marks the lower control lines. The 4 colours correspond to the different 
polarisation settings: red for VV, green for VH, orange for HH and black for HV. For 
given a polarisation, if the dispersion of the amplitude data is purely random, the 
corresponding sample means should scatter between the upper and lower control 
lines. If any data points lay outside these boundaries, frequency associated 
dispersion will most likely be the cause. 
 
Figure 5-5: Variation of amplitude mean across the frequency domain.  
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The chart provides an informative picture about relationships between the 
amplitude distribution and frequency, especially given different polarisation 
settings: 
 The co-polarised channels do not suffer from frequency selective 
polarisation fading, thus the amplitude of co-polarised signals (HH and VV) 
are largely unaffected by frequency. 
 The amplitudes of cross-polarised signal (HV and VH) varies much more 
with frequency, this is most likely caused by polarisation fading, which is 
typically associated with cross polarised waves [95].  
 Due to the polarisation fading, the peak signal strength for the cross-
polarised channels are higher than that co-polarised channels. This can be 
exploited by polarisation diversity which will be explored in later section. 
 Overall, the mean signal strength is the highest for VV setting and lowest 
for HH, with a difference of around 6 dB between the two. This is most 
likely caused by a combination of low antenna heights, which typically 
results in stronger vertically polarised signals for the indoor environment 
[96], and Brewster’s angle phenomenon affecting the propagation of 
horizontally polarised waves in indoor environments [97]. 
 The mean signal strength for the HV and VH settings are very close, in fact 
within 0.1 dB of each other, although their values differ by more than 3 db 
at over 75% of the frequency points. This is due to the periodical nature of 
the cross polarisation fading particular to the system. The HV and VH 
signals exhibit constructive and destructive interference and are out of 
phase with each other. 
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5.3.2 Polarisation effects on phase distribution in relation to 
frequency 
The investigation into phase matrices vvBx, vhBx, hhBx and hvBx was conducted in a 
similar way as the previous subsection. First, boxplot is used to contrast the effects 
of the polarisation settings on data distribution. Figure 5-6 show clearly that 
polarisation does not affect the phase distribution in the same way it affects the 
amplitude distribution, as the phase distributions are virtually identical across the 
4 different polarisations. The central black line in each sub figure shows the mean 
signal phase, it can been seen that in all cases the phase distributions are 
symmetrical around a mean of zero. In addition, the figure also show that the 1st 
quartiles, represented by the vertical bars, are at ±1.5 radians for all polarisations. 
 
Figure 5-6: Phase distribution of the 4 polarisation settings across 81 frequencies  
 
 
Antenna polarisation effects on received signal 
 
 
 
100 
 
Further observations reveals that at most frequency points the phase distribution 
is not only symmetrical but uniform between -π and π, which suggests that the 
signal came from a complex Gaussian process. The fact is, if 𝑍 = 𝑋 + 𝑗𝑌  is a 
complex Gaussian process with zero mean (µ = 0) and zero relation matrix (C = 0), 
then the variable 
𝑌
𝑋
 follows a Cauchy distribution, and furthermore, if ϕ represents 
the phase variable associated with Z, i.e.  tan 𝜑 =
𝑌
𝑋
 , then ϕ follows a uniform 
distribution [98]. Actually, In the case of 𝜇 = 𝐸[𝑧] = 0, 𝑎𝑛𝑑 𝐶 = 𝐸[(𝑍 −  𝜇)(𝑍 −
𝜇′)] = 0, 𝑍  is known as “circularly symmetric” [99], and its density function 
depends only on its magnitude |𝑍| and not its argument. As such, the magnitude 
will have a Rayleigh distribution whereas the argument will have the uniform 
distribution  𝑈(−𝜋, 𝜋) [100]. The phase data at 5 particular frequency points show 
obvious shift of distribution centre away from zero, and the intervals between the 
5 frequencies are all exactly the same, namely 10MHz. As it happens, the central 
frequency point 2.6 GHz is one of the five frequencies. The other four frequencies 
are 2.58, 2.59, 2.61 and 2.62 GHz. The signal phase distribution at these 5 special 
cases may be related to certain nature of signal propagation observed in this 
study, or it might be caused by the equipment.  
The most likely cause of these outliers at the 5 particular frequency is from to 
errors introduced during calibration of the antenna arrays. According to chapter 2 
of [101], due to the inherent limitations of the calibration procedure, a number of 
assumptions about the beam patterns are made in order to reduce the 
computation complexity of the estimation process. However, in practice, violation 
of one or more of the assumptions is nearly always the case with practical arrays. 
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Figure 5-7: Histogram of phase distribution at 2.6 GHz, showing a non-uniform distribution 
As can been seen in Figure 5-7, the phase distributions at the 5 special case 
frequencies are non-uniform. A possible reason of the non-uniform phase 
distribution is that the data were drawn from a complex Gaussian process with 
non-zero mean. In order to demonstrate the validity of this explanation, a 
simulation is conducted where a million values are randomly drawn from a 
complex normal distribution with non-zero mean. The result of the simulation, 
shown in Figure 5-8, bears strong resemblance to the phase distributions shown 
in Figure 5-7. However, it is difficult to explain the periodical appearance special 
frequency points in such discrete and regular patterns. It would be interesting to 
know what physical mechanisms might be behind such phenomena and what 
consequence will emerge. Though no complete answer is given, this study does 
reveal certain relationships between the phase and magnitude distributions and 
correlation between signals of different frequencies. These will be presented later 
in this chapter.  
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Figure 5-8: Simulated phase distribution with non-zero mean 
The non-uniformity of the signal phase distribution at specific frequency can also 
be visualised by q-q plot, on which the quartile of phase data is contrasted against 
the CDF of the uniform distribution U(-π, π). On the q-q plot, if the data points 
forms an approximate straight diagonal line, it means the data is uniformed 
distributed, otherwise the data distribution is not uniform. Figure 5-9 shows the 
q-q plot of the uniform distribution U(-π, π) contrasted against the distribution of 
phase data used to generate Figure 5-7. The plot shows an italic S-shaped curve 
confirming the non-uniformity of the phase distribution.  
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Figure 5-9: q-q plot of signal phase data at frequency 2.6 GHz and uniform CDF 
In order to draw a whole picture about the relationship between the phase 
distribution and signal frequency, the control chart approach was applied to the 
phase data, see Figure 5-10. In this figure, the data points are colourized as red, 
green, black and orange to represent four polarisation settings: VV, VH, HH and 
HV. According to this chart, the four polarisations do not show significant 
difference.  
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Figure 5-10: Variation of phase mean across the frequency domain. 
From the figure, artefacts at 5 particular frequencies are clearly noticeable, this is 
most likely to be caused by errors introduced during the calibration of the antenna 
arrays. According to chapter 2 of [101], due to the inherent limitations of the 
calibration procedure, a number of assumptions about the beam patterns are 
made in order to reduce the computation complexity of the estimation process. 
However, in practice, violation of one or more of the assumptions is nearly always 
the case with practical arrays.  
To investigate the outliers further, the Kolmogorov–Smirnov test is applied to the 
signal phase across all the measurement positions and focuses on the 5 
frequencies which correspond to outliers in Figure 5-10. The phase data is tested 
against the uniform distribution U(-π, π) and produces rates of non-uniformity of 
the phase distribution at the five specific frequencies as follows: 98.7% for VV 
setting, 100% for VH setting,  98.7% for HH setting and 99% for HV setting.  
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5.3.3 Polarisation effects on amplitude distribution in relation to Rx 
orientation 
This section studies the amplitude matrices vvAy, vhAy, hhAy, hvAy, and the phase 
matrices vvBy, vhBy, hhBy, hvBy, associated with receiver orientation. Each one of 
these matrices has dimensions of 51840 × 16. The rows of these matrices 
correspond to sample obtained from different channels at various frequency and 
time points, whilst the columns correspond to 16 receiver orientations.  
Figure 5-11 shows the amplitude distribution of the 4 polarisation settings across 
16 receiver orientations. In all polarisation settings, the received signal strength 
traces a curve similar to a sine wave across the receiver orientations. This can be 
expected as the antenna elements of the 16 receiver orientations are arranged 
evenly on a ring, making a complete 360° circle. The variation in signal strength is 
most pronounced in VV polarisation and the shape shows greatest resemblance 
to the sine wave across a 2π domain. 
 
Figure 5-11: Amplitude distribution of the 4 polarisation settings across 16 Rx orientations 
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More detailed information about the amplitude distribution for a specific 
polarisation and receiver orientation can be provided by histogram and fitted 
density curves.  Figure 5-12 shows an example of such a histogram. In this case, fit 
to Weibull distribution provides the best fit. 
 
Figure 5-12: Histogram of signal amplitude and fittings to three distribution densities   
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Figure 5-13 provides an informative picture about the impact that the receiver 
orientation has on the amplitude distribution of the received signal across the 4 
polarisation settings. The patterns of variation in the mean of amplitude 
distributions are similar for all 4 polarisation settings. The magnitude of variation 
is at least one order of magnitude greater than width of the control zone; this is 
another universal character across the different polarisations.  
 
Figure 5-13: Variation of amplitude mean across the 16 receiver orientations. 
The chart also agrees with Figure 5-5 about the relative signal strength across the 
different polarisation settings: VV having the highest average received signal 
strength, HH having the lowest while VH and HV are very close to each other. This 
is because sub-channels of dual-polarised MIMO channel are not identically 
distributed. They differ on many aspects including received power, correlation and 
cross polarisation discrimination. Phenomena such as depolaristion of the wave 
through reflections and scattering from indoor obstacles and polarisation fading 
of cross-polarised waves are the main causes of this. 
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5.3.4 Polarisation effects on phase distribution in relation to Rx 
orientation 
The effects polarisation and receiver orientation on phase matrices vvBy, vhBy, hhBy 
and hvBy were analysed. The results indicate that neither receiver orientation nor 
polarisation affect the phase distribution of received signal. The Figure 5-14 shows 
the boxplot of the phase distribution for all 4 polarisation settings across 16 
receiver orientations. It is clear to see that the 64 sample phase distributions are 
almost all identical and follows the uniform distribution U (-π,π) . 
 
Figure 5-14: Phase distribution of the 4 polarisation settings across 16 Rx orientations 
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Furthermore, the control chart Figure 5-15 shows that all data points lie within the 
control zone, which confirms that no significant difference can be observed 
between the signal phase distributions with respect to different polarisation and 
receiver orientation settings.   
 
Figure 5-15: Variation of phase mean across the 16 receiver orientations. 
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5.4 Polarisation Effects on Signal Correlation 
In the previous section, the findings of the distribution analysis were presented. 
This section explores the effects of polarisation on signal correlation, focusing on 
the correlation between signals of different frequencies and the correlation 
between signals of different receiver orientations. As with the previous section, 
the amplitude matrices vvAx, vhAx, hhAx, hvAx and phase matrices vvBx, vhBx, hhBx, hvBx, 
will be looked at separately, in addition, the signal matrices vvX, vhX, hhX and hvX 
will also be investigated. The effects of polarisation relative to both frequency and 
receiver orientation will be studied. Each study begins with 4 data matrices of 
different polarisation settings, which can be grouped into 10 distinct pairs, i.e.  
(VV, VV), (VV, VH), (VV, HV), (VV, HH),  
(VH, VH), (VH, HV), (VH, HH), 
(HV, HV), (HV, HH), 
(HH, HH) 
A correlation matrix can be constructed for each pairing, assuming the data 
matrices are of dimension m × n, the process is as follows: 
1. Choose a column from each matrix, resulting in 2 column vectors of length 
m. 
2. Compute the correlation coefficient between the 1 × m vectors. 
3. Repeat steps 1 and 2 for all possible pairings of columns, including 
duplicate pairings; 
4. Arrange the correlation coefficients into a n × n matrix 
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The resulting matrix in step 4 is the correlation matrix. More explicitly, 
Let 
A, B denote the 2 matrices in the pairing, both of dimension m × n 
A(k) denote the kth column of A, of dimension m × 1  
Cor [u, v] denote the correlation coefficient between vectors u and v, see 
[5.2] 
C denote the correlation matrix 
C (x, y) denote the element corresponding to row x, column y of C 
The correlation matrix C can be constructed with the following loop: 
For i = 1 to n 
 For j = 1 to n 
  C (i, j) = cor [A(i), B(j)] 
 End 
End 
The correlation coefficient between 2 vectors gives an indication of the degree to 
which they are correlated, that is the extent to which variations in one vector 
indicates similar variations in the other. In this study, the vectors correspond to 
data samples of different polarisation, frequency, or Rx orientation; thus 
comparing the patterns formed by the 10 distinct correlation matrices provides 
the means to identify the effects of polarisation in relation to receiver orientation 
or frequency.  
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The following subsections presented the findings of the investigations. The 
correlation heatmaps shown in these subsections provide a visual representation 
of the correlation matrices, whose entries are real numbers between 0 and 1. 
Values close to 0 corresponding to low levels of correlation are shown in dark blue; 
conversely, values close to 1 indicating high levels of correlation are shown in dark 
red. Note that the correlation coefficient between a vector and a copy of itself is 
always 1, and the operation that computes the correlation coefficient between 
two vectors is commutative. The consequence of this is that the correlation matrix 
computed from a matrix and its copy will be symmetrical. This can be seen in 4 of 
the 10 correlation matrices, specifically those computed from the polarisation 
pairings (VV, VV), (VH, VH), (HV, HV), and (HH, HH). 
5.4.1 Polarisation effects on amplitude correlation in relation to 
frequency 
In this subsection, the heatmaps are generated from the amplitude matrices vvAx, 
vhAx, hhAx and hvAx. Figure 5-16 shows the 4 heatmaps generated from the pairings 
containing the same amplitude data matrix; the observed patterns are 
symmetrical as expected. There is a stark contrast between the patterns of co-
polarised (VV, VV), (HH, HH) and cross-polarised (VH, VH), (HV, HV) settings, with 
several points of interest:  
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For co-polarised settings: 
 The strength of the correlation is relative to the perpendicular distance 
from the diagonal.  
 Stripes parallel to the diagonal are of uniform ‘potential’ i.e. they contain 
correlation coefficients with very similar values. The value gradually 
decreases as the focus of observation moves away from the diagonal.  
 While both are co-polarised, the VV setting shows significantly stronger 
correlation than HH in the regions near the diagonal. This implies that VV 
polarisation setting would have wider coherence bandwidth. 
For cross-polarised settings:  
 The correlation heatmaps show a chequered pattern. This is due to 
frequency selective polarisation fading of cross polarised waves. 
 There are elements right next to the diagonal which are calculated from 
samples with only a 0.625 MHz frequency offset but the correlation 
coefficient is close to 0. This is due to the particular nature of the 
polarisation fading in this scenario. 
 The correlation pattern for VH appears to match those of HV after a 
diagonal shift of roughly 20 frequency offsets and vice versa, which 
equates to 12.5 MHz. This results from the periodic fading pattern of cross 
polarised waves seen earlier in the chapter. 
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Figure 5-16: Heatmap of amplitude correlation between same polarisation settings 
The patterns for co-polarised settings is as expected, where the correlation is 
strong near the diagonal when the frequency offset is small, and gradually gets 
weaker as the frequency offset increases. The chequered correlation pattern for 
cross-polarised settings is of great interest as it appears to be a regular, periodic 
and predictable pattern. The fact that data from frequency samples so close to 
each other can have correlation close to 0 is also surprising. This discreet pattern 
of correlation is readily exploitable as signals from certain far apart frequency 
bands are highly correlated, thus reducing the requirement on the SINR threshold 
to maintain a wide channel; whilst in other more closely packed bands the signals 
do not correlated at all, which naturally helps with interference. Knowing these 
patterns will greatly help improving the channel efficiency. 
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Figure 5-17: Heatmap of amplitude correlation between different polarisation settings 
Figure 5-17 shows the amplitude correlation heatmap for the six remaining 
polarisation pairings. These can be split into 3 groups:  
1. Those with the same Tx setting but different Rx setting:  
(VV, HV) and (VH, HH) 
2. Those with the same Rx setting but different Tx setting: 
(VV, VH) and (HV, HH) 
3. Those where both Tx and Rx settings are different:  
(VV, HH) and (VH, HV) 
The 2 correlation patterns within group 1 are very similar, and provide a validation 
to each other. In contrast, the correlations within group 2 are nearly 
complementary to each other, that is to say their sum would be a matrix with all 
values close to 1. This has the consequence of making the 2 patterns look like 
“photo negatives” of each other, i.e. reversing the colour scale will transform one 
into the other. This phenomenon is closely related to the identity   sin2 𝑥 +
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cos2 𝑥 = 1, which also relates to the patterns’ periodic nature with respect to the 
cross-polarised axis. In fact, shifting one pattern 20 frequency offsets along the co-
polarised axis will make it overlap with the other, the frequency offset coincides 
with the width of the chequered box shown in Figure 5-16, which maybe of 
significance. It would be an interesting topic to have an in-depth discussion on the 
interpretation of this phenomenon. 
5.4.2 Polarisation effects on phase correlation in relation to 
frequency 
This subsection shows the heatmaps generated from the phase matrices vvBx, vhBx, 
hhBx and hvBx. The phase correlation patterns for the four identically polarised pairs 
are illustrated in Figure 5-18. 
 
Figure 5-18: Heatmap of phase correlation between same polarisation settings 
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In Figure 5-18, the co-polarised panels exhibit patterns that share a number of 
characteristics with the corresponding amplitude correlation patterns, namely the 
data is most strongly correlated near the diagonal and lines equal distant from it 
having similar correlation values. The difference is as we move further away from 
the diagonal; the correlation does not monotonically decrease but fluctuates 
periodically. This is not so surprising since the phase is closely related to the 
trigonometric functions. A more significant observation is that distance between 
adjacent peaks is again 20 frequency offsets. For cross-polarised settings, the 
correlation again forms a chequered pattern, although not as clear as the 
corresponding amplitude patterns. As with the amplitude patterns, a shift of 20 
frequency offsets along the diagonal will superimpose one pattern onto the other. 
 
Figure 5-19: Heatmap of phase correlation between different polarisation settings. 
The correlation heatmaps of signal phase for the remaining 6 polarisation pairings 
are shown in Figure 5-19: Heatmap of phase correlation between different 
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polarisation settings.. The patterns for (VV, VH) and (HV, HH) are again distinct 
from the others but very similar to each other. All panels display a wavy stripped 
pattern, this confirms that the impact of phase is periodical. 
5.4.3 Polarisation effects on signal correlation in relation to 
frequency 
Final part of the frequency related study presents the polarisation effects on the 
received signal. The correlation heatmaps generated from the signal matrices vvX, 
vhX, hhX and hvX are in Figure 5-20. 
 
Figure 5-20: Heatmap of signal correlation between same polarisation settings 
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The patterns are almost identical in shape to the corresponding patterns for 
amplitude. The difference is that here the contrast is much stronger. The influence 
of phase is harder to see, although looking at the co-polarised panels closely 
reveals that the signal correlation shows the superimposed pattern of the 
corresponding amplitude and phase patterns, with greater intensity in regions of 
high correlation. This indicates that the correlation signal is greatly enhanced with 
the addition of phase information. 
 
Figure 5-21: Heatmap of signal correlation between different polarisation settings 
Figure 5-21 shows signal correlation between different polarisation settings. 
Again, both the shape and grouping of the patterns are similar to those of 
amplitude correlation, while the intensity is higher. The (VH, HV) pattern exhibits 
symmetry with respect to both axis indicating the similarities between the VH and 
HV channels.  
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So far in this section, the effects of polarisation on the signal in relation to 
frequency has been explored, the main findings were: 
 Polarisation has a systematic effect on signal correlation in relation to 
frequency; instead of being a collection of random values, the correlation 
coefficients fall into well manner patterns.  
 Polarisation has significant effects on the amplitude correlation; co-
polarised settings exhibit vastly different patterns to cross-polarised 
settings. 
 It also affects the phase correlation strongly, unlike the phase distribution 
which isn’t affected. 
 The signal correlation reveals a similar pattern to that of amplitude, except 
that regions of high correlation are even more pronounced.   
 Cross-polarised channels exhibit an interesting chequered pattern which 
can be utilised for increased channel efficiency. 
 Many correlation patterns are periodic in nature, in relation to the period, 
the figure 20 frequency offsets comes up time and again. 
This concludes the correlation analysis in relation to frequency. The next 
subsection will explore the effects of polarisation on signal correlation with 
respect to receiver orientation. 
5.4.4 Polarisation effects on signal correlation across receiver 
orientation 
This subsection looks at the effect of polarisation in relation to 16 receiver 
orientation of antenna element due to the circular Rx array. The correlation 
coefficients were computed between samples corresponding to different Rx 
orientations. Overall, the correlation between receiver orientations is weaker and 
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more random in nature. The results are evident that the notable correlations are 
only presented polarisation settings are the same. Otherwise, the correlation 
matrices more or less revert to a collection of random values close to 0, even if the 
samples in comparison come from adjacent orientations. Therefore, this section 
only presents the correlation heatmap of the 4 scenarios where the polarisation 
settings are the same.  
 
Figure 5-22: Heatmap of amplitude correlation in relation to Rx orientation 
Figure 5-22 shows the correlation pattern for amplitude, the 4 panels corresponds 
to the 4 polarisation settings. It shows that the correlation of amplitude between 
receiver orientations is at best moderate, although regions showing the highest 
levels of correlation are near the diagonal indicating that received signal 
amplitudes from neighbouring orientations do have a degree of similarity. In this 
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turn suggest that spatial factors such as the distance and the angle between 
elements of different orientations do have relevance. 
 
 
Figure 5-23: Heatmap of phase correlation in relation to Rx orientation 
Figure 5-23 shows correlation heatmap for phase in relation to receiver 
orientation. The patterns appear relatively noisy and random. However, unlike 
completely uncorrelated items, most of the individual elements show levels of 
correlation significantly greater than zero. A comparison to Figure 5-11 reveals a 
correspondence, though it’s not immediately obvious to see. The receiver 
orientations corresponding to the region displaying the highest correlations (the 
same few yellow pixels in each panel) are the same orientations that received the 
strongest levels of signal in Figure 5-11. 
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Figure 5-24: Heatmap of signal correlation in association with Rx orientation 
Figure 5-23 shows correlation heatmap for signal in relation to receiver 
orientation. The correlation patterns for the combined signal displays much 
stronger levels of correlation compared to the pattern for individual amplitude 
and phase components, both of which displayed weak levels of correlation. Take 
the panel HH for example, the heatmaps for both the amplitude and phase 
components are blue throughout indicating correlation no greater than 0.3, yet 
the corresponding heatmaps for signal contains regions where the correlation 
approaches 0.7 represented by orange. This shows that the individual amplitude 
and phase components do not necessarily have to correlate in order for the 
combined signal to do so, suggesting that in this case the complete product is 
greater than the sum of its parts.  
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The receiver orientations do not show uniform levels of correlation, despite being 
symmetrical relative to the circle. The orientations displaying the highest levels of 
signal correlation matches with those in corresponding amplitude and phase 
patterns, as well as those that received the strongest signals in Figure 5-11. This 
indicates a relationship between signal strength and correlation from which it 
could be suggested that the reason some neighbouring orientations that do not 
show higher levels of correlation is because the average received signal strength 
at those orientations are relatively, such that the influence of noise becomes more 
significant. The randomising effect of noise reduces signal correlation resulting in 
uneven levels of correlation across the receiver orientations.  
5.4.5 Polarisation effects on coherence bandwidth 
Coherence bandwidth, estimated from the measured data, has been defined and 
discussed in section 4.2.2. This section presents more specific results: coherence 
bandwidth under individual polarisation settings. These results are computed 
based on the correlation coefficients between signals across the frequency 
domain seen in subsection 5.4.1.   
For every measurement position, 4 coherence profiles can be generated in 
correspondence with the 4 polarisation settings. The coherence bandwidth values 
obtained from the profiles of the same polarisation can be collected and 
statistically compared against those collected from other polarisation settings. 
This way the influence of individual measure positions is eliminated, so that some 
light can be shed on the effects of polarisation on the coherence bandwidth in a 
general sense, rather than restricted specific measurement positions.  
The results of the study indicate that statistically speaking, polarisation settings 
can have an effect on the coherence bandwidth of the channel. Generally, co-
polarised settings have greater coherence bandwidth than cross-polarised 
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settings. Figure 5-25 show a comparison of the correlation heatmap between the 
4 polarisation settings 
 
Figure 5-25: Heatmap of signal correlation across the frequency domain 
As can been seen, the coherence correlation patterns are quite different between 
co-polarised and cross-polarised settings. Due to the clearly distinguished equal 
potential diagonal stripes, the coherence bandwidth for co-polarised settings can 
be readily read of the heatmap without the coherence profile. However, for cross-
polarised settings, it would be very difficult to do the same and the coherence 
profile would be required, See Figure 5-26 
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The x-axis shows the frequency difference between two signals, the y-axis is the 
average correlation between signals given frequency difference. To obtain the 
coherence bandwidth, choose a threshold correlation value from the y-axis and 
read off the corresponding frequency difference on the x-axis, that value would 
be the coherence bandwidth for the chosen correlation threshold. For example, 
the interception between the curve and the top line is the coherence bandwidth 
for the 0.9 threshold, which ensures a signal correlation of 0.9 or above. Similarly, 
the crossing point between the curve and the bottom line gives the value of the 
coherence bandwidth for signal correlation greater than 0.5. 
 
Figure 5-26: Coherence profile generated from correlation matrix 
It is clear to see that the coherence bandwidth for co-polarised settings is wider 
than cross-polarised settings for both threshold values, which confirms the effect 
of antenna polarisation on the coherence bandwidth of the channel. 
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5.4.6 Correlation of previous findings observed from different 
positions 
 Some of the correlations matrices presented in the previous subsections show 
strong patterns, but they were generated from individual measuring positions and 
selected as a typical representation of the correlation matrices from all the 
measuring sites, in order to illustrate what the typical pattern look like. However, 
even though they were the typical representations, there are of course variations 
from site to site, and it’s not a very scientific approach to draw any conclusions 
based on their ‘typicality’. It is necessary to statistically correlate the correlation 
patterns themselves before drawing firm conclusions. Therefore the presentations 
to be made this subsection are crucial to the whole of section 5.4, as it validates 
the findings of the previous sections. 
 In order to assess the commonality of the correlation patterns presented in earlier 
subsections and to tell whether were site specific or not, the same statistical 
correlation method is employed, but this time to correlate the correlation 
patterns. This is possible because the information contained in the correlation 
matrices are arranged in fixed order, and forms 1 to 1 correspondences with 
correlation matrices from other measuring positions. For example, column 5 row 
16 of a frequency related amplitude correlation matrix from any measuring 
position would always contain the correlation coefficient between samples 
corresponding to the 5th and the 16th frequency offsets measured at that position. 
With this fixed order, the correlation coefficients between the matrices from 2 
different positions can be simply computed by rearranging both correlation 
matrices into vectors, i.e. concatenate the columns together, and compute the 
correlation coefficient between the 2 vectors with the previously stated method 
in the usual way. 
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Confirmation of phase correlation across different locations 
Figure 5-27 shows the correlation of phase correlation matrices across 60 
measuring positions. The correlation patterns for cross-polarised settings are 
almost entirely red (correlation coefficient > 0.8), indicating high levels of 
correlation between all 60 measuring positions.  The patterns for co-polarised 
settings show a greater variation in the correlation value, but on the whole the 
patterns are still dominated by orange and red regions representing coefficient 
values over 0.7. This confirms that the individual site specific phase correlation 
patterns are highly correlated across the different measuring positions, validating 
the conclusions drawn about the effect of polarisation on phase correlation in 
subsection 5.4.2. 
 
Figure 5-27: Correlation of phase correlation across measuring sites. 
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Confirmation of amplitude correlation across different locations 
Similarly, Figure 5-28 shows the correlation of amplitude correlation across the 
different sites. This time, the correlations for all 4 polarisation settings are virtually 
entirely over 0.8. This give a firm base to draw the conclusion that the findings 
presented in subsection 5.4.1 is valid for all measuring positions, irrespective of 
where the data was collect from. 
 
Figure 5-28: Correlation of amplitude correlation across measuring sites. 
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Confirmation of signal correlation across the different locations 
Finally, the correlation of signal correlation is shown in Figure 5-29. Again the 
figure is very similar to the previous ones, high correlation values greater than 0.8 
dominates the landscape. This validates the conclusions of subsection 5.4.3. 
 
Figure 5-29: Correlation of signal correlation across measuring sites. 
In summary, the results presented in this section confirms the consistency of the 
correlation patterns presented in previous sections across all of the measuring 
sites, and in doing so validates the findings of previous sections. 
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5.5 Data based analysis of polarisation diversity gain 
The previous sections of this chapter described the effects of polarisation on signal 
distribution and signal correlation. This section will tie the results from these 
different perspectives together, drawing logical links between them to sketch an 
overall prospectus for improving system performance through a novel polarisation 
diversity combining scheme. 
Polarisation diversity is the concept of using multiple signals of different 
polarisations to improve system performance. The signals are combined at the 
receiver via a diversity combining scheme such as selection combining (SC), equal-
gain combining (EGC) and maximal-ratio combining (MRC). Unlike space diversity, 
polarisation diversity do not require large inter element spacing which often 
becomes impractical in compact devices. 
The previous two sections explored the strength and correlation of signals in 
differently polarised sub-channels. As it happens, sub-channel signal strength and 
sub-channel correlation are two of the main factors that determines the diversity 
gain. [102]. Sub-channel signal strength determines the cross-polar discrimination 
(XPD) of the channel which influences SC techniques whilst sub-channel 
correlation affects the channel capacity. In general, higher correlation between 
sub-channels results in lower system capacity and less diversity gain [103].  
Figure 5-30 Depicts a 2 × 2 dual-polarized MIMO system, the channel matrix H is 
comprised of 4 sub-channels hVV, hVH, hHV, hHH, and be written as:  
 𝑯 = [
ℎ𝑉𝑉 ℎ𝑉𝐻
ℎ𝐻𝑉 ℎ𝑉𝑉
] (5.1) 
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Figure 5-30: 2 × 2 MIMO system with dual-polarised antennas 
Here hVV and hHH, represents the co-polar sub-channels of H whilst hVH and hHV 
represents the cross-polar sub-channels. 
The channel transfer matrix H of a MIMO system having dual-polarised antennas 
on both ends of the transmission link is significantly different to that of a mono-
polarised, spatial MIMO system. In the spatial case, all of the sub-channels are 
independent and identically distributed (i.i.d.) with equal average received power. 
However, this is not the case for dual-polarised MIMO channels [104], where sub-
channels differ in terms of average received signal strength, Ricean K-factor, and 
correlation and XPD. This was shown in section 5.3, where differently polarised 
sub-channels exhibited different properties. The difference in received power 
between sub-channels of different polarisations characterises the XPD of the 
channel, which is a useful indicator of potential for polarisation diversity gains. 
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5.5.1 Effect of cross-polar discrimination on selection gain 
Cross-polar discrimination is the difference, in dB, of the mean signal strength 
between co-polar sub-channels and cross-polar sub-channels, it can be written as 
a vector with two components [105]: 
 
𝑿𝑽 =
𝑬(|ℎ𝑉𝑉|
𝟐)
𝑬(|ℎ𝑉𝐻|𝟐)
𝑿𝑯 =
𝑬(|ℎ𝐻𝐻|
𝟐)
𝑬(|ℎ𝐻𝑉|𝟐)
 (5.2) 
XV is the ratio of the mean signal power received, by RxV, from TxV and TxH, whilst 
XH is the ratio of the mean signal power received, by RxH, from TxH and TxV.  
XPD is a useful measure of the degree of cross-coupling, or depolarisation in a 
channel, which is the phenomenon of purely V polarised waves emerging with H 
polarised components and vice versa. Cross-coupling is mainly caused by oblique 
reflections and scattering from obstacles as the wave propagates through the 
environment. Consequently, this effect can be significant in small cell scenarios.  
Previous results has shown that the propagation characteristics of H and V 
polarised waves are significantly different, which facilitates antenna selection 
techniques where the sub-channel with highest instantaneous received power is 
chosen. In general, due to low antenna heights in indoor environments and 
Brewster’s angle phenomenon, the instantaneous received power expected for 
purely V polarised waves is greater than that of H polarised waves, i.e.  
𝑬(|ℎ𝑉𝑉|
𝟐) >  𝑬(|ℎ𝐻𝐻|
𝟐)  [97]. Let β be the ratio between 𝑬(|ℎ𝐻𝐻|
𝟐) and 
𝑬(|ℎ𝑉𝑉|
𝟐) and normalising 𝑬(|ℎ𝑉𝑉|
𝟐) to 1, we have: 
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𝑬(|ℎ𝑉𝑉|
𝟐) = 1         
𝑬(|ℎ𝐻𝐻|
𝟐) = β ≤ 1
 (5.3) 
from (5.2) and (5.3) we can write: 
 
𝑬(|ℎ𝑉𝐻|
𝟐) =
1
𝑿𝑽
𝑬(|ℎ𝐻𝑉|
𝟐) =
β
𝑿𝑯
 (5.4) 
with these parameters in place, an upper bound on the MIMO channel capacity in 
the form of mean squared Frobenius norm can be expressed as: 
 ?̅̅̅? = 𝑵𝒓
𝑽𝑵𝒕
𝑽 + β𝑵𝒓
𝑯𝑵𝒕
𝑯 +
1
𝑿𝑽
𝑵𝒓
𝑽𝑵𝒕
𝑯 +
β
𝑿𝑯
𝑵𝒓
𝑯𝑵𝒕
𝑽 (5.5) 
where 𝑵𝒓
𝑽, 𝑵𝒕
𝑽, 𝑵𝒓
𝑯, 𝑵𝒕
𝑯 are the number of V polarise Rx, V polarised Tx, H polarised 
Rx, and H polarised Tx antenna elements respectively. Notice that as the XPD 
(𝑿𝑽 and 𝑿𝑯) increases, ?̅̅̅? decreases. Thus greater XPD will result in less channel 
capacity and polarisation diversity gain. This is because polarisation diversity 
achieves gains mainly through cross-polarised sub-channels. When the XPD 
becomes too high, the cross-polarised waves becomes negligible and the system 
essentially reduces to a co-polar channel and hence the available degrees of 
diversity is lost [106]. 
As mentioned earlier, the optimal strategy is to select the sub-channels with the 
highest instantaneous received power. The probability that the strongest sub-
channel to be selected is cross-polarised reduces as XPD increases. Figure 5-31 
shows the average SNR gain achieved as a monotonic decreasing function of the 
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XPD. The gain has maximum value of 3dB at 0 XPD and decreases asymptotically 
to 1.56dB as XPD tends to infinity. 
 
Figure 5-31: polarisation diversity gain as a result of XPD 
The findings in section 5.3 has shown that the value of XPD for the measurement 
scenarios was around 3dBs, indicating substantial cross-coupling between the two 
polarisations, which in turn encourage polarisation diversity techniques [107]. 
5.5.2 Effect of sub-channel correlation on diversity gain 
The second factor which determines diversity gain is the sub-channel correlation 
which was investigated in section 5.4. The maximum degrees of diversity, η, equals 
to the product Nr × Nt, which are the number of Rx and Tx elements respectively. 
However, correlation between the sub-channels reduces the degrees of freedom 
and the number of independent channels. This reduces the diversity gain for 
selection combining performed on signals from multiple Rx antennas. On the other 
hand, for an individual Rx receiving multiple signals from different Tx’s, where the 
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appropriate diversity combing technique is EGC or MRC, correlation between the 
signals will enhance the overall aggregate signal and improve diversity gain. 
Therefore stronger correlations between VV and VH sub-channels (and similarly 
HH and HV) will correspond to greater polarisation diversity gain. 
5.5.3 Polarisation diversity combination scheme 
The signal correlation heatmaps presented in Figure 5-16 –Figure 5-21 show that 
both polarisation and frequency affects the sub-channel signal strength, by 
choosing frequencies with strong correlations and combing with MRC at a single 
Rx, a significant polarisation matching gain can be achieved. Furthermore, the 
multiple signals at different Rx in the array can be combined using SC to also take 
advantage of the diversity gain, see Figure 5-32. The findings from sections 5.3 and 
5.4 provides evidence that polarisation play a role to achieve uncorrelated sub-
channels, which will help increase channel capacity. 
 
Figure 5-32: Polarisation diversity combination scheme for dual-polarised MIMO channel 
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Using the above combination scheme, the polarisation diversity gain for different 
polarisation setting can be computed at each measurement position. The heatmap 
below shows the diversity gain for differently polarised sub-channels, each row 
corresponds to data from one measurement position. The figure shows that 
diversity gain is also dependent on the frequency, which is a consequence of the 
frequency selective behaviour of the polarisation fading exhibited in section 5.3. 
Furthermore, cross-polarised sub-channels (HV and VH) shows greater diversity 
gain than co-polarised channels, which is expected for the low 3dB value of XPD 
for the (small cells) measurement environment. It is interesting to note that due 
to the periodic variation of sub-channel signal strength demonstrated by results 
from previous sections, the range of frequencies corresponding to the highest 
diversity gain is different for HV and VH. This is very useful and can be exploited 
by selecting the polarisation setting with the highest gains for each frequency.  
 
Figure 5-33: Polarisation diversity gain for each polarisation setting across different frequencies 
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Figure 5-34 shows the average polarisation diversity gain across all measurement 
positions for each of the 4 possible polarisation settings. The dotted lines, with 
colours corresponding to the legend, indicate the mean diversity gain after further 
averaging across frequencies. The cyan dotted line represents the overall mean 
diversity gain. As can be seen from the figure, the gain for cross-polarised sub-
channels VH and HV are very close to each other and significantly higher than co-
polarised sub-channels. The gains for VH and HV are 12.2dB and 12.1dB 
respectively. For co-polarised channels, VV (7.9dB) has far the lower diversity gain 
than HH (10.4dB) and is the lowest overall. This is because previous results 
revealed that VV sub-channels has the highest signal strength and therefore the 
vertical component of the XPD, Xv, is the highest, which leads to lower diversity 
gains for VV. The overall mean polarisation diversity gain is 10.6dB. 
 
Figure 5-34: Mean polarisation diversity gain across all measurement positions for differently 
polarised sub-channels 
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Figure 5-35 shows the histograms of raw channel power for differently polarised 
sub-channels in comparison to the power achieved after applying the proposed 
polarisation combination scheme shown in Figure 5-32. By visual inspection, the 
application of polarisation diversity makes the distribution of channel power less 
skewed than individual polarisations, as a result, diversity gain is achieved. 
 
Figure 5-35: Histograms of the raw channel power for different polarisation settings in 
comparison with power achieved through proposed diversity combing scheme 
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Figure 5-36 show the CDF of the sub-channel power for different polarisation 
settings in comparison with channel power after polarisation diversity combing 
scheme. The ordinate shows the probability that the channel power is smaller 
than the power on the corresponding abscissa. As can be seen the polarisation 
diversity achieves a significant gain over individually polarised sub-channels. The 
median, or 50th percentile, channel power from the diversity scheme is -67dB 
compared to -75 to -76dB for individual sub-channels. 
 
Figure 5-36: CDF of sub-channel power for different polarisation settings in comparison with 
polarisation diversity combing scheme 
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5.6 Summary 
This chapter presented detailed investigation into the polarisation aspect of dual-
polarised MIMO channel in small cell environments. The first part of the chapter, 
from section 5.2 to 5.3, studied the variation of sub-channel power and phase with 
respect to polarisation, frequency and receiver orientation. A clear and consistent 
difference emerged between co-polar and cross-polar channels across the 
measurement positions. The VV setting generally performed the best with mean 
received signal strength 6 dB higher than the setting with the lowest average, HH.  
The average XPD was evaluated at 3dB, which prompted the polarisation diversity 
study in section 5.5.  
For co-polar settings, the sub-channel power is consistent with respect to 
frequency, whilst as for cross-polar sub-channels the signal strength varies by up 
to 12 dB across different frequencies. This difference is consistently found in all 
measurement points. The mean received power of VH and HV sub-channels 
averaged across 81 frequencies are almost identical, but at individual frequency 
points, the received power of VH and HV sub channels differs by over 3dB for over 
75% of the frequencies. These two results provide great potential for polarisation 
diversity with respect to frequency. 
The signal strength across different Rx orientations varies by up to 6dB, with VV 
exhibiting the highest average sub-channel power, see Figure 5-13. On the other 
hand, polarisation settings do not appear to significantly affect the signal phase 
distribution, see Figure 5.6. The signal phase in general sense approximately 
follows uniform distribution, except at 5 sampling frequencies which include the 
central frequency 2.6GHz. The five frequencies are sequential with fixed interval 
in-between and symmetrical about the central frequency.   A distribution test with 
k-s approach reveals that the phase distribution at these frequencies all rejected 
uniformity. This is most likely caused by antenna array calibration. 
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The second part of the chapter, in section 5.4, studied the correlation between 
sub-channels of different polarisations. Polarisation settings have great impact on 
the correlation between signals of different frequencies. The signal correlation 
observed across the frequency domain exhibit different patterns under different 
polarisation settings. Explicitly, for co-polarised settings the pattern forms 
diagonal stripes, whereas for cross-polarised settings pattern shows chequered 
boxes. See Figure 5-16 and Figure 5-20. 
Polarisation settings do not show significant effects on the correlation between 
signals of different receiver orientations. See Figure 5-22 - Figure 5-24. The gap 
between the five frequency sample points where the phase data lose uniformity 
(Figure 5-10) is linked with the interval between stripes shown on the correlation 
heatmap with respect to frequency, of signal phase (Figure 5-18) and the peak-to-
trough distance of signal strength observed across the frequency domain for cross-
polarised settings (Figure 5-5).  
Polarisation settings impact the coherence bandwidth of wireless channel. Based 
on the experimental data, the coherence bandwidth is wider for co-polarised 
settings than cross-polarised settings, and wider for the VV setting than the HH 
setting, see Figure 5-26. The amplitude, phase and signal correlation patterns 
across different measurement sites are universal and not position specific. 
The last part of this chapter, in section 5.5, studied polarisation diversity in dual-
polarised MIMO channels. This section builds upon the signal power results from 
section 5.3 and signal correlation results from section 5.4 as power and correlation 
are the two main determination factors of potential polarisation diversity gain. By 
exploiting the differences in signal power and correlation between co-polar and 
cross-polar sub channels, and between different frequencies, a new diversity 
combination scheme is proposed and is shown to provide a 10.6dB overall 
diversity gain. 
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CHAPTER 6  
 
CONCLUSIONS AND FUTURE WORK 
 
This Chapter concludes the thesis, and discuss the potential directions that can be 
followed to build on the work presented. 
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6.1 Conclusions 
This study has shed new light on the characteristic and properties of the wireless 
channel in small cells environments, including I2I, I2O and IOI scenarios. Due to 
the availability of comprehensive and rare data, this work was able to look into 
and investigate many different aspects of a wireless channel closely corresponding 
to that of the small cell propagation environment, including: path loss, wall 
penetration factor, environmental variation, delay spread, coherence bandwidth, 
angular spread, antenna orientation & polarisation, sub-channel frequency, 
correlation, power distribution, phase and polarisation diversity.  
The objectives of this research consists of two main aspects: firstly to model the 
small cells wireless channel, and secondly to characterise the said channel. These 
objectives have been successfully met via the investigations presented in this 
thesis. Chapter 3 produced and validated an empirical path loss model that gives 
accurate results for small cell environments, whilst Chapters 4 and 5 successfully 
characterised the channel with respect to several independent variables, including 
environment, frequency, polarisation, antenna orientation. 
The main contributions of the work are structured into two parts, organised in 
chapters 3 to 5. The first part includes chapters 3 and 4 where the main 
contribution is the characterisation and modelling of extensive channel data using 
well established methods in the field of wireless communications. The soundness 
of the methods employed are well known and results are subsequently of 
significance. The novelty of this part of the investigation comes from the 
comparisons of the channel parameters between different types of small cells 
propagation scenarios, including I2I, I2O and IOI. This is also the case for the path 
loss model as well which provides good accuracy in all types of small cell 
environments. The path loss model was validated by a second dataset measured 
in another small cell environment which also features I2I, I2O and IOI propagation. 
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By distinguishing these different environments, the model can be quickly 
implemented for system level simulations without requiring much equipment and 
computation power. As for the key channel parameters of RMS delay spread, 
coherence bandwidth and RMS angular spread, comparisons of their values 
between scenarios provides useful characterisation of the small cell wireless 
propagation channel. The results are useful of a range of wireless network 
planning applications, from determining the maximum transmission rate to 
sustaining reliable reception via waveform design and choice of bandwidth.  
The second part of the contribution correspond to chapter 5. In the first half a 
number of well-established techniques from the fields of statistics and engineering 
were employed to study antenna polarisation effects of MIMO channels in small 
cells environment from a data oriented perspective. Given that both the data and 
the methodology employed to study the data are rarely seen before in the field of 
wireless communication, it is unsurprising that similar finding are not previously 
reported in the literature.  
Although the methods employed are in a sense novel, there are strong indications 
that the results of the investigation are valid. Firstly the techniques employed are 
proven and effective in other research areas, and have been carefully applied to 
wireless channel characterisation. Secondly, doubts about the findings happening 
by chance due to inconsistencies in the source data were addressed when the 
findings were validated statistically across all measurement positions. With the 
concerns addressed, the novelty of the approach in this part of the study turns 
into a strength and give the thesis originality. The finding in this part of the study 
reveals many well-structured patterns in the sub-channel signal strength and 
correlation, which provides the prerequisite step before potential exploitation and 
utilisation. 
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In terms of topic of study, this part of the investigation focused on the variations 
in sub-channel power and correlations with respect to antenna polarisation, 
channel frequency, and receiver orientation. A clear and consistent difference 
emerged between co-polar and cross-polar sub-channels in their variation of 
signal power across different frequencies. This result, together with periodic 
power patterns in cross-polar sub-channels seen in section 5.3 and the 3dB value 
found for the XPD of this small cells environment, provides high digress of diversity 
and naturally encourages the studying of polarisation diversity, which was in turn 
carried out in chapter 5. 
Using the results of sub-channel power, sub-channel correlation and cross polar 
discrimination from sections 5.3 and 5.4, a polarisation diversity study for dual-
polarised MIMO channel was carried out. The study produced a new diversity 
combination scheme that takes advantage of the variations in sub-channel power 
and correlation, in conjunction with frequency, for cross-polar channels. By 
employing a combination of MRC and SC at different stages of the process the 
diversity combination scheme achieved an overall mean diversity gain of 10.6dB 
across the different types of small cell environments present in the data. 
In summary the exploration in this thesis produced a new path loss model and a 
new polarisation diversity combination scheme for dual-polarised channels in 
small cells environments. Moreover, comparisons of key channel parameters 
between different types of small cell environments provided in depth 
characterisation of the wireless propagation channel in small cells environments. 
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6.2 Future Work 
Although much time was spent analysing the data looking for predictable 
structures and verifying the results, not enough time was focused on looking at 
the potential implications and applications of the findings. 
With regards to the first part of the study containing chapters 3 and 4, the 
empirical model can be improved in many aspects, such improving generalisation 
and considering more environmental factors. Or it could be used, along with the 
channel parameters, as references when constructing brand new propagation 
models. With the model as it is, efforts could be spent on looking to adapt it and 
other similar and related models into a practical system of small cell propagation 
prediction, and the channel parameters could be tested to tune or verify their 
value. Another line of investigation is to employ similar measurement techniques 
to the one presented in chapter to obtain similar data, then using the 
investigations already carried out in this work as a basis to look at other aspects of 
the data overlooked in this work, finally correlate and combine the results to 
obtain potential new models or new insights in relation to the channel. 
With regards to chapter 5, one or two of the regular and periodic patterns are 
readily exploitable but most others require a lot more thought and consideration. 
However, as nearly all of human technology is, in one way or another, based on 
the fundamental concept of utilisation and exploitation of foreknowledge granted 
by predictions, and patterns are the prerequisite to predictions, in-depth 
investigation into the patterns revealed in this study with the aim of practical 
implementations offers one promising avenue of further research. Another path 
to follow is to adapt some of the techniques used in this chapter to other data to 
look for new patterns.  
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