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摘要 
目标检测（object detection）是计算机视觉领域里一个非常重要的研究问
题。随着近年来深度卷积神经网络的发展，其中基于深度学习的目标检测算法在
性能上取得了巨大的进步。但是目前最先进的目标检测算法需要带有精确目标物
体位置标签的数据来训练模型，而这种标签信息需要花费大量人力物力来标注，
同时也会引入人工标注偏差。 
本文的研究内容是基于弱监督学习的目标检测问题，即没有精确的目标物体
位置标签，只用图像的类别标签来学习目标检测器。基于弱监督学习的目标检测
有着广泛的应用和重要的意义，也是近年来的计算机视觉领域的热门研究点。当
前基于弱监督学习的目标检测算法大多是基于局部、候选区域层次的信息。对此，
本文提出一种算法探索和结合无监督的目标物体全局的形状和位置信息来协助
模型的训练。本文的主要研究内容可以概括为以下三点： 
1. 本文提出特定类别的像素梯度图。在训练过程中，本文提取图像的特定类
别的像素梯度图。基于特定类别的像素梯度图，模型可以粗略估算目标物
体的形状和位置； 
2. 本文利用目标物体的粗略估计和候选区域位置的关系，提出了候选区域
的空间约束。基于候选区域的空间约束，模型能把特定类别的全局信息和
候选区域的局部信息引入模型的学习过程中； 
3. 本文提出一种多中心正则化来惩罚预测得分比较高的候选区域的特征和
对应类别的特征中心的不一致。多中心正则化使得模型训练更加的稳定。 
本文的算法没有提高网络模型的复杂度，也没有使用额外的监督信息。最后，
大量的实验结果表明本文的方法取得了优异的弱监督目标检测和定位性能，并超
过目前所有最先进的方法。 
 
关键词： 弱监督学习；目标检测；深度学习 
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Abstract 
Visual object detection is sitting on the core of computer vision 
research. Recently with the development of deep convolutional neural 
networks, object detections based on deep learning have achieved great 
progresses. However, current the state-of-the-art object detection 
algorithms require training dataset with object-level label to learn 
the models. It is time-consuming and labor-intensive to obtain such 
object-level label and can introduce some annotator bias. 
This paper focus on problem of object detection based on weakly 
supervised learning, which is lack of object-level label and only have 
image-level in dataset for training the object detector. Weakly 
supervised object detection has wide application and important 
significance, and has seen a surge of attention from the computer 
vision community in the recent years. Current weakly supervised object 
detection algorithms are based on local, instance-level information. 
Therefore, we propose to exploit and incorporate unsupervised object 
global shape and location information to assist the model training. 
The follows are the main contents of this paper: 
1. We propose a novel category-specific pixel gradient map. During 
training, we extract category-specific pixel gradient map, based 
on which we roughly obtain location and shape of target object; 
2. We combine the rough estimation of object and location of regions 
to propose the spatial constraint, based on which we can 
introduce category-specific global information and region local 
information to the learning process; 
3. We propose a multi-center regularization to penalize violations 
between category centers and high-score regions, which makes the 
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learning more stable. 
Our algorithm neither arises the complexity of model, nor requires 
addition supervised information to learning. Finally, extensive 
experiments show that our approach achieves outstanding performance of 
object detection and localization, and significantly outperforms the 
state-of-the-art methods. 
 
Key words: Weakly Supervised Learning; Object Detection; Deep Learning 
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第一章 绪论 
1.1 课题研究背景与意义 
目标检测是计算机视觉领域中的一个基础性的研究课题，主要需要解决图像
里有“什么”和在“哪里”的问题。近十年来计算机视觉里的目标检测问题得到
极大的研究发展，大量基于深度学习的新方法被提出。在现实世界中，不同类别
的物体的视觉差异可能是很小的，而同一类别的不同物体的差异不仅受物体物理
属性变化的影响，还受成像条件变化的影响。例如，花在生物学上是十分多样的，
不同个体间的形状，颜色和纹理等属性是千变万化的。在现实场景中，目标物体
往往伴随出现视觉上类似的背景形势，或者目标物体只占据整个场景的很小部分，
或者目标物体可能被其它物体遮挡，这些各种可能的情景对目标检测任务构成很
大的挑战。我们知道目标检测可以分为两个关键的子任务：目标分类和目标定位。
前者回答了图像里有“什么”的问题，后者回答了目标在“哪里”的问题。目标
分类任务负责判断图像中是否存在特定类别的目标物体，输出一系列带分数的标
签表示特定类别的目标物体出现在图像里的可能性。目标定位任务负责搜索图像
中特定类别的目标物体的位置和大小。目标检测有着广泛的实际应用，比如智能
视频监控，增强现实、基于内容的图像检索和机器人导航等等。除此之外，目标
检测也是很多高级计算机视觉任务的重要前提，比如：身份识别和验证、场景分
析和理解等等。综上所述，目标检测无论是在计算机视觉领域里还是在实际应用
中，都具有非常重要的意义。因此在最近的二十年里，众多科研人员密切关注目
标检测问题并投入大量的精力对其进行研究。而伴随着强大的深度学习和强劲的
硬件平台发展，近十年来和目标检测相关的课题和研究不仅有增无减，而且模式
多样化，每年都有最新的研究成果发表，最新的实际应用公布。尽管如此，目前
目标检测算法的性能（检测准确率和检测速度）跟人类相比起来还是相差非常远。
所以说，目标检测问题没有被完美的解决，依旧是计算机视觉领域里一个重要的、
具有挑战性的一个研究课题。 
通常的目标检测算法是基于有监督学习。近年来大多数目标检测相关的研究
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也是关注基于有监督学习的目标检测算法。除此之外另外一个值得关注的方向是
基于弱监督学习的目标检测的研究。弱监督学习（Weakly Supervised Learning）
是机器学习领域和模式识别领域里一个非常热门研究方向。事实上，根据训练数
据里监督信息的精细度，本文大致把机器学习划分为三种：有监督学习、弱监督
学习以及无监督学习。根据训练数据里监督信息的形式，弱监督学习其实又可以
细分为多示例学习和半监督学习。多示例学习的数据是由若干个只有类别标签的
包构成，而每个包包括了若干个没有任何标签的示例。假如一个包里所有的示例
至少有一个是正样本，那么这个包的标签是正的。假如一个包里所有的示例都是
负样本，那么这个包的标签就是负的。另一方面，半监督学习则是使用少量有监
督信息的数据和大量无监督信息的数据一起进行学习的问题。虽然多示例学习和
半监督学习是有很大差别的，但是它们都是只需要部分或者不完整的监督信息来
进行学习。我们可以看出，弱监督学习是处于有监督学习和无监督学习两个极端
的中间。实际上在现实生活中，通常带有弱监督信息的数据是远远多于有监督信
息的数据。因此基于弱监督的学习的算法有着广泛和重要的应用场景。但是目前
对于基于弱监督学习的目标检测的研究工作还是比较少的。而且基于弱监督学习
的目标检测算法的性能也差强人意，因此基于弱监督学习的目标检测是一个十分
值得研究的课题。 
通常训练目标检测需要大量人工标注的精细监督信息：目标类别标签和目标
位置标签。目标类别标签通常用只包含 0 和 1 的向量来表示，1 代表图中存在对
应的目标，0 表示图中不存在对应的目标。而目标位置标签通常用方形包围盒的
形式来表示。通常只需要四个坐标就可以确定一个包围盒。这种精细的目标位置
标签通常需要付出大量的人力物力来获取。在人工标注包围盒的过程会还会引入
标注偏差进而影响训练结果。事实上，只带有目标类别标签的数据是比较容易获
得或者标注的，比如用户在网络上传图像，通常会对图像添加标题或者描述。我
们可以从互联网获得大量的弱监督标签信息的数据。因此，一个自然的想法就是
只使用只有目标类别标签的数据来训练目标检测器，这也正是本文要研究的问题。 
当前基于弱监督学习的目标检测仍存在着严峻的挑战。总体来说，基于弱监
督学习的目标检测带来的挑战性主要是以下两个方面：鲁棒性和计算复杂性。 
类内表观差异和类间表观差异是影响基于弱监督学习的目标检测的鲁棒性
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