Given a hypergraph H and a weight function w : V → {1, . . . , M } on its vertices, we say that w is isolating if there is exactly one edge of minimum weight w(e) = i∈e w(i). The Isolation Lemma is a combinatorial principle introduced in Mulmuley et. al (1987) which gives a lower bound on the number of isolating weight functions. Mulmuley used this as the basis of a parallel algorithm for finding perfect graph matchings. It has a number of other applications to parallel algorithms and to reductions of general search problems to unique search problems (in which there are one or zero solutions).
Introduction
Consider a hypergraph H on n vertices. We assign weights w to the vertices, which we regard as functions w : [n] → [M ]; this weighting is naturally extended to the edges e ∈ H by w(e) = i∈e w(i)
We say that e is a min-weight edge (with respect to w, H) if for all edges e ′ ∈ H we have w(e ′ ) ≥ w(e). Given a weight w ∈ [M ] n , we say that w is isolating (with respect to H) if there is exactly one min-weight edge; that is, there is an edge e ∈ H with the property ∀e ′ ∈ H, e ′ = e w(e ′ ) > w(e)
We refer to such an edge e (if it exists) as isolated.
Given any hypergraph H, we define
Z(H, M ) = {w ∈ [M ]
n | w is isolating with respect to H} Our goal is to show lower bounds on the cardinality of Z(H, M ), which depend solely on M and n and are irrespective of H.
Observe that when we are calculating the number of isolating weights, we may assume that H is inclusion-free (i.e. there are no pair of edges e, e ′ ∈ H, e e ′ ). We will make this assumption for the remainder of this paper. Also, by convention, if H is the empty hypergraph (it contains no edges), then we say that every weight w is isolating and define Z(H, M ) = [M ] n .
Background
The first lower bound on |Z(H, M )|, referred to as the Isolation Lemma, was shown in [5] , as the basis for a parallel algorithm to find a perfect matching in a graph. Other applications given in [5] include parallel search algorithms and reduction of CLIQUE to UNIQUE-CLIQUE. The Isolation Lemma has also seen a number of uses in reducing search problems with an arbitrary number of possible solution to "unique" search problems (e.g. Unique-SAT), in which there is one or zero solutions. Two results in this vein which use the Isolation Lemma are reductions from NL (non-deterministic log-space) to UL (log-space with a unique solution) in [8, 6] . In [4] , a slightly generalized form of the Isolation Lemma was used for polynomial identity testing. The usual algorithmic scenario can be summarized as follows. We have a hypergraph H (which may not be known explicitly), which represents the space of possible solutions to some combinatorial problem. We wish to identify a unique edge e ∈ H (a unique solution to the underlying problem). We do so by selecting a random weight w : [n] → [M ], where M is a parameter to be chosen, and hoping that w has an isolated edge e. The probability that this occurs is |Z(H, M )|/M n ; thus, as long as |Z(H, M )| is large compared to M n , then this scheme has a good probability of succeeding in which case the overall algorithm will succeed as well. The ratio |Z(H, M )|/M n approaches 1 as M → ∞, and hence one can select M sufficiently large to guarantee an arbitrarily-high success probability.
We emphasize that in such applications, typically we may choose M , while the hypergraph H is given and we may have very little information about it.
The original work of [5] showed a somewhat crude lower bound |Z(H, M )| ≥ M n (1 − n/M ). Notably, this lower bound is vacuous for M ≤ n; however, because we may select M , this is not a problem algorithmically. For example, in order to achieve |Z(H, M )|/M n = Ω(1), we must select M = Ω(n). In [7] , Ta-Shma improved this bound to
n , which is strictly stronger than the bound on [5] , and is non-vacuous even when M < n. We will review the proof by [7] in Section 2.
For most applications to computer science (where constant factors are irrelevant), these imprecise lower bounds on |Z(H, M )| are perfectly adequate. Is is nevertheless an interesting problem in extremal combinatorics to determine the tightest bound on |Z(H, M )|, even though this yields only minor computational savings.
We note that these algorithmic applications require a large supply of independent random bits. There has been another line of research in finding forms of the Isolation Lemma that use less randomness or can be made deterministic, such as [1] , [2] , [3] . We do not investigate these issues in this paper.
Overview
In Section 2, we discuss a generalization of the Isolation Lemma, and review the proof of [7] . We also state the main Conjecture 2.5 of our paper on the size of Z(H, M ), namely that we have
for all H and that this bound is tight.
We are able to show an improved bound on |Z(H, M )| in Section 2, namely
When M ≫ n, this is nearly optimal asymptotically, and improves significantly on the bound of [7] in all cases.
In Section 3, we show results which can be used to transfer the computation of |Z(H, M )| to simpler graphs H ′ with fewer vertices. These transformations show that Conjecture 2.5 holds for trees or 1-degenerate graphs. They also show that any minimal counterexample to Conjecture 2.5 must be connected and cannot contain vertices of degree zero or one.
In Section 4, we prove Conjecture 2.5 for the case M = 2. In Section 5, we prove Conjecture 2.5 for linear hypergraphs. In Section 6, we discuss asymptotics and algorithmic applications of these bounds. In Section 7, we conclude with some further open problems.
Bounds and conjectures on |Z(H, M)|
In nearly all application of the Isolation Lemma, the weights w(i) are chosen as integers in the range {1, . . . , M }. However, the key to the Isolation Lemma is not the specific sizes of the weights, but their dynamic range. We therefore introduce a slight generalization of the Isolation Lemma, in which are allowed to specify an strictly increasing objective function f :
We may then define the weight of an edge by
This generalized weight function may be useful in some applications, and will be also be critical for some recursive proofs in this paper.
We say as before that e is isolated if f w(e) < f w(e ′ ) for all e ′ = e. We may likewise generalize to define the set Z(H, M, f ) as
n | w is isolating with respect to H, f } When f is the identity function, then Z(H, M, f ) = Z(H, M ). Our goal in this paper will be to show lower bounds on the cardinality of Z(H, M, f ), irrespective of H, M, f . Specifically, we define the quantity Y (M, n) as
where H ranges over all hypergraphs on n vertices and f ranges over all strictly increasing functions f :
We begin by giving two useful results which transform arbitrary weights into isolating weights.
Proposition 2.1 ( [7] ). Suppose that w ∈ {2, . . . , M } n and e ∈ H is a minimum-weight edge for f w. Then w − χ e is isolating for f, H, and e is its isolated edge.
(Here, χ e is the characteristic function for e; that is, χ e (v) = 1 if v ∈ e and = 0 otherwise)
Proof. Let e ′ ∈ H, e ′ = e and let w ′ = w − χ e . Note that e ∩ e ′ is a strict subset of e; for, if not, then this would imply e e ′ which contradicts that H is inclusion-free. Then we have
as e − e ′ = ∅ and f is strictly increasing
≥ 0 as e has minimum weight Using Proposition 2.1, Ta-Shma gave a simple lower bound on |Z(H, M, f )|:
). For all M, H, f we have
We construct an injective map Ψ from {2, . . . , M } n to Z(H, M, f ), as follows. Given any w ∈ {2, . . . , M } n , arbitrarily select one min-weight edge e, and map Ψ(w) = w − χ e . By Proposition 2.1 the images of this map are all isolating. Also, this map is injective: given some w ∈ image(Ψ), it has an isolated edge e and its pre-image is Ψ −1 (w) = w + χ e .
The next proposition is at the heart of our improvement over Ta-Shma's work:
n and e ∈ H is a minimum-weight edge for f . Suppose there is some l ∈ [n] such that all min-weight edges contain l, and that w(i) ≥ 2 for i = l.
Then w − χ e−{l} is isolating for f, H, and e is its isolated edge.
Proof. Let e ′ ∈ H, e ′ = e and let w ′ = w − χ e−{l} . Note that e ∩ e ′ is a strict subset of e; for, if not, then this would imply e e ′ which contradicts that H is inclusion-free.
There are two cases. First, suppose that l ∈ e ′ . Then
≥ 0 as e has minimum weight
Allowing zero-weight vertices
In our definition of the objective function f , we have restricted the range of f to be strictly positive real numbers. In some algorithmic applications, zero-weight vertices have been allowed [4] . It is natural to ask what bounds on |Z(H, M )| can be shown when the function f is allowed to take on the value zero. Let us define the quantity
where H ranges over all hypergraphs on n vertices and f ranges over all functions f :
Note that in this case, we can no longer assume without loss of generality that H is inclusion-free. In this setting, the bound of [7] is exactly tight.
We show this via a slight modification of Proposition 2.1. We construct an injective map Ψ from {2, . . . , M } n to Z(H, M, f ), as follows. Given any w ∈ {2, . . . , M } n , we let E w denote the set of min-weight edges. Arbitrarily select some e ∈ E w which is inclusion-wise maximal ; that is, there is not any other e ′ ∈ E w with e e ′ . Then map Ψ(w) = w − χ e . One can easily verify that Ψ(w) is isolating.
Next, we construct a hypergraph H with |Z(H, M, f )| ≤ (M − 1) n . Let H be the full powerset of n elements and define f : {1, . . . , M } → R ≥0 by f (i) = i − 1. Observe that if w(i) = 1 for any i ∈ [n], then ∅, {i} are both min-weight edges, and so w is not isolating. So an isolating weight w must have w(i) ∈ {2, . . . , M } and so
We emphasize that for most application of the Isolation method, one can choose the objective function f in order to maximize |Z(H, M, f )| Thus, Proposition 2.4 shows that it is more efficient to choose the range of f to be strictly positive.
The conjectured extremal case: the singleton hypergraph
We define the singleton hypergraph S n , which has vertex set [n] and n singleton edges {1}, . . . , {n}. We likewise define its complement graphS n , which has all n edges of cardinality n − 1.
Observation 2.1. For any M, f we have
Proof. Any isolating weight for S n has the following form: one vertex i is assigned weight w(i) = j, and the other vertices are assigned weights > j.
Any isolating weight forS n has the following form: one vertex i is assigned weight w(i) = j, and the other vertices are assigned weights < j.
We conjecture that this bound is tight.
Conjecture 2.5.
One strategy that will be useful is to categorize weights in terms of their lowest value vertex. More formally, for any weight w, we define the layer of w to be
w(x).
For j = 1, . . . , M , we define Z j (H, M, f ) to be the set of isolating weights w with the property that L(w) = j. Similarly we define a universal lower bound
Observe that Z 1 (S n , M, f ) = n(M − 1) n−1 for any choice of f . We again conjecture that this bound is tight.
Although Conjecture 2.6 involves only Y 1 , it implies bounds for all Y 2 , . . . , Y M .
Proposition 2.7. For all n and all j = 1, . . . , M we have
Observe that L(w) = 1 iff L(φw) = j. Also, observe that for any edge e and weight w,
where Proof. Let H, M, f be given. We have
We note that even if one is only interested in bounding |Z(H, M )| (i.e. the case f = identity), Proposition 2.7 requires bounds on |Z(H, M ′ , f ′ )| for f ′ = identity. This is the main reason we need to consider the generalized Z(H, M, f ), instead of the simpler Z(H, M ), in this paper.
An improved bound on Y 1 (M, n)
Although we cannot show Conjecture 2.6 in general, in Theorem 2.9 we show a new lower bound on Y 1 (M, n), which can be significantly larger than the estimate of [7] . In the case in which M ≫ n, the estimate provided by Theorem 2.9 is asymptotically nearly optimal.
Theorem 2.9.
n denote the set of weights such that w(v) = 1 for exactly one vertex v. We will define a bipartite graph G, whose left half corresponds to X and whose right half corresponds to Z 1 (H, M, f ). To avoid confusion between G and H, we will refer to the vertices of G as "nodes."
Suppose we are given a node w ∈ X, such that w(i) = 1. We construct edges from w according to three cases: (A1) If there is at least one edge e ∈ H with i / ∈ e such that e is min-weight for w, then create an edge from the left-node labeled w to the right-node labeled w − χ e . As i / ∈ e, note that
n .
(A2) Suppose that i ∈ e for all min-weight edges e ∈ H. If w is already isolating for H, then create an edge from the left-node labeled w to the right-nodes labeled w, w − χ e−{i} .
(A3) Otherwise, suppose that i ∈ e for all min-weight edges e, and there are at least two such edges e 1 , e 2 . Then create edges from the left-node labeled w to the two right-nodes w − χ e1−{i} and w − χ e2−{i} .
In case (A1), Proposition 2.1 ensures that the corresponding right-node is isolating. In cases (A2) and (A3), Proposition 2.3 ensures that the corresponding right-node are isolating. So all the right-nodes of G with at least one neighbor are isolating. We count such nodes using the following simple identity:
For any w ∈ X, we define R(w) as
Thus, we aim to show a lower bound on w∈X R(w). First, suppose that w falls into case (A1). Then the resulting right-node u = w − χ e has exactly one vertex of weight one which is not part of the min-weight edge e. Thus, w is the sole neighbor of u and R(w) = 1.
Next, suppose that w falls into case (A2) or case (A3), and |w −1 (2)| = j. There are two neighbors of w; let us consider one such node x, with min-weight edge e.
If e contains exactly one vertex i with x(i) = 1, then x has at most two neighbors x and x + χ e−{i} .
On the other hand, if there are k > 1 vertices v 1 , . . . , v k with x(v i ) = 1, then x has at most k neighbors x + χ e−v1 , . . . , x + χ e−v k . Also observe that k ≤ j + 1.
Thus, in either case (A2) or (A3), we see that w has two neighbors, and each of these neighbors has degree at most max(2, j + 1). So R(w) ≥ min (1, 2 j+1 ). This is also true for case (A1).
Putting all these cases together and summing over w:
)#{w ∈ X|w contains exactly j vertices of value 2}
Corollary 2.10.
A slight modification of Theorem 2.9 can be used when we have an upper bound on the size of an edge of H. Proposition 2.11. Suppose that r ≥ 1, and suppose that all the edges in H have cardinality at most r. Then
Proof. If r = 1, then H consists of vertices of degrees 0, 1. As we will see later (Proposition 3.1, 3.2) in this case Conjecture 2.6 holds and
We construct the same bipartite graph as in Theorem 2.9. However, we will estimate R(w) differently. As in that theorem, if there are k > 1 vertices with x(v) = 1, then x has at most k pre-images. Thus, any edge has at most r pre-images. So, in case (A2) or case (A3), we have R(w) ≥ min(1, 2 r ). By our assumption that r ≥ 2, this implies that R(w) ≥ 
Graph transformations
In this section, we describe certain graph transformations which allow us to reduce the calculation of Z 1 (H, M, f ) to the behavior of smaller subgraphs. These transformations do not allow us to compute Z 1 (H, M, f ) in full generality, but they can show certain restrictions on minimal counter-examples to Conjecture 2.6. For any hypergraph H and vertex v ∈ [n], we define by H − v the subgraph induced on the vertices [n] − {v}. Proposition 3.1. Suppose H has a vertex v of degree zero. Then
Proof. Suppose without loss of generality that v = 1, and let H ′ = H − v denote the hypergraph restricted to the vertex set 2, . . . , n. For each w ∈ Z 1 (H ′ , M, f ), we can extend it to Z 1 (H, M, f ) by assigning any value to w(1). Also, for each w ∈ Z j (H ′ , M, f ) for j > 1, we can extend it to Z 1 (H, M, f ) by assigning w(1) = 1.
Proposition 3.2. Suppose that v ∈ H has degree one (that is, exactly one edge of H contains v). Then
Proof. Suppose without loss of generality that v = 1 and thatẽ is the sole edge containing v. We will construct two classes of isolating weights for H. To construct the first class A 1 , begin with some
f ). Extend this to w ∈ [M ]
n by assigning some value to w(1). Observe that w will fail to be isolating iff the unique min-weight edge of H − v has the same value asẽ. Thus, there is at most one value of w(1) such that w / ∈ Z 1 (H, M, f ). First, suppose that there is some choice of w(1) such that w / ∈ Z 1 (H, M, f ). In this case, w ′ extends to w in M − 1 ways, which are all placed into A 1 . Second, suppose that w ∈ Z 1 (H, M, f ) for all M choices of w(1). In this case, we extend w ′ to Z 1 (H, M, f ) by assigning values w(1) = 2, . . . , n and placing these into A 1 . Even though assigning w(1) = 1 would also lead to a isolating weight, we do not place this into A 1 .
Thus, each w ′ ∈ Z 1 (H − v, M, f ) corresponds to exactly M − 1 elements in A 1 , so that
We construct the next class A 2 as the image of an injective function Ψ : [M − 1] n−1 → Z 1 (H, M, f ), as follows. Given w : {2, . . . , n} → {2, . . . , M }, extend it to [M ] n by assigning w(1) = 1. Ifẽ is the unique min-weight edge for w, then set Ψ(w) = w. Otherwise, let e ∈ H − v be a min-weight edge for w, and let Ψ(w) = w − χ e ; by Proposition 2.1 we have Ψ(w) ∈ Z 1 (H, M, f ).
We first claim that Ψ is injective. For, given w ∈ image(Ψ), let e denote its unique min-weight edge. If e =ẽ, then Ψ −1 (w) = w; otherwise Ψ −1 (w) = w + χ e . Next, we claim that A 2 is disjoint from A 1 . For, suppose that w ∈ image(Ψ) and e is its unique min-weight edge. As w ∈ A 2 we have w(1) = 1.
If e =ẽ, then w(2) > 1, . . . , w(n) > 1, so that w (2)
If e =ẽ, then observe that e will remain the unique min-weight edge even if we increment w(1) from its initial value of 1 to an arbitrary value. Thus, even if we had started with w(2), . . . , w(n) ∈ Z 1 (H − v, M, f ) to construct an element of A 1 , we would not have been allowed to assign w(1) = 1. Thus, w / ∈ A 1 . Thus, we see that
Proof. 
Suppose without loss of generality that V 1 = {1, . . . , n 1 } and V 2 = {n 1 + 1, . . . , n} and let H = H 1 ⊔ H 2 . We will construct two classes of isolating weights for H. The first class is constructed as the image of an injective function Ψ 1 :
n by w = u (1), . . . , u(n 1 ), v (1), . . . , v(n 2 ) . Suppose that w has some min-weight edge e ∈ H 2 ; in this case, define Ψ 1 (u, v) = w − χ e . If w has no min-weight edges from H 2 , then as u is isolating for H 1 , necessarily w is isolating for H, and we define Ψ 1 (u, v) = w.
We claim that Ψ 1 is injective. For, given w = u (1), . . . , u(n 1 ), v (1), . . . , v(n 2 ) ∈ image(Ψ 1 ), let e be its unique min-weight edge. If e ∈ H 2 , then Ψ
in the same fashion, interchanging the roles of H 1 and H 2 .
We now claim that the images of Ψ 1 and Ψ 2 are disjoint. For, suppose that (u, v) is simultaneously in the image of Ψ 1 and Ψ 2 . Let e 2 be its unique min-weight edge in H; suppose without loss of generality that e 2 ∈ H 2 . So Ψ
This is a contradiction. Thus, the images of Ψ 1 and Ψ 2 are disjoint so
Corollary 3.5. Suppose that H is a counter-example to Conjecture 2.6, and among all such counter-examples it minimizes the number of vertices n. Then H has the following properties:
1. H is connected.
2. All the vertices of H have degree > 1.
The case of M = 2
In this section, we will prove Conjecture 2.6 for M = 2. The basic idea of this proof is to identify a special class of isolating weights which we refer to as special isolating weights. We will show that there are at least n(M − 1) n−1 = n special isolating weights. 
2. For all i ∈ e, j / ∈ e we have w(i) ≤ w(j).
3.
For all e ′ = e, e ′ ∈ H we have i∈e ′ w(i) > i∈e w(i).
The objective function f plays no part in this definition. We define Z ′ (H) to be the set of special isolating weights w for H. (If H contains no edges, then we define Z ′ (H) = [2] n ). Now, the following key result shows why special isolating weights are simpler to deal with: Proposition 4.2. Let H be a hypergraph, and let r denote the the minimum cardinality of the edges of H. Let H r denote the subgraph of H consisting of the edges of cardinality exactly r.
Then, for any objective function f , we have
, with min-weight edge e. We will show that e remains the unique min-weight edge for f w in H.
It is either the case that w(i) = 1 for all i ∈ e, or w(i) = 2 for all i / ∈ e. The proofs are similar so we only deal with the first case.
First, consider some other edge e ′ of cardinality r. Then by hypothesis e ′ contains a point i with w(i) = 2 so that f w(e ′ ) ≥ f (2) + (r − 1)f (1) > rf (1) = f w(e). Next, suppose e ′ has cardinality > r. Then
Now observe that |e ′ − e| > |e − e ′ | (as |e ′ | > |e|), so this is > 0, as desired.
Proof. For an edge e ∈ H, let H 1 (e) = {e − e ′ | e ′ ∈ H} and let H 2 (e) = {e ′ − e | e ′ ∈ H}. Let C 1 (e) be a minimum vertex cover of H 1 (e) and C 2 (e) be a minimum vertex cover of H 2 (e).
There are two types of special min-weight edges we can form making e the min-weight edge: we may assign w(i) = 1 for i ∈ e and w(i) = 2 for i ∈ C 2 (e) and w(i) arbitrary otherwise; or we may assign w(i) = 2 for i / ∈ e and w(i) = 1 for i ∈ C 1 (e) and w(i) arbitrary otherwise. There is an overlap between these classes if we set w(i) = 1 for i ∈ e and w(i) = 2 for i / ∈ e. Thus (taking into account double-counting), we have that there are 2 n−r−|C2(e)| + 2 r−|C1(e)| − 1 special isolating weights. Now, clearly |C 1 (e)| ≤ m − 1 and |C 2 (e)| ≤ m − 1 (we may select one vertex from each of the other edges). Thus, we have Z ′ 1 (H) ≥ m2 n−r−m+1 . If m ≤ n − r, then simple calculus shows that this is at least 2(n − r) ≥ n, and we are done.
Also, observe that |C 1 (e)| ≤ r and |C 2 (e)| ≤ n − r (e is a vertex cover of H 1 (e) and [n] − e is a vertex cover of H 2 (e).) So, if m ≥ n, then we have Z ′ (H) ≥ m ≥ n and we are again done. So, let us suppose that n − r < m < n. We would like to show that there are many edges that have the property |C 2 (e)| < n − r or |C 1 (e)| < r. Such edges will have 2 n−r−|C2(e)| + 2 r−|C1(e)| − 1 ≥ 2. We say that such edges are rich. If there are a rich edges, then we have
Now, under what conditions do we have |C 2 (e)| = n − r ? Suppose that we take a set consisting of n − r − 1 vertices outside e. This will be a vertex cover unless H 2 (e) contains a singleton edge {w}. (Note that H 2 (e) cannot contain the edge ∅.) As H is r-uniform, this in turn implies that H contains an edge which is obtained by swapping a single element of e with w, that is, an edge of the form e ⊕ {w, u} where u / ∈ e. Similarly, in order to have |C 1 (e)| = r, then it must be that for each w ∈ e there is an edge obtained by swapping a single element of [n] − e with w.
If all the edges are rich, then Z ′ (H) ≥ 2m ≥ 2(n − r) ≥ n and we are done. So fix some nonrich edge e ∈ H. For each i ∈ e, j / ∈ e, define the indicator variable K ij which is equal to one if e ⊕ {i, j} ∈ H, and zero otherwise. As e is not rich, we must have
For each j ∈ L, let e j be the (unique) edge obtained from e by swapping some i j ∈ e with j. We claim that each edge e j is rich. For, consider an edge of the form e ′ = e ⊕ {i ′ , j ′ }. We claim that if i ′ = i j , then e ′ is not equal to e j or a swap of e j . For, consider D = e ′ ⊕ e j = {i j , j} ⊕ {i ′ , j ′ }. As i j , i ′ ∈ e and j, j ′ / ∈ e, note that {i j , i ′ } are distinct from j, j ′ . So i j , i ′ are distinct elements of D. Also, if j = j ′ but i j = i ′ , then there would be two edges obtained from e by swapping j, contradicting that j ∈ L. Thus, j = j ′ and so j, j ′ are two other distinct elements of D. So |e j ⊕ e ′ | = 4; however if e ′ were equal to e j or a swap of e j then we we would have |e j ⊕ e ′ | ≤ 2. So there are at least 1 + i ′ ∈e−{ij } j ′ / ∈e K i ′ j ′ ≥ r edges which are not swaps of e j . But, in order for e j to be non-rich, there must at least n − r swaps of e j . So, a necessary condition for e ′ to be non-rich is m − r ≥ n − r; this contradicts our assumption that m < n. Thus for each j ∈ L there is an rich edge e j . Furthermore, if j = j ′ then e j = e j ′ . Thus, we have a ≥ |L|. We have that i K i,j ≥ 1 for all j ∈ [n] − r, and obviously
which implies that |L| ≥ 2(n − r) − m + 1. Thus, the number of rich edges is at least a ≥ |L| ≥ 2(n − r) − m + 1. This implies 
Linear hypergraphs
A linear hypergraph H is a hypergraph with the following property: for any distinct edges e, e ′ ∈ H, we have |e ∩ e ′ | ≤ 1. Note that any ordinary graph is linear. In this section, we prove that Conjecture 2.6 holds for linear hypergraphs.
Definition 5.1. For any edge e ⊆ [n] and i ∈ e, we define the next vertex of e as follows. If there is some vertex j ∈ e such that j > i, then Next(i, e) is defined to be the smallest such j. Otherwise, if i is the largest element of e, then we define Next(i, e) to be the smallest element of e.
Recall that X is the set of weights w such that w(i) = 1 for exactly one i ∈ [n].
Proposition 5.2. Suppose we are given some weight w ∈ X with w(i) = 1, with the property that all minimum-weight edges under w contain vertex i and all have cardinality > 1. Then set g(w, e) = w − χ Next(i,e) . Then e is the unique minimum-weight edge for g(w, e).
Proof. Let j = Next(i, e), w ′ = g(w, e) and let e ′ ∈ H be another edge. If j ∈ e ′ , then as H is linear i ∈ e ′ , and so f w(e ′ ) > f w(e). Both e, e ′ contain vertex j so f w 
Proof. As in Theorem 2.9, we will construct a bipartite graph G, whose left half corresponds to X and whose right half corresponds to Z 1 (H, M, f ). Suppose we are given w ∈ X, such that w(i) = 1. We construct edges from w according to three cases:
(B1) If there is at least one edge e with i / ∈ e and so that e is min-weight for w, then create an edge from the left-node labeled w to the right-node labeled w − χ e . As i / ∈ e, note that w − χ e ∈ [M ] n .
Algorithmic applications and asymptotics
As we have discussed, the main use of the Isolation Lemma in the context of algorithms is the following: we have a hypergraph H (which may not be presented explicitly), and we wish to find some w : n → [M ] such that w is isolating on H, and M is as small as possible. Since we do not have access to H in any convenient way, the usual way to find w is to simply choose one from [M ] n uniformly at random. When we do so, we have that w is isolating with probability p = |Z(H, M, f )|/M n . In these settings, we will typically have n → ∞ and M ≥ n, and we make the following useful estimate for p: In light of our analysis in terms of layers, we propose a slightly different method for selecting w. Instead of selecting w ∈ [M ] n uniformly at random, suppose we instead select w ∈ [M ] n − {2, . . . , n} n uniformly at random. That is, we enforce the requirement that L(w) = 1. In this case, the resulting w is isolating with probability
We bound q using either Theorem 2.9 or Conjecture 2.6: Proposition 6.2. Let φ = n/M ≤ 1. Then q ≥ h 2 (φ). Furthermore, if Conjecture 2.6 holds, then q ≥ h 1 (φ).
(Notice that we no longer have the O(1/M ) error term which appeared in Proposition 6.1.) In the limit as φ → 0, we have simpler estimates: Corollary 6.3. We have
Thus, the estimates provided by Theorem 2.9 and Conjecture 2.6 are asymptotically equivalent (up to second order) for φ → 0, and improve by a factor of roughly 2 over the estimate of [7] . From an algorithmic point of view, this means that, in order for an algorithm to achieve a given high success probability (i.e. small probability that w fails to be isolating), we need roughly one less bit of accuracy in the size of the weights as compared to the estimate of [7] .
Further problems
In addition to the main Conjecture, there are several other interesting questions one may ask:
