In this work, we face the issue of achieving an efficient dynamic mapping in vehicular networking scenarios, i.e., to obtain an accurate estimate of the positions and trajectories of connected vehicles in a certain area. State of the art solutions are based on the periodic broadcasting of the position information of the network nodes, with an inter-transmission period set by a congestion control scheme. However, the movements and maneuvers of vehicles can often be erratic, making transmitted data inaccurate or downright misleading. To address this problem, we propose to adopt a dynamic transmission scheme based on the actual positioning error, sending new data when the estimate passes a preset error threshold. Furthermore, the proposed method adapts the error threshold to the operational context according to a congestion control algorithm that limits the collision probability among broadcast packet transmissions.
I. INTRODUCTION
In recent years, there has been a growing interest in vehicular communications, which have rapidly emerged as a means to support safe and efficient transportation systems through intervehicular networking [2] . From a safety perspective, vehicular networks can mitigate the severity of traffic accidents by notifying the vehicles about dangerous situations in their surroundings, including bad road conditions and approaching emergency vehicles [3] . Moreover, they can also support other services, ranging from real-time multimedia streaming to interactive gaming and web browsing [4] .
As the automotive industry looks towards Connected and Intelligent Transportation Systems (C-ITS) to support safety-critical applications [5] , research has focused on the design of novel C-ITS architectures that guarantee the timely and accurate positioning of vehicles [6] . Positioning is typically provided by on-board Global Positioning System (GPS) receivers, which may not always have the required accuracy [7] . For this reason, data fusion techniques have also been considered in C-ITS by combining several positioning strategies (including, but not limited to, dead reckoning, map matching, and camera image processing) into a single solution that is more robust and precise than any individual approach [8] . However, urban vehicular mobility scenarios may involve rapid dynamics and unpredictable changes in the network topology [9] , which would require position updates to be disseminated as timely as possible, ideally at the very same instant they are generated. At the same time, broadcasts over bandwidth-limited communication channels are prone to packet collisions [10] .
In this scenario, the traditional approach is to have each vehicle broadcast periodic updates with its positioning information. However, the intrinsically variable topology of vehicular networks might make periodic broadcasting strategies inefficient: long inter-transmission intervals may prevent the timely dissemination of positioning information in safety-critical situations, while very frequent broadcasting may overload the wireless medium with useless data and increase the number of packet collisions. Congestion avoidance mechanisms have thus been proposed in the literature to regulate information distribution as a function of the network load [11] . These techniques dynamically adapt to the number of neighboring vehicles [12] or assign priorities to vehicles based on their operating conditions [13] , but usually disregard the level of positioning accuracy that is finally achieved.
To solve these issues, more sophisticated information distribution solutions that explicitly consider the Quality of Information (QoI) [14] have been investigated. These techniques consider the value of the possible positioning information updates, only broadcasting those that maximize the utility for the target applications [15] , [16] . The QoI assessment process should be computationally efficient, so that it can be executed in real-time even with the limited on-board computational resources of mid-range and budget car models.
Following this rationale, in this paper we face the challenge of ensuring accurate position estimation of vehicles while minimizing the network load in a cost-effective way. The main novelty of our work consists in the following points:
• We find a mathematical expression of the packet collision probability as a function of the vehicular traffic density.
• Based on the above-mentioned relation, we design a new congestion control mechanism that exploits network topology information to reduce the packet collision probability. Compared with traditional channel-based congestion control, our solution can better adapt to fluctuating conditions of the environment. • We design a threshold-based broadcasting algorithm that (i) estimates the positioning error of the vehicle and its neighbors within communication range, based on a purely predictive Unscented Kalman Filter (UKF), and (ii) makes vehicles distribute state information messages if the estimated error is above a predefined threshold. • We investigate the performance of the proposed scheme using realistic mobility traces generated by Simulation of Urban MObility (SUMO) [17] , an open road traffic simulator designed to handle and model the traffic of large road networks.
The performance of our approach is compared with a baseline periodic broadcasting solution that instructs vehicles to broadcast state information at regular intervals. Simulation results show that the proposed algorithm, in spite of its simplicity, can reduce the average position estimation error by more than 10%, and its 95th percentile by more than 20%, compared to the periodic broadcast approach.
The remainder of this paper is organized as follows. In Sec. II we present a selection of the most relevant related work. In Sec. III we introduce our system model. In Secs. IV and V we describe our broadcasting strategies and congestion control mechanisms, respectively, and derive the expression for the packet collision probability as a function of the vehicular traffic density. In Sec. VI we validate our theoretical analysis through simulations and present our main findings and results. Finally, in Sec. VII we provide conclusions and suggestions for future work.
II. RELATED WORK
In a C-ITS scenario, vehicles are equipped with on-board sensors, which are used to gather data about the surrounding environment. These data are then disseminated within the network through wireless technologies. Hence, each vehicle can build a dynamic mapping of the other vehicles in its surroundings [6] . The performance of such a tracking system is highly dependent on the cooperation among vehicles. An example of a tracking framework for C-ITS is given in [18] : most research in this area is based on similar architectures, but with different vehicle mobility and data processing schemes. An analysis of the main mobility models used in vehicle tracking is given in [19] . For what concerns data processing, the most common choice is adopting a Bayesian Filtering (BF) approach, typically based on the Kalman Filter (KF) [20] , the UKF [21] or the Particle Filter (PF) [22] . A tracking framework based on the UKF and the Constant Turn Rate and Acceleration (CTRA) motion model is presented in [23] . In [24] , route information and digital map data are jointly processed by a particle filter algorithm. In [25] , position forecasting is achieved by using a Hidden Markov Model [26] and the Viterbi algorithm [27] . We highlight that, in all the BF-based architectures, the performance greatly depends on the filter settings, e.g., the process and estimation noise covariances, which must be known a priori [28] .
Conventional tracking approaches mainly focus on the real-time estimation of the target state. However, most advanced C-ITS applications also require a prediction of vehicles' future trajectories. Long-term forecasting can be achieved by simply applying the predictive step of a BF filter to the last available state estimate. However, this solution is very sensitive to imperfections of the motion model: to overcome this issue, more sophisticated approaches have been proposed in the literature. In [29] , the output of a KF is used to perform a parametric interpolation of the future path of the target vehicle. In [30] , dead reckoning is used to improve the performance of packet forwarding in a highway scenario. Another possibility consists of describing vehicle position prediction as a time series forecasting problem [8] . Hence, Machine Learning (ML) techniques can improve target state estimation over a large time horizon: in [31] , Support Vector Machines are used to forecast vehicle trajectories, allowing the estimation of target positions when the GPS signal is not available. In [32] , a neural network is trained with historical traffic data and then used to predict vehicles' speeds. Although the ML approach generally guarantees high performance, it requires a large amount of data for the initial training and suffers from significant computational complexity. ML techniques are often combined with BF algorithms: in [33] , the authors present a system that makes use of a Hidden markov module to estimate vehicle maneuvers and a Support Vector Machine to predict future vehicle trajectories. In [34] , a Radial Basis Function classifier is used to compute the inner parameters of a particle filter, which estimates the long-term motion of the target. In [35] , the results of a maneuver recognition system are combined together with the output of a tracking system based on the CTRA motion model.
Regardless of the complexity of the tracking framework, the overall system performance degrades if onboard sensor measurements are not sufficiently accurate. Users can share local information to compensate the low quality of the input data: C-ITS nodes periodically broadcast their own system state by using the Dedicated Short Range Communication (DSRC) technology [36] and the Wireless Access in Vehicular Environment (WAVE) standard [37] . However, the random channel access scheme may cause congestion in scenarios with a sufficiently high vehicular density: consequently, the transmitted information may be lost because of packet collisions.
Defining novel congestion control schemes, which suit the characteristics of modern vehicular networks, is a problem of interest. Over the years, many researchers have proposed different Medium Access Control (MAC) strategies that adapt inter-vehicle communications to channel conditions. In [38] , the authors present a rate-adaption strategy that ensures channel stability through vehicular networking. The convergence of the proposed algorithm is theoretically proved and guidance for the choice of the algorithm parameters is provided. In [39] , the hidden terminal problem is avoided by adopting a time-slotted structure and a Time Division Multiple Access scheme. In particular, each vehicle is assigned a dedicated timeslot for each frame, during which it can alert its neighbors about its future transmissions. In [40] , the authors focus on improving congestion control in road intersections by using a locally-distributed strategy based on ML.
Dedicated road infrastructures have the task of deleting redundant communications and assigning specific Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) parameter settings to different clusters of transmission requests.
A solution for reducing the channel occupancy is to select the optimal transmission strategy as a function of the instantaneous positioning error of nearby vehicles. The authors in [41] , for example, propose for the first time a broadcasting strategy in which each vehicle triggers new transmissions whenever the estimates of its neighbors' errors are above a predetermined threshold. However, such analysis is provided only for specific case scenarios and the framework that predicts future vehicles' states is quite obsolete with respect to current vehicular tracking techniques. Similarly, in [42] , the transmission rate by which new information is disseminated within the network is regulated according to both the positioning error and the estimated number of packet collisions. Nevertheless, the authors assume that vehicles are always aware of the number of packets lost during each timeslot. This may not be always true in vehicular scenarios where most packet collisions are caused by the hidden terminal problem and, thereby, cannot be directly sensed by other nodes. In [43] , the authors analyze the inter-vehicular communication dynamics that cause the hidden terminal problem. In the same work, the limitations of the CSMA/CA protocol are addressed by varying the vehicle communication range according to the channel occupancy. However, the validity of the approach is proven only in a highway scenario and cannot be generalized to more complex and unpredictable environments. The adaptation of the broadcasting period according to the channel conditions, as well as the implementation of high performance tracking frameworks, plays a key role in the future development of vehicular networks. In this perspective, our work aims at designing new communication strategies that can minimize broadcasting operations while ensuring accurate position estimation.
III. SYSTEM MODEL
In this section, we present the system model that is considered in our study. First, we theoretically model a C-ITS network as a time-varying Euclidean graph, whose nodes and edges represent vehicles and their communication links, respectively. Then, we define a performance metric that takes into account both the tracking errors and the vehicle positions. Finally, we describe the tracking system implemented by each node in the network and the communication channel through which vehicles' state information are broadcast.
A. General Model
We represent a C-ITS network as a Euclidean graph G = (V, E, r), i.e., an undirected graph whose vertices are points on a Euclidean plane [8] . V represents the set of nodes, E represents the set of edges and r is the node's communication range. We say that two vehicles v i , v j ∈ V , i = j, are connected by the edge < v i , v j > if the distance d i,j between them is shorter than the communication range r, i.e., E = {< v i , v j >: i = j, d i,j < r}. Since the composition of the edge set depends on the positions of the vehicles, the topology of the network is time-varying, e.g., new edges can be activated or disabled according to how vehicles move.
In our model, we assume that vehicles move in a two-dimensional space; while not always realistic, this hypothesis does not compromise the accuracy of our analysis. To highlight the time dependency of the network, we denote by G(t) = (V (t), E(t), r) the network graph at time t.
For simplicity, we assume that time is divided into discrete timeslots, so that the system evolves in steps. Hence, we define the neighbor set N i (t) of v i during t as the set of all the vehicles connected to v i by an edge in E(t), i.e., 
The behavior of each vehicle v i in the network at time t is represented by a 6-tuple s(t) =
x(t), y(t), h(t), u(t), a(t), ω(t) , which we call vehicle state. In particular, x and y are the Cartesian coordinates of the vehicle on the road topology, h is the vehicle's heading direction, u and a are the vehicle's tangent velocity and acceleration, respectively, and ω is the vehicle's angular velocity as exemplified in Fig. 1 . The physical distance between the positions of vehicles v i and v j at time t is given by
B. Error Function
Consider a reference vehicle v i ∈ V (t), called the ego vehicle, which tracks a group of other vehicles that we call target vehicles. Hence, we denote byN i (t) the subset of N i (t) containing the target vehicles, and byŝ i,j (t) the state estimate of v j ∈N i (t) performed by v i at time t. Under these hypotheses, the performance of the ego vehicle in terms of position estimation accuracy can be assessed by an error function F(v i , t), which is a weighted average of the position estimation errors made by the ego vehicle with respect to itself and all its target vehicles. Formally, we have
In (1), d(ŝ i,i (t), s i (t)) and d(ŝ i,j (t), s j (t)) represent the error made by v i in estimating its own state s i (t) and the neighbor state s j (t), respectively, |N i (t)| + 1 represents the total number of estimations carried out by v i , and λ i,k (t) is the generalized logistic function defined as:
The parameters in (2) characterize the function, also known as Richards' curve [44] , which was originally proposed for plant growth modeling. The values of all these parameters will be listed in Sec. VI.
To evaluate the performance of the whole network, we define F(t) as the average of F(v i , t) among all vehicles v i ∈ V (t):
(3)
C. Tracking System
To minimize the positioning error defined in (1), the ego vehicle must estimate its state and the state of every other vehicle in the setN i (t) in every timeslot. To reach this goal, the ego vehicle exploits both the information gathered by its on-board sensors and the information received from its neighbors through inter-vehicle communications. To allow the estimation of s i (t), we assume that, in every timeslot, the ego vehicle's on-board sensors provide a new observation o(t) of s i (t).
Hence, the ego vehicle can model the evolution of its own state through a Bayesian approach,
In (4), the first equation describes the evolution of the vehicle state s(t) over time, while the second equation describes the relation between s(t) and the state observation o(t).
In particular, f (·) is a function describing the CTRA motion model given in [45] , while m(·) is a function representing the vehicle's measurement system. Moreover, ζ(t) and η(t) represent the process and measurement noises, respectively, and are modeled as independent Gaussian processes with zero mean and covariance matrices Q and R. Once all the parameters in (4) are defined, the ego vehicle can estimate its own state by using a BF algorithm. In our model, each vehicle implements a UKF algorithm exploiting the sigma points parameterization given in [46] . By exploiting the UKF and the system equations given in (4), the ego vehicle obtains the estimateŝ i,i (t) of its own state s(t) and the related covariance matrix P i,i (t), which represents the uncertainty of the state estimation, in each timeslot t.
To allow v i to estimate the states of the other network nodes, each vehicle v j ∈ V (t) can transmit the estimateŝ j,j (t) of their own state and the related uncertaintyP i,i . The time frame by which new transmissions are initiated depends on the selected broadcasting strategy, as described in Sec. IV. Each message transmitted by v j is received by all the vehicles in N j (t) after a certain communication delay (provided that the transmission is not interfered, as we will explain later).
Whenever the ego vehicle gets a message from another node that was not previously in its neighbor set, it initializes a new UKF having as initial state and uncertainty the received state and covariance matrix, respectively. The new filter propagates the initial state over time by evolving the model blindly, and is then updated when new information is received. If a vehicle v i does not receive state updates from a neighbor v j for a period longer than ∆ track , it stops to track the considered target, i.e., v j is removed from the set N i .
D. Channel Access Model
Inter-vehicle communications are modeled following the IEEE 802.11p standard, which defines the Physical (PHY) and MAC layer features of the DSRC transmission protocol [36] . DSRC defines seven different channels at the PHY layer, each containing n sc,tot = 52 sub-carriers [37] .
For simplicity of discussion, we assume that only a limited number of sub-carriers n sc ≤ n sc,tot can be used for broadcasting state information messages, while the rest is reserved for other applications.
DSRC implements the CSMA/CA scheme at the MAC layer, where nodes listen to the wireless channel before sending. We consider an ideal 1-persistent CSMA/CA scheme, capable of successfully arbitrating the channel access among in-range vehicles in such a way that one single transmission per sub-carrier and timeslot is enabled, even in case of multiple potential transmitters. However, we assume that collisions can still occur among out-of-range vehicles that transmit towards the same receiver, an issue known in the literature as hidden node problem.
Therefore, the transmission from a vehicle v a to a vehicle v b will suffer from a hidden terminal collision if any of v b 's neighbors that are out of v a 's range start a transmission that overlaps in time and frequency with v a 's signal. We also design and implement a congestion control algorithm to reduce the channel collision probability. More details will be given in Sec. V.
IV. BROADCASTING STRATEGIES
In this section, we describe the communication strategies that are used to regulate the intervehicular communications in our model. In particular, two different solutions are considered, Algorithm 1 Periodic Broadcasting (PB) strategy 
namely Periodic Broadcasting (PB), which is already implemented by most C-ITS applications, and Error Threshold Broadcasting (ETB), our original proposal.
A. Benchmark: Periodic Broadcasting (PB)
The PB strategy represents the benchmark solution of our analysis. In the PB scenario each vehicle chooses a constant inter-transmission period T period , so that its communication process follows an almost regular time-frame. Reducing T period would allow for a reduction of the misdetection probability, which is the probability that a neighbor v j belongs to N i but not tô N i , at the expense of increasing the probability of channel access collisions. The false detection probability, i.e., the probability that a neighbor v j belongs toN i but not to N i , should follow the same trend. In particular, a new transmission is allowed each time a new neighbor is sensed and no transmissions were initiated in the previous two timeslots. The strategy is described by Alg. 1.
B. New Proposal: Error Threshold Broadcasting (ETB)
In the ETB scenario each vehicle chooses an error threshold E thr and regulates its communication behavior so that the overall position estimation error never exceeds E thr . To reach this goal, the ego vehicle defines an additional UKF, which replicates the UKF operations of all the neighbor nodes that are tracking the ego vehicle itself. This filter propagates the ego vehicle's state by using only its predictive step with no sensor input, as done by the other vehicles. Each time the ego vehicle triggers a new communication, the filter state is updated mimicking the operation performed by neighbor vehicles upon reception of the packet. Hence, Algorithm 2 Error Threshold Broadcasting (ETB) strategy at each timeslot t the ego vehicle knows both the a posteriori state estimateŝ i,i (t), which is the output of its main filter, and the a priori state estimateŝ p i,i (t), which is the output of its purely predictive filter and represents the state estimate of v i made by its neighbor vehicles. At each timeslot, the two different estimates are compared: if the difference d(ŝ i,i (t),ŝ p i,i (t)) exceeds E thr , a new transmission is initiated. We observe that, as before, the communication process can vary according to some specific events. A maximum inter-transmission period T max is defined to mitigate the undetection of new neighbors, and additional transmissions are initiated in case new neighbors are detected. This strategy is described by Alg. 2.
An intuitive understanding of the PB and ETB dynamics is provided by Fig. 2a and Fig. 2b , which represent the evolution of the position error d(ŝ i,i (t),ŝ p i,i (t)) according to the transmission process in the two cases. In the PB scenario, we can observe that new transmissions are initiated in a regular fashion, regardless of the value of d(ŝ i,i (t),ŝ p i,i (t)). Instead, in the ETB scenario, new transmissions are initiated only when d(ŝ i,i (t),ŝ p i,i (t)) is above a certain threshold. In both the PB and ETB scenarios, the best strategy setting would require to determine the optimal value of T period and E thr , respectively. Such values can be computed through an exhaustive and computationally heavy approach that iterates on all the possible values of the number of available sub-carriers, the vehicular density, the characteristics of the road map, and other automotive-specific parameters, or with less resource-heavy congestion control techniques.
In the next section, we will show how to adapt existing congestion control techniques to set both T period and E thr to minimize channel congestion.
V. CONGESTION CONTROL
Considering the dynamic nature of vehicular networks, the potential of the broadcasting strategies described in Sec. IV can be fully expressed when coupled with congestion control mechanisms that regulate information distribution as a function of the network load and minimize the packet collision probability. In Sec. V-A we present a benchmark congestion control mechanism, which we call Channel Sensing Congestion Control (CSCC). The CSCC scheme is based on the LIMERIC protocol [38] , which will be reviewed in the following and, like most state-of-the-art approaches, relies on channel sensing. We observe that channel sensing based mechanisms such as CSCC present several limitations, especially in highly dynamic scenarios. To address these issues, in Sec.V-B we design an alternative congestion control approach, which we call Neighbor Aware Congestion Control (NACC), exploiting the network topology information to reduce the packet collision probability. We remark that such congestion control algorithms can be used with either broadcast strategy, though NACC has been designed for ETB and, hence, may underperform when combined with the PB strategy.
A. Benchmark: Channel Sensing Congestion Control (CSCC)
In the CSCC scenario, each vehicle constantly listens to the wireless channel and estimates the amount of resources that it is allowed to use to avoid congestion. We consider a vehicle v ∈ V , which is assigned to subcarrier c v ∈ {0, 1, ..., n sc − 1}. In each timeslot, v senses the channel and determines if a new transmission has been initiated. The fraction of time during which the channel is sensed busy in the last N avg cbr timeslots is called Local Channel Busy Ratio (CBR local ). Every N update cbr timeslots, the value of CBR local is smoothed as
The value of the Vehicle Channel Busy Ratio (CBR vehicle ) given by (5) represents the channel occupancy sensed by v over the subcarrier c v . In the CSCC approach, each network node aims Algorithm 3 LIMERIC protocol [38] Input: CBR vehicle > 0, ρ > 0 When v adopts the PB strategy, the value of T period is updated as T period = 1 ρ . In case v is adopting the ETB strategy instead, the value of ρ should be associated to a specific error threshold E thr , as explained in the last part of the current section. We also limit the possible values of ρ to the interval between ρ min and ρ max , as [x] b a = min(max(x, a), b).
B. New Proposal: Neighbor Aware Congestion Control (NACC)
In the NACC approach, each vehicle computes the value of ρ as a function of its knowledge about neighbors' positions. In particular, vehicles can increase or decrease the channel occupancy with the aim of minimizing the packet collision probability. We start by theoretically modeling the communication that takes place in a group of vehicles when CSMA/CA is implemented at the MAC layer. Then, we describe how a user can estimate the number of neighbors that may potentially result in packet collisions. Finally, we find a relation between the vehicular density sensed by a user and the packet collision probability itself.
1) CSMA/CA Analysis: We saw in Sec. III-D that vehicles access the channel following a 1-persistent CSMA/CA protocol. We now consider a population of N vehicles that share the same subcarrier c v ∈ {0, 1, ..., n sc − 1}, which is supposed to be reserved to this set of vehicles.
First, we assume that all the vehicles are always mutually in-range, i.e., at a distance lower than r. Then, we assume that all the vehicles that are not already trying to transmit attempt to access the channel with the same transmission probability ρ. If x t−1 vehicles are already trying to access the system at timeslot t, the probability that the number of new arrivals a t is equal to a is given by:
The number of vehicles in the access list after the timeslot is then
as a t new vehicles are now attempting a transmission and at most one managed to transmit.
Since the probability of accessing the channel is the same for all vehicles, the probability that a specific vehicle trying to access the channel will transmit is (x t + 1) −1 .
We observe that, if ρ and N are fixed, the channel dynamics at the end of any timeslot t are completely characterized by the number of users that need to transmit, i.e., the queue size x t .
Hence, we can describe the overall system by a Markov Chain, whose states x t are in the set X = {0, . . . , N − 1} and whose transition probability matrix T(ρ, N ) is given by:
Given T(ρ, N ), we can compute the steady state vector Π(ρ, N ) = [Π 0 (ρ, N ), Π 1 (ρ, N ), ..., Π N −1 (ρ, N )].
Then, we can compute the probability of different transmission events. In particular the probability that during a generic timeslot t no transmissions are initiated is given by
2) Vehicle Position Distribution: We recall that our objective is to minimize the number of packet collisions, which in our model are caused only by the hidden terminal problem.
To compute the collision probability in the described scenario, we should estimate how many neighbors of the target receiver v b can interfere. We denote this value by N ht . Assuming that the vehicular density in the communication area of v b is constant, we can estimate N ht aŝ A graphical representation of Φ(d) is reported in Fig. 3 while its mathematical expression is given by
Assuming that the geographical distribution of the nodes can space can be modeled as as a
Poisson Point Process (PPP), the probability distribution of d is equal to
Given (10) and (11), the mean value of Φ(d) can be computed as
Recalling that Φ(d) = πr 2 − A(d), we can write 
To reduce the number of collisions, the vehicle v with N neighbors should have a transmission probability ρ such that P coll equals a predetermined threshold P thr . In other words, v chooses ρ so that the difference between P coll and P thr is minimized, which means ρ = arg min ρ P coll (ρ,N ht ) − P thr .
The above procedure is described in Alg. 4. Following the NACC protocol, each vehicle v changes the value of ρ according to the vehicular density in its surroundings. In particular, in case the vehicle is using the PB strategy, the value of T period is updated as T period = 1 ρ . We highlight that, by adjusting the value of T period in this way, we violate the assumption regarding the distribution of the packet inter-transmission time considered in the definition of the system Markov model. Indeed, with the PB strategy, the time between two subsequent transmissions is constant rather than geometrically distributed, while in the ETB strategy scenario it depends on the position error evolution. This approximation may impair the performance of our congestion control mechanism. In particular, we expect to observe a significant performance reduction in the case of the PB strategy. 
C. Implementing Congestion Control for the ETB Strategy
Both the CSCC and the NACC approaches improve the efficiency of the broadcasting strategies described in Sec. IV by adapting the inter-transmission period to the deployment scenario. As stated previously, to combine a congestion control scheme with the ETB strategy, we have to relate the inter-transmission period to the error threshold. Practically, we need to build a map F such that the transmission period T period = F(E thr ) yields an average map estimation error close to E thr . Unfortunately, the relation between E thr and T period is subject to multiple factors and cannot be easily modeled. F depends on how the position estimation error of vehicles evolves in time, i.e., on both the road map and the users' behaviors.
To reach our goal, we hence resorted to a pragmatic approach. By simulating a purely predictive UKF in the considered scenario, we derive an empirical estimate of the statistical distribution P (e h ≤ E thr ) of the position estimation error e h after h timeslots since the last update, for any h ≥ 0. Denoting by H the number of timeslots at which the error e h exceeds the threshold E thr , we can set T period = E[H]T t , where T t is the timeslot duration. Now, pretending the e h are independent random variables, the complementary cumulative distribution function of H can be expressed as
from which we easily get
Equation (18) hence provides the desired map F from the error threshold E thr to the intertransmission period T period . Such a function can also be used to determine the value ρ of the broadcast policy ETB, which can be computed as follows:
We highlight this approach requires that vehicles know the distribution of the position estimation error in the map. In a realistic scenario, such information can be provided to vehicles by the road infrastructure, or pre-programmed into the channel access algorithm (possibly with multiple choices, depending on the road conditions). The investigation of such aspects, however, is left to future work.
VI. PERFORMANCE ANALYSIS AND SIMULATION RESULTS
In this section we evaluate the performance of the proposed ETB strategy for broadcasting operations, compared to a traditional PB approach. Moreover, we exemplify how the proposed NACC mechanism can improve the performance of the broadcasting strategies by exploiting network topology information, with respect to the benchmark CSCC scheme that relies only on congestion control scheme, the settings of both the PB and ETB strategies must be defined a priori. In our simulations we adopt an exhaustive approach and consider N set = 30 different settings. In particular, we make the inter-transmission period T period vary from 0 to 10 seconds while the error threshold E thr ranges between 0 and 42 meters. Each choice involves a different trade-off between estimation accuracy and broadcasting overhead.
For our simulations, we use real road map data imported from OpenStreetMap (OSM) , an opensource software that combines wiki-like user generated data with publicly available information.
In particular, we consider the OSM map of New York City, as represented in Fig. 4a , so that to characterize a dynamic urban environment. In order to consider realistic mobility routes that are representative of the behavior of vehicles in the network, we simulate the mobility of cars using SUMO, as represented in Fig. 4b . The vehicles move through the street network according to a randomTrip mobility model, which generates trips with random origins and destinations, and speeds that depend on the realistic interaction of the vehicle with the road and network elements.
The maximum speed is set to v max = 13.89 m/s, which is consistent with current speed limits.
Given v max , we set d 0 = 42 m, which corresponds to the distance traveled in 3 seconds by a vehicle running at the maximum speed. In this way, d 0 represents the maximum safety distance that should be held in an urban scenario. Following the work of [48] , we consider a vehicular density of d v = 120 vehicles/km 2 for medium traffic conditions. Given the total road map area of A=0.5168 km 2 , the number of vehicles deployed in the considered scenario is |V | = 62.
As we assessed in Sec. III, the behavior of each node can be fully represented by its state s(t). Measurements of the components of s(t) are affected by a non-negligible noise which is modeled as a Gaussian process with zero mean and covariance matrix R. The diagonal elements of R are given in Tab. I and are derived from the models in [49] - [51] . We define Q = qI, where q is the process noise covariance parameter and I denotes the identity matrix.
Tab. I also reports the parameters of the congestion control schemes from Sec. V. For what concerns the CSCC approach, we use the same parameters suggested in [38] . Therefore, we set CBR target to 0.68, so that vehicles aim at occupying the channel about 68% of the time, α = 0.1, which ensures a sufficiently high convergence speed, and β = (2 − α)/K, so that the algorithm convergence is guaranteed for any K. We observe that K represents the maximum number of users sharing the same communication channel that in our scenario is on average |V |/n sc .
For what concerns our proposed NACC approach, we set the collision probability threshold to P coll = 0.3. We choose this value to allow a fair comparison between the CSCC and the NACC approaches. Indeed, setting CBR target = 0.68 and P coll = 0.3, we obtain similar values of mean To evaluate the performance of the proposed broadcasting strategies in the simulations, we take into account four main factors, namely:
• Average positioning error, i.e., the average error of the ego vehicle when estimating its own position and that of its neighbors, which is given by (1);
• 95th percentile of the positioning error, i.e., the positioning error threshold exceeded only by the worst 5% of the vehicles;
• Detection error, i.e., the sum of the misdetection (i.e., unknown vehicles in the ego vehicle communication area) and false detection (i.e., vehicles that are believed to be in the neighborhood but are actually beyond the communication range) event probabilities;
• Packet collision rate, i.e., the average number of packet collisions per vehicle and per second that occur because of the hidden terminal problem.
A. Theoretical Analysis and Validation
In Fig P coll . Hence, the value of T period is updated as 1 ρ while the value of E thr is updated as F −1 1 ρ . In Fig. 6 , we represent the function F −1 used for this purpose. In particular, the colored dots represent the different values of E thr that are chosen according to bothN sc and P coll .
To validate our analysis, we show how the average tracking error, i.e., E(E thr ), evolves considering the output of the Kalman filter and the empirical results obtained through simulation.
In the first case, the motion of a vehicle is analytically represented as a rectilinear motion, disregarding the users' driving imperfections, and the vehicle's speed and direction are assumed constant. In the second case, mobility traces are generated using SUMO. In Fig. 7 , we represent the average positioning error obtained in the two different cases as a function of time. We observe that the two data trends are very similar, thereby validating our theoretical framework.
The gap between the two curves is due to driving imperfections which cannot be predicted by the rectilinear motion model.
B. Simulation Results
In the rest of the section, we analyze the performance of the broadcasting strategies and the congestion control schemes that we described in Sec. IV and Sec. V, respectively. At first, we fix the number of the available subcarriers to n sc = 8. Later, we will verify how different n sc values may influence the simulation outcomes. As we already stated, if we do not implement a congestion control mechanism, we have to determine a priori the inner setting of the PB and the ETB strategies. To fairly compare the performance of the two techniques, we adopt an exhaustive approach, obtaining a different outcome for each choice of T period and E thr . In Fig. 8 and Fig. 9 , we analyze the statistics of the positioning error according to the mean inter-transmission time T tx , which is an indicator of the total channel occupancy.
We highlight that T tx does not coincide with the inter-transmission period used in the PB strategy. Indeed, while T period is defined a priori and can assume all the values within the set {0.1 s, ..., 10 s}, T tx is an outcome of the simulation. In particular, in a realistic scenario, T tx never goes below the value of 0.2 s, i.e., two timeslots, because of the channel access contention. From Fig. 8 and Fig. 9 , we can also observe how the limits of the CSMA/CA affect Mean 5% trimmed range 25% trimmed range the positioning error: when the number of channel access requests is too high, i.e., T tx < 0.3 s, the channel gets congested and, consequently, the performance of the overall system degrades.
Indeed, the positioning error can be described by a convex curve, with a minimum for T tx ≈ 0.3 s; this value represents the level of channel occupancy that guarantees the best position estimation accuracy. By comparing Fig. 8 with Fig. 9 , we can observe that the ETB strategy outperforms the benchmark PB strategy. In particular, ETB proves to have a slightly lower average error and a significantly lower error variance.
By optimizing the channel access requests, the ETB strategy has a lower positioning error than the benchmark strategy. Fig. 10 and Fig. 11 shows a direct comparison between the considered broadcasting strategies; in particular, Fig. 10 reports the mean error while Fig. 11 shows the 95th percentile of the error. In both cases, the ETB strategy ensures better position estimation accuracy for the same level of channel occupancy. The marks in Fig. 10 and Fig. 11 represent the performance of the congestion control schemes designed in Sec.V. 1 First, we observe that all the deployed solutions succeed in maintaining the channel occupancy close to the optimal working show the 95% confidence intervals. Outliers are represented as dots. We can see that our solution is the only technique that ensures that the third quartile is below 0.8 m and that the confidence interval is below 1.0 m.
In Fig. 13 we show the packet collision rate and the detection error probability. Taking into account the broadcasting strategies without the congestion control schemes, we observe that both techniques present almost identical trends. As we can observe from Fig. 13a , the amount of information that gets lost in the channel significantly increases when T tx < 0.5 s, independently of the deployed strategy. This phenomenon explains the degradation of the positioning estimation accuracy that we observe in Fig. 8 and Fig. 9 . We highlight that the channel congestion does not affect only the positioning error but also the probability of misdetection and false alarm of a neighbor vehicle. Indeed, by looking at Fig. 13b , we can observe that the detection error probability increases exponentially as soon as T tx < 0.25 s. Since the strategies' optimal working point is T tx ≈ 0.3, we conclude that minimizing the positioning error does not necessarily imply an increase of the detection error probability. Considering the congestion control approaches, we observe that none of the obtained outcomes deviate from the curves defined by the exhaustive simulations. As already mentioned, the combination of the PB strategy with the NACC approach presents a slightly higher T tx and, therefore, is characterized by a different packet collision rate and detection error probability.
In order to validate these results in a more general scenario, we analyze the performance of the four possible congestion control schemes with a different numbers of subcarriers n sc .
The results of this analysis are reported in Fig. 14 and Fig. 15 . We observe that the solution combining the ETB strategy and the NACC approach outperforms the other schemes for any value of n sc , considering both the mean positioning error (in Fig. 14) and the 95th percentile of the positioning error (in Fig. 15 ). In particular, our solution outperforms state of the art solutions by up to 20% mean error reduction and up to 30% 95th percentile error reduction. For what concerns the other techniques, we observe that the combination of ETB and CSCC performs poorly for n sc ≤ 4, while it leads to better results when the number of subcarriers is greater.
Conversely, the combination of PB and NACC performs well for n sc ≤ 4 but does not fully exploit the available resources when n sc ≥ 6.
VII. CONCLUSIONS AND FUTURE WORK
In this work, we studied the trade-off between ensuring accurate position information and preventing congestion of the communication channel in vehicular networks and designed an innovative threshold-based broadcasting algorithm that forces vehicles to distribute state information if the estimated positioning error is above a certain error threshold. We also adopted a new congestion control mechanism that adapts the inter-transmission period according to network topology information. We showed through simulations that the proposed approach outperforms a conventional broadcasting strategy, which relies on a periodic transmission of state information and channel sensing, since it reduces the positioning error with no additional resources.
As part of our future work, we will test our broadcasting and congestion control frameworks in more complex scenarios, e.g., by considering different road maps and traffic conditions. Besides, we are interested in improving the tracking accuracy of our communication strategy by exploiting the ML paradigm to take into account the results of previous broadcasting operations as a bias to decide whether and when to transmit state information updates.
