Poisson schemes for Hamiltonian systems on Poisson manifolds  by Zhu, Wenjie & Qin, Mengzhao
Pergamon 
Computers Math. Applic. Vol. 27, No. 12, pp. 7-16, 1994 
Copyright@1994 Elsevier Science Ltd 
Printed in Great Britain. All rinhts reserved 
0898-1221(94)E0077-W 
089%1221/94-$7.00 + 0.00 
Poisson Schemes for Hamiltonian Systems 
on Poisson Manifolds 
WENJIE ZHU AND MENGZHAO &IN 
State Key Laboratory of Scientific and Engineering Computing, Computing Center 
Academia Sinica, Beijing 100080, P.R. China 
(Received December 1993; accepted January 1994) 
Abstract-In this paper, we construct Poisson difference schemes of any order accuracy based on 
Pad6 approximation for linear Hamiltonian systems on Poisson manifolds with constant coefficients. 
For nonlinear Hamiltonian systems on Poisson manifolds, we point out that symplectic diagonal 
implicit Rung+Kutta methods are also Poisson schemes. The preservation of distinguished functions 
and quadratic first integrals of the original Hamiltonian systems of these schemes are also discussed. 
Keywords-Hamiltonian system, Poisson manifold, Poisson scheme, Pad6 approximation, Diag- 
onal implicit Runge-Kutta method. 
1. INTRODUCTION 
For the classical Hamiltonian system 
g = PVH(z), z E lP, 
where H(Z) E CW(lR2”) is a Hamiltonian function, K. Feng has developed a general method for 
the construction of symplectic difference schemes via generating functions [l-4]. Such difference 
schemes preserve the symplecticity of the phase flow and the quadratic first order integrals of the 
original Hamiltonian systems. 
It is well known in classical Hamiltonian formalism, the phase space is of even dimension. It 
cannot be applied to conservative dynamical systems which have phase spaces of odd or infinity 
dimension. In practice, many dynamical systems do not possess canonical phase spaces, but they 
can be endured with Poisson brackets which are antisymmetric, bilinear and satisfy Leibniz and 
Jacobi identity. For example, the Euler equation for the rotation of rigid body is of this case. 
Usually, we call this kind of phase spaces Poisson manifolds. 
The Hamiltonian systems on classical symplectic manifold can be represented by canonical 
Poisson bracket. A more general kind of Hamiltonian systems can be obtained by expanding the 
canonical Poisson bracket to general Poisson brackets. A general Hamiltonian system 
$ = {t., H} = KVH, z E IhP, 
where {F, H} = (VF)T KVH(z) and H(Z) E Coo(P), K is an antisymmetric scale matrix, may 
be singular. The phase spaces of this kind of systems can be of odd or infinite dimension, so they 
can describe many more problems in dynamical systems. They are much more general and will 
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have important applications in physical and engineering sciences such as satellite orbits, rigid 
bodies and robotic motions, magnetization fluid dynamics, electrodynamics, nonlinear waves, 
quantum mechanic, etc. 
In [5-71, the authors have discussed the Poisson schemes for Hamiltonian systems on Poisson 
manifolds. In [5], the method used in [3] is generalized to the Hamiltonian systems on Poisson 
manifolds and Poisson schemes of arbitrary order are constructed by generating functions. But 
all high order schemes of this kind need high order derivatives of the Hamiltonian function H, 
which makes these schemes difficult to implement. In Section 4, we will point out that symplectic 
diagonal RK methods are in fact Poisson schemes for nonlinear Hamiltonian schemes on Poisson 
manifolds. These schemes do not need the derivatives of the Hamiltonian H higher than order 1. 
In Section 2, properties of Hamiltonian system (1) are considered. In Section 3, Poisson schemes 
based on Pad& approximation are given out for linear Hamiltonian systems on Poisson manifolds, 
and we also point out that Gauss methods are equivalent to these schemes in the linear case. In 
Section 5, conservation laws of these schemes are considered. 
2. HAMILTONIAN SYSTEMS ON POISSON MANIFOLDS 
Let Cm(W) be the space of smooth real valued functions on a real n-dim Euclidean space Rn. 
For Hamiltonian function H(z) E Cm(W), where z = (~1,. . . , z,)~ is the n-dim vector of Wn, 
we denote by VH = V,H = (Hz,, . . . , Hz,)T the gradient of H to Z. 
For any given antisymmetric n x n matrix K which may be singul, .) we can define a binary 
operator {., .} on Cm(lW) by 
{F, H} = (VF)T KVH, VF, H E C=‘(P). 
It is easy to prove that this operator is bilinear, skew-symmetric, and satisfies the Jacobi identity 
and Leibniz identity 
{{F,Gl,H) + {{G,Hl,F) + {{H,F),G) = 0, 
{FG, H} = F{G, H} + {F, H}G, 
vF G H E cm(Rn> 
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Thus, we find it is a Poisson bracket on W. The space Rn endued with a Poisson bracket is called 
a Poisson manifold, still denoted by B”, with the bracket defining a Poisson structure on Rn 
and K called the structure matrix of the bracket. The notation of a Poisson manifold is slightly 
more general than that of a symplectic manifold with Hamiltonian structure; in particular, the 
underlying manifold W” need not be even-dimensional. 
A Poisson map is a smooth map g : W* --f R” preserving the Poisson brackets: 
{F 0 9, H 0 g}w = {F, H}P o g, VF, H E Cm(W). 
In the case of symplectic manifolds, these are the canonical maps of classical mechanics. It’s easy 
to prove that the upper condition for Poisson map is equivalent to 
a(z) K(gzWT = K, 
which means the Jacobian matrix gZ is everywhere Poisson; here a matrix M is called Poisson if 
MKMT = K. 
DEFINITION. A function C(L) E C?(W) is called a distinguished function if the Poisson bracket 
of C with any other functions in p(lW) vanishes identically, i.e., 
{C(z), F(z)) = 0, VF E p(W). 
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PROPOSITION 1. For Poisson bracket with structure matrix K, C(z) E @“(W) is a distinguished 
function if and only if 
KVC(z) = 0, vz E W”. 
By a Hamiltonian system on the Poisson manifold llF, we mean the following ordinary differ- 
ential equation: 
2 = KVH(z), z E lRn, (2) 
where H(z) E C?‘(W) is called a Hamiltonian function, while K is the structure matrix which 
defines a Poisson structure on lRn. The phase flow of (2), denoted by g”(z) = g(t, z) = gx(z, t), 
is a one parameter group of diffeomorphism gt, at least locally in t and z, i.e., 
go = identity, gt1+t2 = gtl o gt2, 
THEOREM 2. The phase Aow gt(.z) of the Hamiltonian system (2) is a one parameter group of 
Poisson maps, i.e., 
{Fogt(z),Gogt(4} ={F,G) od(4 Vt E IR, VF,G E P(lFP), 
or 
g;(t) K(gf(4)T = K, Qt E IR. 
THEOREM 3. F(s) E C”‘(W) is a first integral of the Hamiltonian system (2) 8’ {F, H) = 0. 
E,specially, every distinguished function is a first integral. 
3. POISSON SCHEMES FOR LINEAR HAMILTONIAN SYSTEMS 
BASED ON PADfi APPROXIMATIONS 
In this section, we consider Poisson schemes based on Pad6 approximations for linear Hamil- 
tonian systems on Poisson manifolds by the method of [8], in which symplectic schemes for 
linear Hamiltonian systems are constructed. Let’s consider a linear Hamiltonian system with the 
Hamiltonian taking the following form: 
H(z) = f zTSz, ST = s, 
where S is a constant matrix. The system (2) becomes 
2 =Bz 
dt ’ 
B=KS. (4 
The phase flow of (2) with Hamiltonian (3) can be represented as gt = exp(tB), which is a one 
parameter group of Poisson maps. We know the most simple approximations to exp(tB) are the 
Pad4 rational approximations. Here, we consider the rational approximation to exp(z) defined 
where nr,,,,(z) and a,,(z) are polynomials of degree m and 1 in CC, respectively, 
m (Z+m-k)!m! 
%dZ) = F. (1 
+ m)! k!(m - k)! (z)kf 
&n(z) = f: 
(I + m - k)!Z! 
k=. (1 + m)! k!(Z - k)! 
(_+“. 
C4W 27:12-O 
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We now make, for each pair of nonnegative integrals 1 and r-n, the Taylor’s series expansion of 
nr&& about the origin agreeing with 8s many leading terms of exp(z) as possible. It is evident 
that 
exp(z) - 1x1 + 0. 
The resulted (I + m)-order approximation, which we shall denoted by gr,,, is Pad6 approximation 
to exp(x). 
We know a matrix A is called infinitesimally symplectic if
JA+ATJ=O, J= (_01. $>. (5) 
Judging from the form of matrix B of (4), we find 
BK + KBT = KSK + KSTKT = KSK - KSK = 0, (6) 
which is similar to (5). For convenience, we just call B an infinitesimally Poisson matrix. 
PROPOSITION 4. An infinitesimally Poisson matrix B satisfies 
B2”K = K (B2n)T, B2n+1K + K (B2”+1)T = 0. (7) 
PROOF. For n = 0, (7) is obviously valid. For n = 1, we have 
B~K = BBK = B (-KB~) = (-BK)B~ = KB~B~ 
= K (B2)T, 
B3K + K (B3)T = BB2K + K (B2)T BT = BK (B2)T + B2KBT 
= BK (B2)T + B(BK) BT = BK (B2)T + B (-KBT) BT 
= 0. 
Now if (7) is valid for n - 1, we have 
B2”K = BB2n-rK = B -K (B2+’ 
( 
)‘) = (-BK) (B2”-1)T 
= KBT (B2n-‘)T = K (B2n)T, 
Bk+lK + K (B2”+’ )’ = BB2”K + K (B2n+‘)T = BK (B2”)T + K (B2”+1)T 
= (-KB~) (B~“)~ + K (~~n+l)~ 
= 0. 
We thus proved (7). I 
From (7), we have the following proposition. 
PROPOSITION 5. If f(x) is an even polynomial and g(x) is an odd one, then for an infinitesimally 
Poisson matrix B we have 
f(B)K = Kf (BT) , g(B) K + Kg (BT) = 0. (8) 
PROPOSITION 6. For polynomials f(x) and g(x), we have 
(f(B) - g(B)) (f(B) + g(B)) K = (f(B) + g(B)) (f(B) - g(B)) K- (9) 
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PROOF. Equation (9) is obvious since f(B) g(B) K = g(B) f(B) K. I 
THEOREM 7. Let B be an infinitesimally Poisson matrix, then gll(tB) is a one parameter group 
of Poisson maps. Here 911 is the (1, 1) principal diagonal element of the P8d6 table approximation 
to exp(z). 
PROOF. Let nn(z) = f(z) + g(z), da(z) = f(z) - g(z), where f(z) is an even polynomial and 
g(z) is an odd one. In order to prove that gn(tB) is Poisson, we only have to verify 
g&B) K(gl#B))T = d,‘(tB) nn(tB) K (d$(tB) nrr(tB))T = K, 
which is equivalent to 
nn(tB) Knll (tBT) = d#3) Kdrl (tBT) . 
By Proposition 5, the left side of (10) can be turned into 
(10) 
(f(tB) + g(tB)) K (f (tBT) + 9 (tBT)) = (f(tB) + g(tB)) (f(tB) - g(tB)) K. 
Similarly, for the right side, we have 
(11) 
(f(tB) - g(tB)) K (f (tBT) - 9 (tBT)) = (f(tB) - g(tB)) (f(tB) + g(tB)) K. (12) 
Comparing (11) with (12) completes the proof of the theorem. a 
A difference scheme may be regarded as a transformation from time tn to time P+l. When 
this transformation is Poisson, we call this scheme Poisson. In other words, a difference scheme 
may be called a Poisson difference scheme, when its Jacobian is Poisson. For a linear system of 
equations with constant coefficients, the Jacobian of a scheme is nothing than its amplification 
matrix. 
From Theorem 7, we can obtain a sequence of Poisson difference schemes based on the 
(k, k)-order Pad6 approximations. For (1,X) we have one-leg scheme 
zn+i - Zn 
=B 
‘?+I + zn 
7 2 * 
The transition z? + z”+l is given by the following amplification matrix F!r’r), which coincides 
with its own Jacobian: 
zn+i = F(“i)zn, I+$B T F;i?l) = _. I-$B 
For (2,2), we have 
.z n+l = Zn + 
TB(?+’ + 9) 
2 
+ q +n - Zn+l) . 
Its amplification matrix is 
Jw) = I+jB+$B2 7 I-$B+GB2’ 
Evidently, this scheme is of 0 (r4) accuracy. 
For (3,3), we obtain 
.z n+l = p + $! ( zn + z n+l > + $f (En _ p+l) + g (zn + p+l) , 
2 
F;3,3) = 
I+$B+mB2+& = B3 
I_;B+$B2-&$3’ 
This scheme has 0 (#) accuracy. 
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For (4,4), we obtain 
,p+1 = p + F( z” + p+l) + cg (z” - p+l) + g (p + p+l) 
+ gg (9 - z*+l) ) 
J7(4,4) = 
I+$B+gB2+gB3+&jB4 
T I-$B+~~BL-B~+-&B~’ 
It has O(T~) accuracy. 
We now consider Gauss method for the linear system with Hamiltonian H of (3). We have the 
following theorem. 
THEOREM 8. (Butcher 1964, EhJe 1968) The s-stage Gauss method is of order 2s. Its stability 
function is the (s, s)-Pade’ approximation and the method is A-stable. 
From Theorem 8, we know when applied to the linear test equation 2 = Xz, the stability 
function of a Gauss method has the form 
where z = TX. It is obvious when X is substituted for a diagonal matrix A 
A = diag()cl, &, . . . , A,), 
the transition matrix of the method will be 
(13) 
Since we always have a nonsingular matrix P, which satisfies P-lKSP = A, we can rewrite the 
system in the new variables 2, PZ = z, as $$ = AZ. Thus, the transition matrix of the Gauss 
method is (13): . , 
z n+1 = p-lzn+l _ nd4 zn _ nu(*) p-l*n -- -- 
41 (A) 4&V ’ 
Since nil and dll are polynomials and A” = P-‘(KS)k P, we have 
p-lzn+l = P-‘WW) p p-1$&, 
P-lda(KS) P 
and finally, 
Zn+l _ ndKS) 72 
-41(KS)Z. 
We thus obtain the following theorem. 
THEOREM 9. The Gauss methods are Poisson schemes for linear Hamilton& systems with 
constant coefficients. 
4. DIAGONAL IMPLICIT POISSON RUNGE-KUTTA SCHEMES 
In numerical computation, explicit and diagonal implicit methods have evident advantages over 
implicit methods. In this section, we show that the diagonal symplectic Runge-Kutta schemes 
are in fact also Poisson. 
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We know any s-stage diagonal implicit Runge-Kutta scheme for differential equation 3 = f(z) 
has the form 
zk+’ = zk + h 2 bif(Yi), 
i=l 
where bi and aij are real parameters which defines the method. It can be represented by the 
simplified Butcher-tableau 
I all 
a21 a22 
ad as2 . ass 
1 bz...b, h 
We have the following theorem about the symplecticity of the diagonal implicit Runge-Kutta 
method [9]. 
THEOREM 10. The symplectic diagonaJ implicit Runge-Kutta method can be written in the forti 
of 
b1/2 
bl W2 
bl b-2 k/2 
v; ; f ... 
bl b2 b3 . . . bJ2 
I bl bz b3 . b, 
Any explicit Rung+Kutta method cannot be symplectic. 
In fact, any s-stage symplectic diagonal implicit Runge-Kutta method is just the implicit 
midpoint rule (i.e., Euler scheme) applied over s steps of length blh, bzh, bsh, . . . , b,h. 
Suppose we have the following scheme constructed by applying s Euler methods of length 
blh, M, . . . , b,h, consecutively, 
.k+(lls) = zk + blhf 
zk+U/s) + $ 
> 2 ’ 
zk+W4 = Zk+W4 + b2hf 
Zk+(‘L/.$ + Zk+W4 
2 > 
> 
Zk+l = zk+(s-l)/s + b,hf 
*k+l + Zk+(s-l)ls 
2 
We rewrite (14) in the form 
Zk+(l/d + $ 
2 
= .zk + $hf 
Zk+W4 + Zk 
> 2 ’ 
zk+(2/s) + Zk+W4 
=Z 
2 
k+(ll8) + ; hf 
zk+(2/s) + Zk+W4 
2 > 
, 
(15) 
. . . 
Zk+l + Zk+b-Ws *k+l + Zk++-l)ls 
2 
= Zk+(s-Vls + 2 hf 
2 
14 
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Yl = 
Zk + Zk+W4 
2 ’ 
Ys = 
Zk+(l14 + Zk+(2/4 
2 ’ 
. . . 
Y, = 
Zk+(s-Ws + Zk+l 
2 . 
By a simple calculation, we can turn (15) into a scheme of the form of Theorem 10. 
Yl = zk + $ hf(Yl), 
Y2 = Zk + blhf(Yl) + 2 hf(Yz), 
. . . 
Y, = Zk + blhf(Yl) + b2hf(Y2) +. . . + f$ hf(Y,), 
Zk+l = Ek + blhf(Yl) + b&f(Y2) + . . . + b&f(Ys). 
(16) 
For Euler method, since the amplification of the method is 
azk+l 
--gJF= 
I+$Df 
I-;Df’ 
where Df is derivative of f = KVH, and 
K(Df)T + DfK = 0. 
In fact, we can prove 
= K, 
so the Euler method is Poisson and the diagonal implicit method, which is constructed by apply- 
ing s Euler methods of length brh, bsh, . . . , b,h, consecutively, is also Poisson. 
THEOREM 11. The symplectic diagonal implicit Rung+Kutta schemes are also Poisson. 
Some symplectic diagonal implicit Runge-Kutta schemes are given out in [9]; they are all 
Poisson schemes. 
In fact, for an s-stage general Runge-Kutta scheme 
I$ = P+h&f(k;), lli<S, 
j=l 
* 
zk+’ = zk + h c bi f (Yi), 
i=l 
we have 
azk+l -= 
azk 
i=l 
(17) 
+ h2 f: (hbj - biaij - bjaji) (DjXj) K (DiXi)T , 
i,j=l 
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where 
f = KVH, Di = of(K), xi = ;; -+ 
Since KD’ f DiK = 0, so a general RK method is Poisson if 
m<j = biaij + bjaji - bibj = 0, 
XiKXTDT + DiXiKXT = 0. 
1 I i,j 5 s, 
The first condition is just the symplectic ondition, while the second condition is difficult to satisfy. 
For Euler midpoint rule, since Yr = zk + 1/2hf ((2” + z”+l)/2), we can verify XIKXT = K, 
and the second equation is also valid. Similarly, the symplectic diagonal implicit methods satisfy 
XiKXz = K at every stage, so they are Poisson. But for a general RK method, we do not have 
this. Another case is that Xi and Di are commutable, then the second condition can also be 
satisfied, but this seems impossible. 
5. CONSERVATION LAWS FOR POISSON SCHEMES 
In this section, we discuss the conservation laws of Poisson schemes. We consider the nonlinear 
Hamiltonian system 
2 = K(z) VH(z) = f(z), 2 E Et”, (18) 
where K(J) is dependent on z. We have the following theorem. 
THEOREM 12. Every Runge-Kutta method for Hamiltonian systems on Poisson manifolds which 
satisfies 7?Qj = biaij + bjaji - bibj = 0(1 5 i,j 5 S) CEUI preserve the quadratic fist integrals of 
the original system. 
PROOF. Let F(z) = 1/2zTSz, ST = S be the first integral of the original system (18), then 
{F, H} = (VF(Z))~ K(z) VH(z) = zTSTK(z) VH(z) = zTSK(z) VH(z) = 0. (19) 
We apply the s-stage implicit Runge-Kutta formula to system (18). For convenience, we denote 
as an inner product (z, y) = 1/2zTSy and fj = hf(Yj). Then 
(Zk+l,Zk+l) = ( zk,zk) +2kbi(t”, fi) + 2 bibj(fi, fj). 
i=l i,j=l 
For the inner product of Zk with fi, we have 
which on substitution into the relation above gives 
(Zk+l,Zk+l) = ( ~k,tk)+2f:bi(Kfi)-Q, 
i=l 
where 
while from (19) 
Q = f: mij(fi,fj), 
&j-l 
(yi, f<) = ; xTSfi = f hxTSK(x) VH(x) = 0. 
(20) 
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Thus, when the Runge-Kutta formula is symplectic, i.e., rnij = 0, we have 
(z 
k+l ,Zk+l) = (&Zk), 
which concludes the proof. I 
By Theorem 12, we know the diagonal implicit Runge-Kutta schemes can preserve all quadratic 
first integrals of the original system. Since the Gauss methods are Poisson for linear Hamiltonian 
systems, they also can preserve the quadratic first integrals of the original linear Hamiltonian 
systems. 
As we know the Euler method can preserve all distinguished functions, we point out that a 
diagonal implicit Runge-Kutta scheme can also preserve all distinguished functions, since the 
latter is just the concatenations of the former. 
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