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ABSTRACT
In this paper, a novel statistical metric learning is developed
for spectral-spatial classification of the hyperspectral image.
First, the standard variance of the samples of each class in
each batch is used to decrease the intra-class variance within
each class. Then, the distances between the means of dif-
ferent classes are used to penalize the inter-class variance of
the training samples. Finally, the standard variance between
the means of different classes is added as an additional di-
versity term to repulse different classes from each other. Ex-
periments have conducted over two real-world hyperspectral
image datasets and the experimental results have shown the
effectiveness of the proposed statistical metric learning.
Index Terms— Statistical Metric Learning (SML), Deep
Learning, Convolutional Neural Networks, Diversity, Hyper-
spectral Image classification
1. INTRODUCTION
Recently, hyperspectral image classification has become a hot
topic due to the plentiful information from the hundreds of
spectral channels contained in the image [1]. However, the
great similarity occurred in the spectral bands of different ob-
jects makes the task be a challenge one. Moreover, the lim-
ited number of labelled samples in real-world applications in-
creases the difficulty to obtain discriminative spectral features
from the image. To overcome this problem, spatial informa-
tion is usually incorporated into the representation to provide
discriminative features. However, modelling the spatial and
spectral directly with usual handcrafted features cannot cap-
ture the complex structure and high-level information within
the image.
Deep models have shown powerful ability in describing
the abstract and high-level information and presented remark-
able performance in many computer vision tasks, such as the
object detection, face recognition, as well as in the literature
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of hyperspectral image classification [2, 3]. Many deep mod-
els, such as the deep belief networks [2] and the convolutional
neural networks [3, 4], have been applied for the hyperspec-
tral image processing tasks. However, due to the limited and
unbalanced training samples in the hyperspectral image, gen-
eral training process of deep model for the hyperspectral im-
age usually makes the learned models be sub-optimal.
To overcome this problem, metric learning which tries to
maximize the inter-class variance while minimizing the intra-
class variance is usually applied in the training process of the
deep model for the hyperspectral image [4]. Generally, the
metric learning constructs the image pairs or triplet data to
penalize the inter-class distance and the intra-class distance.
By increasing the variance between samples from the same
class and decreasing the variance between samples from dif-
ferent classes, the learned features can be more discrimina-
tive to separate different objects. However, general methods
to implement the metric learning should construct the image
pairs. Besides, the training process would be unbalanced due
to the unbalance of training samples.
This work develops a novel statistical metric learning
(SML) which increases the inter-class variance and decreases
the intra-class variance from the statistical view. All the sam-
ples from the same class are looked as a distribution. The
variance from each class is used to formulate the intra-class
variance. The Euclidean distances between the sample means
from different classes are used to measure the inter-class
variance. Moreover, the variance between different sample
means is added as a diversity regularization to repulse differ-
ent classes from each other. The SML is easy to implement.
Moreover, under the SML, the variance is measured from
the class view which can balance the training process with
unbalanced training samples.
Just as [5], this work jointly learns the developed SML
and the softmax loss for hyperspectral image classification.
The softmax loss tries to take advantage of the point-to-point
information while the SML makes use of the class-wise infor-
mation and further improves the representational ability of the
learned features. Experimental results over two commonly
used hyperspectral image have demonstrated the effectiveness
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of the developed method.
2. PROPOSED METHOD
Let us denote X = {x1,x2, · · · ,xN} as the set of training
samples of the hyperspectral image whereN is the number of
training samples and yi as the label of the sample xi. yi ∈
Y = {ym1 , ym2 , · · · , ymΛ} where Λ is the number of the
sample classes.
2.1. General metric learning
Since convolutional neural networks (CNNs) have presented
impressive results in hyperspectral image classification [6], as
Fig. 1 shows, this work will choose the CNN model as [4] to
extract features from the hyperspectral image. To further im-
prove the representational ability of the hyperspectral image,
the metric learning is incorporated in the deep learning pro-
cess. Generally, metric learning calculates the loss to measure
the inter-class difference and intra-class similarity to decrease
the intra-class variance and penalize the inter-class variance,
simultaneously. Therefore, the loss can be formulated as
L0 = Linter + Lintra, (1)
where Linter measures the penalization between different
classes and Lintra calculates the penalization within each
class. Contrastive loss and triplet loss are the commonly used
metric learning methods.
Contrastive loss constructs the image pairs (xi,xj) (in-
cluding the positive pairs and the negative pairs) where the
positive pair denotes images from the same class and the neg-
ative pair denotes images from different classes. The con-
trastive loss decreases the distances of the positive pairs and
penalizes the negative pairs. It can be formulated as
L0 =
∑
(xi,xj)
{I(yi = yj)D(xi,xj)+I(yi 6= yj)[κ−D(xi,xj)]}
(2)
where D(xi,xj) = ‖f(xi)− f(xj)‖ and f(xi) is the feature
of sample xi. κ is the margin. I(·) represents the indicative
function.
Triplet loss constructs the triplet data (xa,xp,xn) where
(xa,xp) comes from the same class and (xa,xn) is from dif-
ferent classes. The loss is formulated based on the triplet data,
L0 =
∑
(xa,xp,xn)
{D(xa,xp) + κ−D(xa,xn)} (3)
These former metric learning methods usually require
data preprocessing to construct the image pairs or triplet data.
Besides, these methods commonly consider the sample corre-
lation and ignore the class correlation. This would negatively
affected the classification performance over unbalanced data
especially for hyperspectral image. Therefore, to overcome
these problems, this work will develop a novel statistical
metric learning.
2.2. Statistical metric learning
Given a training batch B. This work looks each class as a
distribution and we will implement the metric learning from
the statistical view. Denote zi as the feature of xi extracted
from the deep model. XBk = {xs1 ,xs2 , · · · ,xsnk } repre-
sents the samples of the k-th class in the batch. Then, CBk =
{zs1 , zs2 , · · · , zsnk } denotes the extracted features of the k-
th class where nk is the number of the samples in the class.
The sample mean C¯k of the k-th class in B is calculated
as
C¯k =
1
nk
nk∑
i=1
zsi (4)
Then, the variance Ik of the samples of the k-th class in B
can be calculated as
Ik =
1
nk
nk∑
j=1
(C¯k − zj)2 (5)
Since the variance is a measure of how spread out a data
set is, this work will take advantage of the variance of differ-
ent classes in the batchB to formulate the intra-class variance
of the training batch. Then, Lintra can be formulated as
Lintra =
1
Λ
Λ∑
k=1
Ik =
1
Λ
Λ∑
k=1
1
nk
nk∑
j=1
(C¯k − zj)2 (6)
Besides, this work tries to enlarge the Euclidean distance be-
tween the sample means of different classes to enlarge the
inter-class variance.
Linter =
2
Λ2
Λ∑
i 6=j
(C¯i − C¯j)2 (7)
Moreover, denote C0 as the center of all the classes in the
batch
C0 =
1
Λ
Λ∑
k=1
C¯k (8)
The variance of all the means of different classes is calculated
as a diversity regularization to repulse different classes to each
other. It can be formulated as
Ldiversity =
1
Λ
Λ∑
k=1
(C0 − C¯k)2 (9)
The statistical metric learning (SML) penalizes the vari-
ance of each class and the Euclidean distance between the
sample means of different classes. Besides, the SML pe-
nalizes the variance between the sample means of different
classes as the diversity term to repulse different classes from
each other. Then, the loss can be formulated as
L = αLintra − βLinter − λLdiversity (10)
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Fig. 1. Flowchart of the proposed method for hyperspectral image classification. a × b@c describes the dimension of the data
where a, b, and c represent the width, height and the channel of the data. µ denotes the loss weight of the proposed SML in the
training process.
The SML calculates the inter-class and intra-class vari-
ance between the samples in the training batch and is easy
to implement. Moreover, the SML measures the difference
from the class view which can solve the unbalanced training
from unbalanced data. It should also be noted that, as Fig.
1 shows, this work jointly learns the softmax loss and the
proposed SML to take advantage of both the point-to-point
correlation and the class-wise correlation.
2.3. Implementation of the proposed method
The model is trained by the stochastic gradient descent
method and back propagation is used for the training process
of the proposed method [7]. Generally, the main problem for
the training process is to compute the learning loss w.r.t. the
training samples.
The partial of the softmax loss w.r.t. xi can be computed
as Caffe which is the deep framework used in this work (see
[8] for details). The partial of Lintra w.r.t. xi can be com-
puted by
∂Lintra
∂xi
=
2
Λ
Λ∑
k=1
1
nk
I(xi ∈ XBk )(xi − C¯k) (11)
Besides, the partial of Linter w.r.t. xi can be calculated as
∂Linter
∂xi
=
4
Λ2
Λ∑
k=1
1
nk
I(xi ∈ XBk )
Λ∑
l 6=k
(C¯k − C¯l) (12)
The partial of Ldiversity w.r.t. xi can be calculated as
∂Ldiversity
∂xi
=
2
Λ
Λ∑
k=1
1
nk
I(xi ∈ XBk )(C¯k − C0) (13)
Through back propagation with the former equations, the
CNN model can be trained and discriminative features can be
learned from the hyperspectral image.
3. EXPERIMENTS
To further validate the effectiveness of the proposed statistical
metric learning, this work conducts experiments over com-
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Fig. 2. Pavia university dataset. (a) False color composite
(band 10, 60, 90); (b) ground truth; (c) map color.
(a) (b)
Corn no_till
Corn min_till
Soybeans notill
Soybeans min
Soybeans clean
Grass pasture
Hay windrowed
Woods
(c)
Fig. 3. Indian Pines dataset. (a) False color composite (band
30, 60, 90); (b) ground truth; (c) map color.
monly used hyperspectral images, namely the Pavia Univer-
sity and the Indian Pines, and further compares the developed
metric learning with other methods. Pavia University [9] con-
sists of 610× 340 pixels with 115 bands ranging from 0.43 to
0.86 µm (See Fig. 2 for details). 103 channels are used for
experiments due to the noise. 42,776 labelled samples which
are divided into nine classes are selected. Indian Pines [10]
consists of 145 × 145 pixels with 224 spectral channels ran-
ing from 0.4 to 2.45 µm (See Fig. 3 for details). 24 spectral
bands are removed due to the noise and the remainder are used
for experiments. A total of 8598 labelled samples from eight
classes are chosen from the image. In the experiments, 200
samples of each class are used for training and the remainder
Table 1. Classification accuracies (%) of CNN and the pro-
posed method over Pavia University. The results from CNN
are trained with only Softmax loss.
Methods CNN Proposed Method
C
la
ss
ifi
ca
tio
n
A
cc
ur
ac
ie
s(
%
)
C1 98.59± 0.26 99.31± 0.37
C2 98.84± 0.62 99.80± 0.11
C3 95.57± 1.43 96.58± 1.05
C4 98.76± 1.28 99.08± 0.64
C5 100.0± 0.00 100.0± 0.00
C6 99.81± 0.25 99.59± 0.53
C7 99.15± 0.21 99.82± 0.27
C8 97.62± 1.20 98.48± 0.70
C9 100.0± 0.00 100.0± 0.00
OA (%) 98.72± 0.27 99.39± 0.09
AA (%) 98.70± 0.17 99.19± 0.16
KAPPA (%) 98.27± 0.36 99.19± 0.12
for testing.
Caffe [8] is chosen to implement the deep learning frame-
work. In the experiments, the learning rate and the training
epoch is set to 0.001 and 40000, respectively. The tradeoff
parameters α, β, and λ are set to 1, 0.01 and 0.001, sepa-
rately. The loss weight of SML in the training process is set
to 0.0002. The experimental results in the paper are from the
mean and standard variance of ten runs of training and testing.
3.1. Classification Results
The classification results of the proposed method over Pavia
University and Indian Pines are shown in table 1 and 2, re-
spectively. From table 1, we can find that the CNN model
which trained with general softmax loss can obtain 98.72 ±
0.27 over Pavia University dataset while the performance can
achieve 99.39 ± 0.09 when trained with the proposed SML.
As table 2 shows, for Indian Pines dataset, the CNN model
can provide an accuracy of 98.46 ± 0.20 and 98.94 ± 0.30,
respectively. In conclusion, the proposed method can signifi-
cantly improve the representational ability of the CNN model
for hyperspectral image classification.
Table 2. Classification accuracies (%) of CNN and the pro-
posed method over Indian Pines.
Methods CNN Proposed Method
C
la
ss
ifi
ca
tio
n
A
cc
ur
ac
ie
s(
%
)
C1 98.12± 0.87 98.20± 0.59
C2 99.84± 0.19 99.81± 0.30
C3 100.0± 0.00 99.93± 0.14
C4 100.0± 0.00 100.0± 0.00
C5 99.40± 0.57 99.23± 0.51
C6 96.57± 0.96 98.11± 0.79
C7 99.71± 0.49 99.90± 0.17
C8 99.98± 0.04 99.88± 0.22
OA (%) 98.46± 0.20 98.94± 0.30
AA (%) 99.22± 0.02 99.38± 0.15
KAPPA (%) 98.10± 0.24 98.70± 0.36
Besides, Fig. 4 and 5 also show the classification maps
of SVM, CNN, and the proposed method over Pavia Univer-
sity and Indian Pines, separately. By comparisons of Figs. 4
and 5, it can be noted that, the deep model can significantly
improve the performance. Besides, the proposed method can
further improve the representational ability of the CNN model
and discriminate the objects with highly overlappings.
(a) (b) (c)
Fig. 4. Classification maps of Pavia University obtained by
(a) SVM; (b) CNN; (c) Proposed Method.
(a) (b) (c)
Fig. 5. Classification maps of Indian Pines obtained by (a)
SVM; (b) CNN; (c) Proposed Method.
3.2. Classification Performance With Different Number
of Training Samples
To further validate the performance of the proposed method,
in Fig. 6 we provide the classification accuracies of the CNN
model with general softmax loss and the proposed SML over
Pavia University and Indian Pines, respectively. It can be
noted that the proposed SML method obtains better perfor-
mance with different number of training samples. Interest-
ingly, the proposed SML can provide a large improvement
when compared with model trained with general softmax loss
with less training samples. Since the SML considers the cor-
relation from the class view, the number of samples shows
less effects on the performance of SML. However, less sam-
ples can significantly affect the performance of softmax loss.
Therefore, the SML can play a more important role in the per-
formance with less training samples.
3.3. Comparisons with other State-of-the-Art Methods
To comprehensively show the effectiveness of the proposed
method, we compare the developed method with several state-
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Fig. 6. Classification Results of the Proposed method with
different number of training samples per classification over
different datasets.
Table 3. Classification accuracy (Mean ± SD) obtained by
different methods on Pavia University.
Method Accuracy (%)
SIFT[1] 90.73± 0.16
D-DBN-PF[1] 93.11± 0.06
CNN[4] 98.72± 0.27
Proposed Method 99.39± 0.09
of-the-art methods.
Compared with shallow methods, we can find that the pro-
posed method shows better performance than SIFT [1]. Com-
pared with deep methods, it can be noted from table 3 that
the proposed method obtains better performance over Pavia
University when compared with D-DBN-PF (93.11 ± 0.06)
[1] and CNN (98.72 ± 0.27) [4] which are generally used
deep model. Besides, from table 4, we can also find that
the proposed method achieve better performance over Indian
Pines when compared with D-DBN-PF (91.03± 0.12)[1] and
CNN (98.46± 0.20)[4]. In conclusion, the proposed method
can provide better performance when compared with both the
shallow and deep methods over the hyperspectral image.
4. CONCLUSIONS
This work develops a novel statistical metric learning for hy-
perspectral image classification. The developed SML takes
advantage of the sample variance of each class to calculate
the intra-class variance. Moreover, the distances between the
mean value of samples of each class are used to penalize the
inter-class variance. In addition, the variance of the means
of different classes is added as additional diversity regulariza-
tion to repulse different classes from each other. Experimental
results have demonstrated that the proposed method achieves
better performance when compared with other state-of-the-art
methods.
In further work, we would like to apply the proposed
method to other remote sensing datasets. Moreover, other
statistics which can measure the variance of the distribution
is another direction to improve the performance of general
deep learning.
Table 4. Classification accuracy (Mean ± SD) obtained by
different methods on Indian Pines.
Method Accuracy (%)
SIFT[1] 87.65± 0.15
D-DBN-PF[1] 91.03± 0.12
CNN[4] 98.46± 0.20
Proposed Method 98.94± 0.30
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