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Bakalářská  práce   se  zabývá   řízením provozu v  počítačových   sítích  založených  na  protokolu  TCP/IP. 
Cílem je řídit pakety tak, aby se síťový provoz provoz choval předvídatelně podle našich pravidel. K tomuto 
řízení   použijeme   pouze   volně   dostupný   software   –   vybrané   řešení   je   založeno   na   operačním  systému 



















































počátku rozvoje počítačových sítí.  V úplných počátcích nebylo nutné  zajišťovat žádné  QoS, protože plně 

















důležité,   aby   vůbec   nějaký   síťový   provoz   fungoval.   Po   prvních   pomalých   dial­upových   připojeních   (v 




se objevovat vzájemné  ovlivňování  těchto služeb v různé  míře. Velcí  internetoví  provideři  na tyto trendy 





typů   připojení,   či  menších   providerů   kde   nejsou   tyto   služby   poskytnuty,   dochází   často   k   rozčarování 
uživatelů, protože při ovlivňování služeb se degraduje použitelnost celé linky. 







2 PŘEHLED SOUČASNÉHO STAVU
2.1 Co je QoS?



























Nejčastěji  se s ní  setkávají  uživatelé   internetového připojení   i když  si  jej  v drtivé  většině  případů  vůbec 
Typ služby
Požadavky na QoS
Šířka pásma Latence Jitter Ztrátovost
Email malá velká velký velká
FTP velká velká velký velká
SSH (Telnet) velmi malá malá malý střední
Streaming velká malá střední malá
Videokonference velká velmi malá velmi malý malá
VoIP malá velmi malá velmi malý malá
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neuvědomují.   Podstatou   této   služby   je   také   transparentnost,   tudíž   nezávislost   na   samotném   nastavení 
uživatele. V současné době stoupají nároky na on­line interaktivní provoz jako je IP telefonie, online hry, 
streamované video či začínající širší použití videokonferencí. Všechny tyto služby jsou z pohledu uživatele 
poskytovány  na   jediné   lince.  V  zájmu  každého   internetového  providera   je   zajistit   provoz   těchto   služeb 
uživateli tak, aby uživatel stahující si velký soubor z FTP, který během čekání na konec stahování ještě zavolá 
pomocí  IP telefonu svému známému a u toho si ještě na webových stránkách prohlíží streamované video 
neměl   šanci   poznat   degradaci   těchto   služeb.   Tomuto   lze   zabránit   dvěma   způsoby   –   buď   dostatečně 
dimenzovanou   linkou,   nebo   nasazením  QoS   založeném  na   priorizaci   provozu.   Samozřejmě   dostatečně 
dimenzovaná linka je dražší pro uživatele i providery, takže se velmi často využívá QoS doplněné ještě FUP 











Vzhledem k  naprosté   převaze  protokolu  TCP/IP  v  počítačových   sítích   je   největší   výběr   způsobu  řízení 
dostupná právě pro tento protokol.
2.2.1 Řízení hardwarové
Zajištění  QoS pomocí  hardwarových prostředků   jsou v drtivé  vetšině  případů   zajištěny proprietárním 
firmwarem, který spolupracuje a využívá funkce podporované hardwarem. Nejznámější zástupce je zřejmě 
proprietární   technologie  Motorola  Canopy.  V  této  bakalářské  práci   se  hardwarovou podporou nebudeme 
zabývat, neboť softwarové řízení nám dává větší rozptyl nasazení.
2.2.2 Řízení softwarové






zprovoznit   na   standartním   počítačovém   hardwaru.   Jejich   největší   nevýhoda   není   tak   zřejmá   –   pro 
zprovoznění kvalitního a funkčního řešení je zapotřebí problematice hlouběji porozumět  a z toho vyplývající 
nutnost více času na nastudování a zprovoznění.
2.3 Nekomerční softwarově zajištěné QoS






























v  Berkeley.  Přes  deset   let  práce bylo věnováno vylepšování,  bylo přidáno v současných počítačích stále 
běžnější SMP, vícevláknování a zlepšena síťová výkonnost. Dále byly přidány nové administrátorské nástroje, 




2.3.2 Paketový firewall PF
Paketový firewall PF (Packet Firewall), je moderní paketový firewall, který je od začátku vyvíjen pro systém 




















případech   ale   samozřejmě   platí   stejné   schéma datového   toku   paketů.   Paket   který   je   řízen,   vstupuje  na 
rozhraní do rozhodovací logiky firewallu, který dále určí cestu paketu (povolí, zahodí, atd...) a zároveň ještě 
označí paket podle námi zadaných pravidel. Takto označený paket, putuje do plánovače (sheduler), což je 
algoritmus   který   dále   řídí   provoz.   Složitost   těchto   pravidel   je   dána   nejen   nastavením,   ale   i   použitím 
konkrétního plánovače.  Plánovač   již  rozřadí  pakety do front.  Z těchto front paket opouští  řízení  provozu 







citlivý   na  zpoždění,   protokol  FTP na  zpoždění   citlivý   relativně   není.   Je   to  dáno  tím, že  SSH protokol 
používáme v drtivé většině pro interaktivní přístup – typicky jako vzdálená konzole – v tomto případě tedy 
při zmáčknutí klávesy na lokálním PC, chceme vidět okamžitou změnu i na vzdálené konzoli. Naproti tomu 
stahování  dat pomocí  FTP obslouží  FTP klient,  takže si nevšimneme ani dlouhé  prodlevy. Tato prodleva 
může pouze vyvodit  ve svém důsledku snížení   rychlosti.  Pokud nepoužijeme žádné  další   řízení   front   je 
možné, že při vetším zatížení FTP, budou tyto pakety obslouženy na úkor SSH, které se začne zpožďovat. V 
případě většího nárůstu provozu, se po překročení velikosti fronty začnou pakety zahazovat a SSH si díky 

























Priority  Queueing   (PRIQ)   přiřazuje   více   front   jednomu   rozhraní   s   tím,   že   každá   fronta  má   přiřazenu 
jedinečnou úroveň priority. Fronta s vyšší prioritou je vždy zpracována dřív než fronta s nižší prioritou.
Struktura   front  PRIQ  je  plochá   ­  nemůžete  vytvořit   fronty  uvnitř   front.   Je   stanovena   root   fronta,  která 




























nebude zahozen. Pokud průměrná  délka fronty překračuje maximální  práh, potom  všechny  nově  příchozí 
pakety budou zahozeny. Pokud je průměr mezi prahovými hodnotami, pakety budou zahazovány na základě 
pravděpodobnosti   počítané   z   průměrné   velikosti   fronty.   Jinak   řečeno,  čím více   se   velikost   fronty   blíží 





zahazovány z několika spojení  současně.  Pokud například dojde k zahlcení  routeru zpracovávajícího data 
deseti FTP spojení a pakety ze všech (nebo většiny) budou zahozeny (což se děje u FIFO front), dojde k 
prudkému   poklesu   celkové   propustnosti.   To   není  moc   ideální,   protože   u   všech   FTP   spojení   poklesne 
propustnost a zároveň nebude využit maximální potenciál sítě. RED tomu zabraňuje náhodným výběrem ze 
kterého   spojení   zahodit   pakety,   místo   zahození   všech.   Spojení   využívající   více   pásma   mají   větší 
pravděpodobnost zahození paketu. Tím jsou spojení náročnější na pásmo přiškrcena a zahlcení je zabráněno. 





CBQ je první  algoritmus,  který  nabídl stromové  členění   toku a dokáže  tak data rozdělovat  do  tříd a 




HTB  je   dostupný   pouze  na  platformě   Linux  kde   je   vyvinut   jako   náhrada  CBQ  se   snazší   konfigurací. 

















Největší  možnou je root  fronta,  která  definuje celkovou dostupnou šířku pásma.  Z ní   jsou vytvářeny 










Hierarchie  může  být  dále   rozšířena  definováním front  uvnitř   front.  Pro   rozdělení   pásma mezi   různé 














Fronta  může být  nastavena  tak,  aby si  půjčovala pásmo od svého rodiče,  pokud ten má  přebytečnou 







Pokud provoz ve frontě  ftp  překročí  9Mbps a provoz ve frontě  UzivatelA  je  maximálně  vytížen na 
1Mbps, fronta ftp si vypůjčí přebytečné pásmo od UzivatelB. Tímto způsobem může ftp využít více 
než přiřazené pásmo, pokud je přetíženo. Když se ve frontě UzivatelB zvýší zátěž, vypůjčené pásmo bude 
































routerem),  můžeme na   tomto   routeru   rozdělit  veškerý   externí   provoz.  Můžeme  na   tomto  místě   rozdělit 
jednotlivým uživatelům rychlosti externí linky i prioritu provozu. Pro gateway (jakožto centrálního routeru 











Je  vhodné   aby hraniční   router  měl  pouze 2  síťová   rozhraní.   Jedno rozhraní  bude pro externí   provoz 
(vetšinou tedy provoz do internetu – upload) a druhé rozhraní pro interní provoz (tedy ten, který směřuje 
dovnitř naší lokální sítě). Vzhledem k vlastnosti, že ovlivňovat můžeme pouze odchozí provoz, na externím 











DATA – prio 1
WEB – prio 4
BULK – prio 0
2Mbit
DATA – prio 1
WEB – prio 4
BULK – prio 0
2Mbit
DATA – prio 1
WEB – prio 4
BULK – prio 0
nMbit
DATA – prio 1
WEB – prio 4
BULK – prio 0
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používá   techniky,  které  nejsou z  pohledu  jaderných  programátorů   “čisté“.  BSD systémy mají  obdobu v 
podobě pipe, které ovšem umožní jen základní rozdělení rychlosti – bez vnořených podtříd a bez půjčování 
nevyužitého pásma.
4.2 Shaping pro tranzitní router
Shaping pro tranzitní router je v tomto řešení mnohem jednodušší. I tak se ale dá provést dvěma hlavními 
shedulery – buď čistě pomocí sheduleru PRIQ, nebo pomocí sheduleru HFSC+PRIQ.







Pro   základní   rozvržení   tranzitního  provozu  potřebujeme  vědět   celkovou  velikost   toku,   kterou   je 










nejčastěji  bezdrátových  síťových  karet.  Rychlost  bezdrátových   síťových  karet   je   totiž   halfduplexní,   takže 
ROOT třída
18Mbit
WEB – prio 7
Mail – prio 9
DATA – prio 4
VoIP – prio 13
SSH – prio 15
INT – prio 11
BULK – prio 0





































nastavené   agregaci   se   jedná  o  cca 30 skupin  jejichž  nastavení   je  úplně  stejné   a   liší  se  pouze drobnými 
úpravami   názvu   (číslo   skupiny).   Proto   jsem   se   v   této   bakalářské   práci   rozhodl   ukázat   použití   na   3 
uživatelských skupinách (skupiny s rychlostí  provozu 1Mbit) a 2 systémových skupin pro VoIP a ostatní 
realtime provoz a původní skripty budou umístěny v dodatcích.
 5.1 Rozřazení skupin









Pro samotné  rozřazení  se používá  skript  sorting.sh.  Jedná  se o shellový  skript,  který  dělá  3 základní 
operace. Tento skript načítá ze souboru uzivatele IP adresy a k nim zadané rychlosti. Podle rychlostí řadí IP 
adresy do požadovaných skupin, které ukládá do souborů. Ve skriptu je nastaven maximální možný počet IP 




Samozřejmě   je  více   typů   těchto  vygenerovaných  souborů   a  proto  je  pro  IP  adresy  s   rychlostí  2Mbit 
použita sada souborů pojmenovaných sk2048_1 až 2048_N, kde N je číslo, které vyjde po rozřazení všech IP 
adres.  Pokud například nastavíme agregaci  1:30 pro skupiny s   rychlostí  2048kbit  a  v  souboru uživatele 







256Kbit).  Skupina s  rychlostí  1Mbit  bude však použita  vícekrát.    Těchto skupin bude více díky použití 
vlastnosti   firewallu  PF,  kdy umožňuje  načíst  více   IP adres  do   tabulek  a   tyto  tabulky  dále  používat  pro 
rozřazování paketů. Proto budou vytvořeny tabulky obsahující maximálně 20 IP adres, což v našem řešení 
bude odpovídat také maximální agregaci. Navíc budou tyto 1Mbit skupiny obsahovat ještě další podskupiny 
které  budou použity  pro priorizaci  provozu v  rámci hlavní  1Mbit   třídy.  Skupiny s   rychlostí    512Kbit  a 
256Kbit nebudou obsahovat další podskupiny, budou však mít nastaveny různé priority, které budou vyšší 
než   standardní   1Mbit   třída.  Tyto  skupiny  budou zajišťovat   interaktivní  provoz  nezávisle  na   jednotlivých 




 5.2 Příprava FreeBSD - instalace systému a příprava jádra
Stáhneme   CD   ISO   image   s   nejnovější   verzí   FreeBSD.   Odkaz   pro   stáhnutí   je   například   zde: 
ftp://ftp.freebsd.org/pub/FreeBSD/.   Po   stažení   a   vypálení   nainstalujeme   systém   v   konfiguraci   kterou 
potřebujeme.   Budeme   však   navíc   potřebovat   zdrojové   kódy   jádra,   protože   podpora   ALTQ,   není   v 























Tyto   příkazy   nám   zajistí   kompilaci   nového   kernelu   s   podporou   ALTQ,   kterou   jsme   zapnuli   v 
konfiguračním souboru a také zkopírování souborů do adresáře /boot/kernel. Původní kernel je přesunut do 
adresáře   /boot/kernel.old.   V   případě   jakýchkoliv   problémů   při   bootování   nového   jádra   pak   můžeme 
nabootovat původní distribuční jádro. Poté stačí systém FreeBSD restartovat a podpora pro ALTQ bude v 
novém jádře zapnuta.
 5.3 Konfigurace systému
V základní instalaci je již PF předkonfigurován na co největší bezpečnost s defaultní politikou DENY. 
Není ovšem zapnut. Samotné zapnutí firewallu PF je třeba zapnout v souboru /etc/default/rc.conf. Najdeme a 
zeditujeme   řádek  pf_enable=“NO“  na  pf_enable=“YES“.  Touto   volbou   zapneme   firewall   při 
každém bootování. Ručně je možno zapnout PF pomocí pfctl ­e , vypnout pomocí pfctl ­d . Toto zapnutí ale 
nenahraje žádná pravidla firewallu. Pouze zapne firewall, který má prázdnou sadu pravidel, tudíž nefiltruje 











































Jsou   používány   jako   uložení   skupiny   IP   adres.   Vyhledávání   v   tabulkách   je  mnohem   rychlejší   než   v 
seznamech,  či  přímo v zápisech pravidel,  proto se výborně  hodí  pro naše použití,  při  kterém dochází  k 
prohledávání několika souborů IP adres. Další vlastností tabulek totiž je, že mohou být naplněny ze souboru, 
kde každá   IP adresa zabírá  právě   jeden řádek.  Pro zavedení   tabulky se použije  direktiva table doplněná 
závorkami s názvem tabulky, následovaná složenými závorkami se seznamem adres.
table <ukazka> {192.168.1.0/24, 192.168.2.0/24 }













Jedná   se  o  normalizaci  paketů   tak,  aby se  odstranili  nejednoznačnosti  v  interpretaci  na cílové  destinace 




takže   již   při   jeho   navrhování   se   počítalo   s   podobnými   funkčnostmi.   Na   rozdíl   od   již   zmiňovaných 
IPTABLES, do kterých byly funkce na markování a řazení paketů do front přidány až při pozdějším vývoji. Z 





 5.4 Nastavení queuingu pomocí ALTQ
Syntaxe nastavení shapingu rozhraní v souboru /etc/pf.conf [7]:
altq on  interface  scheduler  bandwidth  bw  qlimit  qlim  tbrsize  velikost  queue { 
queue_list }




















































• queue_list  – seznam podtříd pro které  je nadřazena tato třída. Tuto volbu je možné použít 
pouze s plánovačem CBQ a HFSC. 
• upperlimit – (HFSC) – definuje nejvyšší možnou rychlost fronty
• realtime  – definuje vždy vyhrazenou šířku pásma fronty.  V podstatě  se  jedná  o minimální 
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garantovanou rychlost. Pouze u HFSC

















provozu směřujícího do internetu.  Podtřída 1M1_n_web je určena převážně  pro webový  provoz, který   je 
nadefinován v jiné části skriptu pf.conf. Bandwidth je u všech podskupin nastaven na 1%, protože v definici 
podtříd má význam vyhrazení pásma. V tomto případě je největší část pásma sdílena i s ostatními třídami až 








Třída   bulk   je   třída   s   nastavenou  nejnižší   prioritou.  Do   této   třídy   řadíme veškerý   ostatní   provoz,   který 
nevyhoví předchozím pravidlům a nadefinovaným skupinám provozu. Z velké části se bude jednat o provoz 
různých  P2P sítí,   a   služeb  které  nevyužívají  pevně   dané   porty.  Tyto  služby proto  budou obsluhovány s 






















Pro nastavení  příchozího provozu využijeme všech předchozích poznatků   a  nastavení  platná  pro upload. 
Jedinou změnou bude přejmenování těchto tříd a jejich nastavení na jiné síťové rozhraní. V našem případě 
tedy podle předchozího nastavení bude skript vypadat následovně:
altq   on   $int_if   hfsc   bandwidth   25Mb   qlimit   50   queue   {   voip_sit,   int_sit, 
1M1_sit, 1M2_sit, 1M3_sit }
queue   voip_sit   bandwidth   512Kb   qlimit   15   priority   7   hfsc(realtime   512Kb 
upperlimit 1Mb)
















Translation)   je   síťová   technika,   která   ve  výsledku  umožňuje  použití   jedné   IP  adresy  pro  několik,  které 
používáme za rozhraním na kterém máme spuštěný NAT.
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který   je  podtřídou skupiny 1M1. V tomto nastavení  má  prioritu 4. Podtřída web má  díky tomu nejvyšší 
prioritu v třídě 1M1 a zaručí, že webový provoz bude mít přednost před ostatním provozem, zároveň však 
maximální rychlost nepřekročí rychlost podtřídy 1M1 (tedy 1Mbit).















































řadily do těchto tříd, snížili  by jsme si celkovou propustnost na polovinu. Naneštěstí  díky použití  NATu, 
nemůžeme použít pro markování provozu externí rozhraní. Použijeme k tomu drobného triku, kterým provoz 








































Při  bližším prozkoumání   těchto   skriptů   si   všimněme hlavního   rozdílu  pro   samotné  markování   provozu. 
Markování totiž provádíme na jednom rozhraní, proto pro samotné odlišení příchozího provozu (download) 




 5.2 Nastavení shapingu pro tranzitní router
Již   podle   teoretické  části   této   bakalářské   práce  víme,  že  pro   shaping   tranzitního  provozu  nám stačí 
jednodušší rozvržení tříd. Toto jednodušší rozvržení se samozřejmě promítne i v praktickém zápisu skriptů. 






















V  našem  případě   tedy   nadefinujeme  makra,   které   použijeme   pro   rozřazení   druhů   provozu.  Veškeré 




















18Mbit,   která   obsahuje   fronty    iface0_ssh,   iface0_voip,   iface0_int,   iface0_web, 
iface0_mail, iface0_data, iface0_bulk .  Tyto fronty již nemají (v případě scheduleru PRIQ ani 











pass   out   quick   on   $iface0   inet   proto   tcp   from   any   port   ssh   to   any   queue 
iface0_ssh














































Navíc díky použití  maker umožňuje  jednoduché  doplnění  priority nových služeb,  pouhým doplněním 
čísla   portu.  V  případě  že  potřebujeme  vytvořit   novou   třídu  priorit,   lze   to   zařídit   jednoduchou  úpravou 




bude  možné   toto   řešení   použít   i   na   síti,   která   bude   více  multiplatformní.   V   současné   době   je   tato 
multiplatformnost   omezena  na   systémy BSD.   Je   samozřejmě  možná   i   komunikace   s   routery   na   jiných 
systémech,  nicméně  nejlepších výsledků   jsem v reálném provozu dosáhl za použití  BSD a PF na všech 
routerech. Těchto routerů je v současné době ve firmě ITSolutions cca 30.
Toto řešení snížilo ztrátovost na linkách způsobenou zahlcením současného provozu z několika zdrojů a 
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 8.1 Seznam příloh
pf.conf.gw – skript nastavení shapování pro hraniční router
pf.conf.tranzit – skript nastavení shapování pro tranzitní router
 8.2 Výpis skriptu pro shaping na hraničním routeru
Tento skript je z důvodu jeho velikosti přiložen pouze v elektronické podobě.




















































altq  on   $iface4  priq   bandwidth   3Mb  queue   {   iface4_ssh,  iface4_voip,  iface4_int,   iface4_web, 
iface4_mail, iface4_data, iface4_bulk }
    queue iface4_ssh priority 15 priq(red)
    queue iface4_voip priority 13 priq
    queue iface4_int priority 11 priq
    queue iface4_mail priority 9 priq(red)
    queue iface4_web priority 8 priq(red)
    queue iface4_data priority 3 priq(red)
    queue iface4_bulk priority 1 priq(red default)
altq on $iface5 priq bandwidth 80Mb queue { iface5_ssh, iface5_voip, iface5_int, iface5_web, 
iface5_mail, iface5_data, iface5_bulk }
    queue iface5_ssh priority 15 priq(red)
    queue iface5_voip priority 13 priq
    queue iface5_int priority 11 priq
    queue iface5_mail priority 9 priq(red)
    queue iface5_web priority 8 priq(red)
    queue iface5_data priority 3 priq(red)
    queue iface5_bulk priority 1 priq(red default)
    
pass out quick on $iface0 inet proto tcp from any port ssh to any queue iface0_ssh
pass out quick on $iface0 inet proto tcp from any to any port ssh queue iface0_ssh
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pass out quick on $iface0 inet proto udp from any port $voip to any queue iface0_voip
pass out quick on $iface0 inet proto udp from any to any port $voip queue iface0_voip
pass out quick on $iface0 inet proto { tcp,udp } from any port { http,https } to any queue 
iface0_web
pass out quick on $iface0 inet proto { tcp,udp } from any to any port { http,https } queue 
iface0_web
pass out quick on $iface0 inet proto { tcp,udp } from any port $mail to any queue iface0_mail
pass out quick on $iface0 inet proto { tcp,udp } from any to any port $mail queue iface0_mail
pass out quick on $iface0 inet proto { tcp,udp } from any port $data to any queue iface0_data
pass out quick on $iface0 inet proto { tcp,udp } from any to any port $data queue iface0_data
pass out on $iface0 from any to any queue iface0_bulk
pass out quick on $iface1 inet proto tcp from any to any port ssh queue iface1_ssh
pass out quick on $iface1 inet proto tcp from any port ssh to any queue iface1_ssh
pass out quick on $iface1 inet proto tcp from any to any port $voip queue iface1_voip
pass out quick on $iface1 inet proto tcp from any port $voip to any queue iface1_voip
pass out quick on $iface1 inet proto icmp from any to any queue iface1_int
pass out quick on $iface1 inet proto udp from any to any port $int queue iface1_int
pass out quick on $iface1 inet proto udp from any port $int to any queue iface1_int
pass out quick on $iface1 inet proto { tcp,udp } from any to any port { http,https } queue 
iface1_web
pass out quick on $iface1 inet proto { tcp,udp } from any port { http,https } to any   queue 
iface1_web
pass out quick on $iface1 inet proto { tcp,udp } from any to any port $mail queue iface1_mail
pass out quick on $iface1 inet proto { tcp,udp } from any port $mail to any queue iface1_mail
pass out quick on $iface1 inet proto { tcp,udp } from any to any port $data queue iface1_data
pass out quick on $iface1 inet proto { tcp,udp } from any port $data to any queue iface1_data
pass out on $iface1 from any to any queue iface1_bulk
pass out quick on $iface2 inet proto tcp from any to any port ssh queue iface2_ssh
pass out quick on $iface2 inet proto tcp from any port ssh to any queue iface2_ssh
pass out quick on $iface2 inet proto tcp from any to any port $voip queue iface2_voip
pass out quick on $iface2 inet proto tcp from any port $voip to any queue iface2_voip
pass out quick on $iface2 inet proto icmp from any to any queue iface2_int
pass out quick on $iface2 inet proto udp from any to any port $int queue iface2_int
pass out quick on $iface2 inet proto udp from any port $int to any queue iface2_int
pass out quick on $iface2 inet proto { tcp,udp } from any to any port { http,https } queue 
iface2_web
pass out quick on $iface2 inet proto { tcp,udp } from any port { http,https } to any   queue 
iface2_web
pass out quick on $iface2 inet proto { tcp,udp } from any to any port $mail queue iface2_mail
pass out quick on $iface2 inet proto { tcp,udp } from any port $mail to any queue iface2_mail
pass out quick on $iface2 inet proto { tcp,udp } from any to any port $data queue iface2_data
pass out quick on $iface2 inet proto { tcp,udp } from any port $data to any queue iface2_data
pass out on $iface2 from any to any queue iface2_bulk
pass out quick on $iface3 inet proto tcp from any to any port ssh queue iface3_ssh
pass out quick on $iface3 inet proto tcp from any port ssh to any queue iface3_ssh
pass out quick on $iface3 inet proto tcp from any to any port $voip queue iface3_voip
pass out quick on $iface3 inet proto tcp from any port $voip to any queue iface3_voip
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pass out quick on $iface3 inet proto icmp from any to any queue iface3_int
pass out quick on $iface3 inet proto udp from any to any port $int queue iface3_int
pass out quick on $iface3 inet proto udp from any port $int to any queue iface3_int
pass out quick on $iface3 inet proto { tcp,udp } from any to any port { http,https } queue 
iface3_web
pass out quick on $iface3 inet proto { tcp,udp } from any port { http,https } to any   queue 
iface3_web
pass out quick on $iface3 inet proto { tcp,udp } from any to any port $mail queue iface3_mail
pass out quick on $iface3 inet proto { tcp,udp } from any port $mail to any queue iface3_mail
pass out quick on $iface3 inet proto { tcp,udp } from any to any port $data queue iface3_data
pass out quick on $iface3 inet proto { tcp,udp } from any port $data to any queue iface3_data
pass out on $iface3 from any to any queue iface3_bulk
pass out quick on $iface4 inet proto tcp from any to any port ssh queue iface4_ssh
pass out quick on $iface4 inet proto tcp from any port ssh to any queue iface4_ssh
pass out quick on $iface4 inet proto tcp from any to any port $voip queue iface4_voip
pass out quick on $iface4 inet proto tcp from any port $voip to any queue iface4_voip
pass out quick on $iface4 inet proto icmp from any to any queue iface4_int
pass out quick on $iface4 inet proto udp from any to any port $int queue iface4_int
pass out quick on $iface4 inet proto udp from any port $int to any queue iface4_int
pass out quick on $iface4 inet proto { tcp,udp } from any to any port { http,https } queue 
iface4_web
pass out quick on $iface4 inet proto { tcp,udp } from any port { http,https } to any   queue 
iface4_web
pass out quick on $iface4 inet proto { tcp,udp } from any to any port $mail queue iface4_mail
pass out quick on $iface4 inet proto { tcp,udp } from any port $mail to any queue iface4_mail
pass out quick on $iface4 inet proto { tcp,udp } from any to any port $data queue iface4_data
pass out quick on $iface4 inet proto { tcp,udp } from any port $data to any queue iface4_data
pass out on $iface4 from any to any queue iface4_bulk
pass out quick on $iface5 inet proto tcp from any to any port ssh queue iface5_ssh
pass out quick on $iface5 inet proto tcp from any port ssh to any queue iface5_ssh
pass out quick on $iface5 inet proto tcp from any to any port $voip queue iface5_voip
pass out quick on $iface5 inet proto tcp from any port $voip to any queue iface5_voip
pass out quick on $iface5 inet proto icmp from any to any queue iface5_int
pass out quick on $iface5 inet proto udp from any to any port $int queue iface5_int
pass out quick on $iface5 inet proto udp from any port $int to any queue iface5_int
pass out quick on $iface5 inet proto { tcp,udp } from any to any port { http,https } queue 
iface5_web
pass out quick on $iface5 inet proto { tcp,udp } from any port { http,https } to any   queue 
iface5_web
pass out quick on $iface5 inet proto { tcp,udp } from any to any port $mail queue iface5_mail
pass out quick on $iface5 inet proto { tcp,udp } from any port $mail to any queue iface5_mail
pass out quick on $iface5 inet proto { tcp,udp } from any to any port $data queue iface5_data
pass out quick on $iface5 inet proto { tcp,udp } from any port $data to any queue iface5_data
pass out on $iface5 from any to any queue iface5_bulk
