Due to the limitations of fluorescence imaging techniques, the study of intracellular cargo is typically restricted to two-dimensional analyses. To overcome low light levels and the risk of phototoxicity, we employ quantitative phase imaging, a family of full-field imaging techniques that measure the optical path length shift introduced by the specimen. Specifically, we use spatial light interference microscopy (SLIM) to study the transport of mass in whole tomographic volumes and show that a time-correlation technique, dispersionrelation phase spectroscopy (DPS), can be used to simultaneously assay the horizontal and vertical traffic of mass through a cell. To validate our method, we compare the traffic inside cell bodies and neuronal extensions, showing that the vertical transport of mass may prove a more sensitive and interesting metric than similar measurements limited to a 2D, horizontal plane. V C 2017 International Society for Advancement of Cytometry Key terms intracellular vesicular traffic; quantitative phase imaging; tomography; microscopy; dynamic light scattering; interferometric imaging Live cells exhibit complex mass transport mechanisms that are spatiotemporally scaledependent (1). This transport is achieved through passive, diffusion driven, as well as active, molecular motor driven, phenomena. Traditionally, intracellular traffic has been studied using time-lapse fluorescence imaging. Fluorescence correlation spectroscopy was developed to probe the diffusion coefficients at particular points in space (2,3). Later, this approach was generalized to cover the dynamic behavior at a range of spatial scales (4-6). It is known that fluorescence techniques provide valuable molecular specificity, a capability that, unfortunately, comes with limitations of photobleaching and phototoxicity, as well as low light levels. Interestingly, the photobleaching effect can be exploited to extract information about the diffusion of various molecular species (7).
time series. In this article, we apply DPS, to time-resolved tomograms obtained by full-field white-light QPI. We report the results in terms of diffusion coefficients and spread of advection velocities in low-density neural networks. We found statistically significant differences between transport in the somas (neuron bodies) vs. neurites and longitudinal vs. transverse traffic.
METHODS

Sample Preparation
As described in (15) , cortical neurons were cultured and maintained from early postnatal mice (P0-P1, C57BL/6). All animal procedures were carried out in accordance with approved protocols from the Institutional Animal Care and Use Committees (IACUC) at the University of Nebraska Medical Center and the University of Illinois at UrbanaChampaign, in accordance with the recommendations in the Guide for the Care and Use of Laboratory Animals of the National Institutes of Health (Animal Assurance PHS: # A3294-01, Protocol Number: 10-033-08-EP). Frozen neurons were rapidly thawed at 378C. Following (16) neurons were plated on poly-D-lysine-coated 35 mm glass Petri dishes at a low density ($65 cells per mm 2 ) and grown at 378C, in the presence of 5% CO 2 , in standard maintenance media containing Neurobasal V R supplemented with B-27 (Invitrogen, Waltham, Massachusetts, USA), 1% 200 mM glutamine (Invitrogen) and 1% penicillin/streptomycin (Invitrogen). Half the media was aspirated bi-weekly and replaced with fresh maintenance media warmed to 378C. Live imaging studies took place after 3 and days in vitro.
Microscopy
Time-lapse quantitative phase tomograms were acquired every 60 s for 30-min intervals using a Cell Vista SLIM Pro module (Phi Optics, Inc., Champaign, Illinois, USA) coupled to a Zeiss Z1 microscope (63 3 /1.4 NA objective). The imaging system is presented in Figure 1 and the SLIM technique is described in more detail in Ref. 17 .
A hallmark of this approach is our ability to use the high performance optical assembly of a commercial microscope, essentially to achieving the same diffraction-limited resolution as the underlying optical system. The expected transverse resolution of our system is 1:22k=ðNA c 1NA Ob Þ50:34 lm, which is compatible with the maximum frequency detected in our analysis, 1=0:29 lm 21 . A volume of 142 3 106 3 6.5 lm 3 was selected to conserve hard disk space, although, in principle, it is possible to acquire larger fields of view (similar challenges are discussed in Ref. 18 ). At present, each z-slice slice in the tomographic volume takes approximately 170 ms to acquire. Of this time, 90 ms is used to move the piezo focus, while each of the four frames is allowed a 10 ms SLM stabilization period followed by 10 ms of exposure. Owing to our software implementation, and six Samsung 840 SSDs configured in RAID0, writing files to the hard disk is completely masked by the acquisition process.
Once assembled, the tomographic phase data occupied approximately 2 TB of space. To account for drifts in the stage and focus, the time-lapse tomograms were registered using MATLAB TM . The aligned data are manually segmented into regions of interests, corresponding to neuron bodies and neurites (Fig. 2) . In total, 94 bodies and 138 neurites were evaluated, across three 35 mm dishes imaged over the course Figure 1 . Imaging system. The SLIM add-on (B) enhances a phase contrast microscope (A) by measuring the phase-shift associated with the object transmission function. As in phase contrast, the total field on the detector (U) is a superposition of the transmitted (Udc) and sample perturbed fields (Uac) (C). In our design, a phase ring is matched to an external pupil plane (D), and Uac is modulated in p/2 increments by a spatial light modulator (SLM). From four such images, we recover the phase shift due to the object (/). [Color figure can be viewed at wileyonlinelibrary.com]
Original Article of a 2-day period. After the ROIs were located, the system ran without supervision.
Dispersion-Relation Phase Spectroscopy (DPS)
To characterize mass transport, we perform dispersionrelation phase spectroscopy (14) . This method of analysis yields a relationship between the temporal bandwidth fluctuations and the diffusion/advection coefficients characterizing the mass flow (Fig. 3) . These parameters measure the degree of random and directed motion, and the spatial scales at which each is dominant. Here the mass density, g q; t ð Þ, is assumed to follow the diffusion-advection equation, namely
where D is the diffusion coefficient, and v is the velocity of directed motion. Following the derivation in Ref. 19 , the autocorrelation of the imaging field becomes:
where hg q; s ð Þi v is the spatial Fourier transform of the temporal autocorrelation and hi v indicates ensemble averaging over the velocity distribution. Here, v 0 is the mean velocity and Dv represents the variance of the velocity distribution. As the sample is stationary, v 0 is typically negligible over the field view. Furthermore, the volumes are digitally aligned before computation ensuring that this value is minimal. It is worth stressing that our 3D acquisition is robust to "focus drift" defects that otherwise perturb 2D dynamic light scattering measurements.
Thus, the decay at each spatial frequency, C(q), can be used to characterize the behavior of the sample,
To obtain a tractable expression for C, we note that C is the standard deviation of the power spectrum; Original Article
For most samples the mass transport is equally probable in both directions, the average frequency is zero, hxi50, and the second moment can be written as (20) :
where g q; x ð Þ is the Fourier transform of g q; t ð Þ along the temporal dimension. The integral on the right-hand side, can be calculated in the time domain as:
An interesting feature of this expression is the implicit correction (deconvolution) of the microscope's time-invariant 3D point-spread function [PSF q ð Þ,
Thus, the dispersion relation can be calculated by, essentially, differencing along the time axis the spatial Fourier transform of the time series volumes, g q; t ð Þ (Fig. 3b) . To distinguish between transport along horizontal from transport along the vertical axes, the data is separated into XY ("transverse") and YZ ("medial") planes (Fig. 3c) .
SPATIAL SCALES
Due to the diversity of transport phenomena in a living cell, the diffusion coefficients and applicable spatial scales are expected to vary between individual specimen. To find the applicable spatial frequency range (k min and k max in Fig. 3) , we perform an exhaustive search of all possible ranges and apply a metric to eliminate ranges that do not fit the q 2 or q behavior (Fig. 4) . Specifically, our algorithm proceeds by choosing a window size (i.e., 3 frequency bins starting at q 1 ) over which we perform a polynomial fit. The window is then shifted to the next frequency bin (i.e., 3 frequency bins starting at q 2 ). In this way, the algorithm covers the entire dispersion curve for a particular bin size (C for each q). Then the same computation is performed at a larger window size (i.e., 4 frequency bins). This procedure traverses the entire parameter space to extract the diffusion and advection spread for every window size, at every frequency bin (Fig. 4 , "initial parameter space"). Our constraint demands that both the linear and quadratic behavior are present simultaneously, such that we infer both the velocity spread and diffusion coefficient. In other words, regions that fit one behavior and yield unphysical values for the second (e.g., either negative diffusion coefficient or negative velocity spread) are eliminated.
The vast majority of such frequency windows and range pairs result in diffusion/advection coefficients that are not valid according to our model (Fig. 4, black area) , whereby either one of the coefficients is negative. It is worth noting that the primary reason why pairs are eliminated is the dominance of either advection or diffusion for those size scales (Fig. 4, red  area) . When one term dominates, a polynomial fit will often have a slight negative coefficient in the other term. Obviously, in these cases one would fit for only advection or diffusionbut not both (as we did). Yet, fitting for only one coefficient is not a viable strategy for dimensionality reduction because then almost all scales would be valid. Instead we investigate both advection and diffusion coefficients, and from this set of valid spatial scales, we apply a constraint that selects for the first large, continuous, spatial scale. In our implementation, the curve fitting is performed using a QR decomposition as implemented by the Eigen library (21, 22) . The order of algorithm of the search is approximately O 1=2n
Þwhere n is a side of the 3D volume. Given the speed of a modern computer and the optimizations afforded by the C11 programing language, an exhaustive search of frequency scales composed of over a thousand elements can be comfortably computed in under a second. A notable outcome of this procedure is the automatic exclusion of data outside the diffraction limit.
In summary, our processing technique reduces a time series of tomographic data, for each cell body or neurite, into two curves representing XY and YZ motion. These curves are then automatically analyzed to yield diffusion and advection spread coefficients, characterizing the behavior of the selected region.
RESULTS
An analysis of advection velocities illustrates the advantages of acquiring full-field tomographic data. Looking at the XY plane, it appears that the median advection spread is 44% greater in cell bodies compared with nuerites. Yet, a more thorough analysis using the Mann-Whitney U test (23) shows that this conclusion is not statistically sound, with a test value of P values 5 0.12, above the 0.05 threshold for Figure 4 . Automatic curve fitting determines the scale characteristic to transport phenomena. In our exhaustive search, the diffusion and advection spread coefficients are calculated for every possible window size and position. Negative coefficient pairs are pruned, resulting in a "reduced parameter space". From this set of valid choices, we automatically select the longest continuous window. In this case we choose a window size of 18 bins starting from frequency window 10, as indicated by the white arrow. [Color figure can be viewed at wileyonlinelibrary.com] claiming a difference. The YZ plane shows a similar trend, 48%, but this conclusion can be made with a much higher confidence (P values 5 0.02). It is worth noting that a purely 2D analysis would be unable to detect this difference with a statistically legitimate confidence. A summary of the analysis is present in Table 1 (data) and Table 2 (statistics). The diffusion coefficients demonstrate how full tomographic imaging can be used to gain new insight into cytology. As shown in Figure 5 , the diversity in diffusion/advection coefficients appears much greater inside cellular bodies when compared with the diffusion coefficients in the more restricted extensions. While the median diffusion coefficients along the XY , appears to more than twice as large when comparing the transport inside the more "restricted" neurites to the less "restricted" cell bodies (20.7 vs. 8.7 1E-6 lm 2 /s at P values 5 6.07E-5). We note that the diffusion phenomena have comparable mangitude in the YZ plane (18.8 vs. 16.8 1E-6 lm 2 /s at P values 5 0.75). The nearly twice higher diffusion in neuronal extensions in YZ hints that the trajectories of cellular cargo are a lot "bumpier" than previously thought, and that the restriction of cargo transport primarily applies to in-plane motion. Certainly similar diffusion coefficients hint at a similar underlying mechanics.
Building on previous work (24), our automated procedure lets us interrogate the scales associated with the motion that matches our diffusion model. With the exception of vertical transport in cell bodies, there is a strong Pearson product-moment correlation (25) between size scale and the spread of the advection coefficients (q in Fig. 5 ). One interpretation is that larger size scales include cargo that can tolerate a greater diversity of molecular motors, which then leads to a greater diversity in observed speeds (26) . Interestingly, no such strong relationship exists for diffusive motion (q < 0.5), suggesting that this kind of motion is independent of scale ( Table 3) .
SUMMARY AND DISCUSSION
In summary, with our new analysis method, we are able to investigate cellular transport in three dimensions, providing insight into the intracellular behavior that is otherwise difficult to obtain with fluorescence imaging. It is nevertheless important to stress that quantitative phase imaging is compatible with fluorescent microscopy, and the kind of data shown here could be refined into more precise categories with labels from an epi-fluorescence overlay. For example, a fluorescence channel may reveal the specific traffic inside the neurite.
In this work, the growth cone structure at the neurite tip was purposely avoided as it exhibited vivid motion on a scale that is difficult to capture with our phase-shifting interferometers. We hope that this newfound capability to analyze transport in tomographic volumes will inspire faster imagining system.
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