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Abstract Given the increasing complexity of many so-
ciotechnical work domains, effective teamwork is be-
coming more and more crucial. While face-to-face com-
munication contributes to effective teamwork, under-
standing the time-varying nature and structure of team
communication is limited.
In this work, we combine sensor-based social analyt-
ics of Sociometric badges (Rhythm Badge) with two vi-
sualization techniques (Dynamic Complexity Heat Maps
and Network Visualizations) in order to advance an in-
tuitive way of understanding the dynamics of team in-
teraction. To demonstrate the utility of our approach,
we provide a case study that examines one team’s in-
teraction for a Lost at Sea simulation.
Our results show that we are able to recover tran-
sitions in the task and in the team interaction. Not
only this, but we uncover structural changes in the
energy and engagement of team members and visual-
ize these in networks. Taken together, this work rep-
resents an important first step at identifying critical
transitions/events in team communication and interac-
tion patterns that form the basis for many promising
future studies focused on optimizing team performance
and well-being.
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1 Introduction
Advances in technological innovation often give rise to
an increase in the complexity of work in many sociotech-
nical domains such as business, aerospace, healthcare,
and science. Rises in complexity of work often bring
about increased cognitive demands on individuals and,
thus, teamwork is increasingly crucial. While commu-
nication contributes to effective teamwork [42], under-
standing of the multi-modal and multi-scale nature of
team communication is limited [30,14]. That is, mu-
tual information exchange facilitates team coordina-
tion across many modalities including verbal and non-
verbal, and this coordination can vary over time and
behave differently at different time scales [54,76].
To gain a better understanding of the role of team
communication as it changes over time, in this work,
we employ a combined sensor-based social analytics ap-
proach [35] utilizing the Rhythm Badge platform [40],
which has been shown to be effective for capturing so-
cial interactions [3] with promising, yet under-researched,
applications to team science [38]. Therefore, we also
employ two visualization techniques of the sensor data:
Dynamic Complexity Heat Maps [63] and Network Vi-
sualizations (e. g., [56]). The former quantifies critical
moments of change in the team interaction and the lat-
ter is used to show the strength of the communicative
connections between team members during an interac-
tion. We apply our approach to a case study in order
to demonstrate its potential as an analytic tool. To the
best of our knowledge, this combination of sensors and
visualizations has not been researched previously.
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2 Related Work
To better contextualize our research, in this section
we discuss related theory and work focusing on team
dynamics, before we show the relevance of approaches
using Sociometric badges, network visualizations and,
finally, detail the relevance of critical instabilities for
studying changes in team work.
2.1 Team Dynamics
Teams typically consist of two or more individuals that
work independently toward a common goal [61]. As
teams work on increasingly complex tasks and novel
problems, understanding the dynamics of collaborative
team processes and performance is essential [22,21].
While team research has spanned several decades [61],
only a small percentage of that work has focused on
dynamics of teams as complex adaptive systems [59].
Thus, from a theoretical perspective, our work is mo-
tivated by the dynamical systems theory approach to
teams [28].
A dynamical systems approach recognizes teams are
comprised by many interacting components (e.g., team
members with each other and their technology) that
are embedded within other systems (e.g., organizations)
and where such interactions give rise to complex pat-
terns that are changing over time and in ways that can
serve adaptive functions (see [28,59,11] for more de-
tails). By considering teams as dynamical systems, we
can understand the temporal evolution of team and task
work behaviors as well as cognitive processes as they
are evidenced in the interaction amongst team mem-
bers and their technology [11,23]. While meaningful
team dynamics have been observed in physiology [55,
33], movements [76], and other interpersonal aspects
such as team formation and composition that change
over time [16], in this case, we focus specifically on the
interactive aspects that are observable through sensing
technologies that are related to team communication.
Much of the work examining team communication
has focused on summary statistics such as the qual-
ity and frequency of certain communication types [42].
However, other work examining team communication
dynamics has focused on how the coordination pat-
terns vary over time and are related to task perfor-
mance under varying conditions [29]. From a systems
approach, we define coordination as the ways in which
system components and processes change together over
time [8]. With regard to coordination of communica-
tion, Gorman and colleagues [26], for example, devel-
oped a method for examining how particular types of
team communication processes (i.e., information, nego-
tiation, and feedback) are coordinated if they occur in
a specific temporal order (independent of which team
member said it) and found that the stability of this
coordination pattern was related to overcoming more
task perturbations. This notion of the stability of team
communications is crucial as it can reflect the degree to
which teams are performing too rigidly (i.e., if too sta-
ble) or whether they are interacting in the more adap-
tive and flexible manner required for complex work [27].
Coordination in communication can take other forms
such as the temporal regularity of not only semantic
content [68], but also acoustic vocal properties [74],
word usage [24], speech rate [20], as well as topics and
concepts [2]. The challenge with using semantic and/or
linguistic-based methods is that they typically are more
computationally and/or time intensive. While progress
is being made in this area, especially for the combined
use of linguistic and acoustic features [48], this chal-
lenge makes these measures difficult to scale to teams
of larger sizes and difficult to utilize for near-real time
adaptive systems that could be used to improve team
work [29,77]. Despite efforts to make linguistic and se-
mantic methods more efficient, the use of Sociometric
badges affords a relatively straightforward and scale-
able way to examine speaker-only and vocal coordina-
tion [27,68], especially for larger teams that may not
be co-located.
2.2 Sociometric Badges
Our research uses sociometers to record social inter-
action data that are then visualized for understanding
the team dynamics. Wearable sensors to measure so-
cial activity, also known as ’sociometric badges’ or so-
ciometers, have now been used by researchers for over
a decade to investigate various aspects of group behav-
ior, to study such diverse phenomena as: collaborative
innovation [52], patient recovery times in intensive care
units [51], outcomes in speed dating [57], and the social
lives of primates [25]. They are noted for their abil-
ity to make accurate measurements at a large scale
and over long durations, while remaining affordable to
use [71]. Sociometers automatically collect quantitative
data, thus giving rise to the possibility of automated
analysis of social behavior, which was not readily ac-
cessible to team research in the past.
Sociometers are wearable devices fitted with sen-
sors that can include Bluetooth, RFID and infrared
technologies for detecting proximity between individ-
uals, microphones to detect nonverbal vocal activity,
and/or accelerometers for detecting physical activity
and energy levels [47,71]. If each member of a group is
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equipped with such a device, then a data set extending
over time, multiple individuals, and multiple modalities
can be collected. This means that sociometers provide
large amounts of information that researchers can use
to investigate social behavior. Over time, several de-
signs for sociometers have been developed, with an early
example being presented by Choudhury and Pentland,
who also coined the term sociometer [10]. Two promi-
nent examples [47] of the latest generation of devices are
the OpenBeacon proximity tag [9], from the SocioPat-
terns Collaboration1, and the Rhythm Badge [40] from
Massachusetts Institute of Technology (MIT)2, which
is used in this research.
Sociometers have been used in a number of studies
to understand teamwork, where past studies have en-
deavoured to relate nonverbal social behavior to a vari-
ety of alternative measurements of team performance.
For example, in the context of healthcare, Olguin, Gloor
and Pentland [51] gathered data from 67 nurses work-
ing together in a post-anaesthesia care unit, using so-
ciometric badges over a period of 27 days. Using an
array of features extracted from the recordings, they
were able to achieve an R2 score of .73 when predict-
ing patient recovery time, and could predict nurses’ own
perceptions of stress and productivity with R2 scores of
.77 and .63 respectively. Applying similar methods at a
one-week entrepreneurship event, Olguin and Pentland
[52] collected on average more than two hours of data
for each of 109 participants. They were able to use the
sociometric data to predict whether teams would pro-
duce successful business plans to an accuracy of roughly
90%. Zhang et al. [79] focused on the use of sociometers
to measure affective states and team cohesion in order
to create a method for supporting long-duration space-
flight missions. They aimed to classify the participants’
perceptions of team cohesion as either ’negative’ or ’not
negative’ on each day of a simulated space mission and
were able to classify task cohesion with around .75 ac-
curacy compared to a baseline of roughly .60 and social
cohesion with an accuracy of .65 compared to a baseline
of .50.
Other work has addressed the use of multimodal
data to study social behaviours involved in teamwork
without specifically packaging the sensors in a socio-
metric badge. Neubauer et al. [50] presented an ex-
periment in which two-person teams tried to defuse
a simulated bomb and investigated the impact of an
’ice-breaking’ session before the task. The data was
recorded with microphones, video cameras and elec-
trocardiograms. The results suggested that verbal ex-
pressions associated with sociability, cognitive processes
1 http://www.sociopatterns.org
2 https://www.media.mit.edu/posts/rhythm-badge/
and insight were more common amongst the teams who
had an ice-breaking session, and they were also more
likely to display facial expressions with positive affect
and less likely to display facial expressions with nega-
tive affect. More recently, Avci and Aran [4] looked at
a vast array of sociometric and psychometric measures
in order to predict the outcome of a group task. Their
work investigated social signals as a way to predict the
performance of a group that must make decisions to-
gether, using the ELEA corpus of 40 recordings of teams
performing a task where they must rank the value of a
list of items given a disaster survival scenario, much
like the task used in our case study. Evaluating these
features as predictors, the authors were able to provide
some limited evidence that the following were related
to high team scores: a leader with a high score dur-
ing the individual phase of the task; more silence; and,
more one-directional (unreciprocated) gaze. These past
results indicate that sociometric methods can be effec-
tive for studying teamwork in different contexts and
with different measures of performance. Informed by
the successes of such methods in previous studies of
team performance, we present an approach to visual-
izing teamwork based on sociometric data gathered by
sociometers.
One important detail to note about previous at-
tempts to understand team performance is that the
analysis of sociometric data typically leads to a set of
features that describe social behavior over the span of a
single or multiple days, despite the fact that social be-
havior can be described at finer temporal resolutions.
The reason for this is mainly that past work has used
performance measures that are calculated only once
per day, and so daily descriptions of social behavior
were most appropriate for prediction. Nevertheless, in
the context of dyadic, rather than team interactions,
Curhan and Pentland showed that ’thin slices’ of so-
ciometric data spanning five minutes can be predictive
of outcomes in salary negotiations and in speed dating
[12], suggesting that short periods of behavior can re-
liably exhibit distinctive and important social details.
Looking at even smaller timescales, Kim et al. [36] in-
vestigated the possibility of real-time feedback in team
meetings, and argued that it can have a positive im-
pact on the way team members work together. In our
research, we consider features indicative of team inter-
action over short durations in the hope that this will
provide a more precise and detailed way to investigate
teamwork and performance.
There are numerous ways that it might be possible
to choose the temporal scale at which to analyze socio-
metric data. Research such as [51] chooses the period
of a day as a meaningful unit, and proposes that differ-
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ences in behavior on different days will reflect changes
in team performance. The choice of five-minute slices
by Pentland was useful for demonstrating the value of
shorter periods of data, but the choice was seemingly
arbitrary. An alternative approach is to use the data
itself to search for meaningful divisions of time. In ex-
ploratory research by Zhang et al. [78], as a comple-
ment to their predictive work, the authors applied topic
modeling techniques and found that recordings of social
behavior could be reduced to lower-dimensional repre-
sentations reflecting the routines of participants in the
simulated space missions. This suggests that sociomet-
ric data can exhibit its own temporal structure, some-
thing that we attempt to exploit. We apply dynamic
complexity, a method from the analysis of complex sys-
tems in order to segment sociometric data into periods
representing different phases of interaction. To the best
of our knowledge, we are the first to apply the method
of dynamic complexity to data from sociometric badges
and to visualize structural changes in networks based
on this approach cf. [31].
2.3 Analysis of Social Interaction Networks
Prior work has shown that the strength of connections
in networks can be an important predictor of collabo-
rative team performance [15] and that more dense net-
work connections are associated with teams that are
better able to accomplish their goals and persist as a
cohesive team [5]. Such networks can be estimated us-
ing different approaches, e. g., using physical (offline)
as well as online social interaction networks, cf. [3]. Re-
garding offline (physical) interactions, sociometers are
applied from which one can then estimate and model of-
fline social interactions between people [3]. Indeed, this
is the direction we focus in this paper.
As one of the first approaches to modeling offline
social networks, Eagle and Pentland [18] utilized prox-
imity information estimated by Bluetooth devices as a
proxy for human interaction. While this metric does ap-
proximate face-to-face communication, proximity may
not always directly reflect face-to-face interaction [6].
Also, proximity does not capture vocal and/or (non-
)verbal aspects of communication. For this reason, the
Sociometric Badge, and its more modern successors (i. e.,
the OpenBeacon tag and the Rhythm Badge), were
adopted for understanding offline social networks as
they record more information about the interaction.
In this paper, we apply the Rhythm badges [40], as
they provide a richer set of information compared to
the Openbeacon sensors.
In our work, we do not target traditional network
modeling of these data, but instead focus on the com-
putational sensemaking using visualization-based ap-
proaches. Notably, Pentland proposed that sociometers
could be used to provide a scientific approach to team-
work [58] by his observation that teams performing well
on a variety of objective measures and also subjec-
tive measures can be distinguished from low perform-
ing teams by observing the patterns of communication
between team members. Our work focuses on two of
the measures proposed by Pentland that can be calcu-
lated from vocal activity recordings using the Rhythm
badges. These measures represent the energy and en-
gagement of team members and can readily be visual-
ized in network form. However, prior work is limited
so far in its capacity to detect critical changes to team
interactions over time.
2.4 Critical Instabilities and Phase Transitions
Critical instabilities, sometimes referred to as critical
fluctuations or phase transitions, are pervasive across
physical, biological, and ecological systems [34,62]. The
core dynamics behind critical instabilities is change over
time that marks the transition of system states such
as the shift of water from liquid to vapor, an ecosys-
tem shift from one stable state to a another, a shift in
quadrupedal locomotion from walking to trotting, and
a change in group interaction processes. Phase transi-
tions, more generally, are theorized to mark structural
changes in the organization of system components that
can happen gradually or suddenly in a non-linear fash-
ion [64]. Here we use critical instabilities as indicators
of points that a phase transition has likely occurred.
Such transition points are key to identify and examine
given that systems at, or approaching, transitions are
in periods of shifting instability and are thus, highly in-
fluenceable [69]. So far, however, examining phase tran-
sitions in team research has been limited. Wiltshire and
colleagues [75] used an entropy-based method to detect
phase transitions in the collaborative problem solving
communications of dyadic teams performing a complex,
computer-mediated task. They were not only able to
empirically identify phase transition points that sepa-
rated distinct communication process distributions, but
they also observed that lower entropy values at tran-
sition points were associated with better team perfor-
mance. Amazeen, Likens, Stevens, and colleagues [41,1]
also used an entropy-based method to look at changes in
the neurodynamic [41], communicative [30], and phys-
iological [17] organization of teams. They found that
they were able to recover, without any prior informa-
tion, changes in the interaction based on the task con-
text (e. g., moving from training period to performance
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period) and key events (e. g., a fire in a simulated op-
erating room), and that more experienced teams were
more efficient at undergoing the critical transitions in
the communicative interactions [29].
While there are many measures that could be uti-
lized to attempt to identify critical instabilities and
phase transitions [13], dynamic complexity [64] is one
measure that holds particular promise for team commu-
nication data and examining multi-modal interactions,
given (1) its ability to provide valid results on short
and coarse grained time series (minimum of seven data
points per window and time series length of 20 obser-
vations), and (2) as it can be applied to any interval-
scaled and regularly sampled data with no assumptions
and then, visualized as a heatmap to highlight points of
critical instability across multiple measures [65]. Prior
work utilizing measures of dynamic complexity, while
not in studies of teamwork, have shown that during psy-
chotherapy, dynamic complexity was useful for identi-
fying critical fluctuations in patient self-reported symp-
toms that preceded key clinical changes [53]. Given the
ability of dynamic complexity to identify critical tran-
sitions, we expect that when applied to sensor data
from teams we would be able to detect key transitions
in tasks and interactions, that may also correspond to
transitions in teams’ network structure [31].
2.5 Overview of Current Study
In this study, we present a case study of a single team
performing a collaborative task as a proof of concept
for the scientific novelty and utility of the unique com-
bination of theory, sensors, and visualizations. By com-
bining theory on phase transitions with Rhythm Badge
data, we aim to improve research on team dynamics by
showcasing the combined use of dynamic complexity
heatmaps and network visualizations for team commu-
nication data.
We predicted that dynamic complexity would be
able to recover known task transitions as well as un-
known event/interaction transitions. And, further, that
we would observe changes in network structure in the
phases detected between transition points.
3 Method
3.1 Participants
For this case study, a group of seven people voluntarily
participated. They comprise the management team of a
large tech company based in the Netherlands, and thus,
were operating in their natural team constellation. All
participants had significant working experience: 10-14
years (29%), 15-24 years (57%), and ¿25 years (14%).
Three participants were working together in this spe-
cific team between 8-14 years, one between 4-7 years,
two between 1-3 years and there was one participant
that joined in the last year. Two participants were fe-
male (29%) and 5 male (71%). Their age groups ranged
from 25-34 (29%), 35-44 (29%) and 45-55 (42%). 6 par-
ticipants had either a Bachelor (29%), Master (57%)
or equivalent as their highest education level, and one
participant (14%) indicated other.
3.2 Materials
Participants were seated at a table all facing each other,
like in a typical meeting setting. Each participant was
required to wear two sensors the Rhythm Badge sen-
sor to measure vocal amplitude and proximity, as well
as an OpenBeacon sensor to also measure proximity,
only at a higher sample rate than the Rhythm sensors
(OpenBeacon data was not used in this study). Audio
data from the Rhythm Badge is recorded by a micro-
phone at a rate of 700Hz and split into 50ms sections
and then averaged. Voltage is also recorded, which can
help to identify badges that run low on battery, but
this has little value for measuring social behavior. In
this paper, we focus on the vocal amplitude measure
for dynamic complexity analysis.
A laptop in combination with a Raspberry Pi was
used to run the data collection protocol for the Rhythm
sensors. The experiment was also captured using video
to be able to verify output resulting from the data anal-
yses. All participants received an answer sheet they
needed to complete during the experiment. Before and
after the experiment the participants were asked to fill
out a total of three questionnaires (listed below), the
output of which will be used in future research as they
were beyond the scope of the current study.
3.3 Procedure
Prior to the experiment, the participants were asked to
fill out two questionnaires. One containing demographic
questions as well as questions related to their current
team behavior and environment covering themes like
team learning behavior, psychological safety and align-
ment and the other was a personality profiler [45] to
establish the preferred thinking and action style of each
participant.
For this study, the Lost at Sea paper-based simula-
tion was used [49]. This task was selected because our
goal was to uncover team dynamics in a meeting-like
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setting where group decision-making and seeking con-
sensus is central. The team was told their boat had
caught fire in the middle of the Atlantic Ocean. They
were able to make it to a life raft with 15 items and
a box of matches. Participants were first asked to in-
dividually rank these items in order of importance to
assure the highest chance of survival. Next, participants
were asked to discuss their rankings and reach a group
consensus of the team’s collected item ranking. The op-
timal order and thus correct answer was based on the
expert ranking given by the US Coastguard. The differ-
ence in order for each item is summed to calculate the
total score. The lower the score, the better the team
performed. There was no time constraint for the task,
but a competitive and motivational element was intro-
duced by informing participants that they were taking
part in a larger study and that the overall scores of
each team will be compared such that the team with
the highest score can win a prize. Overall rankings were
determined by taking into account not only the differ-
ence in score between the expert ranking and the team
ranking, but also how long it took the team to reach
consensus.
After the experiment, but before sharing of the ex-
pert ranking, participants completed a short question-
naire where they were asked to indicate their emotional
state during the experiment [73] as well as how they
would rate their teams output. They were also asked
to assess if they behaved like they would in a similar
real-life situation, which scored an average of 4.9 on a
7-point Likert scale.
3.4 Data Processing
Several data processing steps were involved.3 An impor-
tant initial step involved in processing the data from the
Rhythm Badges is voice activity detection (VAD). We
use a correlation-based algorithm provided by MIT in
a package of analysis routines for Rhythm 4. The al-
gorithm operates on the volume signals measured from
the Rhythm badges. Using the correlation between sig-
nals, it aims to distinguish moments when the individ-
ual was speaking from moments when they were silent
but their badge recorded other speakers (a phenomenon
known as ’cross-talk’) or background noise. The corre-
3 The routines used to process the data and create the visu-
alizations were written in Python 3.7.3 [70], with the numpy
[72] version 1.16.2 and pandas [43] version 1.0.3 packages
used for data manipulation. The seaborn package [44] version
0.9.0 was used to create the dynamic complexity heatmaps.
Graphviz [19] was used via an interface in Python [66] to
create the network visualizations.
4 https://github.com/HumanDynamics/openbadge-analysis
lation threshold was set to .40 as this has been shown
to be effective in testing VAD. The output is a list of
individuals who were speaking during each second of
the audio recording. Full details of the algorithm are
provided in Appendix B of [39]. This method for voice
activity detection was chosen because it is capable of
identifying multiple simultaneous speakers and because
it can be readily applied to data in the form used by
Rhythm badges. The time series extracted by VAD was
used as an input for the network visualizations.
During the experiment, one of the badges (worn by
participant C) stopped recording. The data that was
collected by this badge was included in the data pro-
cessing, however the fact that there were periods of no
recording should be kept in mind when interpreting the
results presented below. Normally it would be expected
that interactions between participant C and other par-
ticipants would be reflected in the network visualisa-
tions, however due to the missing data these interac-
tions are not shown in all of the visualisations in the
Results section.
3.5 Dynamic Complexity Analysis
In order to identify critical instabilities, points at which
the dynamics of the interaction between team members
change, we use a dynamic complexity based approach.
Dynamic complexity is a measure of how complex the
behavior of a system is, and its use for detecting critical
instabilities is guided by the insight that phase tran-
sitions between one pattern of behavior and another,
within a complex system, are heralded by brief peri-
ods of highly complex behavior [64]. The dynamic com-
plexity measure applies to time series and is calculated
within a moving window, quantifying the complexity
exhibited by the system over time. Once dynamic com-
plexity values have been computed for a time series, it
is possible to search for moments of unusually high dy-
namic complexity, which indicate a critical instability
and an associated phase transition.
Dynamic complexity is calculated by combining two
components called the ’Fluctuation’ and the ’Distribu-
tion’, both of which are also calculated over a window of
values. Both values range from 0 to 1. These quantities
are originally presented in [64].
Fluctuation (F ) is based on changes in value be-
tween points of return where the gradient stops being
positive, zero, or negative (i.e., looking in between these
points, we see periods when the value is consecutively
increasing, staying the same, or decreasing). For each
period between points of return, the difference between
values at the beginning and end of the period is di-
vided by the number of time points included in the
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period, and the outcomes are summed across the en-
tire window. The result is then divided by a maximum
possible fluctuation for the window size, which is what
would happen if there were only oscillation between the
maximum and minimum values. F is high when there
are frequent oscillations between high and low values,
and is lower when oscillations are less frequent or have
smaller amplitude.
The formula for F is given by:
F =
∑K−1
k=1
‖xnk+1−xnk‖
nk+1−nk
(xmax − xmin)(m− 1)
Where: K is the concatenation of the first point in
the window, all points of return in the window, and the
last point in the window; n is the index of a point k
within the window; x is the value of a point; and, m is
the window size.
Distribution (D) compares how regular the differ-
ences are between sorted values in a window. First,
the values in the window are sorted in ascending or-
der. Then, the sorted observed values are compared
to artificial series of values that were all evenly-spaced
across the possible measurement scale. The disparity in
the differences (e.g., in the differences between the first
and third values within each sorted list) is the basis
for D. Positive disparities are summed. This addition
continues to be calculated across the whole window for
different sub-window sizes. So, first, the differences at
an offset of 1 (e.g., first and second sorted values) will
be considered, followed by differences at an offset of 2
(e.g., first and third sorted values). Before being added
into the summation, each difference is normalised by di-
viding it by the evenly-spaced expectation of what the
difference should be. D is highest when there is an equal
distribution of values, and it decreases when there is a
preference for certain values or certain ranges of values.
The formula for D is given by:
D = 1−
m−1∑
c=1
m∑
d=c+1
d−1∑
a=c
d∑
b=a+1
∆baΘ(∆ba)
δYba
Where: m is the size of the window; ∆ba is the dif-
ference between the values at a and b within the sorted
values; Θ is the Heaviside step function which gives 1
when the input is positive and 0 otherwise; and, δYba is
the difference between the values at a and b within the
artificial values.
Dynamic complexity within a given window is sim-
ply the product of the F and D measures. We calculated
dynamic complexity upon each of the time series de-
rived from the volume recorded by the microphones of
the Rhythm Badges. The Rhythm Badges themselves
produce a time series in which each data point is the
average volume recorded over a 50ms period. We re-
sampled this series to a rate of 0.2 Hz and took the
average within each 5s period. This was done for two
reasons: first, it reduces the size of the time series and
so lessens the computational demand of the process,
and second, it lowers the impact of fluctuations in vol-
ume that occur naturally in speech (for example due to
pauses for breath) that are incidental and not indicative
of changes in team dynamics. To calculate the dynamic
complexity, we used a sliding window size of 12 with
a increment of 1, which corresponds to a one-minute
period.
We then calculated the average dynamic complex-
ity across the time series for all team members. This
results in a single series of dynamic complexity val-
ues from which critical instabilities can be identified
by moments of high complexity. Since local maxima of
complexity are indicative of critical instabilities [64,53,
69], we emphasize local maxima over the global maxi-
mum. We use a moving window within which dynamic
complexity values larger than two standard deviations
from the mean for that given window will be identified
as points of critical instability. For this purpose, we use
a window size of 60, which corresponds to the complex-
ity scores encountered over a five-minute period. When
then use the communication time series falling between
these phase transition points as input for the network
visualizations.
3.6 Network Visualization
Following the identification of critical instabilities, we
use two measures capturing different communication
patterns that not only reflect the quality of the social
interaction, but that also help us to better understand
the team dynamics in a visual manner. This approach
is motivated by Pentland and colleagues’ work [58] in
which they posited that high-performing teams could
be identified by certain characteristics of their commu-
nication patterns. Unfortunately, precise details of how
the measures were calculated are not available (to the
best of our knowledge) and so our approach, described
below, is inspired by, rather than an exact match to the
measures advanced by Pentland and colleagues.
The first measure is the individual utterance rate,
which is analogous to Pentland’s ’energy’ measure [58].
It reflects how much each individual is contributing to
the overall communication for a given time window.
Any continuous period of speaking, as identified by
VAD, is considered an utterance. The rate is the num-
ber of utterances started divided by the duration of
the time period (in seconds). In our visualizations, each
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team member is represented by a node and their energy
(relative to other team members) is depicted through
the size of the node.
The second measure used is the pairwise rate of re-
sponses between two individuals, which is analogous to
Pentland’s ’engagement’ [58]. A response is considered
to occur when the first individual begins an utterance
within five seconds of the second individual speaking.
The rate is the number of times this occurs in the time
period divided by the length of the time period. This
measure gives an indication of which team members are
interacting with which other team members, and which
people are involved in the same discussions. In the net-
work visualizations, the rate of responses is portrayed
as the thickness of the edge connecting two nodes.
The measures described above can be combined to
summarize a period of interaction in a single image.
In prior work balanced networks, where all nodes and
edges have similar sizes, have been argued to be indica-
tive of high-performing teams [58]. By contrast, net-
work imbalances could be used to identify problems
such as team members who are overly dominant or
team members who are seemingly excluded. Examples
of these network visualizations are presented and dis-
cussed in more detail in the Results section.
4 Results
In order to meet the aims of our study, the results are
structured as follows. First, we start with the Dynamic
Complexity heatmap to highlight periods of critical in-
stability. We then compare these to known task tran-
sitions and report on investigations of the videos re-
garding what occurred around those time points. Next,
we highlight the network visualization for each of the
phases identified using the dynamic complexity heatmap.
In Figure 1, the dynamic complexity for each of
the seven team members’ voice level occupies the first
seven rows. Below this is the average dynamic com-
plexity across all team members, and then the time-
localized instances of critical instability identified us-
ing our method described previously. Along the x-axis,
times are listed over the duration of the experiment.
The values of dynamic complexity are cooler when low
(blue) and warmer when high (red).
By identifying time-localized critical instabilities at
both the individual level (team member rows) and at
the team level (the Critical Instabilities row), we gain
insight into the dynamic structure of the team’s inter-
action. Most notably is the fact that, as predicted, dy-
namic complexity was sensitive to known task transi-
tions. The known segments of the study are shown at
the top of the figure (e.g., Pre-Task, Team Task, etc.).
If we compare the time points for known task transi-
tions at the top of Figure 1 to those periods of instabil-
ity highlighted at the bottom of the figure, we see we
are able to recover all these transitions. For example,
we can clearly see the transition from completing the
collective ranking (Team Task) immediately following
16:37:00. Furthermore, as expected we also identified
points of instability within task transitions (those that
were not known prior to the analysis and correspond to
changes in the interaction). We observe this during the
both the Team Task (16:28:30) and during the Post-
Task section (16:43:30).
At this point, it is apparent that the combined use of
Sociometric sensors that capture vocal volume of team
members and the visualization of dynamic complex-
ity with critical instabilities identified, provides an em-
pirically derived and objective overview regarding the
team dynamics. This is particularly insightful given the
ability of the measure to capture the identification of
task- and interaction- transitions. To make better sense
of the critical instabilities and interaction transitions
specifically, two members of our research team evalu-
ated the video recording of the interaction and notes
from the session. Table 1 provides a detailed overview
of the times in the task when team critical instabilities
were identified and qualitative assessments of what was
occurred at those points as well as the period in be-
tween them. With regard to the interaction transition
during the Team Task, the critical point corresponded
to a team member who previously had not contributed
much proposing an unpopular perspective that changed
the dynamic. Many sub-conversations ensued. Regard-
ing the Post-Task critical point, the facilitator began
to provide the expert rankings (solution to Lost at Sea
task) and many participants expressed excitement. So
this represented a critical event in the interaction.
Next, for each of the identified phases of the experi-
ment, we provide visualizations of the network analysis
described previously in Figure 2. Recall that localized
peaks in dynamic complexity should signify changes
to the structural organization of the team. Thus, we
expected to observe concomitant changes in the net-
work visualizations and, for the most part, the visual-
izations confirm this. Across the phases of the task, we
see changes in the amount of energy of each speaker
as well as the engagement. In some cases, the changes
are subtle such as the difference between the phases of
the Post-Task (16:37:30-16:43:30 & 16:43:30-16:50:30),
where participant D exhibits a decrease in energy and
engagement with many of the other participants. In
other cases, the changes in the network visualization
are more drastic such as the difference between the In-
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Fig. 1 Dynamic complexity heatmap
Time of Critical
Instability
Qualitative Description of Critical Instability Qualitative Description of Period Until Next Critical In-
stability
16:09:00 Facilitator gave an overview of the experimental
session.
16:14:00 Individual ranking part of the task begins. Most participants are quiet and focusing on completing
the task. Some side discussions develop between partic-
ipants after they complete their task.
16:21:00 Transition from individual ranking to team
ranking with a brief period of discussion and an
explanation from the facilitator.
While there is some discussion between the entire group
during this period, two participants primarily take the
lead during this beginning part of the team ranking dis-
cussion.
16:28:30 Interaction dynamic changes as a previously
quiet team member introduces a novel viewpoint
and multiple sub-conversations ensue.
Participants who were less active in the previous phase
are now more active
16:37:30 The team consensus has been reached and the
timer is stopped. The group gets quiet and the
facilitator asks participants to fill out the ques-
tionnaire.
Some members are focusing on completing the question-
naire. Other members ask questions and engage in dia-
logue.
16:43:30 The facilitator begins to provide the expert
ranking of the items, and the team expresses ex-
citement when the first item is announced.
As each of the expert rankings of the items is pro-
vided by the facilitator, the group discusses the item
and makes jokes. Following the correct rankings, indi-
viduals are silent as they assess their individual scores.
Table 1 Qualitative description of critical instabilities and periods between critical instabilities
dividual Task (16:14:00-16:21:00) and the Team Task
(16:21:00-16:28:30) where engagement and energy from
nearly all members is increased. Thus, from a visual
analytics perspective, there do appear to be structural
changes in the interaction dynamics of the team that
can be readily visualized in this format.
5 Discussion
Many infamous studies of team work have painstakingly
worked to identify critical team work events that lead
to incidents or breakdowns in team coordination often
by manually analyzing videos, transcriptions, and con-
ducting interviews (e. g., [7,37]). In our work, we pro-
vided a novel approach using Sociometric badges that
quickly captures team communication information, and
that provides a visual analysis of the dynamics of the
team by showcasing the changes in dynamic complexity
for individual members and the team as a whole. This
allows for an at-a-glance interpretation of the changing
team dynamics and identification of critical transition
points in the team. We took this one step further by
visualizing the changes in team member energy and en-
gagement across the phases of this case study (identified
by critical instabilities), using network visualizations.
Combined, these measures, analyses, and their visual-
10 Travis J. Wiltshire, Dan Hudson, Philia Lijdsman, Stijn Wever and Martin Atzmueller
Fig. 2 Network visualizations during periods between critical instabilities
ization have potential to provide important insights on
team dynamics across many domains including busi-
ness, healthcare, science, politics and governance, as
well as aviation and spaceflight.
While we present a novel case study here, this work
is situated in the broader, albeit relatively new, area
of work using Sociometric badges to understand team
work dynamics (e.g., [78,38]). That being said, given
that this is a case study, there are obvious limitations
to the current work, which we expect can be addressed
when when scaled up to a full experiment. This case
study has demonstrated the potential of an approach
based on dynamic complexity and network visualisa-
tions, but future work is needed to establish the ro-
bustness of such an approach across multiple contexts
and experimental sessions. Moreover, examining the re-
lationships between patterns of dynamic complexity,
points of critical instability, and networks with team
performance, personality, as well as well-being measures
is a crucial next step that a full experiment could ad-
dress.
There are many potential directions to pursue in
this regard. Importantly, future efforts should work to-
ward understanding the underlying factors that con-
tribute to the optimal team dynamics that lead to ex-
cellent performance and teams with high well-being. A
challenge with phase transition detection methods as
well as network visualizations is that we can observe a
critical change in the dynamics, but their precise mean-
ing is elusive. By combining our approach with other
measures such as questionnaires capturing psychologi-
cal safety, accountability, alignment, and focus as well
as the cognitive diversity within teams using personal-
ity measures (e. g., [45]), we expect that researchers and
practitioners can begin to better illuminate the mean-
ing of changes in team interactions.
The inclusion of other measures of teamwork could
also provide a sound basis for investigating the impact
of pre-processing on the analysis of sociometric data.
For example, the results that arise from different choices
of VAD algorithm and VAD parameter settings could
be validated against other measurements, providing an
insight into how to tune the end-to-end visualization
procedure.
Another direction, when considering that Pentland
[58] argued that balanced networks might be important
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for different types of performance (e.g., creative teams
and feeling heard), is that we expect that this is highly
contingent on task context. One approach in the fu-
ture might be to utilize a form of pattern classification
of the networks on the engagement and energy levels of
team members such as those utilized by Stevens and col-
leagues [67] to identify robust network structures that
have a clearer meaning such as whether these patterns
relate to cohesion, effective collaboration, or team well-
being. Extending this even further to include additional
modalities of the interaction could also be a possible fu-
ture step [56].
In future work, we aim to include other modalities
into the investigation, e. g., by considering proximity
information, e. g., [6,3] and data from online social in-
teraction networks cf. [46], as potential complementary
information providing further insight on team interac-
tion. Methods for modeling and analyzing feature-rich
multiplex networks [32] are promising directions.
5.1 Practical Implications
That communication and team interaction have an im-
pact on task performance (e. g., [42]) and well-being
(e. g., [60]) is not debated in academia or in practice.
However, both domains often struggle with measuring
and visualizing the quality of team dynamics and the
transition points that contribute (either positively or
negatively) to these dynamics. Using the social ana-
lytics approach employed here, practitioners can more
readily derive insights. The aim is that these methods
could begin to make it more clear and transparent what
teams ought to change in their behaviors, attitudes, and
cognition to reach more optimal team dynamics, that,
in turn, result in a high-performing and happy team.
With the methods demonstrated in this case study,
one can now objectively analyze the dynamics of a team,
pinpoint the critical moments, and give instant and in-
tuitive feedback to teams through visualizations. This
is particularly relevant for many time sensitive domains
and those focusing on trying to implement real-time
feedback for team performance improvement [17,27,77].
This visual feedback is a valuable application to im-
prove the team dynamics because it allows team mem-
bers to objectively see their role within the team, such
as how much energy or engagement they contributed,
and how this effects the overall teams dynamics. Such
visualization-based feedback may result in increasing
rates of acceptance and accountability for individual
behavior that can be a crucial element to eliciting be-
havioral change. By measuring team dynamics over a
longer period and utilizing these techniques, the effect
of certain interventions (e.g., new working methods,
new team composition, and behavioral agreements) on
the team dynamics may become more transparent. We
anticipate that it could also facilitate an iterative vi-
sual feedback and learning cycle by teams. Not only
this, but by having the possibility of identifying critical
transition points that correspond to changes in team
dynamics, teams can also begin to learn how to either
mitigate negative or stimulate positive events.
5.2 Conclusions
In conclusion, we have contributed what we see as a
foundational case study for a social analytics approach
to team dynamics by combining sociometric sensing,
dynamic complexity heatmaps, and energy and engage-
ment network visualizations. We think this method holds
much promise and potential for future scientific and
practical work aimed at improving the performance and
well-being of teams in many of today’s complex so-
ciotechnical work domains.
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