This paper is concerned with the problem of finding a zero of a tangent vector field on a Riemannian manifold. We first reformulate the problem as an equivalent Riemannian optimization problem. Then, we propose a Riemannian derivative-free Polak-Ribiére-Polyak method for solving the Riemannian optimization problem, where a non-monotone line search is employed. The global convergence of the proposed method is established under some mild assumptions. To further improve the efficiency, we also provide a hybrid method, which combines the proposed geometric method with the Riemannian Newton method. Finally, some numerical experiments are reported to illustrate the efficiency of the proposed method.
Introduction
Let M be a finite-dimensional Riemannian manifold and let ·, · be the Riemannian metric on M with its induced norm · . Let ∇ denote the Riemannian connection on M induced by the Riemannian metric ·, · . Let T X M be the tangent space of M at a point X ∈ M and T M := ∪ X∈M T X M be the tangent bundle of M. In this paper, we aim to find a zero of a continuously differentiable tangent vector field F : M → T M, i.e., find X ∈ M such that F (X) = 0 X , (1.1) where 0 X is the zero tangent vector of T X M. Such smooth tangent vector fields arise in many applications such as geodesic convex optimizations on Riemannian manifolds where the gradients of the convex objective functions are geodesic monotone vector fields [13, 28] , statistical principal component analysis where the Oja's flow leads to the Oja's vector field [30, 31] , the discretized Kohn-Sham (KS) total energy minimization in electronic structure calculations [8, 27, 33] , and the trace ratio optimization in the linear discriminant analysis (LDA) for dimensionality reduction [29, 43, 44] where the corresponding eigenvector-dependent nonlinear eigenvalue problems are smooth tangent vector fields.
In particular, for multivalued monotone tangent vector fields on Hadamard manifolds, several proximal point algorithms have been proposed in [4, 19, 24, [35] [36] [37] , where the convergence analysis is investigated under some different assumptions. However, these proximal point algorithms are mainly restricted to finding zeros of monotone tangent vector fields.
For smooth tangent vector fields on general Riemannian manifolds, the Riemannian Newton method was widely studied (see for instance [1, 3, 5, 16, 25] ). In [1, Section 6.1], Absil et al. presented a geometric Newton method for solving (1.1): Given current X k ∈ M, solve the Riemannian Newton equation
for X k ∈ T X k M and set
where R is a retraction defined on M [1, Definition 4.1.1] and for X ∈ M, R X is the restriction of R to T X M. Here, JF(X) denotes the Jacobian of F at a point X ∈ M, which is a linear operator from T X M to T X M defined by the following [1, p.111] :
JF(X)[ξ X ] := ∇ ξ X F, ∀ξ X ∈ T X M.
With respect to the Riemannian metric ·, · , the adjoint (JF(X)) * : T X M → T X M of JF(X) is defined by the following: ξ X , (JF(X)) * [η X ] = JF(X)[ξ X ], η X , ∀ξ X , η X ∈ T X M.
(1.
2)
The quadratic convergence of the Riemannian Newton method was established under the nonsingularity assumption of the Jacobian of F at a solution point [1, Theorem 6.3.2] . In [2] , Absil et al. also proposed a geometric Newton method for finding a zero of Oja's vector field. The advantage of a geometric Newton method lies in its quadratic convergence. However, it is often computationally costly to solve the Riemannian Newton equation, especially when the Jacobian is ill-conditioned. In the case of large-scale problems, the Jacobian of some tangent vector field (e.g., monotone tangent vector fields on Hadamard manifolds) may not be easily available. Finally, the convergence of the Riemannian Newton method also depends on the starting point. Therefore, it is indispensable to find an efficient globally convergent Jacobian-free method for solving (1.1), especially for large-scale problems.
In recent years, some derivative-free optimization methods have been proposed for solving nonlinear systems of equations of the form of G(x) = 0 defined on Euclidean spaces [10-12, 18, 26, 41, 42] , where G : R n → R n is a continuously differentiable mapping. These methods use ±G(x k ) at the current iterate x k as a search direction and their global convergence is guaranteed by using some non-monotone line search techniques. These methods need not to form Jacobian matrices and require a small storage space, and thus are applicable to solving large-scale nonlinear systems of equations. Sparked by this, in this paper, we propose a Riemannian derivative-free Polak-Ribiére-Polyak (PRP) conjugate gradient (CG) method for solving (1.1) . The global convergence is established under some assumptions. We apply the proposed method to finding zeros of Oja's vector fields, the tangent vector field corresponding to the trace ratio optimization problem, and monotone tangent vector fields on Hadamard manifolds accordingly. Finally, we combine the proposed method with the Riemannian Newton method to get a solution of high accuracy.
The remaining part of this paper is organized as follows. In Section 2, we present a Riemannian derivative-free PRP conjugate gradient method for solving (1.1). In Section 3, we give the global convergence of the proposed method under some basic assumptions. In Section 4, the proposed method is used to find zeros of tangent vector fields for some practical applications. In Section 5, we present a hybrid method. Finally some concluding remarks are given in Section 6.
A riemannian derivative-free Polak-Ribiére-Polyak method
We first recall the Riemannian nonlinear conjugate gradient method for solving the following optimization problem
where g : M → R is a continuously differentiable function. A nonlinear conjugate gradient method aims to update the current iterate Z k ∈ M by the following:
where the step length α k is determined by a line search. The search direction Z k ∈ T Z k M is given by the following:
where β k is a scalar, grad g(Z k ) is the Riemannian gradient of g at the point Z k , and T is a vector transport associated with the retraction R [1, Definition 8.1.1]. Retraction and vector transport are generalizations of the concepts of exponential mapping and parallel translation. For the construction of an associated vector transport T with R, one can make use of parallel translation [1, (8. 2)] or differentiated retraction [1, (8.6) ]. Specially, if M is an embedded Riemannian submanifold of a Euclidean space E, a vector transport T associated with R can be constructed by using orthogonal projection as follows [1, (8.10) ]:
where ξ X , η X ∈ T X M, and P R X (η X ) denotes the orthogonal projection onto
In the past few decades, classical nonlinear CG methods have been generalized to Riemannian manifolds for function minimization and different conditions on line search scheme and vector transport are employed for the convergence analysis [1, 17, 32, 34, 39, 46, 47] . Nonlinear CG methods have lower storage requirement and good local convergence rate. Among these methods, the PRP scheme often has lower requirement on vector transport and better numerical performance. Thus, we take the PRP scheme as a template for constructing a nonlinear CG method for solving (1.1). In particular, for the Riemannian PRP method in [1, p.182] , the parameter β k is given by the following:
However, for any Riemannian nonlinear CG method for solving problem (2.1), the Riemannian gradient of g is needed.
To solve (1.1), it is natural to consider the following minimization problem
Since F : M → T M is continuously differentiable, the function f : M → R is also continuously differentiable. By the definition of Riemannian gradient and using the compatibility of Riemannian connection ∇ with the Riemannian metric ·, · , we have as follows:
In order to apply the Riemannian PPR method determined by (2.2), (2.3), and (2.5) for solving problem (2.6), we need the Riemannian gradient of f . By using (2.7), to calculate the Riemannian gradient of f at the current iterate X k , we need to compute the adjoint of the Jacobian of F at X k . If the Jacobian of F is not available or numerically expensive to calculate, then it is unsuitable to directly apply a Riemannian nonlinear conjugate gradient method to problem (2.6).
In the following, we propose a derivative-free PRP method for solving (1.1). Our method generalizes the derivative-free PRP method proposed by Li [26] for solving nonlinear systems of equations on Euclidean spaces. Specifically, we use the PRP method defined by (2.2)-(2.5) to solve problem (2.6), replacing the Riemannian gradient of f at X k by the value of the tangent vector field F at X k . The stepsize α k is computed by a derivative-free non-monotone line search (see [9, 26] ). The steps of our method can be summarized as follows.
Algorithm 2.1 (A Riemannian derivative-free PRP method (RDF-PRP))
Step 0. Choose an initial point
Step 1. If F (X k ) ≤¯ , then stop. Otherwise, go to step 2.
Step 2. Set
then set Z k := α k X k , X k+1 := R X k ( Z k ).
then set Z k := −α k X k , X k+1 := R X k ( Z k ).
(2.14)
Step 4. Choose λ k ∈ [λ min , λ max ] and compute
(2.15)
Step 5. Replace k by k + 1 and go to Step 1.
We point out that the non-monotone line search in Step 3 of Algorithm 2.1 can be seen as a generalization of that in [9, 26] . Let
k + 1 and δ −1 = 0.
By following the similar proof of [9, Lemma 2.2], for any choice of λ k ∈ [0, 1], we have for all k ≥ 0 that
Then, conditions (2.11) or (2.13) hold for some α k . This shows that the line search step in Algorithm 2.1 is well-defined.
Convergence analysis
In this section, we establish the global convergence of Algorithm 2.1. We first need the following assumptions.
where δ is a constant defined by (2.8). 2. In some neighborhood V of , F is continuously differentiable and is Lipschitz continuous with respect to the vector transport T , i.e., there is a constant L > 0 such that
for all X ∈ V and ξ X ∈ T X M with R X (ξ X ) ∈ V , where dist : M × M → R means the Riemannian distance function on M [1, (3.30) ]. 3. The vector transport T is bounded, i.e., there exists a constant C > 0 such that
for all X ∈ M and ξ X , η X ∈ T X M.
Under Assumption 3.1, the tangent vector field F is bounded on , i.e., there exists a constant τ 1 > 0 such that
By using the continuity of f and Assumption 3.1, it is easy to see that the level set is closed and bounded, and thus is a compact subset of M. According to Corollary 7.4.6 in [1] , there exist two scalars ν > 0 and μ > 0 such that
for X ∈ and ξ X ∈ T X M with ξ X ≤ μ. If the vector transport T is chosen as the parallel translation, then the inequality in (3.2) holds as an equality with C = 1. Specially, if M is an embedded Riemannian submanifold of a Euclidean space and T is defined through orthogonal projection (2.4), then the inequality in (3.2) holds with C = 1.
To establish the global convergence of Algorithm 2.1, we need the following preliminary lemma whose proof is similar to that of Lemmas 3.2-3.3 in [26] , and thus we omit it here. For the search directions { X k } generated by Algorithm 2.1, we have the following result. The proof can be can seen as a generalization of [26, Lemma 3.4 ].
Lemma 3.3 Suppose Assumption 3.1 is satisfied and Algorithm 2.1 generates infinite sequences {X
k } and { X k }. If the sequence { F (X k ) } is bounded below by a constant τ > 0, i.e., F (X k ) ≥ τ, ∀k ≥ 0,(3.
5)
then there exists a constant T > 0 such that 
By Lemma 3.2, for any constant π ∈ (0, 1), there exists an index k 0 > 0 such that
This, together with (3.9), yields for all k > k 0 ,
Hence, (3.6) holds by setting T := max{ X 0 , X 1 , X 2 , . . . , X k 0 , τ 1
Next, we prove (3.7). By using (2.10), (3.3), (3.5), (3.6), and (3.8), we have for all k sufficiently large that
On the global convergence of Algorithm 2.1, we have the following theorem. The proof is a generalization of Theorem 3.5 in [26] and Theorem 1 in [11] . Proof Let X * be any accumulation point of the sequence {X k }. One may assume that lim k→∞ X k = X * , taking a subsequence if necessary. By Lemma 3.2, we have as follows: lim
In this case, F (X * ) = 0 since F is continuous and lim k→∞ X k = X * .
In the following, we assume that lim inf k→∞ α k = 0 and lim inf k→∞ F (X k ) > 0. From
Step 3 of Algorithm 2.1, taking a subsequence if necessary, we may assume that ρ −1 α k satisfies neither (2.11) nor (2.13) for k large enough, and thus
By hypothesis, the sequence { F (X k ) } is bounded from below. Thus, the condition (3.5) in Lemma 3.3 is satisfied. By using Lemma 3.3 and (3.3), we have
By the mean value theorem and using (3.15), there exists a θ ∈ (0, 1) such that
This, together with (3.14), yields
(3.16) By Lemma 3.2 and using the smoothness and local rigidity condition of retraction [1, (4. 2)], we have
where id T X * M denotes the identity operator on T X * M. From Lemma 3.2, Lemma 3.3, (2.12), (2.14) , and using the smoothness and consistency condition of vector transport [1, Definition 8.1.1], we obtain the following: 
Similarly, we can deduce from (3.13) that
The equality (3.10) follows from the last two inequalities.
From Theorem 3.4, we have the following corollary.
Corollary 3.5 Suppose Assumption 3.1 is satisfied and Algorithm 2.1 generates an
Suppose F : M → T M is a strongly geodesic monotone vector field [14, 20, 24, 28, 38] and is continuously differentiable, then there exists a positive constant λ > 0 such that 
Numerical experiments
In this section, we consider the application of Algorithm 2.1 to finding zeros of Oja's vector fields [2] , the tangent vector field corresponding to the trace ratio optimization problem [29, 43, 44] , and monotone tangent vector fields on Hadamard manifolds [15] . All numerical tests are carried out using MATLAB R2010a on a Lenovo Laptop Intel(R) Core(TM)2 i7-8550U with a 1.80 GHz CPU and 16-GB RAM. In our numerical tests, we set ρ = 0.5, λ k = 0.6, t 1 = t 2 = 10 −10 , α min = 10 −10 , α max = 10 10 , and δ k = F (X 0 ) /((2+k) ln 2 (2+k)) for all k. In Step 3 of Algorithm 2.1, the initial step length α k 0 is set to be as follows:
The stopping criterion for Algorithm 2.1 for solving (1.1) is set to be as follows [11, 26] :
where e a = 10 −6 , e r = 10 −5 , and M denotes the dimension of M. The largest number of iteration is set to be 1000. For comparison purposes, we repeat our experiments over 10 different randomly generated problems. In our numerical tests, "DIM." denotes the dimension of M, "CT.," "IT.," and "NF." mean the averaged total computing time in seconds, the averaged number of iterations, and the averaged number of function evaluations at the final iterates of our algorithm accordingly. In addition, "Res0." and "Res." denote the averaged initial residual F (X 0 ) and the averaged final residual F (X k ) (where X k is the iterative point satisfying the stopping criterion), respectively.
Examples
Example 4. 1 We consider the problem of finding a zero of Oja's vector field defined by real symmetric positive-definite matrices [2] . Let A ∈ R m×m be a symmetric positive-definite matrix, and p be a positive integer smaller than m. The Oja's vector field F : R m×p → R m×p associated with A is given by the following [2, 30, 31] :
Then X is a solution to F (X) = 0 if and only if the column space of X is an invariant subspace of A and X is orthonormal (i.e., X T X = I p ) (see [ 
The retraction R on St(p, m) is chosen as [1, p.59 ]
with X+ξ X = Q R. Here, the set R m×p * denotes the set of all real m × p matrices with linearly independent columns, Q ∈ St(p, m), and R is an upper triangular p × p matrix with strictly positive diagonal elements. The orthogonal projection of a matrix Z ∈ R m×p onto T X St(p, m) is given by the following:
where skew(A) := (A − A T )/2 and sym(A) := (A + A T )/2 for a real square matrix. Since St(p, m) is an embedded submanifold of R m×p , we may adopt the vector transport defined by the following: [1, p.174]:
We consider the problem of finding a zero of the Oja's vector field F : St(p, m) → T St(p, m) defined by (4.1) with varying m and p. Let A be a random m × m matrix generated by the MATLAB built-in functions rand, randn, and qr:
Thus, A is a random symmetric positive-definite matrix with uniformly distributed eigenvalues in the interval [0, 1]. The starting points are randomly generated by the MATLAB built-in functions randn and qr: W = randn (m, p), X 0 , R = qr (W ). To further illustrate the effectiveness of our algorithm, in Fig. 1 , we give the convergence history of Algorithm 2.1 for two tests with (m, p) = (6000, 30) and (m, p) = (3000, 120). Figure 1 depicts the logarithm of the residual versus the number of iterations for finding a zero of Oja's vector field defined in Example 4.1. The convergence trajectory indicates that the residual decreases steadily as the number of iterations increases.
Example 4.2
We consider the problem of finding a zero of the tangent vector field corresponding to the first-order optimization conditions for the trace ratio optimization problem [29, 43, 44] . Let A, B, C ∈ R m×m be real symmetric matrices with B being positive-definite and p be a positive integer smaller than m/2. The tangent vector field F : St(p, m) → T St(p, m) is given by the following [43, Theorem 2.1]: 
Numerical Algorithms
The starting points are randomly generated by the MATLAB built-in functions randn and qr: W = randn (m, p), X 0 , R = qr (W ).
In Table 2 , we report numerical results for Example 4.2 with varying values of m and p. In Fig. 2 , we give the convergence history of Algorithm 2.1 for two tests with (m, p) = (3000, 30) and (m, p) = (2000, 100). Figure 2 depicts the logarithm of the residual versus the number of iterations for finding a zero of the tangent vector field F defined in (4.5). We see from Table 2 and Fig. 2 that Algorithm 2.1 is stable and efficient for solving large-scale problems. Here, S m ++ is endowed with the following Riemannian metric: 
The retraction R on S m ++ is chosen as follows [23, (3.10)]:
for ξ X ∈ T X S m ++ and X ∈ S m ++ . The vector transport associated with the above R is chosen as follows [23, (3.13)]:
for ξ X , η X ∈ T X S m ++ , and X ∈ S m ++ . We consider the problem of finding a zero of the vector field F defined by (4.7) with varying m. The starting points are randomly generated by the MATLAB built-in functions rand, randn, and qr: Table 3 shows the numerical results for Example 4.3. We observe from Table 3 that Algorithm 2.1 requires only a few iterations and function evaluations for finding an approximate zero of the monotone vector field (4.7) with different values of m. This indicates that Algorithm 2.1 is very stable and efficient for solving large-scale problems. In Fig. 3 , we give the convergence history of Algorithm 2.1 for two tests with m = 600 and m = 1000. Figure 3 depicts the logarithm of the residual versus the number of iterations for finding a zero of the tangent vector field F defined in (4.7). The convergence trajectory indicates that the residual decreases very rapidly as the number of iterations increases, which shows the local fast convergence speed of Algorithm 2.1 for solving large-scale problems. 7) , and the Riemannian metric g in (4.6), for any point X 0 ∈ S m ++ , the level set is given by the following: := {X ∈ S m ++ | 2m ln 2 (det(X)) ≤ 2m ln 2 (det(X 0 ))}. 
Denote h := | ln(det(X 0 ))|. The set can be written as follows:
The level set is an unbounded subset of S m ++ , so the first condition in Assumption 3.1 is not satisfied by Example 4.3. Although Assumption 3.1 is not satisfied, Algorithm 2.1 performs well for Example 4.3 with randomly generated initial points. This shows that Assumption 3.1 is just sufficient but not necessary for global convergence of Algorithm 2.1. 3. With respect to the Riemannian metric (4.2), the exponential mapping on the compact Stiefel manifold St(p, m) is given by the following [1, (5.26) ]: for ξ X ∈ T X S m ++ and X ∈ S m ++ . The parallel translation on S m ++ is given by the following [23, (3.14) ]:
(4.12) for ξ X ∈ T X S m ++ and X ∈ S m ++ . To show the difference, in Table 6 , we compare Algorithm 2.1 using (4.11)-(4.12) with Algorithm 2.1 using (4.8)-(4.9) for solving Example 4.3 with (e a , e r ) = (10 −6 , 10 −5 ), (10 −8 , 10 −7 ), (10 −10 , 10 −9 ). From Table 6 , we can observe that Algorithm 2.1 using (4.11)-(4.12) converges in one iteration for (e a , e r ) = (10 −6 , 10 −5 ), (10 −8 , 10 −7 ). When (e a , e r ) = (10 −10 , 10 −9 ), Algorithm 2.1 using (4.8)-(4.9) works better than Algorithm 2.1 using (4.11)-(4.12) in terms of the computational time.
Hybrid method
We note that Algorithm 2.1 is globally convergent. We see from numerical experiments in Section 4 that, in general, Algorithm 2.1 converges at a low or medium order of accuracy. To improve the efficiency, one may adopt some hybrid method. A possible strategy is to combine Algorithm 2.1 with the Riemannian Newton method. As noted in Section 1, the Riemannian Newton method may be computationally expensive but has quadratic convergence. In particular, one may use Algorithm 2.1 to generate an initial point for the Riemannian Newton method with a relatively low accuracy and then switch to the Riemannian Newton method for finding a solution of high accuracy. A hybrid algorithm for solving (1.1) is described as follows. Step 0. Choose an initial point X 0 ∈ M, 0 < ζ 2 < ζ 1 , and 0 < ς < 1, t 1 , t 2 > 0, 0 < ρ < 1, 0 < λ min < λ max < 1, 0 < α min ≤ α ≤ α max . Let k := 0, 0 := f (X 0 ), 0 := 1. Select a positive sequence {δ k } such that (2.8) is satisfied.
Step 1. For k = 1, 2, . . ., do the RDF-PRP iteration as follows:
(a) Set X k to be (2.9) where β k and Y k are given by (2.10).
(b) Determine α k = max{αρ j , j = 0, 1, 2, . . .} such that if the condition (2.11) is satisfied, then compute X k+1 from (2.12); else if the condition (2.13) is satisfied, then compute X k+1 from (2.14). (c) Choose λ k ∈ [λ min , λ max ] and compute k+1 = λ k k + 1 and k+1 from (2.15).
Step 2. Set X 0 to be the limit point of the RDF-PRP iteration.
Step 3. For k = 0, 1, 2, . . ., do the Riemannian Newton iteration as follows:
(a) Apply the conjugate gradient (CG) method [21, Algorithm 10.2.1] to solving the following:
where ς k := min{ς, F (X k ) }. If (5.1) is not attainable, then set
We point out that Step 3 of Algorithm 5.1 is a modification of the damped Newton method proposed by Bortoloti et al. in [5] . Compared to the method in [5] , the Riemannian Newton equation is solved inexactly by choosing appropriate value of ς, and retraction is used instead of exponential mapping. In addition, different values of ζ 1 lead to different starting points for the Riemannian Newton method.
In Step 3, if X k is given by (5.1), it follows from (1.2), (2.7), and (5.1) that
Hence, X k is descent direction of f at the point X k since 0 < ς k < 1. If X k is given by (5.2) , it is also a descent direction. By Proposition 1 in [32] , the line search step (5.3) is well-defined, which guarantees the monotone decrease of the function value {f (X k )} in Step 3.
Let X * be an accumulation point of the sequence {X k } generated by Algorithm 5.1. Suppose that JF(X * ) is nonsingular, by modification of the proof of Theorem 3 in [5] , we can obtain that the sequence {X k } converges to X * and F (X * ) = 0 X * . By modification of the proof of Lemma 3 in [40] , the stepsize α k = 1 for k sufficiently large. Thus, for k sufficiently large, Algorithm 5.1 reduces to the inexact Riemannian Newton method [1, (8.13) ], by Theorem 8.2.1 in [1] , the sequence {X k } converges to X * superlinearly. Thus, Algorithm 5.1 maintains the same convergence property of the damped Newton's method in [5] .
For comparison purposes, we compare Algorithm 5.1 with the Riemannian Levenberg-Marquardt method [1, p.187] . For application of the Riemannian Levenberg-Marquardt method, we make use of the excellent manopt software library [6] . For demonstration purposes, we use Algorithm 5.1 to Examples 4.1-4.2, i.e., finding zeros of the tangent vector fields defined by (4.1) and (4.5) . To develop the Riemannian Newton method, one need to restrict the tangent vector fields in (4.1) and (4.5) to the Grassmann manifold Grass(p, m) endowed with the induced Riemannian metric from St(p, m). The restriction F : Grass(p, m) → T Grass(p, m) of F defined in (4.1) to Grass(p, m) is given by the following: [X] , which has the following form:
Similarly, the restriction F : Grass(p, m) → T Grass(p, m) of F defined in (4.5) to Grass(p, m) is given by the following:
Given a point X ∈ St(p, m) and a tangent vector ξ [X] ∈ T [X] Grass(p, m), the horizontal lift of J F ([X]) ξ [X] ∈ H X at X ∈ St(p, m) is denoted by J F([X]) ξ [X] , which is given by the following:
For the application of Riemannian optimization algorithms on Riemannian quotient manifolds, one can refer to [1, p.86 and p.121 ] and [45] . Next, we consider the application of Algorithm 5.1 to Examples 4.1-4.2 for different values of m and p. In our numerical tests, "NCG." denotes the total number Table 7 Numerical results for Example 4.1
Algorithm CT.
IT.
NF.
NCG.
Res0.
Res.
(100,20) Algorithm CT.
IT.
NCG.
Res.
(500,10) of inner CG iterations at the final iterate of Algorithm 5.1 and the Riemannian Levenberg-Marquardt method. For simplicity, we use "LM method" to denote the Riemannian Levenberg-Marquardt method. In our numerical tests, we set ς = 10 −8 , the parameter pairs (ζ 1 , ζ 2 ) are set to be (10 −1 , 10 −7 ) and (10 −3 , 10 −7 ), respectively, and the other parameters and the starting points are set as in Section 4. For simplicity, two different pairs of (ζ 1 , ζ 2 ) are tested. Tables 7 and 8 display numerical results for Example 4.1 with different values of m and p. In Fig. 4 , we give the convergence history of Algorithm 5.1 for one test of Example 4.1 with (m, p) = (300, 40). Figure 4 depicts the logarithm of the residual versus the number of iterations for finding a zero of the tangent vector field F defined in (4.1). Tables 9 and 10 show numerical results for Example 4.2 with different values of m and p. In Fig. 5 , we give the convergence history of Algorithm 5.1 for one test of Example 4.2 with (m, p) = (400, 20). Figure 5 depicts the logarithm of the residual versus the number of iterations for finding a zero of the tangent vector field F defined in (4.5).
We observe from Tables 7 and 9 that Algorithm 5.1 performs better than the Riemannian Levenberg-Marquardt method. By choosing suitable ζ 1 , Algorithm 2.1 may provide a good initial point for the Riemannian Newton method, which give a high accuracy solution. From Figs. 4 and 5, we observe that both Algorithm 5.1 and Algorithm CT.
IT.
NCG.
Res.
IT.
NCG.
(500,10) Algorithm CT.
IT.
NCG.
(1000,10) Total number of iterations Riemannian Levenberg-Marquardt method have local superlinear convergence rate. Tables 8 and 10 show that the proposed hybrid method is very effective for solving large-scale problems.
Conclusions
We have proposed a Riemannian derivative-free PRP method for finding a zero of a tangent vector field on a Riemannian manifold. By using a non-monotone line search, the global convergence of the proposed geometric method is established under some mild conditions. To further improve the efficiency, we also provide a hybrid method, which combines the proposed geometric algorithm with the Riemannian Newton method. Numerical tests illustrate the efficiency of the proposed geometric algorithm for large-scale problems. An interesting question is how to choose the stopping tolerance ζ 1 such that the overall computational cost of Algorithm 5.1 is minimized, which needs further study.
