Cortical microcircuits exhibit complex recurrent architectures that possess dynamically rich prop-13 erties. The neurons that make up these microcircuits communicate mainly via discrete spikes, 14 and it is not clear how spikes give rise to dynamics that can be used to perform computationally 15 challenging tasks. In contrast, continuous models of rate-coding neurons can be trained to perform 16 complex tasks. Here, we present a simple framework to construct biologically realistic spiking re-17 current neural networks (RNNs) capable of learning a wide range of tasks. Our framework involves 18 training a continuous-variable rate RNN with important biophysical constraints and transferring 19 the learned dynamics and constraints to a spiking RNN in a one-to-one manner. We validate 20 our framework on several cognitive task paradigms to replicate previously observed experimental 21 results. We also demonstrate different ways to exploit the biological features of our models to 22 elucidate neural mechanisms underlying cognitive functions. 23 1 recent advances have successfully modified and applied FORCE training to construct functional 46 spike RNNs [5, 15-18], FORCE training is computationally inefficient and unstable when connec-47 tivity constraints, including separate populations for excitatory and inhibitory populations (Dale's 48 principle) and sparse connectivity patterns, are imposed [16]. Consistent with these limitations, 49 there are only few examples of biologically realistic spiking RNN models trained via the FORCE 50 algorithm. In these examples, moderately sparse spiking networks that obey Dale's principle were 51
Introduction 24
Understanding how seemingly irregular and chaotic neural activity facilitates information process-25 ing and supports complex behavior is a major challenge in neuroscience. Previous studies have 26 employed models based on recurrent neural networks (RNNs) of continuous-variable rate units to 27 characterize network dynamics underlying neural computations [1] [2] [3] [4] [5] [6] . 28
Methods commonly used to train rate networks to perform cognitive tasks can be largely clas-29 sified into three categories: recursive least square (RLS)-based, gradient-based, and reward-based 30 algorithms. The First-Order Reduced and Controlled Error (FORCE) algorithm, which utilizes 31 RLS, has been widely used to train RNNs to produce complex output signals [2] and to reproduce 32 experimental results [3, 7, 8] . Gradient descent-based methods, including Hessian-free methods, 33 have been also successfully applied to train rate networks in a supervised manner and to replicate 34 the computational dynamics observed in networks from behaving animals [4, 9, 10] . Unlike the 35 previous two categories (i.e. RLS-based and gradient-based algorithms), reward-based learning 36 methods are more biologically plausible and have been shown to be as effective in training rate 37
RNNs as the supervised learning methods [11, 12] . Even though these models have been vital 38 in uncovering previously unknown computational mechanisms, continuous rate networks do not 39 incorporate basic biophysical constraints such as the spiking nature of biological neurons. 40
Training spiking network models where units communicate with one another via discrete spikes 41 is more difficult than training continuous rate networks. The non-differentiable nature of spike sig-42 nals prevents the use of gradient descent-based methods to train spiking networks directly, although 43 several differentiable models have been proposed [13, 14] . Due to this challenge, FORCE-based 44 learning algorithms have been most commonly used to train spiking recurrent networks. While 45 of the rate network along with the constraints to a spiking network model in a one-to-one manner. 56
The gradient descent learning algorithm allowed us to easily optimize many parameters including 57 the connectivity weights of the network and the synaptic decay time constant for each unit. In 58 addition, Dale's principle and additional connectivity patterns can be enforced without signifi-59 cantly affecting computational efficiency and network stability using the recurrent weight matrix 60 parametrization method proposed by Song et al. [10] . We demonstrate the flexibility and the 61 versatility of our framework by constructing spiking networks to perform several tasks ranging 62 from a simple Go-NoGo task to a more complex task that requires input integration and working 63 memory. Furthermore, we demonstrate how biologically realistic spiking RNNs constructed from 64 our framework allow us to utilize both rate-and spike-based measures to better understand the 65 network dynamics underlying cognitive behavior. 66
Results 67
Here we provide a brief overview of the two types of recurrent neural networks (RNNs) that we 68 employed throughout this study (more details in Methods): continuous-variable firing rate RNNs 69 and spiking RNNs. The continuous-variable rate network model consisted of N rate units whose 70 firing rates were estimated via a nonlinear input-output transfer function [1, 2] . The model was 71 governed by the following set of equations: 72
w rate ij r rate j + I ext (1)
brane voltage dynamics were given by: 82
where τ m is the membrane time constant (set to 10 ms throughout this study), v i is the membrane 83 voltage of unit i, w spk ij is the synaptic strength from unit j to unit i, r spk j represents the synaptic 84 filtering of the spike train of unit j, and I ext is the external current source. The discrete nature 85 of r spk j (see Methods) has posed a major challenge for directly training spiking networks using 86 gradient-based supervised learning. Even though the main results presented here are based on LIF 87 networks, our method can be generalized to quadratic integrate-and-fire (QIF) networks with only 88 few minor changes to the model parameters (see Supplementary Table 1 , Supplementary Notes, 89 Supplementary Fig. 4 ). 90
For each example shown in the study, we present the results obtained from a representative 91 trained model, but all the results were robust and reproducible from multiple trained networks 92 with random initialization conditions. Continuous rate network training was implemented using 93 the open-source software library TensorFlow in Python, while LIF/QIF network simulations along 94 with the rest of the analyses were performed in MATLAB. 95
Transfer Learning from Continuous Rate Networks to Spiking Networks. In order to 96 construct functional spiking networks that perform cognitive tasks, we developed a simple pro-97 cedure that directly maps dynamics of a trained continuous rate RNN to a spiking RNN in a 98 one-to-one manner. The first step of our method involves training a continuous rate RNN to per-99 form a task. Throughout this study, we used a gradient-descent supervised method, known as 100 Backpropagation Through Time (BPTT), to train rate RNNs to produce target signals associated 101
Once the rate network model is trained, the three sets of the weight matrices (W in , W rate , and 110 W rate out ) along with the tuned synaptic time constants (τ ) are transferred to a network of LIF spiking 111 units. The spiking RNN is initialized to have the same topology as the rate RNN. The input weight 112 matrix and the synaptic time constants are simply transferred without any modification, but the 113 recurrent connectivity and the readout weights need to be scaled by a constant factor (λ) in order 114 to account for the difference in the firing rate scales between the rate model and the spiking model 115 (see Methods). 116
In Fig. 1 , we trained a small continuous rate network of N = 200 units (162 excitatory and 38 117 inhibitory units) on a simple task modeled after a Go-NoGo task to demonstrate our framework. 118
Using BPTT, the network was trained to produce a positive mean population activity approaching 119 +1 after a brief input pulse ( Fig. 1A ). For a trial without an input pulse, the network was trained 120 to maintain its output close to zero. The trained rate RNN performed the task correctly on all 121 test trials with a mean synaptic decay time constant of 28.2 ± 9.4 ms ( Fig. 1B and 1C ). 122
Next, we directly transferred the input weight matrix (W in ) and the optimized synaptic time 123 constants to a network of LIF units. The connectivity matrix (W rate ) and the readout weights 124 (W rate out ) were scaled by a factor of λ = 0.02 (see Methods on how it was computed) and transferred 125 to the spiking network. When the weights were not scaled (i.e. λ = 1), the spiking network could 126 not perform the task (output signals for both Go and NoGo trials converged) and produced largely 127 fluctuating signals ( Fig. 1D top) . With an appropriate value for λ, the LIF network performed 128 the task with the same accuracy as the rate network ( Fig. 1D bottom) , and the LIF units fired at 129 rates similar to the "rates" of the continuous network units ( Fig. 1E The spiking network produced and maintained the same sinusoidal target signal autonomously 143 ( Fig. 2B bottom) . 144
In both networks (rate and LIF networks), inhibition closely tracked excitation with a temporal 145 delay, as revealed in the average rate signals of the two populations in each network ( Fig. 2C) . 146
These findings suggest that both networks operate in an excitation-inhibition balanced regime and 147 are aligned with the previous experimental results in which excitation followed by inhibition was 148 shown to provide a narrow window for sensory integration [20] [21] [22] [23] . 149
Next, we investigated the effect of transfer learning on the network spiking activity. Prior to 150 transfer of the weights, the spiking units connected via the initial random, sparse (10% sparsity) 151 weights fired at high rates continuously ( Fig Our framework can be also used to construct LIF networks to produce sinusoidal signals with 157 faster frequencies and more complex signals ( Supplementary Fig. 3 ). 158
Rate dynamics and mixed selectivity during context-dependent input integration. 159
The tasks considered so far did not require complex cognitive computations. In this section, 160
we consider a more complex task modeled after the context-dependent sensory integration task 161 ignoring inputs from the other modality. A contextual cue was also given to instruct the monkeys 164 which sensory modality they should attend to. The task required the monkeys to utilize flexible 165 computations as the same modality can be either relevant or irrelevant depending on the contextual 166 cue. Previous works have successfully trained continuous rate RNNs to perform a simplified version 167 of the task and replicated the neural dynamics present in the experimental data [4, 10, 12]. Using 168 our framework, we constructed the first spiking RNN model to our knowledge that can perform 169 the task and capture the dynamics observed in the experimental data. 170
For the task paradigm, we adopted a similar design as the one used by the previous modeling 171 studies [4, 10, 12] . A network of recurrently connected units received two streams of noisy input 172 signals along with a constant-valued signal that encoded the contextual cue ( Fig. 3A ; see Methods). 173
To simulate a noisy sensory input signal, a random Gaussian time-series signal with zero mean and 174 unit variance was first generated. Each input signal was then shifted by a positive or negative 175 constant ("offset") to encode evidence toward the (+) or (-) choice, respectively (see Methods). 176 Therefore, the offset value determined how much evidence for the specific choice was represented 177 in the noisy input signal. The network was trained to produce an output signal approaching +1 178 (or -1) if the cued input signal had a positive (or negative) mean ( Fig. 3A ). For example, if the output that approaches +1 regardless of the mean of the irrelevant input signal. 181 more units with slow synaptic decay time constants, as evidenced by the bimodal distribution of 184 the optimized time constants (Fig. 3B ). This is consistent with recent experimental results where 185 neurons with long timescales played an important role in integration and processing of accumulated 186 evidence [24] . 187
Next, the dynamics of the trained rate RNN were transferred to a network of LIF units. The 188 spiking network performed the same task equally well (Fig. 3C ). The psychometric curves of the 189 spiking network further confirmed that the network could indeed integrate the relevant input 190 modality, while successfully ignoring the irrelevant modality ( Fig. 3D ). In other words, the network 191 behavior was strongly dependent on the cued modality offset values, while the uncued modality 192 offset values did not affect the network behavior. We also transferred the rate network dynamics 193 to a network of QIF units and obtained similar results ( Supplementary Fig. 4 ). 194
After verifying that the spiking RNN could perform the task reliably, we investigated whether Motivated by this recent study, we constructed an excitatory-inhibitory spiking RNN to perform 223 a task that required working memory and employed a spike-based synchrony measure to charac-224 terize how inhibitory signaling contributes to precise neuronal synchrony and working memory 225 maintenance. We used a temporal exclusive-OR (XOR) task paradigm, where each trial began 226 with two sequential stimuli separated by a brief delay period ( Fig. 5A ). A network of 200 LIF 227 units (158 excitatory and 42 inhibitory units) with an average synaptic decay of 44.4 ± 28.0 ms 228 could successfully perform the task (Fig. 5B ). During a stimulus period, the input signal was held 229 at either -1 or +1. If the two sequential stimuli had the same sign (+1/+1 or -1/-1), then the 230 network was trained to produce an output signal approaching +1 ( Fig. 5C top) . If the stimuli had 231 different signs (+1/-1 or -1/+1), the output of the network approached -1 ( Fig. 5C bottom) . This 232 task is a classical example of working memory tasks as it requires the network to briefly retain and 233 recall the first stimulus identity in order to make a correct decision during the response window. 234
The neural population trajectories projected to a low-dimensional space discovered by principal 235 component analysis (PCA) revealed how the spiking network performed the working memory task 236 ( Fig. 5D ; Supplementary Fig. 5 ; see Methods). During the fixation period before the presentation 237 black circles, second stimulus onset; green filled circles, "+1" first stimulus; green empty circles, "-1" first stimulus; magenta filled circles, "+1" second stimulus; magenta empty circles, "-1" second stimulus. See of the first stimulus, all four trajectories corresponding to the four trial types stayed together as 238 expected (data not shown). Then the trajectories diverged based on the identity of the first stimulus 239 forming two stable "tunnels" traveling in the opposite directions: one for the "+1" first stimulus 240 and the other for the "-1" first stimulus (green filled and empty circles in Fig. 5D ). During the 241 delay period, the dynamical landscape was maintained, and the two tunnels stayed well-separated. 242
During the second stimulus period, these two tunnels bifurcated again to form four trajectories 243 in a manner that allowed the network to preserve all three task variables (first stimulus, second 244 stimulus, and response). The first principal component (PC) encoded the information related to 245 the first stimulus: the trajectories with the "+1" first stimulus resided in the negative PC 1 region, 246 while the trajectories corresponding to the "-1" first stimulus stayed in the positive PC 1 area. The 247 identity of the second stimulus was represented by the third PC, and the second PC encoded the 248 network response variable. Therefore, the low-dimensional neural response trajectories revealed 249 how short-term memories were represented in the spiking network performing the temporal XOR Finally, we studied how attenuated inhibitory signaling altered the neuronal synchrony and the 252 network dynamics. In order to model diminished PV interneuron-mediated signaling transmission, 253
we suppressed random subpopulations of the inhibitory units in the trained model by delivering 254 strong hyperpolarizing currents throughout the trial. The size of the subpopulations was varied 255 to simulate different degrees of inhibitory signaling attenuation. We considered three levels of 256 inhibitory unit suppression: weak (24% of inhibitory units suppressed), moderate (48% inhibitory 257 units suppressed), and severe (71% inhibitory units suppressed). We first characterized the sponta-258 neous (no input stimuli) excitatory population synchrony for each of the three levels by computing 259 spike-triggered average (STA) of local field potential (LFP) proxy signals (see Methods) [29] . If 260 neurons fire in a synchronized manner with respect to the local population activity (as estimated 261 by the LFP), the STA signal shows a prominent peak around each spike time [29, 30] . Here, the 262 LFP signals were modeled as the average synaptic inputs into the excitatory units and normalized 263 to the z-scores for each trial ( Fig. 6A ; see Methods). For the intact network, the excitatory units 264 fired more often during synchronous excitatory synaptic input activities leading to a large positive 265 peak in the average STA signal ( Fig. 6B and 6C ). As the fraction of the suppressed inhibitory 266 units increased, the STA peak amplitude decreased indicating desynchronization of the excitatory 267 units ( Fig. 6B and 6C ). In these impaired network models, the excitatory units fired more spon-268 taneously ( Supplementary Fig. 6 ). The increased spontaneous excitatory activities and disrupted 269 network synchrony are in line with the recent findings where hypofunctioning PV interneurons led 270 to desynchronized assemblies of pyramidal cells with increased spontaneous activities [28] . 271
To assess the severity of working memory impairment in each of the models, we focused on 272 encoding and maintenance of the first stimulus identity by the excitatory population using a cross-273 temporal pattern analysis method, which previous studies have successfully employed to probe 274 dynamic working memory coding [12, 24, 31-33]. For each inhibitory suppression level, we obtained 275 excitatory population responses for each trial type. Then these responses were grouped by the first 276 stimulus identity only and were split into a training and a test dataset. A linear, maximum-277 correlation classifier was then trained to decode the identity of the first stimulus at each time 278 point of the trial (see Methods). For the intact model, the excitatory units encoded the first 279 stimulus robustly across the entire trial duration (Fig. 7 top left) . This is consistent with the low 280 dimensional trajectories shown in Fig. 5D along with the previous experimental findings where 281 stable representations of stimuli persisted long after the presentation of the stimuli [24, 33]. The 282 population coding of the first stimulus was disrupted as the inhibitory units were suppressed 283 ( Fig. 7) . In the most severe case (71% of the inhibitory units suppressed), the identity of the first 284 stimulus could only be decoded during the first stimulus period (Fig. 7 bottom right ), suggesting 285 that the loss of inhibitory signaling disrupted the stable working memory representation of the 286 first stimulus identity. The neural responses projected to the first two PCs confirmed that the 287 memory of the first stimulus identity was indeed abolished in the moderate and severe models 288 ( Supplementary Fig. 7 ). On the other hand, suppressing a significant portion of the excitatory 289 units (50% of the excitatory units suppressed) did not produce network desynchronization and 290 working memory deficits ( Supplementary Fig. 8 ). These findings indicate that the inhibitory units 291 in our spiking model are critical for controlling network dynamics and carrying out important 292
computations. 293
Discussion 294
In the current study, we presented a simple framework that harnesses the dynamics of trained 295 continuous rate network models to produce functional spiking RNN models. This framework can 296 flexibly incorporate functional connectivity constraints and heterogeneous synaptic time constants. 297
The spiking RNNs were constructed to perform various cognitive task paradigms, including context-298 dependent input integration and working memory tasks; rate-and spike-based measures illuminated 299 the neural dynamics underlying cognitive processes. 300
The type of approach used in this study (i.e. conversion of a rate network to a spiking net-301 work) has been previously employed in neuromorphic engineering to construct power-efficient deep 302 spiking networks [34] [35] [36] . These studies mainly employed feedforward multi-layer networks or con-303 volutional neural networks aimed to accurately classify input signals or images without placing too 304 much emphasis on biophysical limitations. The overarching goal in these studies was to maximize 305 task performance while minimizing power consumption and computational cost. On the other 306 hand, the main aim of the present study was to construct spiking recurrent network models that 307 abide by important biological constraints in order to relate emerging mechanisms and dynamics 308 to experimentally observed findings. To this end, we have carefully designed our continuous rate 309
RNNs to include several biological features. These include (1) to provide dynamically rich auxiliary basis functions meant to be distributed to overlapping popu-319 lations of spiking units. Due to this reason, the relationship between their rate and spiking models 320 is rather complex, and it is not straightforward to impose functional connectivity constraints on 321 their spiking RNN model. An additional procedure was introduced to implement Dale's principle, 322 but this led to more fragile spiking networks with considerably increased training time [16] . The wanted to incorporate into our spiking model were implemented in our rate network model first 326 and then transferred to the spiking model. 327
The recurrent weight parametrization method proposed by Song et al.
[10] to train continuous 328 rate RNNs that satisfy Dale's principle was also employed in our study to constrain our rate mod-329 els. Surprisingly, this constraint was transferable to spiking RNNs to produce separate excitatory 330 and inhibitory populations. This biological feature allowed us to characterize the functional role of 331 inhibitory units in governing neuronal synchrony and network dynamics ( Fig. 6 and Fig. 7) . Fur-332 thermore, other connectivity motifs motivated by biology can be enforced and transferred using 333 our framework ( Supplementary Fig. 1) . 334
In addition to imposing specific connectivity patterns, we have also optimized synaptic decay 335 Since our framework involves rate RNNs that operate in a rate coding scheme, the spiking RNNs 346 that our framework produces also employ rate coding by nature. Previous studies have shown that 347 spike-coding can improve spiking efficiency and enhance network stability [15, 21, 38], and it will 348 be important to build on our current method to include spike-coding schemes. In addition, our 349 framework does not model nonlinear dendritic processes which have been shown to play a significant 350 role in efficient input integration and flexible information processing [17, 39, 40]. Incorporating 351 nonlinear dendritic processes into our platform using the method proposed by Thalmeier et al. 352
[17] will be an interesting next step to further investigate the role of dendritic computation in 353 information processing. Lastly, the backpropagation method utilized in our framework to train 354 rate RNNs in a supervised manner is not biologically plausible. However, previous studies have 355 validated and uncovered neural mechanisms observed in experimental settings using RNN models and improve our understanding of neural systems, even if it was constructed using non-biological 358 means. Testing if our framework can be generalized to support more biologically realistic training 359 methods, such as reinforcement learning methods, is also an important future direction. 360
In summary, we provide an easy-to-use platform that converts a continuous recurrent network 361 model to a more biologically realistic, spiking model. The framework along with the findings 362 presented in this study will be valuable for future experimental and theoretical studies aimed at 363 uncovering neural computations underlying cognition. 364 
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We use a standard logistic sigmoid function for the transfer function to constrain the firing rates 474 to be non-negative: 475
The connectivity weight matrix (W rate ) is initialized as a random, sparse matrix drawn from a 476 normal distribution with zero mean and a standard deviation of 1.5/ √ N · P c where P c = 0.10 is 477 the initial connectivity probability. 478
The external currents (I ext ) include task-specific input stimulus signals (see Implementation 479 of computational tasks and figure details) along with a Gaussian white noise variable: 480
where the time-varying stimulus signals (u ∈ R N in ×1 ) are fed to the network via W in ∈ R N ×N in , 481 a Gaussian random matrix with zero mean and unit variance. N in corresponds to the number of 482 input signals associated with a specific task, and N (0, 0.01) ∈ R N ×1 represents a Gaussian random 483 noise with zero mean and variance of 0.01. 484
The output of the rate RNN at time t is computed as a linear readout of the population activity: 485
where W rate out ∈ R 1×N refers to the readout weights. 486
Eq. (5) is discretized using the first-order Euler approximation method: 487
where ∆t = 5 ms is the discretization time step size used throughout this study. 488
Spiking network structure. For our spiking RNN model, we considered a network of leaky 489 integrate-and-fire (LIF) units governed by 490
In the above equation, τ m = 10 ms is the membrane time constant shared by all the LIF units, 491
v ∈ R 1×N is the membrane voltage variable, W spk ∈ R N ×N is the recurrent connectivity matrix, 492 and r spk ∈ R 1×N represents the spike trains filtered by a synaptic filter. Throughout the study, 493 the double exponential synaptic filter was used to filter the presynaptic spike trains: 494
where τ r = 2 ms and τ i refer to the synaptic rise time and the synaptic decay time for unit i, 495 respectively. The synaptic decay time constant values (τ i ∈ τ ) are trained and transferred to our 496 LIF RNN model (see Training details). The spike train produced by unit i is represented as a 497 sum of Direc δ functions, and t k i refers to the k-th spike emitted by unit i. 498
The external current input (I ext ) is similar to the one used in our continuous model (see Con-499 tinuous rate network structure). The only difference is the addition of a constant background 500 current set near the action potential threshold (see below). 501
The output of our spiking model at time t is given by 502 o spk (t) = W spk out r spk (t)
Other LIF model parameters were set to the values used by Nicola and Clopath [18] . These 503 include the action potential threshold (-40 mV), the reset potential (-65 mV), the absolute refrac-504 tory period (2 ms), and the constant bias current (-40 pA). The parameter values for the LIF and 505 the quadratic integrate-and-fire (QIF) models are listed in Supplementary Table 1 . 506
Training details. In this study, we only considered supervised learning tasks. A task-specific 507 target signal (z) is used along with the rate RNN output (o rate ) to define the loss function (L), 508 which our rate RNN model is trained to minimize. Throughout the study, we used the root mean 509 squared error (RMSE) defined as 510
where T is the total number of time points in a single trial. 511
In order to train the rate model to minimize the above loss function (Eq. 8), we employed 512
ADaptive Moment Estimation (ADAM) stochastic gradient descent algorithm. The learning rate 513 was set to 0.01, and the TensorFlow default values were used for the first and second moment 514 decay rates. The gradient descent method was used to optimize the following parameters in the 515 rate model: synaptic decay time constants (τ ), recurrent connectivity matrix (W rate ), and readout 516 weights (W rate out ). 517
Here we describe the method to train synaptic decay time constants (τ ) using backpropagation. 518 First, the time constants are initialized with random values within the specified range: 519 τ = σ(N (0, 1)) · τ step + τ min where σ(·) is the sigmoid function (identical to Eq. 6) used to constrain the time constants to 520 be non-negative. The time constant values are also bounded by the minimum (τ min ) and the 521 maximum (τ max = τ min + τ step ) values. The error computed from the loss function (Eq. 8) is then 522 backpropagated to update the time constants at each iteration: 523
The method proposed by Song et al.
[10] was used to impose Dale's principle and create separate 524 excitatory and inhibitory populations. Briefly, the recurrent connectivity matrix (W rate ) in the 525 rate model is parametrized by 526
where the rectified linear operation ([·] + ) is applied to the connectivity matrix at each update step. 527
The diagonal matrix (D ∈ R N ×N ) contains +1's for excitatory units and -1's for inhibitory units in 528 the network. Each unit in the network is randomly assigned to one group (excitatory or inhibitory) 529 before training, and the assignment does not change during training (i.e. D stays fixed). 530
To impose specific connectivity patterns, we apply a binary mask (M ∈ R N ×N ) to Eq. 9: 531
where refers to the Hadamard operation (elementwise multiplication). Similar to the diagonal 532 matrix (D), the mask matrix stays fixed throughout training. For example, the following mask 533 matrix can be used to create a subgroup of inhibitory units (Group A) that do not receive synaptic 534 inputs from the rest of the inhibitory units (Group B) in the network (see Supplementary Fig. 1) : 535
where m ij ∈ M establishes (if m ij = 1) or removes (if m ij = 0) the connection from unit j to unit 536 i. 537
Transfer learning from a rate model to a spiking model. In this section, we describe the 538 method that we developed to perform transfer learning from a trained rate model to a LIF model. 539
Once the rate RNN model is trained using the gradient descent method outlined in Training 540 details, the rate model parameters are transferred to a LIF network in a one-to-one manner. 541
First, the LIF network is initialized to have the same topology as the trained rate RNN. Next, the 542 input weight matrix (W in ) and the synaptic decay time constants (τ ) are transferred to the spiking 543 RNN without any modification. Lastly, the recurrent connectivity matrix (W rate ) and the readout 544 weights (W rate out ) are scaled by a constant number, λ, and transferred to the spiking network. 545
If the recurrent connectivity weights from the trained rate model are transferred to a spiking 546 network without any changes, the spiking model produces largely fluctuating signals (as illustrated 547 in Fig. 1D ), because the LIF firing rates are significantly larger than 1 (whereas the firing rates of 548 the rate model are constrained to range between zero and one by the sigmoid transfer function). 549
To place the spiking RNN in the similar dynamic regime as the rate network, we first assume 550 a linear relationship between the rate model connectivity weights and the spike model weights: 551
Using the above assumption, the synaptic drive (d) that unit i in the LIF RNN receives can be 552 expressed as 553
where w spk ij ∈ W spk is the synaptic weight from unit j to unit i. 554
Similarly, unit i in the rate RNN model receives the following synaptic drive at time t: 555
If we set the above two synaptic drives (Eq. 10 and Eq. 11) equal to each other, we have: 556
Generalizing Eq. 12 to all the units in the network, we have 557 r rate (t) = λ · r spk (t) Therefore, if there exists a constant factor (λ) that can account for the firing rate scale difference 558 between the rate and the spiking models, the connectivity weights from the rate model (W rate ) 559 can be scaled by the factor and transferred to the spiking model. 560
The readout weights from the rate model (W rate out ) are also scaled by the same constant factor 561 (λ) to have the spiking network produce output signals similar to the ones from the trained rate 562 model: 563
In order to find the optimal scaling factor, we developed a simple grid search algorithm. For a 564
given range of values for λ (ranged from 0.0125 to 0.10 with a step size of 0.0001), the algorithm 565 finds the optimal value that minimizes the RMSE between the rate network output and the spiking 566 model output signals. 567 Implementation of computational tasks and figure details. In this section, we describe the 568 details of the parameters and methods used to generate all the main figures in the present study. 569 The minimum and the maximum synaptic decay time constants were set to 20 ms and 50 ms, 572
respectively. An input stimulus with a pulse 125 ms in duration was given for a Go trial, while 573 no input stimulus was given for a NoGo trial. The network was trained to produce an output 574 signal approaching +1 after the stimulus offset for a Go trial. For a NoGo trial, the network was 575 trained to maintain its output at zero. A trial was considered correct if the maximum output signal 576 during the response window was above 0.7 for the Go trial type. For a NoGo trial, if the maximum 577 response value was less than 0.3, the trial was considered correct. For training, 6000 trials were 578 randomly generated, and the model performance was evaluated after every 100 trials. Training 579 was terminated when the loss function fell below 7 and the task performance reached at least 95%. 580
The termination criteria were usually met at or before 2000 trials for this task. A scaling factor of 581 0.02 (λ = 0.02) was used to construct a LIF network model for this task. 582 were set to range from 20 ms to 50 ms. Each trial lasted for 3500 ms or 700 time steps with 5 ms 585 step size, and the training was terminated when the loss function fell below 5. A scaling factor of 586 0.0286 (λ = 0.0286) was used to construct a LIF network model for this task. 587 were trained to perform the context-dependent input integration task. The input matrix (u ∈ 589 R 4×750 ) contained four stimuli channels across time (750 time steps with 5 ms step size). The 590 first two channels corresponded to the modality 1 and modality 2 noisy input signals. These 591 signals were modeled as white-noise signals (sampled from the standard normal distribution) with 592 constant offset terms. The sign of the offset term modeled the evidence toward (+) or (-) choices, 593 while the magnitude of the offset determined the strength of the evidence. The noisy signals were 594 only present during the stimulus window (250 ms -2500 ms). Once the network was trained, 595 the stimulus duration was shortened to 1000 ms (250 ms -1250 ms). The last two channels of u 596 represented the modality 1 and the modality 2 context signals. For instance, the third channel of were randomly set to -0.5 or +0.5. The context signals were randomly set such that either modality 600 1 (third input channel is set to 1) or modality 2 (fourth input channel is set to 1) was cued for 601 each trial. If the offset term of the cued modality was +0.5 (or -0.5) for a given trial, the network 602 was instructed to produce an output signal approaching +1 (or -1) after the stimulus window. 603
The model performance was assessed after every 100 training trials, and the training termination 604 conditions were same as the ones used for Figure 1 . A scaling factor of 0.0182 was used to construct 605 a LIF network model for this task. 606
For the psychometric curves (Fig. 3D) , the offset value was varied from -0.5 to +0.5 with a step 607 size of 0.1. 608 Fig. 4 . To investigate how task variables and offset values affected the network dynamics, we used 609 the spiking network constructed in Fig. 3 to generate neural responses for different trial conditions. 610
We considered 11 levels of offset ranging from -0.5 to +0.5 with a step size of 0.1. Therefore, there 611 were a total of 242 trial conditions: (11 offsets for modality 1) × (11 offsets for modality 2) × (2 612 contexts). For each condition, we generated 50 trials and extracted spike trains from all the units. 613
The spike data was preprocessed in a similar manner as done by Mante et al. [4] . Briefly, time-614 varying firing rates were first estimated by counting spikes in a non-overlapping, sliding window 615 (50 ms in duration). Next, the firing rates from all the trials (242 × 50 = 12100 trials) were 616 concatenated, resulting in a large matrix with 400 rows (one for each unit) and 12100 × T columns 617 (where T = 44 is the number of time points in each trial). The firing rates of each unit (i.e. 618 each row of the large matrix) were normalized by z-score transformation using the mean and the 619 standard deviation across all the trials (i.e. across the columns of the matrix). The z-scored neural 620 responses were then used for the multi-variable linear regression and the targeted dimensionality 621 reduction analyses (implemented using the details outlined in Mante et al. [4] ). 622 was trained to perform a temporal exclusive OR (XOR) task. The input matrix (u ∈ R 2×300 ) 624 contained two input channels for two sequential stimuli (over 300 time steps with 5 ms step size). 625
The first channel delivered the first stimulus (250 ms in duration), while the second channel modeled 626 the second stimulus (250 ms in duration) which began 50 ms after the offset of the first stimulus. 627
The short delay (50 ms) allowed the model to learn the task efficiently, and the delay was increased 628 to 250 ms after training without affecting the model performance. During each stimulus window, 629 the corresponding input channel was set to either -1 or +1. If the two sequential stimuli had the
Data availability 663
The trained models used in the present study are available as MATLAB-formatted data at https: 664 //github.com/rkim35/spikeRNN. 665 Fig. 7 ) was performed. D. Neural response trajectories of the "moderate" network model projected to the first three principal components (PCs). Even with the suppressed excitatory units, the network was able to preserve the three task-related variables: first stimulus identity, second stimulus identity, and response.
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Supplementary Notes
For the quadratic integrate-and-fire (QIF) model ( Supplementary Fig. 4 
