For the interpolation of graph signals with generalized shifts of a graph basis function (GBF), we introduce the concept of positive definite functions on graphs. This concept merges kernel-based interpolation with spectral theory on graphs and can be regarded as a graph analog of radial basis function interpolation in euclidean spaces or spherical basis functions. We provide several descriptions of positive definite functions on graphs, the most relevant one is a Bochnertype characterization in terms of positive Fourier coefficients. These descriptions allow us to design GBF's and to study GBF interpolation in more detail: we are able to characterize the native spaces of the interpolants, we provide explicit estimates for the interpolation error and obtain bounds for the numerical stability. As a final application, we show how GBF interpolation can be used to get quadrature formulas on graphs.
Introduction
G raph signal processing is a rapidly growing research field for the study of big data structures on highly irregular and complex graph domains [24, 30, 39] . In our brave new world such data structures are generated, collected and magnified in every facet of our lives: in social networks, in our health systems, in banking and shopping apps, in traffic or security monitoring. Graphs offer the possibility to model, connect and order these structures, and graph signal processing offers the tools to filter and simplify the data on the graphs as well as to extract the most relevant information. For signals on highly complex graphs, interpolation and approximation methods are essential tools to reduce the computational costs or to reconstruct signals from a small amount of measurements.
Inspired from classical signal processing on the real line, spaces of bandlimited signals have been introduced on graphs to approximate signals [3] . As in classical Fourier analysis, the main conception is that smooth signals are approximated well by their low-frequency parts, while the removed higher frequencies mostly contain noise. Spaces of bandlimited signals can therefore be considered as natural approximation spaces on graphs. For the interpolation of graph signals, the usage of bandlimited signals has however some drawbacks: (I1) For a given set of interpolation nodes on the graph, uniqueness of interpolation can not be guaranteed in the space of bandlimited functions, cf. [25] . (I2) More critical for applications, also if unisolvence is given, the bandlimited interpolants show an unstable and highly oscillatory behavior, particularly in the boundary regions of the graph. In analogy to a similar behavior in high-order polynomial interpolation, this can be considered as a Runge-type phenomenon. An example of such a Runge artifact is shown in Figure 1 (right). Similar as for high-order polynomial interpolation, there are however some possibilities to circumnavigate the issues (I1) and (I2): (S1) Adaptive selection of optimal sampling nodes. This strategy has a stabilizing effect on the interpolation if the sampling nodes can be chosen freely. For the adaptive refinement typically a costly Greedy algorithm is used. Realizations of this strategy on graphs can be found in [7, 23, 41] . (S2) Regularization of the interpolation conditions. If the interpolation condition is weakened to the solution of a regression problem the target space of bandlimited signals can be reduced and the unisolvence (I1) guaranteed [3, 23] . Alternatively, if the problem is formulated as a minimization problem with additional smoothness or sparsity constraints, cf. [39, 41] , unisolvence is obtained and the Runge artifacts described in (I2) are in general mitigated. Beyond the strategies (S1) and (S2), a much more flexible tool for the reconstruction of signals from a small set of samples is given by kernel-based methods. On graphs, such kernel methods are usually studied in terms of regression and regularization techniques for machine learning, see [2, 3, 19, 29, 38] . Typically used kernels are powers of the graph Laplacian [3] and diffusion kernels [19, 38] . Works related to graph signal interpolation focused on variational splines as kernels, see [26, 42] .
For interpolation on graphs, a key advantage of kernel-based methods is the fact that unisolvence (I1) is automatically given as soon as the applied kernel is positive definite. As particular kernels can be constructed to mimic interpolation in bandlimited spaces, (I2) plays a role for kernel-based methods as well. However, the large flexibility to generate different kernels allows to design interpolation kernels that are adapted to the given data and that avoid reconstruction artifacts. An example of a diffusion kernel based graph interpolation is demonstrated in Figure 1 (middle).
The determination of suitable interpolation kernels is essential for the quality in signal reconstruction. As the space composed of all linear kernels is growing quadratically in the number of graph nodes, it is important to focus on simpler classes of kernels that provide suitable smoothness properties for the interpolation and that can be aligned with the spectral structure of the graph. In euclidean spaces such a class of kernels is given by positive definite radial basis functions (RBF's) [6, 32, 43] . A radial basis function f generates naturally a symmetric kernel K on R d by taking the shifts K(x, y) = f (x − y) of the function f . This allows to represent the kernel K very compactly in terms of a univariate function. Similar concepts of positive definite basis functions exist in other group settings, as for instance for periodic functions [35] or more generally on compact groups [13] . Also they our known for symmetric spaces as the unit sphere. Here, the corresponding positive definite functions providing the kernels are referred to as spherical basis functions (SBF's) [17, 22] .
Positive definite functions and their generalizations have a long and rich mathematical history, and they are corner elements in harmonic analysis, signal processing and probability theory [31, 40] . The core characterization of positive definite functions is given by Bochner's Theorem [5] linking positive definiteness in space to positivity in the Fourier domain. This link is essential for a lot of applications. Most prominently, in signal processing the standard kernels for convolution and signal filtering are all based upon positive definite functions, as the sinc filter or the Gaussian filter. Further, for RBF's and SBF's, the positive definiteness of the basis function guarantees the positive definiteness of the corresponding kernel K and, thus, the unisolvence (I1) of the interpolation problem.
In the emerging field of graph signal processing, a general theory of positive definite functions has not been studied so far. The goal of this work is to introduce and promote the concept of positive definite functions on graphs and to investigate their role as generators of kernel-based interpolation schemes. In analogy to RBF interpolation in R d , we want to understand how interpolation with generalized shifts of a positive definite graph basis function (GBF) can be implemented on graphs. Further, based on the Fourier properties of the positive definite basis function, we aim to give more details about the approximation power and the stability properties of the GBF interpolation scheme.
Our main contributions are:
• We give a proper definition of positive definite functions in spectral graph theory embedded in the structure of a graph C * -algebra. Further, we figure out several characteristic properties of positive definite functions: we give a Bochner-type characterization based on the graph Fourier transform and a description in terms of moment conditions on the graph (Section 4). • We describe how generalized translates of positive definite graph basis functions can be applied as a kernel-based interpolation scheme on graphs. We show how the native spaces for the interpolation are characterized in terms of the positive definite GBF's (Section 5). • We analyze space-frequency decompositions on graphs that are based upon positive definite window functions (Section 7). • We study stability properties of the GBF interpolation scheme and provide estimates for the approximation error (Section 8). • We show how the GBF interpolation scheme can be used to obtain quadrature rules for the integration of graph signals and derive bounds for the respective errors (Section 9). Required terminologies and preliminary results for spectral graph theory and kernel-based interpolation are derived in Section 2 and Section 3. Further, in Section 6 we provide a list of useful GBF's.
Background

Introduction to spectral graph theory
We start this work with a general overview on spectral graph theory and the notions of graph Fourier transform, graph spectrum and graph convolution. A standard reference for spectral graph theory is the monography [8] by F. Chung. For an introduction to the graph Fourier transform, graph convolution and space-frequency concepts related to graphs, we refer to [37] .
In our considerations, the graph G is a triplet G = (V, E, A), where V = {v 1 , . . . , v n } denotes a finite set of vertices, E ⊆ V ×V is the set of (directed or undirected) edges connecting the vertices and A ∈ R n×n is a weighted, symmetric and non-negative adjacency matrix containing the connection weights of the edges. The harmonic structure of the graph G is encoded in this adjacency matrix A. As A is assumed to be symmetric the harmonic structure on G is inherently undirected, also if the edges of G are directed.
Goal of this work is to study interpolation of signals x : V → R on the graph G. We denote the vector space of all signals on G as L(G). Since the number of nodes in G is fixed, the dimension of L(G) is finite and corresponds to the number n of nodes. As the node set V is ordered, we can describe the signal x also as a vector x = (x(v 1 ), . . . , x(v n )) ∈ R n . Depending on the context, we will switch between the representation of x as a function in L(G) and a vector in R n . On the space L(G), we have a natural inner product given by
The corresponding euclidean norm is given by
The canonical orthonormal basis in L(G) is denoted by {e 1 , . . . , e n } and given by the unit vectors e j satisfying e j (v i ) = δ ij for i, j ∈ {1, . . . , n}.
We consider the (normalized) graph Laplacian L associated to the adjacency matrix A to determine a spectral structure on G:
Here, I n denotes the identity operator in R n , and D is the degree matrix with entries given as
As A is symmetric, also the graph Laplacian L is a symmetric matrix and we can compute its orthonormal eigendecomposition as
where M λ = diag(λ) = diag(λ 1 , . . . , λ n ) is the diagonal matrix with the increasingly ordered eigenvalues λ i , i ∈ {1, . . . , n}, of L as diagonal entries. The columns u 1 , . . . , u n of the orthonormal matrix U are normalized eigenvectors of L with respect to the eigenvalues λ 1 , . . . , λ n . The ordered set G = {u 1 , . . . , u n } of eigenvectors is an orthonormal basis for the space of signals on the graph G. We callĜ the spectrum of the graph G.
Fourier transform on graphs
In classical Fourier analysis, as for instance the Euclidean space or the torus, the Fourier transform can be defined in terms of the eigenvalues and eigenfunctions of the Laplace operator. In analogy, we consider the elements ofĜ, i.e. the eigenvectors {u 1 , . . . , u n }, as the Fourier basis on the graph G.
In particular, going back to our spatial signal x, we can define the graph Fourier transform of x aŝ
x := U x = (u 1 x, . . . , u n x) , and its inverse graph Fourier transform as
x := Ux.
The entriesx i = u i x ofx are the frequency components or coefficients of the signal x with respect to the basis function u i . For this reason,x :Ĝ → R can be regarded as a function on the spectral domainĜ of the graph G. To keep the notation simple, we will however usually represent spectral distributionsx as vectors (x 1 , . . . ,x n ) in R n . Regarding the eigenvalues of the normalized graph Laplacian L, it is well-known that (see [ 
Note that it is possible to use the spectral decomposition of other suitable operators on L(G) instead of the normalized graph Laplacian L in order to define the graph Fourier transform U on G. Common examples in the literature include the adjacency matrix A or other normalizations of L. All the results of this work hold true also for these alternative generators of the graph Fourier transform as long as the Fourier matrix U is orthogonal.
Convolution on graphs
With the graph Fourier transform we obtain the possibility to define a convolution between two graph signals x and y. In analogy to classical Fourier analysis in which the convolution of two signals is calculated as the pointwise product of their Fourier transforms, we define for x, y ∈ L(G) the graph convolution as x * y := U (Mxŷ) = UMxU y.
As before, Mx denotes the diagonal matrix Mx = diag(x) and Mxŷ = (x 1ŷ1 , . . . ,x nŷn ) gives the pointwise product of the two vectorsx andŷ. The convolution * on L(G) has the following properties:
(αx) * y = α(y * x) for all α ∈ R (Associativity for scalar multiplication). The unity element of the convolution is given by f 1 = n i=1 u i . In view of the linear structure in (1), we can further define a convolution operator C x on L(G) as
The convolution x * y can then be formulated as the matrix-vector product C x y = x * y. Written in this way, we can regard every signal x ∈ L(G) also as a filter function acting by convolution on a second signal y.
The graph C * -algebra
The rules (1)-(4) of the graph convolution guarantee that the vector space L(G) endowed with the convolution * as a multiplicative operation is a commutative and associative algebra. With the identity as a trivial involution and the norm
x * y we obtain a real C * -algebra A. Relevant for us is the fact that A is commutative and finite. A general introduction to C * -algebras with the description of commutative and finite C * -algebras can be found in [9] . Further characterizations of real C * -algebras are, for instance, given in [20] .
The graph C * -algebra A is the standard model for graph signal processing in this work. The algebra A contains all possible signals and filter functions on G and describes how filters act on signals via convolution. Furthermore, A contains the entire information of the graph Fourier transform. This can be seen as follows: the spectrum of the commutative C * -algebra A is given by the set of multiplicative linear functionals on A that preserve the multiplicative structure of the algebra. These so-called characters of A are in our case exactly the n functionals x → u k x, k ∈ {1, . . . , n}. The spectrum of the C * -algebra A can therefore be naturally identified with the already introduced spectrumĜ = {u 1 , . . . , u n } of the graph G. The famous Gelfand-Naimark theorem translated to the C * -algebra A then confirms that the graph Fourier transform U is an algebra isomorphism between the C * -algebra A and the C * -algebra of functions on the spectrumĜ with the pointwise multiplication as multiplicative operation. Our study of positive definite functions on the graph G essentially relies on this algebraic signal model.
The algebraic structure of graph signal processing was observed in several previous works. In [28] , a general algebraic signal model was developed in order to describe signal processing in discrete settings. The C * -algebra framework considered in this work fits as a particular case in the general framework of [28] , offers however a much closer relation between signals, convolution and graph Fourier transform.
Beside the C * -algebra A we will consider the following two subalgebras:
(1) The C * -algebra A L generated by the graph Laplacian L as
A L is a subalgebra of A that contains the unity element f 1 of the convolution. The algebra A L is relevant for the construction of filter functions in terms of the Laplacian L. ( 2) The C * -algebra B M of bandlimited signals with bandwidth M ≤ n given by
The multiplicative unity of the subalgebra B M is in this case given by M k=1 u k . The bandlimited signals are relevant for us as approximation spaces. We conclude this section with a characterization of the subalgebra A L . Proposition 2.1. Assume that the graph Laplacian L has precisely r ≤ n distinct eigenvalues. Then,
Proof. We consider the algebraÃ
and show thatÃ corresponds to A L . Clearly,Ã is a subalgebra of A that contains the unity f 1 of the convolution. As
As the dimension ofÃ corresponds to the number r of distinct eigenvalues of L, it only remains to show that
To see this, we pick r distinct eigenvalues of the graph Laplacian L and denote them by λ k 1 , . . . , λ kr .
is invertible, the matrix (f 1 , Lf 1 , . . . , L r−1 f 1 ) has full rank and its columns are linearly independent.
Proposition 2.1 states that A = A L holds true if and only if the spectrum of the graph Laplacian L is simple, that is, if all the eigenvalues of L are distinct. In this case, the dimension of the algebra A L is largest possible. For some graphs the subalgebra A L can however also be particularly small. For example, if G is an unweighted complete graph, i.e. every pair of nodes in V is connected by a unique, equally weighted edge, then the normalized graph Laplacian possesses only the eigenvalues λ 1 = 0 and λ 2 = λ 3 = · · · = λ n = 2. In this case, A L = span{f 1 , Lf 1 } is only two-dimensional.
Kernel-based methods for interpolation on graphs
In this section, we give a synthesis of well-known facts about kernel-based interpolation methods on discrete sets. In the classical euclidean setting, the corresponding concepts are, for instance, presented in [32, 33] or in the treatise [43] . An introduction to kernel-based methods for machine learning is given in [34] . A recent survey on the history and research trends related to positive definite kernels can be found in [14] . Note that the following derivations do not yet take into account spectral or geometric information of the graph G.
Positive definite kernels on graphs
We are interested in kernel functions K : V × V → R on the graph G that are symmetric, i.e., they satisfy K(v, w) = K(w, v) for all nodes v, w ∈ V . A kernel K allows to introduce a linear operator K : L(G) → L(G) acting on a graph signal x ∈ L(G) as
Based on our identification of signals x ∈ L(G) with vectors in R n , we can represent K as the symmetric matrix K ∈ R n×n given by
The following families of symmetric kernels are particularly relevant for this work:
Interpolation with positive definite kernels
Every p.d. kernel K allows to equip the space L(G) with an inner product of the form
The resulting inner product space, referred to as native space N K , is a reproducing kernel Hilbert space [1] in which K assumes the role of the reproducing kernel satisfying the property
A p.d. kernel K can generally be used to solve interpolation problems in interpolation spaces that are generated by columns of the matrix K. The corresponding interpolation problem on the graph G reads as follows: for given samples
With a p.d. kernel K this interpolation problem can be solved as follows. As an interpolation basis we consider the columns K(·, w k ), k ∈ {1, . . . , N }, of the matrix K. Then an interpolating signal I W x based on the expansion
has to satisfy the interpolation condition
As K is p.d. also the submatrix K W is p.d. by the inclusion principle [16, Theorem 4.3.15 ]. The linear system (3) therefore has a unique solution, and the interpolating signal I W x can be written uniquely in terms of the basis {K(·, w 1 ), . . . , K(·, w N )}. We denote the corresponding interpolation space as
The following result is standard for reproducing kernel Hilbert spaces and one of the reasons why these spaces are so popular for the interpolation and approximation of signals. As the proof is almost a one-liner, we add it at this place. Proof. If a signal y vanishes on W , the reproducing property of the kernel K yields the identity
Interpolation with conditionally positive definite kernels
If K is c.p.d. with respect to a subspace Y, the interpolation on the node set W can be performed in a similar way once the issue with the non positive definiteness on the orthogonal complement Y ⊥ of Y is solved. If the dimension M of the complement Y ⊥ is small and an orthonormal basis {y ⊥ 1 , . . . y ⊥ M } of Y ⊥ is given, this issue can be fixed in a simple manner by defining the augmented kernel
If the parameter δ > |λ min (K)| ≥ 0 is larger than the modulus of the smallest eigenvalue of K, then the augmented kernel K (δ) is positive definite and we can apply the interpolation procedure of the last section. In particular we can find a unique interpolation signal x ∈ N K (δ) ,W such that the interpolation problem (2) is solved. The interpolant I W x has the expansion
where the coefficients c k are the solutions of (3) with respect to the augmented kernel K (δ) . In particular, the interpolation space (4) can be regarded as the reproducing kernel of the orthogonal complement Y ⊥ . By adding a δ-multiple of this kernel to the c.p.d. kernel K, the nonpositive part of the spectrum of K is shifted by δ > 0 in positive direction, resulting in a p.d. kernel K (δ) . An alternative strategy to obtain a p.d. kernel from a c.p.d. kernel is formulated in [4] in terms of a reflection technique and Pontryagin spaces. A third possibility (for instance pursued in [26] ) consists in adding a multiple of the identity matrix to the c.p.d. kernel K and, thus, in shifting the entire spectrum of the kernel to the positive real axis. Remark 3.4. Definition 3.1 (3) for c.p.d. kernels is not the standard definition given in the literature, see for instance, [43] . The standard definition reads as follows: K is c.p.d. if and only if for all subsets W the matrix K W is p.d. on the subspace determined by N k=1 y ⊥ (w k )c k = 0 for all y ⊥ ∈ Y ⊥ . In [4] it is shown, that every kernel that is c.p.d. with respect to this standard definition can be interpreted as a kernel that is c.p.d. with respect to Definition 3.1 (3) and vice versa. In some works, the c.p.d. kernels in Definition 3.1 (3) are referred to as kernels with finitely many negative squares, see [4, 31] .
Positive definite functions on graphs 4.1 Definition
The general kernel-based interpolation scheme of the last section does not include spectral information of the graph. Goal of this section is to harmonize these two structures and to develop an interpolation scheme in which the interpolation kernels are characterized in terms of the generalized translates of a single graph basis function. For this, the following notion of positive definiteness is essential. 
is symmetric and positive semi-definite (positive definite, respectively). We call f conditionally positive definite with respect to a subspace Y if K f is p.d. on Y. The sets of positive semi-definite and positive definite functions in L(G) are denoted by P and P + , respectively.
A positive semi-definite function f induces naturally a p.s.d kernel K f on G by
If there is an additional group structure on G, the signal C e i f corresponds precisely to the shift of the signal f by the group element v i . On general graphs, we don't have an inherent notion of translation. Nevertheless, we will encounter several examples in which the signals C e i f are spatially well-localized around the nodes v i . For this reason, we can interpret C e i f as a generalized translate of f on G. In any case, the positive definiteness of f implies that the set {C e 1 f, . . . , C en f } of generalized shifts of f is linearly independent and forms a basis of L(G).
A Bochner-type characterization of positive definite functions
The introduced notion of positive definiteness is deeply linked to the spectrumĜ = {u 1 , . . . , u n } of the graph G. A direct manifestation of this link is the following Bochner-type characterization of a p.d. function f in terms of the graph Fourier transformf . 
Further, we have the following refinements: Proof. We apply the definition of the convolution given in (1) to the kernel matrix K f . With the convolution operator given by C x = UMxU and the commutativity of the convolution, we can rewrite the columns of the kernel matrix K f as
In this way, K f = UMf U , and we have found the spectral decomposition of the matrix K f as well as the Mercer decomposition of K f . In particular, the entriesf k off are precisely the eigenvalues of 
The convex cone of positive definite functions on graphs
We are interested in characterizing the set P as well as the subset P + of p.d. functions. For this, we first consider the norm
|x k |, and the bounded subset
The norm · A indicates the norm dual to the C * -algebra norm · A . The set P 1 therefore corresponds to the intersection of the unit ball in the dual algebra A with the set P of p.s.d. functions. In the following we denote the zero signal in L(G) by 0 = (0, . . . , 0) . As a first result, we get the following characterization of the convex set P 1 .
Theorem 4.3. The signals {0, u 1 , . . . , u n } are the extreme points of the convex and compact set P 1 .
In particular, we have
Proof. We consider the euclidean space R n with the standard basis {e 1 , e 2 , . . . , e n }. The vertices of the standard simplex ∆ in R n are the origin 0 and the vectors e 1 , e 2 , . . . , e n . Obviously, ∆ is convex, compact and has precisely the n + 1 mentioned extremal points. Now, by the natural identification of L(Ĝ) with R n we can regard ∆ as a convex simplex in L(Ĝ) and apply the inverse Fourier transform U. Then, Bochner's characterization in Theorem 4.2 implies that U∆ = P 1 .
As U is linear and invertible, the image P 1 of the convex set ∆ is convex and compact. Further, the extremal points e k of ∆ are mapped onto the extremal points Ue k = u k of P 1 . This shows the statement of the theorem.
We conclude this section with a list of elementary properties of the sets P and P + . (1) If f, g ∈ P, then γ 1 f + γ 2 g ∈ P for all γ 1 , γ 2 ≥ 0 (P is a convex cone in L(G)).
(2) The extreme rays of the cone P are given by {γu k | γ ≥ 0}, k ∈ {1, . . . , n}.
(3) The convex cone P + is the open interior of P.
(4) If f, g ∈ P, then f * g ∈ P (P is closed under convolution).
(5) f ∈ P if and only if there exists a g ∈ L(G) with f = g * g.
Proof. Property (1) follows directly from Definition 4.1. The statement in (2) is a consequence of Theorem 4.3 with the additional observation that P = ∪ γ≥0 γP 1 . By Bochner's characterization in Theorem 4.2, a p.s.d. function f is on the boundary of the cone P if and only iff k = 0 for at least one k ∈ {1, . . . , n}. This on the other hand is equivalent for f to be in P \ P + . This shows (3) . Thereby, the fact that P + is a convex cone is also guaranteed by Definition 4.1. Finally, (4) and (5) follow from Theorem 4.2 and the fact that the convolution of two signals is defined as the multiplication of their respective Fourier transforms. 
As P + is the open interior of P, every f ∈ P + ∩ P 1 is then necessarily of the form
Moment conditions for positive definite functions
We consider the moments f 1 L j x, j ∈ N 0 , of a signal x ∈ L(G). With these moments we can generate the Hankel matrices
The moment matrices H r (x) allow to characterize positive definite functions in the subalgebra A L . Proof. We first show that f ∈ P implies that the matrix H r (f ) is p.s.d.: For an arbitrary vector y = (y 1 , . . . , y r ) ∈ R r , we have the identities
Therefore, if f is p.s.d., then Theorem 4.2 implies that also H r (f ) is p.s.d. For the converse conclusion we need the r distinct eigenvalues of the graph Laplacian L: we denote them by λ k 1 , . . . , λ kr . As they are distinct, the Vandermonde matrix
is invertible. Thus, for every j ∈ {1, . . . , r} there exists a (unique) vector y (j) ∈ R r , y (j) = 0 such that V r y (j) = e j ∈ R r . Plugging these solutions y (j) into (6), we get
Therefore, if we assume that H r (f ) is p.s.d., and we use the characterization of the subalgebra A L in Proposition 2.1, we obtainf k ≥ 0 for all k ∈ {1, . . . , n}. This on the other hand implies that f is a p.s.d. function. For the stricter assumption that f ∈ P + , the argumentation line in the proof is almost the same. The only difference is in the demonstration of the forward direction (f ∈ P + ) ⇒ (H r (f ) is p.d.). In this case, the requirement that L has exactly r distinct eigenvalues is already needed.
Interpolation with graph basis functions
By the attribution
d. function f induces a p.d. kernel K f . Therefore, we obtain an interpolation scheme for the generalized translates C e j f of the graph basis function f by considering the corresponding kernel-based scheme introduced in Section 3. We summarize this interpolation scheme in Algorithm 1:
Algorithm 1: Interpolation with Graph Basis Functions (GBF's)
Input: Signal values x(w 1 ), . . . , x(w N ) at the sampling nodes W ⊂ V . A positive definite graph basis function f ∈ P + Calculate the N generalized translates C e j 1 f = e j 1 * f, . . . , C e j N f = e j N * f with the correspondence v j k = w k for the nodes in W .
Solve the linear system of equations
Calculate the GBF-interpolant
In the following, we call I W x the GBF interpolant of the signal x on the nodes W . The particular structure of this interpolation scheme allows us to discuss error estimates and stability issues in Section 8 very similarly to RBF interpolation in R d or SBF interpolation on the unit sphere. The GBF interpolation space is spanned by the generalized translates C e j k f of the GBF f , i.e.,
Bochner's characterization in Theorem 4.2 provides us with the following characterization of the inner product in the native space
Theorem 5.1. If f ∈ P + then the inner product and the norm of the native space N K f are given as
Proof. By the characterization in Theorem 4.2, the eigendecomposition of the p.d. matrix K f is given as K f = UMf U . This implies that the inverse K −1 f of K f is given by K −1 f = UM 1/f U . Therefore, the inner product of the native space N K f can be written as (5) . Middle: f = f pol,1 in Example (6) . Right: f = f L (0) in Example (2) . The ringed node corresponds to v j .
Examples of positive definite functions on graphs
In the following, we list several important examples of p.d. GBF's on graphs. Some of them are related to well-known graph kernels. Generalized shifts C e j f of these GBF's are illustrated in Fig. 2. (1) (Trivial interpolation with the unity f 1 ) The unity f 1 = n k=1 u k of the graph convolution is a p.d. function. We have C e i f 1 = e i . Therefore, K f 1 = I n and K f 1 ,W = I N are identity matrices and the interpolation space of the GBF f 1 is given by N K f 1 ,W = span{e j 1 , . . . , e j N } (here, v j k corresponds to the node w k ). Interpolation in terms of the basis functions {e j 1 , . . . , e j N } is nothing else than extending the given data Therefore, variational spline interpolation can be regarded as a GBF interpolation scheme based on the p.d. function f ( In+L) −s defined in the spectral domain aŝ 1 ( +λn) s . In [42] , also the parameter choice = 0 was considered. In this case, the functional L s/2 I W x is a seminorm related to the p.s.d. kernel (L † ) s . If the graph G is connected the Fourier transform of the p.s.d. function f (L † ) s is given bŷ
The GBF f (L † ) s is therefore a c.p.d. function with respect to the subspace span{u 2 , . . . u n }. In order to guarantee uniqueness, the interpolation problem can be treated as in Example (2) or as described in Section 3.3. A more classical approach to solve the interpolation problem with variational splines is described in [42] or in [15] for related problems on manifolds. The fact that f B M is not strictly p.d. already indicates that we can not expect to have unisolvence for the interpolation problem(2) in the space N K f B M = B M . This is in fact also pointed out in [25, 41] .
Space-frequency analysis with positive definite functions
For a window function f ∈ L(G), the windowed Fourier transform F f x of a signal x is defined in the domain G ×Ĝ as (cf. [36, 37] )
We reflected already on the role of the convolution C e i f as a generalized shift of the function f on G. In a similar sense, the multiplication operator √ nM u k in the windowed Fourier transform mimics a generalized modulation in terms of the Fourier basis u k . The space-frequency analysis related to the windowed Fourier transform uses the coefficients F f x(v i , u k ) to decompose the signal x. In [37] it is shown that the system { √ nM u k C e i f | i, k ∈ {1, . . . , n}} provides a frame for the space of signals L(G) iff 1 = 0. If we assume that the window function f is positive definite, we can tighten this statement. In this case the shifts {C e i f | i ∈ {1, . . . , n}}, form already a basis of L(G). In addition, we get the following result. (1, . . . , 1) .
(2) Let {u k 1 , . . . , u k M } be a subset ofĜ containing M ≤ n Fourier basis functions and u k 1 = u 1 .
Then { √ nM u k j C e i | i ∈ {1, . . . , n}, j ∈ {1, . . . , M }} is a frame for G with the frame bounds
Proof.
(1) As f ∈ P + and u k (v) = 0 for all v ∈ V , the matrices K f and M u k are both invertible. Thus, √ nM u k K f is invertible and the n columns √ n M u k C e i f , i ∈ {1, . . . , n}, form a basis of L(G). x holds true for all x ∈ R n . Now, if we use u k 1 = u 1 = (1, . . . , 1) / √ n, we get the lower bound
On the other hand, we obtain as an upper bound are optimal in this case. This was pointed out in [37] with an equivalent formulation of the bounds.
Stability and Error Estimates
The goal of this section is to find upper bounds for the interpolation error |x(v) − I W x(v)| and for the numerical condition of the interpolation. As before, I W x denotes the uniquely determined interpolant of a signal x ∈ L(G) in the native space N W,K f . The approximation space N W,K f is defined upon the set W = {w 1 , . . . w N } ⊂ V of interpolation nodes and a positive definite function f ∈ P + providing the kernel K f and the p.d. interpolation matrix K f,W .
Norming Sets
In order to measure the approximation quality of the interpolant I W x, we need to know how well functions in subspaces of L(G) can be recovered from function samples on the node set W . This is provided by the following notion of norming set. As auxiliary subspaces of L(G), we consider the bandlimited signals B M on G. We introduce also two projection operators S W and B M on L(G) as
The mapping S W projects a signal x onto the subset W ⊂ V , whereas B M describes the projection onto the space B M of bandlimited functions. . , x(w N )}. In the literature, the notion uniqueness set is therefore sometimes used instead of norming set, see [23, 25] . There is a simple criterion derived in [41] to see whether W is a norming set for B M or not. 
Proof. The first part of this statement is already proven in [41, Theorem 4.1] , the second part regarding the bound for the norming constant is new. In the following, we give (for the convenience of the reader) a combined proof for both parts. On several occasions, we will use the fact that 
We can now use the Neumann series expansion for (I n − B M + B M S W B M ) −1 and obtain
Then, taking the norm on both sides yields the desired bound
Theorem 8.2 illustrates that the knowledge of whether W is a norming set for B M or not depends profoundly on the spectral structureĜ of the graph G and is related to the existence of non-admissible regions in the combined space-frequency domain of the graph. In spectral graph theory, such regions describe uncertainty principles. For this link to uncertainty principles and concrete examples, consider [41] and the more general framework in [12] .
Main Error Estimate
Our main error estimate reads as follows: 
This error estimate is determined by three correlated factors: the norming constant (S W B M ) 1 , the tail n k=M +1f k and the native space norm x K f . These three factors depend on the sampling set W , the bandwidth M , the decay of the Fourier coefficientsf k , and the signal x. Regarding M and the decay of the coefficientsf k , we have a trade-off between the first two factors and the last two factors of the error estimate. In general, we will obtain meaningful error estimates in Theorem 8.3 if the coefficientsf k decay rapidly, the signal x is smooth (with small native space norm x K f ) and the sampling set W is a norming set for a large space B M . If the Fourier coefficientsf k have a particular decay, we further obtain the following refinements: Corollary 8.4. With the same assumptions as in Theorem 8.3, we get the following bounds:
Proof. This statement is an immediate consequence of Theorem 8.3 with the following observations:
Proof of Theorem 8.3
The proceeding in this proof is inspired by the proofs of similar error estimates for SBF's [18] , for positive definite kernels on Riemannian manifolds [10] and on compact groups [13] .
In order to estimate the error |x(v) − I W x(v)|, the first step of the proof is to represent the interpolant I W x ∈ N K f ,W in a suitable way. This representation is given in terms of a Lagrange-type basis { 1 , . . . , N } of N K f ,W as
The Lagrange basis functions k are determined as the interpolants
where the node v j k corresponds to the node w k ∈ W . Now, using the fact that K f is the reproducing kernel of the Hilbert space N K f , we obtain the estimate
is referred to as power function in the RBF community, see [32, 43] . It depends on the node v, the sampling nodes W and on the p.d. function f , but does not depend on the signal x. We will conclude this proof by estimating the power function P W,K f (v). For this, we need two well-known auxiliary results. The first is related to the power function. [43, Theorem 11.5 ]) If f ∈ P + , then N k=1 k (v)C e j k f is the best approximation of K f (·, v) in the subspace N K f ,W with respect to the native space norm in N K f .
Proof. This result is a consequence of the orthogonality of the subspace N K f ,W to the vector K f (·, v)− N k=1 k (v)C e j k f . This follows from the identities
The last equality follows from that fact that, by the definition of the Lagrange basis k , k ∈ {1, . . . N }, the function N k=1 k (v)C e j k f (w i ) interpolates C e j i f at all nodes w ∈ W . As this interpolant is unique in N K f ,W , the sum N k=1 k (v)C e j k f (w i ) corresponds to C e j i f (v) on the entire node set V . The second auxiliary result is related to norming sets. It can be proven with a functional analytic argument including the Hahn-Banach theorem. The details are given in [43, Theorem 3.4] . Then, for every node v ∈ V , there are coefficients (a 1 (v), . . . , a N (v)) ∈ R N such that
Proof of Theorem 8.3. Starting from the bound of the approximation error given in (10), we continue to estimate the power function P W,K f (v). Without loss of generality we assume that v / ∈ W (for v ∈ W the power function is zero) and set w 0 = v j 0 = v as well as 0 (v) = −1. Then, by using the characterization of the native space norm given in Theorem 5.1, we can rewrite the square of the power function as
By Lemma 8.5, the square P 2 W,K f (v) is minimized as a functional by the coefficients k (v). Therefore, we obtain an upper bound of P W,K f (v) 2 by replacing the coefficients k (v) with the functions a k (v), k ∈ {1, . . . , N }, given in Lemma 8.6. In addition, we set a 0 (v) = −1. In this way, we get the bound
Taking the square root on both sides, we obtain precisely the statement of the theorem.
Stability
A common measure for the absolute numerical condition of a linear interpolation scheme I W x is given by the operator norm sup x ≤1 I W x . It describes the worst case amplification of errors in the sampling data by the interpolation process. For this numerical condition number, we get: 
Proof. In matrix-vector notation we can write the interpolant I W x compactly as
. We can therefore bound the norm I W x by Therefore, stability gets to an issue for GBF interpolation as soon as the interpolation matrix K f,W is badly conditioned. Choosing basis functions f in which the Fourier coefficientsf k are all distant from 0 avoids bad conditioning. On the other hand, for the error bounds in Theorem 8.3 it is relevant that the Fourier coefficients decay rapidly towards 0. This can be regarded as a trade-off between stability and approximation quality of the scheme and is a phenomenon that is typically encountered also in classical RBF and SBF interpolation as, for instance, discussed in [11, 14, 43] .
Numerical Example
To get an impression on how GBF interpolation performs in comparison to a pure bandlimited interpolation, we give two numerical examples. The test graph G is a reduced point cloud extracted from the Stanford bunny (Source: Stanford University Computer Graphics Laboratory). It contains n = 900 nodes projected in the xy-plane and 7325 edges. Two nodes are therein connected with an edge, if the euclidean distance between the nodes is smaller than a given radius of 0.01. We recursively construct a sequence W N of N sampling sets in V such that #W N = N , W N −1 is contained in W N , and the new node w N in W N is chosen randomly from V \ W N −1 . As a first test signal, we use the signal x (1) = u 4 illustrated in Fig. 3 , i.e. a bandlimited test function in the space B 4 . As a second example, we use a non-bandlimited, smooth signal x (2) shown in Fig. 4 . The Fourier coefficientsx (2) k of x (2) are decaying exponentially in k.
The signal x (1) = u 4 can be recovered exactly in the space B N if N ≥ 4 and W N is a norming set for B N . This is visible in Fig. 3 . On the other hand, we see in Fig. 4 that interpolation in B N gets highly unstable if the signal x (2) is outside of B N also if x (2) is very smooth. The GBF interpolants on the other hand show a similar stable behavior in both cases. Also, as predicted by Theorem 8.3, the results in Fig. 3 and 4 show that the Fourier decay of the various GBF's has a strong impact on the convergence rates if the interpolated signals are smooth. Fig. 3 : GBF interpolation for the input signal x (1) = u 4 . Left: GBF interpolant for the nodes W 40 and the GBF f pol,4 given in Example (6) . Middle: interpolation error with respect to the original signal. Right: Interpolation errors for GBF schemes in terms of the number N of interpolation nodes. Fig. 4 : GBF interpolation for the input signal x (2) . Left: GBF interpolant for the nodes W 70 and the diffusion GBF f e −20L of Example (5) . Middle: interpolation error with respect to the original signal. Right: Interpolation errors for GBF schemes in terms of the number N of interpolation nodes.
Integration of graph signals with positive definite functions
As a final application of p.d. functions on graphs, we are interested in finding quadrature weights µ k , k ∈ {1, . . . , N } such that the integration functional 1 n n i=1 x(v i ) is well approximated by a sum of the form N k=1 µ k x(w k ). Again W = {w 1 , . . . w N } is a subset of V . Similarly, as proposed for variational splines [27] , we construct the quadrature weights in such a way that the quadrature formula is exact for all signals in the interpolation space N K f ,W , i.e.
As before, f is a p.d. GBF providing the basis {C e j 1 f, C e j 2 f, . . . , C e j N f } for the space N K f ,W . The indices j k are determined by the relation v j k = w k . The exactness in (11) provides us with a system of equations to determine the coefficients µ k , k ∈ {1, . . . , N }. To derive this system we assume that the first eigenvector u 1 of the Laplacian is given by u 1 = (1, . . . , 1) / √ n. Then, plugging the basis functions C e j k f into equation (11), we get the identities
for k ∈ {1, . . . , N }. Combining these N identities and using the fact that C e j k f (w l ) = C e j l f (w k ), we get the linear system of equations     C e j 1 f (w 1 ) · · · C e j N f (w 1 ) . . . . . . . . .
As f is p.d., the matrix K f,W is invertible and the coefficients µ 1 , . . . , µ N are uniquely determined. Proof. As the quadrature formula is exact for all elements of N K f ,W , we get for the interpolant I W x ∈ N K f ,W of a signal x the identities
and the stated bound follows by Theorem 8.3.
For the variational spline kernel f ( In+L) −s considered in Example (4) the bound in Corollary 9.1 seems to be complementary to the quadrature error given in [27, Theorem 3.3] . While in [25, 26, 27] a Λ-set terminology is used to describe the interpolation and quadrature quality of variational splines, we used the complementary notion of norming sets for the bounds in Theorem 8.3 and Corollary 9.1. For bandlimited functions, a further interesting quadrature rule related to kernels based on powers of the graph Laplacian is derived in [21] .
