saved in the internal data file formats that these two sysRecognizing the construction methods of (piecewise) polyno-tems support, Sat data files in the case of Acis, and the mial or rational curves and surfaces is of great importance, e.g., Archive data format in Ideas. In contrast to these two for geometrical data exchange between two different modeling systems, Advanced Visualizer allows one to create an Obj systems. We formulate intrinsic conditions that are parameter-file that contains a polygonal approximation model of the ization independent whenever possible. These conditions can freeform shape, with no way of retrieving the history and detect: (i) whether a curve segment is a line, a circle, or a planar origin of the surfaces. 3Design [22], another product from curve; (ii) whether a surface patch is a plane, a sphere, a Wavefront Technologies that is integrated in Alias and cylinder, or a cone; and (iii) whether a surface is constructed Wavefront, can save geometry in Obj files as well as in as a surface of revolution/extrusion, a ruled/developable surGeo files where only the final model is saved, giving up face, or a generalized cylinder. © 1997 Academic Press the entire history of the model. Nevertheless, the geometry is saved in a precise form. That is, in a Geo file, the geome-
cone that was imported in, will be treated as a general can be created by a reparameterization. For example, substitute t ϭ r n , r ʦ [0, 1], into Eq. (1) . Then, we get freeform surface in this same system. Moreover, this inconsistency might also hinder optimal treatment and further manipulation of the surface. For example, consider the automatic generation of toolpaths for NC machining. A C(r n ) ϭ
i (r n ) surface of revolution can be efficiently rotated on a lathe if the axis of revolution and the cross-section curve are ϭ P 0 (1 Ϫ r n ) ϩ P 1 r n both known. This information might be lost, as we have ϭ P 0 ϩ (P 1 Ϫ P 0 )r n (3) seen when we have examined the three modeling environments of Acis, Ideas, and Advanced Visualizer due to ϭ P 0 n iϭ0 B n i (r) ϩ (P 1 Ϫ P 0 )B n n (r) Boolean operations applied to the primitive shapes or due to data exporting and importing. Unfortunately, by treating the surface of revolution as a regular NURBS surface, it ϭ n iϭ0 Q i B n i (r), might be more difficult and inefficient to manufacture the surface. Similarly, the computation of the surface-surface intersections are simpler to compute once the surface is where known to be of a simpler shape such as a sphere.
This consistency problem is even more severe as there are numerous ways one can construct a geometry. A circle can be represented procedurally using its center and radius, Q i ϭ ͭ P 0 , for 0 Յ i Ͻ n P 1 , for i ϭ n, can be formed using three or more arcs that are represented as rational quadratics or higher degrees, or even approximated using polynomial functions. To illustrate the compu-because ͚ 
r). tational issues involved in identifying different representa-
The curve C(r n ) in Eq. (3) is a polynomial representation tions of the same geometric shape, we consider a simple of a line, but with a nonuniform speed; that is, ʈdC(r)/drʈ line segment. Clearly, a line segment can be represented is not constant. Thus, the same geometry can be repreas a linear polynomial, e.g., using the linear Bé zier basis sented in several different ways even when polynomials of functions the same degree are used. The curve C(r n ) of degree n in Eq. (3) and the linear curve C(t) from Eq. (1) degree raised to degree n, both represent the same line segment from C(t) ϭ 1 iϭ0 P i B 1 i (t) ϭ P 0 (1 Ϫ t) ϩ P 1 t, t ʦ [0, 1], (1) P 0 to P 1 , and both are of degree n, but they are represented using different control points. This ambiguity can be effectively alleviated by considering intrinsic (i.e., parameterizawhere B n i (t) denotes the ith Bé zier basis function of degree tion-independent) properties of curves and surfaces. n. A higher order Bé zier curve Differential analysis tools are based on regular curves and surfaces with regular parameterization. Therefore, a serious problem arises when a curve or surface is nonregu-
(2) lar, or the parameterization is nonregular even if the curve or surface itself is regular. In the reparameterization t ϭ r n of the line segment in Eq. (3), the parameterization is is a line segment if all the control points P i are collinear. nonregular at r ϭ 0 (i.e., dt/dr ϭ 0 at r ϭ 0) even though The convex hull of P i (0 Յ i Յ n) is a line segment and the line segment has no cusp point. In this case, the nonreghence the curve must be linear. Consider the case where ularity does not cause much trouble since it occurs at a P i are collinear and equally spaced: boundary point. A more serious problem arises in the nonregular parameterization of a line segment P i ϭ P 0 ϩ i n (P n Ϫ P 0 ), for i ϭ 0, . . . , n. In another representation of the same line segment, the points P i may be unequally spaced (even if they are collin-
C(t) ϭ (x(t), y(t)), t ʦ
. ear). Such a higher order representation of the line segment
The line segment C(t) in Eq. (4) is not regular [5] at and surface to be a sphere, a cylinder, or a cone. In Section 4, we assume simple parameterizations of special surface since CЈ( ) ϭ CЈ( ) ϭ (0, 0). Moreover, the subsegment constructors and develop conditions for them to have spebetween ( , ) and ( , ) is traced three times in this paramecific geometric shapes. The constructors for surfaces of terization; that is, the parameterization is not proper. We revolution/extrusion, ruled/developable surfaces, and genneed to detect all nonregular points and subdivide curves eralized cylinders are considered. More practical considerand surfaces so that they may have nonregular points only ations for sampling are raised in Section 5, while in Section at the boundary. The nonregular points can be detected 6, we conclude the paper. All the figures in this paper were by solving ʈdC/dtʈ 2 ϭ 0, for a curve C(t), and ʈ(ѨS/Ѩu) ϫ created using tools implemented as part of the IRIT [15] (ѨS/Ѩv)ʈ 2 ϭ 0, for a surface S (u, v) . solid modeling system, developed at the Technion, Israel. In the development of curve theory, the arc-length reparameterization is usually assumed. Unfortunately, in general, it is impossible to compute the arc-length reparame-2. DIFFERENTIAL GEOMETRY terization of an arbitrary regular parametric curve in the space of (piecewise) polynomials or rationals (denoted P R Let C(t) ϭ (x(t), y(t)), t ʦ [t 0 , t 1 ], be a regular planar hereafter); see Ref. [11] . Therefore, one can only approxi-parametric curve. Throughout this paper and unless stated mate the arc-length parameterization of an arbitrary para-otherwise, we assume that the freeform curves and surfaces metric curve by a polynomial or rational curve within a are in P R, i.e., the space of (piecewise) rational functions. prescribed tolerance [7] .
The curvature of C(t) is given by (see Ref. [5] ): A more practical approach is to use the conditions that are independent of the parameterization whenever possible. In this paper, we use intrinsic properties of simple
freeform curves and surfaces to determine whether a parametric curve or surface is an alias of a simpler shape such as a circle, a cylinder, or a cone.
In general, (t) is not representable in the space of P R Toward this end, we derive intrinsic (i.e., parameterizaeven if C(t) ʦ P R, due to the square root term in the tion-independent) conditions which can determine: denominator of Eq. (5). Nevertheless, we have 2 (t) ʦ 1. whether a curve is a line segment or a circular arc, P R ; in some applications, the computation of 2 (t) will be shown to be sufficient. 2. whether a surface is a sphere, a cylinder, or a cone, Given the curvature (s), where s is the arc-length pa-3. whether a surface is constructed as a surface of revolu-rameter, there exists exactly one planar curve, C(s), up to tion, a surface of extrusion, a ruled/developable surface, rigid motion (i.e., translation and rotation), such that (s) or a generalized cylinder.
is the curvature of C(s) at s. The existence and uniqueness of C(s) is a corollary of what is known as the fundamental To detect each special type, we assume the identity or theorem of local differential geometry of curves [5] . similarity (formulated as an equality condition in P R ) and
The curvature (t) of a curve C(t) (which may not be test if the equality holds.
arc-length parameterized) is independent of parameterizaThe intrinsic conditions are usually formulated as scalar tion as long as the curve is traced in the same direction as functions of high degree in P R ; therefore, their evaluathe arc-length (see Exercise 12 on p. 25 of do Carmo [5] ). tions take considerable computation time. In this paper, we (The curvature (t) changes its sign when the curve is suggest a more efficient method of sampling the geometric traced in the reversed direction.) Therefore, we have features of each curve or surface at finite, well-selected (s(t)) ϭ (t), where s(t) is the arc-length reparameterizalocations. (Obviously, an improper sampling could result tion of C(t). Note that sЈ(t) ϭ ʈCЈ(t)ʈ. According to the in aliasing; for example, two different curves/surfaces may fundamental theorem of local differential geometry of be recognized as identical.) Based on this technique, we curves, given a curvature distribution function (t), the can determine the shape of a curve or a surface completely, corresponding curve C(t) must be unique up to rigid while utilizing certain intrinsic properties which classify motion. the geometric shape uniquely.
Assume the curvature (t) of a curve C(t) is constant, This paper is organized as follows. In Section 2, we that is, (t) ϵ 0 . Then there exists exactly one planar briefly discuss differential geometry of curves and surfaces curve with the constant curvature field, up to rigid motion. and present intrinsic properties that will be used in this
Since the circle (of radius 1/ 0 ) is a curve of constant paper. In Section 3, we consider the linearity and planarity curvature 0 , the curve C(t) must be a circular arc. Moreof curves and surfaces and also derive the intrinsic (i.e., parameterization-independent) conditions necessary for a over, if (t) ϵ 0, the curve C(t) must be a straight line.
The fundamental theorem of local differential geometry normal curvatures in these two directions are called the principal curvatures: 1 and 2 . The Gaussian curvature of curves also extends to surfaces [5] . The first and second fundamental forms, I and II, together determine a surface,
and ϭ ͳ n,
where ϭ ͳ n,
where n ϭ (ѨS/Ѩu) ϫ (ѨS/Ѩv). Hence, given S(u, v) ʦ P R, we always have
tion is reversed. The mean curvature field H can also be represented in terms of the coefficients of G and L:
where n is the unit normal vector of S. Let T p be the tangent plane at a point p ʦ S. Moreover,
The normal curvature of a freeform surface, S, at a given location p and in a direction ⌬ ʦ T p , is determined by (see do Carmo [5] 
Therefore, H is neither intrinsic nor representable in the space of (piecewise) rationals, P R, due to the unit normal vector field term, n(u, v), in the numerator. Nevertheless, Two specific directions in T p (corresponding to the maximum and minimum normal curvatures) are known as the one may consider H 2 (u, v) instead; then H 2 (u, v) ʦ P R and is parameterization-independent. principal directions [5] ; they are orthogonal in T p . The
In Refs. [6, 8] 
uses similar methods to compute and represent 2 (t). These scalar fields will be exploited in the following sections.
Let T(t), N(t), and B(t) denote the unit tangent, normal, and binormal vector fields, respectively, of the parametric space curve C(t). While the curvature (t) is not in P R, in general, the vector field N(t)/(t) is (see do Carmo [5] )
where n ϭ (ѨS/Ѩu) ϫ (ѨS/Ѩv). The mean evolute surface defined here is closely related to the focal surface [5] which is used for the purpose of surface interrogation in Ref. Equation (13) allows one to compute and represent the [12] . If one of the principal curvatures vanishes, 2H beevolute [5] of a curve in the space of P R:
comes equal to the other principal curvature; hence the mean evolute surface degenerates into the focal surface corresponding to the other principal curvature. Finally,
is now parameterization-independent because the orientation as well as the magnitude of n in the numerator is cancelled out by the reciprocal appearance of n in the The evolute E(t) is a variable radius offset curve of C(t) denominator of Eq. (16). The evolute field of a freeform with an offset distance equal to the radius of the osculating curve or surface will also be employed in the following seccircle 1/(t). Similarly, for a surface, we have the follow-tions. ing definition: DEFINITION 1. The mean evolute surface of a free-
SHAPE RECOGNITION OF CURVES
form surface, S(u, v), u ʦ [u 0 , u 1 ], v ʦ [v 0 , v 1 ], is defined
AND SURFACES by
In this section, we use intrinsic properties of curves and surfaces to derive necessary (and sometimes sufficient) conditions for a curve or surface to have a specific geomet-
Let C(t) be a scalar-valued function defined as a linear to be a constant valued function. That is, S(u, v) ϵ c if and only if x ij ϭ c, for 0 Յ i Յ m and 0 Յ j Յ n. Similarly, combination of the basis functions B n i (t). Clearly, the coefficients, x i , that satisfy for a bivariate rational function For an arbitrary planar curve to be a circle (respectively, C(t) ϭ c a line), its curvature field must be constant (respectively, zero). Consider the curvature scalar field, (t), of a regular
parametric planar curve C(t) ϭ (x(t), y(t)). Here, we assume the curve C(t) is not parameterized by arc-length in general. Using the fundamental theorem of local differen- One can reconstruct the radius of a circular curve as 1/ c . The center of the circle can be determined by selecting
three different points on the curve. Moreover, the curve C(t) is a line segment if and only if 2 (t) ϵ 0. To determine whether a curve is a line segment, it is sufficient to symbolithen we have cally compute and compare with zero the coefficients of the numerator of (t). Assume C(t) is a line segment. Thus, the numerator of Eq. (5) must be identically zero, i.e.,
. This is because, for a regular curve, the denominator of (t) never vanishes. An alternative approach may employ the evolute comThis holds if and only if x i Ϫ cw i ϭ 0, for 0 Յ i Յ n. Therefore, a rational function is constant if and only if the putation introduced in Eq. (14). Clearly, the evolute of a circle is a curve that degenerates into a single point at Euclidean projection of each control point satisfies x i /w i ϭ c, for 0 Յ i Յ n. It is interesting to note that, the center of the circle. Figure 1 shows a piecewise cubic polynomial approximation of a circle, using four 90Њ arc given a constant c, Eq. (19) does not describe a unique rational function.
approximations (see p. 134 of Ref.
[9]). Also shown in Fig.  1 is the evolute of the circle approximation. The evolute Using the property test for circularity is also sufficient. 
generality, we may assume that E(s) vanishes to the origin. Then, we have Hence, an alternative representation that guarantees the planarity of an arbitrary space curve can be obtained by setting the numerator of the torsion equal to zero (see
Exercise 12(c) on p. 25 of do Carmo [5] ):
Differentiating this equation, we get 
Because of the Bé zier/NURBS representation and from the computation method of the derivatives, the constraint
of Eq. (24) clearly states that every four consecutive control points are coplanar and therefore the entire control polygon must be planar.
Developable Surfaces since NЈ(s) ϭ Ϫ(s)T(s) Ϫ (s)B(s) (see the Frenet formu-
A surface is developable if and only if K ϵ 0 (see Eq. las [5] ). Because Eq. (23) holds for all s, the coefficients (11)). Hence, one can symbolically compute K and examine of N(s) and B(s) must vanish. That is, we have (s)/ its coefficients to determine whether the surface is devel-(s) ϵ 0 and Ј(s)/ 2 (s) ϵ 0, and equivalently, (s) ϵ 0 opable. and Ј(s) ϵ 0. Hence, C(s) must be a planar curve ( ϵ 0) with constant curvature (Ј(s) ϵ 0); i.e., it is a circle. Ⅲ 3.4. Planes and Spheres
Planar Curves
The plane and sphere are the only surfaces on which every point is an umbilical point [5] . That is, for every A Bézier or NURBS curve is planar if its control polygon point on a plane or sphere, we have is contained in a plane. The coplanarity of the control points is a necessary and sufficient condition for a Bé zier 1 up to the signs of both 1 and 2 . Hence, if K ϭ H 2 and and that the matrices of the first and second fundamental forms are both are constant, the surface is a spherical or a planar patch. Figure 2 shows the Gaussian curvature of a polynomial surface approximation to a sphere, using a polynomial
In a similar way to curves, a necessary and sufficient condition for a Bé zier or a NURBS surface to be planar Thus, we have is for all its control points to be coplanar. 
2H
(u, v) is a E(u, v) ϭ S(u, v) ϩ n(u, v) 2H(u, v
) circular cone (with A as its axis of rotation), then its mean evolute surface E(u, v) is in
A. ϭ (v cos u, v sin u, vm)(26)
LEMMA 2. E(u, v) ʚ A for a circular cone S(u, v).
Without loss of generality, we may assume the cone is oriented so that A is aligned along the z-axis. v) is independent of parameterization, one may reparameterize the cone as follows: Figure 3 shows the mean evolute surface of a cone approximated by using the cubic polynomial approximation of a circle. In Fig. 4 , the mean evolute surface of a general
has an elliptic cross-section; therefore, it does not satisfy the condition of Lemma 2 and the mean evolute surface E(u, v) does not degenerate into a line. where m is the slope of the cone. Simple derivation reveals 3.6. Circular Cylinders that the unit normal is A cylinder is also a developable surface (i.e., K ϵ 0). If a given surface S(u, v) is a circular cylinder (with A as its axis of rotation), then its mean evolute surface Figure 5 shows the mean evolute surface of a circular cylinder. The circular cross-section is approximated by a Proof. Similar to the proof of Lemma 2, but we have cubic polynomial curve. Finally, Fig. 6 shows a circular cone to exchange the roles of v and m. Ⅲ and a circular cylinder, with irregular parameterization and their respective mean evolute surfaces. Note that they are When K is identically zero, one can symbolically compute E(u, v), which is the focal surface [5] with respect to represented by using nontrivial parameterizations; however, the mean evolute surfaces always converge to the the nonzero principal curvature and compare it with a line. Thus, the (axis) line may be computed using the least axis of rotation, A.
LEMMA 3. E(u, v) ʚ A for a circular cylinder S(u, v).
The condition E(u, v) ʚ A (of Lemmas 2 and 3) is a squares fit of a line to the control points of E(u, v). Moreover, for a circular cylinder, H is constant. necessary and sufficient condition for a surface to be a
FIG. 4.
A linear by cubic developable surface (black) with its mean evolute surface (gray). The mean evolute term, n/2H, has degree 15 by 4.
FIG. 5. (a)
A polynomial approximation of a cylinder (black) with its mean evolute surface (gray), and (b) the mean evolute surface enlarged and rotated. circular cone or a circular cylinder. In Appendix A, we For example, the ruled surfaces and the surfaces of revolution/extrusion have the ruling, rotation, and extrushow that any surface satisfying this condition must be a surface of revolution; moreover, the surface must be a sion directions as the u-or v-isoparametric direction. Note that this is indeed the case in many implementations of circular cone or a circular cylinder. these constructors. In practice, this assumption, while not always correct, will be valid in the vast majority of the
CONSTRUCTOR RECOGNITION
representation methods of these special surfaces. ThroughWe now relax some of the strict rules we have followed out this section, the roles of u and v in S(u, v) must be so far. While parameterization-independent conditions are interchanged for a complete test. desirable in general, certain types of surfaces are con-4.1. Surface of Revolution structed in prescribed ways. By taking advantage of the special properties of these surfaces, we can apply much
) be a surface of simpler tests to identify the surface construction methods. revolution around the z-axis. Assume the rotation direction is in the u-direction
The first fundamental form of S(u, v) has the following matrix representation:
The unit normal of S(u, v) is equal to 
to the axis of rotation.
where g 22 Ͼ 0 since C(v) is assumed to be regular. MoreProof: over, the second fundamental form of S(u, v) has the following matrix representation:
In Eqs. (28)- (30), both g ij and l ij are independent of u. Therefore, both K and H 2 must be functions of v only. Moreover, the normal curvature u n , in the u-direction (i.e., ϭ
. Ⅲ with ͳ ϭ (1, 0) ; see Eq. (10) revolution which is translated and rotated so that the axis of rotation is aligned along the z-axis. Thus, the crosssection curve,
). In Hagen et al. [12] , focal surfaces are defined as
The axis of rotation and the profile curve may not be coplanar, in general (see Fig. 8 ). Nevertheless, the vandenote the principal curvatures. Here, we define a similar structure with respect to the u-isoparametric direction.
ishing of the pseudo-focal surface F (u, v) also holds for this noncoplanar case. When a surface of revolution has a DEFINITION 2. The pseudo-focal surface of S(u, v) in profile curve which is noncoplanar with the axis curve, the the u-isoparametric direction is defined as surface of revolution can be represented using the same axis curve but with a different profile curve which is coplanar with the axis curve.
Surface of Extrusion
Let S(u, v) be a surface of extrusion of a curve C(u) in where u n denotes the normal curvature in the u-isoparame-
The recovery of the construction method of a surface the z-axis, then F u (u, v) degenerates into the z-axis.
FIG. 7.
The pseudo-focal surface is used for the recognition of a surface of revolution and for the recovery of its axis of rotation. In (a), the pseudo focal surface (in gray), F u (u, v), converges to the axis of rotation, A, of a glass.
is easy to verify. In other words, one needs to differentiate 4.3. Ruled Surface S once, while expecting a constant function, which can be Let S(u, v) be a ruled surface between two curves C 1 (u) easily verified using Eqs. (21-22) . The surface of extrusion and C 2 (u): can then be reconstructed by extracting the boundary curve: C(u) ϭ S(u, 0), and the extrusion direction
(36) Although it is not common in practice, the following is also a surface of extrusion:
The second partial derivative of S with respect to v must vanish to zero. Hence, one needs to differentiate S twice,
(35) while expecting a zero valued function, which can be easily verified using Eq. (21). The ruled surface can then be However, in this case, the second partial derivative with reconstructed by extracting the two boundary curves respect to v does not vanish identically. Therefore, we C 1 (u) ϭ S(u, 0) and C 2 (u) ϭ S(u, 1). must apply a more reliable second test that is based on an Unfortunately, this suggested approach may not work intrinsic property of the extrusion surface; for example, out properly when the ruling direction is not parameterized we can utilize the following fact that holds throughout the by a linear function. Consider the following ruled surface surface of extrusion: (see Eq. (3)):
Clearly, this surface is a ruled surface; however, the second partial derivative with respect to v does not vanish. Therefore, we must apply a second, more reliable test that is based on an intrinsic property of the ruled surface; namely, Moreover, the surface of extrusion is also a developable surface; that is, it is a cylindrical surface. Both ͗n, Ѩ 2 S/ the fact that the curvature along each v-isoparametric line is identically zero. Hence, one should compute the curvaѨuѨv͘ and ͗n, Ѩ 2 S/Ѩv 2 ͘ vanish identically, thus yielding a zero determinant of the second fundamental form and a ture field of the isoparametric curves of the surface in the v-direction and verify its identity to zero. zero Gaussian curvature throughout the surface.
Generalized Cylinder
(see [3] ), the intrinsic properties also change uniformly on each cross-section. Therefore, it is easy to recover the A generalized cylinder is obtained by sweeping a two uniform scaling. dimensional cross-section along a trajectory space curve Here, we consider generalized cylinders defined as (called the skeleton curve), in which the two dimensional cross-section curve may change its shape dynamically while moving along the trajectory curve. Coquillart [3] [C(u) ], ered the case in which the cross-section curve is a circle and the circle may change its radius while moving along the skeleton curve. Bronsvoort and Waarts [2] allowed where A(v) is a skeleton curve, C(u) is a cross-section an arbitrary planar curve to be a two dimensional cross-curve, s(v) is a scaling function, and R(v) ʦ SO (3) is a section; the cross-section may change its shape with x and rotation curve. The rotation group SO (3) is the set of all y scalings. In these approaches, each cross-section is on three dimensional rotations, each of which is represented the plane determined by the normal and binormal vectors by a 3 ϫ 3 special orthogonal matrix with determinant of the skeleton curve. However, this constraint is not necesone. This rather restricted class of generalized cylinders is sary; Pletinckx [19] allowed arbitrary three dimensional sufficient to model the special types of surfaces considered rotation of the cross-section plane.
in this paper; that is, this class can represent a sphere, a In this paper, we have considered intrinsic properties of cylinder, a cone, and the surfaces of revolution and extrufreeform curves and surfaces and used them to recognize sion. Moreover, this class also includes the torus. specific geometric shapes. Therefore, we need to restrict For a fixed v, let our inquiry to a special case in which generalized cylinders can be recognized by using intrinsic quantities only. Since intrinsic properties are preserved under arbitrary transla-
, tion and rotation, we may allow arbitrary three dimensional rotation of the cross-section plane (see [19] ). We may also allow the cross-section curve to have arbitrary then we have shape (see [2] ). However, it is difficult to deal with simultaneous x and y scalings since they make the intrinsic properties of each cross-section curve change somewhat arbi- Let v (u) denote the curvature of the isoparametric curve Assume the given cross-section curve C(u) is defined in the xy-plane and that there are two points on C(u) (say, C v (u). Then, we have the relation (see Eq. (5) and Exercise 12(b) on p. 25 of do Carmo [5] ) C(u a ) and C(u b )), such that CЈ(u a ) ϭ (x 0 , 0, 0) and CЈ(u b ) ϭ (0, y 0 , 0) for some x 0 ϶ 0 and y 0 ϶ 0. Moreover, let
where z 0 ϭ x 0 y 0 ϶ 0. Then, we have the following relation:
where (u) is the curvature field of C(u). Therefore, we Therefore, we can recover the rotation matrix R(v) ʦ have SO(3) as follows:
The fact that both 2 (u) and 
The recovery of the skeleton curve A(v) is quite straightforward:
Assuming the denominator never vanishes identically (i.e.,
. the cross-section curve is not a straight line), we have
In conventional approaches to constructing generalized cylinders [2, 3] , the rotation matrix
determined by the tangent, normal, and binormal vectors of the skeleton curve A(v). In general, A(v) is not parameterized by arc-length; then the normal and binormal vectors Given a freeform surface, the above equality can be veri-(of unit length) are not representable in the space of P R. fied using Eqs. (21 and 22) .
Therefore, in this case, we can only approximate a generalOnce the independence of 2 (u)/ 2 v (u) with respect to ized cylinder by using other surfaces in P R. (Note that u is verified, the scaling function s(v) Ͼ 0 is recovered by the ruled surface and the surface of revolution/extrusion the relation:
can be represented in P R when their constructor curves are in P R.) This implies that the recovery of a generalized cylinder must allow a certain error bound for the recogni-
tion of a surface as a generalized cylinder. Even if we allow arbitrary rotation matrix R(v) ʦ SO(3) in the formulation of a generalized cylinder, it is nontrivial A polynomial or rational function s(v) may be recovered by a least squares fit to finite sample points of ͉(u)/ v (u)͉. to specify the column or row vectors of R(v) in the space of PR. A unit quaternion curve q(v) ʦ S 3 implies a three For a fixed u k , we may consider the function F(u k , v) as a polynomial of degree n in v. By the fundamental dimensional rotation matrix R q(v) ʦ SO(3) which is defined as [4] theorem of algebra, a polynomial of degree n (with a nonzero leading coefficient) may have at most n distinct roots. 
(40) ized cylinder S(u, v) is also representable in P R:
Due to the independence of the basis functions, B n j (v), we have Finally, since both the cross-section and skeleton curves are in P R, the construction method of a generalized cylinder can be recovered based on the values of C(u) and
(41) at finite sample locations. Similar arguments can be applied to other types of surfaces that we have considered in this paper. In the next section, we discuss these finite sampling Repeating a similar argument, we can show that f ij ϭ 0, conditions in more detail.
for all i ϭ 0, . . . , m and j ϭ 0, , . . , n. Therefore, to show that F(u, v) ϵ 0, we can use uniform grid sampling
MORE PRACTICAL CONSIDERATIONS
superimposed over the (u, v)-parameter domain. When we use the Bé zier basis functions, the uniform sampling is In previous sections, various scalar fields were computed stable since it samples each unimodal Bé zier basis function and represented explicitly using symbolic computation, at its single extremum; that is, at t ϭ i/m for B m i (t). These mainly for the sake of display. For the purpose of verifying sample points are also known as node points or Greville polynomial and/or rational surface properties, this is not abscissae [10]; they are excellent candidates for stable samnecessary. The degree of a computed scalar field is a func-pling locations of B-spline basis functions as well. tion of the degree of the original surface. For example, Table 1 shows the expected degrees of various fields given a polynomial Bé zier surface S(u, v) of degree m employed in this work, for polynomial surfaces. In Fig. 3 , and n in u and v, respectively, the degree of the resulting the degree of the mean evolute term, n/2H, turns out to determinant of the second fundamental form field, L, is be 15 by 4 although the polynomial cone approximation 6m-4 and 6n-4 in u and v, respectively. To show that the is cubic by linear. The expected degree, according to Table surface S(u, v) is a developable surface, one needs to sam-1, is 15 (ϭ 6 ‫ء‬ 3 Ϫ 3) by 3 (ϭ 6 ‫ء‬ 1 Ϫ 3). The second ple S and compute the value of ͉L͉ at (6m-3)(6n-3) inde-derivative of a linear function is represented as a zero pendent locations and verify their zero values to guarantee function, which has only one degree (instead of two dethat the scalar field of ͉L͉ is identically zero. grees) less than the degree of the original function. ThereFor a single polynomial or rational scalar function F (u, fore, we restrict Table 1 to the case of m, n Ն 2. v) (i.e., without interior knots), the independence of the sampling can be drawn from the independence of basis 6. CONCLUSION functions. Assume that F (u, v) is a polynomial function of degree m and n in u and v, respectively, and that a uniform
In this work, we have outlined various methods to detect sampling is made on the (u, v)-parameter domain: (u k , v l ), intrinsic curve and surface properties such as linearity, for k ϭ 0, . . . , m and l ϭ 0, . . . , n. When the scalar conicity, and developability. Moreover, we have presented function F (u, v) equals zero at these (m ϩ 1)(n ϩ 1) corresponding schemes to recover the construction methlocations, we have: ods of special freeform geometric shapes. We hope that this approach will lead to an alleviation of the difficulties 0 ϭ F (u k , v l ) in the exchange of geometrical data. Throughout this paper, a polynomial approximation of S(u, v) of Degree m by n, where m, n Ն 2
Since the appearance of the original manuscript of this paper, Prof.
surface of a one-parameter family of spheres (with their 
S(u, v) ϭ (x(v) cos(u), x(v) sin(u), z(v)),

