Abstract-In this article we compute state and mode estimation algorithms for discrete-time Gauss-Markov models whose parameter-sets switch according to a known Markov law. Our algorithms are distinct from extant methods, such as the so called Interacting Multiple Model algorithm (IMM) and sequential Monte Carlo methods, in that they are based on exact hybrid filter dynamics. The fundamental difficulty in estimation of jump Markov systems, is managing the geometrically growing history of candidate hypotheses. In our scheme, we address this issue by proposing an extension of an idea due to Viterbi. Our scheme maintains a fixed number of candidate paths in a history, each identified by an optimal subset of estimated mode probabilities. We compute a finite dimensional sub-optimal filter, which estimates the hidden state process and the mode probability. A computer simulation is provided.
I. INTRODUCTION
In this article the reference probability method is used to compute state estimates for a discrete-time hybrid dynamical system. Using a general result, (see the reproducing Gaussian density Lemma in [6] ), we propose a new suboptimal algorithm which provides an exact hypothesis management scheme, circumventing geometric growth in algorithmic complexity. Gaussian mixture densities are used to compute filters whose memory requirements remain fixed in time. In a related context, (see [16] ), Gaussian mixtures have been applied to compute a truncated maximum likelihood method for parameters estimation. However, our contributions are to compute a new recursive state and mode estimation filter whose memory requirements remain fixed in time. A fundamental feature of our approach, is that state estimators are developed from the corresponding exact filter, which appears in [5] . Our approach is in contrast to ad-hoc schemes such as the IMM (due to Blom [3] ) and sequential Monte Carlo methods, which are not based upon exact filter dynamics. We restrict our attention in this article to filtering only, however, a general form of the corresponding smoother is developed in [10] .
II. HYBRID STOCHASTIC DYNAMICS AND REFERENCE PROBABILITY

A. Modulating Markov Chain Dynamics
To model parameter switching we consider a time homogenous discrete time discrete state Markov chain Z. We identify the state space of Z with an orthonormal basis indicator functions, which we denote by L, that is,
(1) The dynamics for the process Z may be written as
Here,
is the transition matrix of Z, with elements π (j,i)
for all k ∈ N. The process L is a sequence of (P, σ{Z})-martingale increments, and we suppose E Z 0 = p 0 .
B. Hidden State Process Dynamics
We suppose the indirectly observed state vector x ∈ R n , has dynamics
Here w is a vector-valued Gaussian process with w ∼ N (0, I n ). A j and B j are n × n matrices and for each j ∈ {1, 2, . . . , m}, the B j are nonsingular. This condition can be relaxed, (see [11] ).
C. System Observation Process Dynamics
Consider a vector-valued observation process with values in R d and dynamics
Here v is a vector-valued Gaussian process with v ∼ N (0, I d ). We suppose the matrices D j ∈ R d×d , for each j ∈ {1, 2, . . . , m}, are nonsingular. The systems we shall consider in this article are described by the dynamics (2), (4) and (5) . We define our sigma-algebras as follows:
D. Reference Probability Details
The dynamics given at (2), (4) and (5), are each defined on a measurable space (Ω, F), under a measure P . However, consider a new measure P † , under which the dynamics for the processes Z, x and y, are, respectively
, is a random vector with Gaussian distribution N (0, I n ). The symbol Φ(·) will be used to denote the zero mean normal density on R n :
Similarly, if κ ∈ R n , is a random vector with Gaussian distribution N (0, I d ), the symbol Ψ(·) will be used to denote the zero mean normal density on R d :
To compute the filter dynamics we now define the measure P by setting the restriction of its Radon-Nikodym derivative to G k to
where
Here and throughout, |A| denotes the determinant of a matrix A. The existence of P follows from the Kolmogorov extension Theorem, (see Shiryaev, Theorem 4, p. 166 [15] ). We quote the following form of Bayes' Theorem (see [8] ).
III. HYBRID FILTER DYNAMICS
A. Exact Filter Dynamics
To compute a filter jointly estimating the density of the state vector x, and the state of the chain Z, consider the expectation:
Here the function f (·) is an arbitrary bounded measurable real-valued test function. Write the numerator as:
Suppose we choose the test function
Therefore, if the numerator (16) can be evaluated for any such f and all j, the denominator of (15) can be found. For each j ∈ {1, 2, . . . , m}, the quantity σ Z k , e j f (x k ) , defined at (16) , is a continuous linear functional on the space of continuous functions and so defines a unique measure (see Rudin, Theorem 2.14 p. 40, [13] ). Further, suppose that there exists a corresponding unique, un-normalised density function q
Then the normalised conditional density is:
Theorem 2 (Elliott, Dufour, Sworder, 1996) The unnormalised probability density q j k (x), satisfies the following integral-equation recursion,
The recursion given at (20) is an exact filter; it is expressed as a density which is in general infinite dimensional. However, Gaussian densities are determined by their mean and variance. Consider a finite Gaussian mixture representation of q r k−1 (x). We can then compute the integrals in (20) by using the reproducing density Lemma [6] . 
Theorem 3 Suppose the un-normalised probability density q
Here Σ r,s 
To prove Theorem 3, we apply the reproducing Gaussian density Lemma [6] to the recursion at (20). In the first application of this Lemma, we eliminate the integral in equation (20) . Using the finite-mixture representation (21), we then write the recursion (20) for the function q j (x) as a weighted Gaussian mixture.
Corollary 1
The estimated conditional mode probability, for model j is given by
Here the estimated un-normalised mode probability q j k , is computed by the double summation
B. Fixed Memory Filter Dynamics
In this section we develop a sub-optimal recursive filter by extending an idea due to Viterbi [17] . The motivation to develop a sub-optimal filter is immediate from the dynamics of the un-normalised density. Suppose at time k = 1, these dynamics involve m × M q densities. Then the next time, k = 2, these dynamics require m × m × M q densities. It is clear, that the demand on memory requirements is exponential in time, with the number of densities required at time k being m k ×M q . What we wish to do is to circumvent this growth by identifying a subset of candidate mixture densities, from which we construct a sub-optimal density with fixed, (in time), memory requirements.
1) Hypothesis Management:
Write
To remove the growth in memory requirements, we propose to identify, at each time k, the M q -best candidate densities for each suboptimal density q j k (x), using the corresponding estimated mode probabilities. The key to this idea is to identify M q optimal densities, that is, the M q components in the Gaussian mixture, through their corresponding set of estimated mode probabilities, q j , j ∈ 1, 2, . . . , m . Since the estimated mode probabilities, given by equation (28), are formed by a summation over non-negative quantities, we can identify the M q largest contributors to this sum and then use the corresponding indices to identify the M q -best Gaussian densities. This maximisation procedure is as follows:
Note that we are not directly interested in the quantities ζ q k,k−1 (j, r * k, , s * k, ), rather, the indices that locate these quantities. The optimal index set, for the density of model j, is:
Using these indices, we approximate the suboptimal unnormalised density, of order M q , corresponding to the density q
Further, by Corollary 1, the un-normalised mode probability corresponding to the expectation E Z k = e j | Y k , is approximated by
To normalise the function q 
2) Filter State Statistics: Densities such as q j k (x), provide all the information available. However, what is often required in state estimation (filtering), is an expression for the state estimate of x k at time k given Y k , that is:
The expectation at (40) is exact, that is, it is computed under the measure corresponding to the exact filter, which is not suitable for implementation due to its exponential growth in complexity as a function of the discrete-time index.
To circumvent this difficulty, we propose a suboptimal estimator
Here, the measure P * Mq corresponds to the normalised form of the approximated Gaussian mixture give by equation (37).
Proposition 1
The sub-optimal state estimate x k|k , defined by the expectation given at (41), has the representation
Remark III.1 A corresponding estimator for the state error covariance associated to (42) can also be calculated, (see [10] ). This particular state error covariance has the form of the addition of two state error covariances; one standard error covariance arising from the basic state estimation task and one state error covariance related to the order of the Gaussian mixture.
IV. EXAMPLE
In the example described here, we consider a scalarvalued Gauss-Marvov system and a three-state Markov chain. Our three dynamical systems are are each defined by the model parameter-sets:
Our transition matrix and initial density for the modulating Markov chain, are, respectively, 
The fixed realisation of the Markov chain used throughout is shown in the first subfigure of Figure 1 . In the second subfigure of Figure 1 , we show the corresponding hidden state process x. The regions where this particular hidden state process remain constant, correspond to the Markov chain being in state e 1 , that is, the model A 1 , B 1 , C 1 , D 1 is in effect. This model holds the previous state value until the Markov chain jumps to either e 2 or e 3 . Using the Markov chain and state process shown in Figure 1 , twenty realisations of the observation process were generated with independent additive noise processes v. Figure 2 shows ensemble averages of the estimated sample paths for the hidden state process. In the first subfigure of Figure 2 , we show the ensemble average of the exact filter, that is, the Kalman filter supplied with the exact realisation of the model parameters generated by the Markov chain. In the second subfigure of Figure 2 , we show the ensemble average generated by the new Gaussian mixture estimator defined by equation (42). Here the Gaussian mixture was of order M q = 3. Again in Figure 2 , in the final subfigure, we show the absolute value of the difference computed from the previous two subfigures. In Figure 3 , we show the true Markov chain and the estimated mode probabilities generated by the Gaussian-mixture scheme. The simulation study given here demonstrates excellent performance for the Gaussian mixture scheme, using only three components in the weighted mixtures.
Remark IV.1 It is worth noting that sequential Monte Carlo schemes, (particle filters), will fail in the simulation scenario considered in this article. This is due to the presence of a constant state process model. Further, in object/target tracking, where stochastic hybrid systems such as the collection of dynamics at (2), (4) and (5) arise quite naturally, a constant scenario could correspond to a maneuvering object that stops, such as a helicopter or a jump jet. The Gaussian-mixture scheme presented here is unaffected by the inclusion of a constant state process model. 
