In this paper, Bayesian analysis is used in nonlinear structural equation models with two population of data and the Gibbs sampling method is applied for estimation and model comparison. Hidden continuous normal distribution (censored normal distribution) is used to solve the problem of ordered categorical data in Bayesian multiple group SEMs and compared with the method that treats ordered categorical variables as a continuous normal distribution. Statistical inferences, which involve the estimation of parameters and their standard errors, and residuals analyses for testing the posited model are discussed. The proposed procedure is illustrated using real data with the results obtained from the WinBUGS program.
Introduction
Structural equation models (SEMs) (Bollen and Paxton, 1998; Lee, 2007 ) constitute a statistical methodology for modelling multivariate correlated data to assess the interrelationships among observed and latent variables.
At present, most statistical theory and computer software in the field of SEMs are based on models that involve nonlinear relationships among the manifest and the latent variables. More statistically sound methods for nonlinear SEMs and factor analysis have been proposed by Lee Lee & Song, (2002) proposed a method using Bayesian approach for multi-group nonlinear factor analysis. A Bayesian approach for a general multi-group nonlinear factor analysis model is developed. Joint Bayesian estimates of the factor scores and the structural parameters subjected to some constraints across different groups are obtained simultaneously. A hybrid algorithm that merges the Metropolis-Hastings algorithm and the Gibbs sampler is conducted to produce these joint Bayesian estimates. It is shown that this algorithm is computationally efficient. The Bayes factor approach is introduced for comparing models under various degrees of invariance across groups. The Schwarz criterion (BIC), a simple and useful approximation of the Bayes factor, is calculated on the basis of simulated observations from the Gibbs sampler. Efficiency and flexibility of the proposed Bayesian procedure are illustrated by some simulation results and a real-life example. Song and Lee, (2006) discussed multiple group nonlinear structural equation models with missing continuous and dichotomous data that involve data that are missing at random using maximum likelihood approach, as well as, he demonstrated the newly developed methods for estimation and model comparison by a simulation study and a real data application. Lee, (2007) used underlying latent continuous normal distribution with truncation to solve the problem of ordered categorical variables in Bayesian multiple group nonlinear structural equation models, as well as, Gibbs sampling method is used to estimate the parameters. Lu et al., (2012) used Bayesian analysis of multiple group nonlinear structural equation models with application to behavioral finance and treated the ordered categorical variables as a continuous normal distribution. The proposed method is used to investigate the relationships among all identified influential factors that have an impact on the motivation for insider trading within the framework of behavioural finance (Thanoon and Adnan, 2015) .
For the structural equation model with ordered categorical data, an important generalization is to extend the model to permit analysis of multiple groups or populations of individuals simultaneously. Multiple group analysis is important in various applications, such as cross-cultural research. It is very interesting to investigate whether the measurement items (which are often on Likert scales of a categorical nature) are of different cultures. To achieve this goal requires statistical methods for testing various hypotheses in the multi-sample structural equation models with ordered categorical variables.
The Bayesian approach is developed with the Gibbs sampler (Geman & Geman, 1984) algorithm, in which the continuous latent measurements and the latent variables in different groups are treated as hypothetical missing data. Non-informative priors are used for the thresholds and conjugate priors are used for the structural parameters.
Theoretically, the importance of generalizing nonlinear structural equation models to nonlinear models that include nonlinear terms of the latent variables is obvious. Practically, nonlinear relationships, such as quadratic and interaction terms, among the variables are important in establishing the substantive theory in many areas. The rapid growth of SEMs is due to the demand of subtle models and the related statistical methods for solving complex research problems in various fields.
A major breakthrough for posterior simulation is the idea of data augmentation proposed by Tanner and Wong (1987) . The strategy is to treat latent quantities as hypothetical missing data and to augment the observed data with them so that the posterior distribution based on the complete data set is relatively easy to analyze. The feature that makes SEMs different from the common regression model and the simultaneous equation model is the existence of random latent variables.
The data augmentation provides a useful approach to cope with the problem that is induced by latent variables. By augmenting the observed variables in complicated SEMs with the latent variables that are treated as hypothetical missing data, we can obtain the Bayesian solution based on the complete data set. Theoretically, the importance of generalizing nonlinear structural equation models to nonlinear models that include nonlinear terms of the latent variables is obvious. Practically, nonlinear relationships, such as quadratic and interaction terms, among the variables are important in establishing the substantive theory in many areas. The rapid growth of SEMs is due to the demand of subtle models and the related statistical methods for solving complex research problems in various fields.
The main objective of this paper is to propose a Bayesian approach for analysing multiple group nonlinear SEMs with ordered categorical variables. The Deviance Information Criterion (DIC; see Spiegelhalter et al., 2002) will be used for model comparison.
The main idea in handling the ordered categorical variables in the Bayesian analysis is to treat the underlying latent continuous measurements as hypothetical missing data and augment them with the observed data in the posterior analysis.
The paper is organized as follows. The Model Description is described in Section 2. The Bayesian estimation of multiple group structural equation models that contain nonlinear models is described in Section 3. The normal distribution is presented in section 4. The truncated normal distribution is explained in Section 5. The censored normal distribution is presented in Section 6. The comparison of models using DIC is described in Section 7. A real example study is presented in Section 8. Analysis of a real data are discussed in Section 9. The results and discussion are described in Section 10, and some concluding remarks are given in Section 11.
Model Description
Consider a set of G populations which may be different nations, states or regions, cultural or socio-economic groups, groups receiving different treatments, etc. The definition of the multiple group structural equation models is given by: It has been pointed out by (Lee et al., 1990 ) that single-sample models with ordered categorical variables are not identified without imposing identification conditions. This is also the case for multi-sample models. To solve this problem, we use the common method (see, for example, Lee et al., 1995; Shi & Lee, 1998 ( of fixing some thresholds at pre-assigned values. For convenience, it is assumed that the positions of the fixed elements are the same for each group.
Multiple Group data come from a comparatively smaller number of groups of populations. The number of observations within each group is normally large and assumed independent. The primary purpose of the multiple group data analysis is to investigate the similarities or differences among the models in the different groups. As a consequence, the statistical inferences emphasized in analyzing multiple group of the SEMs are different from those in analyzing two-level SEMs. Analysis of the multiple group is a major issue in structural equation modeling because it is useful for investigating the behaviors of different groups for example of employees, cultures, treatment groups, and so on. Though, the testing of hypotheses about the different invariances among the models with different groups is the focus point. This issue can be described as a model comparison problem, and also effectively addressed by the Bayes factor or DIC in a Bayesian approach. The benefit of the Bayesian model comparison over the Bayes factor or DIC is that the hypotheses of nonnested models can be compared. Hence, it is not necessary to follow hypotheses hierarchy to assess the invariance for the SEMs in different groups (Song & Lee, 2012; Wang & Wang, 2012 ). pZ represent the joint probability density function of both Z and  with reference to different M k . Based on a well-known identity in probability, 
Bayesian Analysis of Multiple Group Nonlinear Structural Equation Models
This means that it is necessary to specifically identify the prior distribution for the related components in  , even if developing the conditional distribution, ( | , , )
. In generally, during Bayesian analysis, the conjugate prior distributions have proven to be both malleable and suitable to the purpose (Broemeling, 1985) . This kind of prior distribution has been widely applied to many Bayesian analysis in structural equation models, (see Song and Lee, 2007) ).
Hence, the following well-known conjugate prior distributions are used:
is the probability of () p  , and that () p  is distributed according to, 
and 0 R are assumed to be known, as prior information. Generally speaking, prior information is obtained via causal observance, theoretical consideration, or analysis of past data. As established in the work of Kass and Raftery (1995) , assumed prior knowledge, as it is applied to current models, are typically selected purely for convenience when there is not enough accurately collected prior data. This can be done because the effect these assumption have on Bayesian estimations remains small, even when a large sample size is used. The results are helpful when working to use computer modeling with the Gibbs sampler. More specifically, when using the Bayesian approach, it is necessary to evaluate the posterior distribution[ , , ] Z

, but the distribution can become relatively complex. So, in order to correctly demonstrate the characteristics, an increased number of observations are drawn, so that the related empirical distribution of the resulting observations remains consistent with the true distribution. The Gibbs sampler makes an excellent candidate for this process, according to (Geman and Geman, 1984) , because it can simulate ,  and  , all from the conditional distribution. However, as a result of the existence of ordered categorical variables in this case, the related conditional distributions can be made too complex to easily derive or simulating data from them. This encourages the additional escalation of Y, the latent matrix, in the posterior analysis, and motivates attention to the joint posterior distribution[ , , , ] YZ
. To garner observations of this posterior distribution, using the Gibbs sampler, it is essential to begin with the starting values
The following procedure is then implemented to simulate (1) (1)
( , , , ) Y  and so on. More specifically at the mth reiteration of the current values
The cycle, as previously defined, will give us , only occurring after the mth repetition. So, as m approaches infinity, the joint distribution of the value of ( ) ( 
The Normal Distribution
To indicate that When µ=0 and ζ=1, the standard normal distribution is written in the simplified notation:
Any normal distribution, regardless of its mean µ and variance ζ 2 , can be written as a function of the standard normal distribution. The pdf can be written as
and the cdf of y * can be written as
Hidden continuous normal distribution.
The Truncated Normal Distribution
In this section, It is significant to discuss the properties of truncation. Trucation is the effect of data manipulation that occurs any time a sample is drawn from a larger population. In essence the information is altered, or truncated, because only a sample and not a whole population of interest is considered. For example, if you study life-style as it relates to earnings, and you consider income as it relates to the national average, some populations above and below a certain, identified point, may provide insignificant with regard to the whole population or the population about whom inferences are drawn.
As such, truncation can most easily be described as the characteristic a numeric distribution from which a sample is drawn from a restricted segment of the population. Truncated distributions are, thus, simply a segment of an untrucnated distribution which fall within a given range of specified values (see Scott Long, (1997); Wooldridge, (2010)(. Statistical applications which base their findings on continuous is the part of an untruncated distribution that is above or below some specified value. More specifically, when values below c are deleted, the variable y|y> c has a truncated normal distribution. In terms of Panel A Figure 1 , we want to consider the distribution of y * in the unshaded region, while ignoring all cases in the shaded region. The truncated pdf is created by dividing the pdf of the original distribution by the region to the right of c. This forces the resulting distribution to have an area of 1: (Scott Long, 1997)
The truncated distribution is shown in Panel B Figure 1 by the solid line. The mass of the shaded region has been distributed over the region to the right of c, making the curve slightly higher over this region. This is seen by comparing the solid curve for the truncated distribution to the dotted line for the normal distribution without truncation.
Using the results from Equations 12 and 13, we can write the truncated distribution as 
where
A sampling distribution is truncated if for some reason, we never observe cases above or below a specified point, although in the permissible range of observations the data follow a standard distribution. It is very important to realise that the I(,) construct is not appropriate for truncated distributions with unknown parameters, since the generated likelihood term will ignore the truncation and be incorrect. However, the I(,) construct can be used when specifying truncated prior distributions with no unknown parameters. The indicator I(,) is used for censoring not for truncation because we have unobserved dependent variables in the SEMs and we can't use truncation with this type of variables (Lunn et al., 2012).
The Censored Normal Distribution
A data point is a censored observation when we do not know its exact value, but we do know that it lies above or below a point c, say, or within a specified interval.
The relevant distribution theory for censored variables has a lot in common with the distribution theory for truncated variables. It begins with normal distributions, because much of the work is still based on the assumption of normality. It also assumes that the censoring point c exists. Thus, to integrate the distribution to 1, it is scaled according to the probability that a given observation from the untruncated population falls within the parameters for a population of interest (Greene, 2003) . 
where the last equality uses Equation 14 consider how the expected value of the censored value depends on c. As c approaches ∞, the probability of being censored approaches 1 and E(y) approaches the censoring value c y . As c approaches -∞, the probability of being censored approaches 0 and E(y) approaches the uncensored mean µ (Scott Long, 1997).  , the DIC is computed as follows:
where () k D  measures the goodness of fit of the model, and is defined as
Here, k d is the effective number of parameters in k M , and is defined as
in which  is the Bayesian estimate of  . Let (17) and (18) can be estimated as follows:
In Bayesian SEMs, the model with the smaller DIC value is selected.
Real Example
The data used for modeling were two independent samples selected from the natural history studies on rural drug use practices in Ohio (n=200) and Kentucky Again, the BSI-18 scale was used for model demonstration. The three dimensions of psychiatric disorders measured by the BSI-18 are: somatization (SOM), depression (DEP), and anxiety (ANX). Each of the three subscales was measured by six items, respectively. All the BSI-18 items are measured on a fivepoint Likert scale (1, not at all; 2, a little bit; 3, moderately; 4, quite a bit; 5, extremely). All subscales of the BSI-18 have excellent reliabilities with Cronbach's alpha greater than 0.80 in the populations under study.
Analysis of Real Data
A real data study is presented here to give some idea of the empirical performance of the proposed Bayesian approach in which 18 manifest variables are related to two basic latent variables
ii    from multiple group nonlinear SEMs defined in Equation 21
and Equation 22 respectively. Hence, some quadratic and interaction effects of the latent variables are considered. To illustrate the Bayesian methods in analysing linear and nonlinear structural equation models with ordered categorical variables, we use a simulated data set that is related to random vectors with G=1,2,
( , ,..., ) 
( , ,..., ) , .
Where parameters with an asterisk are treated as fixed for identifying the model. (1) 
Analysis of Generalized Nonlinear Structural Equation Models by Using Bayesian Approach with Application
The prior is informative and can have a significant effect on the parameter estimates for a small sample size case.
A data set (n 1 =200, n 2 =200) was analyzed by WinBUGS. In comparing the Bayesian analyses of structural equation models with data, the MCMC procedure for analysing data required more iterations to converge. Bayesian estimates were obtained from T=10000. Iterations after discarding 4000 burn-in iterations with ordered categorical variables. The WinBUGS software (Spiegelhalter et al., 2003) can produce Bayesianestimates of the parameters in some two-level nonlinear SEMs. To demonstrate this, we apply WinBUGS to analyse the current aids data based on (Model 5) with different prior inputs.
Results and Discussion
The objective of this section is to present results of a simulation study to reveal the empirical performances of the Bayesian estimates and the DIC for model comparison.
For linear and nonlinear SEMs we have the following proposed models: 
The Bayesian estimates of the unknown parameters and the Bayesian model selection statistic DIC are obtained using recently developed powerful tools in statistical computing. All the computational work can be accomplished via the recently developed and freely available software WinBUGS. The purpose of this analysis is to use Bayesian nonlinear multiple group SEMs with ordered categorical data. There are some limitations of the current analysis. First, due to the design of questionnaires and the nature of the problems in behavioural, educational, medical and social sciences, data are often coming from ordered categorical variables with observations in discrete form. In analysing ordered categorical data, the basic assumption in SEM that the data come from a continuous normal distribution is clearly violated, and rigorous analysis that takes into account the ordered categorical nature is necessary. Hence, clearly, routinely treating ordered categorical variables as normal may lead to erroneous conclusions (see Lee et al., 1990; Olsson, 1979) .
A better approach for assessing this kind of discrete data is to treat them as observations obtained from a hidden continuous normal distribution (censored normal distribution) with a threshold specification. Second, the current analysis was conducted under the normality assumption of the observed variables in the model. However, this assumption is likely to be violated. Developing a linear & nonlinear Bayesian approach with hidden continuous normal distribution (right censored normal distribution, left censored normal distribution) to relax the normality assumption in SEMs may represent a future research topic. 
The estimated multiple group nonlinear structural equation in prior II is given by (1) 
The results corresponding to the first and second groups under Type I inputs, and ordered categorical variables are reported in Tables (1: 2). We observed that the SE values in the first group are smaller than the SE values for the second group. However, it is expected that the empirical performance would be worse with the second group.
The results corresponding to the first and second groups under Type II inputs, and ordered categorical variables are reported in Tables (3:4) . We observed that SE values in the first group are smaller than the SE values for the second group. However, it is expected that the empirical performance would be worse with the second group.
The results corresponding to the first and second groups under Type I inputs, and ordered categorical variables when treated as a continuous normal distribution are reported in Table (5:6 ). We observed that SE values in the first group are smaller than the SE values for the second group. However, it is expected that the empirical performance would be worse with the second group.
The results corresponding to the first and second groups under Type II inputs, and ordered categorical variables when treated as a continuous normal distribution are reported in Tables (7:8) . We observed that the SE values in the second group are smaller than the SE values for the first group. However, it is expected that the empirical performance would be worse with the first group. We noted that most of the SE values in ordered categorical variables whan treated as a continuous normal variables are less than the SE values when treated as a ordered categorical variables.
The HPD intervals of all the parameters were computed. We observed that the performances of the HPD intervals are satisfactory for ordered categorical variables when treated as a continuous normal variables.
To reveal the performance of DIC for model comparison, we reanalysed the data sets via a nonlinear structural equation model with interaction term in the structural equation (model 5). The DIC values obtained were compared to those obtained under the correct model. Results are presented in Table 9 and Table 10 .
The DIC values are very close in prior I and prior II when using ordered categorical variables. In addition, the DIC values are very close in prior I and prior II when using continuous normal distribution. The model fitting DIC in Group 2 is less than the DIC value in Group 1 in prior I and II and in the ordered categorical variables; when treated as a continuous normal distribution so the model fitting is better in Group 2. As a result, we observed the performance of DIC is not satisfactory and would be worse under ordered categorical variables when trated as a continuous normal distribution However, it performs very well for the ordered categorical variables. However, routinely treating ordered categorical variables as normal may lead to erroneous conclusions (see Lee et al., 1990; Olsson, 1979) .
Convergence of the Gibbs sampler are monitored by the plots of several simulated sequences of the individual parameters with different starting values and are presented in Figures 4 and 5 respectively. Bayesian estimates were obtained from T=10000 iterations after discarding 4000 burn-in iterations in linear and nonlinear SEMs.
Conclusions and Recommendations
Models involving multiple group nonlinear effects are very common in social and behavioural sciences. The purpose of this analysis was to use multiple group NSEMs to obtain all the estimated parameters and to solve the problem of ordered categorical variables by using hidden continuous normal distribution. However, this assumption is likely to be violated in many practical applications. Developing a non-parametric Bayesian approach to relax the normality assumption in multiple group NSEMs may represent a future research topic.
In SEMs, examples that incorporate nonlinear terms of latent variables in equations exist.
As pointed out by Bollen & Paxton,(1998) and Schumacker & Marcoulides, (1998( among others, the lack of applications is not due to the failure of substantive arguments that suggest the presence of nonlinearity, rather the existing statistical methods are
