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Abstract.
We present exact analytical results for the degree distribution in a directed network
model that grows by node duplication. Such models are useful in the study of the
structure and growth dynamics of gene regulatory networks and scientific citation
networks. Starting from an initial seed network, at each time step a random node,
referred to as a mother node, is selected for duplication. Its daughter node is added to
the network and duplicates each outgoing link of the mother node with probability p.
In addition, the daughter node forms a directed link to the mother node itself. Thus,
the model is referred to as the corded directed-node-duplication (DND) model. The
corresponding undirected node duplication model was studied before and was found to
exhibit a power-law degree distribution. We obtain analytical results for the in-degree
distribution Pt(Kin = k), and for the out-degree distribution Pt(Kout = k), of the
corded DND network at time t. It is found that the in-degrees follow a shifted power-
law distribution, so the network is asymptotically scale free. In contrast, the out-degree
distribution is a narrow distribution, that converges to a Poisson distribution in the
sparse network limit and to a Gaussian distribution in the dense network limit. Such
distinction between a broad in-degree distribution and a narrow out-degree distribution
is common in empirical networks such as scientific citation networks. Using these
distributions we calculate the mean degree 〈Kin〉t = 〈Kout〉t, which converges to
1/(1 − p) in the large network limit, for the whole range of 0 < p < 1. This is in
contrast to the corresponding undirected network, which exhibits a phase transition
at p = 1/2 such that for p > 1/2 the mean degree diverges in the large network limit.
We also present analytical results for the distribution of the number of upstream
nodes, Pt(Nup = n), and for the distribution of the number of downstream nodes,
Pt(Ndown = n), from a random node. We show that the mean values 〈Nup〉t = 〈Ndown〉t
scale logarithmically with the network size. This means that in the large network limit
only a diminishing fraction of pairs of nodes are connected by directed paths, unlike
the corded undirected node duplication network that consists of a single connected
component. Therefore, the corded DND network is not a small-world network.
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1. Introduction
The increasing interest in the field of complex networks in recent years is motivated
by the realization that a large variety of systems and processes in physics, chemistry,
biology, engineering, and society can be usefully described by network models [1, 2,
3, 4, 5, 6]. These models consist of nodes and edges, where the nodes represent
physical objects, while the edges represent the interactions between them. Many of these
networks are scale-free, which means that they exhibit power-law degree distributions
[7, 8, 9, 10, 11]. The most highly connected nodes, called hubs, play a dominant role in
dynamical processes on these networks. A common feature of complex networks is the
small-world property, namely the fact that the mean distance and the diameter scale
like lnN , where N is the network size [12, 13, 14, 15]. Moreover, it was shown that
undirected scale-free networks are generically ultrasmall, namely their mean distance
and diameter scale like ln lnN [16].
To gain insight into the structure of complex networks, it is useful to study the
growth dynamics that gives rise to these structures. In general, it appears that many
of the networks encountered in biological, ecological and social systems grow step by
step, by the addition of new nodes and their attachment to existing nodes. A common
feature of these growth processes is the preferential attachment mechanism, in which
the likelihood of an existing node to gain a link to the new node is proportional to its
degree. It was shown that growth models based on preferential attachment give rise to
scale-free networks, which exhibit power-law degree distributions [1, 7]. The effect of
node duplication (ND) processes on network structure was studied using an undirected
network growth model in which at each time step a random node, referred to as a
mother node, is selected for duplication and its daughter node duplicates each link of
the mother node with probability p [17, 18, 19, 20, 21, 22, 23, 24]. In this model the
daughter node does not form a link to the mother node, and thus in the following it is
referred to as the uncorded ND model. It was shown that for 0 < p < 1/2 the resulting
network exhibits a power law degree distribution of the form
P (K = k) ∼ k−γ . (1)
For 0 < p < 1/e, where e is the base of the natural logarithm, the exponent is given by
the nontrivial solution of the equation γ = 3 − pγ−2, while for 1/e ≤ p < 1/2 it takes
the value γ = 2 [21]. For 1/2 ≤ p ≤ 1 the degree distribution does not converge to an
asymptotic form.
Recently, a different variant of an undirected node duplication model was introduced
and studied [25, 26, 27]. In this model, referred to as the corded ND model, at each
time step a random mother node, M, is selected for duplication. The daughter node, D,
is added to the network. It forms an undirected link to its mother node, M, and is also
connected with probability p to each neighbor of M. It was shown that for 0 < p < 1/2
the corded ND model generates a sparse network, while for 1/2 ≤ p ≤ 1 the model
gives rise to a dense network in which the mean degree increases with the network size
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[25, 26]. For 0 < p < 1/2 the degree distribution of this network follows a power-law
distribution, given by Eq. (1), where the exponent γ is given by the non-trivial solution
of the equation γ = 1+ p−1− pγ−2 [25, 26]. In the limit of p→ 0, the exponent diverges
like γ ∼ 1/p. This model is suitable for the description of acquaintance networks, in
which a newcomer who has a friend in the community becomes acquainted with other
members [28]. Unlike the uncorded ND model, the formation of triadic closures is built-
in to the dynamics of the corded ND model. This means that once the daughter node
forms a link to a neighbor of the mother node, it completes a triangle in which the
mother, neighbor and daughter nodes are all connected to each other. The formation
of triadic closures is an essential property of the dynamics of social networks [29]. The
formation of triadic closures is in sharp contrast to configuration model networks, which
exhibit a local tree-like structure. Interestingly, many empirical networks exhibit a high
abundance of triangles, both in undirected networks [30] and in directed networks, where
most triangles form feed-forward loops (FFLs), while triangular feedback loops are rare
[31, 32]. Unlike configuration model networks [33, 34, 35], which may include small,
isolated components, the corded ND network consists of a single connected component.
Therefore, it does not exhibit a percolation transition.
In this paper we introduce a directed version of the corded node duplication model,
referred to as the corded directed node duplication (DND) model. In this model, at each
time step a random mother node is chosen for duplication. The daughter node forms a
directed link to the mother node and with probability p to each outgoing neighbor of
the mother node. This model may be useful in the study of gene regulatory networks.
These are directed networks that evolve by gene duplication [36, 37]. It also describes
the structure and dynamics of scientific citation networks [38, 39, 40, 41, 42, 43], in
which the nodes represent papers, while the links represent citations. Scientific citation
networks are directed networks, with links pointing from the later (citing) paper to
the earlier (cited) paper. A paper A, citing an earlier paper B, often also cites one
or several papers C, which were cited in B [44]. The resulting network module is a
triangle, or triadic closure, which includes three directed links, from A to B, from B
to C and from A to C and thus resembles the FFL structure. However, the links of
this module point backwards, and thus it may be more suitable to refer to it as a feed-
backward loop (FBL). Due to the directionality of the links, each node exhibits both
an in-degree, which is the number of incoming links and an out-degree which is the
number of outgoing links. Therefore, the degree distribution consists of two separate
distributions, namely the distribution Pt(Kin = k) of in-degrees and the distribution
Pt(Kout = k) of out-degrees, at time t. These two distributions are related to each other
by the constraint that their means must be equal, namely 〈Kin〉t = 〈Kout〉t.
We present exact analytical results for the in-degree distribution and the out-degree
distribution of the corded DND network. It is found that the in-degrees follow a shifted
power-law distribution while the out-degrees follow a narrow distribution that converges
to a Poisson distribution in the sparse network limit and to a Gaussian distribution in the
dense network limit. Since the network is directed not all pairs of nodes are connected
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Figure 1. Illustration of the corded DND model. A random node, referred to as a
mother node, M (gray circle) is selected for duplication. The newly formed daughter
node, D (empty circle) deterministically acquires a directed link (solid line) to the
mother node. It also acquires, with probability p, a directed link (dashed line) to each
one of the outgoing neighbors of M. In this example, D forms a directed link to its
grandmother node, denoted by GM. The model does not allow D to form links to its
sister nodes, denoted by S, because they are incoming neighbors rather than outgoing
neighbors of M.
by directed paths, unlike the corresponding undirected network that consists of a single
connected component. We present analytical results for the distribution of the number
of upstream nodes Pt(Nup = n), and for the distribution of the number of downstream
nodes Pt(Ndown = n), and show that 〈Nup〉 = 〈Ndown〉 are logarithmic in the network
size. This means that in the large network limit only a diminishing fraction of pairs of
nodes are connected by directed paths. Therefore, the corded DND network is not a
small-world network, unlike the corresponding undirected network.
The paper is organized as follows. In Sec. 2 we present the corded DND model.
In Sec. 3 we analyze the structure of the backbone tree of the corded DND network,
which consists of the deterministic links between the mother and daughter nodes. The
distribution of the number of nodes upstream of a random node, denoted by Pt(Nup = n),
is calculated in Sec. 4. The distribution of the number of nodes downstream of a random
node, denoted by Pt(Ndown = n), is calculated in Sec. 5. Note that Pt(Nup = n)
and Pt(Ndown = n) are properties of the backbone tree, which do not depend on
the parameter p. In Sec. 6 we consider the temporal evolution of the mean degree
〈K〉t = 〈Kin〉t = 〈Kout〉t. In Sec. 7 we calculate the in-degree distribution Pt(Kin = k),
and in Sec. 8 we calculate the out-degree distribution Pt(Kout = k). The results
are discussed in Sec. 9 and summarized in Sec. 10. In Appendix A we analyze the
behavior of the out-degree distribution Pt(Kout = k), in the sparse network limit, while
in Appendix B we consider its behavior in the dense network limit.
2. The corded directed node duplication model
In the corded DND model, at each time step during the growth phase of the network,
a random node, referred to as a mother node, is selected for duplication. The daughter
node is added to the network, forming a directed link to the mother node. Also, with
probability p, it forms a directed link to each outgoing neighbor of the mother node
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Figure 2. Two instances of corded DND networks of size N = 50, with p = 0.2
(a) and p = 0.5 (b). Both networks were grown from a seed network that consists of
two nodes connected by a directed link. For the sake of comparison, both instances
are formed around the same backbone tree (solid lines). The sink node, which can be
reached from all the other nodes in the network via directed paths is shown by a large
circle. The probabilistic links (dashed lines) essentially decorate the tree. Increasing
p makes the network denser.
(Fig. 1). The growth process starts from an initial seed network of N0 = s nodes.
Thus, the network size after t time steps is Nt = t + s. In Fig. 2 we present two
instances of the corded DND network, of size Nt = 50, which were formed around the
same backbone tree. Both networks were grown from a seed network of size s = 2,
with p = 0.2 [Fig. 2(a)] and p = 0.5 [Fig. 2(b)]. Thus, each network instance includes
Nt − 1 = 49 deterministic links (solid lines). The network of Fig. 2(b) is denser and
includes 39 probabilistic links (dashed lines), compared to 19 probabilistic links in Fig.
2(a).
Upon formation, the in-degree of the daughter node is zero. The incoming links
are gradually formed as the daughter node matures. Since the mother node at time t is
selected randomly from all the Nt nodes in the network, its in-degree is effectively drawn
from the in-degree distribution Pt(Kin = k). The mother node gains an incoming link
from the daughter node, thus its in-degree increases by 1. The daughter node gains one
outgoing link to the mother node, and with probability p it duplicates outgoing links of
the mother node. Thus, in the case that all the outgoing links of the mother node are
duplicated, the out-degree of the daughter node becomes kDout = k
M
out + 1. In the case
that none of the outgoing links of the mother node are duplicated the out-degree of the
daughter node becomes kDout = 1.
In order to obtain a network that consists of a single connected component, it is
required that the seed network consist of a single connected component. The size of the
seed network is denoted by s. Since the corded DND model generates oriented networks
with no bidirectional edges, we restrict the analysis to seed networks in which a pair of
nodes cannot be connected in both directions. Moreover, we consider only acyclic seed
networks, namely networks that do not include any directed cycles. Finally, we focus
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on seed networks that include a single sink node, namely a node that has only incoming
links and no outgoing links. The sink node can be reached via directed paths from all
the nodes in the seed network. The in-degree distribution of the seed network is denoted
by P0(Kin = k) and its out-degree distribution is denoted by P0(Kout = k). Clearly,
the mean of the in-degree distribution and the mean of the out-degree distribution are
equal to each other. We thus denote 〈K〉0 = 〈Kin〉0 = 〈Kout〉0.
To avoid memory effects, which may slow down the convergence to the asymptotic
structure, it is often convenient to use a seed network that consists of a single node,
namely s = 1. In this case the in-degree and out-degree distributions of the seed
network are given by P0(Kin = k) = P0(Kout = k) = δk,0, where δk,k′ is the Kronecker
delta, which satisfies δk,k′ = 1 for k = k
′ and δk,k′ = 0 for k 6= k′. Another
interesting choice for the seed network is a linear chain of s nodes, in which all
the links are in the same direction. In this case, the initial degree distribution is
P0(Kin = k) = P0(Kout = k) = (1/s)δk,0 + (1− 1/s)δk,1.
3. The backbone tree
The mother-daughter links in the corded DND network form a random directed tree
structure, which serves as a backbone tree for the resulting network. The backbone
tree is a random directed recursive tree [45, 46, 47]. To study its properties, one can
take the limit of p = 0, in which the corded DND network is reduced to the backbone
tree. As a seed network we take a directed tree network of s nodes, which includes
a single sink node, whose in-degree distribution is P0(Kin = k) and whose out-degree
distribution is P0(Kout = k). The out-degree distribution of the backbone tree, denoted
by Pt(Kout = k), evolves in time according to
Pt+1(Kout = k) =
1
Nt + 1
[NtPt(Kout = k) + δk,1] , (2)
where Nt = t + s. The first term on the right hand side accounts for the out-degrees
of the existing nodes in the network, which are not affected by the addition of the new
node D. The second term accouts for the out-degree of the daughter node D (which is
k = 1). Subtracting Pt(Kout = k) from both sides of Eq. (2) and replacing the difference
on the left hand side by a time derivative we obtain
d
dt
Pt(Kout = k) =
1
t+ s+ 1
[−Pt(Kout = k) + δk,1] . (3)
The out-degree distribution of the backbone tree is given by
Pt(Kout = k) =
(s+ 1)P0(Kout = k) + tδk,1
t + s+ 1
. (4)
The in-degree distribution of the backbone tree, denoted by Pt(Kin = k), evolves
in time according to
Pt+1(Kin = k) =
1
Nt + 1
[(Nt − 1)Pt(Kin = k) + Pt(Kin = k − 1) + δk,0] ,(5)
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where the initial condition is given by the in-degree distribution, P0(Kin = k), of the
seed network. The first term on the right hand side of Eq. (5) accounts for the existing
nodes in the network (apart from the mother node), whose in-degrees are not affected
by the node duplication step. The second term accounts for the in-degree of the mother
node, which increases by 1 due to the incoming link from the daughter node. The third
term accouts for the in-degree of D, which is k = 0. Subtracting Pt(Kin = k) from both
sides of Eq. (5) and replacing the difference on the left hand side by a time derivative,
we obtain
d
dt
Pt(Kin = k) =
1
t + s+ 1
[−2Pt(Kin = k) + Pt(Kin = k − 1) + δk,0] . (6)
Using a generating function formulation, we rewrite Eq. (6) in the form
∂
∂t
Gint (x) =
(x− 2)Gint (x) + 1
t+ s + 1
, (7)
where
Gint (x) =
∞∑
k=0
xkPt(Kin = k), (8)
is the generating function of the in-degree distribution at time t and 0 ≤ x ≤ 1. Solving
Eq. (7), we obtain
Gint (x) =
[
Gin0 (x) +
1
x− 2
]
tx−2s −
1
x− 2 , (9)
where
Gin0 (x) =
∞∑
k=0
xkP0(Kin = k) (10)
is the generating function at t = 0 and
ts =
t+ s+ 1
s+ 1
(11)
is a rescaled time, which is measured in units of the size of the seed network (up to an
adjustment of one step). Using the series expansions
1
x− 2 = −
1
2
∞∑
k=0
(x
2
)k
, (12)
and
tx−2s =
1
t2s
∞∑
k=0
(ln ts)
k
k!
xk, (13)
we express the generating function Gint (x) in the form
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Gint (x) =
1
t2s
∞∑
k=0
xk
k∑
m=0
[
P0(Kin = m)− 1
2m+1
]
[ln(t+ s+ 1)]k−m
(k −m)!
+
∞∑
k=0
xk
2k+1
. (14)
Therefore, the in-degree distribution of the backbone tree at time t is given by
Pt(Kin = k) =
1
t2s
k∑
m=0
[
P0(Kin = m)− 1
2m+1
]
(ln ts)
k−m
(k −m)! +
1
2k+1
. (15)
At t = 0 the only non-zero term of the sum in Eq. (15) is m = k, and the expression
for the in-degree distribution Pt(Kin = k) is reduced to P0(Kin = k). At short times
Pt(Kin = k) is still dominated by its initial condition, P0(Kin = k), whose weight is
diminished as t increases.
In the long time limit, the first term on the right hand side of Eq. (15) vanishes
and the in-degree distribution of the backbone tree converges towards an asymptotic
form, which is given by
P (Kin = k) =
1
2k+1
. (16)
This is an exponential distribution that can be written in the form
P (Kin = k) =
1
2
e−αk, (17)
where α = ln 2. More specifically, in the long time limit P (Kin = 0) = 1/2, namely half
of the nodes in the network are source nodes that have no incoming links. Interestingly,
this result carries over to the corded DND network for any value of 0 ≤ p ≤ 1.
4. The number of upstream nodes
Consider a random node i, in the corded DND network. As in other directed networks, i
can be reached along directed paths from only some of the nodes in the network. These
nodes are referred to as upstream nodes of i. We denote the number of upstream nodes
of i by N iup. Below we calculate the distribution Pt(Nup = n) of the number of upstream
nodes of random nodes in the network. At each time step a new node D is added to the
network. The in-degree of the newly added node is kDin = 0. Therefore, the number of
upstream nodes of D, upon its formation at time t, is NDup = 0. This property can be
expressed by Pt(N
D
up = n) = δn,0, where δm,n is the Kronecker symbol. Consider a node,
i, which is an outgoing neighbor of the mother node, M. Clearly, M is an upstream node
of i. Since there is a directed link from D to M, the daughter node D is also an upstream
node of i. Thus, due to the duplication of M each one of its outgoing neighbor nodes
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i gains one upstream node, namely N iup → N iup + 1. Therefore, the distribution of the
number of upstream nodes evolves according to
Pt+1(Nup = n) =
nPt(Nup = n− 1) + (Nt − n− 1)Pt(Nup = n) + δn,0
Nt + 1
.(18)
Subtracting Pt(Nup = n) from both sides and replacing the difference on the left hand
side by a time derivative, we obtain
d
dt
Pt(Nup = n) =
nPt(Nup = n− 1)− (n + 2)Pt(Nup = n) + δn,0
t+ s + 1
. (19)
Writing Eq. (19) in terms of the generating function
Gupt (x) =
∞∑
n=0
xnPt(Nup = n), (20)
we obtain
∂
∂t
Gupt (x) =
1
t+ s+ 1
[
x(x− 1) ∂
∂x
Gupt (x) + (x− 2)Gupt (x) + 1
]
. (21)
The solution of this equation is
Gupt (x) =
(
s+ 1
t+ s+ 1
)(
s+ 1
t + s+ 1− xt
)
Gup0
[
(s+ 1)x
t− tx+ s
]
+
1− x
x2
ln
(
1− xt
t+ s+ 1
)
+
t
x(t+ s + 1)
. (22)
One can easily confirm that at t = 0 the generating function Gupt (x) is reduced to G
up
0 (x).
The distribution Pt(Nup = n) can be extracted from G
up
t (x) using the relation
Pt(Nup = n) =
1
n!
∂n
∂xn
Gupt (x)
∣∣∣
x=0
. (23)
Carrying out the derivatives, we obtain
Pt(Nup = n) =
(
t
t + s+ 1
)n+2 n∑
m=0
(
n
m
)(
s+ 1
t
)m+2
P0(Nup = m)
+
1
n + 1
(
t
t + s+ 1
)n+1
− 1
n+ 2
(
t
t+ s+ 1
)n+2
. (24)
In the long time limit, t≫ s, the generating function converges to the asymptotic form
Gup(x) =
1
x
+
1− x
x2
ln(1− x). (25)
The asymptotic form of the generating function can be expressed by
Gup(x) =
∞∑
n=0
xn
(n + 1)(n+ 2)
. (26)
In-degree and out-degree distributions of directed node duplication networks 10
Therefore, in the asymptotic limit
P (Nup = n) =
1
(n + 1)(n+ 2)
, (27)
where n = 0, 1, . . . , Nt − 1.
The mean number of upstream nodes is given by
〈Nup〉t =
t+s−1∑
n=0
nPt(Nup = n), (28)
where Pt(Nup = n) is given by Eq. (24). Carrying out the summation, it is found that
〈Nup〉t = 〈Nup〉0 + ln ts. (29)
The second factorial moment is given by
〈Nup(Nup − 1)〉t = ∂
2
∂x2
Gupt (x)
∣∣∣
x=1
. (30)
Carrying out the derivatives, we obtain
〈Nup(Nup − 1)〉t = 〈Nup(Nup − 1)〉0ts
+ 4
t
s+ 1
(〈Nup〉0 + 1) + 4 ln ts. (31)
Therefore, the second moment of Pt(Nup = n) is
〈N2up〉t = 〈N2up〉0 + (4 + 3〈Nup〉0 + 〈N2up〉0)
t
s+ 1
− 3 ln ts. (32)
Thus, in the long time limit the second moment 〈N2up〉t increases linearly with the
network size. The variance is given by
Vart(Nup) = Var0(Nup) + (4 + 3〈Nup〉0 + 〈N2up〉0)
t
s+ 1
− (3 + 〈Nup) ln ts − (ln ts)2. (33)
In the long time limit the variance diverges like
Vart(Nup) ≃
(
4 + 3〈Nup〉0 + 〈N2up〉0
s+ 1
)
t. (34)
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5. The number of downstream nodes
Consider a random node i in the corded DND network. As in other directed networks,
only some of the nodes in the network can be reached from i along directed paths. In
the corded DND network, all the nodes that can be reached from i are older than i and
reside on directed paths from i to the sink node. Below we calculate the distribution
Pt(Ndown = n), of the number of nodes that can be reached along directed paths from a
random node i at time t. To this end we derive a recursion equation for Pt(Ndown = n)
during the network growth process. At time t we pick a random mother node, M. The
number of nodes that can be reached from node M is denoted by NMdown. Since M is
chosen randomly, Pt(N
M
down = n) = Pt(Ndown = n). The number of nodes that can be
reached from the daughter node, D, is thus NDdown = N
M
down + 1, because it includes the
node M itself and all its downstream nodes. Thus, the distribution Pt(N
D
down = n) of
the number of nodes that can be reached from node D, upon its formation at time t, is
given by
Pt(N
D
down = n) = Pt(Ndown = n− 1). (35)
Therefore,
Pt+1(Ndown = n) =
NtPt(Ndown = n) + Pt(N
D
down = n)
Nt + 1
. (36)
Inserting Eq. (35) into Eq. (36), subtracting Pt(Ndown = n) from both sides and
replacing the difference on the left hand side by a time derivative, we obtain
d
dt
Pt(Ndown = n) =
−Pt(Ndown = n) + Pt(Ndown = n− 1)
t + s+ 1
. (37)
Expressing Eq. (37) in terms of the generating function
Gdownt (x) =
∞∑
n=0
xnPt(Ndown = n), (38)
we obtain
∂
∂t
Gdownt (x) =
x− 1
t+ s + 1
Gdownt (x). (39)
The solution of this equation is
Gdownt (x) =
1
t1−xs
Gdown0 (x), (40)
where Gdown0 (x) is the generating function of the distribution of the number of
downstream nodes in the seed network, P0(Ndown = n). Rewriting Eq. (40) as a series
expansion in powers of x, we find that
Pt(Ndown = n) =
1
ts
n∑
m=0
P0(Ndown = m)(ln ts)
n−m
(n−m)! . (41)
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The mean number of downstream node is given by
〈Ndown〉t = ∂
∂x
Gdownt (x)
∣∣∣
x=1
. (42)
Carrying out the differentiation, we obtain
〈Ndown〉t = 〈Ndown〉0 + ln ts. (43)
Note that the mean number of downstream nodes, given by Eq. (43), is equal to the
mean number of upstream nodes, given by Eq. (29), for any time, t (including the seed
network, for which t = 0). This is due to the fact that each directed link, from node i
to node j, contributes one upstream node to j and one downstream node to i.
The second factorial moment is given by
〈Ndown(Ndown − 1)〉t = ∂
2
∂x2
Gdownt (x)
∣∣∣
x=1
. (44)
Carrying out the differentiation, we obtain
〈Ndown(Ndown − 1)〉t = 〈Ndown(Ndown − 1)〉0
+ 2〈Ndown〉0 ln ts + (ln ts)2. (45)
Therefore, the second moment of Pt(Ndown = n) is given by
〈N2down〉t = 〈N2down〉0 + (2〈Ndown〉0 + 1) ln ts + ln2 ts. (46)
The variance of Pt(Ndown = n) is given by
Vart(Ndown) = Var0(Ndown) + ln ts. (47)
6. The mean degree
While in the sections above we focused on properties of the backbone tree, here we start
to analyze the structure of the whole DND network. Consider an ensemble of corded
DND networks of size Nt = t + s. The mean degree of such a network ensemble is
denoted by 〈K〉t = 〈Kin〉t = 〈Kout〉t. Selecting a random node, M, for duplication at
time t, the expected out-degree of the daughter node is
〈KDout〉t = 1 + p〈Kout〉t. (48)
After the duplication step is completed, the mean out-degree of the network at time
t+ 1 is given by
〈Kout〉t+1 = Nt〈Kout〉t + 〈K
D
out〉t
Nt + 1
. (49)
Expressing 〈KDout〉t in terms of 〈Kout〉t we obtain
〈Kout〉t+1 = (Nt + p)〈Kout〉t + 1
Nt + 1
. (50)
In-degree and out-degree distributions of directed node duplication networks 13
Subtracting 〈Kout〉t from both sides and replacing the difference on the left-hand side
by a time derivative we obtain
d
dt
〈Kout〉t = (p− 1)〈Kout〉t + 1
t+ s + 1
. (51)
Starting from a seed network of s nodes whose mean out-degree is given by 〈Kout〉0, the
solution of Eq. (51) takes the form
〈Kout〉t =
(
〈Kout〉0 − 1
1− p
)
1
t1−ps
+
1
1− p. (52)
At t = 0 the rescaled time is ts = 1, while in the long time limit ts ≃ t/(s + 1). In
the long limit the first term on the right hand side of Eq. (52) vanishes and the mean
out-degree converges to
〈Kout〉 = 1
1− p. (53)
As time proceeds, 〈Kout〉t converges to its asymptotic values, 〈Kout〉, such that 〈Kout〉t−
〈Kout〉 ∼ 1/t1−ps . This power-law dependence on ts indicates that the convergence is slow,
particularly in the limit of p → 1. The convergence rate can be characterized by the
time it takes the difference 〈Kout〉t−〈Kout〉 to be reduced to 1/e of its initial value. This
time, which is given by
τ = (s+ 1)
[
exp
(
1
1− p
)
− 1
]
, (54)
can be used as a crossover time between the short-time regime, in which t≪ τ and the
long-time regime, in which t ≫ τ . The crossover time τ is proportional to the size of
the seed network. Since 〈Kin〉t = 〈Kout〉t, the mean of the in-degree distribution at time
t is also given by Eq. (52) and in the asymptotic limit by Eq. (53).
7. The in-degree distribution
The in-degree distribution Pt(Kin = k), of the corded DND network, evolves as the
network grows. As a daugther node, D, is added to the network, the in-degrees of the
mother node and some of its outgoing neighbors increase by 1. The in-degree of the
daughter node itself is kDin = 0, namely Pt(K
D
in = k) = δk,0. The in-degree distribution
of the existing nodes, at time t+ 1 is given by
Pt+1(Kin = k) =
[1 + (k − 1)p]
Nt
Pt(Kin = k − 1)
+
[Nt − (1 + kp)]
Nt
Pt(Kin = k). (55)
Taking into account the contribution of the newly formed node D, with a suitable
normalization, we obtain
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Pt+1(Kin = k) =
[1 + (k − 1)p]
Nt + 1
Pt(Kin = k − 1)
+
[Nt − (1 + kp)]
Nt + 1
Pt(Kin = k) +
δk,0
Nt + 1
. (56)
Subtracting Pt(Kin = k) from both sides and replacing the difference on the left-hand
side by a time derivative, we obtain
d
dt
Pt(Kin = k) =
[1 + (k − 1)p]
t+ s+ 1
Pt(Kin = k − 1)
− (2 + kp)
t + s+ 1
Pt(Kin = k) +
δk,0
t + s+ 1
. (57)
Expressing this equation in terms of the generating function
Gint (x) =
∞∑
k=0
xkPt(Kin = k) (58)
we obtain
∂
∂t
Gint (x) =
1
t + s+ 1
[
px(x− 1) ∂
∂x
Gt(x) + (x− 2)Gt(x) + 1
]
, (59)
with the initial condition
Gin0 (x) =
∞∑
k=0
xkP0(Kin = k). (60)
The solution of Eq. (59) is
Gint (x) =
1
ts
[
1
x+ (1− x)tps
] 1
p
Gin0
[
x
x+ (1− x)tps
]
− 1
2
[ √
1− x
x+ (1− x)tps
] 2
p
2F1
[
1 +
1
p
,
2
p
; 1 +
2
p
;
x
x+ (1− x)tps
]
+
1
2
2F1
(
1,
1
p
; 1 +
2
p
; x
)
, (61)
where ts is given by Eq. (11) and 2F1(a, b, c, z) is the hypergeometric function [48]. In
the long time limit, t→∞, the first two terms on the right hand side of Eq. (61) vanish
and Gint (x) converges towards an asymptotic form which is given by
Gin(x) =
1
2
2F1
(
1,
1
p
; 1 +
2
p
; x
)
. (62)
Expressing Gin(x) using a series expansion in powers of x, we obtain
Gin(x) =
∞∑
k=0
Γ
(
2
p
)
Γ
(
1
p
+ k
)
(2 + pk)Γ
(
1
p
)
Γ
(
2
p
+ k
)xk, (63)
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where Γ(z) is the Gamma function. Eq. (63) implies that the in-degree distribution in
the long time limit is given by
P (Kin = k) =
Γ
(
2
p
)
Γ
(
1
p
+ k
)
(2 + pk)Γ
(
1
p
)
Γ
(
2
p
+ k
) . (64)
In the asymptotic limit of large k, one can use the expansion
Γ
(
1
p
+ k
)
Γ
(
2
p
+ k
) ≃ p1/p
(2 + pk)1/p
[
1 +
1 + p
2p2k
+O
(
1
k2
)]
. (65)
Therefore, in the long time limit the tail of the in-degree distribution is given by
P (Kin = k) =
Γ
(
2
p
)
Γ
(
1
p
) p1/p
(2 + pk)1+1/p
. (66)
The tail of the in-degree distribution thus follows a power-law distribution of the form
P (Kin = k) ∼ k−γ , (67)
where
γ = 1 +
1
p
. (68)
For 0 < p < 1 the exponent γ satisfies the condition γ > 2, thus the first moment of
P (Kin = k) is finite. For p ≥ 1/2, the exponent γ satisfies 2 < γ ≤ 3, which means that
the second moment of P (Kin = k) diverges, while for p < 1/2, γ > 3 and the second
moment is finite.
In the limit of p → 0+, it can be shown that the in-degree distribution presented
by Eq. (64) is reduced to the in-degree distribution of the backbone tree, given by Eq.
(4). This is done by using the asymptotic expansion of Γ(x) in the limit x = 1/p→∞,
where ln Γ(x) ≃ x ln x− x. Using this expansion we find that in the limit of p→ 0+
Γ
(
2
p
)
Γ
(
1
p
+ k
)
Γ
(
1
p
)
Γ
(
2
p
+ k
) → 1
2k
. (69)
Inserting this result in Eq. (64), it coincides with Eq. (4).
In the limit of p → 1−, at long times, the in-degree distribution presented by Eq.
(64) converges towards the distribution of the number of upstream nodes. This is due to
the fact that in this limit essentially all the upstream nodes of a random node, i, form
directed links to i. In this limit, Eq. (64) is reduced to the form P (Kin = k) = 1/(k+2)
2,
which in the large k limit conincides with the distribution P (Nup) = 1/[(n+ 1)(n+2)],
given by Eq. (27).
In Fig. 3 we present analytical results (solid lines) for the in-degree distribution,
Pt(Kin = k), of the corded DND network, as a function of 2 + pk on a log-log scale, for
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Figure 3. Analytical results (solid lines) for the in-degree distribution Pt(Kin = k),
of the corded DND network for p = 0.2, 0.4, 0.6 and 0.8, on a log-log scale: (a) as
a function of 2 + pk; and (b) as a function of k. The analytical results are found
to be in very good agreement with simulation results (symbols). The fact that the
results shown in (a) are well fitted by straight lines over the whole range confirms
that the in-degree distribution follows a shifted power-law distribution of the form
Pt(Kin = k) ∼ (2 + pk)−γ , where the exponent is given by γ = 1 + 1/p. The effect of
the shift is apparent in (b) where there is a crossover from a power-law tail for large k
to a non-scaling regime for small k.
t = 106 and p = 0.2, 0.4, 0.6 and 0.8, obtained from Eq. (64). The analytical results
are found to slightly under-estimate the tail of the distribution, in comparison with the
results obtained from computer simulations (symbols).
The mean of the in-degree distribution can be obtained by differentiating the
generating function, namely
〈Kin〉t = ∂
∂x
Gint (x)
∣∣∣
x=1
. (70)
Carrying out the differentiation, we obtain
〈Kin〉t =
(
〈Kin〉0 − 1
1− p
)
1
t1−ps
+
1
1− p, (71)
where ts is given by Eq. (11), matching the results of Eq. (52), in agreement with the
condition that 〈Kin〉 = 〈Kout〉. In the long time limit the first term on the right hand
side of Eq. (71) vanishes and 〈Kin〉 converges to the asymptotic value 〈Kin〉 = 1/(1−p).
The second factorial moment of the degree distribution, in the long time limit, is given
by
〈Kin(Kin − 1)〉 = ∂
2
∂x2
Gin(x)
∣∣∣
x=1
. (72)
Carrying out the differentiation, we obtain
〈Kin(Kin − 1)〉 =
2F1
(
3, 2 + 1
p
; 3 + 2
p
; 1
)
2(2 + p)
=
2(1 + p)
(1− p)(1− 2p) . (73)
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Summing up Eqs. (71) and (73), we obtain
〈K2in〉 =
3
(1− p)(1− 2p) . (74)
The variance Var(Kin) = 〈K2in〉 − 〈Kin〉2, in the long time limit, is thus given by
Var(Kin) =
2− p
(1− p)2(1− 2p) . (75)
Note that Eqs. (73)-(75) for the second moments and the variance of P (Kin = k) are
valid only for 0 ≤ p < 1/2. As p approaches 1/2 from below, the second moment 〈Kin〉,
given by Eq. (74) diverges. This is due to the fact that in the limit p → 1/2−, the
exponent γ, in Eq. (66), satisfies γ → 3+.
Working out higher order derivatives, one can show that the factorial moments are
given by
〈Kin(Kin − 1) . . . (Kin − n + 1)〉 = ∂
n
∂xn
Gin(x)
∣∣∣
x=1
. (76)
Carrying out the differentiations we obtain
〈Kin(Kin − 1) . . . (Kin − n + 1)〉 = n!
1− np
n−1∏
k=1
1 + kp
1− kp. (77)
The moments 〈Knin〉 can be obtained from the factorial moments, using the relation
〈Knin〉 =
n∑
r=0
{
n
r
}
〈Kin(Kin − 1) . . . (Kin − n+ 1)〉, (78)
where {
n
k
}
=
1
k!
n∑
r=0
(−1)k−r
(
k
r
)
rn (79)
is the Stirling number of the second kind, which represents the number of ways to
partition a set of n objects into k non-empty subsets [48]. Therefore, the nth moment
of the in-degree distribution is given by
〈Knin〉 =
n∑
r=0
r∑
j=0
(−1)r−j
(
r
j
)
jn
1
1− rp
r−1∏
k=1
1 + kp
1− kp. (80)
Note that the moment 〈Knin〉 is bounded only for values of p in the range 0 < p < 1/n.
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8. The out-degree distribution
While the in-degree of a node in the corded DND network may continue to increase as
new nodes are added to the network, the out-degree is determined upon formation of
the node. The out-degree distribution, PDt (Kout = k), of a newly formed daughter node
at time t is given by
PDt (Kout = k) =
∞∑
m=k−1
(
m
k − 1
)
pk−1(1− p)m−k+1Pt(Kout = m). (81)
Taking into account the contribution of D to the out-degree distribution of the network
we obtain
Pt+1(Kout = k) =
NtPt(Kout = k)
Nt + 1
+
∑
∞
m=k−1
(
m
k−1
)
pk−1(1− p)m−k+1Pt(Kout = m)
Nt + 1
. (82)
Subtracting Pt(Kout = k) from both sides and replacing the difference on the left hand
side by a time derivative, we obtain
d
dt
Pt(Kout = k) =
−Pt(Kout = k)
t+ s+ 1
+
∑
∞
m=k−1
(
m
k−1
)
pk−1(1− p)m−k+1Pt(Kout = m)
t+ s + 1
. (83)
Assuming that Pt(Kout = k) converges to a steady state such that in the long time
limit dPt(Kout = k)/dt = 0, one obtains an equation for the asymptotic distribution
P (Kout = k), which takes the form
P (Kout = k) =
∞∑
m=k−1
(
m
k − 1
)
pk−1(1− p)m−k+1P (Kout = m). (84)
The generating function of the out-degree distribution, in the long time limit, is given
by
Gout(x) =
∞∑
k=0
xkP (Kout = k). (85)
Inserting the right hand side of Eq. (84) in Eq. (85) and carrying out the summations,
one finds that Gout(x) satisfies
Gout(x) = xGout(1− p+ px). (86)
Differentiating both sides with respect to x, we obtain
d
dx
Gout(x) = Gout(1− p+ px) + xp d
dx
Gout(1− p + px). (87)
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Taking the nth derivative we obtain
dn
dxn
Gout(x) = npn−1
dn−1
dxn−1
Gout(1− p+ px)
+ xpn
dn
dxn
Gout(1− p+ px). (88)
Inserting x = 1 enables us to express the nth derivative of Gout(x)|x=1 in terms of the
(n− 1)th derivative, in the form
dn
dxn
Gout(x)
∣∣∣
x=1
=
npn−1
1− pn
dn−1
dxn−1
Gout(x)
∣∣∣
x=1
. (89)
Using this relation recursively for n′ = 1, 2, . . . , n, we obtain
dn
dxn
Gout(x)
∣∣∣
x=1
=
n!pn(n−1)/2
n∏
r=1
(1− pr)
. (90)
Using this result we can express the generating function in the form
Gout(x) =
∞∑
n=0
(x− 1)n
n!
dn
dxn
Gout(x)
∣∣∣
x=1
=
∞∑
n=0
pn(n−1)/2
n∏
r=1
(1− p)r
(x− 1)n. (91)
Using the relation
P (Kout = k) =
1
k!
dk
dxk
Gout(x), (92)
we obtain
P (Kout = k) =
∞∑
n=k
(
n
k
)
(−1)n−kpn(n−1)/2
n∏
r=1
(1− pr)
. (93)
This is a closed form expression for the out-degree distribution.
In the limit of p→ 1− Eq. (83) is reduced to the form
d
dt
Pt(Kout = k) =
−Pt(Kout = k) + Pt(Kout = k − 1)
t + s+ 1
. (94)
The structure of Eq. (94) is identical to that of Eq. (37), which describes the time
dependence of Pt(Ndown = n). This similarity reflects the fact that in the limit of p→ 1−
each node is connected by outgoing links to all its downstream nodes. Therefore, in this
limit Pt(Kout = k) = Pt(Ndown = k), namely
Pt(Kout = k) =
1
ts
k∑
m=0
P0(Kout = m) (ln ts)
k−m
(k −m)! . (95)
In-degree and out-degree distributions of directed node duplication networks 20
The nth factorial moment of P (Kout = k) can be expressed by
〈Kout(Kout − 1) . . . (Kout − n+ 1)〉 = ∂
k
∂xk
Gout(x)
∣∣∣
x=1
. (96)
In particular, the mean out-degree, obtained from Eq. (96) with n = 1, is given by
〈Kout〉 = 1
1− p. (97)
The second factorial moment, obtained from Eq. (96) with n = 2, is given by
〈Kout(Kout − 1)〉 = 2p
(1− p)2(1 + p) . (98)
The variance of P (Kout = k) is thus given by
Var(Kout) =
p
1− p. (99)
The nth moment 〈Knout〉 can be expressed in terms of the factorial moments, in the form
〈Knout〉 =
n∑
k=0
{
n
k
}
〈Kout(Kout − 1) . . . (Kout − k + 1)〉, (100)
where
{
n
k
}
is the Stirling number of the second kind.
In Appendix A we consider the behavior of the out-degree distribution in the limit
of sparse networks. We show that in this limit, the distribution P (Kout = k) converges
towards a Poisson-like distribution of the form
P (Kout = k) =
(
p
1−p
)k−1
(k − 1)! e
−( p
1−p
). (101)
In Appendix B we consider the behavior of the out-degree distribution in the dense
network limit. We show that in this limit the distribution P (Kout = k) converges
towards a Gaussian distribution.
In Fig. 4 we present analytical results (solid lines) for the out-degree distribution
P (Kout = k), of the corded DND network, for t = 10
6 and p = 0.2, 0.4, 0.6 and 0.8,
obtained from Eq. (93). The analytical results are in very good agreement with the
results obtained from computer simulations (symbols). It is found that as p is increased,
the out-degree distribution becomes broader and nodes with higher out-degrees become
more probable.
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Figure 4. Analytical results (solid lines) for the out-degree distribution Pt(Kout = k),
of the corded DND network as a function of k, for p = 0.2, 0.4, 0.6 and 0.8.
The analytical results are found to be in good agreement with the results obtained
from computer simulations (symbols). As p is increased, the peak of the out-degree
distribution shifts to the right and becomes broader.
9. Discussion
The corded DND model differs from its undirected counterpart is several ways. Unlike
the undirected model in which D may form probabilistic links to all the neighbors of
M, in the directed model it may form (directed) probabilistic links only to the outgoing
neighbors of M and not to the incoming neighbors of M. In the undirected network
each pair of nodes is connected by at least one path. The distribution of shortest path
lengths (DSPL) in the undirected ND network was recently studied [27]. It was found
that in the long time limit the mean distance 〈L〉t scales like 〈L〉t ∼ lnNt, where Nt
is the network size at time t. The mean distance thus scales logarithmically with the
network size, which means that the corded ND network is a small world network. In
contrast, in the corded DND network, from each node one can access along directed
paths only those older nodes that reside along the same branch of the backbone tree.
As a result, the probability that two random nodes are connected by a directed path
scales like lnNt/Nt. Therefore, the corded DND network is not a small world network.
In directed networks it is important to distinguish between the in-degree
distribution and the out-degree distribution. We find that the in-degree distribution
follows a shifted power-law distribution, while the out-degree distribution follows a
binomial distribution, which converges to a Poisson distribution in the sparse network
limit and to a Gaussian distribution in the dense network limit. Unlike the undirected
ND network, the DND network does not exhibit a structural phase transition to a dense
network. In particular, it remains sparse over the whole range of 0 < p < 1. Therefore,
the effect of degeneracies of shortest paths is less important than in the undirected case.
The corded DNDmodel may be useful in the study of scientific citation networks. In
these networks each new paper emanates from one or more papers which were previously
published in the literature. The earlier papers, which are cited in the new paper, are
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analogous to the mother node in the corded DND network. More specifically, each paper
is represented by a node and each citation is represented by a directed link from the
citing paper to the cited paper. The in-degree of each node is the number of citations
received by the corresponding paper, while the out-degree is the number of papers that
appear in the reference list at the end of the paper. Clearly, the out-degree of a paper
is easily accessible and is fixed once the paper is published. In contrast, the in-degree of
a paper is initially zero and it may grow as the paper gets cited by subsequent papers.
The citations of each paper are spread throughout the scientific literature. Gathering
this information requires an effort. It can be obtained from search engines such as the
Institute of Scientific Information (ISI) Web of Knowledge and Google Scholar.
Using large data sets of papers and citations, obtained from the ISI and from the
American Physical Society, it was found that the distribution of in-degrees in scientific
citation networks is a fat-tail distribution that can be well fitted by a shifted power-
law distribution [38]. The broad distribution of the number of citations received by
different papers can be attributed to the large variability in the quality and relevance
of the published papers. However, it is also enhanced by the cumulative advantage
mechanism [49, 50], namely the fact that a paper that already received citations is more
likely to receive additional citations in the future. This correlation was studied in Ref.
[39] using all the papers published in the Physical Review journals between 1893 and
2003. It was found that the expected number of citations a paper will receive during
year t + 1 is linearly proportional to the number of citations it had up to year t. This
can be attributed to the fact that any existing citation provides an additional channel
through which the cited paper can be reached. Unlike the in-degree distribution, it
was found that the distribution of out-degrees in scientific citation networks is a narrow
distribution. This can be explained by a few effects. First, the authors need a minimal
number of citations in order to put their paper in proper perspective, but excessive
reference lists are counter-productive. A similar yet slightly different perspective,
suggested by [42], is that authors try to comply with what is accepted in their research
field in terms of references, implying that there is a feedback mechanism that forces the
authors to adhere to some typical length of the reference list. This results in a relatively
narrow distribution of out-degrees. This is unlike the in-degrees that are determined by
the citation dynamics of a paper, where the decision on whether to cite it comes from
many uncoordinated authors and during a long period of time.
The corded DND model captures some essential properties of scientific citation
networks. It is a directed network whose links point from the citing paper to the cited
paper. The probabilistic links from the daughter node to outgoing neighbors of the
mother node correspond to the fact that a citation of a paper is often accompanied
by citations to some of the earlier papers that appear in its reference list. These
probabilistic links also invoke the preferential attachment mechanism, because the
probability of a node to receive such link is proportional to its in-degree. This is the
mechanism that gives rise to the power-law tail of the in-degree distribution. The shift
in the power-law degree distribution is due to the fact that the deterministic links are
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formed by random attachment with no preference to high degree nodes.
The corded DND network provides insight on the structure of the scientific citation
networks. In particular, it indicates that for a given paper, the typical number of
papers that are connected to it by directed paths of citations (in the past or future)
scales like lnN/N , where N is the network size. This implies that the scientific literature
is highly fragmented in the sense that most pairs of papers are not connected via chains
of citations and thus the network is not a small-world network. The distribution of the
number of downstream nodes sheds new light on the way the impact of a paper may
be evaluated, namely not only in terms of the direct citations but also in terms of the
cumulative effect of all the subsequent indirect citations.
There are some features of citation networks that are not captured by the corded
DND model. In this model, at time t all nodes are equally likely to be selected as a
mother node. However, in citation networks there is a phenomenon referred to as ’aging’
of papers, namely an old paper is less likely to be cited than a new paper [41, 42]. This
can be incorporated into the model by assigning an aging factor a(τ), where τ = t− t′,
which represents the likelihood that a node that was formed at time t′ will be selected as
a mother node at time t. The function a(τ) is defined for τ ≥ 1 and is a monotonically
decreasing function of τ .
An important difference between the model and actual citation networks is in the
way the time is defined. In empirical studies of citation networks, all the papers from a
given year are often grouped together. In some cases the internal order in the publication
dates within a given year is ignored. Since the number of papers published each year
increases exponentially over the last seven decades, this approach makes it difficult to
compare the properties of the network in different periods. In the corded DND model,
the clock is advanced by one time unit each time a new paper appears. This is a
convenient choice because papers (or nodes) appear in discrete units and thus it is most
suitable to use discrete time. This choice of time is also invariant to the actual rate of
publication of papers, which can be one paper per hour, day, week or month depending
on the size of the scientific field and the number of journals included in the analysis. We
believe that using an internal clock based on a simple counting of the papers under study
in the order of their dates of publication is likely to simplify the analysis. Moreover,
it is likely to be insensitive to the increasing rate of publication and provide a more
consistent picture over long periods of time. Alternatively, one can use the model in a
way that accounts for the variable yearly production of papers, by labeling the nodes
accordingly.
In the context of citation networks the mother node can be considered as the
primary reference of the new paper. This can be the reference whose reading by the
author of the new paper inspired its writing. In citation networks there may be several
primary references in the reference list of a given paper, sometimes referred as direct (as
opposed to secondary or indirect) citations [42]. It would be interesting to generalize the
corded DND model to account for this possibility. In such a generalized model there will
be deterministic links to several random nodes and probabilistic links to their outgoing
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neighbors. Such a model may not be analytically tractable, but the exact results of the
current single-primary-reference model could be used as a starting point for a systematic
approximation scheme, to be verified by extensive computer simulations. The key insight
is that if indeed many such primary references motivate a certain research they are rather
far away from each other in the network, or otherwise they could be considered part of
the same sub-cluster with one of them being a single primary source.
In the corded DND model it is essentially assumed that all nodes are born equal
and the accumulation of incoming links is a random process. Of course, as scientists
who write papers, we do not actually believe that this is indeed the case. This aspect is
sometimes referred to as initial attractivity [50, 51] or fitness distributions of papers [43].
It would be interesting to study a modified version of the model, in which each node,
upon formation, is endowed with a ’citability index’ 0 < σ < 1, which would account
for the likelihood that this node will be selected for duplication at a later time. The
distribution of citability indices would represent the variability in the quality, interest
and relevance of the published papers.
10. Summary
We have studied a theoretical model of a directed network, which grows by a node
duplication mechanism. In this model, referred to as the corded DND model, at each
time step a random mother node is duplicated. The daughter node acquires a directed
link to the mother node, and with probability p, to each one of its outgoing neighbors.
We obtained exact analytical results for the time dependent distributions of the in-
degrees and the out-degrees of nodes in the resulting network. The out-degrees exhibit a
narrow distribution, which in the sparse network limit converges to a Poisson distribution
while in the dense network limit it converges to a Normal distribution. The in-degrees
follow a shifted power-law distribution, which means that the network is asymptotically
a scale-free network. The mean degree is identical for the in-degree and out-degree
distributions and in the long time limit it converges to 〈K〉 = 1/(1 − p) for the whole
range of 0 < p < 1. This is in contrast to the undirected corded ND network, which
exhibits a phase transition at p = 1/2 between the sparse network regime of p < 1/2
and the dense network regime of p > 1/2, where the mean degree diverges in the large
network limit [25, 26].
Since the network is directed not all pairs of nodes are connected by directed
paths eventhough the corresponding undirected network consists of a single connected
component. To analyze the connectivity of the network we derived master equations for
the distribution of the number of upstream nodes Pt(Nup = n), and for the distribution of
the number of downstream nodes Pt(Ndown = n). The two distributions are very different
from each other. In the asymptotic limit, Pt(Nup = n) ∼ 1/n2, while Pt(Ndown = n) is
given by a sum of Poisson terms. However, by a conservation law the two distributions
satisfy 〈Nup〉 = 〈Ndown〉 ∼ lnNt. This means that in the large network limit the
probability that a random pair of nodes i and j are connected by a directed path from
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i to j scales like lnNt/Nt. Thus, the fraction of pairs of nodes that are connected by
directed paths diminishes like lnNt/Nt as the network size increases, while most pairs
of nodes are not connected by directed paths. Therefore, the corded DND network is
not a small-world network, unlike the corded undirected node duplication network.
Appendix A. The out-degree distribution in the sparse network limit
The generating function Gout(x) of the out-degree distribution, given by Eq. (85), can
be expressed in the form
Gout(x) =
∞∑
k=0
(x− 1)k
k!
∂k
∂xk
Gout(x)
∣∣∣
x=1
. (A.1)
Using Eq. (90), we obtain
Gout(x) =
∞∑
k=0
(−1)kpk(k+1)/2
k∏
r=1
(1− pr)
(
1− x
p
)k
. (A.2)
Using the identity
∞∏
k=1
(
1− pkξ) =
∞∑
k=0
(−1)kpk(k+1)/2
k∏
r=1
(1− pr)
ξk, (A.3)
we obtain
Gout(x) =
∞∏
k=0
[
1− pk(1− x)] . (A.4)
From this expression, one can obtain the moment generating functionM(x), which takes
the form
M(x) = Gout(ex) =
∞∏
k=0
[
1 + pk(ex − 1)] (A.5)
and the cumulant generating function, H(x) = lnM(x), which takes the form
H(x) =
∞∑
k=0
ln
[
1 + pk(ex − 1)] . (A.6)
Expressing the logarithmic function as a power series in the small parameter pk(ex−1),
we obtain
H(x) =
∞∑
k=0
∞∑
n=1
(−1)n+1
n
[
pk(ex − 1)]n . (A.7)
Writing out the binomial expansion, we obtain
H(x) = −
∞∑
k=0
∞∑
n=1
pkn
n
n∑
j=0
(
n
j
)
(−1)jejx. (A.8)
In-degree and out-degree distributions of directed node duplication networks 26
Summing up over k, the expression is simplified to
H(x) = −
∞∑
n=1
1
n(1− pn)
n∑
j=0
(
n
j
)
(−1)jejx. (A.9)
The rth cumulant, Cr, of the out-degree distribution, P (Kout = k) is given by
Cr(Kout) =
∂r
∂xr
H(x)
∣∣∣
x=0
. (A.10)
Carrying out the differentiation, we obtain
Cr(Kout) = −
∞∑
n=1
1
n(1− pn)
n∑
j=0
(
n
j
)
(−1)jjr. (A.11)
Expressing the right hand side of Eq. (A.11) in terms of the Stirling numbers of the
second kind, we obtain
Cr(Kout) =
r∑
n=1
{
r
n
}
(−1)n+1(n− 1)!
1− pn (A.12)
For r = 1 we obtain
C1(Kout) =
1
1− p. (A.13)
For r ≥ 2 we expand the right hand side of Eq. (A.12) in powers of p, and obtain
Cr(Kout) =
1
1− p −
r∑
n=2
{
r
n
}
(−1)n(n− 1)! +O(p2). (A.14)
Using the identity
r∑
n=1
{
r
n
}
(−1)n(n− 1)! = 0, (A.15)
we find that for r ≥ 2
Cr(Kout) =
p
1− p +O(p
2), (A.16)
regardless of the order r. It is thus found that for p ≪ 1 the equality C1(Kout) =
Cr(Kout) is valid for all values of r ≥ 2. However, the equality occurs for the shifted
random variable Kout − 1. This implies that Kout − 1 follows a Poisson distribution
whose mean is p/(1 − p). Therefore, in the limit of p ≪ 1 the out degree distribution,
P (Kout = k), follows a shifted Poisson distribution with mean degree of 1/(1− p).
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Appendix B. The out-degree distribution in the dense network limit
In the analysis of the out-degree distribution, P (Kout = k), in the dense network limit,
it is convenient to use the parameter q = 1 − p. Using Eq. (A.12) it is found that the
first two cumulants of P (Kout = k) are given by
C1(Kout) =
1
q
(B.1)
and
C2(Kout) =
1
q
(
1− q
2− q
)
, (B.2)
while higher order cumulants are given by
Cr(Kout) =
1
q

1 +
r−1∑
n=1
{
r
n+ 1
}
(−1)nn!
1 +
n∑
j=1
(1− q)j

 . (B.3)
Expanding the right hand side of Eq. (B.3) in powers of q we obtain that for r ≥ 3
Cr(Kout) =
1
q
[
Br−1 − 1
2
Br−1q +O(q
2)
]
, (B.4)
where Br are the Bernoulli numbers, given by
Br =
r∑
n=0
{
r
n
}
(−1)nn!
n+ 1
. (B.5)
The mean of the out-degree distribution, P (Kout = k), in the long time limit, is given
by
〈Kout〉 = C1(Kout) = 1
q
(B.6)
while the variance is
Var(Kout) = C2(Kout) =
1
q
(
1− q
2− q
)
. (B.7)
Therefore, the standardized random variable
X =
Kout − 〈Kout〉√
Var(Kout)
(B.8)
satisfies
C1(X) = 0 (B.9)
and
C2(X) = 1, (B.10)
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while for r ≥ 3
Cr(X) =
[q(2− q)]r/2
q(1− q)r/2
[
Br−1 − 1
2
Br−1q +O(q
2)
]
. (B.11)
Expanding the pre-factor of Eq. (B.11) in powers of q we obtain
Cr(X) = 2Br−1(2q)
r
2
−1 +O
(
q
r
2
)
. (B.12)
Thus, in the limit of q → 0, the cumulants of orders r ≥ 3 vanish. This means that in this
limit the random variable X follows the standard normal distribution, with C1(X) = 0,
C2(X) = 1 and Cr(X) = 0 for r ≥ 3. Accordingly, in the large p limit, the out-degree
distribution P (Kout = k) tends to a normal distribution with mean 〈Kout〉 and variance
Var(Kout).
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