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DIMER MODEL AND HOLOMORPHIC FUNCTIONS
ON T-EMBEDDINGS OF PLANAR GRAPHS
DMITRY CHELKAK, BENOÎT LASLIER, AND MARIANNA RUSSKIKH
Abstract. We introduce the framework of discrete holomorphic functions on t-embeddings of
weighted bipartite planar graphs; t-embeddings also appeared under the name Coulomb gauges
in a recent work [25]. We argue that this framework is particularly relevant for the analysis
of scaling limits of the height fluctuations in the corresponding dimer models. In particular, it
unifies both Kenyon’s interpretation of dimer observables as derivatives of harmonic functions
on T-graphs and the notion of s-holomorphic functions originated in Smirnov’s work on the
critical Ising model. We develop an a priori regularity theory for such functions and provide a
meta-theorem on convergence of the height fluctuations to the Gaussian Free Field.
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1. Introduction
1.1. General context. This paper contributes to two subjects: the dimer model on bipartite
planar graphs and the discrete complex analysis techniques in probability and statistical physics.
Both topics are very rich, we refer the interested reader to [19,24] and [34] and reference therein,
respectively. Though the two subjects are known to be intimately related, it should be said that
many other powerful techniques were successfully applied to studying the dimer model, e.g.,
see [2, 4–6, 14, 16, 18, 30] and references therein to mention some of the important achievements
obtained during the last decade. In particular, in the last years there was a widespread feeling
that discrete complex analysis techniques had almost reached the limit of their capacity to bring
new interesting results in the dimer model. In this paper and in the follow-up [9] we intend to
revive the link between the two topics.
It is well known that entries of the inverse Kasteleyn matrix (also known as the coupling
function) of the dimer model on the square grid satisfy the most straightforward discrete version
of the Cauchy-Riemann equation. This observation was used by Kenyon in [21, 22] to prove
the convergence of the height fluctuations to the Gaussian Free Field for the so-called Temper-
leyan discretizations of planar domains. This classical result was among the very first rigorous
proofs of the convergence of lattice model observables, considered in discrete domains on δZ2
approximating a continuous domain Ω as δ → 0, to conformally invariant quantities. A few
years later, a similar treatment of the critical Ising model on the square grid appeared in the
work of Smirnov [33]. Smirnov’s approach, in particular, relied upon a specific reformulation
of the discrete Cauchy–Riemann equations on Z2. This reformulation is now commonly known
as the s-holomorphicity property, a term coined in the work [12] devoted to a generalization of
Smirnov’s results to the Z-invariant critical Ising model on isoradial graphs. Another, at first
sight unrelated, discretization of the Cauchy–Riemann equations was suggested in [17]. From
the dimer model perspective, it corresponds to coupling functions on the honeycomb grid.
However, a naive interpretation of discrete Cauchy–Riemann equations is known to be of-
ten misleading even in the context of regular lattices, like the square or the honeycomb ones.
Though it works well in several contexts (critical Ising model, dimers in versions of Temperleyan
domains), the dimer model observables are known not to have holomorphic scaling limits in
other situations, in particular if the Cohn–Kenyon–Propp limit shape surface [13] is not hor-
izontal. The intrinsic reason for such a mismatch is that we expect the scaling limit to live
in a less trivial complex structure rather than the one suggested by the naive discretization of
Cauchy-Riemann equations. This manifests itself by the fact that quantities like the inverse
Kasteleyn matrix that could have holomorphic limits simply do not converge as δ → 0. Instead
they can grow exponentially with the number of steps, in a way reminiscent of discrete harmonic
functions. This raises a question of finding a framework in which, on the one hand, this expo-
nential growth is removed and, on the other hand, the new discrete equations are compatible
with a new continuous complex structure arising as δ → 0; see [26] for the description of this
complex structure in terms of the limit shape surface in the case of discrete domains drawn on
periodic lattices.
Developing this idea in [23], Kenyon introduced a framework of holomorphic functions on
T-graphs (combinatorial objects first discussed in [27]) in order to analyze the behavior of dimer
model observables in the non-horizontal case. In particular, this paper already contained an idea
of embedding a given abstract planar graph Gδ (a piece of the honeycomb grid in that case) into
the complex plane as a T-graph so that discrete observables approximate holomorphic functions
in the metric of these embeddings Ωδ ⊂ C. This procedure, in particular, requires a proper
choice of the gauge function, a transformation of the dimer weights which leave the law of the
model unchanged. The gauge function is responsible for the removal of the local exponential
growth, which varies from point to point in the original metric and should be evened out.
In a recent paper [25], a more geometric viewpoint on ‘nice’ gauge functions was suggested, the
so-called Coulomb gauges. They have many remarkable algebraic properties (see also [1]) and are
also closely related to T-graphs mentioned above. In parallel, a notion of s-embeddings of graphs
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carrying the planar Ising model was suggested in [8]. As explained in [25, Section 7], the latter
are a particular case of the former under the combinatorial bosonization correspondence of the
two models [15]. T-embeddings discussed in our paper are fully equivalent to Coulomb gauges
of [25] except that we focus on embeddings of the dual graphs (Gδ)∗ from the very beginning.
The appearance of another name for the same object is caused by the fact that we were not
aware of the research of [25] at the beginning of this project and arrived at the same concept
aiming to generalize results obtained for the Ising model observables on s-embeddings to dimers.
Whilst the work [25] is focused on algebro-geometric properties of Coulomb gauges, our paper
is devoted to the study of discrete holomorphic functions on such graphs, which we will call
t-holomorphic functions to distinguish from other discretizations of complex analysis. In partic-
ular, this notion generalizes the notion of s-holomorphic functions on s-embeddings introduced
in [8] in the Ising model context. We are particularly interested in the behavior of t-holomorphic
functions in the ‘small mesh size’ limit. It is worth noting that we do not rely upon usual ‘uni-
formly bounded angles, degrees or sizes of faces’ assumptions in our analysis. In particular, the
notion of the scale δ of a t-embedding T δ requires a more invariant definition, which is discussed
below. Also, note that for the case of convergence of harmonic functions on circle packings or,
more generally, on orthodiagonal quadrangulations, similar technical assumptions were recently
fully dropped in the paper [20]. However, the notion of harmonicity on T-graphs associated
to t-embeddings is formulated in terms of directed random walks (and not via conductances),
which significantly changes the perspective. Nevertheless, among other things we prove a priori
Lipschitzness of harmonic functions under a mild assumption Exp-Fat(δ) formulated below.
One of the long-term motivations to get rid of ‘technical’ assumptions mentioned above is
to eventually apply discrete complex analysis techniques to random planar maps weighted by
the critical Ising or the bipartite dimer model. We believe that s- and t-embeddings of abstract
planar graphs, respectively, are the right tools to attack these questions. This perspective is
somehow similar to the idea [35] of using square tilings to study random planar maps weighted
by uniform spanning trees; in this case an alternative option could be to use harmonic or
Tutte’s embeddings which are also related to the context of t-embeddings via [25, Section 6.2].
In deterministic setups, we believe that the discrete complex analysis viewpoint on Kasteleyn
equations provided in our paper is flexible enough to be applied to rather general situations,
both in terms of the underlying lattice and of the limit shape surfaces; e.g. see [10] where the
case of the classical Aztec diamond is discussed from this perspective. In particular, our paper
unifies Smirnov’s concept of s-holomorphic functions and Kenyon’s interpretation of dimer model
observables as derivatives of harmonic functions on T-graphs.
1.2. Basic concepts and assumptions. We now briefly recall the setup of t-embeddings or
Coulomb gauges, see Section 2 and [25] for more details. Let G be a weighted bipartite graph
carrying the dimer model; the latter is a random choice of a perfect matching of vertices of G with
a probability proportional to the product of the corresponding positive weights. Assume that
all vertices of G have degree at least three and that the graph G is planar. A t-embedding T is a
proper embedding of the dual graph G∗ into the complex plane such that all edges are straight
segments, all faces are convex polygons, the geometric weights given by lengths of edges are
gauge equivalent to the original ones, and that the following angle condition holds (see Fig. 1):
For each inner vertex v of T , the sum of angles of black faces adjacent to v equals pi.
If G is a finite graph, one should be more accurate and first to specify a face of G and to replace
the corresponding vertex vout of G∗ by a cycle of length deg vout; the graph thus obtained is called
the augmented dual in [25], we still denote it by G∗. A finite t-embedding is an embedding of
this augmented dual graph G∗ and the angle condition is dropped at boundary vertices of G∗; see
Fig. 2. In this paper, we do not discuss the existence of t-embeddings of a given abstract planar
graph G carrying the bipartite dimer model. This question was addressed in [25], we quote some
of these results below, see Theorem 2.10. Overall, the results of [25] strongly suggest that all
bipartite graphs admit many t-embeddings if no constraints are imposed at boundary vertices
of T . The interested reader is also referred to our follow-up paper [9] for a notion of ‘perfect
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Figure 1. A portion of a t-embedding T and the notation dT (bw∗). The angle
condition
∑
j θ(wj , v) =
∑
k θ(bk, v) = pi around a vertex v is highlighted. The
Kasteleyn matrix of the dimer model on faces of T is KT (b, w) := dT (bw∗).
t-embeddings’ (or just p-embeddings), which specifies additional constraints on the boundary
of T in a way that hopefully provides both the existence and the uniqueness up to a few natural
isomorphisms. In particular, we consider p-embeddings from [9] as one of the very important
applications of the framework developed in this paper; see also remarks after Theorem 1.4.
To summarize the preceding discussion, in this paper we view a t-embedding T as an ob-
ject given in advance, and then study the dimer model on faces of T with weights given by
edge lengths. The angle condition easily implies (see [25] or Section 2 below) that the ma-
trix K(b, w) := dT (bw∗) is a Kasteleyn matrix for this dimer model, see Fig. 1 for the notation.
Loosely speaking, t-holomorphic functions on T are just functions satisfying the Kasteleyn rela-
tions locally. Note however that this down-to-earth interpretation is not the best possible one,
we refer the reader to Section 3 for precise definitions and a discussion.
The central concept for our analysis is the origami map O associated to a t-embedding T .
Let z be the complex coordinate in the plane in which the graph T is drawn. Informally speaking,
to construct O(z) out of T one folds this plane along each of the edges of T . The angle condition
guarantees that this folding procedure is locally and hence globally consistent; we refer the reader
to Section 2 for an accurate definition. Note that O is defined up to translations, rotations and
a possible reflection; in our convention the white faces preserve their orientation in O while the
black ones change it. If one starts with the square lattice δZ2, then the image of the origami map
is just a single square of size δ. Similarly, if one starts with the regular triangular lattice (which
corresponds to the dimer model on the honeycomb grid), then the image of O is just a single
triangle. However, already for a skewed triangular lattice the map O becomes less trivial though
its image is still bounded. Surprisingly enough, the origami map of these triangular lattices also
appeared in the dynamical systems context recently [29]. The origami map also gives a link
between t-embeddings and T-graphs: the latter are just the images of the t-embedding under
the mappings z 7→ z + α2O(z) or z 7→ z + α2O(z), α ∈ T, where T := {α ∈ C : |α| = 1} is the
unit circle in C. We use the notation T +α2O and T +α2O for these T-graphs, see Section 4.1
for details.
Clearly, O does not increase distances, i.e., is a 1-Lipschitz function. The main assumption
for our analysis is that it has a slightly better Lipschitz constant at large scales:
Assumption 1.1 (Lip(κ,δ)). Given two positive constant κ < 1 and δ > 0 we say that a
t-embedding T satisfies assumption Lip(κ,δ) in a region U ⊂ C if
|O(z′)−O(z)| ≤ κ · |z′ − z| for all z, z′ ∈ U such that |z − z′| ≥ δ.
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Since we do not fold any face of T to get O, assumption Lip(κ,δ) clearly implies that all faces
have diameter less than δ. We think of δ as the ‘mesh size’ of a t-embedding and sometimes
explicitly include it into the notation by writing T δ and Oδ instead of T and O. Still, let us
emphasize that the actual size of faces could be in fact much smaller than δ.
A good part of the a priori regularity theory developed in this paper holds just under assump-
tion Lip(κ,δ). Namely, this assumption is enough to prove a uniform ellipticity estimate for ran-
dom walks on associated T-graphs, to prove an a priori Hölder-type estimate for t-holomorphic
functions, and to describe their possible subsequential limits, see Section 6 for details. However,
to derive the a-priori Lipschitz -type estimate for harmonic functions on T-graphs and to deduce
meaningful results for the dimer model on T we need slightly more. For simplicity, we formulate
Assumption 1.2 only in the case when T δ are triangulations, see Section 5 for the general case.
We say that a face of T is ρ-fat if it contains a disc of radius ρ.
Assumption 1.2 (Exp-Fat(δ), triangulations). We say that a sequence T δ of t-embeddings
with triangular faces satisfes assumption Exp-Fat(δ) on a region U ⊂ C (or, more generally,
on regions U δ ⊂ C depending on δ) as δ → 0 if the following is fulfilled for each β > 0:
If one removes all ‘exp(−βδ−1)-fat’ triangles from T δ, then the size
of remaining vertex-connected components tends to zero as δ → 0.
Let us emphasize that we do not require all faces of a t-embedding to be ‘exp(−βδ−1)-fat’,
we just need that each point is encircled by a chain of fat faces of a o(1)-length. Though
it would be nice to remove this type of assumptions completely, we hope that it is satisfied
in potential application due to a very mild ‘fatness’ required: e.g., existence of, say, chains
composed of O(δ100)-fat’ triangles clearly implies Exp-Fat(δ) with a huge margin. Informally,
assumption Exp-Fat(δ) can be understood as a manifestation of an ultraviolet cut-off: we use
it to claim that the derivative of a bounded harmonic function on a T-graph associated to a
t-embedding cannot be exponentially (in δ−1) large, see Section 6.5 for details.
1.3. Regularity of harmonic functions on T-graphs. Though studying harmonic functions
on T-graphs is not the primary motivation of our work, it is nevertheless one of its important
ingredients. We now formulate our main a priori regularity result in this direction. For an open
set V ⊂ C, let W 1,∞(V ) be the Sobolev space of functions whose derivatives are bounded on
compact subsets of V . In a special case of T-graphs obtained from skewed triangular lattices T δ,
this theorem fixes [23, Lemma 3.6], an annoying detail which probably could be also fixed by
other means. Recall that our aim is to develop the regularity theory for general t-embeddings T δ.
Theorem 1.3. Let T δ, δ → 0 be a sequence of t-embeddings satisfying both assumption Lip(κ,δ)
(with a common constant κ < 1) and assumption Exp-Fat(δ) (as δ → 0). Let Hδ be a sequence
of harmonic functions defined on T-graphs associated to T δ. If the functions Hδ are uniformly
bounded in a region V ⊂ C, then the family {Hδ} is pre-compact in the space W 1,∞(V ).
Proof. See Section 6.5, especially Corollary 6.18. 
Naturally, one can ask about properties of subsequential limits of bounded harmonic functions
on T-graphs from Theorem 1.3. To this end, let us assume that the T-graphs in question are
simply T δ+Oδ (i.e., α = 1 for all δ) and that the t-embeddings T δ cover a common region U ⊂ C.
As Oδ are 1-Lipschitz functions on U , one can always find a subsequence such that
Oδ(z) → θ(z) uniformly on compact subsets, (1.1)
for a Lipschitz function ϑ : U → C. As above, assume that t-embeddings T δ satisfy both
assumptions Lip(κ,δ) and Exp-Fat(δ). In Section 6.5 we also show that the gradients 2∂h :=
∂xh− i∂yh of all subsequential limits h from Theorem 1.3 admit the following representation:
2∂h = f ◦ (id + ϑ), where f : U → C is such that the form f(z)dz + f(z)dϑ(z) is closed.
In a special situation ϑ(z) ≡ 0, which we call the ‘small origami’ case below, one sees that
the functions h are just harmonic in V = U . In general, h satisfies a second order PDE whose
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coefficients can be recovered from ϑ. Though we do not go into such analysis in this paper, let us
nevertheless mention that there also exists a very particular generalization of the case ϑ(z) ≡ 0.
Namely, if we assume that (z, ϑ(z)) is a space-like Lorentz-minimal surface in R2+2, then all
functions h are harmonic in the conformal metric of the surface, see [9] for more details.
1.4. Convergence framework for the dimer model on t-embeddings. We begin with
recalling the definition of the Thurston height function [36] for the dimer model on a bipartite
graph G. Given a perfect matching P of vertices of G, let P∗ be a flow on edges of the dual
graph G∗ constructed as follows: one assigns the value 1 to edges bw∗ crossing those edges bw
of G which are used in P (with the plus sign if b is on the right), and 0 to all other edges.
If P0 is an (arbitrarily chosen) reference perfect matching, then the primitive of the flow P−P0
is well defined (up to an additive constant) and is called the height function of the perfect
matching P. Given a t-embedding T δ carrying the dimer model, we denote by hδ the random
height function, defined on vertices of T δ, obtained from a random perfect matching of faces
of T δ. Let ~δ := hδ − E(hδ) be the fluctuations of hδ. Even though the functions hδ depend on
the choices of reference perfect matchings on T δ, the fluctuations ~δ do not. Given a collection
of vertices vδ1, . . . , vδn of a t-embedding T δ, let
Hδn(v
δ
1, . . . , v
δ
n) := E(~δ(vδ1) . . . ~δ(vδn)) (1.2)
denote the correlation functions of the height fluctuations at vδ1, . . . , vδn.
Let us now assume that the union of faces of a t-embeddings T δ is a discrete domain Ωδ
which approximates a bounded simply connected domain Ω ⊂ C as δ → 0 (say, in the Hausdorff
sense). For v1, . . . , v2m ∈ Ω, let
GΩ,2m(v1, . . . , v2m) :=
∑
pairings$ of 1,...,2m
GΩ(v$(1), v$(2)) . . . GΩ(v$(2m−1), v$(2m))
be the correlation functions of the Gaussian Free Field in Ω with Dirichlet boundary conditions,
where the normalization of the Green function is chosen so that GΩ(z, z′) = − 12pi log |z′−z|+O(1)
as z′ → z; we also set GΩ,2m+1 := 0. The following theorem provides a general framework
to study the limit of the dimer model on t-embeddings. By saying that T δ satisfy assump-
tion Lip(κ,δ) on compacts of Ω we mean that for each compact K ⊂ Ω there exists a con-
stant κ = κ(K) < 1 such that T δ satisfy Lip(κ,δ) on K for all δ small enough.
Theorem 1.4. Let t-embeddings T δ approximate a bounded simply connected domain Ω ⊂ C.
Assume that T δ satisfy assumptions Lip(κ,δ) and Exp-Fat(δ) on compact subsets of Ω and
(I) we are in the ‘small origami’ case: Oδ(z)→ ϑ(z) ≡ 0 as δ → 0;
(II) the dimer model coupling function K−1T δ (w
δ, bδ) is uniformly bounded as δ → 0 provided
that wδ and bδ remain at definite distance from the boundary of Ω and from each other;
(III) the correlations (1.2) are uniformly small near the boundary of Ω:
Hn(v
δ
1, . . . , v
δ
n) → 0 uniformly in δ as dist(vδn, ∂Ω)→ 0
provided that vδ1, . . . , v
δ
n−1 remain at a definitive distance from each other and from ∂Ω.
Then, the height function correlations (1.2) converge to those of the GFF in Ω: for all n ≥ 2
and all collections of pairwise distinct points v1, . . . , vn ∈ Ω, we have
Hn(v
δ
1, . . . , v
δ
n) → pi−n/2GΩ,n(v1, . . . , vn) if vδk → vk as δ → 0.
Moreover, this convergence is uniform provided that v1, . . . , vn remain at a definitive distance
from each other and from the boundary of Ω.
Before discussing assumptions (I)–(III) in more detail, let us emphasize a quite important
feature of Theorem 1.4. We neither prove nor assume the existence of scaling limits of the
coupling functions K−1T δ . Such limits, when they do exist, are known to be highly sensitive to
the microscopic details of the boundary, see Section 7.3 for a discussion. In particular, one
should not expect the convergence of the full sequence of the coupling functions in a reasonably
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general setup though (many) subsequential limits of them still exist under assumption (II) due
to compactness arguments.
We emphasize that we do not discuss how to derive the properties (I)–(III), this is why we
call our result a framework or a meta-theorem. Still, it is worth mentioning that all known
examples of applications of discrete complex analysis techniques to the bipartite dimer model
conceptually fit this framework. To conclude, we briefly discuss each of these assumptions, in
particular to make precise the link between this paper and the follow-up [9].
(I) This assumption cannot be dropped completely. Still, there exists a striking case when
the proof of Theorem 1.4 goes through just by the cost of more involved computations.
Namely, if (z, ϑ(z)) is a space-like Lorentz-minimal surface in R2+2, then the correla-
tions (1.2) converge to those of the GFF in the conformal metric of the surface. We do
not consider this case here for simplicity and discuss this more general context in [9].
(II) This assumption seems natural from the discrete complex analysis perspective: if the
coupling functions K−1T δ are not bounded on compacts, they typically contain local ex-
ponential growing factors as mentioned in Section 1.1. In such a situation, one should
not expect that the ‘discrete conformal structure’ of T δ captures the behaviour of K−1T δ
correctly. In known examples, this assumption is typically verified along with finding the
scaling limit of K−1T δ , which is exactly the route that we want to avoid by formulating
Theorem 1.4. In [9] we introduce a special class of t-embeddings, so-called p-embeddings,
for which we are able to derive the required uniform boundedness from general estimates,
not getting any particular information on their possible scaling limits.
(III) This assumption is quite natural from the dimer model perspective since it just says
that fluctuations vanish at the boundary. However, it should be said that even in the
well-known cases it is typically derived a posteriori from the identification of the scaling
limit of K−1T δ . Nevertheless, in some situations one could hope to verify it by probabilistic
tools. Let us mention that in the case of p-embeddings we are in fact able to prove the
uniform boundedness of the coupling functions K−1T δ up to the boundary of Ω. This easily
implies the required estimate, see [9] for details.
The paper is organized as follows. We overview the setup of t-embeddings in Section 2. The
notion of t-holomorphicity on a t-embedding T , in the special case when T is a triangulation,
is introduced in Section 3. In Section 4 we discuss the links between t-holomorphic functions
on t-embeddings and harmonic ones on T-graphs; note that Section 4.3 contains a new material
compared to, say, the paper [23] due to Kenyon. Section 5 is devoted to generalizations of all
these notions to the case of general t-embeddings (not triangulations). Section 6 is at the heart
of our paper, we develop the a priori regularity theory for t-holomorphic and harmonic functions
there. Two particularly important parts are the uniform ellipticity estimate for random walks
on T-graphs obtained in Section 6.2 under assumption Lip(κ,δ) and the a priori Lipschitzness
of harmonic functions, discussed in Section 6.5 under additional assumption Exp-Fat(δ). We
prove Theorem 1.4 in Section 7. Finally, in Appendix we supplement our analysis by proving
convergence of the harmonic measure on T-graphs and that of the Green function, though
stopping short from proving the CLT. We also sketch a proof of the convergence of the dimer
coupling function in Temperleyan-type domains on general t-embeddings satisfying Lip(κ,δ)
and Exp-Fat(δ), i.e., in regions of T δ obtained from subgraphs of the corresponding T-graphs
similarly to [23] and [4].
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Figure 2. Left: A finite t-embedding T (G∗), the boundary edges are dashed.
Right: Associated graph G∗ (dotted) together with its dual bipartite graph G.
We call T (G∗) a finite triangulation if all vertices of G have degree three. In this
case interior faces of T are triangles whilst boundary ones are quadrilaterals.
2. The setup of t-embeddings
2.1. Definitions. In this section we introduce t-embeddings and give several related definitions.
Definition 2.1. A t-embedding in the whole plane is an embedded infinite planar map with the
following properties:
• Proper: The edges are non-degenerate straight segments, the faces are convex, do not
overlap and cover the whole plane.
• Bipartite dual: The dual graph of the map is bipartite, we call the bipartite classes black
and white, and denote them B and W , respectively.
• Angle condition: For every vertex v one has∑
b∈B: b∼v
θ(b, v) =
∑
w∈W :w∼v
θ(w, v) = pi,
where θ(u, v) denotes the angle of a face u at the neighbouring vertex v, see Fig. 1.
The above definition can be extended to finite maps with the topology of the sphere. To
this end, we remove one marked vertex vout from the graph and replace it by a cycle of length
deg vout so that deg vout edges adjacent to vout become adjacent to corresponding vertices of the
cycle. We call this procedure an augmentation at vout.
Definition 2.2. A finite t-embedding of a planar graph with the topology of the sphere and a
marked vertex vout is an embedding of its augmentation at vout with the following properties:
• Proper: The edges are non-degenerate straight segments, the faces are convex and do not
overlap, the outer face corresponds to the cycle replacing vout in the augmented graph.
• Bipartite dual: The dual graph of the augmented map becomes bipartite once the outer
face is removed, we call the bipartite classes black and white, and denote them B and W .
• Angle condition: For every interior vertex v one has∑
b∈B: b∼v
θ(b, v) =
∑
w∈W :w∼v
θ(w, v) = pi,
where we call v interior if it is not adjacent to the outer face, see Fig. 2.
We call the union of the closed faces (except the outer one) of a finite t-embedding the discrete
domain associated to this t-embedding.
Given an infinite t-embedding, let G∗ be the associated planar graph seen as an abstract
combinatorial object and let G be its planar bipartite dual, also seen abstractly. For finite t-
embeddings, we exclude the outer face from G and the boundary edges (i.e., those adjacent to
the outer face) from G∗; see Fig. 2. Recall that V (G) = B ∪W , where B and W denote the sets
of black and white faces of G∗, respectively. Below we denote typical faces of G∗ either b or w
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depending on their color and also use the notation u•, u◦ for the same purpose. The vertices of
G∗ are typically denoted as v, v′ etc. We say that a face of the graph G∗ of a finite t-embedding
is a boundary face if it is adjacent to at least one boundary edge. Other faces are called interior.
Let ∂B and ∂W be the sets of boundary black and boundary white faces, respectively.
Given an oriented edge (bw) of G, denote by (bw)∗ (or bw∗ for brevity) the oriented edge of G∗
which has the first face (here b) to its right. Denote by wb∗ the same edge of G∗ oriented in the
opposite direction. Let T denote the map from G∗ to C giving the position of any vertex in the
embedding. Given an oriented edge e∗ = (vv′) of G∗, let dT (e∗) := T (v′)− T (v), see Fig. 1. For
a given face b or w of G∗, we write T (b) or T (w) to denote the corresponding polygon in the
embedding.
Let us now briefly describe how to construct a realisation of G given a t-embedding T = T (G∗).
The resulting realisations with an embedded dual have been introduced and studied in [1,25] in
the so-called ‘circle patterns’ context, so we refer the reader to these papers for more details.
Definition 2.3. A circle pattern realisation C: V (G)→ C of a bipartite graph G is constructed
from T (G∗) as follows. Fix an arbitrary white vertex w0 ∈ V (G) and choose C(w0) arbitrarily,
then define C at neighbours of w0 and iteratively everywhere on V (G) by saying that for any
neighbours b and w, points C(b) and C(w) are symmetric with respect to the line T (bw∗).
Proof. Let us show that the above definition is consistent. For this, it is enough to check the
consistency around a single vertex of G∗. Let w1, b1, . . . , wk, bk be faces of G∗ around v, labeled
in the counterclockwise order, and assume without loss of generality and for ease of notation
that T (v) = 0. Let
d1 = dT (w1b∗1)/|dT (w1b∗1)|, d2 = dT (b1w∗2)/|dT (b1w∗2)|, . . .
be the directions of the edges of T (G∗) around T (v), pointing away from T (v).
It is easy to check that the reflection symmetry condition means that C(b1) = d21 · C(w1) and
therefore C(w2) = (d2d1)2 · C(w1). Note that arg(d2d1) is the angle of the face T (b1) at T (v), so
the angle condition is equivalent to the consistency of the definition of C around v. 
The construction described in Definition 2.3 produces a two-dimensional family of realisations
of G parametrized by the position of C(w0). In general, it is not clear whether C is a proper
embedding of the bipartite graph G. However, for each face v of G, all points C(u), where
v ∼ u ∈ V (G), lie on a single circle and each point C(u) is an intersection of at least three such
circles, which justifies the name circle patterns for these realisations, see [1, 25].
Informally speaking, the above construction of C can be equivalently described as follows:
fold the plane along all the edges of T (where the angle condition guaranties that this operation
makes sense), then pierce the folded plane at an arbitrary point. Finally, unfold the plane: the
realisation C is given by the positions of all the punctures (provided that all points C(u) lie inside
corresponding faces T (u) of the t-embedding, which is certainly not true in general).
2.2. The origami map. The goal of this section is to introduce a formal definition of the
folding procedure described above, which we call the origami map and which plays a crucial role
in our analysis.
Definition 2.4. A function η : V (G) = B ∪W → T is said to be an origami square root function
if it satisfies the identity
ηbηw =
dT (bw∗)
|dT (bw∗)|
for all pairs (b, w) of white and black neighbouring faces of G∗.
Remark 2.5. The above definition is slightly inconsistent: due to the angle condition, the
function η2 is well-defined but the function η itself has to branch over every vertex of G∗ (i.e.,
has to be defined on an appropriate double cover of V (G)), with the values on the two sheets
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being opposite of each other. By an abuse of notation we will consider η being defined up to a
sign. We also define the values φu ∈ (−pi/2, pi/2] as follows:
φu := arg ηu mod pi, u ∈ B ∪W.
It is clear that two origami square root functions η and η′ differ only by a global factor: more
precisely, there exists α ∈ T such that η′w = α · ηw for all w ∈ W and η′b = α · ηb for all b ∈ B.
In general, there is no canonical way to choose the global pre-factor α. Let us now comment on
how the angles φ are related to the geometry of a t-embedding.
Lemma 2.6. Let v be a an inner vertex of G∗ and b1, b2 ∈ B and w ∈ W be three consecutive
faces adjacent to v. If b1, w, b2 are in the counterclockwise order around v, then, for any origami
square root function and associated φ,
φb2 − φb1 = −θ(w, v) mod pi,
where θ(w, v) is the angle of the white face w at the vertex v, computed in the positive direction.
Similarly, if w1, b, w2 are in the counterclockwise order around their common vertex v, then
φw2 − φw1 = −θ(b, v) mod pi.
Proof. Let vj 6= v be the endpoints of the edges T (wb∗j ) for j ∈ {1, 2}. Then,
ηb2ηb1 =
dT (b2w∗)
|dT (b2w∗)| ·
dT (b1w∗)
|dT (b1w∗)| =
v − v2
|v − v2| ·
v1 − v
|v1 − v| = −e
−iθ(w,v).
The computation for the second case is identical. 
We now formally define the folding of the plane along the edges of T in terms of η.
Definition 2.7. The origami differential form associated to η is defined as
dO(z) :=
{
η2w dz if z belongs to a white face T (w),
η2b dz¯ if z belongs to a black face T (b).
Let us emphasize that we view dO(z) as a piece-wise constant differential form defined in the
whole complex plane (or inside the discrete domain associated to a finite t-embedding). However,
it is worth noting that the above definition also allows one to view dO as a well-defined 1-form
on edges of T by setting
dO(bw∗) := η2w dT (bw∗) = ηbηw |dT (bw∗)| = η2b dT (bw∗). (2.1)
Lemma 2.8. The origami differential form dO is a closed form (inside the associated discrete
domain in the finite case). We denote its primitive by O, which we call the origami map.
Proof. Let γ be a closed contour running in the domain of a t-embedding. If γ lies inside a single
face of T , then ∮γ dO = 0 since dO is proportional either to dz or to dz. For general γ, since
|dO(z)| ≤ |dz|, one can always write ∮γ dO as a sum of integrals over smaller loops γu, each of
which belongs to a closed face T (u). As pointed out in (2.1), on an edge bw∗ of the t-embedding,
the two definitions of dO (coming from the right face b and the left face w) agree. Hence, all
contour integrals over such loops γu make sense and vanish, thus
∮
γ dO also vanishes. 
Note that η2w is the local rotation angle of the origami map O on the white face T (w). Recall
that an origami differential form dO and the origami map O are defined up to a global prefactor
α2 ∈ T only. If ηw0 = 1 for some w0 ∈W (which one can always assume by choosing α properly),
then it is easy to check that O maps z to its position after the folding procedure described in
the construction of a circle pattern realisation C, started from the face w0 so that it is kept
fixed. In particular, if C(u) ∈ T (u) for all u ∈ V (G) (recall that this is not true in general),
then {C(u), u ∈ V (G)} = O−1(C(w0)).
With a slight abuse of notation (similar to that in the definition of the origami differential
form), below we also allow ourselves to see O as a map from G∗ to C.
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2.3. Dimers and t-embeddings. In this section we describe how to define Kasteleyn weights
on a bipartite graph G in a natural geometric way given a t-embedding of G∗. Let χ(e) := |dT (e∗)|
be positive weights of edges e of G. Recall that a Kasteleyn matrix K is a weighted, complex-
signed adjacency matrix whose rows index the black vertices and columns index the white
vertices, and the signs (τbw ∈ C, |τbw| = 1) are chosen to satisfy the following condition: around
a face of G of degree 2k the alternating product of signs over the edges of this face is (−1)k+1.
Signs satisfying this condition around each face are called Kasteleyn signs.
Proposition 2.9. For b, w in G, define K(b, w) := dT (bw∗) if b and w are neighbours and
K(b, w) :=0 otherwise. Then, K is a Kasteleyn matrix for the weights χ.
Proof. Fix a face v of G and let b1, w1, . . . , bk, wk be its neighboring vertices listed counterclock-
wise. Let v1, . . . , v2k be its neighbouring faces listed counterclockwise so that v1 is between b1
and w1. It is easy to see that
k∏
i=1
K(bi, wi)
K(bi+1, wi)
=
k∏
i=1
dT (vv2i−1)
dT (v2iv) = Xv ·
k∏
i=1
(−e−iθ(wi,v)) = Xv · (−1)k+1
where Xv :=
∏k
i=1
χ(biwi)
χ(bi+1wi)
is a positive constant; in the last equality we use that the white
angles adjacent to v sum up to pi. This is exactly the sign condition in a Kasteleyn matrix. 
Given an abstract planar weighted bipartite graph (G, x), one can wonder about the existence
of a t-embedding of G∗ into the plane such that given edges weights x(e) are gauge equivalent
to the geometrical weights χ(e) = |dT (e∗)| introduced above. (The gauge equivalence means
that χ(bw) = g(b)x(bw)g(w) for all b ∈ B, w ∈ W and some function g : V (G) → R+; such a
transform preserves the law of the dimer model on G.) In this case, we say that (G, x) admits a
t-embedding of the (augmented) dual graph G∗. We are now in the position to state one of the
main results of [25], we refer the interested reader to this paper for more details.
Theorem 2.10 ( [25, Theorem 2, Theorem 8]). T-embeddings of the (augmented) dual graph
G∗ exist at least in the following cases:
(i) (G, x) is a nondegenerate bipartite finite weighted graph with outer face of degree 4.
(ii) (G, x) is a doubly periodic weighted bipartite graph, equipped with an equivalence class of
doubly periodic edge weights, which corresponds to a liquid phase. In this situation we can also
require that the t-embedding T is bi-periodic and that the origami map O is bounded. More-
over, such bi-periodic t-embeddings of G∗, considered up to scalings, rotations, translations and
reflection, are in bijection with the interior of the amoeba of the dimer spectral curve.
3. T-holomorphicity
In this section, we introduce the notion of t-holomorphic functions defined on faces of a
t-embedding and give some basic facts about such functions. Let us already remark that this
theory works best in the case of triangulations so we restrict ourselves to this case for now. The
modifications required in the general case will be given in Section 5.
Below, we work with a fixed t-embedding T of a finite or infinite triangulation and a fixed
origami square root function η. In the finite case, we call a t-embedding T (G∗) a triangulation if
all its interior faces are triangles (equivalently, if all vertices of the corresponding dual bipartite
graph G have degree three, see Fig. 2 for an example. A t-holomorphic function F will be
defined on both black and white faces but B and W do not play the same role. We denote
by F • the restriction of a function F to black faces and F ◦ the restriction to white faces, the
t-holomorphicity condition links the values of F • and F ◦ to each other. We will use a subscript
b or w to indicate whether we ‘primarily’ consider a function on black or white faces, note that
all four combinations F ◦b , F
•
b , F
◦
w, F
•
w are used below.
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3.1. Definition of t-holomorphic functions. We begin with a preliminary lemma. Let K be
the Kasteleyn matrix defined in Proposition 2.9. Given a discrete path γ = (e1, . . . , en) on G∗
and a function F on unoriented edges of G∗, define ∫γ F dT := ∑F (ei) dT (ei). With a slight
abuse of notation, one can extend this definition to functions defined on black or white faces to
edges by fixing F ◦(bw∗) := F ◦(w) for w ∈ W and similarly for b ∈ B. Given a face u of G∗, let
∂u be its boundary, viewed as a path on T (G∗).
Lemma 3.1. Let F ◦ be a complex-valued function defined on (a subset of) W. Then, for each
interior black face b one has
(KF ◦)(b) = −
∮
∂b
F ◦ dT .
Similarly, for a function F • defined on (a subset of) B and an interior white face w, one has
(F •K)(w) =
∮
∂w
F • dT .
Proof. By the definition of K, we have (KF ◦)(b) =
∑
w:w∼b dT (bw∗) ·F ◦(w). This is the defini-
tion of the contour integral of F ◦dT around b, computed in the negative direction according to
our conventions (see Fig. 1). The proof for white faces is similar. 
Note that, for any function F ◦ and any white face w, the equality
∮
∂w F
◦ dT = 0 holds since
T is well defined. Therefore, the condition KF ◦(b) = 0 for all b in a simply connected region U
of the t-embedding is equivalent to
∮
γ F
◦ dT = 0 for all closed contours γ in this region. A
similar statement holds for a function F • defined on the black faces of U .
For a region U of the t-embedding T , let Up := Urp, where p is a subset of faces of T , thought
of as ‘punctures’. Denote the sets of white and black faces of Up byWp and Bp respectively. The
next definition is one of the central concepts of this paper, see Remark 3.3 for the motivation.
Definition 3.2. Given a (sub)region U ⊂ B ∪W of a t-embedding T of a triangulation and
an origami square root function η, a function Fw : U → C, is said to be t-white-holomorphic at
u◦ ∈W ∩ U if u◦ is an inner face of U and{
F •w(b) ∈ ηbR,
Pr(F ◦w(u◦), ηbR) = F •w(b)
for all b ∈ B such that b ∼ u◦. (3.1)
A function Fw is t-white-holomorphic in a region U or, more generally, in some Up if it is
t-white-holomorphic at all white faces of the region.
Similarly, we say that Fb is t-black-holomorphic at an inner black face u• of U if{
F ◦b (w) ∈ ηwR,
Pr(F •b (u
•), ηwR) = F ◦b (w)
for all w ∈W such that w ∼ u•. (3.2)
We call a function t-holomorphic if it is either t-white-holomorphic or t-black-holomorphic.
Remark 3.3. A typical example of a t-white-holomorphic function is F •w(b) = ηw · K−1(w, b)
for a fixed white face w. Indeed, note that K−1(w, b) ∈ ηbηwR since K(b, w) ∈ ηbηwR, thus the
first condition in the definition (3.1) is fulfilled. In Lemma 3.4 given below we show that the
existence of a value F ◦(u◦) such that the second condition in (3.1) holds true given the first is
equivalent to the identity
∮
∂u◦ F
• = 0, which is true for F •w due to Lemma 3.1. Similarly, a
typical example of a t-black holomorphic function is given by F ◦b (w) = ηb ·K−1(w, b), for a fixed
black face b. In particular, the notation Fw, Fb is designed so that in the future these functions
can be seamlessly replaced by Fw and Fb for actual faces w and b.
Lemma 3.4. Given a t-embedding T of a triangulation and an origami square root function η,
let F •w be a function on black faces of some region U such that F •w(b) ∈ ηbR for all b ∈ B. There
exists an extension of F •w to a t-white-holomorphic function Fw in Up, p ⊂ W ∩ U , if and only
if
∮
∂u◦ F
•
w dT = 0 for all inner faces u◦ ∈Wp.
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Figure 3. Standard boundary conditions for a t-white-holomorphic function.
Similarly, a function F ◦b defined on white faces of a region U such that F
◦
b (w) ∈ ηwR admits
an extension to a t-black-holomorphic function in Up, p ⊂ B ∩ U , if and only if
∮
∂u• F
◦
b dT = 0
for all inner faces u• ∈ Bp.
Proof. Consider an inner white face u◦ of Up and let b1, b2, b3 be its adjacent black faces. The
function F •w can be extended to u◦ as a t-white-holomorphic function if and only if the three
lines perpendicular to respectively ηbkR and passing through the points F
•
w(bk) intersect. This
corresponds to the following equations with unknown F ◦w(u◦):
F ◦w(u
◦) + η2bkF
◦
w(u◦) = 2 · F •w(bk) for all k ∈ {1, 2, 3}.
These equations can be viewed as a system of three real equations on two real unknowns. Since
η2bdT (bw∗) = dO(bw∗), multiplying each equation by dT (bkw∗) and adding them together one
easily gets a necessary solvability condition:
2
∮
∂u◦
F •w(bk)dT =
∮
∂u◦
(
F ◦w(u
◦) + η2bkF
◦
w(u◦)
)
dT = F ◦w(u◦)
∮
∂u◦
dT + F ◦w(u◦)
∮
∂u◦
dO = 0.
This condition is also sufficient as u◦ has degree three and the directions ηbk are never collinear.
Similarly, for a function Fb we want
F •b (u
•) + η2wkF
•
b (u
•) = 2 · F ◦b (wk) for all k ∈ {1, 2, 3}.
which gives the desired solution using the identity η2w dT (bw∗) = dO(bw∗). 
Remark 3.5. Since K−1(w, b) ∈ ηbηwR, the mapping F • → η2 · F • defines an involution on
the kernel of K, which is naturally split into the invariant and anti-invariant components. The
first condition in (3.1) says that we look at the invariant component only. Let us emphasise that
t-holomorphic functions form a real-linear space but not a complex-linear one.
In the finite case, let us glue to each boundary edge an outer face with a color different from
the color of the incident boundary face, see Fig. 3. Denote the sets of thus obtained black and
white faces by ∂outB and ∂outW , respectively. Denote B := B ∪ ∂outB, W := W ∪ ∂outW and
let U be a (sub)region of the t-embedding.
Definition 3.6. We say that a t-white-holomorphic function Fw defined on (Up r ∂W ) ∪ ∂outB
satisfies standard boundary conditions if{
F •w(b) = 0 for all b ∈ ∂outB,∮
∂u◦ F
•
w dT = 0 for all u◦ ∈ ∂W ∩ Up.
The standard boundary conditions for t-black-holomorphic functions are defined similarly.
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Note that a typical example F •w of a t-white-holomorphic function b 7→ ηw ·K−1(w, b) for a
fixed white vertex w ∈ G satisfies standard boundary conditions in the region U{w} provided
we set F •w(b) := 0 for b ∈ ∂outB, see Fig. 3. Indeed, (F •wK)(u◦) = 0 for all u◦ 6= w, including
the boundary faces u◦ ∈ ∂W{w}. As we set F •w(b) = 0 at the nearby outer black face, this sum
coincides with the contour integral along ∂u◦ as before.
3.2. Closed forms associated to t-holomorphic functions. Let us first summarize the
basic properties of t-holomorphic functions discussed in the previous section.
Proposition 3.7. Let U be a simply connected region in the domain of a t-embedding and Fw
be a t-white-holomorphic function on a punctured region Up, p ⊂ W ∩ U . Then, on edges not
adjacent to boundary white faces and to faces of p,
2F •w dT = F ◦w dT + F ◦w dO (3.3)
and F •w dT is a closed form in Up away from the boundary (i.e., the integral over any closed
contour γ running over interior edges and not surrounding faces from p vanishes). Moreover, if
Fw satisfies standard boundary conditions, then the left-hand side of (3.3) also defines a closed
form up to the boundary (i.e., γ can then contain boundary edges too).
Similarly, if Fb is a t-black-holomorphic function on Up, p ⊂ B ∩ U , then, on edges not
adjacent to boundary black faces,
2F ◦b dT = F •b dT + F •b dO (3.4)
and F ◦b dT is a closed form in Up away from the boundary. Again, if Fb satisfies the standard
boundary conditions, then the left-hand side of (3.4) defines a closed form up to the boundary.
Proof. See the proof of Lemma 3.4: the equalities follow from the definition of t-holomorphic
functions and the identities η2bdT (bw∗) = dO(bw∗) and η2wdT (bw∗) = dO(bw∗), and the fact that
the form F •b dT (respectively, F ◦wdT ) is closed is trivial around black (resp., white) faces and is
equivalent to the definition of t-holomorphicity at white (resp., black) ones. The extension up
to the boundary is nothing but the definition of standard boundary conditions. 
In what follows, we ‘primarily’ think about t-holomorphic functions Fw and Fb as of F ◦w
and F •b , respectively. Note that the differential forms F
◦
wdT and F •b dT are not closed: the
contour integrals
∮
∂u• F
◦
w dT and
∮
∂u◦ F
•
b dT do not vanish.
Lemma 3.8. Similarly to the definition of the origami differential form dO, one can view (3.3)
and (3.4) as closed piece-wise constant differential forms
F ◦w(z)dz + F ◦w(z)dO(z) and F •b (z)dz + F •b (z)dO(z)
defined in the plane (and not just on edges of the t-embedding), where we set F ◦w(z) := F ◦w(u◦)
if z ∈ T (u◦) and F •b (z) := F •b (u•) if z ∈ T (u•), respectively. To define the former form for z
inside an interior black face T (b) (respectively, the latter for z ∈ T (w)) one can use any of the
three values F ◦w(u◦) at the adjacent white faces u◦ ∼ b: all thus obtained expressions coincide.
Remark 3.9. Though Lemma 3.8 does not apply to faces of higher degrees literally (and, in
particular, does not apply to boundary faces of a finite triangulation; see Fig. 2) it can be nev-
ertheless extended to the full generality. We refer the reader to Section 5 for more details.
Proof. Let us consider the form (3.3). Its extension inside white faces is a triviality. Moreover,
one can also extend this form inside a black face as F •w(b)dz, z ∈ T (b). Similarly to the definition
of the origami differential form, this procedure is consistent since the two sides of (3.3) match
along the edge (bu◦)∗. Finally, note that
2F •w(b)dz = F
◦
w(u
◦) + η2bF ◦w(u◦)dz = F
◦
w(u
◦)dz + F ◦w(u◦)dO(z)
as dO(z) = η2bdz for z ∈ T (b). The other case is identical. 
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The next proposition provides a key identity for the analysis of dimer correlation functions in
Section 7. Since F •b ≡ cst (resp., F ◦w ≡ cst) is a trivial example of a t-holomorphic function, it
can be also viewed as a generalization of the formulae (3.3), (3.4).
Proposition 3.10. If Fb and Fw are respectively a t-black- and a t-white-holomorphic functions
on some region Up, then, on edges not adjacent to boundary faces and to faces of p,
F •wF
◦
b dT = 12 Re
(
F ◦wF
•
b dT + F ◦wF •b dO
)
(3.5)
and F •wF ◦b dT is a closed form in Up away from the boundary.
Moreover, if Fw and Fb satisfy standard boundary conditions, then the form F •wF ◦b dT is closed
up to the boundary (provided we set F •w(b)F ◦b (w) := 0 for boundary edges bw
∗).
Proof. The definition of t-holomorphicity implies that
F •w(b)F
◦
b (w)dT (bw∗) = 14
(
F ◦w(w) + η
2
bF
◦
w(w)
)(
F •b (b) + η
2
wF
•
b (b)
)
dT (bw∗),
which gives the result since η2bdT = dO, η2wdT = dO and η2bη2wdT = dT on the edge bw∗. Since∮
∂u◦
F •wF
◦
b dT = F ◦b (u◦)
∮
∂u◦
F •w dT = 0 and
∮
∂u•
F •wF
◦
b dT = F •w(u•)
∮
∂u•
F ◦b dT = 0
for u◦ ∈Wp and u• ∈ Bp, respectively, the expression (3.5) defines a closed form. 
Remark 3.11. Similarly to Lemma 3.8, the form (3.5) can be extended from edges of T to a
closed piece-wise constant differential form
1
2 Re
(
F ◦w(z)F
•
b (z)dz + F
◦
w(z)F
•
b(z) dO(z)
)
defined in the plane. For z ∈ T (b) (and similarly for z ∈ T (w)), we set F •b (z) := F •b (b) and
use an arbitrary adjacent white face u◦ ∼ b to define the value F ◦w(z) := F ◦w(u◦). Thus obtained
differential form does not depend on the choices of u◦ (and similar choices made for z ∈ T (w)).
Similarly to Remark 3.9, this definition does not literally apply to faces of degree more than three
(including boundary ones) but can be extended to the full generality; see Section 5.
3.3. Dimer coupling function as a linear combination of t-holomorphic ones. Let
w ∈ W and b ∈ B. As discussed in Remark 3.3, the functions F •w(·) := ηwK−1(w, ·) and
F ◦b (·) := ηbK−1(·, b) are t-holomorphic and, in particular, admit extensions F ◦w and F •b to the
inner faces of the opposite color (except w and b, respectively) such that the conditions (3.1)
and (3.2) are fulfilled. If u◦b ∈W and u•w ∈ B satisfy b ∼ u◦b 6= w and w ∼ u•w 6= b, this reads as
K−1(w, b) = ηw · 12
(
F ◦w(u
◦
b) + η
2
bF
◦
w(u
◦
b)
)
= ηb · 12
(
F •b (u
•
w) + η
2
wF
•
b (u
•
w)
)
. (3.6)
The next proposition provides a more symmetric representation of the dimer coupling func-
tion K−1, which will be particularly useful in Section 7.
Proposition 3.12. There exist four complex-valued functions F [±±], defined on pairs (u•, u◦)
of inner faces u• ∈ B r ∂B and u◦ ∈W r ∂W , such that
(i) one has F [−−](u•, u◦) = F [++](u•, u◦) and F [+−](u•, u◦) = F [−+](u•, u◦);
(ii) the following identities hold if w ∼ u• 6= b and b ∼ u◦ 6= w:
K−1(w, b) = 14
(
F [++](u•, u◦) + η2bF
[+−](u•, u◦) + η2wF
[−+](u•, u◦) + η2wη
2
bF
[−−](u•, u◦)
)
,
F ◦w(·) = 12
(
ηwF
[++](u•, ·) + ηwF [−+](u•, ·)
)
, F •b (·) = 12
(
ηbF
[++](·, u◦) + ηbF [+−](·, u◦)
)
;
(iii) for each η ∈ C, the function 12(ηF [++](u•, ·) + ηF [−+](u•, ·)) is t-white-holomorphic away
from u• and the function 12(ηF
[++](·, u◦) + ηF [+−](·, u◦)) is t-black-holomorphic away from u◦.
Proof. Given an inner white face u◦, let c[+]u◦b ∈ ηbR, b ∼ u◦, be the (uniquely defined) triple of
numbers satisfying the identities∑
b: b∼u◦
c[+]u◦bηb = 2,
∑
b: b∼u◦
c[+]u◦bηb = 0,
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and let c[−]u◦b ∈ ηbR be the complex conjugate of c[+]u◦b. Note that the following identities are
fulfilled for each t-white-holomorphic function Fw:
F ◦w(u
◦) =
∑
b: b∼u◦
c[+]u◦b · ηbF •w(b), F ◦w(u◦) =
∑
b: b∼u◦
c[−]u◦b · ηbF •w(b),
since ηbF •w(b) =
1
2(ηbF
◦
w(u
◦) + ηbF ◦w(u◦)). In particular, for u◦ 6= w one has
F ◦w(u
◦) =
∑
b: b∼u◦
c[+]u◦b · ηbF •w(b) =
∑
b: b∼u◦
c[+]u◦b · ηbηwK−1(w, b)
and similarly for the conjugate, with the coefficients c[+]u◦b replaced by c
[−]
u◦b.
Given an inner black face u•, let c[+]u•w ∈ ηwR, w ∼ u•, be defined by the identities∑
w:w∼u•
c[+]u•wηw = 2,
∑
w:w∼u•
c[+]u•wηw = 0,
and let c[−]u•w ∈ ηwR be their complex conjugate. For u• 6= b, the t-holomorphicity of Fb implies
F •b (u
•) =
∑
w:w∼u•
c[+]u•w · ηwF ◦b (w) =
∑
w:w∼u•
c[+]u•w · ηbηwK−1(w, b)
and similarly for the conjugate, with the coefficients c[+]u•w replaced by c
[−]
u•w.
Now, for inner faces u• ∈ B r ∂B and u◦ ∈W r ∂W , define
F [±±](u•, u◦) :=
∑
w:w∼u•
∑
b: b∼u◦
c[±]u•wc
[±]
u◦b · ηbηwK−1(w, b),
where the superscript of c[±]u•w corresponds to the first superscript of F
[±±] and that of c[±]u◦w to
the second one. Since ηbηwK−1(w, b) ∈ R, the property (i) holds automatically.
Let us now prove the identities (ii). If w ∼ u• 6= b and u◦ 6= w, then
ηwF
[++](u•, u◦) + ηwF [−+](u•, u◦)
=
∑
w′:w′∼u•
∑
b: b∼u◦
(ηwc
[+]
u•w′ + ηwc
[−]
u•w′)c
[+]
u◦b · ηbηw′K−1(w′, b)
=
∑
b: b∼u◦
c[+]u◦b
(
ηwF
•
b (u
•) + ηwF •b (u•) )
=
∑
b: b∼u◦
c[+]u◦b · 2ηwF ◦b (w) =
∑
b: b∼u◦
c[+]u◦b · 2ηbF •w(b) = 2F ◦w(u◦).
A similar identity for the function F •b (u
•) follows from the same arguments and the formula for
K−1(w, b) follows, e.g., from (3.6).
Finally, note that (iii) holds if η = ηw, w ∼ u• (or η = ηb, b ∼ u◦, respectively). The result for
all η ∈ C follows from the fact that t-holomorphic functions form a real-linear vector space. 
4. T-embeddings and T-graphs
We still assume that T (G∗) is a triangulation in this section. Our approach to the proper-
ties (in particular the regularity) of t-holomorphic functions will be to link them to harmonic
functions on related graphs called T-graphs, which were first introduced in [27]. We recall the
definition of T-graphs and discuss basic properties of random walks on them in Section 4.1. The
link (similar to [23, Lemma 2.4]) between t-holomorphic functions and harmonic functions on
T-graphs is discussed in Section 4.2. Section 4.3 contains a new material: another link between
t-holomorphic functions and time-reversed random walks on T-graphs.
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4.1. T-graphs and their random walks. In this section, we consider the image of G∗ under
the mapping T +O and relate it to the geometry of T . We allow ourselves a similar abuse of the
notation for O and T by viewing them both as complex-valued functions defined on an abstract
graph G∗ and as functions defined in (a subset of) C. Note that in the latter case T is just the
identity mapping.
Definition 4.1. A (non-degenerate) T-graph in the whole plane is a closed subset of C which
can be written as the disjoint union of a countable number of open segments.
A finite T-graph is a closed subset of C which can be written as the disjoint union of a finite
number of open segments and a finite collection of single points, named ‘boundary vertices’, with
the additional constraint that all these points lie on the outer face.
Note that since the union of open segments is required to form a closed set, the endpoints of
each segment have to lie either inside another segment or at a boundary point. Furthermore,
this is the only way two segments can meet so the name T-graph refers to the fact that every
vertex of a non-degenerate T-graph looks like a T (or a K in fact) but not like a Y or a X.
Definition 4.2. A T-graph with possibly degenerate faces of the whole plane is a union of open
segments (v−i , v
+
i ) such that, for each i, both limit points v
±
i lie either in some other segment
(v−j , v
+
j ), or coincides with at least two other limit points. In the second case, we say that there
is a degenerate face at v±i . The definition in the finite case is similar.
Proposition 4.3. For each α ∈ C with |α| = 1, the image of G∗ under the mapping T + α2O
is a T-graph, possibly with degenerate faces. In this T-graph:
(i) for all w ∈W r ∂W, the image of w is a translate of (1+α2η2w)T (w);
(ii) for all b ∈ B, the image of b is a translate of 2 Pr(T (b), αηbR).
For a generic choice of α, no face of T + α2O is degenerate.
Proof. Let us start by identifying the image of faces of G∗. On a white face w, one has
d(T + α2O) = (1 + α2η2w)dz which proves the first item. The second item is identical, so we
just need to show that T + α2O is a T-graph. The angle property of a t-embedding together
with the fact that all white faces preserve the orientation imply that the end of each segment
either lies on some other segment or belongs to a degenerate face. Therefore T +α2O is a union
of segments which satisfies Definition 4.2 except the fact that the segments are disjoint.
Let us show that there are no overlaps. Suppose that the images of two white faces w, w′
overlap. Choose a point z ∈ (T +O)(w) ∩ (T +O)(w′) such that z is not on any segment of
the T-graph. Recall that O and T can be seen as functions from C to C and in this case,
T is just the identity. Let us orient edges of T in the counterclockwise direction around each
white face. Let γ be an oriented closed edge path surrounding both T (w) and T (w′). Note
that O is defined up to an additive constant, so we can assume that γ surrounds the point z.
Since the orientation of all white faces of T + O is the same as the orientation of white faces
of T the winding of (T + O)(γ) around z is at least 4pi. On the other hand, we have clearly
|O(z′) − O(z)| ≤ |T (z′) − T (z)| for all z′ ∈ γ so by the Rouché theorem (or “dog on a leash”
lemma) the winding of (T + O)(γ) around z is the same as the winding of γ around z, which
is 2pi. This is a contradiction. 
Note that by Definition 2.4 and Definition 2.7, α2O is just the origami map corresponding to
the origami square root function αη. Also note that for any white face w, its image is degenerate
exactly for α2 = −η2w. We, therefore, focus on T +O in the following without loss of generality.
Definition 4.4. The (continuous time) random walk on a whole plane T-graph with no degen-
erate faces is the Markov chain with the following transition rates. For any interior vertex v,
there exists a unique segment (v−, v+) such that v ∈ (v−, v+). We set
q(v → v±) := 1|v± − v| · |v+ − v−|
all other transitions have probability zero.
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or or or
Figure 4. Possible configurations of a T-graph near the boundary of a finite
triangulation. The circled crosses are boundary vertices (sinks) and the arrows
indicate possible transitions for the random walk; see also Section 5.
In the finite triangulation case, for each edge of the T-graph corresponding to a boundary black
face of T we make a choice between two options to split this face into two triangles and define
the possible transitions accordingly; see Fig. 4. Boundary vertices act as sinks for the chain.
Remark 4.5. The Markov chain Xt defined above is a martingale. The choice of transition rates
is made so that it fits the expected time for a Brownian motion started at v and moving along
the segment [v−, v+] to hit the endpoints. In particular, it is easy to check that Tr(Var(Xt)) = t
for all t ≥ 0 in the whole plane case.
For T-graphs associated to t-embeddings, Definition 4.4 can be naturally extended to degen-
erate faces as follows.
Definition 4.6. Consider a T-graph of the form T + O and suppose v = (T + O)(w) is a
degenerate face. Let b1, b2, b3 be the adjacent faces of w in G∗ and let v1, v2, v3 be the endpoints
of the corresponding segments in T +O. We define transition rates for the random walk from v as
q(v → vk) := mk|vk − v|2 , mk :=
|dT (bkw∗)| · |vk − v|∑3
j=1 |dT (bjw∗)| · |vj − v|
.
Remark 4.7. One can understand the transition probabilities from a degenerate face as follows.
The vertex v corresponds to three vertices of non-degenerate T-graphs T + α2O, with α → 1.
For α = 1, these vertices form a face of diameter 0 but v still contains the information on the
aspect ratio of T (w). In particular, each of these three collapsed vertices now have a possible
transition to one of the vk’s with the rate 1/|vk−v|2 and a transition to other vertex with infinite
rate. These infinite rates still depend on the geometry of T (w) and have invariant measure mk.
Naturally, this invariant measure just multiplies the rates of the long jumps.
It is not hard to see that the law of the (continuous time) random walk on T + α2O is
continuous in α, including those producing degenerate faces, cf. Remark 4.7.
We now make the transition probabilities more explicit in terms of the geometry of the
t-embedding itself. For this recall Lemma 2.6 and note that it implies that the values φw
around a black face of G∗ are monotonous with a single jump of pi. If v is a non-degenerate
vertex of T + O, denote by b(v) the unique black face such that v is an interior point of the
segment (T +O)(b(v)). If v = (T +O)(w) is a degenerate face, define by b1(v), b2(v), b3(v) the
three black faces adjacent to w. Finally, denote the area of a triangle T (b) by Sb.
Lemma 4.8. Let b be an inner black face of G∗, let A, B, C be vertices of the triangle
T (b) listed counterclockwise, let wA, wB, wC be the opposite white faces adjacent to b, and
let vA = (T +O)(A) and similarly for vB and vC ; see Fig. 5. Then, the following holds:
(i) the vertex vA lies in the interior of the segment (T +O)(b) (i.e., b = b(vA)) if and only if
−pi/2 < φwC < φwA < φwB < pi/2 ;
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ηbT (b)
φwc 6= pi2
φwc =
pi
2
A
B
C
A
B
C
ηbT (b)
vC vA vB
ηb · (T +O)(b) ⊂ R ηb · (T +O)(b)
vC
vA = vB
A
B
C
T (b)
wA
wC
wB
Figure 5. Notation used in Lemma 4.8. Left: a triangle T (b) in a t-embedding.
Center: the corresponding edge of the T-graph T + O in the non-degenerate
case (up to a scaling factor 2). Right: the same edge in the degenerate case.
(ii) if b = b(vA), then
q(vA → vB) = tan(φwA)− tan(φwC )
8Sb
and q(vA → vC) = tan(φwB )− tan(φwA)
8Sb
;
(iii) vertices vA and vB coincide if and only if φwC = pi/2. In this case
q(v → vC) = tan(φwB )− tan(φwA)
8(Sb1(v) + Sb2(v) + Sb3(v))
, v = vA = vB .
Proof. Note that Pr(T (b), ηbR) = ηb Pr(ηbT (b),R) and that by definition of the origami square
root function η, the sides of the triangle ηbT (b) are parallel to the lines ηwAR, ηwBR, ηwCR.
Assuming that these lines are not vertical, it is clear that the angle equality from Lemma 2.6
holds without an additional pi at the rightmost and the leftmost vertices of the triangle ηbT (b).
Therefore, the interior vertex of Pr(ηbT (b),R) corresponds to the vertex of T (b) where the angle
equality holds with an additional pi. This proves (i).
To compute the transition rates from the vertex vA such that b = b(A), we note that
|vB − vA| = 2 cos(φwC )|AB|, |vA − vC | = 2 cos(φwB )|AC|, |vB − vC | = 2 cos(φwA)|BC|.
This gives the transition rate
q(vA → vB) = 1
2 cos(φwC )|AB| · 2 cos(φwA)|BC|
=
sin(θ(b, B))
8 cos(φwC ) cos(φwA)Sb
,
where θ(b, B) = φwA − φwC is the angle of the triangle T (b) at the vertex B. This implies (ii).
In the degenerate case (iii), it is obvious that vA = vB if and only if φwC = pi/2 and that in
this case vC is the other endpoint of the segment (T +O)(b). First, we note that
|T (bw∗C)| · |vB − vC | = |AB| · 2 cos(φwA)|BC| = 4Sb ·
cosφwA
sin θ(b, B)
= 4Sb
since φwC = pi/2 and hence φwA = θ(b, B)− pi/2. This shows that mk = Sbk/(Sb1 + Sb2 + Sb3).
The rest of the proof is a simple computation similar to the non-degenerate case. 
We now give a simple geometric expression for the invariant measure of the random walk on
the T-graph T + O. It is worth noting that in fact we have the same measure for each of the
random walks on T + α2O, even though these T-graphs are quite different for different α ∈ T.
Corollary 4.9. For a whole plane T-graph T +O, define an infinite measure on its vertices by
µ(v) := Sb(v) if v is not a degenerate vertex of T +O and µ(v) := Sb1(v) + Sb2(v) + Sb3(v) if v is
a degenerate one. The measure µ is invariant for the random walk on T +O.
Proof. First, assume that there are no degenerate faces. Consider a vertex v of T +O and let 2n
be its degree in G∗. The consecutive values φwj for the white faces adjacent to v differ by either
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θ(bj , v) or θ(bj , v) − pi (where bj are the black vertices around v). Moreover, it is easy to see
that there is exactly one increment θ(bj , v) − pi and without loss of generality we can assume
that this is the increment from φwn to φw1 . By Lemma 4.8, the two outgoing edges from v lead
to the two other vertices of bn and the total outgoing rate is 18(tanφwn − tanφw1).
For the incoming rate, we see from Lemma 4.8 that the incoming rate through the edge of
T + O corresponding to bj is 18(tanφwj+1 − tanφwj ), independently of which vertex it comes
from. Therefore the total incoming rate is also 18(tanφwn − tanφw1), which concludes the proof.
Finally, it is easy to check that if v = (T +O)(w) is a degenerate face, the above arguments
still hold, one only needs to consider more possible transitions; cf. Remark 4.7. 
Remark 4.10. In the finite case, one clearly cannot define a true invariant measure in presence
of the absorbing boudnary. Nevertheless, let us note that the definition of µ given above still
makes sense. More precisely, recall that the definition of Xt on a segment (T +O)(b) obtained
from a boundary quad b requires a choice of a decomposition of b into two triangles; see Fig. 4. If v
is an inner vertex of T +O on such a segment, then we set µ(v) to be the area of the corresponding
triangle and not that of b. It is easy to see that thus defined measure µ is subinvariant.
Clearly, one can exchange the roles of black and white faces replacing the origami map O by
its conjugate O. Below we list properties of thus obtained T-graphs with flattened white faces.
Proposition 4.11. For each α ∈ T, the mapping T + α2O defines a T-graph. In this T-graph,
(i) for each interior white face w of T , the edge (T +α2O)(w) is a translate of 2 Pr(T (w), αηwR);
(ii) for each black face b of T , the face (T + α2O)(b) is a translate of (1 + α2η2b )T (b).
(iii) Let α = 1. For an interior white face w = 4ABC of T , the vertex vA := (T +O)(A) lies
in the interior of the segment (T +O)(w) if and only if −pi/2 < φbC < φbA < φbB < pi/2.
(iv) In the above case, the transition rates of the random walk are
q(vA → vB) = tanφbA − tanφbC
8Sw
and q(vA → vC) = tanφbB − tanφbA
8Sw
.
(v) Vertices vA and vB coincide if and only if φbC = pi/2. In this case,
q(v → vC) = tan(φbB )− tan(φbA)
8(Sw1(v) + Sw2(v) + Sw3(v))
, v = vA = vB .
(vi) The invariant measure µ for the random walk discussed above is given by µ(v) := Sw(v) if v
is non-degenerate and µ(v) := Sw1(v) + Sw2(v) + Sw3(v) otherwise.
Proof. The proof mimics the case of T-graphs T + α2O with flattened black faces. 
4.2. T-holomorphic functions as derivatives of harmonic functions on T-graphs. In
this section we present a relation between t-holomorphic functions on t-embeddings and harmonic
ones on T-graphs, similar to [23, Lemma 2.4]. The harmonic functions are understood in the
usual sense: H is harmonic on T + α2O if H(Xt) is a martingale for the corresponding random
walk Xt. In the whole plane case, such a function can be naturally extended onto segments of
the T-graph in a linear way. Moreover, if all faces of the T-graph are triangles, then it can also
be extended as a function on C which is affine on each face. Conversely, it is easy to see that
any such piece-wise affine function restricts to a harmonic function on vertices of the T-graph.
In the finite case, a similar correspondence holds for piece-wise affine functions defined on the
union of interior faces only, recall that boundary faces are not triangles; see Fig. 2.
Definition 4.12. On a non-degenerate T-graph T + α2O with flattened black faces, we define
a derivative operator D, acting on real-valued harmonic functions H, by specifying that
dH = D[H](b)dz along each segment b,
dH = Re(D[H](w)dz) inside each inner face w. (4.1)
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If v = (T + α2O)(w) is a degenerate face, calling bk = bk(v), k = 1, 2, 3, the neighbouring black
faces as before, we define D[H](w) as the unique complex number such that
D[H](bk) = Pr(D[H](w), αηbkR) for all k ∈ {1, 2, 3}.
Note that αηbkR is the conjugated direction of the segment (T + α2O)(bk), and that the above
relation also holds around non-degenerate faces w due to (4.1).
We need to check that the definition of D[H](w) for degenerate faces makes sense. Denote
bk = bk(v) for shortness. By harmonicity, we have the identity
3∑
k=1
|dT (bkw∗)||vk − v|
|vk − v|2 · (vk − v)D[H](bk) = 0,
which simplifies into
3∑
k=1
αD[H](bk) · ηbk |dT (bkw∗)| = ηw
3∑
k=1
αD[H](bk) · dT (bkw∗) = 0.
This is exactly the condition from Lemma 3.4 which ensures the existence of a complex num-
ber αD[H](w) with prescribed projections αD[H](bk) onto the lines ηbkR.
Remark 4.13. Definition 4.12 extends to complex multiples of real-valued harmonic functions
by linearity (note however that one cannot extend it to all complex-valued H as the definition
of D[H](w) is not complex-linear). For what follows, a particularly important case is when H
is αR-valued. For such functions, we have D[H](b) = Pr(D[H](w), ηbR) if b ∼ w.
In other words, if H is an αR-valued harmonic function on T +α2O, then its derivative D[H]
satisfies the t-holomorphicity condition. The next definition provides the inverse operation.
Definition 4.14. Let a function Fw be t-white holomorphic on (a subset of) the t-embedding T .
We denote by IC[F ] the primitive of the form (3.3). Similarly, for a t-black-holomorphic func-
tion Fb, let IC[F ] be the primitive of (3.4). Further, let IαR[F ] := Pr(IC[F ];αR) for α ∈ T.
Proposition 4.15. Let Fw be a t-white-holomorphic function and α be in the unit circle. The
function IαR[Fw] is harmonic on the T-graph T + α2O, except possibly on segments containing
boundary vertices. Furthermore, Fw = D[IαR[Fw]] away from the boundary. If Fw satisfies
standard boundary condition, then the function IαR[Fw] is harmonic up to the boundary.
The same statements hold for t-black-holomorphic functions: IαR[Fb] is harmonic on T +α2O,
up to the boundary if Fb satisfies standard boundary conditions, and Fb = D[IαR[Fb]].
Proof. Consider a t-white holomorphic function Fw, two vertices v, v′ of G∗, and let b, w be
the black and the white faces of G∗ adjacent to the edge (vv′). Assume first that they are not
boundary faces. Let us check that all relations are consistent for increments between v and v′.
Due to (3.3), one has
Pr
(
IC[Fw](v
′)− IC[Fw](v), αR
)
= F •w(b) dT (vv′) + α2F •w(b) dT (vv′)
= F •w(b) ·
(
dT (vv′) + α2η2b dT (vv′)
)
= F •w(b) · (dT + α2dO)(vv′).
In particular the increments of IαR[Fw] are linear along each segment of T +α2O, hence IαR[Fw]
is harmonic and for all b one has D[IαR[Fw]](b) = F •w(b). For white faces, the following holds:
Pr
(
IC[Fw](v
′)− IC[Fw](v), αR
)
= (F ◦w(w)dT + F ◦w(w)dO + α2F ◦w(w)dT + α2F ◦w(w)dO)(vv′)
= Pr
(
F ◦w(w) · (dT + α2 dO)(vv′) , αR
)
,
which shows that D[IαR[Fw]](w) = F ◦w(w) according to the definition of the derivative D[H]
for αR-valued harmonic functions.
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Note that the proof given above works up to the boundary as long as the primitive IC is well
defined, which is the case if Fw satisfies standard boundary conditions. The case of t-black-
holomorphic functions is similar. 
Remark 4.16. Proposition 4.15 explains why, for a t-white-holomorphic function, its values
on white vertices has a better behaviour than those on black vertices. Indeed, in the above
representation the values F ◦w encode the whole derivative of H while F •w only gives the derivative
in a specific direction. Finally, if H is regular, F ◦w inherits its regularity while F •w does not.
4.3. T-holomorphic functions and reversed random walks on T-graphs. This section is
devoted to another link between t-holomorphic functions and T-graphs, which was not discussed
in the earlier literature. Namely, we show that projecting the values F ◦w (similarly, F •b ) onto a
given direction, one obtains a harmonic function with respect to the reversed random walk on
an appropriate T-graph.
Proposition 4.17. Let Fw be a t-white-holomorphic function. For each α in the unit circle, the
function Pr(F ◦w, αR) is a martingale for the time reversal of the continuous time random walk
on the T-graph T − α2O (with respect to the invariant measure given in Proposition 4.11(vi)).
Similarly, if Fb is t-black-holomorphic, then Pr(F •b , αR) is harmonic for the time reversal of
the random walk on the T-graph T −α2O. Both claims hold true under proper identifications of
the white (resp., black) faces of a t-embedding T with its vertices. Such an identification depends
on α and is described in Lemma 4.21.
Remark 4.18. Let v = (T +α2O)(b) be a degenerate face of the T-graph T −α2O, note that this
means ηb = ±α. In Lemma 4.21, all the three white faces wk adjacent to b are identified with v.
However, if Fw is t-holomorphic, the three values Pr(F ◦w(wk), αR) = F •w(b) match. Therefore,
even in presence of degenerate faces, it makes sense to view the function Pr(F ◦w;αR) as being
defined on vertices of the T-graph T − α2O via Lemma 4.21.
The proof of Proposition 4.17 goes through a sequence of lemmas. Let us focus on the case
of Im(F ◦w) for simplicity and without true loss of generality. We first assume that the T-graph
T −α2O = T +O has no degenerate faces, which is equivalent to saying that Re ηb 6= 0 for all b.
Lemma 4.19. Let Fw be a t-white-holomorphic function. Let w1, b1, w2, . . . be faces adjacent
to an interior vertex v of T , listed counterclockwise, and assume that wk ∈ W r ∂W for all k.
Then, ∑
k
Im(F ◦w(wk)) · (tan(φbk−1)− tan(φbk)) = 0,
where we use a cyclical indexing of vertices.
Proof. Due to the definition of t-white-holomorphic functions, the values F ◦w(wk) and F ◦w(wk+1)
have the same projection on the direction ηbkR. Therefore, for all k, we have the identity
ηbk · F ◦w(wk) + ηbk · F ◦w(wk) = ηbk · F ◦w(wk+1) + ηbk · F ◦w(wk+1),
which can be rewritten as
Re(F ◦w(wk))− Re(F ◦w(wk+1)) +
Im(ηbk)
Re(ηbk)
· ( Im(F ◦w(wk))− Im(F ◦w(wk+1))) = 0.
Summing over k and re-indexing, we obtain∑
k
Im(F ◦w(wk)) ·
(
Im(ηbk)
Re(ηbk)
− Im(ηbk−1)
Re(ηbk−1)
)
= 0,
which is the desired statement written in terms of η. 
Remark 4.20. One can also interpret the identity of Lemma 4.19 geometrically: successive
values of F ◦w have prescribed projections on the lines ηbkR so they must form a closed polygonal
chain with edges with directions iηbk . The identity expresses the fact that this chain is closed.
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Using Lemma 2.6, it is easy to see that all the coefficients (tan(φbk−1)− tan(φbk)) are positive
except for a single one. As a consequence, for each vertex v of G∗ lying away from the boundary,
we can specify a white face w(v) = wk(v) corresponding to this negative coefficient, and rewrite
the equations as
Im
(
F ◦w(w(v))
)
=
∑
w 6=w(v):w∼v
p˜(w(v), w) · Im(F ◦w(w)) (4.2)
where
p˜(w(v), wk) :=
(
tan(φbk−1)− tan(φbk)
)/(
tan(φbk(v))− tan(φbk(v)−1)
)
. (4.3)
Note that p˜(w(v), w) are positive and sum up to 1. We want to see these as equations for a
discrete harmonic function for a random walk with transition probabilities given by (4.3). Let
us write explicitly that w(v) = wk(v), where k(v) is the unique index such that φbk(v)−1 < φbk(v)
and that this condition is equivalent to φbk(v) − φbk(v)−1 = pi − θ(v, w(v)); see Lemma 2.6.
Lemma 4.21. Suppose first that T +O has no degenerate faces. In the whole plane case, the map
v 7→ w(v) constructed above is a bijection. Its inverse can be described as follows: (T +O)(v) is
the interior vertex of the segment (T +O)(w(v)) in T +O (more generally, in T − α2O).
In the finite case, there exists a subset V ′ of the set V of vertices of G∗ such that v 7→ w(v) is
a bijection from V ′ to W r ∂W . Moreover, V ′ differs from V only at the boundary in the sense
that all vertices in V r V ′ are adjacent to boundary faces.
Finally, the bijection v 7→ w(v) is well defined on G∗ even if the T-graph T +O has degenerate
faces: in this case, each degenerate vertex v = (T + O)(w) corresponds to three vertices of G∗
and, further, to three white faces adjacent to b; cf. Remark 4.7.
Proof. Given an inner white face w of T , let A, B, C be the adjacent vertices of G∗ listed counter-
clockwise and let bA, bB, bC be the black faces opposite to A,B,C, respectively. Let v(w) ∈ G∗
be the vertex mapped into the inner vertex of the segment (T +O)(w) of the T-graph. Due to
Proposition 4.11(iii), A = v(w) if and only if −pi/2 < φbC < φbA < φbB < pi/2, which is also
equivalent to φbB − φbC = pi − θ(A,w).
Let us check that the composition v 7→ w(v) 7→ v(w(v)) gives the identity in the whole
plane case. Given a vertex v, let bk(v)−1, bk(v) be the two common black neighbours of v and
w(v) = wk(v). By definition of the mapping v 7→ w(v), we have φbk(v)−φbk(v)−1 = pi−θ(v, w(v)).
Therefore, v(w(v)) = v. The proof of w(v(w)) = w is identical, thus v 7→ w(v) is a bijection.
In the finite case, we just notice that the mapping w 7→ v(w) makes sense for interior white
faces and denote by V ′ ⊂ V the image of W r ∂W under this mapping. If v is not adjacent to
boundary faces, then the face w(v) is well-defined and one has v = v(w(v)) ∈ V ′ as above.
Finally, to define the inverse mapping w 7→ v(w) in presence of degenerate faces, one simply
says that v(w) = A if φbB −φbc = pi−θ(A,w) (and similarly for B and C). Clearly, this remains
a bijective correspondence if v’s are considered as vertices of G∗ and not as those of T +O. 
Assume for a moment that the T-graph T + O has no degenerate faces. Given a vertex v
(we assume that v is not adjacent to boundary faces in the finite case), introduce the transition
rates
q˜(w(v)→ wk) :=
tan(φbk−1)− tan(φbk)
8Sw(v)
, k 6= k(v) (4.4)
provided that bk−1, wk, bk are consecutive faces adjacent to v (and set all other transition rates
from w(v) to zero). Clearly, the equation (4.2) can be viewed as the harmonicity property
with respect to the corresponding (continuous time) random walk X˜t. Moreover, Lemma 4.21
provides a bijective correspondence v ↔ w(v), which allows to view this random walk as being
defined on vertices of T +O. We are now in the position to prove the main result of this section.
Proof of Proposition 4.17. We first consider the case when T +O has no degenerate faces. We
have seen above that Im(F ◦w) is harmonic for the walk X˜t. Thus, it remains to check that its
transition rates agree with the time reversal of the walk on T +O discussed in Proposition 4.11.
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Consider two white faces w,w′ of T sharing a vertex v. The transition rate q˜(w → w′) is
non-zero if and only if w = w(v). In this situation, (T + O)(v) is an interior point of the
segment (T +O)(w) and hence is an endpoint of (T +O)(w′). Therefore, the forward random
walk on T + O also has a non-zero transition rate from v(w′) to v if and only if w′ 6= w(v).
Moreover, it is easy to see from Proposition 4.17(iv) that
q(v(wk)→ v) =
tan(φbk−1)− tan(φbk)
8Swk
, k 6= k(v)
if bk−1, wk, bk+1 are faces adjacent to v listed counterclockwise. Since the invariant measure of
the random walk is given by µ(v) = Sw(v), this concludes the proof in the non-degenerate case.
Finally, if T +O has degenerate faces, we still see that Pr(F ◦w, αR) is harmonic for the time
reversal of the walk on T −α2O, for generic values α. By continuity, we can take the limit α→ i
in order to obtain the desired result for T +O, see Remark 4.7 and Remark 4.18. 
5. Generalization to faces of higher degree
In this section we extend the framework of t-holomorphicity from triangulations to higher
degree faces. This discussion also applies ad verbum to boundary quads of a finite triangulation
provided that t-holomorphic functions in question satisfy standard boundary conditions. Recall
that the general definition of a t-embedding and of the origami map was given in Section 2
without any restriction on degrees of faces. The general idea is that the ‘proper’ notion to
extend is the kernel of K and the link between t-holomorphic functions and harmonic ones
defined on T-graphs. Compared to triangulations, the main missing point is the exact extension
of functions Fw or Fb from one bipartite class to the other (e.g., an extension of F •w to F ◦w).
Below we define such an extension by splitting higher degree faces into triangles, similar to
our treatment of the boundary of a finite triangulation discussed in Section 4.1; see also Fig. 4.
Though the exact values F ◦w on these new triangles depend on the choice of a splitting, this
dependence is local: if one changes a splitting of a single face w, only the values of Fw on new
faces obtained from w change. Moreover, a priori regularity estimates discussed in Section 6
(e.g., see Proposition 6.13) eventually imply that these values are actually almost independent
of the way in which faces are split, at least for bounded t-holomorphic functions and at faces
lying in the bulk of a t-embedding.
Recall that η and O are the origami square root function and the origami map associated to a
t-embedding T , and that B and W are the sets of black and white faces of T , respectively. The
link between t-embeddings T and T-graphs T +α2O and T +α2O remains exactly the same as
in Proposition 4.3 and Proposition 4.11, respectively, with the same proof. Namely,
• for each α ∈ T, both T +α2O and T +α2O are T-graphs with possibly degenerate faces;
for a generic choice of α there are no degenerate faces;
• in the T-graph T + α2O the following holds:
– for all w ∈W r ∂W, the image of w is a translate of the polygon (1+α2η2w)T (w);
– for all b ∈ B, the image of b is a translate of the segment 2 Pr(T (b), αηbR);
• in the T-graph T + α2O the following holds:
– for all w ∈W , the image of w is a translate of the segment 2 Pr(T (w), αηwR);
– for all b ∈ B r ∂B, the image of b is a translate of the polygon (1 + α2η2b )T (b).
To simplify the discussion we focus in the rest of the section on the T-graphs T +O and T +O and
assume that both contain no degenerate faces. Moreover, we also assume that no pair of distinct
vertices of T is mapped onto the same vertex of T +O or T +O (beyond triangulations, this might
happen even in absence of degenerate faces in the T-graph). As in the case of triangulations,
the non-degeneracy assumptions can be dropped using continuity arguments with respect to α,
thus all the statements readily extend to the general case.
Note that the definition of harmonic functions on T-graphs still makes sense: one says that
a function H, defined on vertices of, e.g., T +O, is harmonic if it admits a linear continuation
onto each edge, the only difference is that these edges can now contain more than one interior
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Figure 6. A schematic representation of the effect of splitting a face, left in the
t-embedding, middle in the T-graph and right in the combinatorial graph. The
grey region around the added edge in the left picture represents the fact that we
consider this edge as a degenerate black face of degree 2 in the t-embedding T ◦spl.
point. In particular, the derivative D[H] of a harmonic function is still well-defined. As already
mentioned above, we keep the link with harmonic functions on T-graphs (see Proposition 4.15)
as the definition of a t-holomorphic function.
Definition 5.1. Let U ⊂ C be a subregion of a t-embedding T . We say that a function F •w defined
on B∩U is t-white-holomorphic if there exists a real-valued harmonic function H defined on the
corresponding subset of the T-graph T +O such that F •w = D[H]. If the region U is not simply
connected, we require that such a harmonic primitive exists on all simply connected subsets of U .
Similarly, a function F ◦b defined on W ∩U is t-black-holomorphic if it can be locally viewed as
the derivative of a real-valued harmonic function defined on the corresponding subset of T +O.
Similarly to the case of triangulation, this definition can be reformulated in a more invariant
way via the Kasteleyn matrix K and the contour integration. For instance, F •w is t-white-
holomorphic if and only if {
F •w(b) ∈ ηbR for all b ∈ B ∩ U ,∮
∂w F
•
w dT = 0 for all w ∈W ∩ U ;
the latter condition is equivalent to say that (F •wK)(w) = 0. This equivalence also shows that
considering derivatives of αR-valued harmonic functions on the T-graph T + α2O one gets the
same notion of t-holomorphic functions on T . The standard boundary conditions are defined
exactly the same as for triangulations.
We now move on to extending the ‘true’ values F ◦w of a t-white-holomorphic function out of
its values F •w. Recall that all faces of a t-embedding are convex due to the angle condition.
Definition 5.2. Given a t-embedding T , we say that T ◦spl is a white splitting of T (see Fig. 6) if
T ◦spl is obtained from T by adding diagonal segments in all its white faces of degree at least 4 so
that they are decomposed into triangles. With a slight abuse of the terminology we still view T ◦spl
as a t-embedding by interpreting each added segment as a black 2-gon with zero angles, note that
this does not break the angle condition. Let G◦spl = B◦spl ∪W ◦spl be the associated dimer graph.
We mention several straightforward properties of the splitting construction in the next lemma.
Lemma 5.3. The origami square root function η on T extends to T ◦spl so that it keeps its value
on all original black faces and inherits its value ηw on all white faces obtained from w. In
particular, t-embeddings T and T ◦spl define the same origami map O.
The T-graph (T + O)◦spl is obtained from T + O by splitting all white faces with the same
diagonals as in the definition of Tspl. Each real-valued harmonic function on T +O extends to
a real-valued harmonic function on (T +O)◦spl in a unique way.
25
Proof. For the definition of the origami square root function on T ◦spl, note that, when propagating
its value through the different pieces of a white face of T , we reflect two times on each added
diagonal. Therefore, these values have to be equal on all such pieces and hence the origami
square root function on T ◦spl agrees with the original function η everywhere.
For the fact that (T +O)◦spl is obtained from T +O by splitting faces (see Fig. 6), the proof
is simply to write explicitly the restriction of (T +O)◦spl to a white face of T . Finally, note that
the extra edges that we add when splitting white faces have no interior vertices, therefore the
two notions of harmonic functions on T +O and on (T +O)◦spl are tautologically the same. 
With a slight abuse of the notation we still denote the origami square root function on T ◦spl
by η. Thanks to the correspondence between harmonic functions on (T +O) and on (T +O)◦spl, we
can now reformulate the t-holomorphicity condition on T similarly to the case of triangulations.
Proposition 5.4. For each white splitting T ◦spl of T , a function F •w defined on a subset B ∩ U
is t-white holomorphic if and only if it can be extended to faces of T ◦spl so that
F •w(b) = Pr(F
◦
w(w), ηbR) if b ∼ w, b ∈ B◦spl ∩ U, w ∈W ◦spl ∩ U. (5.1)
(In particular, note that we also extend F •w from B to B◦spl.) The t-black-holomorphicity property
admits a similar reformulation via black splittings T •spl of T , defined similarly to Definition 5.2
Proof. Let F •w be t-white-holomorphic, and let H be its primitive on T + O. By Lemma 5.3,
the function H can also be seen as a harmonic function on (T +O)◦spl and its derivative can be
defined on W ◦spl and satisfies (5.1) because we are back to the triangulation case. Conversely, if
Fw satisfies the condition (5.1), then, still using the theory on triangulations, it admits a real
harmonic primitive on (T +O)◦spl, therefore the restriction to B is t-white-holomorphic. 
We now move to forward and backward random walks on T-graphs T +O and T +O obtained
from general t-embeddings. Recall that we assume, for simplicity, that these graphs do not have
degenerate faces. The only difference with the case of triangulations is that the edges of T-graphs
can now contain more than one interior vertex.
Definition 5.5. On a T-graph, we say that a continuous time Markov chain Xt is a version
of the (continuous time) random walk on this T-graph if its jump rates q(v → v′) satisfy the
following property. For any segment L of the T-graph and any interior vertex v lying on L, there
exist exactly two vertices v− and v+ in the closure of L and on different sides from v such that
q(v → v±) = (|v± − v| · |v+ − v−|)−1
and q(v → v′) = 0 for all other transitions.
Note that all versions Xt of the random walk on a T-graph are martingales and we also
normalize the jump rates so that the process |Xt|2− t is a martingale too. The standard random
walk is obtained when one always chooses v± to be the endpoints of L. Introducing versions of
that we also allow transitions between interior vertices on the same segment. Since the chain
is still a martingale, this difference essentially amounts to a time change only. Nevertheless,
it is crucial for a geometric interpretation of the invariant measure as discussed below. In
fact, we already used a version of the standard walk when discussing the boundary of a finite
triangulations in Section 4.1, see Fig. 4.
It is easy to see that each splitting T •spl of the black faces of T naturally defines a version
of the random walk on T + O by using the recipe described in Lemma 4.8. In particular, the
correspondence v 7→ b(v) ∈ B•spl can be defined in exactly the same way by inspecting the
increments of the nearby values φwj , including those assigned to wj ∈W •splrW . Geometrically,
this can be seen as interpreting each segment of T +O (which may have several interior points)
as the superimposition of several segments of (T +O)•spl (each with only one interior point), let
us repeat that this procedure was already sketched in Section 4.1 to treat the boundary faces.
As in the triangulation case, we can define a measure on vertices of the T-graph T + O by
setting µ•spl := Sv(b), in the notation we emphasize the fact that this measure depends on the
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splitting since b(v) is a face of T •spl and not of T itself. (Recall also that possible degeneracies in
the T-graph can be treated by working with T + α2O instead and passing to the limit α→ 1.)
The next lemma clarifies the advantage of considering versions of the random walk on T-graphs.
Lemma 5.6. In the whole plane case, µ•spl is an invariant measure for the version of the random
walk on T + O associated to the splitting T •spl. In the finite case this measure, considered on
inner vertices of T +O, is subinvariant provided that boundary vertices act as sinks.
Proof. This follows from exactly the same computation as in the proof of Corollary 4.9. In fact,
in this proof we never used the fact that white faces are triangles but only local relations around
vertices of G∗ and the geometry of black faces. For interior vertices adjacent to boundary faces,
the mapping v 7→ b(v) is still well-defined and we have the same outgoing rate but the incoming
rate might be smaller, see Fig. 4. 
Note that the same measure is invariant for each of the random walks on T-graphs T + α2O
provided that we use a version corresponding to a fixed splitting of black faces. Clearly, similar
considerations apply to (versions of) random walks on T-graphs T + α2O associated with a
splitting T ◦spl of white faces. Let µ◦spl be the corresponding invariant measure and X˜t be the
reversed (with respect to this measure) random walk on T + O. We now claim that the key
Proposition 4.17 also generalizes to faces of higher degrees in a straightforward way.
Proposition 5.7. Let T ◦spl be a white splitting of T and Fw be a t-white-holomorphic function,
whose values F ◦w on white faces of T ◦spl are defined according to (5.1). Then, ImF ◦w is harmonic
for the time reversal (with respect to the measure µ◦spl of the walk on Tspl +O, under the identi-
fication v 7→ w(v) ∈ W ◦spl. Similarly, for each α ∈ T, the function Pr(F ◦w, αR) is harmonic with
respect to the time reversal of the random walk on T + α2O.
Proof. Again, the proof repeats the proof of Proposition 4.17, almost word by word. Indeed, in
the proof of Lemma 4.19 we never used the fact that black faces are triangles. This allows us
to define a Markov chain X˜t on vertices of T + O such that the function Im(F ◦w) is harmonic
for that chain. Furthermore, the definition of the correspondence v 7→ w(v) via the increments
of φbk , bk ∈ B◦spl remains the same. This ensures that X˜t is a time reversal of some version of
the random walk on T +O. Finally, the algebraic part of computations of the transition rates
also does not rely upon the shape of black faces and thus still holds word by word. 
Remark 5.8. Formally, the choice of a specific version of the forward random walk affects in a
non-trivial way the law of its time reversal. However one can check that the law of the discrete
time sequence of segments used by the forward or backward walk does not depend on which version
we choose, at least among versions associated to different splittings. This reflects the fact that
changing the splitting of a single white face one does not change values of F ◦w at other white faces
of the t-embedding.
We conclude this section by formulating the modifications required in assumption Exp-Fat(δ)
in the case of higher degrees of faces. Recall that we call a triangle ‘ρ-fat’ if it contains a disc of
radius ρ; we use the same terminology for faces of arbitrary degree.
Assumption 5.9 (Exp-Fat(δ), general case). We say that a sequence of t-embeddings T δ
satisfy Exp-Fat(δ) as δ → 0 (on a common region U or, more generally, on regions U δ) if
there exist splittings T ◦,δspl and T •,δspl of T such that Exp-Fat(δ) holds for these splittings. More
precisely, for each β > 0 we require the following conditions:
• if one removes all ‘exp(−βδ−1)-fat’ black faces and all ‘exp(−βδ−1)-fat’ white triangles
from T ◦,δspl , then the size of remaining vertex-connected components tends to zero as δ → 0;
• if one removes all ‘exp(−βδ−1)-fat’ white faces and all ‘exp(−βδ−1)-fat’ black triangles
from T •,δspl , then the size of remaining vertex-connected components tends to zero as δ → 0.
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6. A priori regularity theory for harmonic and t-holomorphic functions
This section is devoted to a priori regularity properties of harmonic functions on T-graphs
obtained from t-embeddings and of t-holomorphic functions on these embeddings. Let us em-
phasize that in what follows we do not rely upon any type of ‘uniformly bounded angles’ or
‘uniformly fat faces’ assumptions. In particular, the crucial uniform ellipticity estimate for ran-
dom walks on T-graphs (see Section 6.2) is fully independent of the microscopic (below the
scale δ) structure of t-embeddings T δ provided that the corresponding origami maps Oδ satisfy
the ‘Lipschitzness at large scale’ assumption Lip(κ,δ) with κ < 1. We then discuss corollaries
of this estimate in Sections 6.3 and 6.4, notably the a priori Hölder-type regularity for both
harmonic and t-holomorphic functions and its consequences for subsequential scaling limits. In
Section 6.5 we go even further and prove the a priori Lipschitz-type regularity for harmonic
functions on T-graphs under a mild additional assumption Exp-Fat(δ). Finally, Section 6.6
also relies upon additional assumption Exp-Fat(δ) and contains a technical result which we
later use in Section 7.
6.1. Preliminaries. We begin this section with a usual estimate for large deviations of a mar-
tingale process with bounded increments. Then we discuss simple distortion estimates for
‘κ-Lipschitz at large scale’, κ < 1, perturbations of the identity mapping in the complex plane.
When speaking about random walks on T-graphs obtained from general t-embeddings we always
assume that an appropriate splitting (either black or white) is made as discussed in Section 5
and that Xt denotes a version of the random walk corresponding to this splitting.
Proposition 6.1. For all t, λ > 0, the following estimate is fulfilled:
P
(
sups∈[0,t] |Xs −X0| ≥ 2λ
√
t
) ≤ 4 exp (− 12λ2 · (1 + 23δλt−1/2 )−1) .
In particular, the left-hand side is exponentially small in λ uniformly over all t ≥ δ2.
Proof. Let Yt := Re(Xt), note that the process Yt inherits the martingale property of Xt. Since
the jumps of Xt are bounded by 2δ, so do those of Yt. Therefore, one can apply (a continuous
time version of) Bennett’s inequality, which says that
P
(
sups∈[0,t](Ys − Y0) ≥ a
) ≤ exp(−Var(Yt)
4δ2
H
(
2δa
Var(Yt)
))
for all a, t > 0, where H(x) := (1 + x) log(1 + x) − x ≥ 12x2 · (1 + 13x)−1 for x ≥ 0. Since the
function σ2H(x/σ2) is decreasing in σ, and Var(ReXt) ≤ Var Tr Var(Xt) = t, one gets
P
(
sups∈[0,t] Re(Xs −X0) ≥ λ
√
t
) ≤ exp (− 14 tδ−2H(2δλt−1/2))
≤ exp (− 12λ2 · (1 + 23δλt−1/2 )−1),
a version of the Bernstein inequality; and similarly for −Re(Xs −X0) and ± Im(Xs −X0). We
conclude the proof by saying that, for sups∈[0,t] |Xs − X0| to be greater than 2λ, at least one
among these quantities must be greater than λ. 
Corollary 6.2. There exists a constant ε0 > 0 such that the following estimate holds:
P
(|Xt −X0| ≥ ε0√t ) ≥ ε0 for all t ≥ δ2.
Proof. This is a straightforward corollary of the tail estimate. Since Tr Var(Xt) = t, for each t
one has Var(ReXt) ≥ 12 t or Var(ImXt) ≥ 12 t. One first finds a (big) constant C0 > 0 such
that E(|Xt −X0|21|Xt−X0|≥C0√t) ≤ 14 t (which implies the same estimate for both Re(Xt −X0)
and Im(Xt −X0)) and then chooses small enough ε0 so that ε20 + ε0C20 < 14 . 
We now discuss distortion properties of the correspondence between t-embeddings and T-
graphs under assumption Lip(κ,δ). Let α ∈ T and F be one of the mappings z 7→ (T + α2O)(z)
or z 7→ (T + α2O)(z). Note that F is ‘almost a homeomorphism’: it can be viewed as a limit of
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bi-Lipshitz mappings defined similarly with |α| < 1. It is easy to see that assumption Lip(κ,δ)
implies the inclusions
B(F(z), (1− κ)r) ⊂ F(B(z, r)) ⊂ B(F(z), (1 + k)r) provided that r ≥ δ. (6.1)
Indeed, the upper bound is trivial while the lower one follows from the fact that the image of
the boundary F(∂B(z, r)) remains at distance at least (1 − k)r from F(z) and that this curve
necessarily encircles F(z) due to the “dog on a leash” lemma or Rouché’s theorem similarly to
the proof of Proposition 4.3.
Lemma 6.3. There exist constants q0 = q0(κ) ≥ 1 and c1(κ), c2(κ) > 0 such that the following
estimates hold for all T-graphs T + α2O and T + α2O, α ∈ T, obtained from t-embeddings
satisfying assumption Lip(κ,δ) and for all β ∈ T:
c1(κ) ·Area(Q) ≤
∑
v∈Q
|Re(βηb(v) )|2Sb(v) ≤
∑
v∈Q
Sb(v) ≤ c2(κ) ·Area(Q)
for each square Q of size (q0δ)× (q0δ) drawn over the T-graph.
Proof. Let QT be the preimage of Q on the t-embedding and V (QT ) denote the set of vertices
of T lying in QT . The upper bound c2(κ)δ2 follows from the fact that QT is contained in a disc
of radius (1 − κ)−1 · 2−1/2q0δ due to (6.1) and that all faces b have diameter less than δ. To
verify the lower bound c1(κ)δ2, note that∑
v∈Q
|Re(βηb(v) )|2Sb(v) =
1
4
∑
v∈Q
Area((T + β2O)(b(v))).
It follows from (6.1) that the image (T +β2O)(QT ) contains a disc of radius 3δ provided that q0
is chosen big enough. Therefore, the union of images of black faces b(v) with v ∈ Q contains a
disc of radius δ, which implies the result. 
6.2. Variance estimate for the random walks on t-graphs under assumption Lip(κ,δ).
In this section we prove the key ellipticity estimate for the continuous random walks Xt on
T-graphs associated to t-embeddings; see Definitions 4.4, 4.6 The estimates given below are
fully independent of the microscopic (below the scale δ) structure of t-embeddings T δ provided
that the corresponding origami maps Oδ satisfy the ‘Lipschitzness at large’ assumption Lip(κ,δ)
with κ < 1. Throughout this section the scale δ is fixed, thus we write T = T δ and O = Oδ for
shortness. All constants notated like t0, σ0, ρ0, η0 etc might depend on κ but not on δ or T δ.
Proposition 6.4. There exist constants t0 = t0(κ) > 0 and σ0 = σ0(κ) > 0 such that, for
each t-embedding T satisfying assumption Lip(κ,δ), each β ∈ T, and each starting point X0, the
following estimate holds for the continuous time random walk Xt on T +O:
Var(Re(β(Xt0δ2 −X0))) ≥ σ20δ2. (6.2)
Due to the Markov property, (6.2) also implies that Var(Re(β(Xt−X0))) ≥ 12σ20t for all t ≥ t0δ2.
Proof. Without loss of generality, we can assume that X0 = 0, δ = 1 and β = i, i.e., we aim
to prove that Var(ImXt0) ≥ σ0. The proof goes by contradiction and relies upon two lemmas
given below. Eventually, we will set (see Lemma 6.6(ii) for the motivation of this choice)
σ20 :=
1
2ε0q
2
0L, t0 := ε
−2
0 q
2
0L
4 +K0L, (6.3)
for a large enough L ∈ 2N, where ε0 is fixed in Corollary 6.2, q0 = q0(κ) is fixed in Lemma 6.3,
the constant K0 := K(N0, κ) is defined in Lemma 6.5 and N0 = N0(κ) will be chosen later.
Let D := [−q0L2, q0L2]× [−q0, q0(L− 1)] and ν(·) := µ(·)/µ(D) be the normalized invariant
measure of the random walk on T + O, restricted to vertices of the T-graph lying inside D.
Denote by Xνt the random walk started at the measure ν and stopped when leaving D.
Let νt be the law of Xνt , note that νt(v) < ν0(v) for all v ∈ D because of the contribution
of those trajectories who exit D and a lack of those who enter D from outside. Of course, νt
remains a probability measure: the remaining mass is concentrated at the boundary of D.
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Lemma 6.5. For each N ≥ 1, there exists a constant K = K(N,κ) such that
Var(Im(XνKL −Xν0 )) ≥ NL
for all sufficiently (depending on κ and N) large L.
Proof of Lemma 6.5. Since the edge (T +O)(b(v)) of the T-graph corresponding to a vertex v
goes in the direction ηb, we see that
Var(Im(XνKL −Xν0 )) =
∫ KL
0
∑
v∈D
| Im ηb(v)|2νt(v)dt.
(Note that this expression holds without any restriction on the degree of faces of a t-embedding
provided that Xt is a version of the random walk on T +O corresponding to a black splitting.
Moreover, the same expression in presence of degenerate vertices follows, e.g., from continuity
arguments.) It is easy to see from Lemma 6.3 and Proposition 6.1 that∑
v∈D
| Im ηb(v)|2νt(v) ≥
∑
v∈D
| Im ηb(v)|2ν0(v)− (ν0(D)− νt(D))
≥ c2(κ)/c1(κ)−O((K/L)1/2)
for all t ≤ KL. Therefore, Var(Im(XνKL −Xν0 )) ≥ c2(κ)/c1(κ) ·KL − O((KL)1/2) , which can
be made greater than NL for large enough L by choosing K appropriately. 
The next lemma provides a bound for the probability that the random walk Xνt exits from
the rectangle D before time K0L through (i) the vertical or (ii) the bottom side. Recall that,
by our convention, we stop Xνt right after the exit of D.
Lemma 6.6. (i) Provided that L is large enough (depending on N0), one has
P(|ReXνK0L| > L2) ≤ 1/L .
(ii) Let t0 and σ0 be related to L by (6.3) and assume, by contradiction, that Var(ImX0t0) < σ0
for the random walk started at 0. Then, provided that L is large enough, the following holds:
P(ImXνK0L < 0) ≤ c0(k)/L , c0(k) := 1 + 2c1(κ)/c2(κ),
where c1(κ) and c2(κ) are fixed in Lemma 6.3.
Proof of Lemma 6.6. (i) This is an easy corollary of Lemma 6.3 and Proposition 6.1. Since the
width of the rectangle D is of order L2, the probability to exit from D before time K0L through
its vertical sides starting from ν is actually of order L−3/2.
(ii) Let us first show that there exists a (non-oriented) path Γ on the T-graph such that it passes
through 0, crosses the rectangle R := [−q0L2, q0L2]× [−q0, q0] horizontally, and
for each v ∈ Γ, the probability that the random walk started at v and run fortime K0L exits R through its bottom side < 1/L.
Indeed, if this is not the case, then, for topological reasons, there exists a path γ crossing R
vertically such that this probability is at least 1/L for each v ∈ γ. Due to Corollary 6.2 and
the martingale property of the random walk, if we start at 0 and wait for time ε−20 (q0L
2)2, then
with probability at least 12ε0 we hit either the top or the bottom sides of R, or the path γ. If
we additionally wait for time K0L in the latter case so that the walk hits the bottom side of R
with probability at least L−1, this gives the following estimate:
Var(ImX0t0) ≥ 12ε0L−1 · (q0L)2 = σ0, t0 = ε−20 (q0L2)2 +K0L.
This is exactly the choice of constants t0 and σ0 made in (6.3).
Let a vertex v ∈ D lie above Γ. For topological reasons, the probability to hit the bottom
side of D before time K0L starting from such v is bounded by 1/L as in this case one should
first cross Γ. Finally, the total mass (in the measure ν) of vertices lying below Γ is bounded
by 2c2(κ)/(Lc1(κ)) due to Lemma 6.3 and the fact that Γ ⊂ R. 
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We now move back to the proof of Proposition 6.4. Recall that the choice of the parameter N0
(depending on κ only) is postponed until the end of the proof, the value K0 depends on N0 via
Lemma 6.5, and that L will be eventually chosen large enough (depending on N0).
Recall that that νK0L(v) ≤ ν0(v) for all v ∈ D and that the remaining mass 1−
∑
v∈D νK0T (v)
is located at distance at most 2δ = 2 from the boundary of D. It is easy to see that one can
construct a coupling of the laws ν0 and νK0L such that they differ if and only if the latter
variable does not belong to D. Let (ξ, ξ′) denote the corresponding coupling obtained by taking
the imaginary part: ξ has the law of ImXν0 and ξ′ has the law of ImXνK0L.
Note that E(ξ′) = E(ξ) due to the martingale property of the random walk. Therefore,
N0L ≤ Var(ξ′)−Var(ξ) = P(ξ′ 6= ξ) · (Var(ξ′|ξ′ 6= ξ)−Var(ξ|ξ′ 6= ξ))
≤ P(ξ′ 6= ξ) ·Var(ξ′|ξ′ 6= ξ), (6.4)
see Lemma 6.5 for the first inequality. It remains to prove that (6.4) can be bounded from above
(provided that L is large enough, depending on N0) by c(κ)L, where c(κ) is independent of N0:
if this is done, choosing first N0 and then L big enough one obtains a desired contradiction.
Trivially, ξ′ ∈ [−3q0, (L+ 1)q0] as the steps of the random walk are bounded by 2q0. Let
p± := P(E±), where
E− := {ω : ξ′ 6= ξ & ξ′ ∈ [−3q0, (L− 1)q0])},
E+ := {ω : ξ′ 6= ξ & ξ′ ∈ ((L− 1)q0, (L+ 1)q0])}
be the probabilities that XνK0L exited from the rectangle D through the bottom or vertical (E−)
or through the top (E+) side, respectively. It follows from Lemma 6.6 that
p− ≤ (1 + c0(κ)) · L−1 (6.5)
provided that L is large enough (depending on N0); let us emphasize that the constant c0(κ) is
essentially given by Lemma 6.3 and does not depend on N0. Though we do not have a similar
estimate of the exit probability p+, the bound (6.5) alone is already enough to control (6.4).
Indeed, we have
P(ξ′ 6= ξ) ·Var(ξ′|ξ′ 6= ξ)
= p− ·Var(ξ′ |E−) + p+ ·Var(ξ′ |E+) + p−p+ · (E(ξ′ |E−)− E(ξ′ |E+))2
≤ (1 + c0(κ))L−1 · 14((L+ 2)q0)2 + q20 + (1 + c0(κ))L−1 · ((L+ 4)q0)2 ≤ c(κ)L
for large L (independently of N0) provided that c(κ) is large enough. The proof is complete. 
6.3. Crossing estimates for forward and backward random walks. In this section we
first collect several standard corollaries of the uniform ellipticity estimate (6.2) for the forward
random walk and harmonic functions on T-graphs. Then we argue that the same statements
hold for the backward random walk. Since the backward random walk is not a martingale,
standard arguments do not apply, instead we derive crossing estimates for this walk from those
available for the forward one; see Proposition 6.11. Below we always assume that regions of T-
graphs under consideration are such that assumption Lip(κ,δ) is fulfilled (in the corresponding
regions of t-embeddings) with a fixed constant κ < 1.
Lemma 6.7. There exists constants ρ0, η0, ς0 > 0 (depending on κ) such that the following holds:
for all discs B(v, r) with r ≥ ρ0δ drawn over the T-graph and centered at its vertex, and for all
intervals I ⊂ R/2piZ of length pi − η0,
Pv
(
Xt exits B(v, r) through the boundary arc {v + reiθ, θ ∈ I}
) ≥ ς0, (6.6)
where Pv denotes the law of the (continuous time) random walk on the T-graph started at v.
Proof. See the proof of [3, Lemma 3.7], we briefly recall this proof here for completeness. Without
loss of generality, assume that I = (12η0, pi− 12θ0). Let τ denote the exit time from B(v, r), note
that τ < ∞ almost surely due to Corollary 6.2 and the Markov property. Also, note that
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Figure 7. Notation used in the discussion of the uniform crossing property for
forward and backward walks on T-graphs.
E(τ) = E(|Xvτ − v|2) ≥ r2 since |Xvt − v|2 − t is a martingale. As the process Im(Xvt ) is a
martingale, in order to prove (6.6) it is enough to find a constant σ′0 > 0 such that
Var(Im(Xvτ )) ≥ (σ′0)2
√
r for all r ≥ ρ0δ2.
Proposition 6.4 implies that the discrete time process Yk := | Im(Xvkt0δ2 − v)|2 − kσ20δ2 is a sub-
martingale. The optional stopping applied to the stopping time κ := d(t0δ2)−1τe∈ (τ, τ + t0δ2]
gives the desired result for large enough ρ0 since Var(Im(Xvκt0δ2 −Xvτ )) ≤ E(κ − τ) ≤ t0δ2. 
Given z ∈ C and r > 0, let
R(z, r) := z + [−3r, 3r]× [−r, r], B1(R) := B(z−2r, 12r), B2(R) := B(z+2r, 12r)
be a rectangle and two discs drawn over the T-graph under consideration; see Fig. 7. The
following property of random walks was called the uniform crossing property in [4].
Lemma 6.8. There exist constants ρ′0, ς ′0 > 0 such that the following holds for all rectan-
gles R(z, r) with r ≥ ρ′0δ drawn over the T-graph:
Pv(Xt hits B2(R) before exiting R) ≥ ς ′0 for all v ∈ B1(R).
Proof. This is a simple geometrical corollary of Lemma 6.7; e.g., see [7, Appendix] or the proof
of [3, Theorem 3.8]; note that the latter uses the martingale property of Xt once more. 
The crossing estimates discussed above easily imply the elliptic Harnack principle for positive
harmonic functions on planar graphs.
Proposition 6.9. For each ρ < 1 there exists a constant c(ρ) = c(ρ, κ) > 0 such that, for each
positive harmonic function H defined inside a disc B(v0, r) drawn over the T-graph, we have
minv∈B(v0,ρr)H(v) ≥ c(ρ) ·maxv∈B(v0,ρr)H(v)
provided that (1− ρ)r ≥ cst ·δ for a constant cst depending on κ only.
Proof. This is a standard argument, which we also recall for completeness. Let vmax and vmin
be the vertices in B(v0, ρr) at which H attains its maximal and minimal values, respectively. It
follows from the maximal principle that H(·) ≥ H(vmax) along some nearest-neighbor path γmax
going from vmax to the boundary of B(v0, r). The uniform crossing estimates ensure that the
probability that the random walk started at vmin hits γmax before exiting B(v0, r) is uniformly
bounded from below. The optional stopping theorem concludes the proof. 
As pointed out in [4, Lemma 4.4], the elliptic Harnack principle allows one to strengthen the
claim of Lemma 6.8 by additionally conditioning the random walk to exit from R through a
fixed vertex a.
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Lemma 6.10. Let τ be the exit time from R = R(z, r) of the random walk Xt on the T-graph.
There exists a constant ς ′′0 = ς ′′0 (κ) > 0 such that the following holds: for all v ∈ B1(R) and all
exit points a such that P(Xτ = a) > 0, we have
Pv(Xt hits B2(R) before exiting R | Xτ = a) ≥ ς ′′0
provided that r ≥ cst ·δ for a constant cst depending on κ only. Due to the strong Markov
property, the same lower bound also applies to any conditioning made after the exit time τ .
Proof. Let H(v′) := Pv′(Xτ = a), note that H is a positive harmonic function in R. We have
Pv(Xt hits B2(R) before exiting R and Xτ = a)
≥ Pv(Xt hits B2(R) before exiting R) ·minv′∈B2(R)H(v′).
The required estimate follows since minv′∈B2(R)H(v
′) is comparable to Pv(Xτ = a) = H(v) due
to the Harnack principle. 
We are now in the position to prove a similar uniform crossing estimate for backward random
walks on T-graphs. Again, since this estimate does not depend on the exit point, the same bound
holds for any conditioning made after the exit from R (and, in particular, unconditionally).
Proposition 6.11. Let τ˜ be the exit time from R = R(z, r) for the backward random walk X˜t
on the T-graph. There exists a constant ς˜0 = ς˜0(κ) > 0 such that the following holds: for all
v ∈ B1(R) and all exit points a such that P˜(X˜τ˜ = a) > 0, we have
P˜v(X˜t hits B2(R) before exiting R | X˜τ˜ = a) ≥ ς˜0
provided that r ≥ cst ·δ for a constant cst depending on κ only.
Proof. We decompose the backward random walk X˜t as first a sequence of loops around v
followed by an excursion from v to a inside R conditioned not to return to v. Clearly, the loops
can only contribute positively to the probability to hit B2 before the exit from R. Let P˜v→a
denote the probability measure on such excursions of the backward walk X˜t. Up to reversing
the direction of trajectories, this measure is the same as the measure Pa→v on excursions from a
to v staying inside R of the forward random walk Xt. Therefore, it is enough to obtain the
uniform lower bound
Pa→v( excursion Xt visits B2 )
= Pa(Xt∧τ visits B2 before v | Xt∧τ visits v ) ≥ ς˜0 > 0,
where, as before, τ stands for the exit time from R of the forward walk.
Let L be a contour going along the T-graph near the boundary of a slightly smaller rectangle
(e.g., z+ [−176 r, 176 r]× [−56r, 56r], see Fig. 7) which still contains both discs B1(R), B2(R). Since
each random walk trajectory running from a to v should cross L, it is enough to prove the same
uniform estimate for trajectories started at L:
Pu(Xt∧τ visits B2 before v | Xt∧τ visits v ) ≥ ς˜0 > 0, for all u ∈ L.
This statement follows from Lemma 6.10 applied to a suitable chain of smaller rectangles
R1, . . . ,Rn: on each step we condition on the event that the random walk visits v before hitting
the boundary of R, both v and ∂R being outside of Rj . 
Corollary 6.12. The elliptic Harnack inequality (see Proposition 6.9) also holds for positive
functions which are harmonic with respect to the backward random walk on the T-graph.
Proof. The same arguments as those given in the proof of Proposition 6.9 (based upon the
non-conditioned version of Proposition 6.11) apply. 
33
6.4. Subsequential limits of harmonic and t-holomorphic functions. We begin this sec-
tion with an a priori Hölder-type bound for oscillations of harmonic functions on T-graphs and
t-holomorphic functions on t-embeddings. Then we use these bounds to claim the existence
of subsequential limits of uniformly bounded sequences of functions defined on a sequence of
T-graphs or t-embeddings T δ satisfying assumption Lip(κ,δ) with δ → 0 and the same κ < 1.
For shortness, we do not include the superscript δ in the notation until Corollary 6.14.
For a real-valued function H defined on vertices of a T-graph and a region U , denote
oscU H := maxv∈U H(v)−minv∈U H(v) .
In the same way, for a t-white-holomorphic function Fw (similarly, for a t-black-holomorphic
function Fb) and a region U of a t-embedding, let
oscU Fw := maxw,w′∈W :w,w′⊂U |F ◦w(w′)− F ◦w(w)| ,
oscU Fb := maxb,b′∈B:b,b′⊂U |F •b (b′)− F •b (b)| .
Proposition 6.13. There exist constants β = β(κ) > 0 and C = C(κ) > 0 such that the
following estimates hold for all harmonic functions H (resp., t-holomorphic functions F ) defined
in a ball of radius R > r drawn over a T-graph (resp., over a t-embedding):
oscB(v,r)H ≤ C(r/R)β oscB(v,R)H and oscB(z,r) F ≤ C(r/R)β oscB(z,R) F
provided that r ≥ cst ·δ for a constant cst depending on κ only.
Proof. The estimate for harmonic functions is straightforward from Lemma 6.8. Indeed, the
same argument as in the proof of Proposition 6.9 ensures that
minB(v,r)H ≥ p0 maxB(v,r)H + (1−p0) minB(v,2r)H
for some p0 = p0(κ) > 0. Together with a similar inequality for the function −H, this yields
(1 + p0) oscB(v,r)H ≤ (1− p0) oscB(v,2r)H. (6.7)
Iterating (6.7), one obtains the desired bound with the exponent β = log 2/ log((1+p0)/(1−p0)).
To prove the same result for t-holomoprhic functions F = Fw, recall that Proposition 4.17
implies that both ReF ◦w and ImF ◦w can be viewed as harmonic functions with respect to the
backward random walks on appropriate T-graphs. Using Proposition 6.11 and the inclusions (6.1)
and applying the same argument as above, we obtain the estimate
(1 + p′0) oscB(z,(1+κ)−1r) ReF
◦
w ≤ (1− p′0) oscB(z,(1−κ)−1r) ReF ◦w
(and similarly for ImF ◦w) for some p′0 = p′0(κ) > 0. Therefore, there exists β′ = β′(κ) > 0
and C ′ = C ′(κ) > 0 such that
oscB(z,r) ReF
◦
w ≤ C ′(r/R)β
′
oscB(z,R) ReF
◦
w
(and similarly for ImF ◦w). Since oscB(z,r) Fw ≤ oscB(z,r) ReF ◦w + oscB(z,r) ImF ◦w, this gives a
similar estimate (with twice bigger constant C ′) for oscillations of the function F ◦w itself. 
Let us now assume that a sequence of t-embeddings T δ, δ → 0, and an open set U ⊂ C are
given and that
for each compact set K ⊂ U there exists a constant κ = κ(K) < 1 such that
T δ satisfies assumption Lip(κ,δ) on K provided that δ is small enough.
Corollary 6.14. (i) Let T δ and U be as above. Assume that F δ are t-holomorphic functions
on T δ ∩ U and that these functions are uniformly bounded on compact subsets of U . Then, the
family {F δ} is pre-compact in the topology of the uniform convergence on compact subsets of U .
(ii) In the same setup, let a sequence of T-graphs associated to T δ is given and an open set V ⊂ C
be covered by each of these T-graphs. If functions Hδ are harmonic (on T-graphs) and uniformly
bounded on compact subsets of V , then the family {Hδ} is pre-compact in the topology of the
uniform convergence of compact subsets of V .
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Proof. Both statements are just applications of the Arzelá-Ascoli criterium. Indeed, Proposi-
tion 6.13 yields that, on each compact set, the families {F δ} and {Hδ} are equicontinuous on
scales above δ. To get rid of small scales one can, for instance, consider convolutions of, say, F δ
with mollifiers of size δ1/2: thus obtained functions stay close to F δ due to Proposition 6.13 and
are equicontinuous on all scales. 
In the same setup, assume now that the origami maps Oδ associated to T δ converge as δ → 0:
Oδ(z)→ ϑ(z), uniformly on compact subsets of U ; ϑ : U → C. (6.8)
(Note that one can always find a subsequential limit since all Oδ are 1-Lipschitz functions,
defined up to a constant.) Clearly, ϑ have to be a κ(K)-Lipschitz function on each K ⊂ U .
Proposition 6.15. In the setup described above, for each subsequential limit fw : U → C of
bounded t-white holomorphic functions F δw the differential form fw(z)dz + fw(z)dϑ(z) is closed.
Similarly, for each subsequential limit fb : U → C of bounded t-black-holomorphic functions F δb
the differential form fb(z)dz + fb(z)dϑ(z) is closed.
In particular, if ϑ ≡ 0, then all such subsequential limits fw and fb are holomorphic in U .
Proof. We consider limits fw of t-white holomorphic functions only, the case of fb is fully sim-
ilar. Recall that Proposition 3.7 and Lemma 3.8 imply that, for each t-white holomorphic
function Fw = F δw, the differential form F ◦w(z)dz + F ◦w(z)dO(z) is closed. (Let us emphasize
that we view such forms as being defined everywhere in U ⊂ C and not only on edges of t-
embeddings.) Let γ be a smooth loop in U and F ◦,δw → fw as δ → 0 uniformly on γ. We claim
that∮
γ
F ◦,δw (z)dz →
∮
γ
fw(z)dz and
∮
γ
F ◦,δw (z)dOδ(z) →
∮
γ
fw(z)dϑ(z) as δ → 0, (6.9)
where the last integral is understood in the Riemann–Stieltjes sense. Indeed, the former con-
vergence is a triviality. To prove the latter note that, for each ε > 0, one can split γ into
pieces γ(1)ε , . . . , γ
(nε)
ε , of diameter at most ε. Let z
(j)
ε be an (arbitrarily chosen) point on γ
(j)
ε .
Proposition 6.13 implies that
osc
γ
(j)
ε
(F ◦,δw ) = O(εβ) for each j = 1, . . . , nε
and some exponent β > 0 independent of δ. Since all functions Oδ are 1-Lipschitz, we see that∮
γ
F ◦,δw (z)dOδ(z) =
nε∑
j=1
F ◦,δw (z(j)ε )
∫
γ
(j)
ε
dOδ(z) + O(εβ · length(γ)),
where the O-estimate is uniform in δ. As δ → 0 for a fixed ε > 0, the main term converges
to a Riemann-Stieltjes sum approximating the contour integral
∮
γ fw(z)dϑ(z). Thus, sending
first δ → 0 and then ε→ 0 we arrive at (6.9).
Finally, in the ‘small origami’ case ϑ ≡ 0, all subsequential limits fw and fb are holomorphic
due to Morera’s theorem. 
Remark 6.16. Proposition 6.15 allows one to identify a limit of ‘discrete complex structures’
associated to the notion of t-holomoprhicity on t-embeddings. For a generic limit ϑ(z) of origami
maps, scaling limits fw and fb satisfy different conditions, neither of which is complex-linear.
However, if we assume that, say, the differential form f [η](z)dz+ f [η](z)dϑ(z) is closed for each
of the functions f [η](z) := 12(ηf
[+](z) + ηf [−](z)), η ∈ C, then this condition, reformulated in
terms of the pair (f [+], f [−]), becomes complex-linear. This setup is explicitly relevant for the
dimer model coupling functions due to Proposition 3.12(ii).
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6.5. Assumption Exp-Fat(δ) and Lipschitzness of harmonic functions on T-graphs.
This section is devoted to the a priori regularity (Lipschitzness) theory for harmonic functions
on T-graphs obtained from t-embeddings satisfying assumption Lip(κ,δ). From now onwards we
additionally rely upon assumption Exp-Fat(δ) (see Assumption 1.2 for the case of triangulations
and Assumption 5.9 for a generalization to arbitrary degrees of faces). Working on, say, a T-
graph T + α2O, we mostly focus on αR-valued harmonic functions: as discussed in Section 4.2
(in particular, see Remark 4.12), their gradients D[H] are t-white-holomorphic functions.
Let T δ be a sequence of t-embeddings such that the T-graphs T δ + Oδ cover a given open
set V ⊂ C. (Note that we do not really lose generality here: for each δ, the origami square root
function is defined up to a multiple, thus one can always modify them so that α = 1 for all δ.)
Let U δ be the region of the t-embedding T δ mapped onto V by T δ +Oδ. In general, U δ might
depend on δ, in this case we assume that for each compact K ⊂ V there exists a constant κ(K)
such that assumption Lip(κ,δ) is satisfied on all preimages KUδ := (T δ + Oδ)−1(K) ⊂ U δ
provided that δ is small enough.
We now formulate an easy corollary of assumption Exp-Fat(δ), which is the only relevant fact
for this section. Assume that functions Hδ are harmonic and uniformly bounded on compact
subsets of U , and let F δw := D[Hδ] be their gradients. Then, for each compact K ⊂ V and
for each β > 0, F δw = o(exp(βδ
−1)) on KUδ as δ → 0. (6.10)
In other words, t-holomorphic functions F δw = D[Hδ] cannot blow up exponentially fast as δ → 0.
To see that (6.10) follows from Exp-Fat(δ), note that the image of each ‘exp(−βδ−1)-fat’ black
face in T δ + Oδ has length at least 2 exp(−βδ−1). Therefore, F •,δw = O(exp(βδ−1)) for each
black face of the ‘exp(−βδ−1)-fat’ chain surrounding a point (T δ +Oδ)−1(z), z ∈ K. Further,
the reconstruction of the values of F ◦,δw on white triangles of this chain out of the two nearby
projections F •,δw can be done by the cost of at most another exponential factor. Since both ReF
◦,δ
w
and ImF ◦,δw satisfy the maximum principle, we conclude that F ◦w = O(exp(2βδ−1)) as δ → 0 on
preimages KUδ of compact subsets, for each β > 0. This is equivalent to (6.10).
The next theorem is the key result of this section. Loosely speaking, this theorem says that
gradients of bounded harmonic functions satisfy the standard Harnack-type estimate at least if
they do not blow up exponentially fast as δ → 0; we later use (6.10) to forbid the pathological
blow-up scenario. Note however that we prefer to formulate this alternative in a constructive
manner so that no limit passage as δ → 0 is involved. In order to ease the notation, below we
do not distinguish points on t-embeddings and their images on T-graphs.
Theorem 6.17. For each κ < 1 there exists constants β0 = β0(κ) > 0 and C0 = C0(κ) such that
the following is fulfilled. Let Hδ be a harmonic function in a ball B(v, d) drawn over a T-graph
obtained from a t-embedding T δ satisfying assumption Lip(κ,δ). Then,
either maxB(v, 1
2
d) |D[Hδ]| ≤ C0d−1 · oscB(v,d)(Hδ)
or maxB(v, 1
2
d) |D[Hδ]| ≥ C0 exp(β0dδ−1) · oscB(v,d)(Hδ),
provided that d ≥ cst ·δ for a constant cst depending on κ only.
Proof. Recall that the gradient F δw := D[Hδ] is a t-white-holomorphic function defined in the
preimage of B(v, d) on T δ, which we identify with this ball to ease the notation. Proposition 6.13
and distortion estimate (6.1) yield the existence of constants A = A(κ) > 1 and r0 = r0(κ) > 0
such that
oscB(z,r)(F
◦,δ
w ) ≤
1− κ
6(1 + κ)
oscB(z,Ar)(F
◦,δ
w ) provided that r ≥ r0δ. (6.11)
Let C0 := 8A(1−κ)−1 be a big enough constant. Without loss of generality, assume that
oscB(v,d)(H
δ) = 1 and that |F δw(z0)| ≥ C0d−1 for a point z0 ∈ B(v, 12d). Set M0 := |F ◦,δw (z0)|.
We now claim that one can iteratively construct a sequence of points z0, z1, . . . such that
|zn+1 − zn| ≤ A ·max((1− κ)−1M−1n , r0δ) and Mn+1 := |F ◦,δw (zn)| ≥ 2Mn. (6.12)
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Indeed, integrating the differential form F ◦,δw (z)dz + F
◦,δ
w (z)dOδ(z) (see Lemma 3.8) along an
appropriately oriented segment of length 2r passing through the point zn one gets the estimate
1 ≥ oscB(zn,r)(Hδ) ≥ 2r ·
(
(Mn − oscB(zn,r)(F ◦,δw ))− κ · (Mn + oscB(zn,r)(F ◦,δw ))
= 2r · ((1− κ)Mn − (1 + κ) oscB(zn,r)(F ◦,δw ))
If r(1 − κ)Mn ≥ 1, then we must have (1 + κ) oscB(zn,r)(F ◦,δw ) ≥ 12(1 − κ)Mn and hence
oscB(zn,Ar)(F
◦,δ
w ) ≥ 3Mn = 3|F ◦,δw (zn)| due to the choice of the constant A made above. There-
fore, the maximal value of |F ◦,δw | in the disc B(zn, Ar) must be at least 2Mn, as required.
It is easy to see that |zn+1− zn| ≤ max(2−n−3d , r0δ). Therefore, this sequence have to make
at least 16d(r0δ)
−1 steps to leave the disc B(z0, 16d) ⊂ B(v, d − Ar0δ). Since the value Mn at
least doubles at each step, the proof is complete provided we set β0 := 16r
−1
0 log 2. 
Assume now that we are given a sequence of t-embeddings T δ covering a common open
set U ⊂ C and such that Oδ(z)→ ϑ(z) uniformly on compact subsets of U . Let V := (id+ϑ)(U),
recall that we denote by W 1,∞(V ) the Sobolev space of functions on V whose derivatives are
uniformly bounded on compact subsets of V .
Corollary 6.18. In the setup of Corollary 6.14(ii), assume additionally that t-embeddings T δ
satisfy assumption Exp-Fat(δ) on compact subsets of U . Let Hδ be uniformly (in δ) bounded
real-valued harmonic functions on T-graphs (T δ+Oδ)∩V . Then, the family {Hδ} is pre-compact
in the topology of the Sobolev space W 1,∞(V ).
The gradients fw := 2∂h ◦ (id + ϑ) of all subsequential limits h : V → R of functions Hδ,
considered as functions in U , are β-Hölder, with the exponent β given in Proposition 6.13.
Moreover, the form fw(z)dz + fw(z)dϑ(z) is closed in U . In particular, in the ‘small origami’
case ϑ ≡ 0 all subsequential limits h are harmonic in V = U .
Proof. As explained above, Theorem 6.17 and assumption Exp-Fat(δ) imply that the gradi-
ents F δw := D[Hδ] of functions Hδ are uniformly bounded on compact subsets of V since (6.10)
forbids the pathological blow-up scenario. Assume now that Hδ(v) → h(v) uniformly on com-
pact subsets of V . Proposition 6.13 guarantees the a priori Hölder regularity of F δw and the
existence of subsequential limits fw : U → C of t-holomorphic functions F δw. Passing to the limit
in the identity Hδ = IR[F δw] (see Section 4.2), one sees that
h(v) =
∫ (id+ϑ)−1(v)
Re(fw(z)dz + fw(z)dϑ(z)) =
∫ (id+ϑ)−1(v)
Re(fw(z)d(z + ϑ(z)))
for each subsequential limit, i.e., 2∂h = fw ◦ (id + ϑ). Finally, the form fw(z)dz + fw(z)dϑ(z) is
closed in U due to Proposition 6.15. 
Remark 6.19. Similarly to the ‘small origami’ case ϑ ≡ 0, one can use the above description of
gradients fw = 2∂h of subsequential limits h of harmonic functions Hδ to identify the coefficients
of a second-order elliptic PDE (a(v)∂xx + 2b(v)∂xy + c(v)∂yy)h = 0, v = x + iy ∈ V , to which
all such limits h satisfy. Note that there exists a very particular case in which this PDE can be
viewed as the harmonicity of h after a change of variable v. Namely, if (z, ϑ(z)) is a space-like
Lorentz-minimal surface in R2+2, then h is harmonic in the conformal metric of this surface.
We refer the interested reader to our forthcoming paper [9] for further details.
6.6. Boundedness of functions F [±±] under assumption Exp-Fat(δ). This section con-
tains a technical result needed for the proof of Theorem 1.4 given in Section 7. In that theorem
we assume that the dimer coupling functions K−1T δ (w, b) are uniformly bounded as δ → 0 pro-
vided that w and b remain at definite distance from the boundary of Ω and from each other.
Recall that Proposition 3.12 gives a representation of these functions via four functions F [±±]Gδ ,
similar to the link between ‘true’ values of a t-white holomorphic function F ◦w and their pro-
jections F •w. In Section 7 we rely upon the fact that these functions F
[±±]
Gδ are also uniformly
bounded. This bound is obtained in Proposition 6.21 under additional assumption Exp-Fat(δ).
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Lemma 6.20. Let U ⊂ C be an open set and t-embeddings T δ satisfy both assumption Lip(κ,δ)
(with a fixed constant κ < 1) and assumption Exp-Fat(δ) (as δ → 0) on U . Assume that F δw be
t-white holomorphic functions on T δ ∩ U . If the values F •,δw are uniformly bounded on compact
subsets of U as δ → 0, then the same is true for the values F ◦,δw .
Proof. First, let us note that each disc D of radius r ≥ δ on a t-embeddings satisfying assump-
tion Lip(κ,δ) must intersect two black faces b, b′ such that |η2b − η2b′ | ≥ 1− κ. Indeed, otherwise
there would exist α ∈ T such that |η2b − α2| < 1 − κ for all black faces b intersecting D. This
would mean that |1 + α2η2b | > 1 + κ for all such b, so the area of the image of D on the T-
graph T + α2O would be too big to fit the distortion estimate (6.1). This observation easily
implies the estimate
oscD(F
◦
w) ≥ 14(1− κ) maxD |F ◦w| − maxD |F •w|
since for each value F ◦w(w) at least one of its projections onto the lines ηbR and ηb′R is greater
or equal than 14(1 − κ)|F ◦w(w)|. Provided that the constants A and r0 are chosen as in (6.11),
this implies the estimate
oscB(z,Ar0δ)(F
◦
w) ≥ 3(1 + κ) · (maxB(z,r0δ) |F ◦w| − 4(1− κ)−1 maxB(z,r0δ) |F •w|).
In particular, if maxB(z,r0δ) |F ◦w| ≥ 16(1− κ)−1 maxB(z,r0δ) |F •w|, then
maxB(z,Ar0δ) |F ◦w| ≥ 12 oscB(z,Ar0δ)(F ◦w) ≥ 98 maxB(z,r0δ) |F ◦w|.
Thus, if the function F ◦w attains a much bigger value than max |F •w| in the bulk of U , then one
can iterate the above estimate similarly to the proof of Theorem 6.17 and observe an exponential
blow-up of F ◦,δw . However, this is not possible under assumption Exp-Fat(δ): the values of F
◦,δ
w
on ‘exp(−βδ−1)-fat’ white triangles can be reconstructed from two nearby values of F •,δw by the
cost of a factor exp(βδ−1) and both functions ReF ◦,δw , ImF
◦,δ
w satisfy the maximum principle. 
Proposition 6.21. Let U1, U2 ⊂ C be disjoint open sets and t-embeddings T δ satisfy both
assumptions Lip(κ,δ) (with a fixed constant κ < 1) and assumption Exp-Fat(δ) (as δ → 0)
on U1 ∪ U2. If the functions K−1T δ (·, ·) are uniformly bounded on compact subsets of U1 × U2
as δ → 0, then the same is true for the functions F [±±]T δ defined in Proposition 3.12.
Proof. Let w ∈ U1 and F •,δw (·) = ηwK−1T δ (w, ·) be the values of a t-white-holomorphic function
on black faces of T δ lying in U2. Provided that w stays on a compact subset of U1 as δ → 0,
Lemma 6.20 ensures that the functions F ◦,δw are uniformly bounded on compact subsets of U2.
Moreover, this estimate is also uniform in w provided that it stays on a compact subset of U1.
We now use the identity
F ◦,δw (u
◦) = 12
(
ηwF
[++]
T δ (u
•, u◦) + ηwF [−+]T δ (u
•, u◦)
)
, w ∼ u• ∈ U1, b ∼ u◦ ∈ U2. (6.13)
Frow now onwards, let us fix the second argument u◦. Arguing as in the proof of Lemma 6.20,
for each disc D of radius δ one obtains the estimate
1
2
(
oscD(F
[++]
T δ (·, u◦)) + oscD(F
[−+]
T δ (·, u◦))
)
≥ 14(1− κ) ·maxD |F [++]T δ (·, u◦)| − maxw∈D |F ◦,δw (u◦)|
and a similar estimate with maxD |F [−+]T δ (·, u◦)| in the right-hand side. Denote
G◦,δ+ (w) :=
1
2
(
F [++]T δ (u
•, u◦) + F [−+]T δ (u
•, u◦)
)
, G◦,δ− (w) :=
i
2
(
F [++]T δ (u
•, u◦)− F [−+]T δ (u•, u◦)
)
.
Due to Proposition 3.12 these expressions do not depend on the choice of a black face u• ∼ w.
Moreover, both Gδ± can be viewed as t-black -holomorphic functions (i.e., one can also find
appropriate values of G•,δ± so that the t-holomorphicity condition is satisfied). For each disc D
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of radius δ we have
oscD(G
•,δ
+ ) + oscD(G
•,δ
− ) ≥ 12
(
oscD(F
[++]
T δ (·, u◦)) + oscD(F
[−+]
T δ (·, u◦))
)
≥ 18(1− κ) ·
(
maxD |F [++]T δ (·, u◦)|+ maxD |F
[−+]
T δ (·, u◦)|
) − maxw∈D |F ◦,δw (u◦)|
≥ 116(1− κ) ·
(
maxD |G•,δ+ |+ maxD |G•,δ− |
) − maxw∈D |F ◦,δw (u◦)|.
The proof can be now completed similarly to that of Lemma 6.20. Since the functions G•,δ± are
t-holomorphic, there exists a constant A′ = A′(κ) > 1 such that
oscB(z,A′r)(G
•,δ
± ) ≥ 64(1− κ)−1 oscB(z,r)(G•,δ± ) provided that r ≥ r0δ.
Therefore, we arrive at the estimate
maxB(z,A′r0δ) |G•,δ+ |+ maxB(z,A′r0δ) |G•,δ− | ≥ 12
(
oscB(z,A′r0δ)(G
•,δ
+ ) + oscB(z,A′r0δ)(G
•,δ
− )
)
≥ 2(maxB(z,r0δ) |G•,δ+ |+ maxB(z,r0δ) |G•,δ− | ) − 12 maxw∈B(z,r0δ) |F ◦,δw (u◦)|.
If (at least) one of the functions G•,δ± attained a value greater than the maximum of |F ◦,δw (u◦)|,
this would imply the existence of exponentially big values of (at least one of) these functions.
On the other hand, the blow-up scenario is forbidden by (6.13) and assumption Exp-Fat(δ).
Indeed, the reconstruction of the values of F [±±]T δ on ‘exp(−βδ−1)-fat’ black triangles out of
the uniformly bounded values F ◦,δw costs at most an exponential factor. As usual, the maximum
principle for ReG•,δ± and ImG
•,δ
± allows to propagate this estimate to all u• in the bulk of U1. 
7. Convergence to the GFF: a general framework
This section is devoted to the proof of Theorem 1.4. In particular, instead of the very mild
Lipschitzness condition Lip(κ,δ), below we rely upon a much more stronger ‘small origami’
assumption: the origami maps Oδ tend to 0 as δ → 0, uniformly on compact subsets. Though
we do not include such a discussion into this paper, let us nevertheless mention that a similar
(though more involved) analysis can be performed assumping that the origami maps Oδ(z)
converge, as δ → 0, to a function ϑ(z), which is a graph of a Lorenz-minimal surface in R2+2.
In this situation one eventually obtains the GFF in the conformal metric of the corresponding
surface and not just in the Euclidean metric dz ∧ dz on Ω. We refer the interested reader to
our forthcoming paper [9] for details and focus on the case ϑ(z) ≡ 0 from now onwards. Also,
in Section 7.3 we briefly discuss how several known setups (Temperleyan [21–23], piecewise
Tempereleyan [31], hedgehog domains [32]) fit the general framework developed in our paper.
7.1. Subsequential limits of the dimer coupling function. Recall the expression of the
dimer coupling function K−1(w, b) via the functions F [±±] : (Bδ r ∂Bδ) × (W δ r ∂W δ) → C
given in Proposition 3.12. Under assumption Lip(κ,δ), Proposition 6.21 and Proposition 6.13
imply that the functions F [±±] are uniformly bounded and equicontinuous on scales above δ
provided that their arguments remain at a definitive distance from the boundary of Ωδ and
from each other. Therefore, a variant of the Arzelà-Ascoli theorem guarantees the existence of
subsequential limits:
F [±±](u•, u◦) → f [±±](z1, z2) if u• → z1, u◦ → z2 as δ = δk → 0, (7.1)
the convergence is uniform provided that z1 and z2 remain at a definitive distance from ∂Ω and
from each other. We list the key properties of functions f [±±] in the next proposition.
Proposition 7.1. In the setup described above, for each subsequential limits f [±±] (which might
depend on the sequence δ = δk → 0) the following is fulfilled:
(i) f [−−](z1, z2) = f [++](z1, z2) and f [+−](z1, z2) = f [−+](z1, z2);
(ii) for each z1 ∈ Ω, both functions f [±+](z1, ·) are holomorphic in Ωr {z1}; similarly, for each
z2 ∈ Ω, both functions f [+±](·, z2) are holomorphic in Ωr {z2};
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(iii) the following asymptotics hold as z2 → z1 ∈ Ω (similarly, as z1 → z2 ∈ Ω):
f [++](z1, z2) =
2
pii
· 1
z2 − z1 +O(1) and f
[−+](z1, z2) = O(1). (7.2)
Proof. Item (i) is a triviality since the same relations hold for the functions F [±±] before taking
the limit, see Proposition 3.12(i). To prove (ii), recall that, for each η ∈ C and u• ∈ Bδ, the
functions ηF [++](u•, ·) + ηF [−+](u•, ·) are t-holomorphic due to Proposition 3.12(iii). Therefore,
Proposition 6.15 and the ‘small origami’ assumption ϑ(z) ≡ 0 imply that
(ηf [++](z1, z2) + ηf
[−+](z1, z2))dz2 is a closed form in Ωr {z1}.
Morera’s theorem yields that ηf [++](z1, ·) + ηf [−+](z1, ·) is a holomorphic function of z2. Vary-
ing η, one concludes that both functions f [++](z1, ·) and f [−+](z1, ·) are holomorphic in Ωr{z1}.
The holomorphicity of the functions f [+±](·, z2) follows by the same reasoning.
It remains to demonstrate (iii), i.e., to identify the behavior of the functions f [±±] at z1 = z2.
To this end, given w = wδ ∈W δ, consider the complex-valued primitive
Iw(·) := IC[Fw], where F •w(·) = ηwK−1(w, ·),
see Definition 4.14. As the function Fw is t-holomorphic in a punctured domain, the function Iw
is not well-defined: in fact, it has an additive monodromy 2ηw around the white face w as the
integral of the differential form (3.3) around w is equal to 2ηw
∑
b: b∼wK
−1(w, b)K(b, w) = 2ηw.
Therefore, the function
Hw(·) := IiηwR[Fw] = Pr(Iw(·), iηwR)
is well-defined and harmonic, except at the image of w, on the corresponding T-graph T −η2wO;
see Proposition 4.15. Moreover, Proposition 4.3 implies that this image is a single (degenerate)
vertex of the T-graph T − η2wO and thus the real-valued function iηwHw satisfies either the
maximum or the minimum principle in a vicinity of w = wδ.
We now use the representation of the function Fw via F [±±] provided by Proposition 3.12(ii)
to claim that
F ◦w(u
◦) = 12
(
ηwf
[++](z1, z2) + ηwf
[−+](z1, z2)
)
+ o(1) for w → z1, u◦ → z2 as δ → 0, (7.3)
uniformly over z1, z2 at a definitive distance from ∂Ω and from each other. Denote by h[±+](z1, ·)
the (complex-valued, having additive monodromy around z1) primitive of the holomorphic func-
tion f [±+](z1, ·). As the primitive of the second term in (3.3) vanishes in the limit δ → 0 due to
the ‘small origami’ assumption, we have
Hw(v) = iηw · 12 Im
(
h[++](z1, z2) + η
2
wh
[−+](z1, z2)
)
+ o(1) for w → z1, v → z2.
Recall that the discrete functions iηwHw always satisfy a one-sided maximum principle in a
vicinity of z1. This is only possible if both functions h[±+](z1, ·) have only logarithmic singularities
at z1. Moreover, since Hw never has an additive monodromy around w, the functions h[−+](z1, ·)
must be well-defined and thus cannot have a logarithmic singularity. Therefore, the function
f [++](z1, ·) has (at most) a simple pole at z1 and f [−+](z1, ·) does not have any singularity in Ω.
Finally, if f [++](z1, z2) = c · (z2− z1)−1 +O(1) as z2 → z1, then the function h[++](z1, ·) has an
additive monodromy 2piic around z1. Since the monodromy of Iw = IC[Fw] around w is known
to be equal to 2ηw, integrating asymptotics (7.3) over a fixed contour surrounding z1 and passing
to the limit δ → 0 one gets the identity 2ηw = 12ηw · 2piic. This concludes the proof of (7.2). 
7.2. Proof of Theorem 1.4. We first give an asymptotic expression of the height correlation
functions Hδn via unknown subsequential limits (7.1) of the dimer coupling function and then
use Proposition 7.1 to prove Theorem 1.4.
Proposition 7.2. In the setup of Theorem 1.4 and Proposition 7.1, let vδ1 → v1, . . . , vδn → vn
as δ → 0 for pairwise distinct points v1, . . . , vn ∈ Ω, and similarly v˜δk → v˜k for k = 1, . . . , n and
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pairwise distinct points v˜k ∈ Ω. Then,∑
r1,...,rn∈{0,1}
(−1)r1+...+rnHδn(r1v˜δ1 + (1−r1)vδ1 , . . . , rnv˜δn + (1−rn)vδn)
→ 4−n
∫ v1
v˜1
. . .
∫ vn
v˜n
∑
s1,...,sn∈{±}
det
[
1j 6=kf [sj ,sk](zj , zk)
]n
j,k=1
·
n∏
k=1
dz
[sk]
k , (7.4)
as δ → 0, where dz[+] := dz, dz[−] := dz. The multiple integral can be evaluated over an arbitrary
collection of pairwise non-intersecting paths γk linking v˜k and vk (in other words, the integrand
is an exact differential form in each of the variables z1, . . . , zn). The convergence is uniform
provided that the points v1, . . . , vn remain at a definitive distance from each other and from ∂Ω
and the same is true for the points v˜1, . . . , v˜n.
Proof. The proof essentially repeats the classical argument of Kenyon [21,22] in our setup. Let
γδk be a path running over edges of the t-embedding T δ near γk, from v˜k to vk. (Note that, in
general, we do not control the total length of these paths as we do not assume that the angles
of t-embeddings are uniformly bounded from below). Let (bδkw
δ
k)
∗ ∈ γk be some edges on these
paths. It is well known that the probability that the all the dimers (bδkw
δ
k), k = 1, . . . , n, present
in a random dimer cover of Gδ can be written as det[K−1T δ (wδj , bδk)]nj,k=1 ·
∏n
k=1KT δ(b
δ
k, w
δ
k) and
hence ∑
r1,...,rn∈{0,1}
(−1)r1+...+rnHδn(r1v˜δ1 + (1−r1)vδ1 , . . . , rnv˜δn + (1−rn)vδn)
=
∫ vδ1
v˜δ1
. . .
∫ vδn
v˜δn
det
[
1j 6=kK−1T δ (w
δ
j , b
δ
k)
]n
j,k=1
·
n∏
k=1
dT δk ,
where dT δk = ±dT δ((bδkwδk)∗), the sign depends on whether bδk is to the right or to the left from γk
so that the increment dTk is always oriented from v˜δk to vδk. (The diagonal j = k is excluded
since we are interested in the correlations of the fluctuations ~δ(vδk) = hδ(vδk) − E[hδ(vδk)] and
not the height functions hδ(vδk) themselves.)
Expanding the determinant one obtains the expression∑
σ∈Sn:σ(j)6=j
(−1)sign(σ)
∫ vδ1
v˜δ1
. . .
∫ vδn
v˜δn
n∏
j=1
K−1T δ (w
δ
j , b
δ
σ(j)) ·
n∏
k=1
dT δk ,
where the sum is taken over all permutations σ having no fixed points. Note that, in each of
the variables (bδkw
δ
k)
∗, the integrand is proportional to
K−1T δ (wσ−1(k), bk)K
−1
T δ (wk, bσ(k))dT δk = F •wσ−1(k)(bk)F
◦
bσ(k)
(wk)dT δk ,
here and below we skip (some of) the superscripts δ for shortness. According to Remark 3.11,
this differential form can be extended from the edges of the t-embedding T δ into the plane, as
1
4
(
F ◦wσ−1(k)(zk)F
•
bσ(k)
(zk)dzk + F
◦
wσ−1(k)
(zk)F
•
bσ(k)
(zk) dO(zk)
+ F ◦wσ−1(k)(zk)F
•
bσ(k)
(zk) dO(zk) + F ◦wσ−1(k)(zk)F •bσ(k)(zk)dzk
)
.
Moreover, using the functions F [±±] introduced in Proposition 3.12, one can write this extension
in all the variables zk, k = 1, . . . , n, simultaneously. Recall that
K−1(wj , bσ(j)) = 14
(
F [++] + η2bσ(j)F
[+−] + η2wjF
[−+] + η2bσ(j)η
2
wjF
[−−] )(u•j , u◦σ(j))
if wj ∼ u•j and bσ(j) ∼ u◦σ(j). Denote
dT [+][+] := dT , dT [+][−] := dO = η2wdT ,
dT [−][+] := dT = η2bη2wdT , dT [−][−] := dO = η2bdT .
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Then,
n∏
j=1
K−1(wj , bσ(j)) ·
n∏
k=1
dTk = 4−n
∑
pk,qk=±
n∏
j=1
F [pj ,qσ(j)](u•j , u
◦
σ(j)) ·
n∏
k=1
dT [qk]k,[pkqk],
where the sum is taken over all 22n possible combinations of signs pk and qk. This closed
differential form can be extended from edges of the t-embedding into the plane, in all the
variables zk simultaneously. In particular, the paths γδk can now be assumed to coincide with γk
except near the endpoints and, in particular, to have uniformly (in δ) bounded lengths.
Due to the ‘small origami’ assumption, the integrals over dT [qk]k,[−] vanish in the limit δ → 0,
thus only the terms corresponding to sk := pk = qk ∈ {±} survive. The convergence (7.1) allows
us to conclude that∑
r1,...,rn∈{0,1}
(−1)r1+...+rnHδn(r1v˜δ1 + (1−r1)vδ1 , . . . , rnv˜δn + (1−rn)vδn)
→ 4−n
∑
σ∈Sn:σ(j)6=j
(−1)sign(σ)
∫ v1
v˜1
. . .
∫ vn
v˜n
∑
s1,...,sn∈{±}
n∏
j=1
f [sj ,sσ(j)](zj , zσ(j)) ·
n∏
k=1
dz
[sk]
k (7.5)
as δ → 0. Interchanging the summations over σ and over the signs sk gives the claim. 
Proof of Theorem 1.4. Given a sequence of discrete domains Ωδ, consider subsequential lim-
its (7.1) of the functions F [±±] and define
An(z1, . . . , zn) := 4−n
∑
s1,...,sn∈{±}
det
[
1j 6=kf [sj ,sk](zj , zk)
]n
j,k=1
·
n∏
k=1
dz
[sk]
k .
Proposition 7.2, in particular, implies that An(z1, . . . , zn) is an exact differential form in each of
the arguments z1, . . . , zn. Let auxiliary points v˜1,. . . ,v˜n be close to the boundary of Ω (but at a
definitive distance from each other). We now claim that the function
hn(v1, . . . , vn) := lim
v˜1,...,v˜n→∂Ω
∫ v1
v˜1
. . .
∫ vn
v˜n
An(z1, . . . , zn). (7.6)
is well-defined (provided that the points v1, . . . , vn ∈ Ω are pairwise distinct) and that
Hδn(v
δ
1, . . . , v
δ
n) → hn(v1, . . . , vn) as δ → 0 (7.7)
(as usual, uniformly over v1, . . . , vn at a definitive distance from ∂Ω and from each other).
Indeed, it follows from the convergence (7.4) and assumption Lip(κ,δ), applied to all terms of
the sum except Hδn(vδ1, . . . , vδn), that
Hδn(v
δ
1, . . . , v
δ
n) + ov˜1,...,v˜n→∂Ω(1) =
∫ v1
v˜1
. . .
∫ vn
v˜n
An(z1, . . . , zn) + oδ→0(1),
where the ov˜1,...,v˜n→∂Ω(1) estimate in the left-hand side is uniform in δ and the oδ→0(1) estimate
in the right-hand side holds for fixed v˜1, . . . , v˜n. Passing to the limit as δ → 0, we see that
lim sup
δ→0
Hδn(v
δ
1, . . . , v
δ
n)− o(1) ≤
∫ v1
v˜1
. . .
∫ vn
v˜n
An(z1, . . . , zn) ≤ lim inf
δ→0
Hδn(v
δ
1, . . . , v
δ
n) + o(1)
as v˜1, . . . , v˜n → ∂Ω. Since the correlation Hδn(vδ1, . . . , vδn) does not depend on the choice of
auxiliary points v˜k, this implies the existence of the limit (7.6) and the convergence (7.7).
The function hn is harmonic in each of the variables v1, . . . , vn due to the holomorphicity/anti-
holomorphicity of functions f [±±](·, ·) proved in Proposition 7.1. Moreover, the function hn is
symmetric and satisfies Dirichlet boundary conditions in each of the variables due to assump-
tion Lip(κ,δ) and convergence (7.7). Thus, it only remains to analyze the singularity of the
function hn(v1, . . . , vn−1, · · · ) at, say, the point vn−1: due to the symmetry, this implies the
same behavior as vn → vk for all k 6= n and allows to identify hn uniquely due to the harmonic-
ity and boundary conditions.
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Set h0 := 1 and h1(v) := 0 for v ∈ Ω. We now aim to prove that, for all n ≥ 2, one has
hn(v1, . . . , vn−1, vn) = −(2pi2)−1 log |vn − vn−1| · hn−2(v1, . . . , vn−2) +O(1) (7.8)
as vn → vn−1. To this end, note that Proposition 7.1(iii) (and Hartogs’s theorem) implies that
An(z1, . . . , zn)
= − 1
2pi2
Re
(
dzn−1dzn
(zn − zn−1)2
)
· An−2(z1, . . . , zn−2) + O
( |dz1| . . . |dzn|
|zn − zn−1|
)
, (7.9)
uniformly over z1, . . . , zn−2 at a definitive distance from ∂Ω and from each other and for zn−1, zn
at a definitive distance from ∂Ω and from other zk’s (but not necessarily from each other). In
particular, the function hn has (at most) logarithmic singularities:
hn(v1, . . . , vn−1, vn) = −(2pi2)−1cn−2(v1, . . . , vn−2) · log |vn−vn−1|+O(1) as |vn− vn−1| → 0.
If n = 2, then there is no factor An−2(z1, . . . , z2) and one easily sees that c0 = 1 = h0. Similarly,
if n = 3, then the form A3 does not contain quadratic blow-ups and therefore h3 does not
have singularities and hence vanishes. For n ≥ 4, note that the asymptotics (7.9) also implies
that cn−2 is a smooth function of v1, . . . , vn−2 such that
(dv1 . . . dvn−2cn−2)(z1, . . . , zn−2) = An−2(z1, . . . , zn−2). (7.10)
It remains to note that cn−2(v1, . . . , vn−2) becomes small once one of its arguments approaches
the boundary of Ω. Indeed, due to the Green’s identity this coefficient can be written as
(2pi2)−1cn−2(v1, . . . , vn−2) =
1
2pi
∫ 2pi
0
r
∂
∂r
hn(v1, . . . , vn−1, vn−1 + reiφ)dφ,
for a fixed point vn−1 and a fixed (small enough) radius r > 0. As vk → ∂Ω for some k ≤ n−2, the
harmonic functions hn are uniformly (in all other variables) small due to the convergence (7.6)
and assumption Lip(κ,δ). Due to the Harnack principle, their derivatives are also small and
hence
cn−2(v1, . . . , vn−2)→ 0 if vk → ∂Ω for some k = 1, . . . , n− 2.
We see that both functions cn−2 and hn−2 satisfy Dirichlet boundary conditions (in each of the
arguments) and have the same derivative (7.10) in the bulk, thus cn−2 = hn−2.
To conclude the proof, note that the explicit form of the singularities (7.8) allows one to
identify the harmonic functions hn recursively. This gives h2m+1 ≡ 0 and
h2m(v1, . . . , v2m) = pi
−m∑
pairings$ of 1,...,2m
GΩ(v$(1), v$(2)) . . . GΩ(v$(2m−1), v$(2m)),
the correlation functions of the Gaussian Free Field in Ω with Dirichlet boundary conditions. 
7.3. Discussion. We now briefly discuss how several cases from the existing literature fit our
setup; with a particular emphasis on the explicit expression for functions f [±±], the scaling limits
of F [±±]T δ as δ → 0, available in these cases. In all these situations one obtains f [±±] explicitly
by solving some conformally covariant boundary value problem, so these functions are also
conformally covariant. Recall that f [−−](z1, z2) = f [++](z1, z2) and f [+−](z1, z2) = f [−+](z1, z2).
For classical Temperleyan domains on Z2 [21,22] (see also [28]), as well as for Temperleyan-type
domains coming from T-graphs [23] (see also [3, 4]), the functions f [±±](z1, z2) are conformally
invariant in the first variable and conformally covariant with exponent 1 in the second. This
implies the explicit expressions
f [++](z1, z2) =
2
pii
· φ
′(z2)
φ(z2)− φ(z1) f
[−+](z1, z2) =
2
pii
· φ
′(z2)
φ(z2)− φ(z1)
(7.11)
where φ : Ω→ H denotes the conformal uniformization of Ω onto the upper half-plane sending
the root point a ∈ ∂Ω of the Temperley correspondence to ∞. Equivalently, for each ηw ∈ T,
Re
(∫
(ηwf
[++](z1, z2) + ηwf
[−+](z1, z2))dz2
)
= 0 if z2 ∈ ∂Ωr {a}. (7.12)
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This boundary condition is inherited from the Dirichlet boundary conditions for the discrete
primitives IR[Fw] of the dimer observables (which are discrete harmonic functions on the corre-
sponding T-graph), the particular feature which allows one to prove the convergence theorem in
this case, cf. Theorem A.4. It is worth mentioning that the Tempreleyan case is non-symmetric
with respect to changing the roles of black and white faces. In terms of the first variable, one
observes that, for each ηb ∈ T,
Im
(
ηbf
[++](z1, z2) + ηbf
[+−](z1, z2)
)
= 0 if z1 ∈ ∂Ωr {a}. (7.13)
Both boundary conditions (7.13) and (7.12) are clearly visible in classical Temperleyan do-
mains on Z2 and can be used to prove the convergence of observables, the original argument
of Kenyon [21, 22] went through the simpler Dirichlet boundary conditions (7.13). However,
in the Tempreleyan-like setup coming from T-graphs one of the variables plays a distinguished
role: (7.12) is tautological while (7.13) does not admit a straightforward interpretation in discrete
to the best of our knowledge; it would be interesting to find one.
The second case to discuss is the so-called white-piecewise Temperley domains on Z2 studied
in [31] (we swap the colors here comparing to [31] to fit the preceeding discussion). This setup
is conceptually similar to the classical Temperleyan one, except that one gets more complicated
limits
f [±+](z1, z2) =
2
pii
· φ
′(z2)
φ(z2)− φ[±](z1) ·
∏m−1
k=1 (φ
[+](z2)− φ(v′k))
1
2∏m+1
k=1 (φ
[+](z2)− φ(vk)) 12
·
∏m+1
k=1 (φ
[±](z1)− φ(vk)) 12∏m−1
k=1 (φ
[±](z1)− φ(v′k))
1
2
instead of (7.11), where φ[+](z1) := φ(z1), φ[−](z1) := φ(z1) and vk, v′k ∈ ∂Ω are the boundary
points at which boundary conditions change. Again, the covariance exponents of the func-
tions f [±±] are (1, 0) and the two colors play asymmetric roles. On each of the boundary arcs
between points vk, v′k, either the real or the imaginary part of the function
ηbf
[++](z1, z2) + ηbf
[+−](z1, z2) = ηbf
[++](z1, z2) + ηbf [−+](z1, z2)
satisfies Dirichlet conditions and one can use this boundary value problem to pass to the limit.
The third example is provided by the so-called hedgehog domains, studied in [32]. For these
domains one has
f [++](z1, z2) =
2
pii
· φ
′(z2)
1
2φ′(z1)
1
2
φ(z2)− φ(z1) , f
[−+](z1, z2) =
2
pii
· φ
′(z2)
1
2φ′(z1)
1
2
φ(z2)− φ(z1)
,
the colors play symmetric roles, and the boundary conditions are the Ising-type ones:
Im[
∫
(f(z1, z2))
2dz2] = 0 at ∂Ω if f(z1, z2) = ηwf [++](z1, z2) + ηwf [−+](z1, z2);
Im[
∫
(f(z1, z2))
2dz1] = 0 at ∂Ω if f(z1, z2) = ηbf [++](z1, z2) + ηbf [+−](z1, z2).
Already this set of conformally covariant examples clearly illustrates the fragility of the func-
tions f [±±] with respect to the change of the microscopic properties of the boundary. (Note that
this effect has nothing to do with limit shapes: on Z2, all three examples listed above lead to
the horizontal profile of the height function.)
In general, one cas easily invent a setup in which the functions f [±±] are not conformally
covariant: for instance, piecewise Temperleyan domains on Z2 with arcs satisfying the Temperley
condition with respect to different colors provide a relevant example. Moreover, in any reasonably
general situation – e.g., domains on the square grid composed of 2× 2 blocks, which again leads
to the flat horizontal limit profile of the height function – one should not expect to see any
particular boundary conditions for dimers observables. This is one of the reasons of why we
believe that the framework of Theorem 1.4, which bypasses the identification of the limits of the
functions f [±±], is a right way to treat the dimer model in reasonably general situation.
Finally, it is worth mentioning that a posteriori the convergence of the two- and three-point
functions to those of the GFF implies that, for each subsequential limit of the dimer coupling
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functions, the following representation holds:
f [++](z1, z2) =
2
pii
· χ(z2)ξ(z1)
φ(z2)− φ(z1) , f
[−+](z1, z2) =
2
pii
· χ(z2)ξ(z1)
φ(z2)− φ(z1)
, (7.14)
where φ : Ω→ H is a uniformization map onto the upper half-plane and χ(z)ξ(z) ≡ φ′(z), z ∈ Ω
is an unknown factorization of φ′(z) into two holomorphic factors. Let us emphasize that the
functions χ and ξ might depend on the subsequence along which the limit f [±±] is taken: one
can easily check that each subsequential limit of the form (7.14) leads back to the same GFF.
Given χ and ξ, we can formally write the boundary conditions for dimers observables as follows:
Re(f(z1, z2)χ(z2)) = 0 if z2 ∈ ∂Ω and f(z1, z2) = ηwf [++](z1, z2) + ηwf [−+](z1, z2);
Im(f(z1, z2)ξ(z1)) = 0 if z1 ∈ ∂Ω and f(z1, z2) = ηbf [++](z1, z2) + ηbf [+−](z1, z2).
(7.15)
To summarize, the boundary conditions (7.15) for the limits of observables F ◦w(·) and F •b (·)
might depend on a subsequence though are always dual to each other so that the primi-
tive
∫
Re[F ◦w(z)F •b (z)dz] satisfies the Dirichlet ones. In a general setup, it does not make much
sense to consider limits of F ◦w and limits of F •b separately. Being combined together these limits
form a stable object, whilst each of them alone might have no reasonable interpretation at all
due to a great freedom in the choice of the factorization φ′(z) = χ(z)ξ(z); the particular cases
discussed above are clearly very special in this respect.
A. Appendix. Convergence results for harmonic functions on T-graphs
In this section we prove convergence of basic harmonic functions on T-graphs T δ + Oδ ob-
tained from t-embeddings T δ satisfying assumptions Lip(κ,δ) and Exp-Fat(δ). For simplicity,
below we work in the ‘small origami’ case: Oδ = o(1) as δ → 0 uniformly over regions under
consideration. For more general limits (6.8) of origami maps, the same results can be obtained
following the lines of Remark 6.19. Let us also mention that these convergence theorems can be
also easily made uniform with respect to domains in question following the framework developed
in [11].
Let Ω ⊂ C be a bounded simply connected domain and let subgraphs Ωδ ⊂ T δ + Oδ ap-
proximate Ω as δ → 0 and that t-embeddings T δ satisfy assumptions Lip(κ,δ) and Exp-Fat(δ)
everywhere in Ω (and not just on compact subsets). Note that, though we are in the ‘small
origami’ case and thus the constant κ in Lip(κ,δ) can be chosen arbitrarily small, this choice
could influence the choice of δ which is also used in the second assumption Exp-Fat(δ).
We begin with a simple proposition on the convergence of the harmonic measure.
Proposition A.1. In the setup described above, let boundary arcs (aδ1a
δ
2) of Ω
δ
1 approximate a
given boundary arc (a1a2) of Ω. Then,
hmΩδ1
(·, (aδ1aδ2)) → hmΩ(·, (a1a2)) as δ → 0.
The same holds true for the gradients of these harmonic functions:
D[hmΩδ1
(·, (aδ1aδ2))] → 2∂(hmΩ(·, (a1a2))) as δ → 0,
and both convergences are uniform in the bulk of Ω.
Proof. The proof is standard, e.g. see the proof of [11, Theorem 3.12]. Trivially, the func-
tions Hδ := hmΩδ1(·, (a
δ
1a
δ
2)) are uniformly bounded and therefore form a pre-compact set
in W 1,∞(Ω) due to Corollary 6.18. Moreover, the gradients D[Hδ] are also uniformly bounded
and equicontinuous on compact subsets of Ω due to Corollary 6.14. Therefore, subsequential
limits h and f of these functions exists and it is easy to see that h = Re
∫
f(z)dz for each pair
of such subsequential limits. Finally, uniform crossing estimates discussed in Section 6.3 imply
that Hδ(v) = 1 + o(1) as v → (a1a2) ⊂ ∂Ω, uniformly in δ, and similarly for the boundary
arc (a2a1). One concludes that h is a bounded harmonic function in Ω with boundary val-
ues 1 on (a1a2) and 0 on (a2a1). Therefore, h = hmΩ(·, (a1a2)) for each subsequential limit
and f = 2∂h, the gradient of the function h viewed as a complex number. 
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We now move on to the similar result for the Green functions in Ωδ.
Theorem A.2. In the setup described above, let the vertices vδ of Ωδ approximate a point v ∈ Ω
as δ → 0. Let GΩδ(·, vδ) be the Green function on Ωδ, i.e., the expected time spent at v by the
continuous time random walk Xt started at a given vertex. Then,
(8µ(vδ))−1GΩδ(·, vδ) → GΩ(·, v) as δ → 0,
where µ(vδ) is the uniform measure of the random walk Xt given in Corollary 4.9 and Lemma 5.6,
and the Green function GΩ is normalized so that GΩ(z, z′) = − 12pi log |z′− z|+O(1). Moreover,
(8µ(vδ))−1D[GΩδ(·, vδ)] → 2∂(GΩ(·, v)) as δ → 0,
and both convergences are uniform over compact subsets of Ωr {v}.
We start with a simple preliminary computation.
Lemma A.3. The gradient D[GΩδ(·, vδ)] of the Green function is t-holomorphic away from vδ
and its primitive IC[D[GΩδ(·, vδ)]] has additive monodromy −8iµ(vδ) around vδ.
Proof. It is enough to prove the statement for a non-degenerate vertex vδ, the degenerate case
follows by continuity reasons. Let G(·) = GΩδ(·, vδ). In the notation of Lemma 4.8 (see also
Fig. 5), the monodromy of IC[D[GΩδ(·, vδ)]] around vδ = vA equals to
G(vB)−G(vA)
vB − vA (B −A) +
G(vC)−G(vB)
vC − vB (C −B) +
G(vA)−G(vC)
vA − vC (A− C)
= (q(vA → {vB, vC}))−1
(
− B −A
vB − vA +
A− C
vA − vC
)
= (q(vA → {vB, vC}))−1
(−(1− i tan(φwC )) + (1− i tan(φwB ))) = −8iµ(vA).
As explained in Section 5, the general (non-triangulation) case is fully similar. 
Proof of Theorem A.2. Let Hδ := (8µ(vδ))−1GΩδ(·, vδ), fix a reference point v0 ∈ Ω r {v}
and let vδ0 → v0 as δ → 0. Assume first that the values Hδ(uδ0) remain bounded as δ → 0.
In this situation, Harnack’s principle (see Proposition 6.9) ensures that functions Hδ are also
uniformly bounded, as δ → 0, on compact subsets of Ω. Using the a priori regularity theory
developed in Section 6 as in the proof of Proposition A.1, one can find subsequential limits Hδ →
h, D[Hδ] → f = 2∂h. Clearly, h is a non-negative harmonic functions in Ω r {v}. Moreover,
the maximum principle and the uniform crossing estimates imply that h satisfies the Dirichlet
boundary conditions on ∂Ω. Therefore, h(·) = cGΩ(·, v) for some (unknown at this point)
constant c ≥ 0. To prove that c = 1 we now consider the functions IC[D[Hδ]]. Recall that the
additive monodromy of this function around the vertex vδ is −i due to local computations made
in Lemma A.3. Since this monodromy can be also computed by integrating D[Hδ] over a closed
contour running away from v, both in discrete and in the limit, this implies c = 1.
Finally, we need to rule out the pathological scenario Hδ(vδ0) → ∞, maybe along a subse-
quence. Assume the contrary and introduce the functions H˜δ(·) := Hδ(·)/Hδ(vδ0). Arguing
as above, one proves the existence of subsequential limits H˜δ → h˜, D[H˜δ] → 2∂h, and claims
that h˜ should be a multiple of the Green function GΩ(·, v). However, the functions IC[D[H˜δ]]
has the monodromies −i(Hδ(vδ0))−1 → 0 around 0, which means that h˜ ≡ 0 and contradicts to
the normalization H˜δ(vδ0)→ 1 = h˜(v0). 
Finally, we sketch how one can apply techniques developed in this paper to the particular
case of the dimer model defined on Temperleyan-type domains obtained from general T-graphs.
Recall that this setup involves a marked point at the boundary (the root of the Temperley
bijection), which we denote by aδ (see [23, 27] or [3, Section 4.2] for more details).
Theorem A.4. Consider the same setup of Temperleyan-type domains Ωδ constructed from
subgraphs of T-graphs T δ+Oδ such that Lip(κ,δ), Exp-Fat(δ) and the ‘small origami’ condition
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are satisfied. Let wδ → w ∈ Ω and aδ → a ∈ ∂Ω as δ → 0. If Fwδ denotes the dimer model
observables in Ωδ discussed in Section 3.3, then
F ◦wδ(·) = 12(ηwδf [++](·, w) + ηwδf [−+](·, w)) + o(1) as δ → 0, (A.1)
uniformly on compact subsets of Ωr{w}, where the functions f [±±] are explicitly given by (7.11).
Proof. We first note that the real-valued primitive IR[Fwδ ], defined away from the face wδ,
satisfies Dirichlet boundary conditions along ∂Ωδ r {aδ}. Moreover, as already discussed in the
proof of Proposition 7.1, the complex-valued primitives IC[Fwδ ] have monodromy 2ηwδ around wδ.
Therefore, the jump of the real-valued ones at aδ is equal to 2 Re ηwδ = O(1). Denote
M δ := maxΩδrB(w,r) |IR[Fwδ ]|,
where the annulus ΩδrB(w, r) is cut along a curve running from a to w so that to get rid of the
multi-valued nature of IR[Fwδ ]. Similarly to the proof of Theorem A.2, we first assume that the
maxima M δ remain bounded as δ → 0. Then, the a priori regularity estimates from Section 6
(namely, Theorem 6.17 and (6.10)) imply that Fwδ = O(1) on compact subsets of ΩrB(w, r).
In particular, the functions Fwδ are uniformly bounded in the annulus B(w,
5
2r)rB(w,
3
2r).
Similarly to the proof of Proposition 7.1 we now consider the primitives Iiη
wδ
R[Fwδ ]. Recall
that they are defined on the T-graphs T δ − η2wOδ and are semi-bounded in vicinities of the
degenerate vertices obtained from wδ due to the (one-sided) maximum principle. The Harnack
principle (Proposition 6.9) now gives that Hδ = O(1) on all compact subsets of B(w, 2r)r {w}.
Using the a priori regularity theory once more, we see that Fwδ = O(1) on all compact subsets
of B(w, 2r)r {w} too, and hence on all compact subsets of Ωr {w}.
By contradiction, assume that the asymptotics (A.1) does not hold; passing to a subsequence
we can also assume that ηwδ → η as δ → 0. Applying Corollary 6.14 and passing to a subsequence
once again, we can further assume that F ◦wδ → f on compact subsets of Ω r {w}. The proof
now can be completed similarly to that of Proposition 7.1: the function f can have only a first
order pole at w since Pr(
∫
f(z)dz; iηR) is semi-bounded in the vicinity of w, and the residue
is uniquely reconstructed from the monodromy of IC[Fwδ ] around wδ. Together with Dirichlet
boundary conditions of Re
∫
f(z)dz on ∂Ωr {a}, this implies that f must be given by (7.11).
Finally, to rule out the pathological case M δ → ∞ as δ → 0, note that the same trick as
in the proof of Theorem A.2 works. More precisely, let F˜wδ := (M δ)−1Fwδ . For these re-
scaled functions, all the arguments given above apply and lead to a subsequential limit f˜ which
additionally cannot have a first order pole at w since the monodoromies of IC[Fwδ ] are now killed
by the re-scaling. Therefore, we must have f˜ ≡ 0 everywhere in Ωr {w}, which contradicts to
the choice of the normalization M δ (since in this case one would also have IR[F˜wδ ]→ 0 as δ → 0
everywhere in Ωr {w} due to the Dirichlet boundary conditions for this function). 
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