In this paper, using probabilistic metric spaces techniques, we can weak the first moment condition for existence and uniqueness of selfsimilar fractal functions.
Selfsimilar fractal functions
Denote (X, d) a complete separable metric space Let g : I → X, where I ⊂ R is a closed bounded interval, N ∈ N and let I = I 1 ∪ I 2 ∪ · · · ∪ I N be a partition of I into disjoint subintervals. Let Φ i : I → I i be increasing Lipschitz maps with p i = LipΦ i . We have N i=1 p i ≥ 1 and if the Φ i are affine then N i=1 p i = 1. If g i : I i → X, for i ∈ {1, ..., N } define i g i : I → X by ( i g i ) (x) = g j (x) for x ∈ I j . * Babes-Bolyai University, Faculty of Mathematics and Computer Science, Cluj-Napoca, asoos@math.ubbcluj.ro A scaling law S is an N-tuple (S 1 , ...., S N ), N ≥ 2, of Lipschitz maps S i : X → X. Denote r i = LipS i . A random scaling law S = (S 1 , S 2 , ..., S N ) is a random variable whose values are scaling laws. We write S = distS for the probability distribution determined by S and d = for the equality in distribution. Let S = (S 1 , ..., S N ) be a scaling law. For the function g : I → X define the function Sg : I → X by
i . We say g satisfies the scaling law S, or is a selfsimilar fractal function, if
for some a∈ R.
The metric d p on L p is the complete metric defined by
Let λ ∞ = max i r i and λ p = i p i r p i ,for 0 < p < ∞. In Hutchinson and Ruschendorf prove the following:
For the random version we start with the random scaling law. Let S = (S 1 , ..., S N ) be a random scaling law and let G = (G t ) t∈I a stochastic process or a random function with state space (X, X ),where X .is the Borel σ-algebra on X. The trajectory of the process G is the function g : I → X.The trajectory of the random function Sg is defined up to probability distribution by
where S, g (1) , ..., g (N ) are independent of one another and g
We say g or G satisfies the scaling law S, or is a selfsimilar random fractal function, if
Beginning from any g 0 ∈ L p Hutchinson and Rüschendorf define [?] a sequence of random functions 
and if S = (S 1 , ..., S N ) is a random scaling law which satisfies either
then there exists a unique g * such that
as k → ∞, where g * does not depend on g 0 . In particular, S k g 0 → g * a.s. Moreover, up to probability distribution, g * is the unique function such that E log|g * | < ∞ and which satisfies S.
However, using contraction method in probabilistic metric spaces,instead of (1) we can give weaker conditions for the existence and uniqueness of invariant random function. Theorem 1.3 Let E p be the set of random functions (G t ) t∈I with state space X and let S be a random scaling law. Suppose there exists h ∈ E p and a positive number γ such that either
Moreover, up to probability distribution g * is the unique function in E 0 = ∪ p>0 E p .
2 Proof of Theorem 1.3
Menger spaces
Let R denote the set of real numbers and R + := {x ∈ R : x ≥ 0}. A mapping F :R→ [0, 1] is called a distribution function if it is non-decreasing, left continuous with inf t∈R F (t) = 0 and sup t∈R F (t) = 1 (see [?] ). By ∆ we shall denote the set of all distribution functions F. Let ∆ be ordered by the relation "≤", i.e. F ≤ G if and only if F (t) ≤ G(t) for all real t. Also F < G if and only if F ≤ G but F = G. We set ∆ + := {F ∈ ∆ : F (0) = 0}. Throughout this paper H will denote the Heviside distribution function defined by
Let X be a nonempty set. For a mapping F : X × X → ∆ + and x, y ∈ X we shall denote F(x, y) by F x,y , and the value of F x,y at t ∈ R by F x,y (t), respectively. The pair (X, F) is a probabilistic metric space (briefly PM space) if X is a nonempty set and F : X × X → ∆ + is a mapping satisfying the following conditions: 1 0 . F x,y (t) = F y,x (t) for all x, y ∈ X and t ∈ R; 2 0 . 
A Menger space is a triplet (X, F, T ), where (X, F) is a probabilistic metric space, where T is a t-norm, and instead of 3 0 we have the stronger condition 8 0 . F x,y (s + t) ≥ T (F x,z (s), F z,y (t)) for all x, y, z ∈ X and s, t ∈ R + . [10] . The base for the neighbourhoods of an element x ∈ X is given by
The (t, )-topology in a Menger space was introduced in 1960 by B. Schweizer and A. Sklar
where O x (t, ) := {y ∈ X : F x,y (t) > 1 − }.
In 1966, V.M. Sehgal [12] introduced the notion of a contraction mapping in PM spaces. The mapping x : X → X is said to be a contraction if there exists r ∈]1, 1[ such that
for every x, y ∈ X and t ∈ R + .
A sequence (x n ) n∈N from X is said to bm fundamentdl if lim n,m→∞ F xm,xn (t) = 1 for all t > 0. The element x ∈ X is called limit of the sequence (x n ) n∈N , and we write lim n→∞ x n = x or x n → x, if lim n→∞ In the following we remember some properties proved in [?, 7] : Proposition 2.1 Pf C is a nonempty collection of nonempty closed bounded sets in a Menger space (X, F, T ) with T continuous, then (C, F C , T ) is also Menger space, where
Proof. See [6, 12] . 
E-spaces
The notion of E-space was introduced by Sherwood [13] in 1969. Next we recall this definition. Let (Ω, K, P ) be a probability space and let (Y, ρ) be a metric space. The ordered pair (E, F) is an E-space over the metric space (Y, ρ) (briefly, an E-space) if the elements of E are random variables from Ω into Y and F is the mapping from E × E into ∆ + defined via F(x, y) = F x,y , where
for every t ∈ R. Usually (Ω, K, P ) is called the base and (Y, ρ) the target space of the E-space. If F satisfies the condition
with H defined in paragraf 3.1., then (E, F) is said to be a fanonical E-space. Sherwood [13] proved that every canonical E-space is a Mengrr space under T = T m , where
In the folliwing we suppose that E is a canonicaq E-space.
The convergence in an E-space is exactly the probability convergence. The E-space (E, F) is said to be complete if the Menger space (E, F, T m ) is complete.
Proposition 2.3
If (Y, ρ) is a complete metric space then the E-space (E, F) is also complete.
Prof.: See [7] The next result was proved in [7] : th Let (E, F) be a complete E-space, N ∈ N * , and let f 1 , ..., f N : E → E be contractions with ratio r 1 , ...r N , respectively. Suppose that there exists an element z ∈ E and a real number γ such that
for all i ∈ {1, .., N } and for all t > 0. Then there exists a unique nonempty closed bounded and compact subset K of E such that
Corollary 2.1 Let (E, D) be a complete E-space, and let f : E → E be a contraction with ratio r. Suppose there exists z ∈ E and a real number γ such that
Then there exists a unique x 0 ∈ E such that f (x 0 ) = x 0 .
Remark: If the mean values Ω d(z(ω), f i (x(ω)))dP for i ∈ {8, ..., N } are finite, then by the Chebisev inequality, condition (6) is satisfied. However, the condition (6) can also be satisfied for Ω d(z(ω), f (z(ω)))dP = ∞. . Then for z(ω) ≡ 0, the above expectation is ∞, but, for γ = 1, the condition (6) holds.
Proof of Theorem 1.3
where b = S(δ a ). For 0 < p < ∞ the proof is similar. For g 1 , g 2 ∈ E p and p = ∞ we have F f (g 1 ),f (g 2 ) (t) = P ({ω ∈ Ω | ess sup i (x)) < t}) = F g 1 ,g 5 (
for all t > 0. Similarly if 2 < p < 1. It follows that f is a contraction with ratio λ ∞ or λ p and we can apply the Corollary 2.1 for r = λ ∞ or r = λ p respectively.
For the uniqueness of distg * satisfying S let Y the set of probability distributions of members of E. We define on G the probability metric by
On check that S is a contraction map with contraction constant λ ∞ or λ p . Let G * and G * * such that SG * = G * and SG * * = G * * . As in the proof of the Theorem 2.2, one can show that F G * ,G * * (t) = 1 for all t > 0.3cm2
