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Research on Categorical Data Clustering Algorithms 
 
Abstract 
Along with the expending of Database and the increasing of competition between 
companys, We need to get information to assist them to make a decision, when the 
database is expending and the competition between companys is increasing. Data 
Mining appeared. Cluster Analysis is one of the must important technologies in Data 
Mining. Many previous researches are only refined in the area of numerical data 
clustering, but a few researches on categorical data clustering algorithms.  
This paper makes a deeply research on categorical data clustering, and it contains 
some contents as follows: 
The initialization method of cluster algorithm has an directly influence on the 
result of clusters. Reseachers proposed many initialization methods, but no one is 
accepted broadly. Additionly, there is few initialization methods of categorical data 
clustering. We propose a new initialization method which is composed by the basic 
steps and the framework of refining. The basic steps integrate the distance and the 
density together. The framework of refining restricts initial centers to be chosen from 
more suitable sub-sample points. 
This paper analyzes the drawbacks of the previous fuzzy K-Modes algorithm, 
and proposes a novel algorithm for categorical data sets – fuzzy K-Patterns algorithm. 
The new algorithm induces new definitions of cluster centers and distance. The fuzzy 
K-Patterns can lead to better clustering results on many public data sets. 
The cluster validity index directly determines the distribution of cluster. This 
paper compares the previous validity indexes, and proposes a new validity index with 
new compositions, and advances a new index for categorical data set. The 
experimental result shows the two new validity indexes are all effective. 
 





























目   录 
 
第一章 绪论 ..............................................................................................1 
1.1 研究背景与意义 ..........................................................................................1 
1.2 国内外的研究现状 ......................................................................................4 
1.2.1 数据挖掘的研究现状........................................................................4 
1.2.2 聚类分析的研究现状........................................................................5 
1.3 主要研究内容与创新点 ..............................................................................7 
1.4 本文的结构安排 ..........................................................................................8 
第二章 聚类分析技术 ........................................................................... 10 
2.1 聚类分析概述 ............................................................................................10 
2.2 常用的聚类算法 ........................................................................................16 
2.3.1 FCM 算法 ........................................................................................16 
2.3.2 K-Medoids 算法 ..............................................................................17 
2.3 类属型数据的聚类 ....................................................................................19 
2.3.1 类属型数据......................................................................................19 
2.3.2 CLOPE 算法 ....................................................................................20 
2.3.3 Fuzzy K-Modes 算法.......................................................................21 
2.3.4 问题和难点......................................................................................23 
2.4 小结 ............................................................................................................25 
第三章 聚类中心的初始化 ................................................................... 26 
3.1 引言 ............................................................................................................26 
3.2 传统初始化方法 ........................................................................................26 
3.2.1 随机抽样的方法..............................................................................26 
3.2.2 距离 优的方法..............................................................................27 
3.2.3 密度评估的方法..............................................................................28 
3.2.4 其他方法..........................................................................................29 
3.3 新的初始化方法 ........................................................................................30 
3.3.1 基础初始化步骤..............................................................................30 
3.3.2 新的初始化算法..............................................................................32 


















3.5 小结 ............................................................................................................38 
第四章 类属型数据的聚类算法 ........................................................... 39 
4.1 引言 ............................................................................................................39 
4.2 算法 Fuzzy K-Modes 的缺陷 ...................................................................39 
4.3 新的类属型数据聚类算法 ........................................................................40 
4.3.1 新的聚类中心和距离的定义..........................................................41 
4.3.2 模糊 K-Patterns 算法 ......................................................................41 
4.4 实验结果和比较分析 ................................................................................42 
4.4.1 Soyean 数据集.................................................................................42 
4.4.2 Zoo 数据集 ......................................................................................43 
4.4.3 Credit 数据集...................................................................................43 
4.4.4 Hepatitis 数据集 ..............................................................................44 
4.5 小结 ............................................................................................................44 
第五章 聚类有效性指标 ....................................................................... 46 
5.1 有效性指标概述 ........................................................................................46 
5.2 求解最佳聚类数的过程 ............................................................................48 
5.3 传统聚类有效性指标 ................................................................................48 




5.5 实验结果和比较分析 ................................................................................58 
5.5.1 类属型测试数据集..........................................................................58 
5.5.2 数值型测试数据集..........................................................................59 
5.6 小结 ............................................................................................................63 
第六章 总结与展望 ............................................................................... 65 
参考文献.................................................................................................. 67 
攻读硕士期间取得的成果 ..................................................................... 71 


















Chapter 1 Introduction.......................................................................................... 1 
1.1 Background and Mining................................................................................. 1 
1.2 Reseach Stituation in and out of China......................................................... 4 
1.3 Main Research and Innovations .................................................................... 7 
1.5 Outline of the Thesis ....................................................................................... 8 
Chapter 2 Cluster Analysis ................................................................................ 10 
2.1 Introducation of Cluster Analysis ............................................................... 10 
2.2 Numical Data Clustering Algorithms.......................................................... 16 
2.3 Categorical Data Clustering Algorithms .................................................... 19 
2.3 Summary........................................................................................................ 25 
Chapter 3 Initialization of Cluster Centers.................................................. 26 
3.1 Introduction of Initialization........................................................................ 26 
3.2 Prevous methods of Initialization ................................................................ 26 
3.3 New Initialization Method............................................................................ 30 
3.3 Experimental Result and Discussion ........................................................... 36 
3.4 Summary........................................................................................................ 38 
Chapter 4 Cluster Algorithm for Categorical Data................................... 39 
4.1 Introduction................................................................................................... 39 
4.1 Drawbacks of K-Modes Algorithm ............................................................. 39 
4.2 New Clustering Algorithm for Categorical Data ....................................... 40 
4.3 Experimental Result and Discussion ........................................................... 42 
4.4 Summary........................................................................................................ 44 
Chapter 5 Cluster Validity ................................................................................. 46 
5.1 Introduction of Cluster Validity .................................................................. 46 
5.2 Process of FCM for Best Cluster Number .................................................. 48 
5.3 Previous Validity Indexes............................................................................. 48 
5.4 New Validity Indexes .................................................................................... 53 
5.5 Experimental Result and Discussion ........................................................... 58 
5.6 Summary........................................................................................................ 63 















References .............................................................................................................. 67 















































































学科融合的结果[1][2][3]。数据挖掘与其他学科之间的联系如图 1.2 所示。 
 
 






















































































KDD 一词是在 1989 年 8 月于美国底特律市召开的第一届 KDD 国际学术会





Pacific-Asia Conference on Knowledge Discovery and Data Mining)，在欧洲也举办
有类似的国际会议 PKDD(European Conference on Principles of Data Mining and 
Knowledge Discovery)。1998 年，ACM(Association for Computing Machinery)正式
成立了有关 KDD 的特别兴趣小组 SIGKDD(Special Interest Group on Knowledge 
Discovery in Data and Data Mining)[8]。从 1997 年开始，KDD 拥有了专门的杂志
《Knowledge Discovery and Data Mining》。此外，数据库、人工智能、信息处理、
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