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EUCLIDEAN LATTICES, THETA INVARIANTS,
AND THERMODYNAMIC FORMALISM
JEAN-BENOIˆT BOST
Abstract. These are the notes of lectures delivered at Grenoble’s summer school on Arakelov
Geometry and Diophantine Applications, in June 2017. They constitute an introduction to the
study of Euclidean lattices and of their invariants defined in terms of theta series.
Recall that Euclidean lattice is defined as a pair E := (E, ‖.‖) where E is some free Z-module
of finite rank E and ‖.‖ is some Euclidean norm on the real vector space ER := E ⊗ R. The most
basic of these invariants is the non-negative real number:
h0θ(E) := log
∑
v∈E
e−pi‖v‖
2
.
In these notes, we explain how such invariants naturally arise when one investigates basic
questions concerning classical invariants of Euclidean lattices, such as their successive minima,
their covering radius, or the number of lattice points in balls of a given radius.
We notably discuss their significance from the perspective of Arakelov geometry and of the
analogy between number fields and function fields, their role (discovered by Banaszczyk) in the
derivation of optimal transference estimates, and their interpretation in terms of the formalism of
statistical thermodynamics.
These notes have been primarily written for an audience of arithmetic geometers, but should
also be suited to a wider circle of mathematicians and theoretical physicists with some interest in
Euclidean lattices or in the mathematical foundations of statistical physics.
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0. Introduction
0.1. My talks during the summer school Arakelov Geoemetry and Diophantine Applications were
devoted to the formalism of infinite dimensional vector bundles over arithmetic curves and to the
properties of their theta invariants studied in the monograph [Bos17], and to some Diophantine
applications of this formalism.
In these notes, I will focus on the content of the first of these lectures, where I discussed various
motivations for considering the theta invariants of (finite dimensional) hermitian vector bundles over
arithmetic curves, notably of Euclidean lattices.
Recall that a Euclidean lattice is defined as a pair
E := (E, ‖.‖),
where E is some free Z-module of finite rank E and ‖.‖ is some Euclidean norm on the real vector
space ER := E ⊗ R. The theta invariants of E are invariants defined by means of the theta series
(0.1)
∑
v∈E
e−pit‖x−v‖
2
,
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where (t, x) belongs to R∗+×E, and of its special values. The most basic of these is the non-negative
real number:
h0θ(E) := log
∑
v∈E
e−pi‖v‖
2
.
My purpose in these notes is to explain how they naturally arise when one investigates diverse
basic questions concerning classical invariants of Euclidean lattices, such as their successive minima,
their covering radius, or the number of lattice points in balls of a given radius.
0.2. The first part of these notes consists in a self-contained introduction to the study of Euclidean
lattices.
In Section 1, we recall some basic definitions concerning Euclidean lattices and their basic in-
variants. We also introduce some less classical, although elementary, notions concerning Euclidean
lattices, such as the admissible short exact sequences of Euclidean lattices. These notions naturally
arise from the perspective of Arakelov geometry, but do not appear in classical introductions to
Euclidean lattices. However this formalism should be appealing to geometrically minded readers, as
it is specifically devised to emphasize the formal similarities between Euclidean lattices and vector
bundles over varieties.
In Section 2, we discuss, in a simple guise, a central topic of the classical theory of Euclidean
lattices, the so-called reduction theory. This will demonstrate the flexibility of the “geometric for-
malism” of Euclidean lattices previously introduced, and also exemplify one of the main features of
the classical theory of Euclidean lattices: the occurence, in diverse inequalities relating their classical
invariants, of constants depending of the rank n of the Euclidean lattices under study.
0.3. The precise dependence on n of these constants is a formidable problem — already determin-
ing their asymptotic behavior when n grows to infinity is often delicate — and their occurence is a
nuisance, both from a formal or aesthetic perspective and in applications, notably to Diophantine ge-
ometry. The use of more sophisticated invariants attached to Euclidean lattices, such as their slopes
a` la Stuhler-Grayson or their theta invariants, appears as a natural remedy to these difficulties.
In these notes, we focus on the theta invariants, and the reader is refered to the survey article
[Bos18] for a discussion of these non-classical invariants with more emphasis on the role of slopes.
Our aim in the second part of these notes will be to convince the reader of the significance of the theta
invariants when investigating Euclidean lattices, by giving accessible presentations of diverse results
involving their classical invariants, in the derivation or in the statement of which theta invariants
play a key role.1
In Section 3, after discussing some basic properties of the theta series (0.1), we give an introductory
account of their use in the seminal article of Banaszczyk [Ban93] for deriving transference estimates
— namely, estimates comparing some classical invariants of some Euclidean lattice E and of its dual
E
∨
— where the involved constants depending of n := rkE are basically optimal.
In Section 4, we discuss the occurrence of theta invariants of Euclidean lattices from a completely
different perspective, namely when developing the classical analogy between number fields and func-
tion fields. In this analogy, the theta invariant h0θ(E) attached to some Euclidean lattice E appears
as an arithmetic counterpart of the dimension
h0(C,E) := dimk Γ(C,E)
of the k-vector space of sections Γ(C,E) of some vector bundle E over a smooth projective geo-
metrically irreducible curve C over some field k. The similarities between h0θ(E) and h
0(C,E) may
1There is some overlap between Sections 1–3 and 5 of [Bos18] and Sections 1-4 of these lecture notes. The remaining
sections of loc. cit., devoted to some remarkable recent results of Regev, Dadush, and Stephens–Davidowitz ([DR16],
[RSD17b]), provide some further illustrations of the relevance of theta invariants in the proofs of estimates relating
invariants of Euclidean lattices.
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actually be pursued to a striking level of precision, and we survey several of them at the end of
Section 4.
It turns out that, when dealing with the analogy between number fields and function fields, besides
the invariant h0θ(E) attached to some Euclidean lattice E := (E, ‖.‖), one also classically considers
the non-negative real number
h0Ar(E) := log |{v ∈ E | ‖v‖ ≤ 1}|
— simply defined in terms of the number of lattice points in the unit ball of (ER, ‖.‖) — as an
arithmetic counterpart of h0(C,E).
The coexistence of two distinct invariants playing the role of an arithmetic counterpart of the basic
geometric invariant h0(C,E) is intriguing. This puzzle has been solved in [Bos17], Chapter 3, in two
ways. Firstly, by establishing some comparison estimate, bounding the difference h0θ(E)−h0Ar(E) in
terms of the rank of E, by means of Banaszczyk’s methods discussed in Section 3. And secondly, by
showing that the theta invariant h0θ(E) are related, by Fenchel-Legendre transform, to some “stable
variant” h˜0Ar(E) of the invariant h
0
Ar(E) defined in terms of lattice point counting in the direct sums
E
⊕n
:= E ⊕ . . .⊕ E (n-times)
of copies of the Euclidean lattice E, when the integer n goes to +∞.
We present these relations between h0θ(E), h
0
Ar(E), and h˜
0
Ar(E) with some details in Subsection 4.4.
0.4. The “Legendre duality” between h˜0Ar(E) and h
0
θ(E) provides another striking motivation for
considering the theta invariant h0θ(E). Somewhat surprisingly, this duality holds in a much more
general context. It is indeed a special case of some general measure theoretic results, concerning a
measure space E equipped with some measurable function H with values in R+, that describes the
asymptotic behavior of the measure of the subsets
(0.2) {(x1, . . . , xn) ∈ En | H(x1) + . . .+H(xn) ≤ nE}
of En when n goes to +∞, for a given value of E ∈ R+. These measure theoretic results are actually
closely related to the formalism of statistical thermodynamics.
The proof of these general measure theoretic results is arguably clearer than its specialization to
the invariants h˜0Ar(E) and h
0
θ(E) associated to some Euclidean lattice E := (E, ‖.‖)2. In [Bos17],
these results were established by reduction to some classical theorems of the theory of large deviation.
Moreover their relations with the thermodynamic formalism was only alluded to. In the third part
of these notes, we provide a self-contained presentation of these results, accessible with some basic
knowledge of measure theory and of the theory of analytic functions only (say, at the level of Rudin’s
classical textbook [Rud87]). Our presentation also includes a discussion of the physical signification
of these results and of their relations with some classical techniques to derive estimates in probability
and analytic number theory.
In Section 5, we state our general measure theoretic theorem (Theorem 5.2.1) and we discuss
its interpretation in statistical physics and its application to the invariants h˜0Ar(E) and h
0
θ(E) of
Euclidean lattices.
In Section 6, we give a proof of Theorem 5.2.1 that uses a few basic notions of measure theory
only. The key point of this proof is a variation on a classical proof of Crame´r’s theorem, the starting
point of the theory of large deviations.
Section 7 is devoted to some complements to Theorem 5.2.1 and its proof. Notably, we present
Lanford’s approach to the study of the asymptotic behavior of the measure of the sets (0.2) when n
grows to infinity. We also discuss a mathematical interpretation of the second law of thermodynamics
in our formalism and its application to Euclidean lattices.
2This specialization arises from taking the measure space E to be the set E of lattice points of E equipped with
the counting measure, and the function H to be a multiple of ‖.‖2.
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Finally, in Section 8, we give an alternative derivation of the main assertion of Theorem 5.2.1,
which originates in the works of Poincare´ ([Poi12]) and of Darwin and Fowler ([DF22a], [DF22b],
[DF23]). Instead of arguments from measure and probability theory, it relies on the theory of analytic
functions and on the use of the saddle-point method.
We hope that this presentation will be suited to the arithmetically minded mathematicians for
which the summer school was devised, and also to to a wider circle of mathematicians and theoretical
physicists with some interest in Euclidean lattices or in the mathematical foundations of statistical
physics.
0.5 During the preparation of these notes, I benefited from the support of the ERC project
AlgTateGro, supervised by Franc¸ois Charles (Horizon 2020 Research and Innovation Programme,
grant agreement No 715747).
1. Euclidean lattices
1.1. Un peu d’histoire. Let V be a finite dimensional vector space. A lattice Λ in V is a discrete
subgroup of V such that the quotient topological group V/Λ is compact, or equivalently, such that
there exists some R-basis (ei)1≤i≤n of V such that Λ =
⊕n
i=1 Zei. The R vector space V is then
canonically isomorphic to ΛR := Λ⊗ R.
A Euclidean lattice is the data (V,Λ, ‖.‖) of some finite dimensional R-vector space V , equipped
with some Euclidean norm ‖.‖, and of some lattice Λ in V .
Equivalently, it is the data
E := (E, ‖.‖)
of some free Z-module of finite rank E, and of some Euclidean norm ‖.‖ on the R-vector space
ER := E ⊗ R. (The Z-module E will always be identified to its image by the injective morphism
(E →֒ ER, v 7→ v ⊗ 1). This image is a lattice in ER.)
Three-dimensional Euclidean lattices constitute a mathematical model for the spatial organization
of atoms or molecules in a crystal and for this reason have been investigated since the seventeenth
century (notably by Huyghens in his Traite´ de la lumie`re, published in 1690). At the end of the
eighteenth century, the development of number theory led to the study of Euclidean lattices in a
purely mathematical perspective: Lagrange, in his work on integral quadratic forms in two variables,
considered two-dimensional Euclidean lattices and their reduction properties; the investigation of
integral quadratic forms in an arbitrary number of indeterminates led Gauss and then Hermite to
study Euclidean lattices of rank three, and then of arbitrary rank.
At the beginning of the twentieth century, the study of Euclidean lattices had become a full
fledged domain of pure mathematics, after major contributions of Korkin, Zolotarev, Minkowski
(who introduced the terminology of geometry of numbers for the study of triples (V,Λ, ‖.‖) as above,
with the norm ‖.‖ non necessarily Euclidean), and Voronoi. We refer the reader to the books and
surveys articles [Cas71], [RB79], [Lag95], and [Mar03] for presentations of the classical results of this
theory.
1.2. The classical invariants of Euclidean lattices. There is an obvious notion of isomorphism
between Euclidean lattices: an isomorphism between E1 := (E1, ‖.‖1 and E2 := (E2, ‖.‖2) is an
isomorphism ϕ : E1
∼−→ E2 of Z-modules such that the attached isomorphism of R-vector spaces
ϕR : E1,R
∼−→ E2,R is an isometry between (E1,R, ‖.‖1) and (E2,R, ‖.‖2).
To some Euclidean lattice E := (E, ‖.‖) are classically attached the following invariants, which
depend only of its isomorphism class:
• its rank :
rkE = dimRER ∈ N;
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• its covolume: if mE denotes the Lebesgue measure3 on the Euclidean vector space (ER, ‖.‖)
and if ∆ is a fundamental domain fondamental4 for E acting by translation on ER, the
covolume of E is defined as
covol(E) := mE(∆) ∈ R∗+.
Observe that covol(E) = 1 when rkE = 0.
• its first minimum, when rkE > 0 :
λ1(E) := min
e∈E\{0}
‖e‖ ∈ R∗+.
More generally, one defines the successive minima (λi(E))1≤i≤rkE of E by:
λi(E) := min
{
r ∈ R+ | E ∩B‖.‖(0, r) contains i R-linearly independant elements
}
,
where B‖.‖(0, r) denotes the closed ball of center 0 and radius r in the Euclidean vector
space (ER, ‖.‖).
• its covering radius, when rkE > 0:
Rcov(E) := max
x∈ER
min
e∈E
‖x− e‖ = min{r ∈ R+ | E +B‖.‖(0, r) = ER}.
Many results of the theory of Euclidean lattices may be stated as inequalities relating these divers
invariants.
For instance, a classical results, which goes back to Hermite and plays a central role in algebraic
theory of numbers, is the following estimate for the first minimum of some Euclidean lattice in terms
of its covolume:
Theorem 1.2.1 (Hermite, Minkowski). For any integer n > 0, there exists C(n) in R∗+ such that,
for any Euclidean lattice E of rank n,
(1.1) λ1(E) ≤ C(n)(covol(E))1/n.
If we denote the Lebesgue measure of the unit ball in Rn by vn, this holds with:
(1.2) C(n) = 2v−1/nn .
Since vn = π
n/2/Γ(n/2 + 1), it follows from Stirling’s formula that, when n goes to +∞, this
value of C(n) admits the following asymptotics:
(1.3) 2v−1/nn ∼
√
2n/eπ.
Hermite has proved this theorem by induction on the rank n, by developing what is known
as reduction theory for Euclidean lattices of arbitrary rank. We present a modernized version of
Hermite’s arguments in Section 2 below. These arguments allowed him to establish the estimate
(1.1) with
C(n) = (4/3)(n−1)/2.
(see Subsection 2.1, infra).
In his Geometrie der Zahlen ([Min96], p. 73-76), Minkowski has given a new elegant proof of Her-
mite’s estimate which leads to the value (1.2) for C(n) and admits a simple physical interpretation.
Let us think of the Euclidean lattice as a model for a crystal in the n-dimensional Euclidean space
(ER, ‖.‖): the molecules in this crystal are represented by the points of the lattice E. As the open
balls B˚‖.‖(v, λ1(E)/2) of radius λ1(E)/2 centered at these points are pairwise disjoint, the density
3It is defined as the unique translation invariant Borel measure on ER such that mE(
∑n
i=1[0, 1[vi) = 1 for any
orthonormal basis (vi)1≤i≤n of the Euclidean vector space (ER, ‖.‖). An equivalent normalization condition is the
following one:
∫
ER
e−pi‖x‖
2
dmE(x) = 1.
4Namely, a Borel subset of ER such that (∆ + e)e∈E is a partition of ER. One easily establishes that such a
fundamental domain ∆ exists and that the measure mE(∆) does not depend of the choice of ∆.
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of the crystal — defined as the number of its molecules per unit of volume — is at most the inverse
of the volume of any of these balls, which is
vn(λ1(E)/2)
n.
This density is nothing but the inverse of the covolume of E. Therefore:
covol(E)−1 ≤ [vn(λ1(E)/2)n]−1.
This estimate is precisely (1.1) with C(n) given by (1.2).
Similarly, by observing that the ball B‖.‖(0, Rcov(E)) contains some fundamental domain for the
action of E over ER, we obtain:
vnRcov(E)
n ≥ covol(E),
or equivalently:
(1.4) Rcov(E) ≥ v−1/nn covol(E)1/n.
The square γn = C(n)
2 of the best constant in Hermite’s inequality (1.1) is classically known as
the Hermite’s constant. Its exact value is known for small values of n only (see [CS99], [CK09]).
However Minkowski has proved that the asymptotic estimate γn = O(n), which follows (1.3), is
essentially optimal — namely, when n goes to +∞,, we have:
log γn = logn+O(1).
By comparison, Hermite’s arguments based on reduction theory lead to the weaker estimate:
log γn ≤ (n− 1) log(4/3).
The previous discussion exemplifies a major theme of the theory of Euclidean lattices, since the
investigation by Hermite and his followers Korkin and Zolotarev of Euclidean lattices of arbitrary
rank: the investigation of the “best constants” appearing in the estimates relating invariants of
Euclidean lattices, and notably the determination of their asymptotic behavior when this rank goes
to infinity.
1.3. Euclidean lattices as Hermitian vector bundles over SpecZ. In this paragraph, we
introduce a few additional definitions concerning Euclidean lattices, which are less classical than the
ones discussed in 1.2 above, although they still are quite elementary. These definitions naturally
arise from the perspective of Arakelov geometry, where Euclidean lattices occur as an instance of
the so-called Hermitian vector bundles over some regular Z-scheme of finite type X , in the special
case X = SpecZ.
1.3.1. Short exact sequences and duality. Let us consider some Euclidean lattice E := (E, ‖.‖).
For any Z-submodule F of E, the inclusion morphism F →֒ E defines, by extension of scalars, a
canonical injection FR →֒ ER. Equipped with the restriction to FR of the norm ‖.‖, the submodule
F (which is also a free Z-module of finite rank) defines some euclidean lattice:
F := (F, ‖.‖|FR).
If moreover F is saturated in E — namely, if the Z-module E/F is torsion-free, or equivalently,
if F = FR ∩E — then E/F is a free Z-module of finite rank. Moreover the exact sequence
0 −→ F i−→ E p−→ E/F −→ 0
(where we denote by i and p the inclusion and quotient morphisms) becomes, by extension of scalars,
a short exact sequence of R-vector spaces:
0 −→ FR iR−→ ER pR−→ (E/F )R −→ 0.
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Accordingly the R-vector space (E/F )R may be identified with the quotient of ER by FR. In
particular it may be equipped with the quotient Euclidean norm ‖.‖quot induced by the Euclidean
norm ‖.‖ on ER. This defines the Euclidean lattice
E/F := (E/F, ‖.‖quot).
With the previous notation, we shall say that the diagram
(1.5) 0 −→ F i−→ E p−→ E/F −→ 0
is an admissible short exact sequence of Euclidean lattices.
Let us observe that any saturated Z-submodule F in E is determined by the R-vector subspace
FR in ER, and also by the Q-vector subspace FQ := F ⊗Q of EQ := E ⊗Q, since
F = FR ∩ E = FQ ∩ E.
The map (F 7→ FQ) indeed establishes a bijection between the sets of saturated Z-submodules of E
and of Q-vector subspaces of EQ.
Besides, to any Euclidean lattice E := (E, ‖.‖) is attached its dual Euclidean lattice
E
∨
:= (E∨, ‖.‖∨)
defined as follows.
Its underlying Z-module E∨ is the dual Z-module dual of E,
E∨ := HomZ(E,Z),
which a free Z-module of the same rank as E. The R-vector space (E∨)R := E∨⊗R may be identified
with (ER)
∨ := HomR(ER,R); we shall denote it by E∨R . The Euclidean norm ‖.‖∨ is defined as the
norm dual of the norm ‖.‖ on ER. In other words, for any ξ ∈ E∨R ,
‖ξ‖∨ := max{|ξ(x)|;x ∈ B‖.‖(0, 1)}.
There is a canonical biduality isomorphism:
E
∼−→ E∨∨.
Moreover an admissible short exact sequence 1.5) of Euclidean lattices defines, by duality, a diagram
0 −→ E/F∨ ti−→ E∨
tp−→ F∨ −→ 0
which may be identified with the admissible short exact sequence
0 −→ F⊥−→E−→E∨/F⊥ −→ 0
attached to the saturated Z-submodule
F⊥ := {ξ ∈ E∨ | ξ|F = 0}
in E∨. Actually the map (F 7→ F⊥) establishes a bijection between the set of saturated submodules
of E and of E∨.
1.3.2. Arakelov degree and slope. Instead of its covolume, it is often more convenient to use the
Arakelov degree of some Euclidean lattice E, defined as the logarithm of its “density” covol(E)−1:
(1.6) d̂egE := − log covol(E),
and, when rkE > 0, its slope
(1.7) µ̂(E) :=
d̂egE
rkE
= log(covol(E)−1/rkE).
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For instance, one easily sees that, for any admissible short exact sequence (1.5) of Euclidean
lattices, the covolumes of E, F and E/F satisfy :
(1.8) covol(E) = covol(F ). covol(E/F ).
Consequently their Arakelov degrees satisfy the additivity property:
(1.9) d̂egE = d̂egF + d̂egE/F,
similar to the one satisfied by their rank:
rkE = rkF + rkE/F.
In the same vein, the covolumes of some Euclidean lattice E and of its dual E
∨
satisfy the relation
covol(E
∨
) = covol(E)−1,
which may also be written as
d̂egE
∨
= − d̂egE.
1.3.3. Operations on Euclidean lattices. The operations of direct sum and of tensor product on Z-
modules on Euclidean R-vector spaces allow one to define similar operations on Euclidean lattices.
For instance, if E1 := (E1, ‖.‖1) and E2 := (E2, ‖.‖2) are two Euclidean lattices, we let:
E1 ⊕ E2 := (E1 ⊕ E2, ‖.‖⊕) et E1 ⊗ E2 := (E1 ⊗ E2, ‖.‖⊗),
where the Euclidean norm ‖.‖⊕ on (E1 ⊕ E2)R ≃ E1,R ⊕ E2,R is defined by
‖x1 ⊕ x2‖2⊕ := ‖x1‖21 + ‖x2‖22,
and where the norm ‖.‖⊗ sur (E1⊗E2)R ≃ E1,R⊗RE2,R is characterized by the following property:
for any orthonormal basis (e1α)1≤α≤n1 (resp. (e2β)1≤β≤n2) of the Euclidean space (E1,R, ‖.‖1) (resp.
of (E2,R, ‖.‖2)), (e1α ⊗ e2β)1≤α,β≤n1,n2 is an orthonormal basis of (E1,R ⊗R E2,R, ‖.‖⊗).
The canonical inclusion i : E1 −→ E1 ⊕E2 and projection p : E1 ⊕E2 −→ E2 make the diagram
(1.10) 0 −→ E1 i−→ E1 ⊕ E2 p−→ E2 −→ 0
an admissible short exact sequence of Euclidean lattices 5.
In particular, as a special case of (1.9), we have:
d̂eg (E1 ⊕ E2) = d̂egE1 + d̂egE2.
For any t ∈ R, we define the rank 1 Euclidean lattice
O(t) := (Z, ‖.‖t),
where ‖.‖t denotes the norm over ZR = R defined by
‖x‖t := e−t|x|.
It is straightforward that
d̂egO(t) = t
and that any Euclidean lattice L of rank 1 is isomorphic to O(t) ou` t := d̂egL. Moreover, for any
Euclidean lattice E := (E, ‖.‖), the tensor product E ⊗ O(t) may be identified to the Euclidean
lattice (E, e−t‖.‖), deduced from E by “scaling” its norm by e−t.
5One should beware that, in general, an admissible short exact sequence of Euclidean lattice is not isomorphic to
an exact sequence of the form (1.10): the obstruction for the admissible short exact sequence (1.5) to be split, that is
isomorphic to an admissible short exact sequence of the form (1.10), is an element of some extension group attached
to the Euclidean lattices E et E/F , the properties of which are closely related to reduction theory; see [BK10].
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1.3.4. Example: direct sums of Euclidean lattices of rank 1. The invariants of Euclidean lattices
direct sums of rank 1 Euclidean lattices are easily computed. Let us indeed consider the Euclidean
lattice
E :=
n⊕
i=1
O(ti),
for some positive integer n est un entier > 0, and a non-increasing sequence t1 ≥ · · · ≥ tn on n real
numbers. One easily computes:
d̂egE = t1 + . . .+ tn and µ̂(E) =
t1 + . . .+ tn
n
,
(1.11) λi(E) = e
−ti for any i ∈ {1, . . . , n},
and
Rcov(E) = (1/2)(
n∑
i=1
e−2ti)1/2.
This notably implies:
(1.12) Rcov(E) ∈ [(1/2)e−tn, (
√
n/2)e−tn ].
Besides,
E
∨ ≃
n⊕
i=1
O(−ti),
and accordingly:
λi(E
∨
) = etn+1−i for every i ∈ {1, . . . , n}.
The relation (1.12) may therefore be written:
(1.13) Rcov(E)λ1(E
∨
) ∈ [1/2,√n/2].
2. Reduction theory for Euclidean lattices
In this section, using the geometric language introduced in the previous one, we present a basic
result of reduction theory. Namely we show that that any Euclidean lattice E of rank n may be
“approximated ” by some Euclidean lattice that is the direct sum L1⊕ . . .⊕Ln of Euclidean lattices
L1, · · · , Ln of rank one, with an “error” controlled in terms of n, and accordingly is approximately
determined by the n real numbers µi := d̂egLi, 1 ≤ i ≤ n (see Theorem 2.1.1 infra for a precise
statement).
The derivation of this result in Paragraph 2.1 below is nothing but a reformulation of some classical
arguments that go back to Hermite, Korkin and Zolotarev. But we believe that the geometric point
of view used here — notably the notion of admissible short exact sequences of Euclidean lattices —
makes these proof more transparent and demonstrates the conceptual interest of a more geometric
approach.
As the successive minima or the covering radius of the direct sum L1 ⊕ · · · ⊕ Ln and the dual
Euclidean lattice L
∨
1 ⊕ · · · ⊕ L
∨
n are simple functions of (µ1, · · · , µn), our reduction theorem easily
implies some “transference inequalities” that relates the above invariants of some Euclidean lattice
E and of its dual E
∨
.
The fact that the properties of some Euclidean lattice E of rank n are (approximately) controlled
by the n real numbers (µ1, · · · , µn), already demonstrated by this basic discussion of reduction the-
ory, is a forerunner of the role of the so-called slopes (µ̂1(E), . . . , µ̂n(E)), a non-increasing sequence
of n real numbers associated by Stuhler to the Euclidean lattice E (see [Stu76] and [Gra84]). We
refer the reader to [Bos18] for a discussion and references concerning slopes of Euclidean lattices and
recent advances on their properties.
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2.1. A theorem of Hermite, Korkin and Zolotarev. In substance, the following theorem ap-
pears in some letters of Hermite to Jacobi (see [Her50]). A streamlined version of Hermite’s ar-
guments appears in the work of Korkin and Zolotarev ([KZ73], p. 370-373), and we gave below a
geometric rendering of their proof, using the formalism introduced in the previous section.
Theorem 2.1.1. For any positive integer n, there exists D(n) ∈ R∗+ such that, for any Euclidean
lattice E := (E, ‖.‖) of rank n, the Z-module E admits some Z-base (v1, . . . , vn) such that
(2.1)
n∏
i=1
‖vi‖ ≤ D(n) covol(E).
This indeed holds with :
(2.2) D(n) = (4/3)n(n−1)/2.
Observe also that, with the notation of Theorem 2.1.1, we immediately obtain:
λ1(E) ≤ (
n∏
i=1
‖vi‖)1/n ≤ D(n)1/n covol(E)1/n.
In this way, we recover Hermite’s inequality (1.1), with
C(n) = D(n)1/n = (4/3)(n−1)/2.
(Compare with [Her50], pages 263–265 and 279–283)
Proof. The theorem is established by induction on the integer n.
Let E be a Euclidean lattice of rank n > 0. Let us choose some element s ∈ E such that
‖s‖ = λ1(E). The submodule Zs is the saturated in E.
If n = 1, then E = Zs. In this case,
covol(E) = λ1(E)
and the estimate (2.1) is satisfied by v1 := s and D(1) = 1.
When n > 1, we may consider the quotient Euclidean lattice
E/Zs := (E/Zs, ‖.‖quot),
of rank n− 1. By induction, there exists some basis (w1, . . . , wn−1) of E/Zs such that
(2.3)
n−1∏
i=1
‖wi‖quot ≤ D(n− 1) covol(E/Zs).
If, for any i ∈ {0, . . . , n − 1}, we choose some element vi in the inverse image p−1(wi) of wi by
the quotient map
p : E −→ E/Zs
and if we let vn := s, then (v1, . . . , vn) is a Z-basis of E. Moreover, for any i ∈ {0, . . . , n − 1}, we
may choose for vi an element of p
−1(wi) of minimal norm. Then we have:
(2.4) ‖vi‖ ≤ ‖vi − s‖ et ‖vi‖ ≤ ‖vi + s‖.
Besides, by the very definition of λ1(E), we also have:
(2.5) ‖vi‖ ≥ λ1(E) = ‖s‖.
Let us consider the element v⊥i in p
−1
R (wi) orthogonal to s. By definition of ‖.‖quot, we have:
(2.6) ‖v⊥i ‖ = ‖wi‖quot.
Moreover we may write:
vi = v
⊥
i + ηis
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for some ηi ∈ R. Then we have:
‖vi‖2 = ‖v⊥i ‖2 + η2i ‖s‖2,
and similarly:
‖vi − s‖2 = ‖v⊥i ‖2 + (ηi − 1)2‖s‖2
and
‖vi + s‖2 = ‖v⊥i ‖2 + (ηi + 1)2‖s‖2
The conditions (2.4) may therefore be rephrased as
η2i ≤ min((ηi − 1)2, (ηi + 1)2),
or equivalently as
|ηi| ≤ 1/2.
This implies:
‖vi‖2 ≤ ‖v⊥i ‖2 + (1/4)‖s‖2,
and finally, by taking (2.5) and (2.6) into account:
(2.7) ‖vi‖2 ≤ (4/3)‖wi‖2quot.
The estimates (2.7) and (2.3), together with the mutiplicativity (1.8) of the covolume, show that:
n∏
i=1
‖vi‖ ≤ (4/3)(n−1)/2
n−1∏
i=1
‖wi‖quot.‖s‖
≤ (4/3)(n−1)/2D(n− 1) covol(E/Zs). covol(Zs)
= (4/3)(n−1)/2D(n− 1) covol(E).
This establishes the existence of some Z-basis (v1, . . . , vn) of E that satisfies the inequality (2.1)
with
D(n) = (4/3)(n−1)/2D(n− 1),
and finally with D(n) given by (2.2). 
The previous proof actually provide an algorithm6 for constructing the basis (v1, . . . , vn). Bases
obtained by this algorithm are called Korkin-Zolotarev reduced (see for instance [LLS90]).
2.2. Complements. In applications, it is convenient to combine Theorem 2.1.1 with the following
observations.
2.2.1. Non-isometric isomorphisms and invariant of Euclidean lattices. Let E := (E, ‖.‖) and E′ :=
(E′, ‖.‖′) be two Euclidean lattices of the same rank n and let
ϕ : E
∼−→ E′
an isomorphism between the underlying Z-modules.
The map
ϕR := ϕ⊗ IdR : ER −→ E′R
is the an isomorphism of R-vector spaces, but is not necessary an isometry between the Euclidean
vector spaces (ER, ‖.‖) and (E′R, ‖.‖′). The “lack of isometry” of ϕR is controled by the operator
norms ‖ϕR‖ and ‖ϕ−1R ‖ defined by means of the norms ‖.‖ and ‖.‖′ on ER and E′R, and one easily
sees, by unwinding the definitions, that the covolume, the successive minima, or the coverin radius
of E and E
′
may be compared, with some error terms controlled by these operator norms:
‖ϕ−1R ‖−n ≤
covol(E
′
)
covol(E)
= ‖ΛnϕR‖ ≤ ‖ϕR‖n,
6provided algorithms for finding a vector of shortest positive norm in some Euclidean lattice, etc., are known.
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‖ϕ−1R ‖−1 ≤
λi(E
′
)
λi(E)
≤ ‖ϕR‖ for any i ∈ {1, . . . , n},
‖ϕ−1R ‖−1 ≤
Rcov(E
′
)
Rcov(E)
≤ ‖ϕR‖.
These estimates may be reformulated as follows:
Proposition 2.2.1. If by ψ we denote any of the invariants µ̂, logλ−1i , or logR
−1
cov, we have:
(2.8) − log ‖ϕR‖ ≤ ψ(E′)− ψ(E) ≤ log ‖ϕ−1R ‖.
Notably, for any λ ∈ R,
(2.9) ψ(E ⊗O(λ)) = ψ(E) + λ.

2.2.2. Reduction theory and norms of sum maps. Let us consider some Euclidean lattice E of rank
n > 0, and let L1, . . . , Ln be some Z-submodules of rank 1 in E such that the Z-module E is the
direct sum of L1, . . . , Ln.
We may introduce the “sum map”
Σ : L1 ⊕ . . .⊕ Ln ∼−→ E
and the Euclidean lattice L1⊕ . . .⊕Ln, and consider the operator norms ‖ΣR‖, ‖ΛnΣR‖ and ‖Σ−1R ‖
defined by means of the Euclidean structures on L1 ⊕ . . .⊕ Ln and on E.
Finally, we may define:
δ(E;L1, . . . , Ln) := µ̂(E)− 1
n
n∑
i=1
d̂egLi(2.10)
= µ̂(E)− µ̂(L1 ⊕ . . .⊕ Ln).(2.11)
Proposition 2.2.2. With the previous notation, we have:
(2.12) δ(E;L1, . . . , Ln) = − 1
n
log ‖ΛnΣR‖ ≥ 0,
(2.13) log ‖ΣR‖ ≤ (1/2) logn,
and
(2.14) log ‖Σ−1R ‖ ≤
n− 1
2
logn+ nδ(E;L1, . . . , Ln).
Proof. The estimates (2.12) and (2.13) easily follow from the definitions. They imply (2.14) thanks
to “Cramer’s formula” applied to Σ−1. Indeed it identifies Σ−1 and Λn−1Σ ⊗ (ΛnΣ)−1 and shows
that:
log ‖Σ−1R ‖ = log ‖Λn−1ΣR‖ − log ‖ΛnΣR‖
≤ (n− 1) log ‖ΣR‖+ nδ(E;L1, . . . , Ln).

14 JEAN-BENOIˆT BOST
In the situation of Theorem 2.1.1, we may apply Proposition 2.2.2 with Li := Zvi for 1 ≤ i ≤ n.
Then we have:
nδ(E;L1, . . . , Ln) = − log covolE +
n∑
i=1
log ‖vi‖ ≤ logD(n),
and therefore:
log ‖Σ−1R ‖ ≤
n− 1
2
logn+ logD(n).
2.3. An application to transference inequalities. Let us keep the previous notation. By ap-
plying Proposition 2.2.2 to ϕ = Σ, we obtain that, if ψ denotes any of the invariants logλ−1i ou
logR−1cov, then the following estimate holds:
(2.15) − n− 1
2
logn− logD(n) ≤ ψ(
n⊕
i=1
Zvi)− ψ(E) ≤ (1/2) logn.
We may also apply Proposition 2.2.2 to the isomorphism
tΣ : E∨ ∼−→
⊕
L∨i ,
and thus we obtain:
(2.16) − (1/2) logn ≤ ψ(
n⊕
i=1
Zvi
∨
)− ψ(E∨) ≤ n− 1
2
logn+ logD(n).
The computations of Paragraph 1.3.4 allow us to compute the invariants of the Euclidean lattices⊕n
i=1 Zvi and
⊕n
i=1 Zvi
∨
in terms of the sequence (ti)1≤i≤n := (log ‖vi‖−1)i≤i≤n, where the ‖vi‖ are
ordered increasingly. Together with the estimates (2.15) and (2.16) above, these expressions allows
one to relate suitable invariants of the Euclidean lattice E and of its dual E
∨
.
For instance, in this way, we may derive the following comparison estimate between the covering
radius of E and the first minimum of E
∨
:
Corollary 2.3.1. For any Euclidean lattice E of positive rank n, we have:
(2.17)
∣∣∣logRcov(E) + logλ1(E∨)∣∣∣ ≤ E(n),
where
(2.18) E(n) =
n+ 1
2
logn+ logD(n).
We leave the details of the proof as an exercise.
Statements like 2.3.1, which relates the invariants of geometry of numbers attached to some
Euclidean lattice and to its dual are classically known as transference theorems7. As demonstrated
in the above proof of Corollary 2.3.1, reduction theory allows one to give simple proofs of such
estimates, by reducing to the easy case of Euclidean lattices direct sums of Euclidean lattices of
rank 1.
However the constants depending on the rank n of the Euclidean lattices under study — such
as the constant E(n) in (2.17) — that occur in transference estimates derived in this way turn out
to be “very large”. For instance, as we shall see in the next section, the optimal constant E(n) in
(2.17) is actually logn + O(1), while its upper bound (2.18) derived from Theorem 2.1.1 is of the
order of n2.
7Originally, U¨bertragungssa¨tze; see for instance [Cas71], Chapter XI.
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3. Theta series and Banaszczyk’s transference estimates
In this section, we discuss the basic properties of the theta series associated to Euclidean lattices
and their remarkable applications, due to Banaszczyk ([Ban93]), to the study of their classical
invariants.
3.1. Poisson formula and theta series of Euclidean lattices. The notion of dual lattice plays a
central role in crystallography, since the development of the investigation of crystalline structures by
X-ray diffraction: the diffraction pattern obtained from a crystal modeled by some three dimensional
Euclidean lattice E produces a picture of the dual lattice E
∨
(Ewald, von Laue, Bragg, 1912). This
is a physical expression of the Poisson formula attached to the Euclidean lattice E. Let us recall
its formulation, for some Euclidean lattice E := (E, ‖.‖) of arbitrary rank n.
The Fourier transform provides an isomorphism of topological vector spaces
F : S(ER) ∼−→ S(E∨R )
between the Schwartz spaces of ER and its dual R-vector space E∨R , defined by the following formula,
for anyf ∈ S(ER) and any ξ ∈ E∨R :
F(f)(ξ) :=
∫
ER
f(x)e−2piiξ(x)dmE(x).
It extends to an isomorphism of topological vector spaces between spaces of tempered distributions:
F : S ′(ER) ∼−→ S ′(E∨R ).
Poisson formula asserts that the counting measures
∑
v∈E δv and
∑
ξ∈E∨ δξ —which are tempered
distributions tempe´re´es on ER and E
∨
R — may be deduced from each other by Fourier transform:
(3.1) F(
∑
v∈E
δv) = (covol(E))
−1 ∑
ξ∈E∨
δξ.
Equivalently it asserts that, for any f ∈ S(ER) and any x ∈ ER, the following equality holds:
(3.2)
∑
v∈E
f(x− v) = (covol(E))−1
∑
ξ∈E∨
F(f)(ξ)e2pii〈ξ,x〉.
This equality is nothing but the Fourier series expansion of the function
∑
v∈E f(. − v), which is
E-periodic on ER.
For any t ∈ R∗+, we may apply (3.2) to the function ft ∈ S(ER) defined as
ft(x) := e
−pit‖x‖2 ;
its Fourier transform is:
(Fft)(ξ) = t−n/2e−pit−1‖ξ‖2 .
We thus obtain the following equality, for any x ∈ ER :
(3.3)
∑
v∈E
e−pit‖x−v‖
2
= (covol(E))−1t−n/2
∑
ξ∈E∨
e−pit
−1‖ξ‖2+2pii〈ξ,x〉.
In particular, when x = 0, the Poisson formula (3.3) becomes:
(3.4) θE(t) = (covol(E))
−1 t−n/2 θE∨(t
−1),
where the theta function θE associated to the Euclidean lattice is defined, for any t ∈ R∗+, by the
series:
(3.5) θE(t) :=
∑
v∈E
e−pit‖v‖
2
.
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3.2. Banaszczyk’s transference estimates. In 1993, in his article [Ban93], Banaszczyk has es-
tablished some remarkable transference estimates, concerning the successive minima and the covering
radius:
Theorem 3.2.1 (Banaszczyk). For any Euclidean lattice E of positive rank n and for any integer
i in {1, . . . , n}, the following estimate holds :
(3.6) λi(E).λn+1−i(E
∨
) ≤ n.
Moreover,
(3.7) Rcov(E).λ1(E
∨
) ≤ n/2.
As observed by Banaszczyk, these estimates are optimal, up to some multiplicative error term,
uniformly bounded when n varies. This follows from the existence, establishes by Conway and
Thompson, of a sequence of Euclidean lattices CTn such that
rkCTn = n,
(3.8) CTn
∨ ∼−→ CTn
and:
λ1(CTn) ≥
√
n/2πe (1 + o(n)) when n −→ +∞.
(See[MH73], Chapter II, Theorem 9.5. The lattices CTn are actually integral unimodular lattices, the
existence of which follows from Smith–Minkowski–Siegel mass formula.) The lattices CTn satisfy:
λ1(CTn).λn(CTn
∨
) ≥ λ1(CTn)2 ≥ (n/2πe)(1 + o(n)) when n −→ +∞.
Moreover, according to (3.8), we have :
covol(CTn) = 1
and therefore, according to (1.4) :
Rcov(CTn) ≥ v−1/nn =
√
n/2πe (1 + o(n)) when n −→ +∞.
Consequently,
λ1(CTn).Rcov(CTn
∨
) ≥ λ1(CTn)2 ≥ (n/2πe)(1 + o(n)) when n −→ +∞.
To prove Theorem 3.2.1, Banaszczyk introduces an original method, which relies on the analytic
properties of the theta series (3.5) associated to Euclidean lattices and on the Poisson formula (3.3).
Previous approaches to transference inequalities, such as the ones in (3.6) and (3.7), did rely on
reduction theory and, in their best version, led to estimates which constant of the order of n3/2
instead of n (see for instance[LLS90]).
The role of the theta series θE associated to integral Euclidean lattices — namely, the Euclidean
lattices E defined by some Euclidean scalar product that is Z-valued on E ×E — does not need to
emphasized: for such lattices, the functions θE define modular form and, through this construction,
the theory of modular forms plays a key role in the study and in the classification of integral lattices
(see for instance [Ebe13] for a modern presentation of this circle of ideas and for references).
Banaszczyk’s method highlights the significance of the theta functions θE when investigating the
fine properties of general Euclidean lattices. We present it with some details in the next two sections.
For simplicity, we will focus on the second transference inequality (3.7) in Theorem 3.2.1; the proof
of (3.6) relies on similar arguments, and we refer the reader to [Ban93], p. 631–632 for details. Let
us also point out that Banaszczyk has applied analogous techniques to related problems in [Ban95]
and [Ban96].
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3.3. The key inequalities. Let us consider some Euclidean lattice E := (E, ‖.‖) of positive rank n.
Its theta function θE clearly is a decreasing function. The same holds for θE∨ and the functional
equation (3.4) relating θE and θE∨ therefore show that t
n/2θE(t) is some increasing function of
t ∈ R∗+.
Besides, Poisson formula (3.3) shows that, for any x ∈ ER and any t ∈ R+, we have:
(3.9)
∑
v∈E
e−pit‖x−v‖
2 ≤
∑
v∈E
e−pit‖v‖
2
,
and that the equality holds in (3.9) if and only if x ∈ E.
The starting point of Banaszczyk’s technique is the following inequality, which easily follows from
the previous observations:
Lemma 3.3.1. For any x ∈ ER, any r ∈ R+ and any t ∈]0, 1], we have:
(3.10)
∑
v∈E,‖v−x‖≥r
e−pi‖v−x‖
2 ≤ t−n/2e−pi(1−t)r2
∑
v∈E
e−pi‖v‖
2
.
Proof. This follows from the following chain of inequalities:∑
v∈E,‖v−x‖≥r
e−pi‖v−x‖
2
=
∑
v∈E,‖v−x‖≥r
e−pi(1−t)‖v−x‖
2
e−pit‖v−x‖
2
≤ e−pi(1−t)r2
∑
v∈E,‖v−x‖≥r
e−pit‖v−x‖
2
≤ e−pi(1−t)r2
∑
v∈E
e−pit‖v‖
2
(3.11)
≤ e−pi(1−t)r2t−n/2
∑
v∈E
e−pi‖v‖
2
.(3.12)
Indeed, the estimate (3.11) is a consequence of (3.9), and (3.12) of the estimate tn/2θE(t) ≤ θE(1).

The upper bound (3.9) shows that the estimate (3.10) is relevant only when r is such that
inf
t∈]0,1]
t−n/2e−pi(1−t)r
2
< 1.
An elementary computation, that we shall left as an exercise, establishes that this inequality is
satisfied precisely when r >
√
n/2π, and that, if this holds and if we define r˜ ∈]1,+∞[ by the
relation
r =
√
n/2π r˜,
then the minimum of t−n/2e−pi(1−t)r
2
on ]0, 1] is achieved at
t = tmin := r˜
−2
and assumes the value:
t
−n/2
min e
−pi(1−tmin)r2 = β(r˜)n.
where
(3.13) β(r˜) := r˜e−(1/2)(r˜
2−1).
These remarks show that lemma 3.3.1 may be reformulated as the following proposition, better
suited to applications:
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Proposition 3.3.2. Let E := (E, ‖.‖) be a Euclidean lattice of positive rank n, and let x be some
element de ER. For any r˜ ∈ [1,+∞[, if we let
r :=
√
n
2π
r˜,
then the following upper bound holds:
(3.14)
∑
v∈E,‖v−x‖≥r
e−pi‖v−x‖
2 ≤ β(r˜)n
∑
v∈E
e−pi‖v‖
2
.

Observe that formula (3.13) defines some decreasing homeomorphism:
β : [1,+∞) ∼−→ (0, 1].
Besides, Poisson formula (3.3) implies the following equalities:∑
v∈E
e−pi‖x−v‖
2
+
∑
v∈E
e−pi‖v‖
2
= (covolE)−1
∑
ξ∈E∨
e−pi‖ξ‖
2
[1 + cos(2πξ(x))]
= 2(covolE)−1
∑
ξ∈E∨
e−pi‖ξ‖
2
cos2(πξ(x)),
This implies:
Proposition 3.3.3. For any Euclidean lattice E and for any x ∈ ER, we have:
(3.15)
∑
v∈E
e−pi‖x−v‖
2
+
∑
v∈E
e−pi‖v‖
2 ≥ 2(covolE)−1.

3.4. Proof of the transference inequality (3.7). Let us first state two corollaries of Propositions
3.3.2 and 3.3.3.
By applying Proposition 3.3.2 to x = 0 et r = λ1(E), we get:
Corollary 3.4.1. Let E be some Euclidean lattice of positive rank n and of first minimum λ1(E) >√
n/2π, and let λ˜ ∈]1,+∞[ be defined by
λ1(E) =
√
n/2πλ˜.
Then the following upper bound on θE(1) holds:
(3.16) θE(1) :=
∑
v∈E
e−pi‖v‖
2 ≤ (1− β(λ˜)n)−1.

Besides, by the very definition of the covering radius Rcov(E) of some Euclidean lattice E, there
exists x ∈ ER such that ‖v−x‖ ≥ ρ(E) for any v in E. If we apply Proposition 3.3.2 to such a point
x and to r = Rcov(E), we obtain the first assertion in the following Corollary:
Corollary 3.4.2. Let E be some Euclidean lattice of positive rank n and of covering radius
Rcov(E) ≥
√
n/2π,
and let R˜ ∈ [1,+∞[ be defined by Rcov(E) =
√
n/2πR˜.
Then there exists x ∈ ER tel que
(3.17)
∑
v∈E e
−pi‖v−x‖2∑
v∈E e−pi‖v‖
2
≤ β(R˜)n,
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and consequently:
(3.18) β(R˜)n ≥ 2θE∨(1)−1 − 1.
Proof. We are left to prove (3.18). To achieve this, observe that, according to Proposition 3.3.3,∑
v∈E e
−pi‖v−x‖2∑
v∈E e−pi‖v‖
2 ≥ 2 covol(E)−1θE(1)−1 − 1,
and use the functional equation (3.4) relating θE et θE∨ for t = 1, which takes the form:
θE(1) = (covol(E))
−1 θE∨(1).

We are now in position to establish the transference inequality (3.7), namely:
Rcov(E).λ1(E
∨
) ≤ n/2.
Let us consider a Euclidean lattice E of positive rank n and let us define R˜ and λ˜∨ by the
equalities
Rcov(E) =
√
n/2π R˜ and λ1(E
∨
) =
√
n/2π λ˜∨.
Lemma 3.4.3. If min(λ˜∨, R˜) > 1, then :
(3.19) β(R˜)n + 2β(λ˜∨)n ≥ 1.
Proof. Corollary 3.4.1, applied to E
∨
, shows that:
(3.20) 1− β(λ˜∨)n ≤ θE∨(1)−1.
The inequality (3.19) follows from (3.18) and (3.20). 
For any n > 0, we let:
tn := β
−1(3−1/n) ∈]1,+∞[.
Lemma 3.4.4. When n goes to infinity,
(3.21) tn = 1 +
√
(log 3)/n+O(1/n).
Moreover,
(3.22) tn ≤
√
π for any n ≥ 3.
Proof. An elementary computation shows that, when x ∈ R∗+ goes to 0,
β(1 + x) = 1− x2 +O(x3).
This implies that, when y ∈ (0, 1) goes to zero,
ψ−1(1− y) = 1 +√y +O(y).
Since
tn = 1− (log 3)/n+O(1/n2),
this proves (3.4.4).
Observe also that:
tn ≤
√
π ⇐⇒ β(tn) ≥ β(
√
π)
⇐⇒ 3−1/n ≥ √π exp(−(π − 1)/2)
⇐⇒ −(log 3)/n ≥ −(π − 1)/2 + (1/2) logπ.
As
log 3 = 1.0986...
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and
(π − 1)/2− (1/2) logπ = 0.4984...,
the above inequalities hold for any integer n ≥ 3. 
Using Lemma 3.4.3, we may derive a slightly stronger version of Banaszczyk’s inequality (3.7) for
n ≥ 3:
Proposition 3.4.5. For any Euclidean lattice of positive rank n, the following inequality holds:
(3.23) Rcov(E).λ1(E
∨
) ≤ t2nn/2π.
Actually (3.7) is trivial when n = 1 and follows from elementary considerations, involving reduced
bases of two dimensional Euclidean lattices, when n = 2.
Proof of Proposition 3.4.5. Let us first assume that
(3.24) Rcov(E) = λ1(E
∨
) =: t.
According to Lemma 3.4.3, if t > 1, then β(t) ≥ 3−1/n and therefore t ≤ tn. Since tn > 1, this
inequality still holds when t ≤ 1. The estimate (3.23) immediately follows.
The general validity of (3.23) follows from its validity under the additional assumption (3.24).
Indeed, replacing the Euclidean lattice E by E⊗O(δ) for some δ ∈ R— that is, scaling the Euclidean
norm of E by the positive e−δ — does not change the product Rcov(E).λ1(E
∨
); moreover, by a
suitable choice of δ, the condition
ρ(E ⊗O(δ)) = λ1((E ⊗O(δ))∨)
may be achieved. Indeed, from the very definitions of the covering radius and of the first minimum,
we obtain:
ρ(E ⊗O(δ)) = e−δρ(E) and λ1((E ⊗O(δ))∨) = eδλ1(E∨).

4. Vector bundles on curves and the analogy with Euclidean lattices
4.1. Vector bundles on smooth projective curves and their invariants. In this section, we
recall some basic facts concerning vector bundles on algebraic curves that play a key role in the
analogy between vector bundles and Euclidean lattices
Let C be a smooth, projective and geometrically connected curve over some field k. We shall
denote the field of rational functions over C by
K := k(C).
4.1.1. A vector bundle E over C is locally free coherent sheaf over C. Any coherent subsheaf F of
E is again a vector bundle over C. We shall say that F is a vector subbundle of E when the coherent
sheaf E/F is torsion-free, and therefore also defines a vector bundle over C.
The fiber EK of E at the generic point of C — namely, the space of rational sections of E over
C — is a finite dimensional K-vector space. When F is a coherent subsheaf of E, FK is a K-vector
subspace of EK , and this construction establishes a bijection between vector subbundles of E and
K-vector subspaces of EK .
We may define tensor operations on vector bundles: to any vector bundle E over C, we may
attach its dual vector bundle E∨ and, for any n ∈ N, its tensor power E⊗n and its exterior power∧n
E; to any two vector bundles E and F over C, we may attach their tensor product E ⊗ F and
the vector bundle
Hom(E,F ) ≃ E∨ ⊗ F.
To any vector bundle E over C are associated the following invariants:
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• its rank
rkE := dimK EK ∈ N;
• its degree
degE ∈ Z.
• when rkE > 0, its slope:
µ(E) :=
degE
rkE
∈ Q.
4.1.2. A reminder on the various definitions of degE in the present setting may be in order.
When E has rank 1 — that when E is a line bundle or invertible sheaf — hence isomorphic to
the sheaf OC(D) associated to the divisor
D =
∑
i∈I
niPi
of some non-zero rational section of E (defined by some family (Pi)i∈I of closed points of C and
multiplicities (ni)i∈I ∈ ZI), it is defined as:
degE = degOC(D) = degD :=
∑
i∈I
ni[κ(Pi) : k].
To define the degree of some vector bundle E of arbitrary rank, one reduces to the case of line
bundles by considering its maximal exterior power:
degE := deg
rkE∧
E.
An alternative definition of the degree a vector bundle E involves it so-called Hilbert polynomial.
Let us assume, for simplicity, that the curve C admits some divisor D of degree 18. Then, when the
integer n is large enough, we have:
(4.1) dimkH
0(C,E ⊗OC(nD)) = n rkE + (1 − g) rkE + degE.
where we denote by g the genus of C. This is a straightforward consequence of the Riemann-Roch
formula for the vector bundle E⊗OC(nD), combined to the vanishing of H0(C,E⊗OC(nD)) when
n is large enough, itself a consequence of the ampleness of OC(D).
The right-hand side of (4.1), as a function of n, defines the Hilbert polynomial of E. In particular,
when g = 1, its constant term is the degree of E.
4.1.3. The invariants defined above satisfy the following properties.
(i) For any vector bundle E over C and any vector subbundle F of E,
(4.2) degE = degF + degE/F ;
(ii) For any vector bundle of positive rank E and any line bundle L over C,
µ(E ⊗ L) = µ(E) + degL.
More generally, for any two vector bundles of positive rank E and F over C, we have:
µ(E ⊗ F ) = µ(E) + µ(F ).
(iii) If ϕ : E −→ E′ is a morphism of sheaves of OC -modules between two vector bundles which
is an isomorphism at the generic point:
ϕK : EK
∼−→ E′K ,
8Such a divisor exists when the base field k is algebraically closed (then the divisor D defined by any point in C(k)
will do), or when k is finite.
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then
degE ≤ degE′,
and equality holds if and only if ϕ is an isomorphism.
(iv) For any vector bundle E over C, of dual E∨ := Hom(E,OC), we have:
degE∨ = − degE.
4.2. Euclidean lattices as analogues of vector bundles over projective curves. The analogy
between number fields and function fields has played a central role in the development of algebraic
geometry and number theory since the second half of the nineteenth century, starting with the works
of Dedekind and Weber and of Kronecker.
Here we will be concerned with the version of this analogy which constitutes the framework of
Arakelov geometry9, and which originates in Hensel’s idea that “all places of a number field K are on
the same footing” and that, accordingly, besides the places of K defined by closed points of SpecOK ,
its archimedean places, associated to field extensions σ : K −֒→C (up to complex conjugation) play
an equally important role.
An elementary but significant manifestation of the analogy between number fields and function
fields is the analogy between Euclidean lattices and vector bundles over a smooth projective and
geometrically irreducible curve C over some base field k.
In this analogy, the field Q takes the place of the field K := k(C) of rational functions over k, and
the set of places of Q (which may be identified to the disjoint union of the closed points of SpecZ
— in other words, the set of prime numbers — and of the archimedean place of Q, defined by the
usual absolute value) takes the palce of the closed points of C.
Moreover the Q-vector space EQ associated to some Euclidean E is the counterpart of the fibre
EK of some vector bundle E at the generic point of C; the Euclidean lattices F associated to some
Z-submodules F of E (resp. to saturated Z-submodules) play the role of coherent subsheaves (resp.
of sub-vector bundles) of E, and the admissible short exact sequences of euclidean lattices (1.5) the
one of short exact sequences of vector bundles over C.
These analogies, in their crudest form, have been pointed out for a long time (see notably [Wei39]
and [Eic66], Chapter I). It turns out that the invariants h0θ(E) of Euclidean lattices allow one to
pursue these classical analogy in diverse directions, with an unexpected level of precision. Notably
diverse recent progresses in the study of Euclidean lattices that arose in the last decade in rela-
tion with their application to cryptography offer striking illustrations of this general philosophy.
We refer the reader to [Bos18] for a discussion of these developments, due notably to Micciancio,
Regev, Dadush and Stephens-Davidowitz, which involve comparison estimates relating the slopes of
Euclidean lattices and suitable invariants defined in terms of their theta series.
In this section, we discuss a few simple instances of this analogy only.
4.3. The invariants h0Ar(E), h
0
θ(E) and h
1
θ(E). In the literature devoted to the analogy between
number fields and function fields and to Arakelov geometry are described several invariants of
Euclidean lattices which play the role of the dimension
h0(C,E) := dimkH
0(C,E)
of the space of sections of some vector bundle E over some curve C over some base field k, or of the
dimension
h1(C,E) := dimkH
1(C,E)
of its first cohomology group.
9Rather different versions of this analogy have played a key role in some other areas of arithmetic geometry, for
instance in Iwasawa theory.
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4.3.1. The invariant h0Ar(E). With the notation of Section 4.1, the k-vector space H
0(C,E) may be
identified to the k-vector space HomOC (OC , E) of morphisms of sheaves of OC -modules from OC to
E. When the base field k is finite of cardinality q, it is a finite set and we have:
h0(C,E) = dimk HomOC (OC , E) =
log |HomOC (OC , E)|
log q
.
This leads one to consider the set of morphisms from O(0) = (Z, |.|) to some Euclidean lattice
E := (E, ‖.‖) — by mapping such a morphism ϕ to ϕ(1), it may identified with the finite set
E ∩B‖.‖(0, 1)
of the lattice points in the unit ball of (ER, ‖.‖) — and then to consider the logarithm of its cardi-
nality:
(4.3) h0Ar(E) := log |E ∩B‖.‖(0, 1)|.
This definition appears implicitly in the works of Weil ([Wei39]) and Arakelov ([Ara75]), and more
explicitly in the presentations of Arakelov geometry in [Szp85] and [Man85]. See also [GMS91] for
some variation on this definition, and some definition in the same vein of an analogue of h1(C,E).
4.3.2. The invariants h0θ(E) and h
1
θ(E). One may also introduce the theta series θE associated to
some Euclidean lattice E := (E, ‖.‖), defined as:
θE(t) :=
∑
v∈E
e−pit‖v‖
2
for any t ∈ R∗+
(see (3.5) supra), and then define :
(4.4) h0θ(E) := log θE(1) = log
∑
v∈E
e−pi‖v‖
2 ∈ R+.
The fact that the so-defined invariant h0θ(E) of the Euclidean lattice E is an analogue of the
invariant h0(C,E) attached to some vector bundle E over some projective curve C is a remarkable
discovery of the German school of number theory, and goes back to F. K. Schmidt (at least). Indeed,
if one compare the proofs, respectively by Hecke ([Hec17]) and Schmidt ([Sch31]) of the analytic
continuation and of the functional equation of the zeta functions associated to a number field and
to a function field K := k(C) attached to some curve C (projective, smooth, and geometrically
connected) over some finite field k of cardinality, one sees that the sum∑
v∈E
e−pi‖v‖
2
associated to some Euclidean lattices E := (E, ‖.‖) play the same role as the expressions
qh
0(C,E).
A key feature of Schmidt’s proof is actually that the Riemann-Roch formula for a (rank 1) vector
bundle over a curve plays a role similar to the one of the Poisson formula (3.4) which relates θE and
θE∨ . Indeed, at the point t = 1, this formula becomes:
θE(1) = (covol(E))
−1θE∨(1)
and, by taking logarithms, may also be written:
(4.5) h0θ(E)− h0θ(E
∨
) = d̂egE.
This equality is formally similar to the Riemann-Roch formula over a smooth projective curve C
of genus 1 (hence of trivial canonical bundle), and leads one to define:
(4.6) h1θ(E) := h
0
θ(E
∨
),
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so that (4.5) becomes the “Poisson-Riemann-Roch” formula:
(4.7) h0θ(E)− h1θ(E) = d̂egE.
During the last decades, the above definitions (4.4) and (4.6) have notably appeared in Quillen’s
mathematical diary [Qui] (see the entries on 12/24/1971, 04/26/1973 and 04/01/1983), in [Roe93],
[Mor95], and more recently in the articles by van der Geer and Schoof [vdGS00] and Groenewegen
[Gro01].
4.4. How to reconcile the invariants h0Ar(E) and h
0
θ(E). It is comforting that, as shown in
[Bos18], the definitions (4.3) et (4.4) of the invariants h0Ar(E) and h
0
θ(E), both candidate for playing
the role of h0(C,E) for Euclidean lattices, may be reconciled.
4.4.1. Comparing h0Ar(E) both h
0
θ(E) by Banaszczyk’s method.
Proposition 4.4.1 ([Bos17], Theorem 3.1.1). For any Euclidean lattice of positive rank n, the
following inequalities hold:
(4.8) − π ≤ h0θ(E)− h0Ar(E) ≤ (n/2) logn+ log(1 − 1/2π)−1.
Proof. To prove the first inequality in (4.8), we simply observe that:
h0θ(E) = log
∑
v∈E
e−pi‖v‖
2 ≥ log
∑
v∈E
|v|≤1
e−pi‖v‖
2
≥ log(e−pi|{v ∈ E | ‖v‖ ≤ 1}|) = −π + h0Ar(E).
The proof of second inequality in (4.8) will rely on the following assertions, which are variants of
results in [Ban93], Section 1.
Lemma 4.4.2. 1) The expression log θE(t) defines a decreasing function of t in R
∗
+, and the ex-
pression
(4.9) log θE(t) +
1
2
rkE. log t
an increasing function of t in R∗+.
2) We have:
(4.10)
∑
v∈E
‖v‖2e−pit‖v‖2 ≤ rkE
2πt
∑
v∈E
e−pit‖v‖
2
.
3) For any t and r in R∗+, we have:
(4.11)
∑
v∈E,‖v‖<r
e−pit‖v‖
2 ≥
(
1− rkE
2πtr2
)∑
v∈E
e−pit‖v‖
2
.
Assertion 1) was already used in Subsection 3.3, as the starting point of the proof of Banaszczyk’s
transference estimates.
Proof. The first assertion in 1) is clear. According to the functional equation (3.4) which relates θE
and θE∨ , the expression (4.9) may also be written
d̂egE + log θE∨(t
−1),
and consequently defines an increasing function of t.
The inequality (4.10) may also be written
− 1
π
dθE(t)
dt
≤ rkE
2πt
θE(t),
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and simply expresses that the derivative of (4.9) is non-negative.
To establish the inequality (4.11), we combine the straightforward estimate∑
v∈E,‖v‖≥r
e−pit‖v‖
2 ≤ 1
r2
∑
v∈E
‖v‖2e−pit‖v‖2
with (4.10). This yields: ∑
v∈E,‖v‖≥r
e−pit‖v‖
2 ≤ rkE
2πtr2
∑
v∈E
e−pit‖v‖
2
,
or equivalently, ∑
v∈E,‖v‖<r
e−pit‖v‖
2 ≥
(
1− rkE
2πtr2
)∑
v∈E
e−pit‖v‖
2
.

From (4.11) with r = 1, we obtain that, for any t > rkE/2π, we have:
h0Ar(E) ≥ log(1 − rkE/(2πt)) + log θE(t).
Using also that, for any t ≥ 1,
log θE(t) ≥ log θE(1)−
1
2
rkE. log t,
we finally obtain that, for any t ≥ min(1, rkE/2π), the following inequality holds:
h0Ar−(E) ≥ log(1− rkE/(2πt))−
1
2
rkE. log t+ h0θ(E).
Notably we may choose t = rkE, and then we obtain10:
h0Ar(E) ≥ log(1− 1/2π)−
1
2
rkE. log rkE + h0θ(E).
This completes the proof of the second inequality in (4.8). 
4.4.2. The stable invariant h˜0Ar(E, x) and the Legendre transform of theta invariants. As before, we
denote by E some Euclidean lattice of positive rank. As mentioned in the Introduction, it is also
possible to relate h0θ(E) to some “stable version” of the invariant h
0
Ar(E).
For every t ∈ R∗+, we shall define:
h0Ar(E, x) := h
0
Ar(E ⊗O((log x)/2) = log |{v ∈ E | ‖v‖2 ≤ x}|.
Theorem 4.4.3 ([Bos17], Theorem 3.4.5). For any x ∈ R∗+, the following limit exists in R+:
h˜0Ar(E, x) := lim
k→+∞
1
k
h0Ar(E
⊕k
, kx).
The function log θE(β)(= h
0
θ(E⊗O((log β−1)/2) and h˜0Ar(E, x) of β and x in R∗+ are real analytic,
and respectively decreasing and strictly convex, and increasing and strictly concave.
Moreover, they may be deduced from each other by Fenchel-Legendre duality. Namely, for any
x ∈ R∗+, we have:
h˜0Ar(E, x) = inf
β>0
(log θE(β) + πβx),
and, for any β ∈ R∗+:
log θE(β) = sup
x>0
(h˜0Ar(E, x)− πβx).
10The “optimal” choice of t in terms of n := rkE would be t = (n+2)/2pi. This choice leads to the slightly stronger
estimate: h0Ar(E) ≥ −
n+2
2
log n+2
2pi
− log pi + h0θ(E).
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When E is the “trivial” Euclidean lattice of rank one O(0) := (Z, |.|), Theorem 4.4.3 may be
deduced from results of Mazo and Odlyzko ([MO90], Theorem 1).
As mentioned in the introduction, the next sections of these notes are devoted to the proof of
Theorem 4.4.3. This proof will emphasize the relation between this theorem and the thermodynamic
formalism. Notably, the function h˜0Ar(E, x) will appear as some kind of “entropy function” associated
to the Euclidean lattice E, and will satisfy the following additivity property, which may be seen as
an avatar of the second principle of thermodynamics for Euclidean lattices:
Corollary 4.4.4. For any two Euclidean lattices E1 and E2 of positive rank, and any x ∈ R∗+,
(4.12) h˜0Ar(E1 ⊕ E2, x) = max
x1,x2>0
x1+x2=x
(
h˜0Ar(E1, x1) + h˜
0
Ar(E2, x2)
)
.
This will be proved in paragraph 7.4.3, in a more precise form.
4.4.3. Complements. By elaborating on the proof of Proposition 4.4.1 above, it is possible to estab-
lish the following additional comparison estimates relating h0Ar, h˜
0
Ar, and h
0
θ.
For any integer n ≥ 1, we let:
C(n) := − sup
t>1
[log(1− t−1)− (n/2) log t].
One easily shows that
C(n) = log(n/2) + (1 + n/2) log(1 + 2/n)
and that
1 ≤ C(n)− log(n/2) ≤ (3/2) log 3.
Proposition 4.4.5. For every Euclidean lattice E of positive rank E, we have:
−C(rkE) ≤ h0Ar(E, rkE/2π)− h0θ(E) ≤ rkE/2
and
0 ≤ h˜0Ar(E, rkE/2π)− h0θ(E) ≤ rkE/2.
See [Bos18], paragraph 3.4.4, for the details of the proof.
It may also be shown that, when rkE goes to infinity, the order of growth of the constants in the
comparison estimates in Propositions 4.4.1 and 4.4.5 is basically optimal; see [Bos18], Section 3.5.
4.5. Some further analogies between h0θ(E) and h
0(C,E). A major difference between the
invariants h0θ(E) et h
1
θ(E) attached to Euclidean lattices and the dimensions h
0(C,E) and h1(C,E)
of the cohomology groups of vector bundles is that, while the latter are integers, the former are real,
and that, when E has positive rank, the former never vanish.
This being said, the analogies between the properties both sets of invariant are especially striking.
In the next paragraphs, we describe three of them, by order of increasing difficulty.
4.5.1. Asymptotic behavior of log θE. Starting from the equality∫
ER
e−pi‖x‖
2
dmE(x) = 1,
by approximating this Gaussian integral by Riemann sums over the lattice
√
tE, where t ∈ R∗+ goes
to zero, we obtain:
lim
t−→0+
√
t
rkE
covol(E)
∑
v∈E
e−pit‖v‖
2
= 1,
or equivalently:
(4.13) log θE(t) = −(rkE)/2 log t+ d̂egE + o(1) when t −→ 0+.
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If we let λ = −(1/2) log t, we get:
h0θ(E ⊗O(λ)) = rkE λ+ d̂egE + ε(λ) where limλ→+∞ ε(λ) = 0.
In this formulation, the asymptotic expression (4.13) for θE(t) when t goes to 0+ becomes the
analogue of the expression (4.1) for the Hilbert polynomial of a vector bundle over some curve of
genus g = 1.
The expression (4.13) is also a consequence of Poisson formula (3.4), which actually shows that
the error term ε(λ) decreases extremely fast at infinity. Namely, there exists c ∈ R∗+ such that:
ε(λ) = O(e−ce
λ2
) when λ −→ +∞.
4.5.2. Admissible short exact sequences and theta invariants. A further analogy between the prop-
erties of h0θ(E) and of h
0(C,E) concerns their compatibility with direct sums and, more generally,
with short exact sequences:
Proposition 4.5.1. 1) For any two Euclidean lattices E1 and E2, we have:
(4.14) h0θ(E1 ⊕ E2) = h0θ(E1) + h0θ(E2).
2) For any admissible short exact sequences of Euclidean lattices
0 −→ F i−→ E p−→ E/F −→ 0,
we have :
(4.15) h0θ(E) ≤ h0θ(F ) + h0θ(E/F ).
The subadditivity inequality (4.15) has been observed by Quillen ([Qui], entry of 04/26/1973)
and Groenewegen ([Gro01], Lemma 5.3).
Proof. 1) The equality (4.14) follows from the relation:∑
(v1,v2)∈E1×E2
e
−pi(‖v1‖2E1+‖v2‖
2
E2
)
=
∑
v1∈E1
e
−pi‖v1‖2E1 .
∑
v2∈E2
e
−pi‖v2‖2E2 .
2) Observe that the Poisson formula in the form (3.9) shows that, for any α ∈ E/F ,∑
v∈p−1(α)
e−pi‖v‖
2
E ≤ e−pi‖α‖2E/F
∑
f∈F
e−pi‖f‖
2
F .
By summing over α and taking the logarithms, we obtain (4.15). 
4.5.3. A theorem of Regev and Stephens-Davidowitz. Let C be some smooth projective curve over
some base field k, as in paragraph 4.1. Let E be some vector bundle over C, and F1 and F2 two
coherent subsheaves of E. We may define the following short exact sequence of vector bundles over
C:
0 −→ F1 ∩ F2 −→ F1 ⊕ F2 −→ F1 + F2 −→ 0,
where the morphism from F1 ⊕F2 to F1 +F2 is the sum map, and the one from F1 ∩F2 to F1 ⊕F2
maps a section s to (s,−s). It induces an exact sequence of finite dimensional k-vector spaces:
0 −→ H0(C,F1 ∩ F2) −→ H0(C,F1)⊕H0(C,F2) −→ H0(C,F1 + F2),
which yields the following inequality concerning their dimensions:
h0(C,F1) + h
0(C,F2) ≤ h0(C,F1 ∩ F2) + h0(C,F1 + F2).
Answering a question by McMurray Price (see [MP17]), Regev and Stephens-Davidowitz have
shown that this estimate holds ne varietur for Euclidean lattices and their invariants h0θ:
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Theorem 4.5.2 ([RSD17a]). Let E := (E, ‖.‖) be a Euclidean lattice and let F1 and F2 two Z-
submodules of E. Then the following estimate holds:
h0θ(F 1) + h
0
θ(F 2) ≤ h0θ(F1 ∩ F2) + h0θ(F1 + F2).
Here we denote by F 1, F 2, F1 ∩ F2, and F1 + F2 the Euclidean lattices defines by the free Z-
modules F1, F2, F1 ∩ F2, and F1 + F2 equipped with the restrictions of the Euclidean norm ‖.‖.
We refer the reader to [RSD17a] for the proof of this theorem, which is elementary but extremely
clever.
4.6. Varia. As explained in [Bos18], it is possible to understand the remarkable recent results of
Dadush, Regev and Stephens-Davidowitz on the Kannan-Lova´sz conjecture ([DR16], [RSD17b]) as a
further illustrations of the analogy between the invariants hiθ(E), i ∈ {0, 1}, associated to Euclidean
lattices and the dimensions of cohomology groups hi(C,E) associated to vector bundles on curves
(see notably loc. cit., section 5.4).
Let us also recall that Euclidean lattices are nothing but a special case, associated to the field
K = Q, of Hermitian vector bundles over the “arithmetic curve” SpecOK , attached to some number
field K of ring of integers OK . The analogy between vector bundles over a curve and Euclidean
lattices extends to an analogy between vector bundle over a curve and Hermitian vector bundles
over SpecOK , where K is now an arbitrary number field.
This actually constitutes the natural framework for this analogy: considering arbitrary number
fields is akin to considering curves C of arbitrary genus g ≥ 1. The definitions of the invariants
hiθ(E) extend to this setting, that already was, in substance, the one of [Hec17]. We refer to [Bos17],
Chapter 2, for their study in this more general framework.
Let us finally emphasize that the theta series (3.5) associated to Euclidean lattices appear in
various areas of mathematics and mathematical physics and have led to multiple developments,
from very diverse perspectives. We may notably mention the investigations of extremal values of
theta functions, motivated by the classical theory of modular and automorphic forms (see for instance
[SS06] and its references), the works on the “Gaussian core model”, inspired by the study of sphere
packing and statistical physics ([CdCI16]), and various developments in crystallography and solid
state physics (see for instance [BP17]).
5. A mathematical model of the thermodynamic formalism
In this section, logically independent of the previous ones, we introduce a simple mathematical
model of classical statistical physics and we establish some of its basic properties.
In this model, the central object of study is a pair ((E , T , µ), H), consisting of some measure space
(E , T , µ) equipped with some non-negative measurable function H : E −→ R+. The measure space
(E , T , µ) should be thought as the configuration space (or phase space) of some elementary physical
system, and the function H for the energy function on this space.
For instance, when dealing with some physical system in the realm of classical mechanics, de-
scribed by the Hamiltonian formalism, (E , T , µ) will be the measure space underlying a symplectic
manifold (M,ω), of dimension 2n, equipped with the Liouville measure defined by the top degree
form
µ :=
1
n!
ωn,
and H the function in C∞(M,R) such that the associated Hamiltonian vector field XH on M ,
defined by
iXHω = dH,
describes the evolution of the system (see for instance [AM78] or [Arn89]).
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Besides such examples related to classical mechanics for the pair ((E , T , µ), H), other examples,
of physical and number theoretical origin, will turn out to be interesting (see 5.3.2 and 5.5, infra).
However we shall still refer to the function H as the Hamiltonian or as the energy of the system
under study.
5.1. Measure spaces with a Hamiltonian: basic definitions. Let us consider a measure space
(E , T , µ) defined by a set E , a σ-algebra T of subsets of E , and a non-zero σ-finite measure
µ : T −→ [0,+∞].
Besides, let us consider some T -measurable function
H : E −→ R+.
We shall denote by Hmin its essential infimum with respect to µ and introduce the T -measurable
subset of E :
Emin := H−1(Hmin).
We may introduce the following two conditions:
T1 : µ(E) = +∞,
and:
T2 : For every E ∈ R+, the measure
N(E) := µ(H−1([0, E]))
is finite and, when E goes to +∞,
logN(E) = o(E).
The condition T2 on the finiteness and the subexponential growth of N is easily seen to be
equivalent to following condition:
T′2 : For every β ∈ R∗+, the function e−βH is µ-integrable.
When T2 and T
′
2 are satisfied, we may introduce the partition function (in German, Zustand-
summe)
Z : R∗+ −→ R∗+
and Planck’s characteristic function
Ψ : R∗+ −→ R
defined by the relations, for any β ∈ R∗+:
(5.1) Z(β) :=
∫
E
e−βH dµ
and
(5.2) Ψ(β) := logZ(β)
When the measure µ is a probability measure, the function Ψ(−β) also appears in the literature
as the logarithmic moment generating function (see for instance [Str11], Section 3.1.1).
5.2. Main theorem. For every positive integer n, we also consider the product µ⊗n of n copies of
the measure µ on En equipped with the σ-algebra T ⊗n, and we define the T ⊗n-measurable function
Hn : En −→ R+
defined by:
Hn(x1, . . . , n) := H(x1) + · · ·+H(xn)
for every (x1, · · · , xn) ∈ En.
For every E ∈ R and every integer n ≥ 1, we may consider
(5.3) An(E) := µ
⊗n({x ∈ En | Hn(x) ≤ nE}).
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Clearly, An(E) is a non-decreasing function of E; moreover:
An(E) = 0 if E < Hmin
and
An(Hmin) = µ
⊗n(Eminn) = µ(Emin)n.
(Observe that the measure µ(Emin) is finite when T2 holds.) Besides, when E > Hmin,
An(E) ≥ µ⊗n((H−1([0, E]))n) = N(E)n > 0.
The following theorem, which constitutes the main result in these notes, describes the asymptotic
behavior of An(E) when n goes to infinity. It shows that
An(E) = e
(n+o(n))S(E) when n→ +∞,
for some real valued function S on (Hmin,+∞) that is deduced from Ψ by Legendre-Fenchel trans-
form.
Theorem 5.2.1. Let us assume that Conditions T1 and T2 are satisfied.
1) For any E ∈ (Hmin,+∞) and any integer n ≥ 1, An(E) belongs to R∗+ and the limit
(5.4) S(E) := lim
n→+∞
1
n
logAn(E)
exists in R, and actually coincides with supn≥1(1/n) logAn(E).
The function
S : (Hmin,+∞) −→ R
is real analytic, increasing and strictly concave11, and satisfies:
(5.5) lim
E→(Hmin)+
S(E) = logµ(Emin)
and
(5.6) lim
E→+∞
S(E) = +∞.
Moreover its derivatives establishes a real analytic decreasing diffeomorphism:
(5.7) S′ := (Hmin,+∞) ∼−→ R∗+.
2) The function Ψ : R∗+ −→ R is real analytic, decreasing and strictly convex12. Its derivative up
to a sign
U := −Ψ′
defines a real analytic decreasing diffeomorphism
(5.8) U : R∗+
∼−→ (Hmin,+∞)
and satisfies, for every β ∈ R∗+:
(5.9) U(β) =
∫
E H e
−βH dµ∫
E e
−βH dµ
.
3) The functions −S(−.) and Ψ are Legendre-Fenchel transforms of each other.
Namely, for every E ∈ (Hmin,+∞),
(5.10) S(E) = inf
β∈R∗
+
(Ψ(β) + βE),
11In other words, for any E ∈ (Hmin,+∞), S
′(E) > 0 and S′′(E) < 0.
12In other words, for any β ∈ R∗+, Ψ
′(β) < 0 and Ψ′′(β) > 0.
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and, for every β ∈ R∗+,
(5.11) Ψ(β) = sup
E∈(infµH,+∞)
(S(E)− βE).
Moreover the diffeomorphisms S′ and U (see (5.7) and (5.8)) are inverse of each other. For any
E ∈ (Hmin,+∞) and any β ∈ R∗+, the following inequality holds:
(5.12) S(E) ≤ Ψ(β) + βE,
and (5.12) becomes an equality precisely when
(5.13) β = S′(E), or equivalently E = U(β).
In [Bos17], Appendix A, a more general form of this result is presented, with a strong emphasis on
its relation with Crame´r’s fundamental theorem on large deviations (which deals with the situation
where µ is a probability measure). In particular, Theorem 5.2.1 is established in [Bos17] by some
reduction to Crame´r’s theorem. (Theorem 5.2.1 appears as Theorem A.5.1 in loc. cit.; it is a special
case of Theorem A.4.4, which extends Crame´r’s theorem by a means of a reduction trick discussed
in Section A.4.1.)
The main purpose of the final part of these notes is to present some self contained derivation
of Theorem 5.2.1, that hopefully will make clear the basic simplicity of the underlying arguments.
These arguments will also show that there is a considerable flexibility in the definition (5.3) of An(E)
that ensures the validity of Theorem 5.2.1: diverse variants, where the conditions Hn(x) ≤ nE is
replaced by stronger conditions — for instance Hn(x) < nE, or (1 − η)nE ≤ Hn(x) ≤ nE for some
fixed η ∈ (0, 1) — would still lead to to the convergence of (1/n) logAn(E) towards the same limit
S(E).
For instance, in paragraph 6.2.4, we will derive the following result, which notably covers the
above variants of the condition Hn(x) ≤ nE:
Proposition 5.2.2. Let us keep the notation of Theorem 5.2.1.
For any E ∈ (Hmin,+∞) and any sequence (In)n≥n0 of intervals in R such that
lim
n→+∞
sup In = E
and such that their lengths ln (that is, their Lebesgue measure) satisfy
lim inf
n→+∞
(
√
n ln) > 2
√
Ψ′′(β) where β := S′(E) = U−1(E),
we have:
lim
n→+∞
1
n
logµ⊗n({x ∈ En | Hn(x) ∈ nIn}) = S(E).
5.3. Relation with statistical physics. We want now to explain briefly how the framework of
measure spaces with Hamiltonian and the main theorem presented this section are related to the
formalism of thermodynamics.
These relations go back to the classical works of Boltzmann and Gibbs (see for instance [Bol72],
[Bol77], and [Gib02]). However the present discussion is more specifically related to the approach
to statistical thermodynamics presented in Schro¨dinger’s seminar notes [Sch52], and also, to a lesser
extent, to Khinchin’s exposition in [Khi49]. We refer to [Ell85] for another perspective on the
relations between statistical mechanics and large deviations.
5.3.1. Let us consider a physical system consisting of a large number n of identical “elementary”
systems, each of them described by a measure space equipped with some Hamiltonian function
H . One assumes that these systems are “loosely” coupled: their coupling is assumed to allow the
exchange of energy between these elementary systems; however, we suppose that these exchanges
are negligible with respect to the internal dynamics of the elementary systems.
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One is interested in the “average properties” of these elementary systems when the total energy
of our composite system belongs to some “small interval” [n(E − δE), nE], or in other words, when
the average energy per elementary system is about E. Theorem 5.2.1 and its variant Proposition
5.2.2 provide the following answer to this type of question: they show that the measure
(5.14) W (E) := µ⊗n ({x ∈ En | E − δE ≤ Hn(x)/n ≤ E})
of the points in the phase space En describing states of our composite systems which satisfy the
above energy condition grows like
exp(n(S(E) + o(1))
when n goes to infinity.
In other words, when n is large,
n−1 logW (E) = S(E) + o(1),
and S(E) may be understood as the logarithmic volume of the phase space available “per elementary
system” when there average energy is about E: it is the Boltzmann entropy, at the energyE, attached
to the elementary system described by the measure space with Hamiltonian ((E , T , µ), H).
Its expression (5.8) shows that U(β) may be interpreted as the average value of the Hamiltonian
of our elementary system computed by using Gibbs canonical distribution13 at temperature β−1 —
in brief, to its energy at temperature β−1.
Part 3) of Theorem 5.2.1 relates the Boltzmann entropy of our system, defined as the limit (5.4),
to its energy U(β) as a function of β. As stated in (5.13), to every value of β in R∗+ is attached
bijectively a value E = U(β) in (Hmin,+∞) of this energy, and we then have:
β = S′(E).
If we let β = 1/T, this last relation takes the familiar form:
dS =
dE
T
.
The function Ψ(β) satisfies
Ψ(β) = S(E)− βE,
where, as before, E = U(β). It coincides with the function initially introduced by Planck14 as
Ψ :=
TS − U
T
= −F
T
,
where F := U − TS is the so-called Helmoltz free energy.
5.3.2. The general framework introduced in 5.1 also covers the thermodynamics of some quantum
systems, namely of systems composed of some large number n of copies of some “elementary”
quantum system described by a (non-negative selfadjoint) Hamiltonian operator H acting with a
discrete spectrum on some Hilbert space, say L2(X).
To the data of such an elementary system are indeed associated the spectrum E of H (a discrete
subset of R+), the spectral measure µ of H — defined by the relation
TrL2(X) f(H) =
∫
E
f dµ
for any finitely supported function f on E — and the “tautological” function
H : E −֒→R+,
13namely, the probability measure νβ := Z(β)
−1e−βHµ; see also paragraph 6.1.2, infra.
14Planck initially denoted this function by Φ. The notation Ψ seems to have been introduced in the English
translation [Pla03] of Planck’s classical treatise on thermodynamics, and is also used by Schro¨dinger in [Sch52].
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defined by the inclusion of the spectrum E in R+. Then the partition function Z(β) associated to
the so-defined measure space with Hamiltonian is
Z(β) :=
∫
E
e−βH dµ = TrL2(X)e−βH,
and the previous discussion still holds mutatis mutandis : An(E) now represents the number of
“quantum states” of our composite system of total energy at most nE, etc.
A remarkable instance of this situation is provided by the quantum harmonic oscillator, say of
frequency ν, described by the Hamiltonian operator
H := −(h2/2) d
2
dx2
+ (ν2/2)x2
acting on L2(R).
Then E = (N+1/2)hν, and µ is the counting measure∑e∈E δe. The associated partition function
is
Z(β) =
∑
k∈N
e−β(k+1/2)hν =
e−βhν/2
1− e−βhν
and accordingly:
Ψ(β) := logZ(β) = −(1/2)βhν − log(1− e−βhν).
Consequently, we then have:
U(β) =
hν
2
+
hν e−βhν
1− e−βhν .
We recover Planck’s formula for the energy of a quantum oscillator of frequency ν at temperature
β−1, which constitutes the historical starting point of quantum physics.
5.4. Gaussian integrals and Maxwell’s kinetic gas model. In this subsection, we discuss an
instance of the formalism introduced in 5.1 and of Theorem 5.2.1 that may be seen as a mathe-
matical counterpart of Maxwell’s statistical approach to the theory of ideal gases. It is included for
comparison with the application in Subsection 5.5 of the above formalism to Euclidean lattices —
the present example appears as a “classical limit” of the discussion of Section 5.5.
5.4.1. Euclidean spaces and Gaussian integrals. We begin by a purely mathematical discussion.
Let V be a finite dimensional real vector space equipped with some Euclidean norm ‖.‖.
We shall denote by λ the Lebesgue measure on V attached to this Euclidean norm. It may
be defined as the unique translation invariant Radon measure on V which satisfies the following
normalization condition: for any orthonormal base (e1, · · · , eN) of the Euclidean space (V, ‖.‖),
λ
(
N∑
i=1
[0, 1)ei
)
= 1.
This normalization condition may be equivalently expressed in terms of a Gaussian integral:∫
V
e−pi‖x‖
2
dλ(x) = 1.
We may apply the formalism of this appendix to the measure space (V,B, λ), defined by V
equipped with the Borel σ-algebra B and with the Lebesgue measure λ, and to the function
H := (1/2m)‖.‖2
where m denotes some positive real number.
Then, for every β in R∗+, we have:
(5.15)
∫
V
e−β‖p‖
2/2m dλ(p) = (2πm/β)dimV/2.
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Therefore
(5.16) Ψ(β) = (dim V/2) log(2πm/β)
and
(5.17) U(β) = −Ψ′(β) = dimV/(2β).
The relation (5.13) between the “energy” E and the “inverse temperature” β, takes the following
form, for any E ∈ (Hmin,+∞) = R∗+ and any β ∈ R∗+:
(5.18) βE = (dim V )/2.
The function S(E) may be computed directly from its definition.
Indeed, for any E ∈ R∗+ and any positive integer n, we have:
(5.19)
λ⊗n
({(x1, . . . , xn) ∈ V n | (1/2m)(‖x1‖2 + . . .+ ‖xn‖2) ≤ nE}) = vn dimV (2mnE)n(dimV )/2.
Here vn dimV denotes the volume of the unit ball in the Euclidean space of dimension n dimV . It is
given by:
(5.20) vn dimV =
πn(dimV )/2
Γ(1 + n(dimV )/2)
.
From (5.19) and (5.20), by a simple application of Stirling’s formula, we get:
S(E) = lim
n→+∞
1
n
log
[
vndimV (2mnE)
n(dimV )/2
]
= (dimV/2)[1 + log(4πmE/ dimV )].
In particular
S′(E) =
dimV
2E
,
and we recover (5.18).
Conversely, combined with the expression (5.16) for the function Ψ, Part 3) of Theorem 5.2.1
allows one to recover the asymptotic behaviour of the volume vn of the n-dimensional unit ball, in
the form:
v1/nn ∼
√
2eπ/n when n→ +∞.
Finally, observe that when m = (2π)−1 — the case relevant for the comparison with the applica-
tion to Euclidean lattices in Section 5.5 — the expressions for Ψ and S take the following simpler
forms:
Ψ(β) = (dimV/2) log(1/β)
and
S(E) = (dimV/2)[1 + log(2E/ dimV )].
5.4.2. Hamiltonian dynamics on a compact Riemannian manifold. LetX be a compact C∞ manifold
of (pure positive) dimension d, and let g be a C∞ Riemannian metric on X .
We shall denote the tangent (resp. cotangent) vector of X by TX (resp. by T
∨
X). The Riemannian
metric g defines an isomorphism of C∞ vector bundles
(5.21) TX
∼−→ T∨X ,
by means of which the Euclidean metric ‖.‖ on the fibers of TX defined by g may be transported
into some Euclidean metric ‖.‖∨ on the fibers of T∨X .
The 2d-dimensional C∞ manifold T∨X is endowed with a canonical symplectic form ω, defined
as the exterior differential dα of the tautological 1-form α on T∨X , which is characterized by the
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following property (see for instance [AM78] or [Arn89]): for any C∞ function f on some open subset
U of X , the differential of f defines a section Df over U of the structural morphism
π : T∨X −→ X
of the cotangent bundle T∨X , and the 1-form Df
∗α over U , defined as the pull-back of α by this
section, coincides with the differential df of f .
Let m be a positive real number. The Hamiltonian flow associated to the function
(5.22) H :=
1
2m
‖.‖∨2 : T∨X −→ R
on the symplectic manifold (T∨X , ω) describes the dynamics of some particle of mass m moving freely
on the Riemaniann manifold (X, g). When m = 1, this flow transported to TX by means of (the
inverse of) the diffeomorphism (5.21) is the geodesic flow of the Riemannian manifold (X, g) (see for
instance [AM78], Section 3.7).
The thermodynamics of a kinetic gas model composed of free particles of mass m on (X, g) is
described by the formalism of paragraphs 5.1 and 5.2 applied to E := T∨X equipped with the Liouville
measure µ := ωd/d! and with the Hamiltonian function H defined by (5.22).
More generally, one may consider some C∞ function
V : X −→ R
and introduce the Hamiltonian function
HV : T
∨
X −→ R
defined by
HV (p) :=
1
2m
‖p‖∨2 + V (x)
for any point x in X and any p in the fiber T∨X,x := π
−1(x) of the cotangent bundle over x.
It describes a particle of mass m moving on the Riemannian manifold (X, g), submitted to the
potential V , and our formalism applied to
(E , µ,H) := (T∨X , ωd/d!, HV )
describes the thermodynamics of a gas of such particles.
5.4.3. Euclidean lattices and flat tori. let F be some Euclidean lattice, and let (X, g) be the com-
pact Riemannian manifold defined as the flat torus associated to the dual Euclidean lattice F
∨
:=
(F∨, ‖.‖∨); namely,
X := F∨R /F
∨
and g is the flat metric on
TX ≃ (F∨R /F∨)× F∨R
defined by the “constant” Euclidean norm ‖.‖∨ on F∨R .
Then the function H on
T∨X ≃ (F∨R /F∨)× FR
is simply the composition
H : TX
pr2−→ FR ‖.‖
2/2m−→ R,
where pr2 denotes the projection of (F
∨
R /F
∨) × FR onto its second factor. Moreover the Liouville
measure µ on T∨X is nothing but the product of the translation invariant measure on F
∨
R /F
∨ deduced
from the Euclidean metric ‖.‖∨ — its total mass is
covolF
∨
= (covolF )−1
— and of the normalized Lebesgue measure on the Euclidean space (ER, ‖.‖).
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Accordingly, in this situation, the triple (T∨X , ω
d/d!, HV ) introduced in 5.4.2 coincides — up to
some “trivial factor” F∨R /F
∨ — with the one associated in 5.4.1 to the Euclidean space (V, ‖.‖) =
(FR, ‖.‖).
In this way, we derive the following expressions for its partition and characteristic functions:
Z(β) = (covolF )−1 (2πm/β)d/2
and
(5.23) Ψ(β) := (d/2) log(2πm/β) + d̂egF.
Consequently, the expression for the energy U(β) is unchanged:
(5.24) U(β) =
d
2β
and the entropy function is
S(E) =
d
2
[1 + log(4πmE/d)] + d̂egF .
We recover the classical formulae describing the kinetic theorey of an ideal gas of particles of mass
m in the “box with periodic boundary conditions” described by the flat torus associated to F
∨
.
Observe that when m = (2π)−1 — the case relevant for the comparison with the application to
Euclidean lattices discussed in Paragraph 5.5 infra – the above expressions for Ψ and S take the
following simpler forms:
Ψ(β) = (d/2) logβ−1 + d̂egF
and
S(E) = (d/2)[1 + log(2E/d)] + d̂egF .
5.4.4. Maxwell’s kinetic gas model on a compact Riemannian manifold. Let us return to the situation of a
compact Riemannian manifold (X, g), equipped with some potential function V , introduced in 5.4.2.
For simplicity, let us assume that X is oriented, and let us denote by λg the volume form on X associated
to the Riemannian metric g (it is a C∞ form of degree d, everywhere positive). The expression (5.15) for the
Gaussian integrals on some Euclidean vector space admits a straightforward “relative” version, concerning
the projection map pi : T∨X −→ X, namely:
pi∗(e
−β‖.‖∨2/2m ωd/d!) = (2pim/β)d/2 λg.
(Here pi∗ denotes the operation of integration of differential forms along the fibers of pi.)
This immediately implies that the partition function associated to (E , µ, H) := (T∨X , ω
d/d!, HV ) is:
Z(β) :=
∫
T∨
X
e−βHV ωd/d! = (2pim/β)d/2
∫
X
e−βV λg.
Therefore its characteristic function is
Ψ(β) = (d/2) log(2pim/β) + log
∫
X
e−βV λg
and the energy function is given by:
U(β) =
d
2β
+
∫
X
e−βV V λg∫
X
e−βV λg
.
When the potential V vanishes, we recover the same expression as the ones (5.23) and (5.24) previously
derived for flat tori, with d̂egF replaced by log vol(X, g) in (5.23), where
vol(X, g) :=
∫
X
λg
denotes the volume of the Riemannian manifold (X, g). For a general potential V , we have:
d
2β
+min
X
V ≤ U(β) ≤
d
2β
+max
X
V.
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5.5. Application to Euclidean lattices: proof of Theorem 4.4.3. Let us finally now discuss
how Theorem 4.4.3 may be derived from Theorem 5.2.1.
5.5.1. Let us consider some Euclidean lattice E := (E, ‖.‖) of positive rank. To E is attached the
measure space with Hamiltonian ((E , T , µ), H) defined as follows:
(5.25) E := E,
(5.26) T := P(E),
(5.27) µ :=
∑
v∈E
δv
— in other words, (E , T , µ) is the set E underlying the Euclidean lattice E equipped withe the
counting measure — and:
(5.28) H := π‖.‖2.
The associated partition function is nothing but the theta function of E:
(5.29) Z(β) =
∑
v∈E
e−piβ‖v‖
2
= θE(β) for every β ∈ R∗+.
Besides, for any x ∈ R∗+,
An(πx) = µ
⊗n({v ∈ En | Hn(v) ≤ nπx}) = |{(v1, . . . , vn) ∈ E⊕n | ‖v1‖2 + . . .+ ‖vn‖2 ≤ nπx}|.
In other words:
(5.30) logAn(πx) = h
0
Ar(E
⊕n
, nπx).
Using the relations (5.29) and (5.30), the content of Theorem 5.2.1 applied to the measure space
with Hamiltonian defined by (5.25)-(5.28) translates into Theorem 4.4.3.
Indeed, we immediately obtain:
Ψ(β) = log θE(β) for every β ∈ R∗+,
and
(5.31) S(πx) = h˜0Ar(E, x) for every x ∈ R∗+.
5.5.2. From Theorem 5.2.1, we also derive some additional properties of the functions h˜0Ar(E, .) and
θE that may have some interest.
Firstly:
lim
x−→0+
h˜0Ar(E, x) = 0.
Moreover, as functions of x and β,
h˜0 ′Ar(E, x) :=
dh˜0Ar(E, x)
dx
and θ′
E
(β)/θE(β) define real analytic decreasing diffeomorphisms of R
∗
+ to itself, and for any (x, β) ∈
R∗2+ ,
(5.32) πβ = h˜0 ′Ar(E, x)⇐⇒ πx = −θ′E(β)/θE(β).
Finally, for any (x, β) ∈ R∗2+ , we have:
(5.33) h˜0Ar(E, x) ≤ log θE(β) + πβx,
and equality holds in (5.33) if and only x and β are related by the equivalent conditions (5.32).
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5.5.3. The measure space with Hamiltonian associated to E by the relations (5.25)-(5.28) may be
seen as a quantum version of the one associated to a flat torus in paragraph 5.4.3.
Indeed, with the notation of this paragraph, the Hamiltonian operator that describes a non-
relativistic particle of mass m that freely moves on the flat torus X := F∨R /F
∨ is
H := −(h/2π)2∆/(2m)
acting on L2(X), where h denotes Planck’s constant and ∆ the usual Laplacian. This operator has
a discrete spectrum, which may be parametrized by the lattice F : the eigenfunction associated to
v ∈ F is the function ev on X defined by
ev([x]) := e
2pii〈x,v〉 for every x ∈ F∨R ;
it satisfies:
Hev := −
(
h
2π
)2
1
2m
∆ ev =
h2
2m
‖v‖2
F
.
The associated partition function is:
Z(β) =
∑
v∈F
e−piβh
2‖v‖F /2m = θF (βh
2/(2πm)).
When h = 1 and m = (2π)−1, this partition function Z coincides with θβ .
6. Proof of the Main Theorem
In this section, we give a self-contained proof Theorem 5.2.1, by “unfolding” the arguments in
[Bos17], Appendix A, and in the classical proofs of Crame´r’s theorem. This proof relies on some
basic principles of measure and probability theory only.
In this proof, the assertions in Theorem 5.2.1 will not be established in the order they have been
successively stated.
Actually, we shall first study the function Ψ and establish Part 2) of Theorem 5.2.1, and then define
the function S as the Legendre-Fenchel transform of −Ψ(−.) and establish its Part 3). This first
part of the argument, in Subsection 6.1 will appear rather standard to any mathematician familiar
with basic measure theory — except possibly for the introduction of the probability measures νβ in
paragraph (6.1.2), which however should be unsurprising to anybody familiar with the first principle
of statistical thermodynamics.
Then, in Subsection 6.2, we shall establish the expression (5.4) of S(E) as the limit
(6.1) lim
n→+∞
(1/n) logAn(E),
and thus establish the main assertions of Part 1) of Theorem 5.2.1. This step constitutes the key
point of the proof Theorem 5.2.1, and will follow from applications of Markov’s and Chebyshev’s
inequalities on measure space (En, T ⊗n) defined as the product of n-copies of (E , T ) equipped with
the product mesures µ⊗n and ν⊗nβ . These arguments also lead to the variants of the limit formula
(5.4) stated in Proposition 5.2.2.
At this stage, the proof of Theorem 5.2.1 will be completed, with the exception of the formula
(5.5) for the entropy “at the zero temperature limit”. This formula, of a more technical character,
will be established in Subsection 6.3, which could be skipped at first reading.
Complements and variants to Theorem 5.2.1 and its derivation will be presented in the next
sections. Notably, in Subsection 7.3, we shall present a beautifully simple argument, due to Lanford
[Lan73], for the existence of the limit (6.1), and in Section 8, we shall discuss some alternative
derivations of the key limit formula (5.4) which asserts the equality of this limit with S(E), where
S(E) is defined as the Legendre-Fenchel transform (5.10) of −Ψ(−.).
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Instead of arguments from measure and probability theory, these derivations will rely on the
theory of analytic functions and on the use of the saddle-point method. They originate in the work
of Poincare´ ([Poi12]) and of Darwin and Fowler ([DF22a], [DF22b], [DF23]).
In this section, we consider a measure space (E , T , µ) and some T -measurable function H from E
to R+ as in Section 5, and we assume that Conditions T1 and T2 are satisfied.
6.1. The functions Ψ, U and S.
6.1.1. Analyticity properties of Z and Ψ. For any a in R∗+ and any β in the half plane [a,+∞) + iR
in C, we have:
|e−βH | = e−Re β.H ≤ e−aH .
As the function e−aH is µ-integrable on E , we immediately derive from this estimate:
Proposition 6.1.1. For any β in the open half plane
C+ := R
∗
+ + iR,
the integral (5.1) which defines Z(β) is absolutely convergent. The so-defined function
Z : C+ −→ C
is holomorphic and bounded on every half plane [a,+∞) + iR, where a > 0.
Moreover, for any k ∈ N, the k-th derivative of Z is given by the absolutely convergent integral,
for every β ∈ C+:
(6.2) Z(k)(β) =
∫
E
(−H)ke−βH dµ.

This obviously yields the real analyticity of Z : R∗+ −→ R. Moreover, Z(β) is clearly positive for
any β ∈ R∗+ (since µ(E) > 0). Consequently Ψ = logZ is a well-defined real analytic function on
R∗+.
Observe also that, for any z ∈ C+,
(6.3) |Z(z)| =
∣∣∣∣∫E e−zH dµ
∣∣∣∣ ≤ ∫E |e−zH | dµ = Z(Re z).
Consequently, for every β ∈ R∗+,
Ψ(β) = max
z∈β+iR
log |Z(z)|.
According to Hadamard’s three-lines theorem (see for instance [Sim11], Theorem 12.3), this repre-
sentation of Ψ implies its convexity on R∗+. It may also be derived from arguments of real analysis
that we now present.
6.1.2. The measures νβ and the convexity properties of Ψ. For every β ∈ R∗+, we may introduce the
probability measure
νβ := Z(β)
−1e−βHµ
on (E , T ).
Clearly, for every ε ∈ (0, β), the function eεH is νβ-integrable, and a fortiori H belongs to
Lp(E , νβ) for every p ∈ [1,+∞). (However H is not essentially bounded with respect to µ – or
equivalently to νβ — as a consequence of T1 and T2.)
Actually, for any k ∈ N and every β ∈ R∗+, we have:
(6.4) Z(k)(β) =
∫
E
(−H)ke−βH dµ = (−1)kZ(β)
∫
E
Hk dνβ .
40 JEAN-BENOIˆT BOST
Let us introduce the mean value mβ and the variance σβ of H with respect to the probability νβ ,
defined by the relations
mβ :=
∫
E
H dνβ
and
σ2β :=
∫
E
|H −mβ |2 dνβ =
∫
E
H2 dνβ −m2β .
As a straightforward consequence of (6.4), we obtain the following formulae:
Proposition 6.1.2. For every β ∈ R∗+, we have:
(6.5) mβ = Z(β)
−1
∫
E
He−βH dµ = −Z(β)−1Z ′(β) = −Ψ′(β),
(6.6)
∫
E
H2 dνβ = Z(β)
−1
∫
E
H2e−βH dµ = Z(β)−1Z ′′(β),
and
(6.7) σ2β = Z(β)
−1Z ′′(β)− (Z(β)−1Z ′(β))2 = d
dβ
Z ′(β)
Z(β)
= Ψ′′(β).

Corollary 6.1.3. For every β in R∗+, Ψ
′(β) < 0 and Ψ′′(β) > 0.
Proof. The expression (6.5) (resp. (6.7)) of −Ψ′(β) (resp., of Ψ′′(β)) as mβ (resp., as σ2β) shows
that it is positive, since H is non-negative and not (almost everywhere) constant. 
6.1.3. The function U . Let us now consider the real analytic function
U := −Ψ′ : R∗+ −→ R.
According to (6.5), for every β ∈ R∗+, we have:
U(β) = mβ.
As H ≥ Hmin νβ-almost everywhere on T , it satisfies:
(6.8) U(β) ≥ Hmin.
Besides, according to Corollary 6.1.3,
(6.9) U ′(β) = −Ψ′′(β) < 0.
Proposition 6.1.4. The limit behaviour of Z(β), Ψ(β) and U(β) when β ∈ R∗+ goes to 0 and +∞
is given by the following relations:
(6.10) lim
β→0+
Z(β) = +∞ and lim
β→+∞
Z(β) = µ(H−1(0)) (∈ R+),
(6.11) lim
β→0+
Ψ(β) = +∞ and lim
β→+∞
Ψ(β) = logµ(H−1(0)) (∈ [−∞,+∞)),
and
(6.12) lim
β→0+
U(β) = +∞ and lim
β→+∞
U(β) = Hmin.
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Proof. By monotone convergence (resp., by dominated convergence), as β goes to 0 (resp., to +∞),
Z(β) goes to ∫
E
dµ = µ(E) = +∞ (resp., to
∫
E
1H−1(0)dµ = µ(H
−1(0))).
This establishes (6.10), and (6.11) immediately follows.
According to (6.8) and (6.9), the limit l0 := limβ→0+ U(β) and l∞ := limβ→+∞ U(β) exist in
(Hmin,+∞] and [Hmin,+∞) respectively.
If l0 were not +∞, then U(β) would stay bounded when β goes to 0, and therefore its primitive
−Ψ(β) also. This would contradict the first part of (6.11).
For every ε ∈ R∗+, we have:
Ψ′(β) = −U(β) ≤ −l∞ + ε
for β large enough in R∗+. Therefore there exists Bε and cε in R
∗
+ such that
Ψ(β) ≤ −(l∞ − ε)β + cε for every β ≥ Bε.
In other words, ∫
E
e−β(H−l∞+ε) dµ ≤ ecε for β ≥ Bε.
This immediately implies that
µ({x ∈ E | H(x) ≤ l∞ − ε}) = 0,
or equivalently:
Hmin ≥ l∞ − ε.
As ε is arbitrary in R∗+, this shows that l∞ ≤ Hmin, and finally that l∞ = Hmin. 
From (6.9) and (6.12), we deduce:
Corollary 6.1.5. The function U defines a real analytic diffeomorphism
U := R∗+
∼−→ (Hmin,+∞).

6.1.4. The entropy function S. For any E ∈ (Hmin,+∞), the expression Ψ(β)+βE defines a strictly
convex function of β ∈ R∗+: its derivative −U(β) + E is increasing on R∗+ and vanishes if (and only
if) β = U−1(E). Therefore Ψ(β) + βE attains its infimum over R∗+ precisely at β = U
−1(E).
We shall define the entropy function
S : (Hmin,+∞) −→ R
by
S(E) := inf
β∈R∗
+
(Ψ(β) + βE) = Ψ(U−1(E)) + U−1(E)E.
In other words, the function −S(−.) is the Legendre-Fenchel transform of the function Ψ, or the
functions −S(−.) and Ψ are dual in the sense of Young (see 6.1.5 infra).
The function S, like Ψ and U−1, is clearly real analytic. Moreover the elementary properties of
the Legendre-Fenchel-Young duality applied to Ψ and −S(−.) show that S′′ > 0 on R∗+, that S′
defines a real analytic diffeomorphism
S′ : (Hmin,+∞) ∼−→ R∗+
inverse of U , and that, for any β ∈ R∗+,
(6.13) Ψ(β) = sup
E∈(Hmin,+∞)
(S(E)− βE);
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moreover, the infimum in the right hand side of (6.13) is attained at a unique point E in (Hmin,∞),
namely E = U(β).
In other words, for any E ∈ (Hmin,+∞) and any β ∈ R∗+, the following inequality holds:
(6.14) S(E) ≤ Ψ(β) + βE,
and it becomes an equality if and only if E = U(β), or equivalently β = S′(E).
Finally observe that, from the trivial lower bound
S(E) ≥ Ψ(U−1(E))
and the relations
lim
E→+∞
U−1(E) = 0 and lim
β→0+
Ψ(β) = +∞
(see Proposition 6.1.4 and Corollary 6.1.5), immediately follows the relation (5.6):
lim
E→+∞
S(E) = +∞.
6.1.5. A reminder on Legendre duality. For the convenience of the reader, in this paragraph we establish
the basic facts concerning the Legendre–Fenchel–Young duality of convex smooth functions of one variable
used in 6.1.4. They are well known (see for instance [Arn89], §14), but usually not formulated in the precise
form used here15.
Let I be a non empty interval in R and let f : I −→ R be a function of class C2 which is strictly convex,
namely which satisfies
f ′′(x) > 0 for every x ∈ I.
The inverse function theorem applied to f ′ shows that J := f(I) is a non empty open interval in R and that
f ′ defines a C1 diffeomorphism
f ′ : I
∼
−→ J.
Moreover, for any p ∈ J, the function
F (x, p) := px− f(x)
of x ∈ I is concave and attains its supremum at a unique point of I , namely f ′−1(p). (Indeed ∂F (x, )/∂x =
p− f ′(x) and ∂2F (x, p)/∂x2 = −f”(x) < 0.)
The Legendre-Fenchel transform or Young dual of f is the function
g : J −→ R
defined by
(6.15) g(p) := max
x∈I
F (x, p) = F (f ′−1(p), p).
Proposition 6.1.6. The function g is strictly convex of class C2. Its derivative defines a C1 diffeomorphism
inverse of f ′1 :
g′ = f ′−1 : J
∼
−→ I.
Moreover, for any x ∈ I,
(6.16) f(x) = max
p∈J
G(x, p) = G(x, g′−1(x))
where G(x, p) := px− g(p).
15Legendre duality actually holds in a much more general setting, and we refer the reader to [Ho¨r94], Section 2.2
for a more general discussion of Legendre duality, concerning convex functions on finite dimensional vector spaces,
with no smoothness assumptions, and to [Sim11], Chapter 5, for its extension to convex functions on locally convex
topological vector space.
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The equality (6.16) precisely asserts that f coincides with the Legendre–Fenchel transform of its Legendre–
Fenchel transform g. In other words, the Legendre-Fenchel transformation is involutive.
The symmetry between the two functions f and g may also be expressed by the fact that, for any
(x, p) ∈ I × J,
(6.17) px ≤ f(x) + g(p)
and that the inequality (6.17) becomes an equality precisely when p = f ′(x), or equivalently when x = g′(p).
(The inequality (6.17) is sometimes called the inequality of Young ; see for instance [HLP52], §4.8.)
Proof of Proposition 6.1.6. By definition for any x in I,
g(f ′(x)) = f ′(x)x− f(x).
As f ′ is a C1 diffeomorphism from I onto J, this shows that g is of class C1 on J and that, for every x ∈ I,
d
dx
g(f ′(x)) = f ′(x)x− f(x).
In other words,
g′(f ′(x)) = f ′′(x).x
and therefore, as f” > 0,
g′(f ′(x)) = x.
This shows that
g′ ◦ f ′ = IdI .
Consequently g′(J) = I and g′ establishes a C1 diffeomorphism from J to I , inverse to f ′. In particular,
like f ′, the function g′ is C1 with a positive derivative, and g is therefore of class C2 and strictly convex.
For any (x, y) ∈ I × J, we have:
g(f ′(y)) = F (y, f ′(y))) = f ′(y)y − f(y)
and
G(x, f ′(y)) = f ′(y)x− g(f ′(y)) = f(y) + f ′(y)(x− y).
This is the ordinate at the point of abscissa x on the line tangent to the graph of f at the point (y, f(y)).
As f is strictly convex, this tangent line lies below this graph, and we have
G(x, f ′(y)) ≤ f(x)
with equality if and only if x = y.
By letting p := f ′(y), this shows that, for any (x, p) ∈ I × J,
G(x, p) ≤ f(x),
with equality if and only if p = f ′(x).
This establishes (6.17) and completes the proof. 
Observe finally that, if f and g are two strictly convex C2 functions that are Young dual as in Proposition
6.1.6, then f is of class Ck for k > 2 (resp. of class C∞, resp. real analytic) if and only g is. This directly
follows from the expressions (6.15) and (6.16) for g and f in terms of each other.
6.2. The convergence of (1/n) logAn(E).
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6.2.1. The Markov and Chebyshev inequalities and the weak law of large numbers. Let us start with
a reminder of some basic results in probability theory, that we will formulate in a mesure theoretic
language adapted to the derivation of Theorem 5.2.1.
Let us consider a σ-finite measure on E ,
ν : T −→ [0,+∞]
and some T -measurable function
f : E −→ R.
Markov’s inequality is the observation that, when f is non-negative, then, for any ε ∈ R∗+,
(6.18) ε µ(f−1([ε,+∞))) =
∫
E
ε1f−1([ε,+∞)) dν ≤
∫
E
f dν.
Let us now know assume that ν is a probability measure and that f is square integrable, and
therefore integrable, with respect to ν, and let us introduce its “mean value”
m :=
∫
E
f dν
and its “variance”
σ := ‖f −m‖2L2(E,ν).
In other words,
(6.19) σ2 =
∫
E
|f −m|2 dν =
∫
E
f2 dν −m2.
The Chebyshev inequality is derived by applying Markov inequality (6.18) to the function |f−m|2.
It asserts that, for every ε ∈ R∗+,
ε2 ν({x ∈ E | |f(x)−m| ≥ ε}) ≤
∫
E
|f −m|2 dν = σ2.
For any integer n ≥ 1, we may consider the n-functions
ϕi : En −→ R, 1 ≤ i ≤ n,
defined by
ϕi(x1, . . . , xn) := f(xi)−m.
They are clearly square integrable on (En, T ⊗n, ν⊗n) and satisfy:
‖ϕi‖2L2 :=
∫
En
|ϕi|2 dν⊗n =
∫
E
|f −m|2 dν = σ2.
Moreover, since the function f −m satisfies∫
E
(f −m) dν = 0,
or in other words, is orthogonal to the function 1E in L2(E , ν), the functions ϕ1, . . . , ϕn are pairwise
orthogonal in L2(En, ν⊗n). This implies that
‖(ϕ1 + . . . ϕn)/n‖2L2 = (‖ϕ1‖2L2 + . . .+ ‖ϕn‖2L2)/n2 = σ2/n.
This observation implies that, if we define the L2-function f˜n on (En, T ⊗n, ν⊗n) by the equality
f˜n(x1, . . . , xn) := (f(x1) + . . .+ f(xn))/n,
the mean value of which is clearly
m˜n :=
∫
En
f˜n dν
⊗n = m,
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the variance of f˜n is given by:
σ˜2n :=
∫
En
|f˜n − m˜n|n dν⊗n = ‖(ϕ1 + . . . ϕn)/n‖2L2 = σ2/n.
Therefore Chebyshev inequality applied to the function f˜n establishes the following proposition,
which constitutes a form of the weak law of large numbers:
Proposition 6.2.1. With the above notation, for any integer n ≥ 1 and any ε ∈ R∗+, we have:
(6.20) ε2 ν⊗n({(x1, . . . , xn) ∈ En | |(f(x1) + . . . f(xn))/n−m| ≥ ε}) ≤ σ2/n.

6.2.2. Bounding An(E) from above. The obvious relation
e−βHn(x1,...,xn) = e−βH(x1) . . . e−βH(xn)
and the very definition of the measure µ⊗n show that, for every integer n ≥ 1,
(6.21) Z(β)n =
(∫
E
e−βH dµ
)n
=
∫
En
e−βHn dµ⊗n.
Proposition 6.2.2. For any integer n ≥ 1, and any E and β in R∗+, we have:
(6.22) An(E) ≤ enβE Z(β)n.
Proof. This is Markov inequality (6.18) applied to the function f := e−βHn on the measure space
(En, T ⊗n, µ⊗n) and to ε := e−nβE . 
By taking the logarithm of (6.22), we obtain:
(6.23)
1
n
logAn(E) ≤ βE +Ψ(β).
(We define log 0 to be −∞.)
When E > Hmin, the infimum over β ∈ R∗+ of the right-and side of (6.23) is, by definition, S(E),
and the inequality (6.23) may be rephrased as follows:
Proposition 6.2.3. For any E in (Hmin,+∞) and any integer n ≥ 1,
(6.24)
1
n
logAn(E) ≤ S(E).

6.2.3. Bounding An(E) from below. For every integer n ≥ 1, and every (E, ε) in R × R∗+, we may
consider the T ⊗n-measurable subset
Sn(E, ε) := {x ∈ En | |Hn(x)− nE| < nε}
of En, which describes the n-particle states of the system under study which average energy in the
interval (E − ε, E + ε).
We may also introduce its measure
Σn(E, ε) := µ
⊗n(Sn(E, ε)).
The obvious inclusion
Sn(E, ε) ⊂ H−1n ((−∞, E + ε])
yields the estimate:
(6.25) Σn(E, ε) ≤ An(E + ε).
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We shall actually derive a lower bound on Σn(E, ε), which will immediately yield some lower
bounds on An(E). It will be a consequence of the “weak law of large number” (6.20) applied to the
function f := H and to the probability measure νβ .
Indeed, using the expressions (6.5) and (6.7) for the mean value m and the variance σ in this
special case, Proposition 6.2.1 then takes the form:
Lemma 6.2.4. For every integer n ≥ 1, and every β and ε in R∗+, we have:
(6.26) ν⊗nβ (En \ Sn(U(β), ε)) ≤ ε−2Ψ′′(β)/n.

From the upper bound (6.26) on the measure of En \Sn(E, ε) with respect to ν⊗nβ , we may derive
some lower bound on the measure Σn(E, ε) of Sn(E, ε) with respect to µ⊗n:
Proposition 6.2.5. For every integer n ≥ 1, and every β and ε in R∗+, we have:
(6.27) Σn(U(β), ε) ≥ en(S(U(β))−εβ) (1− ε−2Ψ′′(β)/n).
Proof. From the very definition of νβ , we get:
(6.28) Σn(U(β), ε) := µ
⊗n(Sn(U(β), ε)) = Z(β)n
∫
Sn(U(β),ε)
eβHn dν⊗nβ .
Moreover the lower bound Hn > n(U(β) − ε) holds over Sn(E, ε). Consequently:
(6.29)
∫
S(U(β),ε)
eβHn dν⊗nβ ≥ enβ(U(β)−ε) ν⊗nβ (Sn(U(β), ε)).
Besides, we have:
(6.30) Z(β)n = enΨ(β),
and, according to Lemma 6.2.4,
(6.31) ν⊗nβ (Sn(U(β), ε)) ≥ 1− ε−2Ψ′′(β)/n.
The estimate (6.27) follows from (6.28)-(6.31) and from the relation S(U(β)) = βU(β)+Ψ(β). 
The estimate (6.27) is non-trivial only when n > ε−2Ψ′′(β). When this holds, it may be written:
(6.32)
1
n
log Σn(U(β), ε) ≥ S(U(β)) − εβ + (1/n) log(1− ε−2Ψ′′(β)/n).
This clearly implies:
Corollary 6.2.6. For any β and ε in R∗+,
lim inf
n→+∞
1
n
logΣn(U(β), ε) ≥ S(β)− εβ.

We may now complete the proof of Theorem 5.2.1.
Together with the trivial estimate (6.25), Corollary 6.2.6 shows that, for any E ∈ (Hmin,+∞)
and any ε ∈ R∗+,
lim inf
n→+∞
1
n
logAn(E + ε) ≥ S(E)− εS′(E).
(We have performed the change of variable E = U(β), or equivalently β = S′(E).) Equivalently, for
every E ∈ (Hmin,+∞) and any ε ∈ (0, E −Hmin),
lim inf
n→+∞
1
n
logAn(E) ≥ S(E − ε)− εS′(E − ε).
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By taking the limit when ε goes to 0+, we get:
(6.33) lim inf
n→+∞
1
n
logAn(E) ≥ S(E).
Together with Proposition 6.2.3, this proves that
lim
n→+∞
1
n
logAn(E) = sup
n≥1
1
n
logAn(E) = S(E).
6.2.4. Proof of Proposition 5.2.2. To establish the lower bound (6.33), we have used Proposition 6.2.5
through its Corollary 6.2.6. By using the full strength of the estimate (6.27) established in this Propo-
sition, it is possible to derive stronger results. To illustrate this point, we now explain how to use it to
establish Proposition 5.2.2.
With the notation of Proposition 5.2.2, we may clearly assume that, for every n ≥ n0, the interval In
is bounded, contained in (Hmin,+∞), and has a non-empty interior (or equivalently, ln > 0), and we may
define
bn := sup In
and
an := bn −min(ln, n
−1/3).
Then, for every n ≥ n0,
(an, bn) ⊂ In.
Moreover,
lim
n→+∞
bn = E,
and the positive real numbers
εn := (bn − an)/2
satisfy
lim
n→+∞
εn = 0
and
(6.34) lim inf
n→+∞
nε2n > Ψ
′′(β).
For every n ≥ n0, let us introduce:
A˜n := µ
⊗n({x ∈ En | Hn(x) ∈ nIn}).
To establish Proposition 5.2.2, we have to prove that
(6.35) lim
n→+∞
1
n
log A˜n = S(E).
The inclusion
{x ∈ En | Hn(x) ∈ nIn} ⊆ {x ∈ E
n | Hn(x) ≤ nbn}
yields the upper bound:
A˜n ≤ An(bn).
Together with the upper bound (6.24) on An, this implies:
1
n
log A˜n ≤
1
n
logAn(bn) ≤ S(bn),
and therefore:
(6.36) lim sup
n→+∞
1
n
log A˜n ≤ lim
n→+∞
S(bn) = S(E).
For every n ≥ n0, we may also introduce
βn := S
′((an + bn)/2) = U
−1((an + bn)/2).
Clearly, when n goes to +∞, (an + bn)/2 converges to E, and βn to β = S
′(E). Therefore the estimate
(6.34) implies the existence of η ∈ (0, 1) such that, for any large enough integer n,
ε−2n Ψ
′′(βn)/n ≤ η.
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The inclusion
S((an + bn)/2, εn) = {x ∈ E
n | Hn(x) ∈ (an, bn)} ⊆ {x ∈ E
n | Hn(x) ∈ nIn}
yields the lower bound on A˜n:
Σn(U(βn), εn) := µ
⊗n(Sn((an + bn)/2, εn)) ≤ A˜n.
Besides, the lower bound on Σn established in Proposition 6.2.5, written in the form (6.32), shows that,
when n is large enough:
1
n
log Σn(U(βn), εn) ≥ S(U(βn))− εnβn + (1/n) log(1− η).
The last two estimates immediately imply that
lim inf
n→+∞
1
n
log A˜n ≥ lim
n→+∞
[S(bn)− εnβn + (1/n) log(1− η)] = S(E).
Together with (6.36), this establishes (6.35). 
6.3. The zero temperature limit. At this stage, all assertions in Theorem 5.2.1 have been established,
but for the expression (5.5) for the limit of S(E) when E decreases to Hmin.
We will establish it in this subsection, which turns out to be of a more technical character and logically
independent of the proof of convergence of (1/n) logAn(E) to S(E) in the previous section, and could
therefore be skipped at first reading.
In [Bos17], Appendix A, the expression (5.5) is obtained as a consequence of the convexity and semi-
continuity of S(E) as a function of E ∈ R with values in [−∞,+∞). Here we will derive it from a closer
study of the asymptotic behavior of the function Z(β) — defined as the Laplace transform (5.1) of the
measure µ — and of the associated functions Ψ(β), and U(β), when β goes to +∞.
Physically, this corresponds to the limit where the temperature β−1 goes to zero, and the results of this
paragraph may be seen as a mathematical interpretation of the third law of thermodynamics, which governs
the behavior of the entropy and the heat capacity in this limit (see for instance [Hua87], Sections 1.7 and
8.4).
6.3.1. Asymptotics of Z and its derivatives at zero temperature. Our study will rely on the following asymp-
totic relations satisfied by the derivatives Z(k)(β) of the partition function when β goes to +∞.
Proposition 6.3.1. When β goes to +∞,
(6.37) (−1)kZ(k)(β) = Hkmin e
−βHminµ(Em) + o(e
−βHmin)
for every k ∈ N, and
(6.38) βk
(
d
dβ
+Hmin
)k
Z(β) := βk
k∑
i=0
(
k
i
)
Himin Z
(k−i)(β) = o(e−βHmin)
for every k ∈ N \ {0}.
Proof. To establish (6.37), observe that, for any β ∈ R∗+ and any k ∈ N,
(−1)kZ(k)(β) eβHmin =
∫
E
Hke−β(H−Hmin) dµ
and that, according to the dominated convergence theorem,
lim
β→+∞
∫
E
Hke−β(H−Hmin) dµ =
∫
E
Hk1E dµ = H
k
min µ(Emin).
To establish (6.38), we write, for any β ∈ R∗+ and any integer k ≥ 1:
(6.39) (−1)kβk
(
d
dβ
+Hmin
)k
Z(β) =
∫
E
βk(H −Hmin)
ke−β(H−Hmin) dµ.
Observe that, as a function of t ∈ R+, tke−t increases on [0, k] and decreases on [k,+∞); in particular, it is
bounded from above by kke−k. For any E ∈ (Hmin,+∞), we let
E≤E := H
−1([O,E]) and E>E := H
−1((E,+∞)).
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The non-negative function βk(H−Hmin)
k e−β(H−Hmin) vanishes on Emin, is bounded from above by k
ke−k
and, over E>E, decreases as a function of β when β ≥ (E −Hmin)
−1. This shows that:∫
E≤E
βk(H −Hmin)
k e−β(H−Hmin) dµ ≤ kke−k µ(E≤E \ Emin) = k
ke−k µ(H−1((0, E])
and, by dominated convergence again,
lim
β→+∞
∫
E>E
βk(H −Hmin)
k e−β(H−Hmin) dµ = 0.
This shows that
lim sup
β→+∞
∫
E
βk(H −Hmin)
k e−β(H−Hmin) dµ ≤ kke−k µ(H−1((0, E])).
As E is arbitrary in (Hmin,+∞) and limE→Hmin,+ µ(H
−1((0, E])) = 0, This shows that
lim
β→+∞
∫
E
βk(H −Hmin)
k e−β(H−Hmin) dµ = 0.
Together with (6.39), this establishes (6.38). 
6.3.2. The asymptotics of S, U , U ′ at zero temperature and the third law of thermodynamics. When k = 0,
the equality (6.37) shows that, if µ(Emin) = 0, then
Z(β) = o(e−βHmin) when β → +∞,
or equivalently, by taking logarithms:
(6.40) lim
β→+∞
(Ψ(β) + βHmin) = −∞.
According to (6.14), for every β ∈ R∗+,
lim sup
E→Hmin
S(E) ≤ Ψ(β) + βHmin.
Together with (6.40), this shows that
(6.41) lim
H→Hmin+
S(E) = −∞ when µ(Emin) = 0.
Let us now assume that µ(Emin) > 0. Then (6.37) with k = 0 shows that, when β goes to +∞,
Z(β) = µ(Emin)e
−βHmin + o(e−βHmin) ∼ µ(Emin)e
−βHmin ,
or equivalently,
(6.42) Ψ(β) := logZ(β) = −Hminβ + log µ(Emin) + o(1).
Accordingly, the relations (6.37) and (6.38) may be written:
(6.43) (−1)kZ(k)(β) = Hkmin e
−βHminµ(Em) + o(Z(β))
and
(6.44) βk
k∑
i=0
(
k
i
)
HiminZ
(k−i)(β) = o(Z(β)).
The asymptotic relations (6.44) may be reformulated in a more convenient form, namely:
Corollary 6.3.2. If µ(Emin) > 0, then
(6.45) lim
β→+∞
β(U(β)−Hmin) = 0
and, for any integer k ≥ 1,
(6.46) lim
β→+∞
βk+1U (k)(β) = 0.
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Proof. When k = 1, the relation (6.44) reads
β(Z′(β) +Hmin Z(β)) = o(Z(β)),
and may be written as (6.45), since U(β) = −Z′(β)/Z(β).
From this last relation also follows, by a straightforward induction on the integer n ≥ 1, the existence of
some polynomial Pn in Z[X0, · · · , Xn−2] such that
Z(n)(β)
Z(β)
= −U (n−1)(β) + Pk(U(β), · · · , U
(n−2)(β)).
When k = 1, P1 = 0. Moreover Pk(X0, · · · , Xn−2) is homogeneous of weight n when each indeterminate Xi
is given the weight i+ 1.
The relations (6.46) now follow from (6.44) by induction on k ≥ 1, by using the relation
U (n−1)(β) = −
Z(n)(β)
Z(β)
+ Pk(U(β), · · · , U
(n−2)(β))
with n = k + 1. We leave the details to the reader. 
Corollary 6.3.2 may be understood as a mathematical expression of the third law of thermodynamics,
which notably asserts the existence of a finite limit of entropy at zero temperature.
Indeed, combined with the expression
S(U(β)) = Ψ(β) + βU(β)
for the entropy function S at the energy U(β), the asymptotics (6.42) and (6.45) of Ψ(β) and U(β) at zero
temperature show that, when µ(Emin) > 0,
(6.47) lim
E→Hmin,+
S(E) = lim
β→+∞
S(U(β)) = log µ(Emin)
and is therefore finite.
As shown by (6.41), the relation (6.47) still holds when µ(Emin) = 0 (with the convention log 0 = −∞).
In our mathematical approach, the validity of the third law of thermodynamics — phrased as the existence
of a finite limit of S(U(β)) when β goes to +∞ — is therefore equivalent to the positivity of µ(Emin). It
notably forbids “classical mechanical systems” for which µ(Emin) = 0, like the ones discussed in Section 5.4
above. This gives a mathematical interpretation of the well-known fact that the third law of thermodynamics
reflects the quantum nature of the physical world.
To interpret the relation (6.46), observe that the derivative of U(β) with respect to the temperature β−1,
(6.48) c(β−1) :=
dU(β)
d(β−1)
= −β2U ′(β) = β2Ψ′′(β)
represents the heat capacity of the system under study. Accordingly, (6.46) for k = 1 asserts that the heat
capacity goes to zero with the temperature, a well known consequence of the third law of thermodynamics
(see for instance [Hua87], Section 1.7).
More generally, the relation (6.46) for k ≥ 1 arbitrary is easily seen to be equivalent to
c(k)(T ) = o(T−k) when T −→ 0+.
7. Complements
In this section, we present some complements to Theorem 5.2.1 and its proof.
In Subsections 7.1 and 7.2, we begin by some remarks on its various possible formulations and
on the relations between some of the estimates involved in its proof and various classical estimates
in probability and analytic number theory. Then, in Subsection 7.3, we present Lanford’s direct
approach to the asymptotic behavior of the measures An(E) investigated in Theorem 5.2.1, based
on elementary subadditivity estimates. Finally, in 7.4, we discuss a mathematical interpretation of
the second law of thermodynamics in our formalism and its application to Euclidean lattices.
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7.1. The main theorem when (T , H) = (R+, IdR+).
7.1.1. In the special case where (E , T ) is (R+,B), the non-negative real numbers equipped with the
σ-algebra of Borel subsets, and where H is the identity function:
H = IdR∗
+
: R+ −→ R+,
Theorem 5.2.1 boils down to some result concerning positive Radon measures on R+ with finite
Laplace transforms and there powers under convolution product.
Indeed, let us consider some non-negative Borel measure on R+. It is a Radon measure (that is,
µ(K) < +∞ for every compact subset of R+) if and only if its distribution function:
N(E) := µ([0, E]) < +∞
for every E ∈ R+.
Then the function N : R+ −→ R+ is non-decreasing and right-continuous, and the measure
µ is the Stieljes measure associated to the function N (extended by 0 on R∗−), that is with the
distributional derivative of the distribution on R associated to the locally bounded function N .16
When moreover H = IdR+ , the partition function Z becomes the Laplace transform of µ, Ψ its
logarithm, and U its logarithmic derivative. Namely, for every β ∈ R∗+, we have :
Ψ(β) = log
∫
R+
e−βx dµ(x),
and
U(β) =
∫
R+
xe−βx dµ(x)∫
R+
e−βx dµ(x).
Moreover, for any integer n ≥ 1, we may consider the n-th power
µ∗n := µ ∗ · · · ∗ µ (n times)
of µ under the convolution product. It is the Borel measure on R defined by the equality:
µ∗n(B) := µ⊗n{(x1, . . . , xn) ∈ Rn | x1 + . . .+ xn ∈ B}
for any Borel subset B of R. It is easily seen to be a Radon measure supported by R+. Moreover,
for every E ∈ R+,
An(E) = µ
∗n([0, nE])
and therefore
S(E) = lim
n→+∞
1
n
logµ∗n([0, nE]).
7.1.2. Let us return to Theorem 5.2.1, in its general formulation. We may introduce the Borel
measure µ˜ on R+ defined as the image of the measure µ by the measurable function H :
µ˜ := H∗µ : B 7−→ µ(H−1(B)).
It is the straightforward that the functions Z(β), Ψ(β) and An(E) attached to the measure space
(R+,B, µ˜) equipped with the function H˜ := IdR+ coincides with the ones attached to (E , T , µ)
equipped with H .
In particular, the validity of Theorem 5.2.1 in the special case discussed in 7.1.1 above implies its
general validity. However this reduction does not lead to any actual simplification in the derivation
of Theorem 5.2.1 presented in Section 6. One might even argue that the measure theoretic arguments
in Paragraphs 6.2.2 and 6.2.3 are actually clearer when presented in the general setting dealt with
in Section 6.
16Actually this construction establishes a bijection between non-negative Radon measures µ on R∗+ and non-
decreasing right-continuous functions N : R∗+ −→ R
∗
+, and one usually writes:
∫
R+
f dµ =
∫
R+
f(x) dN(x).
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7.2. Chernoff’s bounds and Rankin’s method. In paragraph 6.2.2, the first step in the proof
of the convergence of logAn(E)/n to
(7.1) S(E) := inf
β∈R∗
+
(Ψ(β) + βE)
has been to establish the upper bound
1
n
logAn(E) ≤ inf
β∈R∗
+
(Ψ(β) + βE)
for any integer n ≥ 1 and any E > Hmin. When n = 1, this upper bound reads:
(7.2) logµ(H−1([Hmin, E])) =: logA1(E) ≤ inf
β∈R∗
+
(Ψ(β) + βE).
(This is the content of Proposition 6.2.2 when n = 1, itself a straightforward consequence of Markov’s
inequality applied to the function e−βH .)
Inequalities of this type, which provides an upper bound for “tails probability” in terms of the
“logarithmic moment generating function” Ψ, are classically known as Chernoff’s bounds, by ref-
erence to Chernoff’s seminal article [Che52], which constitutes, with the earlier article by Crame´r
[Cra38], the starting point of the theory of large deviations. In [Che52], Chernoff establishes a
basic theorem of large deviations, on which Theorem 5.2.1 is modeled, by considering in substance
a framework similar to the one in Subsection 5.1, but were µ is a probability measure. Chernoff’s
theorem extends the earlier results in [Cra38], established under more specific assumptions on the
measure H∗µ, and the arguments in paragraph 6.2.2 are direct adaptations of the ones in [Che52].
In spite of the simplicity of their derivation, Chernoff’s bounds like (7.2) turn out to provide
surprisingly sharp estimates17 for tail probabilities, and have led to important inequalities, that play
a key role in probability theory and its application. We refer the reader to [BLM13], Chapter 2, for
a presentation of such inequalities, from the perspective of recent developments on concentration
inequalities.
An avatar of Chernoff’s bounds also appears in analytic number theory under the name of Rankin’s
trick. Let
f(s) :=
+∞∑
n=1
an
ns
be a Dirichlet series with non-negative coefficients, which admits 0 as abscissa of convergence. One
is interested in bounding the partial sums
∑
1≤n≤x an from above, as a function of x in [1,+∞). To
achieve this, one observes that, for any η ∈ R∗+,∑
1≤n≤x
an ≤ xη
+∞∑
n=1
an
nη
= xηf(η).
One often obtain a sharp upper bound on
∑
1≤n≤x an by choosing η ∈ R∗+ that minimizes xηf(η).
Such estimates notably appear in Rankin’s article [Ran36] (see proof of Lemma II). Similar
arguments had actually been used earlier by Hardy and Ramanujan (see [HR17], Section 4.1). They
constitue nothing but the special case of Chernoff’s bound (7.2) when
E = N>0, µ :=
+∞∑
n=1
anδn, and H(n) = logn.
17The equality limn→+∞
1
n
logAn(E) ≤ infβ∈R∗
+
(Ψ(β) + βE) somewhat explains this sharpness. See also [Odl92]
for related “Tauberian estimates”.
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7.3. Lanford’s estimates. It turns out that the existence of the limit (5.4):
lim
n→+∞
1
n
logAn(E)
when E belongs to (Hmin,+∞), together with its concavity as a function of E, may be directly
established, independently of the more sophisticated arguments18 in paragraph 6.2.3.
In this paragraph, we briefly discuss this direct approach, which originates in Lanford’s work
[Lan73] on the rigorous derivation of “thermodynamic limits” in statistical mechanics. We refer the
reader to the original article [Lan73] for developments of this approach, which emphasize the role
of convexity in the thermodynamic formalism. One should also consult the long introduction 19 of
[Isr79] by Wightman for an enlightening discussion of this circle of ideas in a historical perspective.
We are going to present a simple proof of the following fragment of Theorem 5.2.1:
Proposition 7.3.1. Let us consider a measure space with Hamiltonian ((E , T , µ)), H), as in Sub-
section 5.1, and let us assume that the measure µ is non zero — or equivalently, that Hmin is finite
— and that Condition T2 is satisfied.
Then, for any E ∈ (Hmin,+∞), the limit limn→+∞ logAn(E)/n exists in R, and also equals
supn≥1 logAn(E)/n. Moreover, it defines a continuous, non-decreasing, and concave function of
E ∈ (Hmin,+∞).
Lanford’s arguments to derive such a statement rely on the following subadditivity estimates:
Lemma 7.3.2. For any (E1, E2) in [Hmin,+∞)2 and any two positive integers n1 and n2,
(7.3) An1(E1).An2(E2) ≤ An1+n2
(
n1E1 + n2E2
n1 + n2
)
.
Proof. The folllowing inclusion of subsets of En1+n2 is a straightforward consequence of their defi-
nitions:
H−1n1 ((−∞, n1E1])×H−1n2 ((−∞, n2E2]) ⊆ H−1n1+n2((−∞, n1E1 + n2E2]).
These subsets are T ⊗(n1+n2)-measurable, and by applying the measure µ⊗(n1+n2) to this inclusion,
we get (7.3). 
Proof of Proposition 7.3.1. Recall that, according to a well-known observation that goes back to
Fekete [Fek23], superadditive sequences of real numbers have a simple asymptotic behaviour:
Lemma 7.3.3. Let (an)n≥1 be a sequence of real numbers that is superadditive (namely, that satisfies
an1+n2 ≥ an1 + an2 for any two positive integers n1 and n2.)
Then the sequence (an/n)n∈N≥1 admits a limit in (−∞,+∞]. Moreover:
lim
n→+∞
an/n = sup
n≥1
an/n.

For any E in (Hmin,+∞), we define define a sequence (an)n≥1 of real numbers by letting:
an := logAn(E).
Indeed, the estimates (7.3) with E1 = E2 yields the lower bound An(E) ≥ A1(E)n, and this is
positive by the very definition of Hmin.
These estimates also implies that the sequence (an)n≥1 is superadditive. Moreover, the upper
bound (6.23) — which, as explained in paragraph 6.2.2, easily follows from Condition T2, once it is
18which, of course, prove more, namely the equality of this limit with the function S defined by the Legendre
transform of Ψ.
19entitled Convexity and the notion of equilibrium state in thermodynamics and statistical mechanics.
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expressed as the finiteness T′2 of the partition function Z(β) for every β ∈ R∗+ — shows that this
sequence is bounded from above.
According to Lemma 7.3.3, this already establishes the required convergence and finiteness:
lim
n→+∞
logAn(E)/n = sup
n≥1
logAn(E)/n ∈ R.
As a function of E ∈ (Hmin,+∞), this limit
s(E) := lim
n→+∞
logAn(E)/n
is non-decreasing, like logAn(E) for every n ≥ 1. For any E ∈ (Hmin,+∞), we may define:
s(E)− := lim
E˜→E−
s(E˜) and s(E)+ := lim
E˜→E+
s(E˜).
Clearly, we have:
(7.4) s(E)− ≤ s(E)+,
and the function s is continuous at the point E if and only if equality holds in (7.4).
Besides, for any E1 and E2 in (Hmin,+∞), Lanford’s estimates (7.3) may be written:
n1
n1 + n2
logAn1(E1)
n1
+
n2
n1 + n2
logAn2(E2)
n2
≤ logAn1+n2((n1E1 + n2E2)/(n1 + n2))
n1 + n2
.
This implies that, for any E1 and E2 in (Hmin,+∞) and any α1 and α2 in Q ∩ [0, 1] such that
α1 + α2 = 1, the following inequality holds:
(7.5) α1 s(E1) + α2 s(E2) ≤ s(α1E1 + α2E2).
For any E in (Hmin,+∞) and any η ∈ Q ∩ (0, 1), one may easily construct sequences (E1,k) and
(E2,k) in (Hmin,+∞) such that
lim
k→+∞
E1,k = lim
k→+∞
E2,k = E,
and such that (E1,k) and (ηE1,k + (1 − η)E2,k) are increasing and (E2,k) is decreasing. Applying
(7.5) to E1 = E1,k, E2 = E2,k, α1 = η, and α2 = 1− η, and letting k go to infinity, we obtain:
ηs(E)− + (1− η)s(E)+ ≤ s(E)−.
By taking the limit where η goes to zero, we finally obtain:
s(E)+ ≤ s(E)−.
This establishes the continuity of s.
Using this continuity, we immediately derive that the estimates (7.5) still holds for any α1 and
α2 in [0, 1] such that α1 + α2 = 1. This establishes the concavity of s. 
7.4. Products and thermal equilibrium. The formalism developed in Sections 5 and 6 — that
attaches functions Ψ and S to a measure space (E , T , µ) and to a non-negative function H on E
satisfying SE — satisfies a simple but remarkable compatibility with finite products, that we want
to discuss briefly.
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7.4.1. Products of measures spaces with a Hamiltonian. Assume that, for any element i in some non-
empty finite set I, we are given a measure space (Ei, Ti, µi) and a measurable function Hi : Ei −→ R+
as in paragraph 5.1 above.
Then we may form the product measure space (E , T , µ) defined by the set E :=∏i∈I Ei equipped
with the σ-algebra T :=⊗i∈I Ti and the product measure µ :=⊗i∈I µi.
We may also define a measurable function
H : E −→ R+
by the formula
H :=
∑
i∈I
pr∗iHi,
where pri : E −→ Ei denotes the projection on the i-th factor.
Let us assume that, for every i ∈ I, (Ei, Ti, µi) and Hi satisfy the condition T2, or equivalently
that the functions e−βHi is µi-integrable for every β ∈ R∗+.
Then (E , T , µ) and H are easily seen to satisfy T2 also, as a consequence of Fubini’s Theorem.
Actually Fubini’s Theorem shows that the function Z : R∗+ −→ R∗+ and Ψ : R∗+ −→ R attached to
the above data, defined as in Paragraph 5.1 by the formulae
Z(β) =
∫
E
e−βHdµ and Ψ(β) := logZ(β)
and the “partial functions” Zi and Ψi, i ∈ I, attached to the measured space (Ei, Ti, µi) equipped
with the function Hi by the similar formulae
Z(β) :=
∫
Ei
e−βHidµi and Ψi(β) := logZi(β)
satisfy the relations:
(7.6) Z(β) =
∏
i∈I
Zi(β) and Ψ(β) =
∑
i∈I
Ψi(β).
In particular, the functions U and Ui, i ∈ I, defined by (5.9), satisfy the additivity realtion:
(7.7) U(β) =
∑
i∈I
Ui(β).
7.4.2. The entropy function associated to a product and the second law of thermodynamics. From
now on, let us also assume that, for every i ∈ I, Condition T1 holds, namely that µi(Ei) = +∞.
Then µ(E) = +∞ — in other words, (E , T , µ) also satisfies T1 — and we may apply Theorem 5.2.1
to the data (Ei, Ti, µi, Hi), i ∈ I, and (E , T , µ,H).
Notably, if Hi,min (resp. Hmin) denotes the essential infimum of the the function Hi on the
measure space (Ei, Ti, µi) (resp., of H on E , T , µ)), we may define some concave functions
Si : (Hi,min,+∞) −→ R, for i ∈ I,
and
S : (Hmin,+∞) −→ R.
Observe also that, as a straightforward consequence of the definitions, we have:
Hmin =
∑
i∈I
Hi,min.
The expression (7.6) of Ψ as sum of the Ψi’s translates into the following description of the entropy
function S in terms of the Si’s:
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Proposition 7.4.1. 1) For each i ∈ I, let Ei be a real number in (Hi,min,+∞[.
Then the following inequality is satisfied:
(7.8)
∑
i∈I
Si(Ei) ≤ S(
∑
i∈I
Ei).
Moreover equality holds in (7.8) if and only if the positive real numbers S′(Ei), i ∈ I, are all
equal. When this holds, if β denotes their common value, we also have:
β = S′(
∑
i∈I
Ei).
2) Conversely, for any E ∈ (Hmin,+∞), there exists a unique family (Ei)i∈I ∈
∏
i∈I(Hi,min,+∞)
such that
E =
∑
i∈I
Ei and S(E) =
∑
i∈I
Si(Ei).
Indeed, if β = S′(E), it is given by
(Ei)i∈I = (Ui(β))i∈I ,
where Ui = −Ψ′i.
Proof. Let (Ei)i∈I be an element of
∏
i∈I(Hi,min,+∞). According to Theorem 5.2.1, 3), we have,
for every i ∈ I:
(7.9) S(Ei) = inf
β>0
(βEi +Ψi(β)).
Moreover, the infimum is attained for a unique β in R∗+, namely S
′(Ei).
Similarly, for E :=
∑
i∈I Ei,
(7.10) S(E) = inf
β>0
(βE +Ψ(β)),
and the infimum is attained for a unique positive β, namely S′(E).
Besides, the additivity relation (7.6) shows that, for every β in R∗+,
βE +Ψ(β) =
∑
i∈I
(βEi +Ψi(β)) .
Part 1) of the proposition directly follows from these observations. Part 2) follows from Part 1)
and from the relation Ψ′ =
∑
i∈I Ψ
′
i. 
Proposition 7.4.1 notably asserts that, for any E in (Hmin,+∞),
S(E) = max
{∑
i∈I
S(Ei); (Ei)i∈I ∈
∏
i∈I
(Hi,min,+∞),
∑
i∈I
Ei = E
}
.
In other words, the function S is the “tropical convolution” of the functions (Si)i∈I . (Recall that,
in tropical mathematics, products are replaced by sums, and sums and integrals by maxima and
suprema.)
The above results admit the following physical interpretation, in line with the discussion in
Subsection 5.3.
The product ((E , T , µ), H) of the measure space with Hamiltonian represents an elementary sys-
tem composed of basic elementary systems (indiced by I). The relation (7.7) expresses the fact that
the energy is an extensive quantity. Proposition 7.4.1 shows that the entropy S(E) of the composite
system may be computed as the sum of the entropies Si(Ei) of its subsystems for the (unique)
values of the energies (Ei)i∈I of its subsystems which add up to E, and maximizes the sum of these
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partail entropies, or equivalently that gives each of the subsystems the same temperature as the
total system.
In this way, Proposition 7.4.1 appears as a mathematical interpretation of the second law of
thermodynamics.
7.4.3. Application to Euclidean lattices. In paragraph 5.5.1, in order to derive Theorem 4.4.3 from
Theorem 5.2.1, we have associated a measure space with Hamiltonian to any Euclidean lattice,
defined by the relations (5.25)-(5.28).
It directly follow from its definition that this construction is compatible with direct sums of
Euclidean lattices: for any two Euclidean lattices E1 and E2, the measure space with Hamilton-
ian associated to E := E1 ⊕ E2 may be identified with the product of the measure spaces with
Hamiltonian associated to E1 and E2.
Taking into account the relation (5.31) between the invariant h˜0Ar attached to Euclidean lattices
and the entropy function of the associated measure spaces with Hamiltonian, Proposition 7.4.1 (with
I = {1, 2}) applied to this product decomposition immediately establishes Corollary 4.4.4. Using
(5.32), it actually shows that the maximum in the right-hand side of (4.12) is achieved at unique
pair (x1, x2), namely when
x1 = −π−1 θ′E1(β)/θE1(β) and x2 = −π
−1 θ′
E2
(β)/θE2(β),
where β ∈ R∗+ is defined by the equality:
x = −π−1 θ′
E
(β)/θE(β).
8. The approaches of Poincare´ and of Darwin-Fowler
In this section, we consider a measure space equipped with some Hamiltonian ((E , T , µ), H) as in
Section 5, and we use the notation introduced in 5.1 and 5.2. Our aim will be to give, under suitable
assumptions on the measure H∗µ, some asymptotic expression for
An(E) := µ
⊗n({x ∈ En | Hn(x) ≤ nE})
when n goes to infinity. These expressions will be refined versions of the limit formula
(8.1) lim
n→+∞
1
n
logAn(E) = S(E),
valid for every E ∈ (Hmin,+∞), established by probabilistic arguments in Section 6.2.
Our derivation of these asymptotic expressions will rely on some arguments involving Fourier and
Laplace transforms in the complex domain. The measure An(E) will be expressed as a weighted
integral along a suitable complex path of the function[
Z(s)eEs
]n
of the complex variable s in the right half-plane defined by Re s > 0. The asymptotic expression
of An(E) when n goes to infinity will be obtained as an application of Laplace’s method to this
integral.
This derivation may be seen as an application of the saddle-point method (see for instance [Cop65],
Chapters 7 and 8) and is a modern rendering of arguments in the articles [Poi12] by Poincare´ and
[DF22a], [DF22b], and [DF23] by Darwin and Fowler, devoted to the statistical mechanics of classical
and quantum systems.
We will rely on the analyticity and convexity properties of the functions Z and Ψ and on the
construction of the entropy function S presented in Subsection 6.1, but not on the results in Subsec-
tion 6.2. Actually, from the asymptotic expressions for An(E) established in 8.2 infra under some
additional assumptions on the measure H∗µ,, one may recover the validity of the limit formula (8.1)
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under the general assumptions of Theorem 5.2.1 — which constituted the main result of Subsection
6.2 — by some simple approximation arguments that we present in Subsection 8.3.
Needless to say, to comply with the change of standards of rigor during the last century, we have
been led to formulate the asymptotic results in this section with more precision than in the original
articles by Poincare´ and Darwin and Fowler.20 The informal character of Poincare´’s arguments21
appears to have led to divergent appreciations of its significance (compare for instance the discussions
by Planck in [Pla14], Appendix II, and [Pla21], and the comments by Fowler in [Fow36], Section 6.7).
It is however remarkable that now routine analytic techniques are enough to transform the arguments
in [Poi12] and [DF22a], which are either informal or of limited scope, into rigorous derivations of
the general limit formula (8.1).
8.1. Preliminaries.
8.1.1. Laplace transforms of measures on R∗+. Let µ be a complex valued Radon measure on R,
supported by R+. For any γ ∈ R, we shall say that the measure µ satisfies the condition Σγ when
(8.2)
∫
R
e−γEd|µ|(E) < +∞.
When this holds, for any s in the right half-plane
C≥γ := {s ∈ C | Re s ≥ β},
we may consider the integral
Lµ(s) :=
∫
R
e−sEdµ(E).
The function
Lµ : C≥γ −→ C
so-defined — the Laplace transform of µ — is continuous on C≥γ and holomorphic on its interior
C>γ . Its restriction ton any vertical line β + iR is, up to a normalization, the Fourier transform of
the measure of finite mass e−βEdµ(E), and accordingly, uniquely determines µ. Moreover, for any
s ∈ C≥γ ,
|Lµ(s)| ≤ L|µ|(γ) :=
∫
R
e−γEd|µ|(E).
For any two Radon measures µ1 and µ2 on R+, we may consider their convolution product µ1∗µ2,
namely the Radon measure on R+ defined by
µ1 ∗ µ2(E) := (µ1 ⊠ µ2)
(
Σ−1(E)
)
for any bounded Borel subset of R+, where
Σ : R+ × R+ −→ R+
denotes the sum map. From basic measure theory, it follows that, if µ1 and µ2 both satisfy the
integrability condition Σγ , then µ1 ∗ µ2 satisfies it also, and that, for any s ∈ C≥γ ,
(8.3) L(µ1 ∗ µ2)(s) = Lµ1(s).Lµ2(s).
20Notably by the introduction of Condition L2ε in 8.2.1 and 8.2.2 infra. Observe that Theorem 8.2.2 requires such
an additional assumption on the measure µ to be valid, as shown by a comparison with Theorem 8.2.6.
21Poincare´ sketches an argument, based on the use of Laplace transforms, to derive an asymptotic formula of the
kind of the one established in Theorem 8.2.2, but is concerned with applications of his results in situations where the
measure H∗µ may have a discrete support, or even satisfy Condition DF, where this derivation actually fails.
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Proposition 8.1.1. Let µ be a Radon measure on R, supported by R+, which satisfies Σγ for some
γ ∈ R.
For any β ∈ [γ,+∞), the following two conditions are equivalent:
(i) the measure e−βE dµ(E) on R+ is defined by some L2-function on R+.
(ii)
∫ +∞
−∞ |L(β + iξ)|2 dξ < +∞.
When they are satisfied and when β > 0, then, for every E ∈ R,
(8.4) µ((−∞, E]) = 1
2π
∫
R
Lµ(β + iξ) eE(β+iξ) dξ
β + iξ
.
Condition (i) precisely means that the measure µ is absolutely continuous with respect to the
Lebesgue measure λ on R and that, if f denotes the Radon-Nikodym derivative22 dµ/dλ — the
function (E 7−→ e−βE f(E)) is square integrable on R+.
Observe also that, when (ii) holds, the integral in the right-hand side of (8.4) is absolutely
convergent, since eE(β+iξ)/(β + iξ) is, like Lµ(β + iξ), a function of ξ in L2(R). This integral may
be seen as an integral along the “infinite vertical path” in the complex plane defined by the map
(R −→ C, t 7−→ β + it). Accordingly, the equality (8.4) may be written more suggestively as:
(8.5) µ([0, E]) =
1
2πi
∫
β+iR
Lµ(s) eEs s−1ds.
Proof of Proposition 8.1.1. For any β ∈ [γ,+∞), the Radon measure µβ defined as
dµβ(x) = e
−βx dµ(x)
has a finite mass, and its Fourier transform Fµβ is a continuous function, defined for every ξ ∈ R
as:
(8.6) Fµβ(ξ) :=
∫
R
e−ixξ dµγ(x) =
∫
R+
e−(β+iξ)x dµ(x) = Lµ(β + iξ).
By Parseval’s Theorem, the Radon measure µβ belongs to L
2(R) if and only if Fµβ belongs to
L2. This proves the equivalence of (i) and (ii).
Moreover, when β > 0, for every E ∈ R, we may consider the function ϕE,β in L1(R) ∩ L∞(R)
defined by
ϕE,β(x) := e
βx1(−∞,E](x).
Its Fourier transform FϕE,β is easily computed; namely, for every ξ ∈ R, we have:
(8.7) FϕE,β(ξ) :=
∫
R
e−ixξϕE,β(x) dx =
∫ E
−∞
e−i(ξ+iβ)x dx = (β − iξ)−1eE(β−iξ).
The functions ϕE,β and FϕE,β belong to L2(R), and Parseval’s formula applied to ϕE,β and µβ
shows that ∫
R
ϕE,β(x) dµβ(x) =
1
2π
∫
R
FϕE,β(ξ)Fµβ(ξ) dξ.
This establishes (8.4). Indeed, according to the very definitions of ϕE,β and µβ , we have:∫
R
ϕE,β(x) dµβ(x) = µ((−∞, E]),
and (8.6) and (8.7) imply:
1
2π
∫
R
FϕE,β(ξ)Fµβ(ξ) dξ = 1
2π
∫
R
(β + iξ)−1eE(β+iξ) L(β + iξ) dξ.
22Namely, a non-negative Borel function supported by R+ such that µ = fλ, or more exactly, its class modulo
equality λ-almost everywhere.
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
8.1.2. Asymptotics of complex integrals by Laplace’s method. Let I be some interval in R that con-
tains 0 in its interior, and let g and F be two complex valued Borel functions on I.
Let assume that they satisfy the following condition:
L1 : The function F is bounded on I and there exists N0 ∈ N such that g.FN0 is integrable on I.
Then, for any integer N ≥ N0, the function g.FN is integrable on I and we may consider its
integral:
IN :=
∫
I
g(t)F (t)N dt.
Let us introduce some further conditions on g and F , that will allow us to use Laplace’s method
to obtain the asymptotic behavior of these integrals when N goes to infinity.
L2 : The functions g and F are continuous and do not vanish at 0. Moreover, there exists α ∈ R∗+
such that
F (t) = F (0)(1− αt2) + o(t2) when t −→ 0.
L3 : For any η ∈ R∗+,
Mη := sup
t∈I\(−η,η)
|F (t)| < |F (0)|.
For instance, when I = R, the function F is bounded on R and satisfies L3 when it is continuous
and satisfies
(8.8) lim
|t|−→+∞
F (t) = 0
and
(8.9) |F (t)| < |F (0)| for any t ∈ R∗+.
Proposition 8.1.2. With the above notation, when Conditions L1, L2 and L3 are satisfied, we
have:
(8.10) IN ∼ g(0)F (0)N
√
2π
αN
when N −→ +∞.
Proof. For any η ∈ R∗+ and any integer N ≥ N0, we may define:
IN (η) :=
∫
I∩[−η,η]
g(t)F (t)N dt.
We have:
|IN (η)− In| ≤
∫
I\[−η,η]
|g(t)| |F (t)|N dt ≤
∫
I
|g(t)| |F (t)|N dt ≤MN−N0η
∫
I
|g(t)| |F (t)|N0 dt,
and therefore:
(8.11) |IN (η)− IN | = O(MNη ) when N −→ +∞.
Besides, for t ∈ I close enough to 0, we may write:
F (0)−1 F (t) = e−αt
2+ε(t)t2 ,
with
lim
t−→0
ε(t) = 0.
Let us choose η ∈ R∗+ small enough, so that I contains the interval [−η, η] and
α˜ := sup
|t|≤η
Re ε(t) < α and M := sup
|t|≤η
|g(t)| < +∞.
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Then, for any integer N ≥ N0, we have:
g(0)−1F (0)−NIN (η) =
∫ η
−η
g(0)−1g(t) [F (0)−1F (t)]N dt
=
∫ η
−η
g(0)−1g(t) e−(α−ε(t))Nt
2
dt
=
√
N
−1
∫ √Nη
−√Nη
g(0)−1g(u/
√
N) e−(α−ε(u/
√
N))u2 du.
(We have performed the change of variables u =
√
Nt.) When N goes to infinity, the last integral
converges to ∫ +∞
−∞
e−αu
2
du =
√
2π/α.
Indeed, for any fixed u ∈ R, its integrand converges to e−αu2 when N goes to +∞, and its absolute
value is bounded from above by |g(0)|−1Me−(α−α˜)u2 , which is integrable over R. This proves that
(8.12) IN (η) ∼ g(0)F (0)N
√
2π
αN
when N −→ +∞.
Since Mη < |F (0)|, the asymptotic equivalent (8.10) for IN follows from (8.11) and (8.12). 
8.2. Asymptotics of An(E) by the saddle-point method. We return to the notation intro-
duced at the beginning of this section. Namely, we consider a measure space equipped with some
Hamiltonian ((E , T , µ), H) as in Section 5, and we freely use the notation introduced in 5.1 and 5.2.
8.2.1. The conditions L2ε and DF. Let us introduce the following additional conditions on the mea-
sure µ and on the functions H :
L2ε : For any β ∈ R∗+, the measure
H∗(e−βH µ) = e
−βIdR+ H∗µ
on R+ is defined by some L2 function;
and:
DF : There exists η in R∗+ such that, µ-almost everywhere on E, the function H takes its values
in Nη, or equivalently such that the measure H∗µ is supported by Nη.
We are going to derive some asymptotic representation of An(E) when n goes to infinity when,
besides Conditions T1 and T2, one of these conditions holds.
Clearly the conditions L2ε and DF are never simultaneously satisfied, unless µ = 0.
Let us also indicate that the pairs ((E , T , µ), H) that arise from classical mechanics, as discussed
in the introduction of Section 5 and in paragraph 5.4.2, often satisfy Condition L2ε. This is related
to the following observation, that we leave as an exercise for the reader: if E is a C∞ manifold
of pure dimension n, if µ is defined by some C∞ density on this manifold, and if the function
H :M −→ R+ is C∞ and proper, then the measure H∗µ is locally L2 when n ≥ 2 and H is a Morse
function. Clearly such pairs never satisfy Condition DF, except in trivial cases.
8.2.2. The approach of Poincare´.
Proposition 8.2.1. Let us assume that Condition L2ε is satisfied.
Then Condition T2 holds, and for any β ∈ R∗+, the function (ξ 7→ Z(β + iξ)) belongs to C0(R) ∩
L2(R). Moreover, for any E ∈ R and any integer n ≥ 1,
(8.13) An(E) =
1
2π
∫
R
[
Z(β + iξ) eE(β+iξ)
]n dξ
β + iξ
=:
1
2πi
∫
β+iR
[
Z(s) eEs
]n
s−1ds.
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Observe that, since the function (ξ 7→ Z(β + iξ)) is both L∞ and L2, the function(
ξ 7−→
[
Z(β + iξ) eE(β+iξ)
]n)
is L2 for any positive integer n. The integrals in the right-hand side of (8.13) are therefore absolutely
convergent.
Proof. When Condition L2ε is satisfied, then, for any β ∈ R∗+, the measure e−βIdR+ H∗µ on R+ is
defined by some L1 function on R∗+. (Indeed, the equality
e−βIdR+ H∗µ = e
−(β/2)IdR+ .e−(β/2)IdR+ H∗µ
shows that it is the product of two L2-functions on R∗+.) This implies that e
−βHµ has a finite mass
for every β ∈ R∗+, that is, that Condition T2 holds.
By the very definitions of the image measure H∗µ and of the partition function Z (see (5.1 and
Proposition 6.1.1), we have:
A1(E) := µ(H
−1((−∞, E]) = H∗µ((−∞, E]) for every E ∈ R,
and:
Z(s) = L(H∗µ)(s) for every s ∈ C>0.
Using (8.6) with H∗µ instead of µ, this shows that the function (ξ 7→ Z(β + iξ)) is the Fourier
transform of the measure e−βIdR+ H∗µ on R+, which is defined by some function both in L2 and
L1, and therefore belongs to C0(R)∩L2(R). Moreover, when n = 1, the equality (8.13) follows from
Proposition 8.1.1 applied to the measure H∗µ on R+.
Observe that Proposition 8.1.1 also shows that, conversely, when T2 holds and Z is L
2 on the
vertical line β + iR, then the measure e−βIdR+ H∗µ on R+ is defined by some L2-function.
Let us now consider an arbitrary positive integer n, and let us introduce the pair
(8.14) ((EN , T ⊗n, µ⊗n), Hn).
It is nothing but the product, in the sense of Subsection 7.4, of n-copies of the given measure space
with Hamiltonian ((E , T , µ), H).
As observed in loc. cit., it follows from Fubini theorem that it still satisfies Condition T2 and its
partition function is Zn. This function is L2 on the vertical line β + iR for any β ∈ R∗+, and the
above observation shows that the pair (8.14) also satisfies Condition L2ε and that we may apply to
it the equality (8.13) with n = 1.
This shows that, for any E ∈ R,
µ⊗n(H−1n ((−∞, nE])) =
1
2πi
∫
β+iR
Z(s)n enEs s−1ds
and establishes (8.13) in general. 
For any given E ∈ (Hmin,+∞), we may derive an asymptotic expression for An(E) when n goes
to +∞ from the integral formulae (8.13), by choosing
β := S′(E)
and then applying Laplace’s method. In this way, we shall establish:
Theorem 8.2.2. Let us assume that conditions T1 and L
2
ε are satisfied. Then, for any E ∈
(Hmin,+∞), we have:
(8.15) An(E) ∼
[
πβ2Ψ′′(β)n
]−1/2
enS(E),
with β := S′(E), when the integer n goes to infinity.
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Proof. For any E ∈ R and β ∈ R∗+, the right-hand side of the integral expression (8.13) for An(E)
may be written as
(8.16)
1
2π
∫
R
[
Z(β + iξ) eE(β+iξ)
]n dξ
β + iξ
=
∫
I
gβ(t)Fβ(t)
n dt,
where
I := R, gβ(t) := [2π(β + it)]
−1, and Fβ(t) := Z(β + it)eE(β+it).
The functions gβ and Fβ satisfy the conditions L1 and L3 on the functions g and F introduced
in pour discussion of Laplace’s method in paragraph 8.1.2.
Indeed, Fβ is continuous on I := R and satisfies (8.8), as shown in Proposition 8.2.1; it also
satisfies (8.9), as a consequence of the estimates (6.3) on |Z| and of the fact that e−itH is not µ-
almost everywhere constant for any t ∈ R∗+, as a straightforward consequence of L2ε. This implies
that Fβ is bounded and satisfies L3. Moreover, as observed after Proposition 8.2.1, the function
gβFβ is integrable, and this establishes L1.
Let us now assume that E > Hmin, and let us choose
β := S′(E),
where the function S has been introduced in paragraph 6.1.4. By the very definition of S, the
function S′ is the compositional inverse of the function U := −Ψ′ = −Z ′/Z, and β is the unique
zero in R∗+ of the derivative
d
ds
[Ψ(s) + Es] = Ψ′(s) + E.
Moreover,
S(β) = Ψ(β) + Eβ.
Accordingly, when s ∈ C goes to β, we may write:
Z(s) eEs = eΨ(s)+Es = eΨ(β)+Eβ+Ψ
′′(β)(s−β)2/2+o((s−β)2) = eS(β)+Ψ
′′(β)(s−β)2/2+o((s−β)2).
(The analytic function Ψ := logZ is well defined on some open neighbourhood of R∗+ in C>0.)
This immediately shows that Fβ satisfies Condition L2 with
Fβ(0) = e
S(β) and α = (1/2)Ψ′′(β).
Moreover,
gβ(0) = (2πβ)
−1.
We may therefore apply Proposition 8.1.2 to the integrals (8.16). The asymptotic expression
(8.10) for these integrals given by Laplace’s method is the announced expression (8.15). 
8.2.3. The approach of Darwin-Fowler. Let us assume in this paragraph that Condition T2 is sat-
isfied.
The following proposition follows from the fact that a Radon measure on R+ which satisfies
Condition Σ0 (see paragraph 8.1.1) is uniquely determined by its Laplace transform on the half-
plane C>0.
Proposition 8.2.3. For any η ∈ R∗+, the following three conditions are equivalent:
DF1η : For µ-almost every x ∈ E , H(x) belongs to Nη;
DF2η : the measure H∗µ is supported by Nη;
DF3η : the partition function Z : C>0 −→ C is 2πi/η-periodic. 
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Condition DF is equivalent to the existence of η in R∗+ such that these conditions DF
1−3
η are
satisfied.
Actually, the obviously equivalent conditions DF1η and DF
2
η are satisfied if and only if we may
write the measure H∗µ as:
(8.17) H∗µ =
∑
k∈N
hk δkη
for some sequence (hk)k∈N in R∗+. When this holds, we have:
Z(s) =
∑
k∈N
hk e
−kηs for any s ∈ C>0.
Then the series with non-negative coefficients
(8.18) f(X) :=
∑
k∈N
hkX
k
has radius of convergence at least 1 (this is a reformulation of Condition T2), and we have:
(8.19) Z(s) = f(e−ηs) for any s ∈ C>0.
This makes clear the validity of Condition DF3η.
Observe also that
µ(E) =
∑
k∈N
hk = lim
q→1−
f(q).
Condition T1 holds if and only if this limit is +∞.
These observations show that, when conditions T1, T2, and DF are satisfied, there exists a
smallest η ∈ R∗+ such that the conditions DF1−3η are satisfied. we shall denote it by ηH . Then the
analytic function f on D(0, 1) such that
(8.20) Z(s) = f(e−ηHs) for any s ∈ C>0.
is defined by the series (8.18) where the (hk)k∈N is defined by the relation (8.17) with η = ηH .
Moreover, by the very definition of ηH , for every integer n > 1, we have:
{k ∈ N | hk 6= 0} * nN.
This immediately implies:
Lemma 8.2.4. For every s ∈ C>0, the inequality (6.3)
|Z(s)| ≤ Z(Res)
is an equality if and only if s belongs to Re s+(2πi/ηH)Z, or equivalently if and only if the element
q := e−ηHs
of the pointed unit disc D(0, 1) \ {0} belongs to the interval (0, 1). 
For any r ∈ (0, 1), we shall denote by C(r) the closed path in the complex plane
([0, 1] −→ C, t 7−→ re2piit).
Proposition 8.2.5. Let us assume that Conditions T1, T2, and DF hold. Let r ∈ (0, 1) and let
β := η−1H log r
−1.
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Then, for every E ∈ R and any integer n ≥ 1 such that nE ∈ ZηH , we have:
An(E) =
1
2πi
∫
C(r)
(1− q)−1q−nE/ηH f(q)n q−1 dq(8.21)
=
1
2πi
∫ β+pii/ηH
β−pii/ηH
ηH
1− e−ηHs
[
Z(s)eEs
]n
ds(8.22)
=
1
2π
∫ pi/ηH
−pi/ηH
ηH
1− e−ηH(β+it)
[
Z(β + it)eE(β+it)
]n
dt.(8.23)
Proof. Let us write, as above:
H∗µ =
∑
k∈N
hkδkηH .
Then the measure
Hn∗(µ⊗n) = (H∗µ)∗n := (H∗µ) ∗ . . . ∗ (H∗µ) (n-times)
may be written
Hn∗(µ⊗n) =
∑
k∈N
h
[n]
k δkηH ,
where the sequence (h
[n]
k )k∈N satisfies:∑
k∈N
h
[n]
k X
k =
(∑
k∈N
hkX
k
)n
= f(X)n.
When n˜ := nE/ηH is an integer, we have:
An(E) = Hn∗(µ⊗n)([0, nE]) =
∑
0≤k≤n˜
h
[n]
k = Res0[(1−X)−1X−(n˜+1)f(X)n],
where we denote by Res0 the residue at 0. By the residue formula, this coincides with the right-hand
side of (8.21).
We deduce (8.22) and (8.23) from (8.21) by the changes of variables
q = e−ηHs and s = β + it.

By applying Laplace’s method to the integral formulae established in Proposition 8.2.5, it is
possible to derive an asymptotic expression for An(E) similar to the one in Theorem 8.2.2:
Theorem 8.2.6. Let us assume that Conditions T1, T2, and DF hold. Let us consider
E ∈ Q ηH ∩ (Hmin,+∞),
and let us define23
N (E) := {n ∈ Z>0 | nE ∈ Z>0ηH}.
Then, when the integer n ∈ N (E) goes to infinity, we have:
(8.24) An(E) ∼ ηHβ
1− e−ηHβ
[
πβ2Ψ′′(β)n
]−1/2
enS(E),
with β := S′(E).
23If E = ηHa/b for some integer a and b prime together, then N (E) = |b|Z>0.
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Proof. For any n in N (E) and any β in R∗+, according to (8.23),An(E) admits the expression (8.23):
(8.25) An(E) =
1
2π
∫ pi/ηH
−pi/ηH
ηH
1− e−ηH(β+it)
[
Z(β + it)eE(β+it)
]n
dt =
∫
I
gβ(t)Fβ(t)
n dt,
where:
I := [−π/ηh, π/ηH ], gβ(t) := ηH
1− e−ηH(β+it) , and Fβ(t) := Z(β + it)e
E(β+it).
The functions gβ and Fβ clearly satisfy the condition L1 on the functions g and F in our discussion
of Laplace’s method in paragraph 8.1.2. According to Lemma 8.2.4, the function Fβ also satisfies
Condition L3. Moreover, if we choose β := S
′(E), Fβ also satisfies Condition L2, as already shown
in the proof of Theorem 8.2.2.
The asymptotic expression (8.15) therefore follows from Proposition 8.1.2 applied to the integrals
(8.25). 
Besides the original articles ([DF22a], [DF22b], [DF23]) the results of Darwin-Fowler are pre-
sented in the reference text by Fowler ([Fow36], Chapter 2), in the beautiful introductory notes by
Schro¨dinger ([Sch52], Chapter 4), and in the textbook of Huang ([Hua87], Section 9.1).
8.3. Some approximation arguments. The asymptotic equivalents (8.15) and (8.24) for An(E),
established under the additional assumptions L2ε and DF on the pair ((E , T , µ), H) in Theorems
8.2.2 and 8.2.6, both imply the limit formula
(8.26) lim
n→+∞
1
n
logAn(E) = S(E),
which was the key point in our derivation of Theorem 5.2.1.
Indeed, when L2ε holds, (8.15) clearly implies this limit formula. When DF holds, it follows
from the asymptotic expression (8.24) combined with the existence in (−∞,+∞] of the limit
limn→+∞(1/n) logAn(E), established in Subsection 7.3 by Lanford’s method, and the fact that
this limit is a non-decreasing function of E.
In this subsection, we present some simple approximation arguments that will allow us to derive
(8.26) in the general context of Theorem 5.2.1 from its special cases implied by Theorem 8.2.2 or
Theorem 8.2.6. (This is clear when
As already observed in 7.1.2, to prove the validity of Theorem 5.2.1, one immediately reduces to
the case where (E , T ) is (R+,B) — where B denotes the σ-algebra of Borel subsets of R+ — and
where the Hamiltonian function H is IdR+ .
From now one, we place ourselves in this framework; namely, we consider a positive Radon
measure µ on R+ which satifisfies the conditions
T1 : µ(R+) = +∞,
and
T2 : Z(β) := Lµ(β) :=
∫
R+
e−βE dµ(E) < +∞ for any β ∈ R∗+.
8.3.1. Approximation by convolution. Let us choose χ ∈ C∞c (R) such that
χ(R) ⊂ R+, suppχ ⊂ [0, 1], and
∫
R
χ(x) dx = 1.
For any η ∈ R∗+, we let
χη := η
−1 χ(η−1.)
and
µη := µ ∗ χη.
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The validity of T1 and T2 for µ immediately implies their validity for µη.
To the pair ((R+,B, µ), IdR+) are associated the non-negative real numberHmin, and the functions
Z, Ψ and S, and the sequence of functions (An)n≥1.
Similarly, for any η ∈ R∗+, to ((R+,B, µ), IdR+) are associated the essential minimum Hmin,η of
IdR+ with respect to µδ (or equivalently, the minimum of suppµη), and functions Zη, Ψη and Sη,
and the sequence of functions (An,η)n≥1 defined as follows: for any s ∈ C>0,
Zη(s) :=
∫
R+
e−sE dµη(E);
for any β ∈ R∗+,
Ψη(β) := logZη(β);
for any E ∈ (Hmin,η,+∞),
Sη(E) := sup
β∈R∗
+
(Ψη(β) + βE);
and for any positive integer n and any E ∈ R+,
An,η(E) := µ
⊗n
η ({(x1, . . . , xn) ∈ Rn+ | x1 + . . .+ xn ≤ nE}) = µ∗nη ([0, nE]).
Lemma 8.3.1. For any η ∈ R∗+ and any E ∈ R+, we have:
(8.27) Hmin ≤ Hmin,η ≤ Hmin + η
and
(8.28) An,η(E) ≤ An(E) ≤ An,η(E + η).
Proof. The estimates (8.27) are straightforward. The estimates (8.28) follow from the identities:
An,η(E) = µ
∗n
η ([0, nE]) =
∫
x,y≥0,x+y≤nE
dµ∗n(x).χ∗nη (y) dy
An(E) = µ
∗n([0, nE]) =
∫
0≤x≤nE
dµ∗n(x)
and
An,η(E + η) = µ
∗n
η ([0, nE + nη]) =
∫
x,y≥0,x+y≤nE+nη
dµ∗n(x).χ∗nη (y) dy,
and from the fact that χ∗nη is non-negative, supported by [0, nδ], and of integral 1. 
Lemma 8.3.2. For any (η, β) ∈ R∗2+ ,
(8.29) Ψ(β)− ηβ ≤ Ψη(β) ≤ Ψ(β).
Proof. From the multiplicativity property (8.3) of the Laplace transform, we obtain that, for any
s ∈ C>0 :
Zη(s) = Lµη(s) = Lµ(s)Lχ(s) = Z(s)
∫ +∞
0
e−sEχη(E) dE.
Therefore, for any β ∈ R∗+:
(8.30) Ψη(β) = Ψ(β) + log
∫ +∞
0
e−sEχη(E) dE.
Besides, as χη is non-negative, supported by [0, η] and of integral 1, we have:
(8.31) e−βδ ≤
∫ +∞
0
e−sEχη(E) dE ≤ 1.
The estimates (8.29) follow from (8.30) and (8.31). 
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From Lemma 8.3.1 and 8.3.2, one easily derives:
Lemma 8.3.3. If, for any η ∈ R∗+ and any E ∈ (Hmin,η,+∞),
(8.32) lim
n→+∞
1
n
logAn,η(E) = Sη(E),
then, for any E ∈ (Hmin,+∞),
(8.33) lim
n→+∞
1
n
logAn(E) = S(E).
Proof. From Lemma 8.3.2, we immediately derive:
(8.34) S(E − η) ≤ Sη(E) for any η > 0 and any E > Hmin + η,
and
(8.35) Sη(E) ≤ S(E) for any η > 0 and any E > Hmin,η.
Let us now consider E ∈ (Hmin,+∞). For any η ∈ (E −Hmin), from (8.28) and (8.32), we get:
Sη(E) = lim
n→+∞
1
n
logAn,η(E) ≤ lim inf
n→+∞
1
n
logAn(E)
and
lim sup
n→+∞
1
n
logAn(E) ≤ lim
n→+∞
1
n
logAn,η(E + η) = Sη(E + η).
Together with (8.34) and (8.35), this shows:
S(E − η) ≤ lim inf
n→+∞
1
n
logAn(E) ≤ lim sup
n→+∞
1
n
logAn(E) ≤ S(E + η).
Since the function S is continuous on (Hmin,+∞), this establishes (8.33) by taking the limit when
η goes to zero. 
Lemma 8.3.3 allows one to derive the validity of the limit formula (8.33) from its validity when
furthermore Condition L2ε holds. Indeed, for any η ∈ R∗+, the pair ((R+,B, µη), IdR+) satisfies
this condition, which ensures the validity of (8.32); in other words, the measure µη is absolutely
continuous with respect to the Lebesgue measure λ and may be written
µη = fη λ
where, for every ε ∈ R∗+, the function (x 7−→ e−εxfη(x)) is in L2(R+).
Actually, the density fη is a C
∞ function on R+, and we have, for any x ∈ R∗+:
fη(x) =
∫
R
χη(x − t) dµ(t) = η−1
∫ x
x−η
χ(η−1(x− t)) dµ(t) ≤ η‖χ‖L∞ µ([0, x]).
This shows that, for any ε ∈ R∗+,
fη(x) = O(e
εx) when x −→ +∞.
8.3.2. Approximation by discretization. For any η ∈ R∗+, we may also introduce the Radon measure
µη :=
∑
k∈Z>0
µ([(k − 1)η, kη)) δkη.
As in the previous paragraph, to the measure µη are associated its essential minimum Hmin,η,
and the functions Zη, Ψη, Sη, and An,η. Then Lemma 8.3.1 and 8.3.2 remain valid (we leave the
details as an exercice for the interested reader), and consequently Lemma 8.3.3 also.
By construction, µη is supported by Nη, and therefore the pair ((R+,B, µη), IdR+) satisfies Con-
dition DF. Thus the fact that Lemma 8.3.3 holds in the present context shows that the validity of
the limit formula (8.33) follows from its validity when furthermore Condition DF holds.
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Let us finally remark that, when we consider a Euclidean lattice E defined by some integral
quadratic form, the associated measure space with Hamiltonian ((E , T , µ), H) associated to E by
the construction in Subsection 5.5 never satisfies Condition L2ε. It satisfies Condition DF if and
only if some positive real multiple of ‖.‖2 is an integral quadratic form on the free Z-module E.
Accordingly, in this case, the validity of Theorem 4.4.3 directly follows from the asymptotics a` la
Darwin-Fowler established in paragraph 8.2.3 (see [MO90], Section 3, for a related discussion).
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