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ABSTRACT OF DISSERTATION 
 
 
 
 
NUMERICAL MODELING AND ISOTOPE TRACERS TO INVESTIGATE KARST 
BIOGEOCHEMISTRY AND TRANSPORT PROCESSES 
 
 This dissertation investigated the physical and biogeochemical processes affecting 
the source, fate, and transport of sediment, carbon, and nitrogen within a highly-coupled 
fluviokarst system.  Elemental and isotopic datasets were collected at surface and 
subsurface locations for both dissolved and particulate contaminant phases, new 
methodology regarding data collection was presented to the karst research community, an 
in-cave sediment transport model coupling physical transport with elemental and isotopic 
mass balances of carbon and nitrogen was formulated, pathway and process control on 
nitrate leaching from agricultural karst watersheds was assessed, and nitrate mobilization 
and fractionation were modeled using high frequency storm sampling and long-term low-
flow sampling.  Data and modeling results indicate that phreatic karst conduits are 
transport-limited during hydrologic events and experience subsurface deposition of labile, 
storm-injected sediment which is subsequently decomposed by heterotrophic bacteria.  An 
estimated 30% of the organic carbon associated with sediment is decomposed during 
transport in the subsurface karst.  Concentrations of nitrate in subsurface waters are 
consistently 50% greater than surface inputs suggesting an additional source of subsurface 
nitrate.  Further modeling of nitrate leaching indicates that quick-flow water sources dilute 
nitrate concentrations and slow-flow (epikarst and phreatic) sources account for 
approximately 90% of downstream nitrate delivery.  Field sampling of extreme events 
highlights the physical transport and delayed release of high nitrate concentrations by 
intermediate karst pathways, which is likely associated with a transition from epikarst to 
soil drainage during storm recession.  Modeling of sediment carbon and nitrogen within 
the karst SFGL supports the idea that the cave sediment bed experiences hot spots and hot 
moments of biogeochemical activity.  Sediment nitrogen tracing data show a significant 
increase in δ15NSed at the spring outlet relative to karst inputs indicating the potential for 
isotope fractionation effects during dissolved N uptake by cave biota.  Dissolved nitrogen 
stable isotopic composition shows a significant downstream decrease in δ15NNO3 within the 
conduit, likely associated with nitrification.  Data and modeling results of sediment, 
carbon, and nitrogen emphasize the role of multiple pathways, turbulent transport, and in-
conduit transformations in controlling contaminant flux from karst watersheds. 
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Chapter 1: Sediment Carbon Fate in Phreatic Karst (Part 1): Conceptual Model 
Development 
Adapted with permission from Husic et al., 2017. Sediment Carbon Fate in Phreatic Karst (Part 1): 
Conceptual Model Development.  Journal of Hydrology 549, 179-193.    
Copyright © 2017 Elsevier 
1.1 ABSTRACT 
Recent research has paid increased attention to quantifying the fate of carbon pools 
within fluvial networks, but few, if any, studies consider the fate of sediment organic 
carbon in fluviokarst systems despite that karst landscapes cover 12% of the earth’s land 
surface.  The authors develop a conceptual model of sediment carbon fate in karst terrain 
with specific emphasis upon phreatic karst conduits, i.e., those located below the 
groundwater table that have the potential to trap surface-derived sediment and turnover 
carbon.  To assist with their conceptual model development, the authors study a phreatic 
system and apply a mixture of methods traditional and novel to karst studies, including 
electrical resistivity imaging, well drilling, instantaneous velocimetry, dye tracing, stage 
recording, discrete and continuous sediment and water quality sampling, and elemental and 
stable carbon isotope fingerprinting.   
Results show that the sediment transport carrying capacity of the phreatic karst 
water is orders of magnitude less than surface streams during storm-activated periods 
promoting deposition of fine sediments in the phreatic karst.  However, the sediment 
transport carrying capacity is sustained long after the hydrologic event has ended leading 
to sediment resuspension and prolonged transport.  The surficial fine-grained laminae 
occurs in the subsurface karst system; but unlike surface streams, the light-limited 
conditions of the subsurface karst promotes constant heterotrophy leading to carbon 
turnover.  The coupling of the hydrological processes leads to a conceptual model that 
frames phreatic karst as a biologically active conveyor of sediment carbon that recharges 
degraded organic carbon back to surface streams.  For example, fluvial sediment is 
estimated to lose 30% of its organic carbon by mass during a one year temporary residence 
within the phreatic karst.  It is recommended that scientists consider karst pathways when 
attempting to estimate organic matter stocks and carbon transformation in fluvial networks. 
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1.2 INTRODUCTION 
Fluvial networks are recognized to not only act as conveyors of sediment organic 
carbon to the ocean, but also to serve as ecosystems that can actively turnover carbon 
(Battin et al., 2008).  Sediment carbon enters the fluvial system via multiple routes which 
include overland runoff, subsurface flow, mass wasting, and abscission as well as from 
autochthonous growth within the fluvial system (Ford and Fox, 2014; Hotchkiss and Hall, 
2015).  It is now recognized that sediment carbon is an important energy source for 
decomposers and that microbial oxidation results in the production of carbon dioxide and 
increasingly degraded terrestrially-derived carbon longitudinally in a fluvial system (Swift 
et al., 1979; Moore et al., 2004).  However, the degradation state of sediment carbon and 
its downstream fate remain highly uncertain with open questions regarding the spatial 
variability of turnover, temporary burial, and removal of sediment carbon from active 
carbon cycles (Cole et al., 2007).  In this context, one area that has not been well 
investigated is sediment carbon fate in fluvial systems that drain karst landscapes.  
Karst landscapes are typified as solutionally dissolved landscapes that are 
dominated by secondary and tertiary porosity features (e.g., macropores, fractures, and 
conduits) that produce low-resistance pathways for water transport (Thrailkill, 1974; Smart 
and Hobbs, 1986; Pronk et al., 2009b).  When coupled to surface streams of the fluvial 
network, mature karst topography is well-recognized to include subterranean fluid 
pathways that act as turbulent conduits conveying fluid from surface sinks termed swallets 
to sources called springs (White, 2002).  Karst watersheds often carry high loads of 
sediment brought in by sinking streams and other karst features (Drysdale et al., 2001).  In 
this manner, karst topography provides subsurface pathways for water, sediment, and 
carbon transport whereby both terrestrially- and aquatically-derived sediment carbon can 
be temporarily sequestered and transformed only to resurface further downstream.  It is 
highly reasonable that temporarily stored sediment carbon is oxidized and results in a net 
production of CO2 given that bacteria and other microbes within epilithic biofilms in 
subsurface karst utilize particulate and dissolved organic carbon as an energy source 
(Chapelle, 2001; Danovaro et al. 2001; Simon et al., 2003; Goldscheider et al., 2006; 
Humphreys, 2006; Simon et al., 2007).  Accounting for the spatiotemporal distribution and 
variability of organic matter inputs, turnover, and fluxes has been identified as one of the 
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greatest challenges in estimating sediment carbon fate in karst (Simon et al., 2007; Pronk 
et al., 2009a).  Thus, the motivation of this paper is towards elucidating the role of 
hydrologic processes impacting sediment carbon in fluviokarst landscapes and working 
towards a conceptual model of sediment carbon fate within fluviokarst systems. 
 A precursor to a conceptual model of sediment carbon impacted by karst is the non-
trivial task of estimating the morphology of karst systems, hydraulics of karst water 
conveyance, and physics of subsurface sediment transport within karst conduits.  The 
comprehensive review of karst hydrology by White (2002) suggested that sediment 
transport in karst settings remained one of the most unstudied aspects of karst in need of 
research.  Since that time, a number of groups have investigated the ability of fluviokarst 
networks to transport sediment and have found that rainfall activated surface tributaries 
can carry high sediment loads and provide quickflow to the subterranean karst (Hart and 
Schurger, 2005; Massei et al., 2003); karst drainages entrain and transport sediment loads 
as function of fluid intensity, similarly to surface streams (Dogwiler and Wicks, 2004); and 
karst systems store and convey a distribution of sediment under varying ground saturation, 
moisture, and discharge conditions (Hart and Schurger, 2005; Herman et al., 2008).  From 
recent sediment transport studies, an important feature has been the realization of a sub-
classification of karst in phreatic systems.  Phreatic conduits are situated below the water 
table and therefore have a downstream hydraulic control structure, i.e., subterranean dam, 
or adverse conduit gradient in the streamwise direction that produces saturated flow 
conditions.  In terms of hydraulics, phreatic conduits have an upper limit for their energy 
gradient and thus upper limit for fluid conveyance due to the existence of the downstream 
controls.  The fluid energy threshold of the phreatic conduits offers the potential to trap 
sediment either temporarily or permanently (Herman et al., 2008), which highlights the 
potential for sediment carbon mineralization within the fluviokarst system. 
 Advancement in our understanding of sediment carbon fate and hydrological 
processes in karst relies on the application of new or advanced instrumentation within karst 
systems as well as adopting existing methods from other fluvial settings and applying them 
to karst.  Methods in karst have been greatly advanced in recent years, with a number of 
methods available for hydrologic analysis.  Water conveyance methods generally consist 
of gaging stations for flow estimation installed at swallow holes and springs (Mahler and 
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Lynch, 1999; Bonacci, 2001; Reed et al., 2010), piezometers for continuous measurement 
of the groundwater table (Long and Derickson, 1999), and natural as well as artificial 
tracers for understanding water origin and connectivity between surface and subsurface 
pathways (Katz et al., 1997; Perrin et al., 2003; Barbieri et al., 2005).  Sediment 
measurements in karst aquifers are typically performed by scraping cave surfaces, pumping 
or coring at well sites, automated pump sampling at spring outlets (Mahler et al., 1999; 
Herman et al., 2008; Reed et al., 2010), and use of sediment fingerprinting techniques for 
distinguishing sediment sources and estimating residence time (Mahler et al., 1998; Pronk 
et al., 2006).  
 In the present paper, the authors apply the above mentioned data collection methods 
and also work to extend the karst scientific toolbox in order to understand sediment carbon 
fate.  The authors apply carbon stable isotopes for understanding the source of sediment 
carbon supplied to the karst subsurface via swallets and for investigating the fate of carbon 
within the subsurface.  The stable isotopic signature of carbon (δ13C) is inherently linked 
to the land use origin of sediment from different plant type and management scenarios (Fox 
and Papanicolaou, 2008) as well as to the organic matter structure of carbon due to its 
sensitivity to the level of microbial processing (Acton et al., 2013).  Carbon stable isotopes 
have been previously used in fluvial environments for understanding the source and fate of 
sediment carbon as well as within sediment fingerprinting (Fox and Papanicolaou, 2007; 
Fox, 2009; Jacinthe et al., 2009; Mukundan et al., 2010; Ford and Fox, 2015; Fox and 
Martin, 2015).  However, to the authors’ knowledge, the method has not been applied in 
karst settings.  In addition to the use of stable isotopes and traditional sampling methods, 
the authors install several monitoring wells which directly intersect the primary karst at its 
longitudinal midpoint in order to continuously monitor water and sediment.  The authors 
find few studies in the literature that have continuously collected hydrologic data at karst 
inlets and outlets as well as from within the primary conduit draining the aquifer.   
This study’s objectives were to elucidate previously unstudied hydrological 
processes within phreatic karst and develop a conceptual model of sediment carbon fate 
within phreatic karst.  The conceptual model is discussed in the context of active freshwater 
carbon cycles.  Thereafter, the conceptual model is used as a guide to build a numerical 
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model in our companion paper (Paper 2: Numerical Model) that immediately follows this 
article in this journal. 
 
1.3 METHODS 
1.3.1 Conceptual Model Development 
The authors focus their conceptual model development for sediment carbon in 
phreatic karst upon hydrologic and landscape features that provides a sub-classification of 
karst systems (see Figure 1.1).  The authors emphasize mature, phreatic karst systems with 
hydraulically connected surface water and subsurface water.  Sinking streams and swallets 
located in the surface stream corridor are fluviokarst features that can transport stream 
sediment to subsurface conduits and caves.  The authors focus on phreatic karst such that 
a subsurface hydraulic control has the potential to mediate fluid energy, cause trapping of 
sediments, and potentially allow for the mineralization of sediment carbon.  The authors 
emphasize karst systems with active subsurface conduit flow that can convey sediment to 
a springhead.  The existence of a springhead allows connectivity of sediment carbon back 
to the fluvial network, which highlights the broader goal of understanding karst landscapes 
within the fluvial carbon cycle.  Many phreatic karst systems reported upon in the literature 
can be characterized by the features mentioned above and conceptualized in Figure 1.1 
(White, 2002; Drysdale et al., 2001; Massei et al., 2003; Herman et al., 2008), yet sediment 
carbon fate and transport is understudied in such phreatic systems. 
With the mentioned hydrologic and geologic characteristics in mind, the authors 
chose a mature karst system to assist with the conceptual model development for sediment 
carbon in phreatic karst.  The study site chosen is the coupled Cane Run Creek Watershed 
and Royal Springs Groundwater Basin located in the Bluegrass Region of central 
Kentucky, United States.  Reasons for choosing the study site for development of our 
conceptual model were as follows: (1) The surface stream network of Cane Run Creek has 
high connectivity to the subsurface such that stream sediments can be conveyed to phreatic 
karst.  Fifty seven karst holes (e.g., swallets) have been mapped in and around the surface 
stream corridor, and many of these features connect surface water and sediment carbon to 
a primary, phreatic conduit (Taylor, 1992; Paylor and Currens, 2004).  (2) The subsurface 
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karst system consists of a series of anastomosis conduits that converge to the primary, 
phreatic conduit that transports water and sediment carbon.  The phreatic conduit is 
approximately 20 m below the ground surface, 5.4 m2 in cross-sectional area at its 
longitudinal midpoint, elliptical in cross-section (6 m wide by by 0.9 m height), and gains 
15 m of elevation from its low point to springhead due to a subsurface hydraulic barrier 
(Thrailkill et al., 1991).  The existence of the active conduit allowed the authors to 
investigate how phreatic karst might convey, trap, and turnover sediment carbon.  (3) The 
phreatic conduit recharges water and sediment at a springhead allowing connectivity of 
sediment carbon back to the fluvial network.  The Royal Spring springhead has the largest 
baseflow discharge of any spring in the region and conveys perennial flow from the 
phreatic conduit (Currens et al., 2015).  (4) The Cane Run-Royal Springs system was also 
chosen due to the large amount of previous morphologic and hydrologic study of the basin 
(Spangler, 1982; Thrailkill et al., 1991; Taylor, 1992; Paylor and Currens, 2004; Currens 
et al., 2015).  (5) Finally, the karst system was chosen due to its close proximity of 15 km 
to the University of Kentucky and Kentucky Geological Survey headquarters allowing 
researchers to easily access the site throughout the course of this study. 
1.3.2 Methodological Approach 
The authors’ methodological approach for developing a conceptual model for 
sediment carbon in phreatic karst first relied on mapping the subsurface phreatic karst 
morphology as well as karst inlets and outlets for the specific system studied.  Next, the 
authors sampled water and sediment carbon within the subsurface phreatic conduit, and the 
authors sampled water and sediment carbon entering and exiting the subsurface phreatic 
karst.  Thereafter, the authors used analyses of the data streams and data-driven mass 
balances (see Figure 1.2) to elucidate hydrological processes within the phreatic karst.  The 
authors then infer sediment carbon fate within the study system that might be characteristic 
of a conceptual model of sediment carbon in phreatic karst more generally. 
The authors mapped the subsurface phreatic karst morphology and its connectivity 
with the surface streams using 37 electrical resistivity profiles analyzed with the dipole-
dipole electrode configuration method to estimate the extent of the primary conduit (Zhu 
et al., 2011). 44 wells were drilled to 20 to 30 m in depth to intersect and map the primary 
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phreatic conduit, and potentiometric surface mapping was performed to estimate flow 
direction within the fracture aquifer to the conduit.  Field investigation of swallet and 
springhead morphology was performed to measure inlets and outlets.  Underwater camera 
observation and Doppler sonar techniques were used to estimate the phreatic conduit 
geometry.   
The authors sampled water and sediment carbon within the subsurface phreatic 
conduit and at subsurface inlets and outlets at the stations shown in Figure 1.3 for the 
coupled Cane Run Creek Watershed and Royal Springs Groundwater Basin. In the figure, 
it is shown that surface stream network conveys water and sediment carbon from urban 
and agricultural land surfaces to Cane Run Creek, which flows in the northwestern 
direction.  The surface water and sediments are pirated via the 57 sinking streams and 
swallets to the phreatic conduit.  The phreatic conduit is north to northwest flowing to 
Royal Springs, and its groundwater basin is shaded in Figure 1.3.  The subsurface phreatic 
conduit drains the landscape year round while the main stem of Cane Run Creek is only 
active about 10% of the year.  During periods of high intensity or long duration 
precipitation, surface water and sediments overtop the swallets and continue downstream 
as surface flow.   
The authors used their understanding of the karst system to choose stations for 
sample collection.  Water and sediment carbon entering from the surface streamflow to the 
subsurface phreatic conduit were monitored at streamflow stations including the 
Agricultural Surface Flow Station and Urban Surface Flow Station.  The streamflow 
stations were representative of urban and agricultural streamflow, in general, for the basin 
because: the urban or agriculture land-use dominated the drainage area; and the streams 
stations were located upstream of the swallets or sinking streams.  The Surface Outflow 
Station was monitored to sample water and sediment carbon that overtops the swallets and 
sinking streams during high flow events and thus exits the watershed via surface flow.  The 
phreatic karst conduit was directly monitored within the conduit near its longitudinal 
midpoint at the Groundwater Station and at is springhead at Royal Springs Station.  Three 
wells directly intersected the phreatic conduit at the Groundwater Station, which allowed 
for sample collection. 
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1.3.3 Continuous Water Sediment Monitoring 
The authors designed continuous water and sediment monitoring with emphasis 
upon elucidating fluid energy and sediment transport within a conceptual model for 
sediment carbon in phreatic karst.  To do so, the authors carried out continuous flow 
monitoring at all five sampling stations shown in Figure 1.3 at a 10 minute sampling rate 
for two years (1 October 2011 to 30 September 2013).  Extensive details of the quality 
assurance protocol for sample collection is provided in Husic (2015), and the primary 
method applied is included herein.  The surface stream stations were instrumented with in 
situ pressure transducers, and velocity measurements were collected at different stages to 
develop stage-discharge relationships for each station.  Instrumentation installed at the 
Groundwater Station included a permanent Marsh-McBirney 201-D continuous velocity 
recording device as well as several Telog 2109 Water Level Recorders. The velocimeter 
was placed at 80% of the height of the conduit to collect the depth average velocity as 
estimated by the one-seventh power law (De Chant, 2005).  At Royal Spring Station, the 
United States Geological Survey (USGS) operates a v-notch weir and associated staff gage 
(USGS 03288110).  Water discharge estimates were used to calculate a data-driven water 
budget (Table 1.1) in which the agricultural and urban stream stations were scaled to 
represent inputs to the basin. 
Temperature measurements and dye traces assisted with understanding hydrologic 
connectivity within the phreatic karst system.  Temperature data were recorded with YSI 
6920v2 water quality sondes at the sampling stations to monitor the flushing of pre-event 
conduit water by quickflow from the surface.  Quantitative and qualitative dye traces were 
used to estimate travel time and swallet connectivity to the phreatic conduit.  Rhodamine 
WT and fluorescein were injected into a karst window at a travel distance of approximately 
1.5 km upstream from the Groundwater Station following established methods (Smart and 
Laidlaw, 1977; Wilson et al., 1986).  Downstream tracer concentration was measured by 
collecting water samples every 10 minutes using a Teledyne ISCO 6712 pump sampler.  
Fluorescein tracer analysis was performed with a Cary Eclipse Varian fluorescence 
spectrophotometer.  The arrival time of the center of mass of the fluorescein was used to 
estimate the velocity of the flow.  Additionally, a conservation of mass approach was 
9 
 
applied to the Rhodamine WT dye trace in order to estimate conduit discharge (Gouzie et 
al., 2015).   
 Sediment measurements were coupled with the water measurements to estimate 
particle size characteristics and sediment discharge at the five stations.  Suspended 
sediment was collected at the sampling stations and analyzed using a LISST-Portable|XR 
to estimate particle size distribution.  The method for estimating sediment transport rates 
at the stations applied the sediment concentration relationship for tributaries in the region 
coupled with Einstein’s Approach, which integrates the velocity and sediment 
concentration profiles (e.g., Chang, 1998; Fox and Russo, 2012).  Velocity profiles relied 
on the modified logarithmic law and one-seventh power law for the streams and conduits, 
respectively (Chang, 1998; De Chant, 2005).  The friction velocity in the streams and 
conduits was estimated using the momentum equation and Darcy-Weisbach equation, 
respectively (Chang, 1998, pp. 41; Allen et al., 2007; Husic, 2015).  Continuous data were 
input to the sediment discharge formula at 10 minute intervals, and data input included 
sediment concentration, water depth in the stream, and velocity within the conduit (Husic, 
2015).  Sediment concentration measurements were measured using water samples 
collected with Teledyne ISCO 6712 pump samplers, and then continuous estimates were 
provided by coupling concentration measurements with continuous YSI 6920v2 turbidity 
probe measurements, which is commonly performed for sediment budget studies (e.g., 
Walling et al., 2006). 
1.3.4 Sediment Carbon Monitoring 
The authors designed sediment carbon monitoring with the conceptual model 
development for sediment carbon in phreatic karst in mind, and specifically focused on 
carbon sources to the phreatic karst and carbon fate within the phreatic conduit.  As a first 
step, the authors applied sediment carbon concentration and stable carbon isotope (δ13C) 
measurements to fingerprint the sources of sediment carbon entering the phreatic conduit.  
As a second step, the authors applied carbon and δ13C measurements to estimate the fate 
of sediment carbon within the phreatic conduit by analyzing data input from the surface 
streams and output from the phreatic conduit at the springhead.   
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 The authors considered carbon sources entering the phreatic conduit by recognizing 
that urban and agricultural surface streams transport sediment carbon derived from 
terrestrial and aquatic origin within the fluvial load (<53 µm in diameter) (Arango et al., 
2007; Cole et al., 2007; Trimmer et al., 2012; Ford and Fox, 2014).  Thus, sediment carbon 
is a mixture of: (i) a terrestrial carbon pool that includes fine-sized litter and newly derived 
soil carbon from litter or root turnover; (ii) a terrestrial carbon pool of recalcitrant soil 
carbon that has undergone numerous stages of decomposition; and (iii) an aquatic carbon 
pool of disaggregated and humified algae produced in the bed of the stream network (Ford 
et al., 2015).  The three carbon sources are worthy of note because they will vary in their 
recalcitrance (Cambardella and Elliott, 1992; Marwick et al., 2015), and will provide 
ecosystem energy production, and hence carbon turnover, via oxidation by heterotrophic 
bacteria (Thorp and Delong, 2002).  Fine-sized litter is high in carbohydrates with high 
C:N ratios, whereas older soil carbon has a high contribution of microbial processed and 
synthesized compounds with smaller C:N ratios (Marin-Spiotta et al., 2014).  In turn, more 
highly bioavailable carbon within labile litter will provide high energy production per unit 
mass of carbon relative to the older, more recalcitrant pool (Thorp and Delong, 2002).  
Studies of in situ organic matter decomposition in streams suggest that sediment carbon 
recently derived from leaf litter and detritus has decomposition rates on the order of 1×10-
3 d-1 while older soil carbon has decomposition rates on the order of 1×10-5 d-1 (Webster et 
al., 1999; Six and Jastrow, 2002; Yoshimura et al., 2008).  Algal-derived sediment carbon 
is recognized as a carbon-rich pool composed of highly labile neutral sugars (Vieira and 
Myklestad, 1986; Waite et al., 1995; Lane et al., 2013) and, in turn, will have 
decomposition rates on the order of 1×10-3 d-1 or higher (Ford and Fox, 2015). 
The authors applied carbon fingerprinting for estimating the contribution of litter, 
soil, and algal carbon to the phreatic karst using tracer un-mixing (Davis and Fox, 2009) 
as 
𝑦𝑦𝑇𝑇 = ∑ (𝑥𝑥𝑘𝑘𝑇𝑇 × 𝑃𝑃𝑘𝑘)𝑘𝑘 ,         (1) 
and 
∑ 𝑃𝑃𝑘𝑘 = 1𝑘𝑘 ,          (2) 
where, 𝑦𝑦 is the tracer of sediment carbon collected from the mixture location in the stream, 
𝑥𝑥 is the tracer of a carbon source, 𝑇𝑇 designates an index for the tracer being used, 𝑘𝑘 
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designates an index for the carbon source, and 𝑃𝑃 is the mass fraction of carbon originating 
from a particular source.  In the present analysis, the stable carbon isotope (δ13C) of 
sediment carbon was chosen as the biomarker tracer to un-mix the carbon pools.  δ13C is 
inherently linked to the organic matter structure of the carbon pool (Sharp, 2007) and has 
been found to discriminate terrestrial carbon and aquatic pools so long as the nature of the 
carbon pool and end-members are properly characterized and δ13C is treated as 
conservative (Ford and Fox, 2015; Fox and Martin, 2015).  In the present study, urban 
tributaries are storm event-activated and do not sustain flow necessary for primary in-
stream production hence only two sources (i.e., soil and litter) were considered for 
tributaries draining urban lands. Sediment carbon fingerprinting from agriculture 
tributaries contained all three sources.  
As mentioned, the second step of the sediment carbon monitoring focused on 
estimating the fate of carbon within the phreatic conduit.  The microbial decomposition of 
carbon was estimated during temporary storage as 
𝑆𝑆𝑆𝑆𝑆𝑆𝑜𝑜𝑜𝑜𝑜𝑜 = 𝑆𝑆𝑆𝑆𝑆𝑆𝑖𝑖𝑖𝑖 − 𝐷𝐷𝐷𝐷𝑆𝑆 𝑡𝑡𝑅𝑅,         (3) 
where Equation (3) is a first-order carbon turnover model commonly applied for carbon 
cycling in freshwater (Shih et al., 2010; Ford and Fox, 2014).  𝑆𝑆𝑆𝑆𝑆𝑆𝑖𝑖𝑖𝑖 is the sediment carbon 
composition of sediment entering the subsurface karst from the surface streams (g C), 
𝑆𝑆𝑆𝑆𝑆𝑆𝑜𝑜𝑜𝑜𝑜𝑜 is the sediment carbon exiting the subsurface karst at the springhead (g C), 𝐷𝐷𝐷𝐷𝑆𝑆 is 
the net microbial decomposition rate that can be estimated when the distribution of carbon 
sources to the conduit is known or estimated (g C d-1), and 𝑡𝑡𝑅𝑅 is the net residence time of 
the sediment carbon in the conduit (d).  It was recognized that influx of sediment carbon 
into the karst system is likely episodic and driven by the occurrence of hydrologic events, 
and, for this reason, the net residence time estimated in Equation (3) assumes equilibrium 
over several years and relies on repetition of samples to estimate mean sediment carbon 
concentrations entering and exiting the phreatic karst.   
In addition to the net change in sediment carbon concentration within the phreatic 
conduit, the authors considered the change in the stable carbon isotopic signature of 
sediment.  The authors assumed long term equilibrium and applied a Rayleigh-like 
fractionation model (Ford and Fox, 2016) as 
𝛿𝛿13𝑆𝑆𝑜𝑜𝑜𝑜𝑜𝑜 = 𝛿𝛿13𝑆𝑆𝑖𝑖𝑖𝑖 − 𝜖𝜖 ln 𝑓𝑓,         (4) 
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where the carbon isotope signature is changed via the product of enrichment via 
fractionation during decomposition, 𝜖𝜖 (‰), and the natural logarithm of the net organic 
carbon lost during decomposition, f.  The enrichment factor associated with decomposition 
of fine sediment carbon is on the order of 0 to 2‰ (Jacinthe et al., 2009).  Equation (4) 
provides an independent method to assess aerobic microbial decomposition of sediment 
carbon given carbon concentration and δ13C of sediment carbon entering and existing the 
karst subsurface. 
To carry out the sediment carbon source and fate analyses in Equations (1), (3) and 
(4), transported sediment carbon was collected from the surface flow stations and the 
springhead station using in situ sediment trap samplers over the course of 22 months.  The 
sampling method relied on the use of time-integrated sediment samplers, which have been 
found to provide a representative, integrated total carbon signature for a stream (Phillips et 
al., 2000; Fox and Papanicolaou, 2007; Ford and Fox, 2014; Fox et al., 2014).  Sediment 
traps were installed at the sampling stations and samples were collected from the traps on 
a weekly basis.  Samples collected from traps which were clogged and samples with an 
inadequate sediment mass were not included in the analysis in order to avoid biasing.  
Samples were processed back in the laboratory following the methods outlined in Ford and 
Fox (2014) and Husic (2015).  In brief, the samples were dewatered and weighed, wet-
sieved through a 53 μm sieve, dewatered and weighed again, ground to a fine powder, and 
acidified repeatedly using 6% sulfurous acid (Verardo et al., 1990).  Sediment carbon 
samples were analyzed for elemental and isotope composition by combusting samples at 
980°C on a Costech 4010 Elemental Analyzer, passing the gas stream through a Gas 
Chromatograph (GC) column (3 m HS-Q) to a Thermo Finnigan Delta-Plus XP Isotope 
Ratio Mass Spectrometer (IRMS).  The carbon elemental signature, C, was reported as a 
percentage of the mass of carbon relative the mass of sediment.  Isotopic results were 
reported in delta notation as 
𝛿𝛿13𝑆𝑆 = � 𝑅𝑅𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆
𝑅𝑅𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆
− 1� ∗ 1000       (5) 
where RSample is the 13C/12C ratio of the samples and RStandard is the 13C/12C ratio of the 
universal standard, Vienna Pee Dee Belemnite (VPDB).  The elemental reference was 
acetanilide (%C=71.09%), and isotopic references were DORM (δ13C=-19.59), and 
CCHIX (δ13C=-16.4‰).  Average standard deviations for elemental and isotopic standards 
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were 0.34% and 0.20‰, respectively.  Average standard deviations of replicates were 
0.10% and 0.08‰ for carbon concentration and δ13C, respectively. 
Carbon isotope signatures applied in Equation (1) were previously collected from 
litter, soil, and algae stocks in nearby Kentucky watersheds with similar lithologic, soil, C3 
plant type, and benthic algae characteristics (Fox et al., 2010; Acton et al., 2013; Ford et 
al., 2015).  Within the carbon fingerprinting analysis, Equations (1) and (2) were under-
parameterized for the condition of a single tracer, and therefore additional field information 
was integrated into the analysis.  The source fraction of algae contributing to sediment 
carbon in the surface streams was estimated using the results from nearby streams in the 
Inner Bluegrass (Ford et al., 2014).  The average value of percent algae in these streams 
was found to be 17.8% (Ford et al., 2014), and the authors in this study varied this range 
widely from 0 to 40% algae to account for uncertainty within the results. 
1.4 RESULTS AND DISCUSSION 
As will be shown, the authors used analyses and interpretation of the data streams 
to elucidate understudied hydrological processes within phreatic karst including the 
sediment transport carrying capacity of the flow during and after storm events and the 
functioning of the surficial fine grained laminae.  Thereafter, the authors discuss a 
conceptual model that may be characteristic of sediment carbon in phreatic karst more 
generally whereby phreatic karst temporarily stores sediment, turns over carbon at higher 
rates than would be considered otherwise, respires carbon dioxide to the water column, and 
recharges degraded organic carbon back to the surface stream. 
1.4.1 Water Conveyance in Phreatic Karst 
Water and its conveyance provides the medium and energy by which sediment 
carbon is transported, stored, and turned over in phreatic karst.  Numerous studies have 
presented results of water conveyance in phreatic karst.  Therefore, the authors recognized 
the need to measure hydrologic connectivity and response time of their study system to 
who that it behaves similarly with phreatic karst systems for which the conceptual model 
of sediment carbon is sought after.   
Surface streams in the study area were event activated exhibiting high stormflow 
and low baseflow periods.  The urban stream was generally much more active with regards 
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to storm flow than the agricultural stream (Figure 1.4), which was attributed to the higher 
percentage of impervious areas contributing runoff.  The Surface Outflow Station 
displayed a similar behavior as the urban and agricultural streams in that it was active 
primarily during hydrologic events and had relatively short-lived hydrographs.  Peak 
stormflow in the surface streams was orders of magnitude greater than baseflow (Figure 
1.4). 
Water conveyance results were quite different for the phreatic conduit in 
comparison to the surface streams (see Groundwater Station in Figure 1.4).  The phreatic 
conduit exhibited sustained year-round flow, but flow was buffered due to limited 
conveyance of the subsurface pathway.  Well stage data from the conduit and surrounding 
karst aquifer showed that even during very low flow conditions the conduit remained 
phreatic; the groundwater table fluctuated 6 to 16 m above the mid-point of the conduit.  
The mean conduit velocity was 0.12 m s-1 and the standard error was small (±0.11), 
especially relative to surface streams.  Figure 1.4 shows that peak flows in the conduit were 
limited in their extremes relative to the surface streams.  Flow rate in the surface streams 
was as high as 25 m3 s-1 while flow in the conduit was an order of magnitude lower and 
never exceeded 3 m3 s-1.  The limited water conveyance was attributed to the dimensions 
of the karst conduit (i.e., 0.9 m × 6 m), the downstream pressure gradient induced by the 
hydraulic control, and intermittent swallet overflow.  The sustained perennial flow of the 
conduit resulted in 76% of the water that exited the coupled surface-subsurface system 
occurred via the phreatic conduit.   
Water conveyance time-series measurements suggested confidence that the surface 
streams and phreatic conduit have high hydrologic connectivity that would allow for active 
sediment carbon delivery to the subsurface karst.  Temperature and discharge time series 
from a storm event in March 2013 show the temperature response of the conduit at the 
Groundwater Station to quickflow from surface tributaries during the rising limb of the 
hydrograph (Figure 1.5).  Water temperature decreases at the Groundwater Station before 
flow is recorded at the Surface Outflow Station indicating that initial surface flows are 
pirated before continuing downstream and reaching the surface outlet.  The temperature 
decrease at each location occurs within the first 18 hours of the event indicating the close 
coupling of surface streams and phreatic karst.  Additional justification for the high 
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connectivity between the surface and subsurface was provided by the fast travel times 
within the conduit estimated from dye traces (Table 1.2).  The average travel time from the 
dye traces was scaled to the entire conduit, and it is estimated that fluid travels a distance 
of 16 km over approximately 22 (±6.8) hours.  Results highlight the relatively high velocity 
of fluid (20 cm s-1) and hydrologic connectivity of the surface-subsurface system during 
hydrologic events. 
The results of water conveyance in the study system are consistent with the features 
of phreatic karst for which a conceptual model of sediment carbon is sought after (see 
Figure 1.1) and agree with phreatic karst hydrology reported in other studies.  For example, 
mature karst morphology is well-recognized to have conduit networks developed along 
geologic bedding planes with water at velocities orders of magnitude greater than porous 
media or fracture matrix flows (Atkinson, 1977; White, 2002; Waltham and Fookes, 2003).  
A number of studies have suggested that recharge occurs to phreatic conduits during 
stormflow when rainfall activated surface water tributaries carry quickflow via swallets to 
the subterranean karst (Vesper and White, 2004; Massei et al., 2006).  The finite water 
conveyance of karst conduits and caves due to internal energy controls and springhead 
overflow has long been identified in karst literature (White, 1988; Bonacci, 2001). 
1.4.2 Sediment Transport in Phreatic Karst 
The hydrologic connectivity of surface streams to swallets to phreatic conduits to 
springheads back to surface streams coupled with phreatic water conveyance that is 
buffered during storm events yet sustained perennially suggests a particularly ‘jerky 
conveyor’ for sediment within phreatic karst (as coined by Ferguson, 1981, for fluvial 
systems).  The sediment residence time in fluvial systems that includes phreatic karst 
pathways is expected to be increased relative to surface-dominated systems.  The authors 
use their data results and literature comparison in this section to elucidate hydrologic 
processes in phreatic karst including the role of the sediment transport carrying capacity to 
induce deposition, temporary storage, and resuspension of sediment carbon as well as the 
presence of the surficial fine grained laminae.  In turn, the results lead to a conceptual 
model suggesting that phreatic karst turn over carbon at higher rates than would be 
considered otherwise in fluvial systems. 
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Sediment discharge results (Figure 1.6) show that sediment transport near the 
longitudinal center of the phreatic conduit has low sediment transport rates during 
hydrologic events relative to the surface streams that input sediment to the subsurface.  For 
example, the peak sediment concentration and discharge within the phreatic conduit was 
192 mg L-1 and 0.27 kg s-1, respectively, which were substantially smaller than the urban 
surface stream sediment concentration and discharge of 1,584 mg L-1 and 29.73 kg s-1, 
respectively.  The sediment transport rate differences between the phreatic conduit and 
surface streams are not explainable based on particle size differences.  Particle size results 
suggest that very little sorting occurs during the transport process as the particle size 
distribution of conduit suspended sediments nearly match the particle size distribution of 
suspended sediments in the surface streams (Figure 1.7).  Rather, the results are explained 
based on deposition of sediment within the phreatic conduit.  The surface streams input 
water with high sediment concentration directly to the karst swallets, however, results from 
the Groundwater Station suggest that the majority of the sediment has fallen out of 
suspension by the time the water reaches the longitudinal center of the conduit.  As 
mentioned, water flow results suggest the water travel time is 22 (±6.8) hours, which 
provides ample time for settling considering the settling velocity and conduit height that 
provides a deposition time of approximately 0.14 hours (𝑡𝑡 = 0.5𝐻𝐻𝑤𝑤𝑠𝑠−1).   
Downhole imagery of the phreatic conduit provided justification of pronounced 
sediment deposition within the phreatic conduit.  Fine sediment was present on the conduit 
bed along with larger limestone rocks that also were covered with a layer of fine sediment.  
In frames of the video, suspended sediment transport was also visually observed within the 
conduit moving at relatively high velocities.  Blanketing of the cave’s floor with a fine 
sediment layer is consistent with fluvial sediment entering and exiting the conduit and 
suggests deposition of transported fine sediment.  This fine sediment layer in fluvial 
systems has been termed the surficial fine grained laminae (Droppo and Stone, 1994) and 
is recognized to be active both physically in terms of deposition and resuspension and 
biologically in terms of microbial growth and carbon turnover (Russo and Fox, 2012; Ford 
and Fox, 2014).  
 While sediment peaks during the hydrologic events are much smaller, sediment 
data results show that turbidity spikes in the phreatic conduit last through the peak of a 
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hydrologic event and are maintained for much longer durations in comparison to the 
surface streams.  From analysis of four characteristic hydrologic events, Figure 1.8 shows 
that elevated sediment discharge in the conduit lasts approximately 2.5 times the duration 
of peak urban stream transport.  The relatively high sediment concentration within the 
conduit continues to occur after input of sediment from tributaries has ceased.  The results 
highlight that sediment transport occurs after the external sediment source has been cutoff.  
In this manner, conduit internal sediment deposited during the hydrologic events provides 
a sustained source in the absence of hydrologic events.  The result occurs because water 
flowrates in the conduit are sustained for days to weeks after the storm event, and in turn 
the water conveyance provides fluid energy to erode conduit bed material and transport 
sediment to the springhead.   
 The deposition of sediment during storm events within the phreatic conduit, 
presence of the active surficial fine grained laminae, and later resuspension of sediment 
long after the storm pulse has passed through the surface streams can be well explained by 
considering the energy of the fluid to carry sediment.  The sediment transport carrying 
capacity (𝑇𝑇𝐶𝐶) of the flow was normalized by its maximum (see Figure 1.9) as 
𝑇𝑇𝐶𝐶
𝑇𝑇𝐶𝐶 𝑆𝑆𝑆𝑆𝑚𝑚
= 𝑘𝑘𝑆𝑆𝑡𝑡𝑉𝑉
3
𝑘𝑘𝑆𝑆𝑡𝑡𝑉𝑉𝑆𝑆𝑆𝑆𝑚𝑚3
          (6) 
where, ktc is a transport coefficient and V is the flow velocity (m s-1).  Analysis of the ratio 
of the surface stream transport carrying capacity to that of the conduit shows that during 
hydrologic events the sediment carrying capacity of the surface streams is many orders of 
magnitude greater than that of the conduit (i.e.,  𝑇𝑇𝐶𝐶𝑜𝑜𝑢𝑢𝑢𝑢𝑢𝑢𝑖𝑖 𝑠𝑠𝑜𝑜𝑢𝑢𝑠𝑠𝑢𝑢𝑠𝑠/𝑇𝑇𝐶𝐶𝑐𝑐𝑜𝑜𝑖𝑖𝑐𝑐𝑜𝑜𝑖𝑖𝑜𝑜=103).  The result 
highlights the reason as to why pronounced deposition occurs in the conduit during 
hydrologic events and reinforces the limiting of sediment transport by the phreatic conduit.  
The transport capacity of the conduit is shown to be highly sustained relative to the surface 
streams (Figure 1.9), which highlights the ability of water conveyed within the conduit to 
erode and transport sediment long after the surface hydrologic activity has ended.  Surface 
events have short-lived transport capacity peaks with a subsequent return to low- or no-
flow.  The transport capacity within the karst conduits recedes much more slowly and is 
maintained for weeks after an event, i.e., water is continually supplied to the conduit by 
fractures, macropores, and the epikarst allowing for continued subsurface sediment 
transport.  The result diverges the phreatic karst from surface streams and non-phreatic 
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karst where the energy of the fluid is a function of flow depth.  The sustained transport 
capacity promotes resuspension of fine sediments long after surface events and sediment 
transport in the phreatic karst is higher than surface streams for most of the year (Figure 
1.9).   
 Hydrologic processes of deposition, temporary storage, and resuspension are 
discussed or alluded to in other phreatic karst studies and therefore provides further support 
towards our conceptual model for sediment carbon.  For example, the fluid energy 
threshold of phreatic conduits has been suggested as a means to trap sediment (Herman et 
al., 2008).  Specifically, the buffering and maintaining of the transport capacity resulting 
in deposition within the subsurface conduit during an event has been an observed 
phenomena by large sediment pulse deposition in a cave after hydrologic events (Gillieson, 
1986), and hourly sampling of large and small hydrologic events showed prolonged high 
sediment loads at a springhead following a storm (Mahler and Lynch, 1999).  Finally, the 
idea of an active surfacical fine grained laminae has been highlighted by the observance of 
epilithic biofilms in karst streams that have shown active microbial and invertebrate 
communities that turnover surface-derived organic matter (Simon et al., 2003) and carbon 
balances have shown the oxidation of sediment organic carbon during transport (Albéric 
and Lepiller, 1998). 
1.4.3 Sediment Carbon Fate in Phreatic Karst 
The hydrologic processes identified for phreatic karst point towards a conceptual 
model for sediment carbon that includes temporary storage, turnover of carbon at higher 
rates than would be considered otherwise, respiration of carbon dioxide to the water 
column, and recharge of degraded organic carbon back to the surface fluvial system.  Such 
a conceptual model might be expected for karst that includes hydrologic connectivity and 
active sediment delivery from surface streams to the subsurface, the presence of phreatic 
conduits, and active recharge of back to the fluvial network.   
Sediment carbon results from the present study support the conceptual model for 
sediment carbon.  Surface stream sediment carbon input to the karst averaged 4.8 (±1.2) 
gC 100g-1 sediment while sediment carbon collected from the conduit discharge averaged 
3.4 (±0.5) gC 100g-1 sediment.  Some point data overlap existed for sediment carbon 
19 
 
inflowing to and outflowing from the karst conduit (Figure 1.10), which is at least partially 
attributed to suspended sediment that is flushed through the conduit during a hydrologic 
event.  Carbon inputs and outputs were significantly different (p-value < 1×10-6) based on 
two-tailed statistical t-tests.   
On average, results of carbon measurements show a 30% loss of sediment carbon 
when comparing inputs to the karst conduit with outflowing sediment at the springhead.  
The carbon density differences suggest that the temporary sediment carbon storage within 
the bed of the conduit promotes carbon turnover by heterotrophic bacteria.  The explanation 
is reasonable given that the sediment carbon inflowing to the karst subsurface includes 
labile carbon pools and the karst water in the conduit is oxygenated and maintains a 
relatively constant water temperature.  Sediment carbon within the surface streams that 
enters to the karst conduit via the swallets was found to be a mixture of fine-sized litter 
carbon, algae-originated carbon, and soil carbon (Table 1.3).  Litter and algal carbon are 
recognized to be fairly labile carbon pools, and the labile pools comprised approximately 
50% of the total sediment carbon entering the conduit from urban waters and 50-75% from 
agricultural waters.  Studies of in situ organic matter decomposition in streams suggest that 
particulate organic matter recently derived from leaf litter and algae have decomposition 
rates on the order of 1×10-3 d-1 while the less labile soil carbon pool has decomposition 
rates on the order of 1×10-5 d-1 due to homogenization to low quality, highly recalcitrant 
carbon compounds (Webster et al., 1999; Six and Jastrow, 2002; Jackson and Vallaire, 
2007; Rier et al., 2007; Yoshimura et al., 2008; Venarsky et al., 2012).   
Water within the conduit studied was highly oxygenated during the study period 
with measurements showing levels at or near saturation much of the time, and on average 
dissolved oxygen was 76% its saturation level.  A year-round fish population exists within 
the conduit, as visualized using downhole video, further supporting the oxygenated 
conditions.  The oxygenated conditions coupled with the presence of the surficial fine 
grained laminae support the concept of oxidation of labile sediment carbon within the karst 
conduit as a process for carbon loss in the fluviokarst system.  Based on the distribution of 
carbon pools (Table 1.3) and estimated aerobic decomposition rate of sediment carbon, the 
net residence time of sediment carbon within the karst conduit was 342 (±190) days or 
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nearly one year.  This contrasts the water transport, as the karst subsurface water has an 
average residence time of about one day. 
The one year storage of sediment and loss of carbon within the phreatic conduit 
support the concept that sediment carbon turns over at high rates in the subsurface and 
recharges degraded organic carbon back to surface streams.  The authors further support 
this concept because alternative explanations for the decreases in carbon density can be 
marginalized using our other results measured for the conduit and surface streams.  The 
near identical particle size distributions of source sediments from tributaries in the 
watershed and sediments collected from the karst conduit (Figure 1.7) justify the idea that 
the same sediments are being studied at both source and sink locations and that additional 
sediment sources have not been erroneously omitted.  Further, δ13C of inflowing source 
sediments and δ13C of outflowing conduit sediments were not significantly different (p-
value = 0.79) (Figure 1.10).  The lack of difference for the carbon isotope signatures 
suggests again that the same sediments are being studied at both source and sink locations.  
Heterotrophically-mediated oxidation in oxygenated waters would not be expected to 
produce a substantial change in δ13C, as past studies have shown relatively small 
enrichment ratios and suggest that δ13C of sediment carbon pools is fairly conservative 
(Ford et al., 2015).  In the present study, the carbon isotope change can be estimated 
considering isotope fractionation during the carbon turnover and net loss.  Considering the 
Rayleigh model (Equation 4), isotopic enrichment of temporarily stored karst sediments 
would result in a conservative estimate of 0 to 0.5‰ change in the sediment carbon pool.  
As mentioned, data results did not reflect significant changes in δ13C when comparing karst 
inputs (-26.6±0.8‰) and outputs (-26.6±0.9‰).  While Rayleigh fractionation does not 
consider variability such as that imposed by transient fractionation (Maggi and Riley, 
2009), the result highlights further evidence towards the carbon turnover in the subsurface 
karst.  Further, the lack of isotopic change supports the suggestion of aerobic, as opposed 
to anaerobic, carbon mineralization due to the fact that anaerobic losses result in 
pronounced isotope changes for the substrate (e.g., isotopic enrichment on the order of -
80‰ during methanogenesis of deposited sediment carbon, Liu et al., 2013). 
The data results provide a conceptual model for the behavior of sediment carbon 
within phreatic karst (Figure 1.1).  Strong physical coupling of surface streams with 
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subsurface karst pathways promotes the pirating of terrestrially-derived sediment carbon 
to the karst aquifer.  The limited, yet sustained, transport carrying capacity of the conduit 
promotes the deposition of labile carbon to the conduit bed followed by later resuspension 
of the degraded sediment.  Year-round flow within the conduit coupled with the subsequent 
deposition and resuspension of sediment provide conditions for heterotrophic bacteria to 
oxidize labile sediment carbon and in turn provide a mechanism for particulate carbon loss.  
The existence of the loosely compacted surficial fine grained laminae at the floor of the 
conduit within oxygenated water further supports the phreatic conduits as a biologically-
active pathway that degrades sediment carbon.  The subterranean biology is unique relative 
to surface streams because there is a lack of autochthonous growth to offset heterotrophic-
respired CO2 due to the lack of sunlight.  For example, the net loss of sediment carbon for 
the karst conduit contrasts the surface stream in a neighboring watershed where a 50% 
enrichment in sediment carbon occurred due to the sequestration of humified algal (Ford 
and Fox, 2015).  Further, karst water on average is warmer than water in surface streams 
in this region, i.e., mean annual temperature is 16.5 and 13.7°C for the karst conduit and a 
neighboring surface stream (Ford and Fox, 2015), respectively.  While the mean water 
temperatures are just a few degrees different, microbial growth rate increases exponentially 
with water temperature (White, 1991).  For example, deposited sediment carbon 
experiences winter water temperatures of 9.2°C in the surface stream relative to 15.8°C in 
the phreatic karst, which more than doubles the bacteria growth rate (White et al., 1991). 
1.4.4 Implications for Carbon in Fluviokarst 
Given the similarity of water and sediment results in this study with other studies, 
it is highly conceivable that other phreatic karst systems show a similar behavior in terms 
of sediment carbon turnover within karst pathways.  One implication of biologically-active 
karst pathways is that karst springheads may produce a low quality sediment carbon source 
to stream systems.  A number of studies have reported the high sediment loads that karst 
springheads can discharge to surface streams (Mahler and Lynch, 1999; Drysdale et al., 
2001; Herman et al., 2008; Reed et al., 2010).  Due to carbon turnover within karst 
pathways, the springheads may provide lower quality sediment carbon than would be 
expected from the surrounding landscapes, which in turn will impact carbon mineralization 
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rates controlling CO2 outgassing from streams and freshwater ecosystem function 
(Butmam and Raymond, 2011; Raymond et al., 2013).  In this manner, the presence of 
karst pathways should be considered as scientists attempt to estimate organic matter stocks 
and transformation in streams.  Further, in terms of the fluvial system, which transforms 
carbon en route to the ocean, the phreatic karst pathway is perceived as a discontinuity due 
to the increased residence time of sediment (Figure 1.11).  Discharge has been recognized 
as the primary driver of differences in organic carbon spiraling lengths in low-order 
Midwestern agricultural streams (Griffiths et al., 2012) highlighting the potential of karst 
to increase turnover as a result of limited discharge.  The karst pathway would lead to 
higher net CO2 respiration rates early on in the fluvial continuum resulting in more highly 
degraded sediment carbon delivery to the ocean.  Findings from our study point towards a 
perhaps unforeseen discontinuity impacting carbon in the fluvial continuum due to phreatic 
karst pathways. 
A second implication of biologically-active karst pathways is the potential for CO2 
production via microbial oxidation to exhibit control upon karst geochemistry within the 
karst environment.  The presence of CO2 is well recognized to control the rate of dissolution 
and hence erosion of carbonate rock during karst formation (White, 2002).  The source of 
CO2 is often a primary question when estimating the rate of development for karst 
morphology (e.g., surface water, advection of CO2 in vadose zone, conduit surficial fine 
grain laminae).  Some studies have found an increase of CO2 concentration with depth in 
karst aquifers pointing to a potential source from oxidation of surface derived organic 
carbon (Baldini et al., 2006; Whitaker and Smart, 2007). Baldini et al. (2006) noted the 
importance in spatial variability of CO2 with higher concentrations at the cave walls where 
fractures may shelter CO2 from advection and also higher concentrations near soil 
accumulation sites such as collapsed cave floors.  Albéric and Lepiller (1998) estimated 
the direct dependence of limestone dissolution on carbon oxidation to be 7-29 mg CaCO3 
L-1.  Results of this study suggest that stronger coupling of karst geochemistry with 
microbial activity associated with sediment carbon mineralization as a driver of the 
reactions and a consistent source of CO2 from temporarily trapped labile material.   
While the authors suggest the potential for biologically-active karst systems and 
discuss implications of this idea, we also point out limitations of this research.  Features of 
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this study are characteristic of phreatic pathways with the active input of labile sediment 
carbon.  We speculate that a non-phreatic system where conduits are located in the vadose 
zone may have higher flow and sediment transport capacities hence reduced deposition.  
Karst development in these systems could be favored by CO2 air flow advection or 
diffusion rather than microbial production (Garcia-Anton et al., 2014).  Further, input of 
geogenic or fossil carbon would be expected to be fairly inert within the karst pathway due 
to their recalcitrant nature and transformation timescales that are several orders of 
magnitude smaller than those for sediment carbon.  For such non-phreatic systems and 
systems with varying sediment quality, more research is needed to understand the fate of 
carbon in karst systems.  Nevertheless, the result from this study provides a concept for 
consideration in future studies. 
We offer a final discussion point regarding the advancement of research methods 
applied in this paper.  The progress of karst research calls for continued instrumentation 
and measurements within karst aquifers and at springheads to estimate hydrologic 
processes (White, 2002).  With this goal in mind, the present study collected numerous 
water, sediment, and biogeochemical measurements at karst inputs, within the aquifer and 
at the springheads.  The difficulty with investigating processes within phreatic karst 
systems cannot be overstated, and often research methods that strive to perform tasks as 
simple as water connectivity rely on postulating assumptions and using all available data 
to accept or refute the assumption.  To this end, the traditional dye trace methods offered 
important first validation of our understanding of the karst system.  Although expensive, 
drilling 20 m directly into the karst aquifer was an advantage of this study in that we could 
continuously monitor the fluid velocity and sediment transport by means of sediment 
concentration at an intermediate phreatic section of the conduit.  The internal karst 
monitoring station allowed us to test assumptions derived from the springheads such as the 
pressure head during hydrologic events.  We also watched hours upon hours of downhole 
video, which provided further context for scientific discussion among our research group 
and visualization of sediment deposition.  Perhaps the most innovative method of this study 
was the use of δ13C of sediment to assist with discerning carbon source and fate processes.  
In this study, δ13C was useful for understanding the providence of carbon input to the 
conduit, which is a contribution that extends recent research in this area (e.g. Fox and 
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Papanicolaou, 2007; Fox and Martin, 2015) to the karst environment.  Further, coupling 
δ13C data with isotope fractionation estimates within the karst conduit allowed further 
evidence of aerobic mineralization of carbon. 
1.5 CONCLUSIONS 
Hydrological processes highlighted in this paper include the following: 
• The sediment transport carrying capacity of the phreatic karst water is orders of 
magnitude less than surface streams during storm-activated periods.  The relatively 
buffered fluid energy promotes pronounced deposition of fine sediments to the 
subsurface phreatic karst. 
• The sediment transport carrying capacity is sustained long after storm events have 
ceased.  The result diverges the phreatic karst from surface streams and non-phreatic 
karst where the energy of the fluid is a power function of the flow depth.   
• The surficial fine grained laminae occurs in the subsurface karst system, much like 
surface streams, and includes deposition of a fine sediment layer coating the cave floor.  
Unlike surface streams, the light-limited conditions of the subsurface karst promote 
constant heterotrophy leading to net degradation of sediment organic carbon. 
Results of this study help provide a conceptual model for sediment carbon fate in 
phreatic karst.  Karst pathways act as biologically active conveyors of sediment carbon that 
temporarily stores sediment, turns over carbon at higher rates than would be considered 
otherwise, respires carbon dioxide to the water column, and recharges degraded organic 
carbon back to surface streams.  Karst morphologic and hydrologic features for which this 
conceptual model are deemed applicable include hydrologic connectivity of surface 
streams to subsurface karst such that an active sediment delivery system exists, the 
presence of a phreatic system that promotes storage and turnover of carbon, and active 
recharge of sediment back to the fluvial network.  In the case of the new data results 
presented here, the conceptual model is supported by a one-day residence estimated for 
water within the subsurface karst but nearly a one year residence estimated for sediments.  
Further, fluvial sediment is estimated to lose 30% of its carbon by mass during temporary 
residence within the subsurface karst prior to recharge back to the surface streams.   
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Implications of the conceptual model proposed here are that karst springheads 
produce low quality sediment carbon source to stream systems, which in turn impacts 
carbon mineralization rates controlling CO2 outgassing from streams and freshwater 
ecosystem function.  A second implication of biologically-active karst pathways is the 
potential for CO2 production via microbial oxidation to exhibit control upon karst 
geochemistry within the karst environment.  It is recommended that scientists consider 
karst pathways when estimating carbon and carbonate transformation in surface and karst 
streams. 
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1.7 TABLES AND FIGURES 
Table 1.1 Water budget for coupled surface-subsurface watershed presented in inches of 
rainfall per year normalized by catchment area. 
 
Input / Output (cm km-2 y-1) 
Agriculture Tributaries 12.2 
Urban Tributaries 39.9 
Surface Outflow 11.9 
Groundwater Station 37.8 
  
Change in Volume 2.4 
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Table 1.2 Dye trace experiment results from an eclipse karst window to the Groundwater 
Station (1.5 km) 
 
Date and Time Dye Spike Velocity (m s-1) 
Travel Time 
(hr) 
6 Dec 2011 14:50 0.32 1.3 
1 Mar 2012 14:00 0.15 2.7 
10 Dec 2012 15:40 0.20 2.0 
7 Feb 2013 18:00 0.14 2.9 
12 Mar 2013 13:20 0.18 2.3 
19 Mar 2013 11:35 0.28 1.5 
12 Apr 2013 15:30 0.14 2.9 
8 Apr 2014 13:00 0.18 2.3 
Average 0.20 2.2 
Standard Deviation 0.07 0.6 
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Table 1.3 Sediment organic carbon source allocation for varying percent algae. Note: 
urban tributaries contribute no algal load. 
 
Agriculture Tributaries 
(%) 
Urban Tributaries 
(%) 
Algae Litter Soil Algae Litter Soil 
0.0 78.3 21.7 0.0 48.0 52.0 
5.0 63.4 31.6 0.0 50.1 49.9 
10.0 46.8 43.2 0.0 51.1 48.9 
15.0 36.0 49.0 0.0 52.3 47.7 
20.0 31.0 49.0 0.0 53.5 46.5 
30.0 27.3 42.7 0.0 53.7 46.3 
40.0 24.5 35.5 0.0 52.9 47.1 
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Figure 1.1 Conceptual model of sediment organic carbon (SOC) transport in phreatic karst.  
Bold text indicates processes. 
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Figure 1.2 Diagram of the methodological approach for the fluviokarst sediment organic 
carbon study. 
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Figure 1.3 (a) Cane Run watershed and Royal Spring basin, (b) karst swallet pirating 
surface flow during low flow, and (c) watershed attributes. 
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Figure 1.4 Inflows and outflows to the watershed normalized by maximum flow rate at 
each respective location. 
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Figure 1.5 Temperature fluctuations during a storm at four sampling sites. Discharge 
shown on figure is from the Surface Outflow site. 
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Figure 1.6 Suspended sediment concentration at tributaries and Groundwater Station on 
the left. Suspended sediment discharge normalized by maximum sediment discharge at 
each location on the right. *Gap in Groundwater Station data starting on May 20, 2013 due to instrument failure. 
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Figure 1.7 Particle size distribution at inflows and outflows to the watershed. 
 
 
  
36 
 
Figure 1.8 Suspended sediment flux comparison for four characteristic hydrologic events. 
Note that the y-axis is normalized discharge; the urban tributary discharges a larger 
magnitude overall. 
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Figure 1.9 Transport carrying capacity of urban and agricultural tributaries and the conduit 
normalized by maximum transport carrying capacity at each respective location. 
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Figure 1.10 Organic carbon content and carbon isotope values for inflowing tributary (n = 
32) and outflowing spring (n = 18) sediment 
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Figure 1.11 Schematic of the fate of sediment organic carbon in the fluvial environment 
with and without the phreatic karst. (After Fox and Ford, 2016; Marín-Spiotta et al., 2014). 
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Chapter 2: Sediment Carbon Fate in Phreatic Karst (Part 2): Numerical Model 
Development and Application 
Adapted with permission from Husic et al., 2017. Sediment Carbon Fate in Phreatic Karst (Part 2): 
Conceptual Model Development.  Journal of Hydrology 549, 208-219.    
Copyright © 2017 Elsevier 
2.1 ABSTRACT 
 
 The authors develop a numerical model to elucidate time-distributed processes 
controlling sediment carbon fate in phreatic karst.  Sediment carbon processes simulated 
in the new numerical model include in-conduit erosion and deposition, sediment carbon 
transport, surficial fine grained laminae evolution, carbon pool mixing, microbial 
oxidation, and the understudied process of sediment carbon exchange during equilibrium 
transport.  The authors perform a model evaluation procedure that includes generalized 
likelihood uncertainty estimation to quantify uncertainty of the model results.  Modeling 
results suggest that phreatic karst conduits sustain sediment transport activity long after 
surface storm events cease.  The sustained sediment transport has the potential to shift the 
baseflow sediment yield of the phreatic karst to be on par with stormflow sediment yield.  
The sustained activity is suggested to promote the exchange of sediment carbon between 
the water column and subsurface karst deposits during equilibrium sediment transport 
conditions.  In turn, the sediment carbon exchange impacts the mixing of new and old 
carbon pools and the flux of carbon from phreatic karst.  Integrated numerical model results 
from this study support the concept that phreatic karst act as a biologically active conveyor 
of sediment carbon that temporarily stores sediment, turns over carbon at higher rates than 
surface streams, and recharges degraded carbon back to the fluvial system.  The numerical 
modeling method adopted in this paper shows the efficacy of coupling carbon isotope 
fingerprinting with water quality modeling to study sediment carbon in phreatic karst.   
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2.2 INTRODUCTION 
The authors’ motivation for Part 2 of these two companion papers was to advance 
numerical modeling of sediment carbon in phreatic karst.  The conceptual model developed 
in Part 1 was carried forward and further tested with a new numerical simulation.  The 
conceptual model from Part 1 suggests that phreatic karst acts as a biologically active 
conveyor of sediment carbon that temporarily stores sediment, turns over carbon at higher 
rates than surface streams, respires carbon dioxide to the water column, and recharges 
degraded organic carbon back to the fluvial system.  Karst morphologic and hydrologic 
features for which the conceptual model, and hence the numerical model herein, are 
deemed applicable includes active sediment carbon delivery from surface streams to 
subsurface karst, the presence of a phreatic system that promotes carbon storage and 
turnover, and active recharge of sediment back to the fluvial network.  The authors’ 
arguments for research that warrants improving numerical modeling of phreatic karst 
systems is described in the following paragraphs. 
Karst terrain covers 12% of the Earth’s land surface (Ford and Williams, 2007) 
underscoring the importance of numerical modeling to better elucidate the role of karst 
systems within fluvial carbon cycling. Nevertheless, we find that few studies have 
performed numerical modeling of sediment carbon in karst.  A number of authors have 
performed hydrologic and hydraulic modeling of karst aquifers that has led to the 
development of many methods to estimate spring discharge such as the application of pipe 
flow models (Thrailkill, 1974; Jeannin, 2001), watershed modeling tools (Baffaut and 
Benson, 2009; Palanisamy and Workman, 2014), and equivalent porous media models 
(Scanlon et al., 2003; Panagopolous, 2012; Hartmann et al., 2014).  However, the 
development of numerical models to estimate sediment transport is a relatively 
uninvestigated area of karst research save for a recent study that used results of a watershed 
modeling simulation and sediment measurements at a springhead to indirectly estimate 
sediment discharge (Nerantzaki et al., 2015).  With respect to carbon, Simon and Benfield 
(2001) modeled stream metabolism and carbon processing in a karst cave and found that 
rates of benthic organic carbon turnover are high in caves compared to surface streams.  
However, no studies, to our knowledge, have focused on modelling sediment carbon fate 
in karst. 
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The development of numerical modeling tools for sediment has a number of 
advantages for karst systems.  One advantage is that numerical modeling can help to 
elucidate coupled physical and biological processes that exhibit interdependence and non-
linearity and cannot be studied with data alone.  The surficial fine grained laminae is a 
feature of phreatic karst that exhibits such complexity for which numerical modeling is 
deemed useful.  The physically-active surficial fine grained laminae is partially controlled 
by the sediment transport carrying capacity of the fluid to transport sediment carbon in 
phreatic karst.  Within a numerical model, the transport capacity can be calibrated using 
sediment measurements (Guo and Jin, 1999; Russo and Fox, 2012).  Further, the 
biologically-active surficial fine grained laminae is partially controlled by the inrush of 
labile carbon and microbial oxidation.  Within a numerical model, carbon source quality 
that is input to the system can be simulated with carbon fingerprinting while carbon 
measurements can be used to constrain oxidation (Ford and Fox, 2014; Fox and Ford, 
2016).  Thereafter, continuous simulation of the processes can be integrated to understand 
their net influence on phreatic karst. 
A second advantage of numerical modeling of sediment carbon in phreatic karst is 
that processes that cannot feasibly be measured in a phreatic setting can be simulated to 
appreciate their role, or lack thereof, to carbon fate.  Sediment exchange between 
suspended sediments and bed deposits has long been known to occur in fluvial systems 
during equilibrium sediment transport (i.e., net-zero erosion/deposition, Chang, 1998), yet 
rarely has been included in sediment transport modeling because emphasis was on 
prediction of bed morphology or sediment transport rates.   In the case of sediment carbon, 
sediment exchange from turbulent mixing of bed and suspended sediment has the potential 
to change the overall carbon makeup of each pool even during equilibrium transport 
conditions.  Numerical modeling of phreatic karst allows explicit consideration of sediment 
carbon exchange between the water and surficial fine grained laminae during transport. 
A third advantage of numerical modeling in karst systems is that model calibration 
and model-integrated results can provide additional lines of evidence to support the 
conceptual models that underlie our comprehension of karst systems.  While the progress 
of karst research calls for the use of advanced instrumentation and measurements (White, 
2002), emphasis on numerical modeling provides a cost-effective alternative to high 
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resolution data collection.  Numerical modeling allows the researcher to fill in gaps in data 
streams when instruments malfunction or are under routine maintenance.  These 
continuous estimates of processes are then integrated to provide sediment carbon budgets.  
Thereafter, numerical modeling results can provide an additional line of evidence to 
reinforce, or refute, postulations made during conceptual model development.  In this 
context, it will be shown that the numerical model applied in this study gives further 
evidence to support the concept that karst pathways act as biological conveyors that 
temporarily trap and release surface-derived sediment (see Paper 1: Conceptual Model). 
The authors had the objective to develop and apply a sediment carbon numerical 
simulation model to phreatic karst.  The main contributions of this paper are: (1) 
advancement of sediment carbon modeling for karst by coupling physical processes, 
biological processes, and carbon isotope fingerprinting; (2) the use of the numerical model 
to simulate sediment transport and sediment carbon exchange processes that have not been 
investigated previously for karst systems; and (3) integrated results of the numerical 
simulation that provide additional lines of evidence towards a conceptual model of 
sediment carbon within karst pathways. 
 
2.3 METHODS 
2.3.1 Model Formulation 
The authors formulate the numerical model by considering the existence of karst 
morphologic and hydrologic features, including active sediment carbon delivery from the 
surface to subsurface karst, the presence of a phreatic system that promotes carbon storage 
and turnover, and active recharge of sediment back to the fluvial network (Atkinson, 1977; 
Drysdale et al., 2001; White, 2002; Massei et al., 2003; Fleury et al., 2007; Bakalowicz et 
al., 2008; Herman et al., 2008; Fleury et al., 2013).  The authors assume sediment carbon 
originating from urban/suburban and agricultural landscapes and streams is transported 
within the fluvial load (<53 µm in diameter) to a phreatic karst conduit.  Quick flow from 
surface streams to a phreatic conduit (i.e., tertiary porosity pathways) are formulated to 
dominate sediment carbon inputs based on the data results in the companion Paper 1 as 
well as by the results of others (Ryan and Meiman, 1996; Katz et al., 1998; Mahler and 
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Lynch, 1999; Pronk et al., 2006; Simon et al., 2007).  Based on the potential for a mixture 
of land uses and stream conditions, the authors consider that sediment carbon can be from 
a mixture of carbon pools with varying levels of quality (e.g., litter-derived, soil carbon, 
algae).  The authors formulate the model considering that boundary condition 
measurements of sediment carbon inflowing to a phreatic karst system (i.e., at swallets or 
sinking streams) and carbon recharged from the phreatic karst (i.e., at springheads) provide 
information for model inputs and model evaluation, respectively.   
The authors formulate the continuity equation to simulate sediment organic carbon 
(SOC) fate within a phreatic conduit as 
𝑐𝑐(𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝐶𝐶)
𝑐𝑐𝑜𝑜
= 𝑄𝑄𝑆𝑆𝑆𝑆𝐶𝐶 𝑖𝑖𝑖𝑖 − 𝑄𝑄𝑆𝑆𝑆𝑆𝐶𝐶 𝑜𝑜𝑜𝑜𝑜𝑜 + 𝑄𝑄𝑆𝑆𝑆𝑆𝐶𝐶 𝑝𝑝𝑖𝑖𝑢𝑢 + ∑ 𝐷𝐷𝑆𝑆𝑆𝑆𝐶𝐶 𝑖𝑖
𝑖𝑖𝑆𝑆
𝑖𝑖=1 − 𝐷𝐷𝑆𝑆𝑆𝑆𝐶𝐶 + 𝑋𝑋𝑆𝑆 − 𝑋𝑋𝑆𝑆𝑆𝑆  , and (1) 
𝑐𝑐(𝑆𝑆𝑆𝑆𝑆𝑆𝐶𝐶)
𝑐𝑐𝑜𝑜
= −∑ 𝐷𝐷𝑆𝑆𝑆𝑆𝐶𝐶 𝑖𝑖
𝑖𝑖𝑆𝑆
𝑖𝑖=1 + 𝐷𝐷𝑆𝑆𝑆𝑆𝐶𝐶 − 𝑋𝑋𝑆𝑆 + 𝑋𝑋𝑆𝑆𝑆𝑆 − 𝐷𝐷𝐷𝐷𝑆𝑆𝑆𝑆𝑆𝑆𝐶𝐶   ,     (2) 
where each term has dimensions of mass per time (kg s-1).  Equations (1) and (2) represent 
sediment carbon fate within suspended sediment (SS) and storage (S), respectively, within 
a phreatic conduit.  In Equation (1), suspended sediment carbon may transport into 
(𝑄𝑄𝑆𝑆𝑆𝑆𝐶𝐶 𝑖𝑖𝑖𝑖) and out of (𝑄𝑄𝑆𝑆𝑆𝑆𝐶𝐶 𝑜𝑜𝑜𝑜𝑜𝑜) a section of a phreatic conduit or may arrive within the 
conduit from swallets that pirate sediment carbon from surface streams (𝑄𝑄𝑆𝑆𝑆𝑆𝐶𝐶 𝑝𝑝𝑖𝑖𝑢𝑢).  
Sediment carbon can move between suspended sediment and storage with the surficial fine 
grained laminae by physical mechanisms, including erosion from surface storage and deep 
storage (𝐷𝐷𝑆𝑆𝑆𝑆𝐶𝐶 , where nd vertical depths of sediment are stored), deposition to the stored 
sediment carbon (𝐷𝐷𝑆𝑆𝑆𝑆𝐶𝐶), and the exchange (X) during equilibrium sediment transport.  
During storage within the surficial fine grained laminae, sediment carbon can undergo 
microbial oxidation (𝐷𝐷𝐷𝐷𝑆𝑆𝑆𝑆𝑆𝑆𝐶𝐶), and carbon fingerprinting can be used to discretize 
incoming labile and recalcitrant pools that can be tracked within a phreatic conduit and 
simulated using pool-specific oxidation rates. 
The authors formulate erosion within a phreatic conduit based on the physical 
limitations of shear, transport, and supply as  
𝐷𝐷𝑆𝑆𝑆𝑆𝐶𝐶 = 𝑆𝑆𝑆𝑆𝑆𝑆𝐶𝐶𝑆𝑆−1 min[𝑎𝑎(𝜏𝜏𝑜𝑜 − 𝜏𝜏𝑐𝑐𝑢𝑢)𝑢𝑢ℓ𝐵𝐵, 𝑇𝑇𝑐𝑐ℓ − 𝑆𝑆𝑆𝑆𝑡𝑡−1, 𝑆𝑆𝑡𝑡−1],     (3) 
where 𝑆𝑆𝑆𝑆𝑆𝑆𝐶𝐶𝑆𝑆−1 is the density of carbon within the stored sediment (gC gSed-1) since the 
erosion and deposition mechanics are based on both the inorganic and organic portions of 
the fluvial load, 𝜏𝜏𝑜𝑜 is the fluid shear stress at the bed of the phreatic conduit (Pa), 𝜏𝜏𝑐𝑐𝑢𝑢 is the 
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critical shear stress of sediment (Pa), 𝑎𝑎 and 𝑏𝑏 are empirical coefficients, ℓ is the bed length 
(m), 𝐵𝐵 is the bed width (m), 𝑇𝑇𝑐𝑐 is the transport carrying capacity (kg m-1s-1), and 𝑡𝑡 is the 
time step (𝑠𝑠).  The fluid shear stress for conduit flow can be estimated by the Darcy-
Weisbach formula as 
𝜏𝜏𝑜𝑜 =
𝑓𝑓𝑓𝑓𝑉𝑉2
8
,          (4) 
where, f is the Darcy friction factor (unitless), 𝜌𝜌 is the density of water (kg m-3), and V is 
the velocity of fluid in the conduit (m s-1). The erosion rate in Equation (3) also relies on 
the excess transport capacity expressed as the difference between the sediment transport 
carrying capacity of the flow (Tc) and the suspended sediment load per time.  Tc (kg m-1 s-
1) can be expressed (Julien and Simons, 1985; Hessel and Jetten, 2007) as 
𝑇𝑇𝑐𝑐 = 𝑆𝑆𝑜𝑜𝑐𝑐𝜏𝜏𝑜𝑜
3
2,           (5) 
where 𝑆𝑆𝑜𝑜𝑐𝑐 (m1/2s2 kg-1/2) is an empirical coefficient typically calibrated with suspended 
sediment measurements.  The available storage of sediment (kg) within the phreatic conduit 
is the final erosion rate-limiting process as the surficial fine grained laminae source can be 
exhausted as a result of erosion. 
 The authors simulate sediment carbon deposition within the phreatic conduit for 
hydraulic conditions when excess transport capacity is not met.  Deposition of sediment 
carbon can be expressed using a sediment deposition function (Russo and Fox, 2012) as 
𝐷𝐷 = 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝐶𝐶𝑆𝑆𝑆𝑆−1 × max �
𝑤𝑤𝑠𝑠
𝑘𝑘𝑆𝑆𝐻𝐻
(𝑆𝑆𝑆𝑆𝑡𝑡−1 − 𝑇𝑇𝑐𝑐ℓ), 0�,                 (6) 
where 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝐶𝐶𝑆𝑆𝑆𝑆−1 is the density of carbon in the suspended sediment (gC gSed-1), 𝑤𝑤𝑠𝑠 is the 
settling velocity of sediment (m s-1), 𝑘𝑘𝑝𝑝 is the deposition coefficient based on the Rouse 
concentration profile (unitless), and H is the height of the phreatic conduit (m). 
The authors formulate Equations (1) and (2) by accounting for the exchange (X) of 
sediment carbon during equilibrium sediment transport.  It is recognized that during 
equilibrium sediment transport there is a net-zero effect on the mass of suspended sediment 
or mass of stored sediment within the conduit bed, however, instantaneous turbulence 
allows for near-continuous exchange of sediment from the water column to the bed and 
vice versa (e.g., Chang, 1998). The equilibrium exchange is included to potentially change 
the overall makeup of carbon quality in the suspended and stored carbon pools as 
𝑋𝑋𝑆𝑆𝑆𝑆 = (𝑒𝑒𝑥𝑥𝑆𝑆𝑆𝑆) × (𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝐶𝐶𝑆𝑆𝑆𝑆−1)𝑡𝑡−1,       (7) 
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and 
𝑋𝑋𝑆𝑆 = (𝑒𝑒𝑥𝑥𝑆𝑆𝑆𝑆) × (𝑆𝑆𝑆𝑆𝑆𝑆𝐶𝐶𝑆𝑆−1)𝑡𝑡−1,       (8) 
where, 𝑒𝑒𝑥𝑥 is the exchange rate (unitless) between suspended and stored surficial fine 
grained laminae sediment carbon.  The physical mass of sediment mixed (𝑒𝑒𝑥𝑥𝑆𝑆𝑆𝑆) is equal 
(i.e., equilibrium mixing) in Equations (7) and (8), but the quantity of sediment carbon 
within the water column or bed (i.e., 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝐶𝐶𝑆𝑆𝑆𝑆−1 and 𝑆𝑆𝑆𝑆𝑆𝑆𝐶𝐶𝑆𝑆−1, respectively) can vary.  
 The authors formulate sediment carbon fate by considering that temporarily stored 
carbon within the surficial fine grained laminae of the phreatic conduit undergoes oxidation 
by heterotrophic bacteria.  The authors formulate a first-order decomposition function for 
each carbon pool 
𝐷𝐷𝐷𝐷𝑆𝑆𝑆𝑆𝑆𝑆𝐶𝐶 = ∑ 𝑘𝑘𝑗𝑗𝑆𝑆𝑆𝑆𝑆𝑆𝐶𝐶 𝑗𝑗
𝑖𝑖𝑆𝑆
𝑗𝑗=1          (9) 
where 𝑗𝑗 is an index for carbon pool (i.e., litter, soil, algae), np is the total number of carbon 
pools, 𝑘𝑘𝑗𝑗 is the soil decomposition rate (d-1) of each pool, and 𝑆𝑆𝑆𝑆𝑆𝑆𝐶𝐶 𝑗𝑗 is the supply of organic 
carbon associated with each pool in the surficial fine grained laminae (kg). 
2.3.2 Model Setup and Discretization  
The authors test the sediment carbon numerical formulation in Equations (1) 
through (9) within the coupled Cane Run Creek Watershed and Royal Spring Groundwater 
Basin located in the Bluegrass Region of central Kentucky, United States.  The reasons for 
choosing the fluviokarst system and the physiogeographic features of the system are 
described in Figure (3) and the methods section of our companion Paper 1.  In brief, a 
landscape with urban/suburban and agricultural land uses drains to the Cane Run Creek 
and its tributaries.  The phreatic subsurface conduit is approximately 16 km in length, 
generally aligned with the main stem of the surface channel of Cane Run, and pirates nearly 
all surface flow during low to moderate hydrologic conditions.  The phreatic conduit is 
approximately 20 m below the ground surface, is hydraulically controlled by a subsurface 
dam, and recharges at the Royal Spring springhead, which has the highest average 
discharge of any perennially spring in the highly karstic region of central Kentucky, USA 
(Currens et al., 2015).   
The authors applied the numerical model for sediment carbon to the primary 
phreatic conduit, and discretized the model formulation as follows.  The authors specified 
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three sediment carbon pools, including fine-sized litter, recalcitrant soil carbon, and 
stabilized algae, that can be transported to the phreatic conduit and vary in recalcitrance 
and microbial oxidation rates (Thorp and Delong, 2002; Marin-Spiotta et al., 2014).  The 
authors specified two vertical depths of sediment carbon in the phreatic conduit including 
the highly active surficial fine grained laminae and a deeper more consolidated storage 
with higher critical shear stress (Ford and Fox, 2014).  The authors discretized the transport 
carrying capacity using the residual Tc concept (Chang, 1998) such that the surficial fine 
grained laminae would be eroded first followed by the deeper, more consolidated stored 
bed carbon.  The authors discretized the transport calibration coefficient to differentiate 
between baseflow and stormflow transport in the phreatic conduit (Russo and Fox, 2012), 
which reflects three orders of magnitude difference in fluid energy.  The authors discretized 
the phreatic conduit into sixteen, 1 km in length, spatial cells and simulated the model at a 
one hour time step.  The temporal discretization reflected the authors’ confidence in the 
time series data.  The spatial scale was selected in order to satisfy the Courant-Friedrichs-
Lewy condition such that the average velocity of suspended sediment carbon within the 
model is on the same order of magnitude as the downstream transmission of information 
(Islam and Chaudhry, 1997).   
The authors used data, including water, sediment, sediment carbon measurements 
and carbon fingerprinting results, from surface streams as upstream inputs to the model 
(see Figure 2.1).  The authors solved the numerical model for sediment carbon flux and 
sediment carbon storage for each spatial cell and time step by estimating erosion and 
deposition as a function of hydraulic variables and sediment concentration and by 
performing the calculation steps outlined in Russo and Fox (2012) and Husic (2015).  The 
authors used data, including sediment and sediment carbon measurements, within the 
conduit at the Groundwater Station (see Paper 1, Figure 1.3) and at the springhead (Royal 
Spring) as downstream boundary conditions and for model evaluation. 
2.3.2.1 Measured Inputs and Parameters 
The friction factor was estimated by solving for the conservation of energy from 
within the conduit to the springhead (see model inputs in Table 2.1).  The maximum supply 
of the surficial fine grained laminae was estimated by assuming that the neutrally buoyant 
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mixture reaches a maximum depth of 5 mm (Droppo and Stone, 1994; Stone and Droppo, 
1994; Droppo and Amos, 2001).  The bulk density of the deeper bed sediment is estimated 
as 1.5×103 kg m-3 (Russo and Fox, 2012).  The exponent in the erosion calculation 
(Equation 3), 𝑏𝑏, is assumed to be 1 for all fluvial erosion sources, which agrees with the 
concept of erosion being a shear driven process (Hanson and Simon, 2001; Sanford and 
Maa, 2001; Wynn et al., 2008; Simon et al., 2009).  Erodibility and critical shear stress for 
these equations, 𝑎𝑎 and 𝜏𝜏𝑐𝑐𝑢𝑢, are parameterized uniquely for each erosion source based on 
literature reported values and equations (Droppo and Amos, 2001; Hanson and Simon, 
2001; Sanford and Maa, 2001; Simon and Thomas, 2002; Russo and Fox, 2012).  Sediment 
settling velocity was modeled using Stoke’s Law and the settling depth coefficient was 
estimated based on a uniform concentration profile (Russo and Fox, 2012).  The boundary 
flow rate reflects changes in sediment transport behavior between baseflow and storm flow 
and is dependent on hydraulic watershed characteristics (Russo and Fox, 2012).   
Sediment carbon quality varies within the watershed due to land use.  
Fingerprinting results (see Table 2.3, companion Paper 1) were used to unmix soil, algal, 
and litter carbon contributions to urban and agricultural tributaries. The proportion of urban 
(Purban) and agricultural (Pag) land use in each model cell is shown in Table 2.2.  The flux 
of sediment by surface tributaries into the main Cane Run creek was modeled using 
Einstein’s Approach (Chang, 1998) which integrates the vertical velocity and sediment 
concentration profiles over the flow depth.  Sediment and flow pirating from the surface 
channel into the subsurface conduit was estimated as a function of swallet density (Pswallet), 
surface sediment concentration, and conduit flow rate and satisfied the conservation of 
mass within each model cell (Husic, 2015).  Conduit bathymetry at the Groundwater 
Station (cell 10) was estimated from the results of multiple quantitative dye, Doppler sonar, 
and video experiments.  The geometry at other cells (see Table 2.2) was estimated by 
optimizing net dynamic equilibrium of sediment over the simulation period.  
Model parameterization ranges that were carried forward to the model evaluation 
relied on measurements within the study region or ranges reported in the literature for 
similar systems.  The percent algae (Palgae) in surface-derived sediment was modeled using 
a distribution from a nearby agriculturally dominated watershed (Ford et al., 2014, also see 
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Paper 1).  Decomposition rates for soil, litter, and algal carbon were parameterized based 
on results from literature (Webster et al., 1999; Six and Jastrow, 2002; Ford and Fox, 
2014).  Liu et al. (2010) investigated sediment exchange ratio (𝑒𝑒𝑥𝑥) variation using grain-
size distributions within an estuary dominated by clayey silt and estimated that the 
exchange ratio is < 0.10 for unidirectional flows.  While the exchange rate is likely to vary 
with turbulence intensity, mean bursting and sweeping behavior was approximated by a 
single rate within the model. 
2.3.2.2 Model Evaluation 
Model evaluation was facilitated using measured datasets detailed in our 
companion Paper 1. In brief, flow, sediment, and sediment organic carbon data were 
collected over a two year period to calibrate and validate model results.  Flow and turbidity 
data were sampled at 15 and 10 minute intervals, respectively, and sediment organic carbon 
samples were collected approximately every fortnight.  Surface streams were continuously 
monitored using staff gages while a Marsh McBirney® 201-D magnetic water flow-meter 
was deployed in the subsurface conduit to collect continuous velocity data.  Depth 
integrated sediment samples were collected and analyzed for total suspended solids (TSS).  
Turbidity and TSS were correlated to provide a continuous record of sediment transport. 
Sediment organic carbon values of the tributaries and outlets were measured using in situ 
trap samplers (Phillips et al., 2000).  
Calibration parameters for the sediment model included the transport capacity 
coefficients for low and high flows.  Regarding calibration, it is well recognized that 
sediment transport model yields are highly sensitive to the transport capacity terms with 
negligible sensitivity to other parameters (Ahmandi et al., 2006; Hessel and Jetten, 2007; 
Yan et al., 2008; Russo and Fox, 2012).  Further, note that the two controlling transport 
capacity coefficients are independent and do not interact since they are used for mutually 
exclusive hydrologic conditions (i.e., baseflow vs storm flow).  Therefore, sediment 
transport model results were calibrated with the transport capacity coefficients using the 
collected data at the Groundwater Station (see “Stage 2” Figure 2.1).  The Generalized 
Reduced Gradient method (GRG nonlinear algorithm) was used to optimize sediment 
transport modeling results (Lasdon et al., 1974).  Initial conditions to the algorithm were 
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selected based on manual calibration and visual assessment of the model and data sediment 
discharge graphs.  Sediment transport model results were evaluated using the Nash-
Sutcliffe efficiency (Nash and Sutcliffe, 1970) following the guidelines of Moriasi et al. 
(2007). 
Model evaluation parameters for the carbon model included the percent of algae in 
the carbon load, the decomposition rates of soil, litter, and algae carbon, and the sediment 
exchange rate.  Uncertainty in the carbon model results was performed using a generalized 
likelihood uncertainty estimation (GLUE) statistical approach which is increasingly 
utilized in water resources modeling given the potential of equifinality of multivariate 
parametric models (Bevin and Binley, 1992; Beven, 2006; Dean et al., 2009; Gong et al., 
2011; Ford and Fox, 2015).  For each model run, a parameter set was randomly generated 
using a uniform distribution over the min-max range of each parameter.  The authors found 
the response variable to be approximately normally distributed for both data and model 
results; therefore a t-test (n < 30) was used on each set of model outputs to retain likely 
results and discard statistically different results (α = 0.05) (see “Stage 3” Figure 2.1).  
Twenty-thousand model simulations were performed to estimate uncertainty in carbon 
model results.  Sediment trap carbon samples were compared with model results for 
𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝐶𝐶𝑆𝑆𝑆𝑆−1 (gC gSed-1) at the Royal Spring from December 2012 through August 2013.  
2.4 RESULTS AND DISCUSSION 
2.4.1 Model Evaluation 
Sediment transport model results from the phreatic conduit agreed well with 
sediment data observations during calibration and validation periods (Figure 2.2a).  
Baseflow conditions were reflected well in the model suggesting that the low flow transport 
capacity coefficient represented the sediment transport dynamics in the conduit adequately.  
Model results typically underestimated peak sediment discharge: low estimates of peak 
sediment discharge could arise from heterogeneity of sediment inputs (e.g., swallet 
geometry, spatial variability, and clogging).  The ENS and R2 statistics for calibration and 
validation perform satisfactorily when compared to sediment modelling results reported in 
the literature (Moriasi et al., 2007), especially considering that the model was simulated at 
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an hourly time step while most literature values are daily or monthly.  Yuan et al. (2007) 
showed that statistical evaluation values worsen as time steps are shortened.   
Sediment carbon model results from Royal Spring were evaluated using the GLUE 
methodology by which values for the five carbon model calibration parameters were 
estimated.  Of the 20,000 model simulations, approximately half of the parameter sets were 
found to meet the specified statistical criteria (t-test, α = 0.05).  The median parameter 
values of the acceptable model results showed that the decomposition rate of soil (𝑘𝑘𝑠𝑠 = 
1.1×10-4 d-1) was one order of magnitude smaller than that of the algal (𝑘𝑘𝑢𝑢 = 4.0×10-3 d-1) 
and litter (𝑘𝑘𝑙𝑙 = 4.5×10-3 d-1) carbon pools, but near the maximum end of soil decomposition 
rates published in other studies (Alvarez and Guerrero, 2000; Ford and Fox, 2014).  Model 
results also showed the exchange rate to be 4.3% and the percent of algae in the carbon 
load to be 21%.  The distribution of model results and data results is approximately normal 
and the minimum, median, and maximum model outputs are shown in Figure 2.2b.  The 
sediment carbon model under predicts the range of variability exhibited by the sediment 
carbon data results reflecting the mean representation of erosion and decomposition in the 
model (e.g., constant rates over grid cells that are approximately one kilometer in length).  
For example, it is realized that fluvial sediment carbon data can be highly variable (Ford et 
al., 2014) reflecting episodic transport of eroded sediment (Fox and Papanicolaou, 2008) 
and the spatial variability of decomposition hot spots in fluvial systems (Battin et al., 2003).  
Nevertheless, the fact that the data range is on the same order as the model results and is 
included within the model domain (Figure 2.2c) adds confidence to the results and 
highlights that the model is able to reflect the mixing of new sediment carbon transported 
to the subsurface and resuspended sediment carbon that was temporarily stored in the bed. 
2.4.2 Hydrologic Processes in Phreatic Karst 
Numerical modeling results highlight the impact of sustained fluid energy and 
equilibrium sediment exchange upon sediment carbon in the phreatic conduit.  The fate of 
pirated sediment provides a depiction of sustained fluid energy’s impact on sediment 
carbon.  Sediment is pirated from the surface streams to the phreatic conduit during storm 
events from September 2011 to April 2012 and from December 2012 to August 2013 while 
April 2012 to December 2013 is a period of prolonged drought with little to no streamflow 
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(Figure 2.3a, Qss).  Storage in the surficial fine grained laminae (SFGL in Figure 2.3a) 
increases during the largest storm events because sediment is deposited as the transport 
carrying capacity of the fluid decreases in the phreatic conduit relative to the surface 
streams.  However, sustained fluid energy exists in the phreatic conduit long after 
stormflow has ceased in the surface streams.  The sustained transport capacity continues to 
erode the sediment from the surficial fine grained laminae such that sediment transport 
rates are non-zero for much of the time during September 2011 to April 2012 and 
December 2012 to August 2013.  The sustained sediment transport results in high yields of 
sediment during baseflow conditions in the surface streams.  For example, integrated model 
results showed that 46% of the total sediment exported from the phreatic conduit to the 
springhead occurs during periods of no surface stream activity.  The sediment carbon 
eroded from the surficial fine grained laminae and transported during these baseflow 
periods is lower than newly pirated sediment carbon (i.e., OC in Figure 2.4a) and highlights 
the recharge of degraded sediment carbon back to the surface streams. 
The longitudinal variability of sediment storage and sediment carbon transport in 
the conduit highlights the role of equilibrium sediment exchange in phreatic karst.  The 
surficial fine grained lamine’s evolution shows the highest variability in the first 10 km of 
the phreatic conduit (i.e., cells 5 and 10 in Figure 2.3b).  The phreatic conduit in this section 
is near swallets that deliver sediment.  The sediment deposits to the surficial fine grained 
laminae and later erodes as mentioned above.  Moving downstream in the conduit from 
kilometers 11 to 16, much lower variability of the surficial fine grained laminae’s depth is 
shown in time (i.e., cells 13 and 16 in Figure 2.3b).  The phreatic conduit does not gain or 
lose water or sediment through this section and the cross sectional area is fairly uniform.  
The fluid energy is relatively constant and the mass rate of suspended sediment stays 
relatively constant spatially through this section.   
While fluid and sediment is conveyed at constant rates in the lower reach of the 
phreatic conduit, sediment carbon transport varies due to equilibrium sediment exchange.  
Sediment carbon becomes more and more degraded when moving downstream in the 
conduit (i.e., QSOC decreases from GW to RS in Figure 2.4a).  Suspended sediment 
instantaneously exchanges more labile suspended sediment carbon with more recalcitrant 
bed sediment carbon.  The organic carbon content of suspended sediment is considerably 
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higher than that of the surficial fine grained laminae (i.e., OC in Figure 2.4a) due to the 
fact that heterotrophic bacteria oxidize organic carbon while it is temporarily stored.  The 
sediment exchange during equilibrium sediment transport therefore causes the entrainment 
of older, more highly decomposed bed sediment and deposition of more labile, newly 
delivered sediment carbon.  The exchange process also impacts the distribution of 
transported carbon across carbon pools (Figure 2.4b).  The proportion of soil carbon 
increases in the surficial fine grained laminae relative to the suspended sediment and 
remaining algae and litter carbon decrease due to their order of magnitude higher rates of 
decomposition.  Equilibrium sediment exchange increases the proportion of the degraded 
soil carbon to the sediment carbon load during conveyance through the phreatic conduit, 
again highlighting a more degraded sediment carbon that is recharged to surface streams. 
The mentioned hydrologic processes, including the sustained fluid energy to 
transport degraded sediment carbon during low flow and the impact of equilibrium 
sediment exchange upon transporting degraded carbon, are worthy of discussion.  Both 
processes have the potential to help deliver degraded carbon from phreatic karst to surface 
streams, and neither process has been mentioned previously in the literature, to the authors’ 
knowledge.   
One net effect of sustained fluid energy in phreatic karst is that storm flow 
deposition coupled together with low to moderate flow erosion results in a near long term 
equilibrium of the surficial fine grained laminae (Figure 2.3a).  The surficial fine grained 
laminae can therefore continuously harbor and oxidize sediment carbon.  Another impact 
is that the phreatic karst often acts as a constant conveyor of sediment carbon through the 
system regardless of surface stream conditions (i.e., as mentioned, nearly half of sediment 
is transported during surface baseflow).  The sediment transport activity of the phreatic 
karst highlights the disconnect between surface and subsurface streams in karst terrain.  
This is particularly interesting because conventional wisdom, or at least the first rule of 
thumb, is that fluvial systems transport 90% of their sediment load during 5% of the year 
(Walling and Webb, 1982; Hossain and Eyre, 2002).  The phreatic karst obviously does 
not conform to this conventional wisdom and in turn continually recharges degraded 
sediment carbon to surface streams. 
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The equilibrium sediment exchange extends our knowledge of phreatic karst but 
also highlights the potential importance of a less studied sediment transport physical 
process.  Sediment transport scientists have long understood that suspended sediments in 
turbulent flow can actively exchange with stored bed sediments although during 
equilibrium transport it is recognized that the net exchange is zero (e.g., Chang, 1998).  The 
physics of the sediment exchange process has been more recently justified using advanced 
visualization techniques and it has been found that sediment erosion and deposition is 
coupled to flow coherency (Cellino and Lemmin, 2004).  Cellino and Lemmin (2004) 
showed that low momentum zones of coherent fluid that transports settling sediment 
episodically deposits sediment to the bed while fluid ejections associated with the shedding 
phenomena at the bed episodically re-suspends bed sediment into the water column.  
However, sediment exchange processes between the water column and bed during 
equilibrium transport have been rarely included in sediment transport models.  One reason 
for omitting the equilibrium exchange process from models is a lack of need for such 
detailed information given that the net results sought after for sediment transport models 
have been the downstream transport rates distributed over time and the net change in the 
streambed elevation; estimates of sediment equilibrium exchange does not help this goal.  
A second reason for omitting the exchange process from sediment transport models has 
likely been a lack of methods to help parameterize the exchange rate, as studies such as 
those by Cellino and Lemmin (2004) were experimental in nature and limited to the 
laboratory scale. 
The equilibrium exchange of sediment is potentially of high interest in the recent 
class of scientific studies that emphasize elucidating the role of carbon processes in the 
inland freshwater carbon budget (Battin et al., 2008; Regnier et al., 2013).  In the case of 
sediment carbon fate and transport in the phreatic karst studied here, the exchange rate 
appears important given the potential to exchange labile carbon with recalcitrant carbon.  
It is likely that the net importance of the equilibrium exchange process upon sediment 
carbon fate varies in other fluvial systems.  For example, storm-activated surface stream 
equilibrium transport can be of a short duration since bed sediments are eroded to the water 
column during the rising limb of the hydrograph while sediments originating from 
upstream are deposited to the bed during the falling limb of the hydrograph.  For such 
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occurrences, the exchange during equilibrium may be marginalized in importance relative 
to non-equilibrium exchanges.  However, highly regulated rivers such as systems with 
controlled dam release will have fairly constant sediment transport carrying capacity and 
for such systems the sediment carbon balance might be impacted by equilibrium exchange.  
With this in mind, it is possible that the phreatic karst conduits represents a class of fluvial 
systems in which equilibrium exchange is significant due to the fairly limited range of the 
sediment transport carrying capacity of the flow dictated by an upstream or downstream 
hydraulic control.     
2.4.3 Phreatic Karst Actively Convey Sediment Carbon 
Hydrologic processes discussed in companion Paper 1 and this paper allow the 
authors to justify and further update the conceptual model of sediment carbon in phreatic 
karst.  The biologically active phreatic karst conveyor temporarily stores newly delivered 
sediment carbon within the surficial fine grained laminae because the sediment transport 
carrying capacity of phreatic karst water is orders of magnitude less than the surface 
streams.  Labile carbon including algae and litter carbon turnover within the surficial fine 
grained laminae at higher rates than soil carbon, so degraded soil carbon is sequestered 
while carbon dioxide is respired to the water column.  The sustained fluid energy to 
transport sediment and equilibrium sediment exchange act to transport more and more 
highly degraded sediment carbon during low flows and longitudinally in the phreatic karst.  
In turn, degraded organic carbon is almost continuously recharged back to the fluvial 
system at perennial springheads. 
Integration of the numerical modeling results to estimate a sediment carbon budget 
(Figure 2.5) further support the conceptual model as the authors are able to estimate the 
mentioned processes for the phreatic system studied in this paper.  Evidence of the ability 
of the karst conduit to limit transport capacity was shown by the result that sediment 
deposition within the conduit was similar to the total amount of sediment pirated from 
surface pathways.  In turn, 84% of the pirated sediment carbon was deposited to the 
surficial fine grained laminae.  The biological activity of the surficial fine grained laminae 
to oxidize sediment carbon is evidenced by the substantial carbon turned over, which is 
46% of the carbon recharged to the surface stream.  The similarity of net erosion and 
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deposition in the phreatic conduit highlights the sustained energy of the fluid during low 
flows.  Net deposition of sediment to the surficial fine grained laminae slightly exceeded 
erosion, which was attributed to the fact that the two years studied contained about 15% 
more rainfall events than average (e.g., the 2013 hydrologically active summer period was 
atypical).  The potential importance of equilibrium exchange is evidenced by the modeling 
result that sediment suspended during equilibrium exchange had 29% less carbon than 
sediment deposited during equilibrium exchange.  The recharge of degraded sediment 
carbon by the phreatic karst to surface streams is highlighted by the modeling results that 
estimate that recharged sediment carbon is just 57% of pirated sediment carbon. 
2.4.4 Advancement in Numerical Modeling of Karst Systems 
As one final contribution of this paper, the authors make a note regarding the 
advancement of water quality modeling that couples the conservation of mass for a system 
with tracer-based methods.  The progressive method adopted in this paper and our 
companion paper shows how the novel use of stable isotope data can be coupled with more 
traditional water quality modeling in order to assist with understanding the non-linear 
behavior of sediment carbon fate in fluviokarst watersheds.  The stable carbon isotopic 
composition of sediment provides an independent method to assist with allocating sources 
of surface derived sediments to the karst subsurface and justify the consistency of the 
sediment pool studied in the surface and subsurface environments.   
The research method applied here provides another example of a branch of 
hydrologic modeling that relies on the application of stable carbon isotopes for inputs and 
verification purposes.  The stable carbon isotope composition of sediments has been long 
used for gaining an understanding of sediment carbon provenance in estuary and marine 
sciences (e.g., Martinotti et al., 1997).  Over the past fifteen years, stable carbon isotopes 
have been increasingly applied within the sediment fingerprinting methodology in order to 
understand erosion sources at catchment and watershed scales (Papanicolaou et al., 2003; 
Bellanger et al., 2004; Fox, 2005, 2009; Fox and Papanicolaou, 2007; Jacinthe et al., 2009; 
Imberger et al., 2014; Ford et al., 2015). 
 With the stable carbon isotopes of sediment carbon now as a consistent tool applied 
within the hydrologic sciences, we expect to see more and more examples of coupling 
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fingerprinting technology, where stable isotopes are used as tracers, with traditional water 
quality modeling that simulates sediment and sediment carbon continuity.  Ford and Fox 
(2015) showed the use of the ISOFLOC model for such purposes, to simulate algal growth 
and turnover to sediment carbon; and showed how algal sloughing could be calibrated with 
stable carbon isotopes in order to help simulate the fluvial organic carbon budget.  Fox and 
Martin (2015) showed how stable isotopes could be used to assist with calibration of model 
parameters including the sediment delivery ratio and sediment transport capacity with a 
soil erosion and sediment yield model applicable to watersheds with mixed land uses.  
Coupling of stable isotopes and water quality modeling is a fairly new class of research, 
and it is expected that model advancement and lessons learned from the present study as 
well as the aforementioned studies will assist researchers as they apply the stable isotope 
tools to assist with reducing numerical model uncertainties. 
2.5 CONCLUSIONS 
The main conclusions of this paper are as follows: 
• Phreatic karst conduits are suggested to sustain sediment transport activity long after 
surface storm events cease.  The sustained sediment transport has the potential to shift 
the baseflow sediment yield of the phreatic karst to be on par with stormflow sediment 
yield.  For example, in the present study almost 50% of the sediment conveyed by the 
phreatic conduit was during time periods when no flow existed in the surface streams 
of the watershed.  
• Exchange of sediment carbon between the water column and subsurface karst deposits 
is suggested to occur during equilibrium sediment transport within phreatic karst.  In 
turn, the sediment carbon exchange impacts the mixing of new and old carbon pools 
and the flux of carbon from phreatic karst.  Phreatic karst provides a hydrologic 
phenomenon where equilibrium sediment transport is likely sustained for rather long 
periods of time (see point 1 above).  The understudied equilibrium exchange of 
sediment is potentially of high interest for scientific studies that emphasize elucidating 
the role of carbon processes in the inland freshwater carbon budget. 
• The integrated numerical model results from this study support the conceptual model 
proposed in Paper 1 of these two companion papers.  Phreatic karst are suggested to act 
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as a biologically active conveyor of sediment carbon that temporarily stores sediment, 
turns over carbon at higher rates than surface streams, respires carbon dioxide to the 
water column, and recharges relatively depleted organic carbon back to the fluvial 
system.   
• The method adopted in this paper shows the efficacy of coupling carbon isotope 
fingerprinting with water quality modeling to study sediment carbon in phreatic karst.  
It is expected that such methods can be built upon in future research studies. 
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2.7 TABLES AND FIGURES 
 
Table 2.1 Model inputs, initial conditions, potential calibration parameters in sediment 
transport model, and calibration parameters in the carbon model. 
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Table 2.2 Conduit bathymetry, swallet density, and land use information for model cells.  
Pswallet represents the proportion of swallets in the watershed located within a particular 
model cell.  Purban and Pag represent the percentage of land used for agricultural and urban 
purposes, respectively, contributing to a given model cell. 
 
Cell Height 
(m) 
Width 
(m) 
Pswallet 
(%) 
Purban 
(%) 
Pag 
(%) 
1 0.45 3.11 9 80 20 
2 0.50 3.42 6 75 25 
3 0.59 4.04 11 63 37 
4 0.65 4.51 10 58 42 
5 0.69 4.79 7 52 48 
6 0.73 5.04 6 48 52 
7 0.77 5.35 10 46 54 
8 0.83 5.72 14 43 57 
9 0.86 5.97 12 40 60 
 10* 0.90 6.22 15 38 62 
11 0.90 6.22 
No surface sediment 
diverted to the conduit in 
Cells 11 – 16 
12 0.90 6.22 
13 0.90 6.22 
14 0.90 6.22 
15 0.90 6.22 
 16† 0.90 6.22 
* Cell 10 represents the Groundwater Station (GS) site. 
† Cell 16 represents the Royal Spring (RS) site. 
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Figure 2.1 Fluviokarst sediment and carbon transport modeling framework. STAGE 1: 
model preparation. Sediment pirated from tributaries (QSS), conduit flow rate (Qi), and 
hydraulic and hydrologic input were calculated for use in model. STAGE 2: Sediment 
Transport Model (STM). Transport coefficients (Ctc) were calibrated to match STM results 
with TSS data. STAGE 3: Carbon Model (CM). The generalized likelihood uncertainty 
estimation (GLUE) method was performed to estimate the distribution of results, model 
domain, and optimal model run for the CM.  
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Figure 2.2 (a) Sediment model calibration and validation at the Groundwater Station. (b) 
Probability density functions and (c) cumulative distribution functions of data and model-
integrated results.   
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Figure 2.3 (a) Sediment model results at the Groundwater Station, and (b) longitudinal 
surface fine grained laminae (SFGL) depth changes in conduit. 
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Figure 2.4 (a) Sediment organic carbon flux (Qsoc) in the subsurface conduit at the 
Groundwater Station (GW) compared to Royal Spring (RS) and organic carbon percentage 
in suspended sediment and bed sediment at GW. (b) Fractioning of carbon pools in conduit 
bed (SFGL) and suspended sediment (SS) at GW. 
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Figure 2.5 Sediment and SOC budget for the Cane Run watershed. Surface processes 
shown are tributary sediment production, sediment pirating to the subsurface, in-stream 
storage, and surface stream sediment yield. Subsurface processes shown are deposition, 
erosion, mixing (i.e. equilibrium sediment exchange between SFGL and SS), and yield of 
conduit sediment, as well as decomposition of sediment organic carbon. Sediment flux is 
represented in tons (t) and Sediment organic carbon flux is represented in tons Carbon (tC). 
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Chapter 3: Nitrate pathways, processes, and timing in an agricultural karst system: 
development and application of a numerical model 
 
 
3.1 ABSTRACT  
  
  Nitrogen (N) contamination within agricultural-karst landscapes and aquifers is 
widely reported, however the complex hydrological pathways of karst make N fate difficult 
to ascertain.  We developed a hydrologic and N numerical model for agricultural-karst, 
including simulation of soil, epikarst, phreatic, and quickflow pathways as well as 
biochemical processes such as nitrification, mineralization, and denitrification.  We tested 
the model on four years of nitrate (NO3⁻) data collected from a phreatic conduit and an 
overlying surface channel in the Cane Run watershed, Kentucky, USA.  By coupling the 
hydrologic and NO3⁻ models, equifinality in the hydrologic model was reduced by 68%.  
Model results indicate that slow to moderate flow pathways (phreatic and epikarst) 
dominate the N load and account for nearly 90% of downstream NO3⁻ delivery.  Further, 
quickflow pathways dilute NO3⁻ concentrations relative to background aquifer levels.  Net 
denitrification distributed across soil, epikarst, and phreatic water removes approximately 
36% of the N inputs to the system at rates comparable to non-karst systems.  Evidence is 
provided by numerical modeling that NO3⁻ accumulation via evapotranspiration in the soil 
followed by leaching through the epikarst acts as a control on spring NO3⁻ concentration 
and loading.  Compared to a fluvial-dominated system, mature-karst systems behave as 
natural detention basins for NO3⁻, temporarily delaying NO3⁻ delivery to downstream 
waters and maintaining elevated NO3⁻ concentrations for days to weeks after hydrologic 
activity ends.  This study shows the efficacy of numerical modelling to elucidate complex 
pathways, processes, and timing of N in karst systems. 
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3.2 INTRODUCTION 
 The hydrologic complexity of karst systems has caused our knowledge of N fate 
and pathways to lag behind that of non-karst systems (Dirnböck et al., 2016; Fenton et al., 
2017).  Pathways of N transport to agricultural streams in non-karst landscapes include 
dilute quickflow, concentrated quickflow, and slowflow groundwater (Tesoriero et al., 
2013; Miller et al., 2017).  In terms of land use, karst systems are expected to receive 
similar N inputs because karst topography is often gently rolling making it suitable for 
livestock production and row cropping (Boyer and Pasquarell, 1995).  However, N 
pathways in karst include a quickflow groundwater component (e.g., sinking streams, 
epikarst fracture networks, and subsurface conduits) (White, 2002; Pronk et al., 2009).  A 
quickflow component to groundwater obscures the timing of surface water and 
groundwater inputs making N fate difficult to estimate.  Our motivation was to develop a 
numerical model to identify dominant N pathways, processes, and timing in agricultural-
karst systems. 
Numerical model development for N in karst is warranted because existing tools 
have several limitations.  Off-the-shelf watershed water quality models (e.g., SWAT, 
HSPF) have been applied to karst nutrient studies with some success (Nikolaidis et al., 
2013; Palanisamy and Workman, 2014), however the models tend to be extrapolated 
beyond their hydrologic structure given the turbulent flow of the karst subsurface requiring 
empirical augmentation to allow adequate model calibration (Palanisamy and Workman, 
2014).  Graphical methods to apportion N loads to fast, intermediate, and slow flow 
pathways are robust (Mellander et al., 2012; Fenton et al., 2017), but limited in that they 
do not explicitly quantify internal N fate nor do they provide forecasting ability.  Other 
karst-specific nutrient models assume N is conservative (Mahler and Garner, 2009; 
Mudarra et al., 2014), however we know that N transformation occurs in karst (Panno et 
al., 2001; Katz et al., 2010).   
We argue the reservoir modeling approach provides a suitable choice for N 
pathway, process, and timing estimates in karst.  Reservoir-based models are increasingly 
used to estimate water transport in karst given their ability to accurately reflect multiple 
pathways (e.g., Fleury et al., 2007; Tritz et al., 2011; Hartmann et al., 2014).  The reservoir 
approach shown by Fleury et al. and others for karst water transport has not yet been widely 
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applied to the N fate problem, yet the approach is suitable because of advantages associated 
with (i) simulating non-conservative N in the subsurface; (ii) representing many subsurface 
pathways as well as surface overflows; (iii) ease of coupling with long-term multi-year 
data streams; and (iv) including robust uncertainty routines coupled to high performance 
computing.  To that last point, equifinality (defined as the existence of multiple 
‘acceptable’ representations of an environmental system) is apparent in all models (Beven, 
2006), but can be reduced through coupling multiple data-streams (e.g., Ford et al., 2017).  
Therefore, we develop the reservoir modeling approach for karst water and N in this paper. 
By developing the numerical reservoir model for karst, we can investigate open 
questions of dominant pathways, processes, and timing that control N fate in agricultural-
karst (Jones and Smart, 2005; Yue et al., 2015; Opsahl et al., 2017).  N pathway-emphasis 
has been placed on aquifer contamination via quickflow pathways due in part to the optical 
nature of entire streams sinking into the subsurface (Mahler and Garner, 2009).  However, 
we hypothesis that slow is the dominant N pathway in agricultural-karst.  Two ideas from 
review of current literature bring us to this hypothesis.  First, we analyzed data from 22 
karst studies (Table 3.1) reporting N data for quickflow and slowflow NO3⁻ pathways, and 
we found that 18 out of 22 (82%) studies show higher NO3⁻ concentrations for slowflow 
as compared to quickflow.  Second, recent water studies in karst discuss large water storage 
volumes within the epikarst and phreatic reservoirs and their potential to dominate water 
exports even in karst systems with high surface connectivity (Toran and White, 2005; 
Aquilina et al., 2006; Williams, 2008; Knierim et al., 2013).  High NO3⁻ concentrations in 
slowflow water and the large storage volumes of slowflow reservoirs suggest the potential 
for their control on net N export from karst aquifers. 
Regarding N processes, the control of physical processes versus biogeochemical 
processes upon N in agricultural-karst is under-reported.  Karst research suggests the 
potential for physical building-up and then leaching of soil nitrate as controlling N transport 
in agricultural-karst, with one study reporting increased nitrate concentration with percent 
of agricultural cover (Boyer and Alloush, 2001).  However, the longer residence time of 
slowflow pathways suggest the potential for biogeochemical transformations to augment 
N contamination (Fenton et al., 2017).  We surmised that model development could help 
us untangle physical and biogeochemical processes controlling N fate and transport. 
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With regards to N timing, we questioned the time distribution of N export from 
side-by-side comparisons of a karst-dominated watershed with a fluvial-dominated 
watershed.  Terrain with karst potential experiences competition between karstic and 
fluvial development (Ghasemizadeh et al., 2012).  Further, karst landscape in some regions 
can be organized into discrete zones dominated by either karst- or fluvial-dominated 
features, to the near-exclusion of the other (Phillips et al., 2004).  Such side-by-site 
organization allowed us to use our numerical modeling to study how N timing in karst 
compares to its fluvial counterpart.  
Our objectives were to: (1) collect four years of N data, develop a reservoir-based 
numerical model for N fate and transport, and apply it to an agricultural-karst system, and 
(2) investigate the pathways controlling N transport, the net effect of physical and 
biogeochemical processes on N export, and the timing of N exports from agricultural-karst 
relative to a fluvial-dominated counterpart.  The two objectives provide the structural sub-
headings for the methods, results and discussion sections of the paper. 
 
3.3 METHODS 
3.3.1 Numerical model development and application  
Theoretical basis for the model  
 The theoretical background provides the context behind our conceptual model of 
pathways and processes impacting N in agricultural-karst (Figure 3.1).  Surface to 
subsurface pathways can most broadly be separated into concentrated or diffuse N recharge 
(White, 2002).  This broad division is further sub-divided considering the three porosities 
that influence N recharge in karst: primary (matrix), secondary (fracture), and tertiary 
(conduit) (White, 2002).  Quickflow pathways convey concentrated N recharge through 
tertiary porosity voids such as sinkholes, swallets, and estavelles.  As is typical of many 
karst systems, surface streams are event-activated and run dry for large parts of the year as 
a result of flow pirating by quickflow pathways karst features (Husic et al., 2017a).  Diffuse 
recharge follows soil, epikarst, and phreatic zone pathways where storage volumes are 
several orders of magnitude greater than that of the quickflow pathways and have the 
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potential to retain N (Bottrell and Atkinson, 1992; Williams, 2008).  Dynamic soil and 
epikarst storages provide the potential for N accumulation and leaching processes to act as 
important mechanisms affecting net NO3⁻ exports (Aquilina et al., 2006; Tzoraki and 
Nikolaidis, 2007).  Phreatic pathways are sustained by Darcian groundwater recharge from 
stored volumes in the aquifer bedrock and are characterized by long residence times of 
water and N (Ghasemizadeh et al., 2012).  Our concept (Figure 3.1) is consistent with 
numerous studies focused on water movement and N recharge in karst (e.g., Tritz et al., 
2011; Hartmann et al., 2016). 
 We investigate N pathways, processes, and timing with the described conceptual 
model in mind.  We designed a study to sample N from a sinking stream and subsurface 
conduit, and we use a numerical reservoir model to simulate pathways that cannot be 
measured directly in the field.  We formulated the model using a system of cascading linear 
reservoirs to represent storage and conveyance zones (i.e., soil, epikarst, phreatic/matrix, 
and quickflow) (Figure 3.2).  The model simulates solute loads at the spring and surface 
stream and integrates net upstream processes.  Our study assumes temperate agricultural 
surface processes, mature karst subsurface development, coupled surface-subsurface 
pathways, and daily mixing of solutes after accounting for mass changes. 
 
Numerical model formulation 
Numerical model formulation begins with the quickflow and soil reservoirs 
receiving concentrated and distributed recharge, respectively, which initializes the 
hierarchal model structure (Figure 3.2).  Precipitation input was estimated using the 
Thiessen polygon method, which calculates an area-weighted average of precipitation 
given multiple rain gauges (Goovaerts, 2000).  Of this area-weighted average, the 
quickflow reservoir receives an X fraction to represent concentrated recharge via swallets, 
sinkholes, and stream abstractions.  The soil reservoir receives the remaining 1 – X fraction 
as distributed recharge.  Due to their proximity to the surface and relative shallowness 
compared to the rest of the aquifer, several earlier models combine the soil and epikarst 
storages into a single lumped reservoir (e.g., Tritz et al., 2011), but the two have been 
separated in this work to highlight evapotranspiration and lateral flow processes that 
primarily occur within the soil and dynamic storage that occurs in the epikarst (Aquilina et 
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al., 2006; Williams, 2008).  Potential evapotranspiration (𝐷𝐷𝑇𝑇𝑃𝑃) was modeled using the 
Penman-Montieth method which considers a reference crop type (i.e., grass, as much of 
the watershed consists of pasture).  Actual evapotranspiration (𝐷𝐷𝑇𝑇𝐴𝐴) was modeled as a 
function of soil water content and 𝐷𝐷𝑇𝑇𝑃𝑃 (mm d-1) as 
𝐷𝐷𝑇𝑇𝐴𝐴(𝑖𝑖) = min�𝐷𝐷𝑇𝑇𝑃𝑃(𝑖𝑖),𝐷𝐷𝑇𝑇𝑃𝑃(𝑖𝑖) × �𝑉𝑉𝑆𝑆(𝑖𝑖) 𝑉𝑉𝑆𝑆,𝑀𝑀𝐴𝐴𝑀𝑀⁄ �� Δ𝑡𝑡,            (1) 
where 𝑉𝑉𝑆𝑆(𝑖𝑖) is the volume of water in the soil reservoir at time step i (mm), 𝑉𝑉𝑆𝑆,𝑀𝑀𝐴𝐴𝑀𝑀 is the 
soil saturation depth (mm), and Δ𝑡𝑡 is the model time step (d).  This linear formulation of 
ETA is consistent with reservoir model applications in other karst environments (e.g., 
Chang et al., 2017; Hartmann, 2017). 
The mass balance of water within the soil reservoir (𝑉𝑉𝑆𝑆) was discretized as 
𝑉𝑉𝑆𝑆(𝑖𝑖) = 𝑉𝑉𝑆𝑆(𝑖𝑖−1) + �𝑅𝑅(𝑖𝑖)(1 − 𝑋𝑋) − 𝐷𝐷𝑇𝑇𝐴𝐴(𝑖𝑖) − 𝑄𝑄𝑠𝑠𝑜𝑜𝑢𝑢𝑠𝑠𝑢𝑢𝑠𝑠(𝑖𝑖) − 𝑄𝑄𝑠𝑠𝑜𝑜𝑖𝑖𝑙𝑙(𝑖𝑖)�Δ𝑡𝑡,          (2) 
where 𝑉𝑉𝑆𝑆(𝑖𝑖−1) is the volume of water in the soil reservoir at the end of the previous time 
step (mm), 𝑅𝑅(𝑖𝑖) is the recharge from precipitation input (mm d-1), 1 − 𝑋𝑋 is the fraction of 
total recharge that infiltrates the soil reservoir, 𝑄𝑄𝑠𝑠𝑜𝑜𝑢𝑢𝑠𝑠𝑢𝑢𝑠𝑠(𝑖𝑖) is lateral flow into the surface 
stream occurring only after soil saturation (mm d-1), and 𝑄𝑄𝑠𝑠𝑜𝑜𝑖𝑖𝑙𝑙(𝑖𝑖) is soil percolation to the 
epikarst (mm d-1).  
The model utilizes the linear discharge law, which relates discharge (𝑄𝑄) as the 
product of available head (𝑉𝑉 − 𝑉𝑉𝑀𝑀𝑀𝑀𝑀𝑀) and a discharge coefficient (α or k).  As an example, 
soil discharge to the surface stream (𝑄𝑄𝑠𝑠𝑜𝑜𝑢𝑢𝑠𝑠𝑢𝑢𝑠𝑠), was calculated as  
𝑄𝑄𝑠𝑠𝑜𝑜𝑢𝑢𝑠𝑠𝑢𝑢𝑠𝑠(𝑖𝑖) = max�0,𝑘𝑘𝑠𝑠𝑜𝑜𝑢𝑢𝑠𝑠𝑢𝑢𝑠𝑠�𝑉𝑉𝑆𝑆(𝑖𝑖−1) − 𝑉𝑉𝑆𝑆,𝑀𝑀𝐴𝐴𝑀𝑀�Δ𝑡𝑡�,            (3) 
where 𝑘𝑘𝑠𝑠𝑜𝑜𝑢𝑢𝑠𝑠𝑢𝑢𝑠𝑠 is the discharge coefficient for runoff and lateral flow to the surface stream 
(d-1).  Analogous relationships were used for the remaining discharges (coefficients) in 
Figure 3.2: 𝑄𝑄𝑠𝑠𝑜𝑜𝑖𝑖𝑙𝑙 (𝑘𝑘𝑠𝑠𝑜𝑜𝑖𝑖𝑙𝑙), 𝑄𝑄𝐸𝐸𝐸𝐸 (𝑘𝑘𝐸𝐸𝐸𝐸), 𝑄𝑄𝑄𝑄 (𝛼𝛼1), 𝑄𝑄𝐸𝐸 (𝛼𝛼2), and 𝑄𝑄𝑃𝑃 (𝛼𝛼3).  
The mass balance of water within the epikarst reservoir (𝑉𝑉𝐸𝐸) was modeled as 
𝑉𝑉𝐸𝐸 (𝑖𝑖) = 𝑉𝑉𝐸𝐸(𝑖𝑖−1) + �𝑄𝑄𝑠𝑠𝑜𝑜𝑖𝑖𝑙𝑙(𝑖𝑖) − 𝑄𝑄𝐸𝐸(𝑖𝑖) − 𝑄𝑄𝐸𝐸𝐸𝐸(𝑖𝑖)�Δ𝑡𝑡,            (4) 
where 𝑉𝑉𝐸𝐸(𝑖𝑖−1) is the volume of water in the epikarst reservoir at the end of the previous 
time step (mm), 𝑄𝑄𝐸𝐸(𝑖𝑖) is the fast component of epikarst discharge (mm d-1) arising from 
preferential flow in large fractures that are well-connected to the conduit, and 𝑄𝑄𝐸𝐸𝐸𝐸(𝑖𝑖) is the 
slower percolation of water through the vadose zone to the phreatic zone (mm d-1).  
The mass balance of water within the phreatic reservoir (𝑉𝑉𝑃𝑃) was represented as 
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𝑉𝑉𝑃𝑃(𝑖𝑖) = 𝑉𝑉𝑃𝑃(𝑖𝑖−1) + �𝑄𝑄𝐸𝐸𝐸𝐸(𝑖𝑖) − 𝑄𝑄𝑃𝑃𝑃𝑃𝑀𝑀𝑃𝑃(𝑖𝑖) − 𝑄𝑄𝑃𝑃(𝑖𝑖)�Δ𝑡𝑡,            (5) 
where 𝑉𝑉𝑃𝑃(𝑖𝑖−1) is the volume of water in the phreatic reservoir at the end of the previous 
time step (mm), 𝑄𝑄𝑃𝑃𝑃𝑃𝑀𝑀𝑃𝑃(𝑖𝑖) is the pumping rate from the aquifer (mm d-1), and 𝑄𝑄𝑃𝑃(𝑖𝑖) is the 
phreatic baseflow to the conduit (mm d-1).  
The balance of water within the quickflow reservoir (𝑉𝑉𝑄𝑄) has a single input from 
concentrated recharge and was formulated as  
𝑉𝑉𝑄𝑄(𝑖𝑖) = 𝑉𝑉𝑄𝑄(𝑖𝑖−1) + �𝑅𝑅(𝑖𝑖) ∙ 𝑋𝑋 − 𝑄𝑄𝑄𝑄(𝑖𝑖)�Δ𝑡𝑡,              (6) 
where 𝑉𝑉𝑄𝑄(𝑖𝑖−1) is the volume of water in the quickflow reservoir at the end of the previous 
step (mm) and 𝑄𝑄𝑄𝑄(𝑖𝑖) is the discharge from the quickflow reservoir (mm d-1).  Lastly, spring 
discharge (mm d-1) was calculated as the sum of quickflow, epikarst, and phreatic discharge 
to the conduit/spring:  
𝑄𝑄𝑠𝑠𝑝𝑝𝑢𝑢𝑖𝑖𝑖𝑖𝑠𝑠(𝑖𝑖) = 𝑄𝑄𝑄𝑄(𝑖𝑖) + 𝑄𝑄𝐸𝐸(𝑖𝑖) + 𝑄𝑄𝑃𝑃(𝑖𝑖),              (7) 
The mass balance of solutes (i.e., NO3⁻, NH4+, and DON) within the soil reservoir 
was modeled as 
𝑀𝑀𝑆𝑆(𝑖𝑖) = 𝑀𝑀𝑆𝑆(𝑖𝑖−1) + �𝑆𝑆𝑅𝑅(𝑖𝑖)𝑅𝑅(𝑖𝑖)(1 − 𝑋𝑋) − 𝑆𝑆𝐶𝐶𝑅𝑅𝐶𝐶𝐶𝐶(𝑖𝑖)𝑄𝑄𝑠𝑠𝑜𝑜𝑢𝑢𝑠𝑠𝑢𝑢𝑠𝑠(𝑖𝑖) − 𝑆𝑆𝑆𝑆(𝑖𝑖−1)𝑄𝑄𝑠𝑠𝑜𝑜𝑖𝑖𝑙𝑙(𝑖𝑖) ± 𝑀𝑀𝐹𝐹𝐴𝐴𝑇𝑇𝐸𝐸(𝑖𝑖)�Δ𝑡𝑡, (8) 
where 𝑀𝑀𝑆𝑆(𝑖𝑖−1) is the mass of solute in the soil reservoir at end of the previous time step 
(mg), 𝑆𝑆𝑅𝑅(𝑖𝑖)is the seasonal concentration recharging the soil (mg L-1) which represents the 
bulk recharge of many contaminant sources (e.g., precipitation, fertilizer, manure, and 
sewage), 𝑆𝑆𝐶𝐶𝑅𝑅𝐶𝐶𝐶𝐶(𝑖𝑖) is the concentration of the runoff and lateral flow mixture that discharges 
into the surface stream and is described further in the next paragraph (mg L-1), 𝑆𝑆𝑆𝑆(𝑖𝑖−1) is 
the solute concentration of the soil reservoir at the end of the previous time step (mg L-1), 
and 𝑀𝑀𝐹𝐹𝐴𝐴𝑇𝑇𝐸𝐸(𝑖𝑖) represents biogeochemical mass changes (mg d-1) as a function of 
temperature, a first order rate constant, and mass of solute.  The biogeochemical mass 
changes (i.e., nitrification, mineralization, and denitrification) were modeled as  
𝑀𝑀𝐹𝐹𝐴𝐴𝑇𝑇𝐸𝐸(𝑖𝑖) = 𝑀𝑀𝑆𝑆(𝑖𝑖−1) × 𝑘𝑘𝑢𝑢𝑠𝑠𝑓𝑓 × 𝜃𝜃�𝑇𝑇𝑆𝑆(𝑖𝑖)−𝑇𝑇𝑆𝑆𝑆𝑆𝑟𝑟�,              (9) 
where 𝑘𝑘𝑢𝑢𝑠𝑠𝑓𝑓 is a first-order rate constant for a reaction (i.e., 𝑘𝑘𝐷𝐷𝐸𝐸𝑀𝑀, 𝑘𝑘𝑀𝑀𝑀𝑀𝑇𝑇𝑅𝑅, and 𝑘𝑘𝑀𝑀𝑀𝑀𝑀𝑀) at the 
reference temperature (d-1), 𝜃𝜃 is a temperature adjustment coefficient, 𝑇𝑇𝑆𝑆(𝑖𝑖) is the soil 
temperature (°C), and 𝑇𝑇𝑢𝑢𝑠𝑠𝑓𝑓 is a reference temperature for the reaction (°C).  This 
formulation is consistent with the influence of temperature on the rates of the biochemical 
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transformations modeled in this study (Bowie et al., 1985; Reichstein et al., 2000).  The 
epikarst and phreatic zone solute balances are constructed in the same way whereas solutes 
in the quickflow reservoir were assumed conservative due to their short residence times.  
Residence time of water within each reservoir was modeled using a mass balance of water 
age with recharge to the soil providing ‘young’ or ‘new’ water and subsequent discharge 
exporting well-mixed reservoir water. 
Surface stream NO3⁻ concentration is considered as a mixture of low concentration 
runoff (i.e., recent recharge) and high concentration soil water.  This end-member mixture 
is recognized as an important aspect of solute delivery to the in-stream environment (Miller 
et al., 2017) and was modeled as 
𝑆𝑆𝐶𝐶𝑅𝑅𝐶𝐶𝐶𝐶(𝑖𝑖) = 𝑥𝑥𝑆𝑆𝑆𝑆𝑀𝑀𝐸𝐸𝑆𝑆𝑆𝑆(𝑖𝑖−1) + 𝑥𝑥𝑅𝑅𝐸𝐸𝐶𝐶𝑆𝑆𝑅𝑅(𝑖𝑖),            (10) 
where 𝑥𝑥𝑆𝑆𝑆𝑆𝑀𝑀𝐸𝐸 is the fraction of stream water of soil origin, 𝑆𝑆𝑆𝑆(𝑖𝑖−1) is the soil solute 
concentration (mg L-1), 𝑥𝑥𝑅𝑅𝐸𝐸𝐶𝐶 is the fraction of stream water of runoff origin, and 𝑆𝑆𝑅𝑅(𝑖𝑖) is 
the recharge solute concentration (mg L-1).  In the event that the model produces flow in 
the surface channel, 𝑆𝑆𝐶𝐶𝑅𝑅𝐶𝐶𝐶𝐶(𝑖𝑖) is used as the concentration of recharge to the quickflow 
aquifer (i.e., stream abstraction), otherwise the bulk 𝑆𝑆𝑅𝑅(𝑖𝑖) value is used and represents 
recharge into sinkholes and other upland, non-stream karst features.  
Lastly, the concentration of solute at the spring (𝑆𝑆𝑅𝑅𝑅𝑅𝑆𝑆𝑃𝑃) was modeled as 
𝑆𝑆𝑅𝑅𝑅𝑅𝑆𝑆𝑃𝑃(𝑖𝑖) = �𝑄𝑄𝑄𝑄(𝑖𝑖)𝑆𝑆𝑄𝑄(𝑖𝑖) + 𝑄𝑄𝐸𝐸(𝑖𝑖)𝑆𝑆𝐸𝐸(𝑖𝑖) + 𝑄𝑄𝑃𝑃(𝑖𝑖)𝑆𝑆𝑃𝑃(𝑖𝑖)� �𝑄𝑄𝑄𝑄(𝑖𝑖) + 𝑄𝑄𝐸𝐸(𝑖𝑖) + 𝑄𝑄𝑃𝑃(𝑖𝑖)�� ,       (11) 
where 𝑆𝑆𝑄𝑄(𝑖𝑖) is the concentration of solute in quickflow (mg L-1), 𝑆𝑆𝐸𝐸(𝑖𝑖) is the solute 
concentration in the epikarst (mg L-1), and 𝑆𝑆𝑃𝑃(𝑖𝑖) is the concentration of solute in the phreatic 
zone (mg L-1).   
 
Model application 
The Royal Spring groundwater basin (58 km2) drains part of the Cane Run 
watershed (96 km2) located in the Inner Bluegrass Region of Kentucky, USA (Figure 3.3).  
The land surface is primarily agricultural in use (60%) with highly urbanized headwaters 
(40%) and a temperate climate (MAT: 13.0 ± 0.7 °C; MAP: 1,170 ± 200 mm).  The land 
surface is composed of moderately deep, well-drained soils underlain by phosphatic 
limestone of the Middle Ordovician period.  Epikarst features are visible throughout the 
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watershed both in naturally exposed karren as well as roadcuts.  More than fifty swallets, 
estavelles, and sinks have been identified within Cane Run creek.  The creek runs dry for 
approximately 90% of the year due to flow pirating by the subsurface drainage (Husic et 
al., 2017a).  Anastomosing subsurface conduits converge to a primary phreatic cavern, 20 
m below the ground surface, closely aligned with the overlying creek.  The phreatic conduit 
supplies the primary basin outlet, Royal Spring (243 m a.s.l.), with an average perennial 
discharge of 0.67 m3 s-1.  The Royal Spring aquifer supplies water for distilleries, grist 
mills, horse farms, and crop irrigation, and the main springhead serves as the raw municipal 
water source for the City of Georgetown, Kentucky.  The urbanization of the uplands has 
resulted in bacteria and nutrient loadings that exceed standards set by the Clean Water Act 
and Kentucky Division of Water (UKCAFE, 2011).  The high surface-subsurface flow path 
connectivity has been suggested as the primary cause for the deterioration of water quality 
at the spring (UKCAFE, 2011).  The watershed has been a karst research site led by the 
Kentucky Geological Survey and the University of Kentucky the past 40 years (Spangler, 
1982; Thrailkill et al., 1991; Taylor, 1992; Paylor and Currens, 2004; Zhu et al., 2011; 
Husic et al., 2017a,b). 
A sampling station was placed at the spring (“RYSP” in Figure 3.3) providing water 
outputs from the karst conduit, and is operated by the United States Geological Survey 
(USGS 03288110).  A second sampling station was placed at the Cane Run creek surface 
water overflow (“CRCK” in Figure 3.3), which became active during high rainfall storm 
events.  A third sampling station was located near the longitudinal midpoint of the primary 
phreatic conduit where a series of groundwater wells directly intersect the subsurface flow 
path (“KYHP” in Figure 3.3, Zhu et al., 2013; Husic et al., 2017a).  Water data collection 
and analyses was previously published in Husic et al. (2017a,b).  Weekly maximum flows 
at the Phreatic Conduit (PC) and Royal Spring (RS) sites are similar in magnitude (QRS = 
0.99×QPC, R2 = 0.77; Husic, 2015) thus we assume few water inputs/outputs along this 
section.  Likewise, NO3⁻ sampling at the two sites showed a nearly 1:1 relationship in NO3⁻ 
concentration (NO3⁻RS = 1.06× NO3⁻PC, R2 = 0.81; Kentucky Geological Survey, 
unpublished data).  This result allowed us to use data from the Phreatic Conduit or Royal 
Spring to assist with calibrating N concentrations for the numerical model.  The United 
States Geological Survey (USGS) operates a flow gage at Royal Spring (USGS 03288110). 
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Four years (2012 – 2016) of NO3⁻ data were collected at the surface stream (CRCK) 
and subsurface conduit (KYHP) locations.  The temporal scale of sampling varied from 
hourly to biweekly depending on flow conditions (i.e., baseflow vs flood conditions).  In 
the field, surface stream samples were collected using 1L HDPE bottles with either manual 
collection or an automatic sampler (ISCO 6712) depending on flow conditions.  For the 
subsurface conduit, a bailer with a one-way check valve was used to ensure well samples 
were collected at the depth of the conduit.  The Kentucky Geological Survey laboratory 
analyzed NO3⁻ samples, consistent with US EPA Method 300.0, using a Dionex ICS-3000 
Ion Chromatography System featuring a carbonate-bicarbonate eluent generator and 
Dionex AS4A analytical column.  The NO3⁻ anion was identified by retention time and the 
peak area was compared to a calibration curve generated from known standards.  QAQC 
protocol included (i) analyses of NIST secondary source standards before and after each 
run to verify calibration; (ii) blanks before and after each run to verify lack of carry-over 
in the column; and (iii) analyses of randomly selected duplicate samples to verify that 
deviation was less than 10%.  Field (n = 8) and lab (n = 49) duplicates of NO3⁻ had a 
standard deviation of 0.07 and 0.02 mg N L-1, respectively.  No field or lab blanks 
registered above the method detection limit (MDL).  Failure of any criteria involved the 
researchers questioning the protocol and re-running the batch. 
Model inputs and parameters are enumerated in Table 3.2.  Meteorological data 
were available from the Bluegrass Airport (NOAA ID: USW00093820) as well as three 
nearby rain gauges (NOAA IDs: US1KYSC0001, US1KYFY0009, and USC00153194).  
The gauge stations recorded relative humidity, temperature, solar radiation, and wind 
speed.  Soil temperature was recorded at Spindletop Research Farm near the center of the 
groundwater basin (UKAg, 2007).  Previously collected ammonium (NH4+) and dissolved 
organic N (DON) data were used to estimate NH4+ and DON concentrations of recharge to 
the watershed.  The recharge concentration of NH4+ (𝑆𝑆𝑀𝑀𝐻𝐻4(𝑅𝑅)) was assumed constant 
(mean: 0.12±0.19 mg N L-1; n = 54) as field-collected data from surface sites in the 
watershed was highly variable and relatively low in concentration compared to NO3⁻ 
(KWW, 2016).  Likewise, the recharge concentration of DON (𝑆𝑆𝐷𝐷𝑆𝑆𝑀𝑀(𝑅𝑅)) was also assumed 
constant (mean: 0.35±0.07 mg N L-1; n = 4) for the same reasons as NH4+ (UKCAFE, 
2011).  Recession coefficients were estimated from a master recession curve constructed 
76 
 
using nine events over a decade (Figure 3.4).  The fractions of stream water from soil and 
runoff origin can vary from event to event, but were selected in this study based on a range 
of values reported in the literature for karst using isotopic hydrograph separation (Buda 
and DeWalle, 2009) and two-domain modeling (Long, 2009).  Surface events in the Cane 
Run Watershed are short-lived and often peak and recede within a day (i.e., the time step 
of the model; Husic et al., 2017a) providing support that an average value for the respective 
soil and runoff fractions can adequately portray mixing processes.  Hydrologic model 
parameters were evaluated over a wide range of values, and minimum and maximum 
values represent inferred physical bounds.  For example, the soil percolation coefficient is 
bounded on the high end by the coefficient for quickflow and on the low end by “0” (i.e. 
no flow).  The seasonal NO3⁻ concentration of recharge water was varied over the minimum 
and maximum values of observed stream NO3⁻ data.  The upper limits for biogeochemical 
first-order rate reactions in the soil, epikarst, and phreatic reservoirs were estimated using 
values based on temperature (Table 3.2 for references).  
The framework for evaluating model performance includes the generation of model 
parameters, comparison to measured data, and the evaluation against statistical criteria 
(Figure 3.5).  The calibration objective for the hydrologic model was mean daily spring 
discharge.  On the other hand, the biogeochemical N model had four calibration objectives 
including spring NO3⁻, stream NO3⁻, spring NH4+, and spring DON concentrations.  The 
hydrologic (n = 1,461) and NO3⁻ (n = 162) datasets were divided into calibration and 
validation subsets of equal cardinality.  Split sample subsets were selected for the 
hydrologic model evaluation with the first two years used as calibration and the last two 
years used as validation.  Evaluation subsets for the N model were randomly selected for 
each model realization as the frequency of NO3⁻ data collection varied over the four year 
period and split sampling would have biased the model to time periods with greater density 
of collected data (Liu et al., 2018).  Initial model conditions were selected based on mean 
model results, but typically initial conditions in karst have little effect on evaluation 
statistics if the model is initiated during very low water periods and the upper reservoirs 
are disconnected from the lower (Mazzilli et al., 2012).  Both conditions were satisfied in 
this study.   
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The Nash-Sutcliffe efficiency (NSE) was selected as the statistical evaluation 
metric due to its ubiquitous use in hydrologic modeling and established performance 
guidelines (Moriasi et al., 2007).  The NSE statistic was calculated as 
𝑁𝑁𝑆𝑆𝐷𝐷 = 1 −
∑ �𝑀𝑀𝑆𝑆
(𝑆𝑆)−𝑀𝑀𝑜𝑜
(𝑆𝑆)�
2𝑇𝑇
𝑆𝑆=1
∑ �𝑀𝑀𝑆𝑆
(𝑆𝑆)−𝑀𝑀𝑜𝑜�����
2𝑇𝑇
𝑆𝑆=1
,             (12) 
where T is the total number of observations, 𝑁𝑁𝑜𝑜
(𝑜𝑜) is the observed value for sample t, 𝑁𝑁𝑠𝑠
(𝑜𝑜) 
is the modeled value for sample t, and 𝑁𝑁𝑜𝑜���� is the mean of all observed values.  The Nash 
Sutcliffe efficiency ranges from -∞ to 1, with 1 indicating a perfect match of the model to 
data and 0 indicating the model performs no better than the mean of the data (Moriasi et 
al., 2007).  Considering the criteria set out by Moriasi et al. (2007), minimum NSE values 
of 0.5 and 0 were set for spring discharge and spring NO3⁻ concentration results, 
respectively.  The use of NO3⁻ concentration rather than NO3⁻ flux to calibrate the N model 
is more difficult but was performed for two reasons.  First, NO3⁻ flux statistics are highly 
correlated with discharge and lead to biased water quality model performance (Hirsch, 
2014).  Second, calibrating to concentration rather than flux gives a more accurate 
description of internal watershed N cycling.  The accepted spring NO3⁻ solution space was 
further constrained so that modeled stream NO3⁻, spring NH4+, and spring DON results 
were not statistically different (α = 0.05, using Welch’s t-test) from observed stream NO3⁻ 
(mean: 1.92±1.02 mg N L-1; n = 111), spring NH4+ (mean: 0.07±0.11 mg N L-1; n = 40) 
and spring DON (mean: 0.23±0.14 mg N L-1; n = 19) data (KGS, 2018).  Only samples 
collected while water was moving (i.e., no standing water) were included in model 
evaluation. 
Numerical modeling uncertainty analysis was performed on an institutionally 
shared high performance computing cluster (DLX2/3) with 4800 processor cores, 18TB of 
RAM, and 1PB of high-speed disk storage.  Uncertainty in the hydrologic and N models 
was assessed with the generalized likelihood uncertainty estimation (GLUE) method 
(Figure 3.5), which has been applied to water resources modeling to assess the equifinality 
of model parameter sets (Beven, 2006; Ford et al., 2017).  The GLUE methodology is 
initiated by assuming a prior distribution (e.g., uniform) for model parameters.  Parameter 
sets that satisfy one or more evaluation statistics are retained while sets that fail are 
discarded.  A posterior distribution is then constructed from the collection of acceptable 
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sets.  A prediction bound can also be used to represent water and NO3⁻ results that are 
contained by 95% of accepted simulation results.  In this study, several thousand acceptable 
hydrologic parameter sets were first established requiring millions of simulations.  
Thereafter, they were randomly fed through to the N model where several more thousand 
parameter sets were deemed acceptable requiring over ten million more simulations.  The 
final NO3⁻ prediction bounds represent both the effects of physical (water) and biochemical 
(N) uncertainty.    
 
3.3.2 Karst pathways, processes, and timing of N transport 
Pathways controlling N transport 
Pathways controlling N transport were investigated using residence time and 
correlation analyses of both data and numerical model results.  The autocorrelation function 
indicates the memory effect of the system, and a pre-determined value of 0.2 is typically 
used to represent the decorrelation lag time (Mangin, 1984).  The autocorrelation function 
was calculated as  
𝑅𝑅𝑥𝑥(𝜏𝜏) =
𝐸𝐸[(𝑥𝑥𝑆𝑆−𝜇𝜇𝑚𝑚)(𝑥𝑥𝑆𝑆+𝜏𝜏−𝜇𝜇𝑚𝑚)]
𝜎𝜎𝑚𝑚2
,             (13) 
where E is the expected value operator, 𝑥𝑥𝑜𝑜 is an observation in the time series (e.g., 
discharge) with mean 𝜇𝜇𝑥𝑥 and variance 𝜎𝜎𝑥𝑥2, and 𝜏𝜏 is the time lag.  Well-drained systems 
typically have an initial steep decline in the autocorrelation function which corresponds to 
influence by quickflow pathways (Kovačič, 2010).  Cross-covariance can indicate the 
relationship between an uncorrelated cause (e.g., rainfall) and the subsequent effect (e.g., 
spring discharge).  The cross-covariance function was calculated as 
𝑆𝑆𝑥𝑥𝑥𝑥(𝜏𝜏) = 𝐷𝐷[𝑥𝑥𝑜𝑜𝑦𝑦𝑜𝑜+𝜏𝜏] − 𝐷𝐷[𝑥𝑥𝑜𝑜]𝐷𝐷[𝑦𝑦𝑜𝑜+𝜏𝜏],           (14) 
where 𝑦𝑦𝑜𝑜 is the causal observation (e.g., precipitation).  The time elapsed between a lag of 
0 days and the maximum cross-covariance gives an indication of the pressure pulse transfer 
through an aquifer.  Additionally, gently sloping cross-covariance plots imply high storage 
and a low degree of karstification while well-developed aquifers are characterized by much 
shorter response times and steeper curves (Kovačič, 2010).   
Pathways controlling N transport were also quantified using integration of 
numerical modeling results.  The spring discharge signal can be decomposed into 
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constituent quickflow, epikarst, and phreatic flow pathways.  Each flow path was integrated 
with a daily time step over the model simulation to estimate total pathway load.  Model 
integrated budgets could be compared across pathways to indicate the relative importance 
of certain pathways on controlling N transport.  
 
Processes affecting N exports 
 The physical and biochemical processes impacting N exports from karst were 
investigated.  An N budget of physical processes such inflows (diffuse infiltration and 
concentrated recharge) and outflows (karst spring, surface stream, and net aquifer losses 
such as pumping) was constructed.  A similar budget of biogeochemical N processes 
(denitrification, nitrification, and mineralization) was performed within each reservoir and 
the watershed as a whole.  Physical processes such as soil-epikarst connectivity (depending 
on field capacity of soil) may act to retain and accumulate NO3⁻ in the soil prior to 
subsequent leaching during hydrologic activity.  Other processes such as 
evapotranspiration affect both the water budget and the N concentration within the soil 
reservoir.  The temporal distribution of these processes was of note considering that they 
may be impacted by daily or seasonal variations in temperature, humidity, sunlight, N 
source, soil moisture, and aquifer abstractions.  The distribution of these processes across 
the multiple storage zones was also of interest and solute concentrations were compared 
across pathways over several years to estimate processes affecting N exports.  
 
Timing of N exports from karst 
Timing of N exports from karst was analyzed to assess temporal delivery of NO3⁻ 
to downstream waterbodies.  We performed an analysis using results from a recent fluvial-
dominated study in Ford et al. (2017) to provide comparison with karst-dominated NO3⁻ 
results from the present system.  The South Elkhorn watershed studied in the Ford et al. 
work was a fluvial-dominated system in an adjacent watershed.  The South Elkhorn (62 
km2) drains southwest Lexington, KY while the Cane Run system (58 km2) drains the 
northern portion of the city.  The distribution of land uses, soil conditions, and topography 
are nearly identical in the two systems.  However, Cane Run is underlain by mature karst 
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topography that includes fractures, sinkholes, swallets and conduits forming the Royal 
Spring groundwater basin whereas the South Elkhorn has weak karst development and 
perennial surface stream flow (Mahoney et al., 2018).  Both systems drain to Elkhorn 
Creek, and then to the Kentucky, Ohio, and Mississippi Rivers. 
Nitrogen loading from the South Elkhorn was produced using results in Ford et al. 
(2017) at the single watershed outlet.  Results for N loading from the Cane Run-Royal 
Spring system was produced by summing loads from both the surface stream and conduit 
outlets from the watersheds in order to provide an integrated watershed response.  The 
temporal distribution of N loading to downstream waterbodies was then analyzed 
graphically and comparisons were made between the karst-dominated drainage and the 
non-karst system. 
 
3.4 RESULTS AND DISCUSSION 
3.4.1 Numerical model development and application  
Prior to assessing the numerical model, we first investigate trends in collected data.  
Results of N seasonality in water, comparison of surface and subsurface N concentrations, 
and N dynamics during storms were generally consistent with existing data.  The sinusoidal 
cycling of NO3⁻ concentration at both locations (Figure 3.6) reflects the seasonality of 
anthropogenic loading, soil processes, and hydrologic mobilization of N.  The agricultural 
land use and temperate climate, including fall and winter application of fertilizer 
(UKCAFE, 2011), dormancy of vegetation, and hydrologic mobilization, coincides with 
seasonal N levels.  These results are typical of agricultural watersheds where over-
application of fertilizer and manure during the fall, coupled with mobilization of 
accumulated N, can lead to excess runoff and leaching of NO3⁻ in winter (Toran and White, 
2005; Royer et al., 2006; Ford et al., 2018).  Nitrate concentrations of samples collected 
on the same day at both sites are ~50% greater in the karst conduit than the surface stream 
(Figure 3.6).  Further, 95 of the 99 paired daily-average samples show greater NO3⁻ 
concentrations in the subsurface.  This result is consistent with agricultural landscape 
processes such as soil N accumulation followed by hydrologic N mobilization of highly-
concentrated subsurface water (Di and Cameron, 2002).  Lastly, the timing of NO3⁻ 
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concentration peaks caused by storm events and seasonality are well-matched by the 
surface and subsurface pathways (Figure 3.6).  The result demonstrates the pressure pulse 
of storm flow on the karst subsurface that can mirror the temporal response seen in surface 
streams (Husic et al., 2017a).  Further, the multiple inferred pathways (i.e., quickflow, 
epikarst, and phreatic) introduce wide temporal variability in NO3⁻ data results.  In many 
instances, the NO3⁻ concentration of samples collected from the spring within days of one 
another (e.g., see April 2013 in Figure 3.6) can span over 3 mg N L-1 (the average NO3⁻ 
concentration of the spring) highlighting the influence of pathway variability on spring 
NO3⁻ concentration.  The N export behavior in this karst system tends to agree with the 
hypothesis that precipitation can dominate interannual variability of downstream N loading 
(Sinha and Michalak, 2016).  Data results of NO3⁻ at the surface stream and karst spring 
provided the basis for our numerical model evaluation.  
The water component of the numerical model produced satisfactory results 
throughout the four year simulation period (Figure 3.7a).  Statistical evaluation of water 
model fit showed agreement between simulated and measured discharge during both 
calibration and validation time periods (Table 3.3).  Peak flows were adequately simulated 
by the model and represented pulses of discharge occurring primarily via quickflow 
pathways.  Baseflow conditions were well-represented by the model during both the active 
winter and dryer summer periods, which reflects the model’s ability to accurately represent 
subsurface water storage and drainage.  The satisfactory simulation of spring flow 
recession following hydrologic activity provides support for the master recession curve 
analysis (Figure 3.4) used to estimate recession coefficients.  Successful performance of 
the parent water model gave us confidence in carrying the results forward to the N fate 
subroutines.   
Numerical model results of N fate and transport reflect NO3⁻ seasonality and storm 
event dynamics (Figure 3.7b).  The model performed very well with 123 of the 164 NO3⁻ 
data results falling within the modeled prediction bounds.  Model bounds are wide as 
biochemical uncertainty is also affected by hydrologic uncertainty in the parent model.  For 
example, transitions from quickflow to epikarst flow control of spring discharge can 
substantially impact NO3⁻ concentration as the two flow paths may have significantly 
different solute signatures (Figure 3.7c).  Modeled subsurface NO3⁻ concentration remains 
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elevated throughout the spring season despite a decrease in seasonal NO3⁻ recharge from 
the surface indicating storage and release of high concentration NO3⁻ (see Figure 3.7c).  Our 
statistical results for N modeling were good (Table 3.3), which offers confidence to the 
multi-reservoir approach as a tool for modeling NO3⁻.  In particular, model performance is 
impressive given the time-scale and response variable used for model evaluation (i.e., 
daily N concentration rather than daily, weekly, or monthly N load/yield).  Evaluation 
statistics are recognized to decrease as time frequency of model evaluation increases (Yuan 
et al., 2001) and when concentration rather than load is used as the response variable 
(Hirsch, 2014).  The N model developed in this study accurately portrays watershed N 
dynamics and is capable of successfully simulating daily NO3⁻ concentration at the primary 
karst springhead.   
Our uncertainty analysis with the high-performance computer was pivotal to 
constraining and bounding reservoir model results.  For the hydrologic model, 1,560,000 
model realizations were performed, of which 3,653 were successful.  For the N model, 
9,600,000 model realizations were performed, of which 2,687 were successful.  If the 
uncertainty analysis were performed on a single machine, it would have taken 
approximately 200 days in simulation time, but that was cut down to just 1.5 days as the 
simulations were distributed over 128 cores on the high-performance cluster.  A large 
number of model simulations were necessary for a few reasons: the physical and 
biochemical parameter bounds were wide to encompass potential equifinality as well as 
provide a conservative estimate of modeled processes; each biochemical parameter set was 
generated and then applied randomly to one of the 3,653 accepted hydrologic parameter 
sets – recognizing the equifinality that may occur not only in one sub-model, but also its 
parent model; and finally, failure of any one of the multiple calibration objectives resulted 
in the entire parameter set being discarded (see Figure 3.5).  To that last point, the four 
calibration objectives – Spring NO3⁻, Stream NO3⁻, Spring NH4+, and Spring DON – had 
success rates of approximately 2%, 20%, 35%, and 30%, respectively, per model 
realization.  Taken together, if the respective success rates are uncorrelated, the composite 
success rate for any random realization was 0.04%.  Thus, to ensure that each randomly 
selected hydrologic parameter set has enough realizations to generate a single correct N 
model solution, over 9 million N model simulations (n = 3,653/0.0004) had to be 
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performed.  The use of high performance computing was instrumental to running the 
required number of simulations necessary to build a posterior sample distribution, construct 
a prediction bound, and evaluate uncertainty within multiple sub-models.  
 Nitrogen model calibration also decreased equifinality in discharge estimates by 
reducing the number of acceptable hydrologic parameter sets from 3,653 to 1,164 (a 68% 
reduction).  Despite the considerable number of simulations, some hydrologic parameter 
sets were incapable of generating an acceptable N model solution set.  The reduction in 
equifinality by including the N model had material effects when inferring water pathway 
results.  For example, from the original 3,653 parameter sets, 46% of the water was 
discharged by epikarst, 32% by the phreatic zone, and 22% by quickflow.  However, by 
including only hydrologic sets that also produce satisfactory N model results, the remaining 
sets (n = 1,164) indicate that 35% of water is discharged by epikarst, 47% by phreatic zone, 
and 18% by quickflow.  The utility of multiple response variables to reduce equifinality 
has been noted in other systems such as in surface streams using stable isotopes (Ford and 
Fox, 2015; Ford et al., 2017), in watershed-scale models using remote-sensing data 
(Silvestro et al., 2015), and in vegetation zones using carbon data representative of 
different time scales (Carvalhais et al., 2010).  We add to this list with an application of 
equifinality reduction to water flow dynamics in an agricultural karst system using an N 
dataset and numerical modeling. 
Uncertainty analysis indicated that some hydrologic model parameters vary 
considerably from the assumed uniform prior distribution to the posterior distribution (e.g., 
ksoil and X) (Figure 3.8a).  Other parameters were not sensitive (e.g., VS,MIN and VP,MIN).  The 
sensitivity of soil discharge coefficient (ksoil) is pronounced as soil discharge into the stream 
was vital in reconstructing the water balance where the two outputs are primarily the stream 
and subsurface spring.  The sensitivity in the fraction of rainfall redirected as concentrated 
recharge to the conduit (X) was important in simulating peaks in the spring flow 
hydrograph.  Uncertainty analysis for the biochemical transformation rates of NH4+, DON, 
and NO3⁻ (Figure 3.8b) indicates that the soil and phreatic zones are the most sensitive, 
likely as a result of their large water storage capacities, residence times, and potential 
impact to net N fate whereas the epikarst acts more as a dynamic transfer zone of soil water 
to either the conduit or to deep groundwater.  While the first order rate constants may vary 
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over several orders of magnitude, their net impact is dependent on the size of the pool that 
the reactions occur in.  Analysis also indicates that fall and winter have the most 
concentrated recharge to the watershed while spring and summer have the most dilute 
recharge.   
In summary, consistency of the N dataset with literature and our numerical 
modeling results gave us confidence in carrying the model forward to assess pathways, 
processes, and timing of N in karst.  We focused heavily on performing robust uncertainty 
analysis as only 10% of published water quality modelling papers between 1992 and 2010 
(n = 257) include any uncertainty analysis (Wellen et al., 2015).  Our extensive uncertainty 
analysis was pivotal to gaining confidence in the N results, and our study details a method 
for karst researchers who aim to assess hydrologic and biochemical uncertainty in their 
own models. 
 
3.4.2 Karst pathways, processes, and timing of N transport 
Pathways controlling N transport 
Residence time results provide a first look at karst pathways controlling N transport.  
The residence time of spring water spans three orders of magnitude (Figure 3.9a).  
Quickflow water is discharged on the order of a few days, epikarst water is drained within 
weeks, and phreatic water is typically exported over several months.  The maximum cross-
covariance occurs on the same day as rainfall and rapidly decreases thereafter, and both 
data and model results show similar steepness and de-correlation times (Figure 3.9b,c).  
The result indicates the pressure pulse of fluid through the system during a storm event, 
which is indicative of high karstification.  However, results also indicate that distributed 
recharge from storms is stored within the aquifer and drained by epikarst and phreatic 
pathways for months to weeks thereafter.  Our residence time results show agreement with 
water tracing results of others (Bottrell and Atkinson, 1992) and the mean residence time 
curve agrees with the potential for high volume water storage in the saturated aquifer (e.g., 
Knierim et al., 2013). 
A water and NO3⁻ budget over the four-year observation period shows that epikarst 
and phreatic pathways contribute, on average, 89% of the annual NO3⁻ yield (Table 3.4).  
The percent of NO3⁻ exported by each pathway is generally similar to the percent water 
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discharged, but with increased N contribution by slower pathways.  Quickflow in karst 
aquifers acts to dilute spring NO3⁻ concentration with model results indicating that the 
quickflow pathways compose 18% of total water discharge, but 11% of the NO3⁻ load, a 
one-third reduction.  On the other hand, the intermediate pathway (i.e., epikarst) sees an 
increase in the percentage of NO3⁻ exported (40%) compared to water discharged (35%).  
Lastly, the phreatic pathway has the most similar NO3⁻ (47%) and water (49%) yields.   
The relative provenance of spring NO3⁻ flux from the three contributing reservoirs 
varies temporally (Figure 3.10).  The epikarst N load dominates much of the NO3⁻ flux 
from the spring primarily due to three factors: the epikarst can act as a large storage zone 
for infiltrated water (Aquilina et al., 2006), the epikarst is well-connected to highly-
concentrated soil water (Fretwell et al., 2005), and the epikarst behaves as a dynamic 
transfer zone that is effective at conveying water to the spring and conduit via enlarged 
fractures (Williams, 2008).  This idea tends to be consistent with the fractured network of 
the Lexington Limestone bedrock (Thrailkill et al., 1991) .  The quickflow contribution 
increases at the incidence of hydrologic activity and contributes relatively diluted NO3⁻ to 
the spring flux signal.  Lastly, the phreatic fraction is highly affected by seasonal water 
processes such as pumping from the deep aquifer and loss of epikarst recharge during dry 
periods.  The long residence time of water in phreatic pores could lead to net-denitrification 
(Heffernan et al., 2012) as pathway results indicate that slightly less N is exported by the 
phreatic pathway as compared to water discharged.  Otherwise, phreatic pathways yield a 
large volume of NO3⁻ during winter and spring periods characterized by frequent 
hydrologic activity and cooler temperatures. 
Our results place emphasis on diffuse (i.e., epikarst and phreatic) pathways when 
estimating dissolved N fate.  Water budget estimates indicate that only 5% of recharge is 
directed to quickflow pathways (Table 3.5a) reinforcing a need to focus on distributed soil 
recharge even in watersheds heavily influenced by karst topography.  Our results are 
noteworthy because studies often emphasize quickflow contamination of mature karst 
aquifers via high speed water and contaminant transport through sinking streams, turbulent 
conduits, and vertical shafts which preclude aquifer bioremediation (Daly et al., 2002).  
Past emphasis upon quickflow contamination is highly reasonable given the visible nature 
of sinking streams and their ability to directly convey solid and runoff bound contaminants 
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to the subsurface (e.g., see Figure 3.1).  Quickflow-associated pathways may provide the 
dominant origin for some contaminants (e.g., sediment-bound contaminants in sinking 
streams; Husic et al., 2017a,b), however our results suggest slow pathways are most 
important for dissolved N fate.  This result supports our hypothesis from analysis of the 
literature based on diluted N concentration data from quickflow (Table 3.1).  The N results 
of our study extend the past work in Table 3.1 to show not only is N concentration of the 
diffuse flow higher (see Figure 3.7c), but also these pathways may dominate the annual N 
load. 
 
Processes affecting N exports 
Evidence is provided that physical processes and biogeochemical processes both 
have a strong control on N fate in agricultural-karst.  We estimate rates of denitrification 
comparable to other systems, but the governing mechanisms for downstream NO3⁻ 
concentration and loading are associated with N accumulation in soil through 
evapotranspiration and N leaching via epikarst pathways. 
Numerical modeling results reflect net removal of N via denitrification within the 
subterranean karst system (Table 3.5b).  There is approximately a 36% removal of N inputs 
by denitrification in all reservoirs.  The rate of removal in soil is 1.3 mg N m-2 d-1, and the 
phreatic and epikarst reservoirs remove approximately 0.5 mg N m-2 d-1 each.  The 
relatively low residence time of water in karst aquifers limits the ability of subsurface 
microbes to further denitrify NO3⁻, and subsequent hydrologic activity promotes the 
mobilization of accumulated NO3⁻ to the springhead.  The rates estimated by our model are 
similar to other karst groundwater systems such as in the Upper Florida (USA) Aquifer 
where Heffernan et al. (2012) used N isotopic signatures to estimate 32% removal, on 
average, of N inputs by denitrification.  The rates for the 61 springs analyzed in Heffernan 
et al. (2012) ranged from 0 to 15 mg N m-2 d-1 showcasing the large degree of variability 
and uncertainty associated with watershed-scale denitrification estimates in karst – even 
within the same geologic formation.  Our results are also consistent with broader 
groundwater denitrification removal estimates in non-karst soils (~5.0 mg N m-2 d-1 ) and 
groundwater (~1.5 mg N m-2 d-1) for the Southeastern United States region (Seitzinger et 
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al., 2006).  These results provide support for the efficacy of relatively simple reservoir 
models to provide accurate representation of internal aquifer biogeochemical processes.   
However, even in the presence of net-denitrification we observe an increase in NO3⁻ 
concentration of spring discharge relative to water recharging the aquifer.  Modeling results 
suggest that soil-zone processes, particularly during dryer periods, highly control NO3⁻ 
contamination in the karst watershed (see “Soil” in Figure 3.7c).  High rates of 
evapotranspiration during the dry season remove water, but not N, from the soil column 
resulting in the relative increase in concentration of N species remaining in the soil.  The 
evapotranspirative concentration of NO3⁻ can be quite pronounced in temperate climates 
where 60% of precipitation can be removed as evapotranspiration (Hanson, 1991).  It is 
plausible that the highest NO3⁻ concentrations observed during the study period (see winter 
2012 in Figure 3.7b) could arise from flushing of highly-concentrated soil-N accumulated 
over the months-long dry period preceding the first large hydrologic event of the wet 
season.  The initial fall/winter flushing event can infiltrate soil and cause highly soluble 
soil-attached NO3⁻ to become entrained within the water and leached via large fractures in 
the epikarst.  Further model support for this idea is observed by comparing relatively dry 
periods (see “discharge” in Figure 3.7a) with coinciding periods of higher soil NO3⁻ 
concentration (see “soil” in Figure 3.7c).  The impact of this flushing is expected to be 
temporally limited as greater contribution of fresh recharge dilutes the initially flushed 
material.  Others have observed NO3⁻ flushing in karst such as in in a chalk (a relatively 
immature karst) aquifer in Loiret, France (Baran et al., 2008) and a mantled (a karst with a 
thin surficial sediment deposit) aquifer in Indiana, USA (Wells and Krothe, 1989).  Baran 
et al. (2008) attribute the flushing to NO3⁻ accumulation via physical concentration whereas 
Wells and Krothe (1989) attribute the flushing to soil water flow through large epikarst 
fractures.  Likewise, in non-karst systems, evaporation in the vadose zone has been 
identified – using dual isotopic tracers of NO3⁻ (δ15N and δ18O) – as an important 
mechanism affecting NO3⁻ concentration (Yuan et al., 2012; Huang et al., 2013).  The 
authors find relatively little discussion in the literature as to the impact of physical 
processes leading to concentration and leaching of solutes in karst aquifers.  The numerical 
modeling performed in this study hints to the potential of evapotranspiration to increase 
observed spring NO3⁻ concentrations despite net-denitrifying conditions within the aquifer.    
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The net N source-sink capacity of karst basin remains an open question with 
previous karst studies not showing a clear consensus on estimated net nitrification versus 
net denitrification. Studies such as Vaute et al. (1997) have observed nitrification in the 
soil of a karst aquifer, and Duchaufour (1991) has remarked that limestone environments 
are “most active” in nitrification.  On the other hand, Katz et al. (2010) estimated a 25-
40% N loss of septic tank effluent during percolation in the unsaturated zone, as stated 
earlier Heffernan et al. (2012) estimates 32% loss of N due to denitrification in the Upper 
Florida Aquifer, and many other studies using stable isotopes have reported potential 
denitrification in the aquifer (e.g., Panno et al., 2001; Li et al., 2010).  Results in this study 
show that explicit modeling of both physical and biogeochemical processes may assist with 
estimating the N source-sink capacity.     
 
Timing of N exports from karst 
The timing of N exports from this mature karst basin was compared with the timing 
of exports from an adjacent immature karst watershed in Ford et al. (2017).  While the 
magnitude of flux from South Elkhorn (2.10 ± 0.66 t N km-2 y-1) and Cane Run (1.83 ± 
0.24 t N km-2 y-1) are comparable, the dynamics controlling the timing of flux vary 
considerably.  At coarse resolution (Figure 3.11a), the karst-dominated system of this study 
and fluvial-dominated system in Ford et al. (2017) exhibit high similarity in terms of their 
mean temporal trend.  The similarity is reasonable given that the agricultural land surfaces 
in the two systems apply similar nutrient treatments seasonally and that the two systems 
experienced the same rainfall distributions.  However, closer analyses of the systems 
(Figure 3.11b) showed the highly dampened nature of N peaks within the karst watershed 
even when including both surface and subsurface loading from the karst system.  Karst N 
load peaks were typically on the order of 30% of the non-karst systems response to 
hydrologic events, and the karst system N load was as low as 15% of the non-karst system.  
N loading during hydrologic recession and baseflow periods (see Figure 3.11c) shows that 
the karst system consistently produces higher N loads to the downstream water bodies and 
that it temporally distributes N across active periods more so than the immature karst 
watershed. Delay of N delivery in karst basins has been discussed in previous work (Croll 
and Hayes, 1988; Fretwell et al., 2005; Mahler et al., 2008), and the side-by-side 
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comparison presented here extends this discussion.  The results occur because of the karst 
pathway complexity that in turn impacts timing of N loads.  
Taken together, the results in Figure 3.11 highlight the ability of the phreatic karst 
terrain to act a natural detention basin for NO3⁻ that is later received by downstream water 
bodies.  The karst watershed temporally delays the flow of N to downstream waters during 
hydrologic activity and thereafter exports the N at a more constant rate. Unlike fluvial-
dominated systems where over 50% of NO3⁻ export may occur during 90th percentile and 
greater flows (e.g. Royer et al., 2006), modeling results indicate that for our karst-
dominated system > 90th percentile flows account for less than 25% of NO3⁻ export.  The 
sustained downstream delivery of spring water NO3⁻ and reduced flow velocities at karst 
springs (Husic et al., 2017a,b) could prolong the period of bioavailable nutrients to in-
stream growth and reduce shearing potential of streams supplied by karst waters.  Both of 
these factors could potentially lead to the development of harmful algal blooms (Franklin 
et al., 2008; Paerl et al., 2011).  Nutrient management scenarios within karst watersheds 
should not only consider the N concentration of spring discharge, but also the timing and 
length of elevated N concentrations.  
 
3.5 CONCLUSIONS 
We have demonstrated the utility of a reservoir model to simulate water and NO3⁻ 
dynamics in an agricultural-karst system.  Coupling the reservoir-based model with the 
four years of N field data provided estimates of the internal epikarst and phreatic processes 
controlling N fate in agricultural-karst. Extensive uncertainty analysis quantified bounds 
on model outputs and also reduced equifinality in hydrologic predictions by 68%.  The 
numerical modeling approach used herein to estimate water and N fluxes and reduce 
equifinality has broad applications to other karst modeling studies. 
Numerical modeling results also provided insight into the pathways, processes, and 
timing that control N exports from agricultural-karst systems.  Epikarst and phreatic 
pathways account for nearly 90% of N loading.  Further, quickflow pathways dilute 
downstream NO3⁻ contamination.  The relative dominance of slowflow in karst is an under-
developed topic in the water science community.  As a second point, evidence is provided 
that physical processes have a stronger control on N fate in agricultural-karst than 
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biogeochemical processes.  N accumulation and subsequent N leaching in soils and the 
epikarst, at relatively rapid velocities, govern the N load.  N turnover in karst is similar to 
non-karst systems, but the dominance of physical processes particularly evapotranspiration 
leads to net increases in NO3⁻ concentration in spring water.  As a final note, the timing of 
N exports from the karst-dominated system suggests it behaves as a natural detention basin 
relative to its fluvial-dominated counterpart.  To this end, the karst system temporally 
delays the flow of NO3⁻ to downstream waters during storm events and thereafter exports 
NO3⁻ at a more gradual rate distributed over the flood recession.  This work highlights the 
capability of relatively parsimonious modeling to provide meaningful insights into flow 
and nutrient dynamics of highly complex systems such as karst watersheds.  
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3.7 TABLES AND FIGURES 
Table 3.1 Review table of NO3⁻ studies conducted in karst watersheds (n = 22) showing 
study location, the concentration of quickflow NO3⁻, and the concentration of discharged 
aquifer NO3⁻.  18 of 22 (82%) studies reported higher NO3⁻ concentrations in aquifer water 
than in quickflow water. 
Study Site / Reference Location Quickflow NO3
⁻ 
(mg N L-1)* 
Aquifer NO3⁻ 
(mg N L-1)** 
Royal Spring 
Present Study Kentucky, USA 1.92 2.86 
Barton Springs 
Mahler and Garner (2009) Texas, USA 0.05 0.34 
Los Tajos 
Mudarra et al. (2014) Malaga, Spain 0.43 2.53 
Barton Springs 
Mahler et al. (2008) Texas, USA 0.29 1.56 
San Antonio Edwards Aquifer 
Musgrove et al. (2016) Texas, USA 0.43 1.86 
Fountain Creek Watershed 
Stueber and Criss (2005) Illinois, USA 2.80 4.20 
Wakulla Springs 
Katz et al. (2004) Florida, USA 0.02 0.80 
Guiyang Basin 
Liu et al. (2006) Guizhou, China 2.14 4.15 
Stafford Springs 
Davis et al. (1995); Peterson et al. (2002) Arkansas, USA 1.50 5.10 
Umm Rijam Aquifer 
Obeidat et al. (2008) Yarmouk, Jordan 0.61 7.45 
Yverdon-les-Bains System 
Pronk et al. (2009) Jura, Switzerland 6.75 1.96 
Big Spring Basin 
Rowden et al. (1998, 2001) Iowa, USA 7.61 9.93 
Jiangjia Spring 
He et al. (2010) Chongqing, China 0.79 5.01 
Spring Creek Watershed 
Buda and DeWalle (2009) Pennsylvania, USA 2.80 4.47 
Springbrook Creek Watershed 
Schilling and Helmers (2008) Iowa, USA 0.10 12.08 
Pays de Caux System 
Fournier et al. (2007) Norville, France 2.40 4.86 
Houzhai Catchment 
Yue et al. (2015, 2017) Guizhou, China 2.58 3.62 
Vransko Polje 
Markovic et al. (2006) Zagreb, Croatia 0.20 2.13 
Kestel Polje-Kirkgoz Springs 
Ekmekci (2005) Antalya, Turkey 1.20 0.70 
Plainview System 
Mooers and Alexander (1994) Minnesota, USA 16.85 12.90 
Jackson and Cleghorn Springs 
Swanson (2004); Long et al, (2008) South Dakota,  USA 0.10 0.31 
Funshion River Watershed 
Fenton et al, (2017) Fermoy, Ireland 12.04 11.80 
*Mean value shown is that of the surface stream(s) or other quickflow sources (e.g., rain). 
**Mean value shown is that of the spring(s) (if available) or other aquifer values (e.g., wells). 
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Table 3.2 Hydrologic and nitrogen model inputs and parameters.  Each input and parameter 
is presented with a description, measured or calibrated value, units of measurement, and 
the source material for the value. Hydrologic and nitrogen model parameter values are 
presented as the median of the posterior distribution for each parameter. 
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Table 3.3  Hydrologic and nitrogen model evaluation results including number of data 
points within each calibration/validation set; the methodology for selecting 
calibration/validation subsets; and the mean, min, and max of the Nash-Sutcliffe Efficiency 
(NSE) statistic.  Mean, min, and max values shown are calculated from all accepted 
hydrologic (n = 3,653) and nitrogen (n = 2,687) model realizations. 
 
Model Period No. of  Data Points 
Data Split  
Methodology 
NSE 
Mean Max. Min. 
Hydrologic Calibration 730 50:50 Split  Sampling 
0.53 0.65 0.50 
Validation 731 0.33 0.56 -0.30 
Nitrogen Calibration 82 50:50 Random  Sampling 
0.07 0.46 0.00 
Validation 82 -0.02 0.48 -1.09 
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Table 3.4 Percentages of water and NO3⁻ yield (± 1σ) from modeled karst pathways during 
the study period.   
 
Reservoir Water Discharged (%) Nitrate Exported (%) 
Quickflow 18 ± 7 11 ± 5 
Epikarst Flow 35 ± 22 40 ± 25 
Phreatic Flow 47 ± 21 49 ± 25 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
95 
 
Table 3.5 (a) NO3- budget (± 1σ) for the Royal Spring basin showing inputs (infiltration 
and quickflow recharge) and outputs (spring, stream, and losses such as pumping).  (b) 
Biochemical reactions (± 1σ) shown as the area-normalized annual masses of NO3⁻ 
denitrified, NH4+ nitrified, and DON mineralized within each reservoir. 
 
NO3- Inputs and Outputs 
Inputs (t N km-2 y-1) Outputs (t N km-2 y-1) 
Infiltration  2.15 (0.30) Karst Spring 1.13 (0.14) 
Quickflow  0.11 (0.05) Surface Stream 0.31 (0.11) 
   Net Aquifer Losses 0.39 (0.23) 
Total 2.26 (0.32) Total 1.83 (0.24) 
        
Biochemical Reactions 
 Denitrification Nitrification Mineralization 
Reservoir (t N km-2 y-1) (t N km-2 y-1) (t N km-2 y-1) 
Soil 0.47 (0.34) 0.26 (0.11) 0.21 (0.10) 
Epikarst 0.16 (0.17) 0.05 (0.05) 0.03 (0.04) 
Phreatic 0.19 (0.15) 0.11 (0.08) 0.07 (0.07) 
Total 0.82 (0.35) 0.42 (0.05) 0.31 (0.04) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
a) 
b) 
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Figure 3.1 Conceptual model of water and NO3⁻ pathways in an agricultural karst system.  
Contaminant provenance includes surface, subsurface, distributed, and point sources and 
pathways.  The accumulation of NO3⁻ within the karst aquifer followed by a release to the 
primary conduit results in NO3⁻ leaching losses to downstream waterbodies. 
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Figure 3.2  Model framework for water and nitrogen processes and pathways in a karst 
aquifer.  Recharge (R) of water, NO3⁻, NH4+, and DON is applied as concentrated input to 
the quickflow reservoir (X) or as distributed input to soil (1-X).  Distributed recharge of 
NO3-, NH4+, and DON represents bulk infiltration of material (e.g., precipitation, fertilizer, 
manure and sewage) to the soil. Evapotranspiration (ETA), flow to surface stream (Qstream) 
which includes runoff (xREC) and lateral soil flow (xSOIL) fractions, and percolation (Qsoil) 
are outflows from the soil reservoir.  Soil field capacity is represented by VS,MIN and 
saturation conditions by VS,MAX.  Concentrated recharge to the quickflow reservoir includes 
sinkholes, swallets, and stream abstractions (dashed line).  Outflow from the quickflow 
reservoir (QQ) occurs via shaft, sinkhole, and swallet discharge to the conduit.  The epikarst 
is recharged by soil percolation and discharges water via seepage to the phreatic aquifer 
(QEL) or as conduit recharge via larger fractures (QE).  Direct flow from the epikarst to the 
conduit occurs when dynamic storage within the epikarst exceeds a threshold (VE,FAST).  
Finally, the phreatic zone is recharged by the epikarst and losses are attributed to diffuse 
flow (QP) and pumping losses (QPUMP) related to agricultural and other human demands.  
The level at which baseflow to the spring ceases (i.e., the spring runs dry) is represented 
by VP,MIN, and pumping losses are stopped when drawdown reaches VPUMP. 
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Figure 3.3 Cane Run Watershed and Royal Spring Basin indicating sampling sites, karst 
holes, and the primary conduit conveyance zone for fluid and nutrients. 
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Figure 3.4 Master recession curve (MRC) for Royal Spring using nine events over a decade 
of flow data.  The MRC was decomposed into three constituent reservoirs (quick, epikarst, 
phreatic) and recession coefficients (α₁, α₂, α₃) were fitted to match data results (see Malík 
and Vojtoková, 2012). 
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Figure 3.5 Framework for evaluating hydrologic and nitrogen model uncertainty in 
parameters and predictions.  Hydrologic model parameters (θ) are sampled from an 
assumed prior distribution.  The parameters are fed into the numerical model, M, and 
simulated model results (Q) are compared to measured flow data (Q᷈).  Only model 
realizations and parameter sets that satisfy the objective function are retained.  Accepted 
hydrologic parameter sets are fed through to the dissolved nitrogen model where 
biochemical parameters (x) are sampled and model results (CNO3) are evaluated against 
measured spring data (C᷈NO3).  Evaluation statistics for the dissolved nitrogen model include 
a Nash-Sutcliffe (NSE) function for Spring NO3⁻ results and t-tests for modeled vs 
measured means of Stream NO3⁻, Spring NH4+, and Spring DON.  Lastly, accepted 
hydrologic and biochemical realizations are used to construct posterior parameter 
distributions and prediction bounds. 
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Figure 3.6 Concurrently sampled (n = 99) surface steam (CRCK) and subsurface phreatic 
conduit (KYHP) NO3- concentrations.   
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Figure 3.7 (a) Hydrologic model results simulating Royal Spring discharge. (b) Nitrogen 
model results simulating NO3⁻ concentration at Royal Spring. (c) NO3⁻ concentration 
within the four modeled reservoir pathways.  Prediction bounds for each pathway include 
66% of accepted results − rather than 95% − for visual clarity of the differences in mean 
pathway concentrations. 
 
   
  
a) 
c) 
b) 
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Figure 3.8 (a) Prior and posterior distributions of hydrologic model parameters: X 
(concentrated recharge fraction), ksoil (soil discharge coefficient), kstream (stream discharge 
coefficient), kEL (epikarst seepage discharge coefficient), QPUMP (aquifer pumping rate), 
VS,MIN (soil field capacity), VS,MAX (soil saturation), VE,FAST (activation height for fast 
epikarst pathways), and VP,MIN (height at which aquifer over-extraction causes an end to 
pumping).  (b) Prior and posterior distributions of nitrogen model parameters: 
denitrification (kS,DEN, kE,DEN, and kP,DEN), nitrification (kS,NITR, kE, NITR, and kP NITR), and 
mineralization (kS,MIN, kE,MIN, and kP,MIN) transformation rates for soil, epikarst, and phreatic 
pathways, respectively.  Also shown are the seasonal NO3- concentrations for fall (CNO3(F)), 
winter (CNO3(W)), spring (CNO3(SP)), and summer (CNO3(SU)) recharge. Note: the x-axis for 
transformation rates is presented as the log10 value of the rate. 
 
  
a) 
b) 
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Figure 3.9 (a) Modeled mean residence time of spring water decomposed into three karst 
pathways (results presented are from the optimal simulation). (b) Autocorrelation analysis 
of modeled and measured spring discharge. (c) Cross-covariance analysis of rainfall with 
modeled and measured spring discharge. Model bounds include 95% of accepted model 
simulations. 
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Figure 3.10 Nitrate source contribution via multiple karst pathways over a two year period 
for the optimal model simulation.  The top plot shows the fraction of each pathway to the 
total NO3- load.  Blank (white) spaces indicate no discharge at the spring.  During dry 
summer periods, particularly when aquifer stores have experienced over-pumping, the 
spring water level will drop below the weir where flow is recorded.  The bottom plot is an 
area graph and quantifies the NO3- load of each pathway as the area between two curves. 
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Figure 3.11 Comparison of Cane Run Creek-Royal Spring (CR+RS) to a neighboring 
immature karst watershed, South Elkhorn Creek (SE) (Ford et al., 2017).  (a) Area-
normalized N load, (b) close-up of six months of N load, and (c) highlighting low-flow N 
dynamics in CR+RS. 
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Chapter 4: Inland impacts of atmospheric river and tropical cyclone extremes on 
nitrate transport and stable isotope measurements 
 
 
4.1 ABSTRACT 
 
 Atmospheric river and tropical cyclone extremes originate in the tropics and can 
transport high rainfall amounts to inland temperate regions.  The purpose of this study was 
to investigate the response of nitrate (NO3-) pathways, concentration peaks, and stable 
isotope (δ15NNO3, δ18ONO3, δ2HH2O, δ18OH2O, and δ13CDIC) measurements to extreme 
hydrologic events.  Inland impacts of a tropical cyclone and atmospheric river produced 
the number one and four ranked events, respectively, in 2017 at a Kentucky USA watershed 
characterized by karst topography.  Hydrologic responses from the two extremes were 
different due to rainfall characteristics, and the tropical cyclone produced a steeper spring 
hydrograph on the rising limb and greater runoff contribution compared to the atmospheric 
river.  Local extrema of specific conductance, δ2HH2O and δ18OH2O, and δ13CDIC coincided 
with hydrograph peaks for both extremes.  Extrema of NO3- concentration, temperature, 
δ15NNO3, and δ18ONO3 lagged behind hydrograph peaks for both extreme events, and the 
values remained impacted by recharge during the storm recession.  In general, all stable 
isotope measurements showed relative decreases in per mil values during quickflow 
dominance relative to times when the epikarst and phreatic dominate.  Loadograph 
separation showed that quickflow accounts for, on average, less than 20% of the total NO3- 
yield during extreme hydrologic events, and epikarst (30%) and phreatic (50%) compose 
the remaining load.  However, hydrograph separation into quickflow, intermediate 
(epikarst), and phreatic pathways was not able to predict timing of NO3- concentration 
peaks.  Rather, the intermediate flow pathway is conceptualized to experience a shifting 
porosity, associated with epikarst macropore fissures to soil micropore porosity with the 
arrival of the latter component at the spring likely causing peak NO3- concentration.  Our 
results suggest that a more discretized conceptual model of pathways may be needed to 
predict peak nutrient concentration in rivers draining karst. 
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4.2 INTRODUCTION 
The inland trajectory of atmospheric river and tropical cyclone extremes can impact 
the hydrologic cycle thousands of kilometers from coastal landfall (Moore et al. 2012; 
Lavers and Villarini 2013).  Atmospheric rivers are narrow bands of transported moisture 
that carry water vapor from the tropics to temperate regions (Rutz et al. 2014).  Tropical 
cyclones also originate in the tropics and carry moisture via high-speed cyclonic winds to 
sub-tropic and temperate regions (Knight and Davis 2009).  Tropical storms are highly 
optical as they make landfall, endanger human life, and flood manmade infrastructure 
along coastlines (Lavers et al. 2012; Ralph and Dettinger 2012).  In addition, their effects 
are felt far inland where storm remnants can drive local hydrology.  For example, in the 
southeastern USA, atmospheric rivers can account for over one-third of total annual rainfall 
(Lavers and Villarini 2013) and tropical cyclones are most likely to produce the largest 
annual event (Shepherd et al. 2007).  The intensity of these extreme events is projected to 
increase as climate change alters regional hydrology (Lavers and Villarini 2013).    
Given the high inland rainfall amounts that fall from these extremes, their impact 
on mobilizing water contaminants is also of question.  During rainfall and immediately 
thereafter, contaminants can be mobilized from different land surface and subsurface 
sources via runoff, lateral soil flow, and groundwater flow.  Peak contaminant 
concentrations in river water during or after an event can be detrimental to ecosystems 
(Cánovas et al. 2008; Jarsjö et al. 2017).  For this reason, we were motivated to understand 
contaminant pathways and concentration peaks and how they are impacted by the inland 
effects of atmospheric rivers and tropical cyclones. 
Nitrate contamination is the focus of this study.  Nitrate in rivers is of immediate 
concern as human activities have increased NO3- loading to waterways leading to 
development of harmful algal blooms and hypoxic zones (Dodds and Smith 2016).  Past 
research provides some hints as to how NO3- may be mobilized from pathways during 
extreme events.  Nitrate pathways from the landscape to rivers can be defined to include 
dilute quickflow from runoff, slowflow of groundwater, and concentrated quickflow 
(Tesoriero et al. 2013; Miller et al. 2017).  The timing and relative NO3- contribution of 
these mobilized pathways is expected to result in a peak concentration of NO3-, and the 
NO3- peak during a storm event has often been cited to be delayed (“lagged”) relative to 
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the hydrograph peak (Koenig et al. 2017).  However, the nutrient paradigm remains open-
ended with questions regarding both the distribution of pathways throughout a basin and 
the cause for timing of peak concentrations.  The importance of understanding these 
pathways becomes more apparent as climate change exerts influence on inland hydrology 
(Al Aamery et al. 2016, 2018) and land management strategies adapt to extreme events 
(Tomer and Schilling 2009; Lal et al. 2011). 
Research tools applied to understand NO3- pathways and peaks during extremes 
include both high resolution sampling routines and quantitative analyses of pathways.  
Storm event sampling of water, NO3-, and its indicators can help resolve mobilization from 
different pathways.  In addition, NO3⁻ source and fate can be investigated using its stable 
isotopes (i.e., δ15NNO3 and δ18ONO3) (Panno et al. 2001; Katz et al. 2010; Yue et al. 2018).  
Quantitative analysis of NO3- pathways can be assessed using loadograph recession 
analyses (Mellander et al. 2012; Fenton et al. 2017).  Inflections in hydrograph and 
loadograph recessions can be used to quantify pathway contributions of NO3- stores in a 
watershed (Fenton et al. 2017).  Assessment of the lag effect corresponding with the 
relative locations of concentration and hydrograph peaks can be used to infer causes and 
pathways of contamination (Koenig et al. 2017).  Likewise, water and dissolved inorganic 
(DIC) isotopic composition can assist in identifying pathways (Lee and Krothe 2001).  
However, there is a lack of relatively high-frequency data collection of stable isotope 
measurements during extreme events as the events are, by their nature, infrequent and 
stable isotopes, to characterize response to these events, are an emerging technology.  
The 2017 calendar year brought an unusually high number of atmospheric river and 
tropical cyclone extremes to inland North America.  January and February 2017 brought a 
string of atmospheric rivers to the contiguous United States (US), and June through 
November 2017 was one of the most active hurricane seasons on record featuring 17 
tropical cyclones in the Atlantic and Caribbean (NHC NOAA, 2017).  Aftereffects resulted 
in approximately 1,000 fatalities and damage to infrastructure totaling $300 billion making 
2017 the costliest year on record for natural disasters (NOAA, 2017a).  While recognizing 
the distressing impact to human life, we questioned the inland impacts on NO3- 
contaminant pathways, stable isotope measurements of NO3- and water, and peak 
contaminant concentration in rivers.  As the 2017 extremes approached inland Kentucky 
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USA, our research team carried out an extensive storm event sampling plan to understand 
their impact on mobilizing NO3- in a mature karst watershed. 
The study objectives were to (1) characterize the inland impacts of extreme events 
including their timing, rainfall amounts, intensities, and hydrograph responses for extremes 
during 2017 in Kentucky USA; (2) collect and analyze water quality and environmental 
tracer data resulting from the extremes; (3) perform hydrograph and loadograph separation 
analyses for NO3- pathways mobilized from the extremes; and (4) perform nutrient lag 
effect analyses.  The objectives provide the structural sub-headings of the methods and 
results/discussion sections of this paper. 
 
4.3 THEORETICAL BACKGROUND 
The theoretical background allows definition of extremes, NO3- pathways, and the 
NO3- lag effect. 
Both atmospheric rivers and tropical cyclones can produce high inland rainfall such 
as in Kentucky USA (Figure 4.1a).  A set of atmospheric rivers termed the “Maya Express” 
transport moisture from the eastern tropical Pacific and Caribbean Sea into the US Midwest 
and Southeast (Figure 4.1b) (Moore et al. 2012; Debbage et al. 2017).  During the wet 
season, southerly atmospheric rivers can account for 30–50% of rainfall in Kentucky and 
Tennessee (Lavers and Villarini 2013).  The term ‘tropical cyclone’ refers to the warm, 
tropical sea origin of these extremes and the circular winds round the storms center eye, 
although far inland aftereffects of the storms typically are associated with high winds and 
high rainfall intensity (Larson et al. 2005).  Tropical cyclones originating in the mid-
Atlantic Ocean often make landfall in the Caribbean and Southeast US and a trajectory of 
an inland tropical cyclone can reach far inland (see Figure 4.1c; NHC NOAA, 2017).  In 
terms of watershed hydrology for inland regions of North America, the seasonality of the 
extremes allows us to investigate atmospheric rivers and tropical cyclones as two separate 
classifications of extreme rainfall events.  The mid- to late-winter atmospheric rivers bring 
high rainfall, distributed over days, upon wet soils while the late-summer and early-fall 
hurricanes bring extreme rainfall upon dry soils.  In this manner, we hypothesize that 
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hydrologic events in the central Kentucky region may be characterized by behavior that 
falls between the atmospheric river and tropical cyclone end-members. 
Pathways of nitrogen (N) transport include a mixture of quickflow, intermediate 
and slowflow pathways distributed across an extreme storm event.  A more refined view 
of pathways was conceptualized by considering karst-dominated watersheds typical of 
Kentucky USA (see Figure 4.2a).  The Kentucky karst region is characterized by gently 
rolling terrain caused by the weathering of chemically soluble limestone which in turn 
produces sinkholes (i.e., dolines), sinking streams, springs, and conduits (Figure 4.2b; 
Phillips et al. 2004).  In highly-karstified systems, direct quickflow recharge into conduit 
systems dominates the early hydrograph response (Geyer et al. 2007).  Diffuse recharge 
follows soil, epikarst, and phreatic zone pathways where storage volumes are several orders 
of magnitude greater than that of the quickflow pathways and have the potential to retain 
N (Williams, 2008) (see Figure 4.2c for epikarst example).  We conceptualize the diffuse 
recharge as two pathways including intermediate (soil and epikarst) and slowflow 
(phreatic) pathways (Figure 4.2a).  Intermediate pathway soil and epikarst storages provide 
the potential for high N accumulation and subsequent leaching (Tzoraki and Nikolaidis 
2007), potentially providing the most concentrated NO3- within water.  Slowflow pathways 
reflect phreatic storage sustained by Darcian groundwater recharge from stored volumes in 
the aquifer bedrock (Ghasemizadeh et al. 2012).   
The mentioned pathways mobilize and deliver both dilute and concentrated NO3- 
to rivers.  Identifying variability in NO3- concentration during storm conditions requires 
relatively high frequency sampling as lower sampling rates may miss changes in source 
contribution.  For the watershed scale, a lagged N concentration peak has been suggested 
that involves a sequence of dilute quickflow followed by concentrated intermediate flow 
and subsequent slowflow from groundwater stores (Miller et al. 2017).  As the dilute 
quickflow recedes and give way to the intermediate and slowflow pathways, a peak NO3- 
concentration will be expected (Figure 4.2d).  The terminal NO3- concentration is then 
associated with slow pathways that sustain baseflow (Burns et al. 2016).  Additionally, 
concentration and discharge of nutrients is influenced by biogeochemical activity during 
low flows and hydrology at high flows (Moatar et al. 2017).  Thus, we expect that during 
high flows in a karst watershed, NO3- concentrations will be heavily influenced by 
112 
 
hydrological pathways.  The dilution/concentration dynamics discussed in this section 
relate primarily to dissolved nutrient phases whereas particulate nutrients such as 
phosphorous are associated more closely with quickflow (Jarvie et al. 2014). 
As the inland impacts of 2017 atmospheric river and tropical cyclone extremes 
approached Kentucky USA, a sampling and analyses plan was carried out to investigate 
how extreme events mobilize pathways, impact stable isotope measurements, and produce 
peak N concentrations.   
 
4.4 STUDY SITE AND MATERIALS 
The study site, Cane Run watershed (96 km2) and Royal Spring groundwater basin 
(58 km2), is in the Inner Bluegrass Region of Kentucky USA (Figure 4.3). The inland study 
basin is located approximately 1,000 km from the Gulf of Mexico, where the atmospheric 
river and tropical cyclones made landfall in 2017.  The study watershed is characterized by 
rolling hills and mild relief (Paylor and Currens 2004).  This topography makes the land 
surface suitable for agricultural use and much of it is horse farm pasture (UKCAFE, 2011).  
The geologic medium forming the underlying spring basin is Lexington Limestone of the 
Middle Ordovician period (Cressman and Peterson, 1986).  The hydrogeology of the 
subsurface follows a series of en echelon minor faults and joints trending from the 
Southeast to the Northwest (Drahovzal et al. 1992).  Surface and subsurface flow pathways 
are highly connected with over 50 karst features identified in the field (Figure 4.3) (Paylor 
and Currens, 2004; Husic et al. 2017a).  These karst holes are situated in silt loam and silty 
clay loam formed from the residue of weathered phosphatic limestone (USDA, 1993).  
Tributary recharge to the primary creek channel is abstracted by swallets to a trunk conduit 
20 m below the earth surface (see “Conduit Conveyance Zone” in Figure 4.3).  Flow 
abstraction in Cane Run is so prevalent that the primary creek flows less than 20% of the 
year, only becoming active during moderate to intense hydrologic activity (Husic et al. 
2017a).  The mean discharge of the primary spring that drains the aquifer (Royal Spring, 
243 m.a.s.l.) is 0.67 m3 s-1.  The site has been a karst research site led by the Kentucky 
Geological Survey and the University of Kentucky the past 40 years (Spangler, 1982; 
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Thrailkill et al. 1991; Taylor, 1992; Paylor and Currens, 2004; Zhu et al. 2011; Husic et al. 
2017a,b). 
Three sampling stations were placed in the basin including: the surface stream that 
recharges the karst aquifer (Cane Run Creek), the midpoint of the subsurface primary 
conduit (Phreatic Conduit), and the primary karst spring (Royal Spring) (Figure 4.3).  
Groundwater wells were drilled at the “Phreatic Conduit” station to sample from within 
the submerged conduit near its longitudinal midpoint (Zhu et al. 2011; Husic et al. 2017a).  
The conduit was sampled with a deep well pump (Hallmark Industries MA0414X-7) 
submerged directly into the primary flow path.  The “Cane Run Creek” surface stream 
station was sampled using a Teledyne ISCO 6712 automated pumping system affixed to 
the creek streambed.  Streamflow in Cane Run Creek was monitored 9 km upstream at 
Citation Blvd (USGS 03288180) by a gage operated by the United States Geological 
Survey (USGS).  The USGS also operates a gage at Royal Spring (USGS 03288110) where 
discharge was recorded and grab samples were collected.  Rainfall data were available from 
the Bluegrass Airport gage station (NOAA ID: USW00093820). 
 
4.5 METHODS 
4.5.1 Characterizing extreme events and their hydrographs 
Storm events were characterized based on the meteorological conditions 
responsible for rainfall.  During 2017, four total events were sampled for the entire suite of 
water quality and environmental tracer data.  Of the four events, two produced enough 
rainfall to be characterized as ‘extreme’ (i.e., the 95th percentile of rainy days; Gao et al. 
2012), and were the subjects of this study.  The atmospheric river studied herein made 
landfall in late February 2017, originated from the Gulf of Mexico, and joined a cold front 
from the Great Plains and led to the 4th largest rainfall event, in the study watershed, of 
2017 (Figure 4.4).  The tropical cyclone known as “Hurricane Nate” occurred in early 
October 2017 and originated from a broad area of low pressure over the southwestern 
Caribbean.  The inland impact of Hurricane Nate produced the largest rainfall event in 
2017 for the study site (Figure 4.4).  Events were ranked as the three-day sums of recorded 
precipitation.   
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Antecedent conditions of the watershed were also of interest to characterizing flow 
hydrographs.  Storms were sampled based on 1) the expected rainfall intensity (to create 
an appreciable response at the three sampling locations), and 2) antecedent spring 
conditions (lower initial spring flow allows for attribution of more of the flow to the 
sampled event rather than pre-event water).  Hydrograph shapes were then compared across 
storm events as the steepness of the rising limb and the slope(s) of the falling limbs can 
coincide with changes in quickflow and diffuse flow contribution, respectively (Geyer et 
al. 2007) 
 
4.5.2 Water quality and environmental tracer data collection 
Specific conductance, temperature, NO3⁻, δ15NNO3, δ18ONO3, δ2HH2O, δ18OH2O, and 
δ13CDIC samples were collected to show timing of contaminants and pathways.  The 
temporal sampling strategy included high frequency data collection during various points 
in a storm hydrograph including: pre-event baseflow, rising limb, peak flow, and the 
beginning, middle, and end of a recession.  Water samples at the spring site were collected 
directly from the mouth of the spring into sterile 1 L jars (I-Chem 312-0950BPC).  At the 
creek site, if the water level was low, grab samples were collected directly from the stream 
into 1 L jars.  However, during intense storm conditions, water was pumped into the jars 
using the automated sampler.  At the conduit site, a deep well submersible pump extracted 
water directly from the conduit into sterile 1 L jars.  If time did not permit installation of 
the pump before an event began, samples were collected using a double check valve bailer 
(AMS 61844).  In the subsurface, water depth in a well directly intersecting the conduit 
was measured with a well-level indicator (Slope 113583) during each sample set.  A multi-
parameter probe (Horiba U-10) was used to record temperature and specific conductance 
data for every sample collected at every site.  For each set of samples collected during a 
storm, the time elapsed between the collection of a sample at the first site and the last site 
was kept to a minimum (< 1 hour).   
The Kentucky Geological Survey (KGS) laboratory analyzed NO3⁻ samples 
following US EPA Method 300.0.  Analysis was performed using a Dionex ICS-3000 Ion 
Chromatography System featuring a carbonate-bicarbonate eluent generator and Dionex 
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AS4A analytical column.  Retention time was used to identify the NO3⁻ anion and peak 
areas were compared to calibration curves generated from known standards.  Duplicate 
field samples of NO3⁻ showed little variability (n = 8, ±0.07 mg N L-1).  Likewise, lab 
duplicates also showed little variability (n = 49, ±0.02 mg N L-1).  No lab, field, or 
equipment blanks registered above the method detection limit (MDL).   
Samples for δ15NNO3, δ18ONO3, δ2HH2O, δ18OH2O, and δ13CDIC analysis were extracted 
in the field from the bulk 1 L jars using clean 60 mL syringes and filtered through 0.45 μm 
syringe filters (Whatman 6780-2504) into sterile 40 mL borosilicate vials (I-Chem TB36-
0040).  Each borosilicate vial came with a permeable 1.5 mm septum; however, use of 
permeable septum can contaminate δ13CDIC values so dissolved inorganic carbon (DIC) 
vials were amended with an additional thick butyl rubber septum (St-Jean 2003).  Samples 
were stored in a refrigerated environment without the use of preservatives for less than a 
week before delivery to the University of Arkansas Stable Isotope Lab (UASIL) for 
analysis.  The isotopic ratio (δ) is reported in units of per mille (‰) and represents the 
relative abundance of heavy to light isotopes in a sample and was calculated as: 
 𝛿𝛿 = �𝑅𝑅𝑠𝑠𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆−𝑅𝑅𝑠𝑠𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆
𝑅𝑅𝑠𝑠𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆
� × 1000,       (1) 
where R is the ratio of the abundance of the heavy to light isotopes, sample is the field 
sample, and standard is the reference standard of known isotope ratio.  The references used 
for the analysis of N, O and H, and C isotopes are related to AIR, Vienna Standard Ocean 
Water (VSMOW), and Vienna Pee Dee Belemnite (VPDB), respectively.  Isotope data for 
NO3- was produced using the bacterial denitrifier method with a Thermo Scientific 
GasBench II (Sigman et al. 2001; Casciotti et al. 2002).   Isotope data for H2O was produced 
using high temperature pyrolysis with a Thermo Scientific TCEA with modified reverse-
flow set up  (Gehre et al. 2004).  Isotope data for DIC was produced by converting DIC to 
CO2 through the use of phosphoric acid with a Thermo Scientific GasBench II (Knierim et 
al. 2013).  The isotopic reference materials for NO3- were USGS32 (δ15NNO3=+180‰), 
USGS34 (δ15NNO3=-1.8‰, δ18ONO3=-27.9‰), and USGS35 (δ18ONO3=+57.5‰).  Average 
standard deviations for the NO3- isotopic standards were 2.03‰ for USGS32 for δ15N; 0.34 
and 0.70‰ for USGS34 for δ15N and δ18O, respectively; and 1.00‰ for USGS35 for δ18O.  
Duplicates of δ15NNO3 and δ18ONO3 (n = 5) had standard deviations of ±0.28‰ and ±0.45‰, 
respectively. The isotopic reference material for DIC was NBS 19 (δ13C=+1.95‰) and two 
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house standards (UASIL 22, UASIL23) and average standard deviation for the standards 
was ±0.09‰.  Duplicates of δ13CDIC (n = 5) had a standard deviation of ±0.37‰.  Water 
hydrogen and oxygen stable isotope samples were normalized to VSMOW using three 
isotopically distinct standards (USGS47, UASIL_L, and UASIL_R) with a precision of 
±1.0‰ and ±0.2‰, for H and O, respectively.  All detection was accomplished through 
interfacing with a Thermo Scientific Delta Plus or Delta V Advantage IRMS. 
 
4.5.3 Hydrograph and loadograph separation analyses 
The receding limb of the spring hydrograph can be conceptualized as the draining 
of multiple reservoirs with varying porosities, hydraulic conductivities, and storage 
volumes.  The exponential form of recession is the most common method used in the 
analysis of karst springs (Fiorillo 2014).  We construct a composite exponential recession 
to represent the drainage of multiple reservoirs.  Each linear segment of the log plot of 
spring discharge represents a different reservoir  and each segment was identified 
graphically using the constant slope method (Fiorillo 2014).  In this study, three segments 
were identified in the spring recession and characterized quickflow, intermediate (epikarst 
and soil), and slow flow (phreatic) water.  The quickflow and intermediate flows were 
separated by the first inflection point in the recession while the intermediate and slow flows 
were separated by the second inflection point in the recession.   
A loadograph recession analysis was coupled to the hydrograph recession analysis 
and NO3- loads were quantified for each pathway (Fenton et al. 2017).  Nitrate load is a 
product of spring discharge and spring NO3- concentration.  While discharge data was 
available continuously (every 15 minutes), NO3- data was discretely collected.  To develop 
a continuous loadograph, NO3- concentration at the spring was continuously estimated by 
interpolating between collected samples.  The sample collection design for this study 
justified interpolation as the highest frequency data collection occurred during periods of 
greatest change at the spring.  Thus, the total NO3- yield was estimated by integrating under 
the loadograph over the course of the event.  The inflection points identified in the 
hydrograph analysis were superimposed onto the NO3- loadograph (Fenton et al. 2017).  
Each pathway comprises an area under the loadograph and, by integrating that area, a total 
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contribution of that pathway to NO3- at the spring can be estimated (Mellander et al. 2012).  
The pathways and methodology used in this study were similar to other karst studies such 
as Fenton et al. (2017) who used continuous sensor N data to estimate conduit, large fissure, 
medium fissure, and small fissure pathways.  
 
4.5.4 Nutrient lag effect in rivers 
 Streams act as net-integrators of upstream sources, processes, and their pathways 
impact the timing and magnitude of solute transport (Koenig et al. 2017).  We assessed the 
nutrient lag effect at Royal Spring by investigating the temporal changes to collected water 
quality and environmental tracer data.  Further, we compared these temporal trends with 
respect to the discharge by each pathway as determined by composite hydrograph 
separation.  The timing of NO3- peak was compared to the timing of maximum flow 
contribution from quickflow, intermediate flow, and slow flow to identify lags.  The extent 
to which water quality or environmental tracer data lags was used to infer dominant storage 
and transfer processes impacting contaminant concentrations at karst springs.       
 
4.6 RESULTS AND DISCUSSION 
4.6.1 Characterizing extreme events and their hydrographs 
The 2017 calendar year was wet (1,249 mm) compared to the historical average 
annual precipitation of 1,170 (±200) mm (Figure 4.4).  It was also a year characterized by 
the landfall of many extreme events and the migration of these events far inland from 
original coastal landfall.  The four largest events (in order of occurrence), were an 
atmospheric river in February which was sampled, Tropical Storm Cindy in June which 
was not sampled here, a thunderstorm in July not sampled here, and Hurricane Nate in 
October which was sampled.  The four storms together delivered 25% of the annual 
rainfall.   
The atmospheric river occurring in February 2017 provided 54.9 mm of rainfall 
over the course of three days (Figure 4.5). Rainfall on the first day of the event caused a 
steep increase in spring discharge (to 2 m3 s-1) followed by a second day of rain and another 
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increase in discharge (to 4 m3 s-1).  Though the event occurred in the late winter/early 
spring, the initial discharge at Royal Spring was relatively low for this season which 
highlights the flushing of new water through the system.  Discharge in the surface stream 
initially rose to 4 m3 s-1 on the first day of rainfall and nearly returned to baseflow 
conditions within a day.  The second day of rainfall caused a peak in stream discharge of 
6 m3 s-1.  
The tropical cyclone (Hurricane Nate) in October 2017 was the largest event of the 
calendar year with the bulk of precipitation falling in a single day (Figure 4.5).  Pre-event 
conditions were extremely dry with a low flow period of 70 days, many of which had no 
flow at all, preceding the event.  The fall season typically receives the least amount of 
rainfall of all seasons in Kentucky (NOAA, 2017b) so many extreme events of this type 
are expected to make landfall on dry soil and aquifer conditions.  It is because of these dry 
conditions that the 103.4 mm of rainfall during the largest event did not increase the spring 
discharge (2 m3 s-1) more than the 54.9 mm as seen with the fourth largest event, the 
atmospheric river (4 m3 s-1).  Additionally, flow in the surface stream during Hurricane 
Nate approached 12 m3 s-1 (nearly double the max stream discharge for the atmospheric 
river), but much of this flow simply overtopped in-stream swallets and exited the system 
via the surface stream rather than subsurface spring.  
We find few, if any, studies that directly link hydrologic responses in karst systems 
to multiple types of extreme events including atmospheric rivers and tropical cyclones.  
Therefore, we did not have past literature studies for direct comparison to our results.  
However, our results of tropical extremes impacting inland karst tend to be corroborated 
by recent study of karst watersheds with highly-connect surface and subsurface flow paths  
(Martin and Dean 2001; Geyer et al. 2007; Herman et al. 2008; Hartmann et al. 2014).  
Similarly to the work of others, our results showed that the distribution of rainfall was 
important to the structure of spring hydrograph (Fiorillo 2014).  We observed a larger loss 
of water to the surface creek as runoff with increased rainfall intensity.  This loss could 
likely be associated with an exceedance of the hydrologic carrying capacity of recharging 
quickflow features (e.g., sinkholes and swallets).  This idea is corroborated by a study in 
Pennsylvania USA that noted a non-linear relationship between rainfall and spring 
discharge at during extreme precipitation activity (Herman et al. 2008).  Thus, it appears 
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that karst springs may be limited to the immediate hydrologic impact of extreme events as 
more water is lost to the surface drainage as rainfall intensity increases.  The implication 
of this result is that flow and contaminants in surface streams of karst systems should be 
closely monitored during extreme events even in systems where the subsurface discharges 
the vast majority of flow from the watershed (e.g., over three-quarters in this study 
watershed; Husic et al. 2017a).  Also, the extent of this loss can vary based on pre-event 
hydrologic conditions and thus extreme events that occur during different seasons (i.e., 
atmospheric rivers and tropical cyclones) are expected to produce differing responses.  
Since contaminant transport is heavily influenced by hydrology (Padilla and Vesper 2018), 
we may expect to see rainfall intensity also impact the loading and timing of NO3- delivery 
to the spring.   
 
4.6.2 Water quality and environmental tracer analyses 
Specific conductance varies greatly over the course of the atmospheric river and 
tropical cyclone events and is impacted by surface stream peaks (Figure 4.5).  During the 
tropical cyclone, specific conductance varied more than it did for the atmospheric river 
because of 1) the highly conductive antecedent water in the aquifer from an extended dry 
period and 2) the overloading of the system with an annual-maxima of poorly-conductive 
rainfall.  The conductivities of all three pathways had a similar evolution temporally as the 
storm progressed.  Temperature did not vary significantly during the atmospheric river 
event even with the influx of stream water as the air temperature during this time was 
similar to the aquifer water temperature (~13°C).  On the other hand, the temperature shift 
between surface and subsurface pathways was more noticeable in the fall during Hurricane 
Nate.  The significantly warmer surface water abstracted by swallets markedly increased 
the temperature of subsurface conduit water.  During longitudinal transport in the conduit, 
convective heat losses at the conduit walls cool the water close to that of the background 
aquifer temperature.  During both events, temperature minima and maxima tend to occur 
early on in the recession rather than at the peak of the event indicating a unique temperature 
value within the epikarst and soil.  
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High specific conductance reflects water-rock exchange of solutes and increases 
with longer water residence time (Winston and Criss 2004).  For example, prior to the 
atmospheric river event, the specific conductance in the creek is also high and is attributed 
to a several week period without streamflow, which allows adequate time for the limestone 
bedrock of the stream to exchange solutes with the standing pool of water.  In a study 
comparing conservative and non-conservative tracers in a karst conduit, Luhmann et al. 
(2012) found that the temperature lag is more apparent than the specific conductance lag 
effect showing agreement with our results.  This is associated with thermal losses to the 
surrounding rock which produced a temperature pulse less than that of the actual 
groundwater velocity (Molson et al. 2007). 
The concentration of NO3- is consistently higher in the subsurface than it is in the 
surface creek for both events (Figure 4.6). For the atmospheric river event, surface creek 
NO3- concentration is initially ~1 mg N L-1 and increases thereafter as runoff and lateral 
soil flow, more concentrated in NO3-, contribute to streamflow. An initial decrease in NO3- 
concentration is realized at the conduit and spring sites reflecting the mixing of pre-event 
water with less-concentrated surface water.  Nitrate concentration at all three locations 
peaks a few days after the event and begins to decline thereafter.  The temporal evolution 
of δ15NNO3 and δ18ONO3 over the course of both events is similar at the conduit and spring 
sites.  During initial event activity, δ15NNO3 and δ18ONO3 values of spring and conduit 
samples are decreased by surface stream NO3- contributions.  Thereafter, δ15NNO3 and 
δ18ONO3 tends to increase during the hydrograph recession of both events.    
The discrepancy in NO3- concentration between surface and subsurface flow paths 
may be associated with the leaching of NO3- from soil and epikarst pathways.  Initially, the 
NO3- concentration is diluted by quickflow and, as the system transitions from quickflow 
to diffuse flow, the concentration reaches a peak during the time that epikarst and soil 
pathways supply most of the spring water.  Others have also indicated that geochemical 
time responses in karst tend to be delayed relative to discharge response (e.g., Winston and 
Criss, 2004).  Whereas some researchers have indicated that initial spikes in karst spring 
NO3- concentration can be associated with mobilization of NO3- accumulated within the 
watershed (e.g., Toran and White, 2005; Huebsch al., 2014), our comprehensive data set 
suggests otherwise. at least in the case of fluviokarst systems.  Where there is pronounced 
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quickflow contribution (i.e. high connectivity between surface and subsurface pathways), 
an initial dilution (rather than mobilization) is likely to occur as intense rainfall is first 
routed to large fissures and shafts rather than through soil pores.  Thereafter, as 
connectivity is re-established via wetting of the epikarst, NO3- that has accumulated in the 
soil and vadose zone is introduced to the active subsurface pathways leading to an increase 
in NO3- concentration.  Others have noted that when soil moisture is low and soils are well-
aerated, nitrification can generate large pools of NO3-, which may potentially be flushed 
during storm events (Christopher et al. 2008; Buda and DeWalle 2009).  The connectivity 
of the epikarst to the larger soil basin may have an analogous effect on NO3- delivery within 
the context of karst: NO3- stored within the soil may be higher due to production by 
nitrification and concentration by evaporation whereas NO3- in the water-logged epikarst 
aquifer may have experienced a degree of denitrification.   While the rising limb and peak 
hydrograph periods are associated with the highest NO3- concentrations in some surface 
streams (Inamdar et al. 2004; Rusjan et al. 2008), the results of this study in a mature 
fluviokarst system indicate that the highest NO3- concentrations in springs may appear days 
after the storm peak.   
Observed δ15NNO3 values at the spring during both events fall within the range of 
NO3- derived from soil mineralization (0 to +9‰), ammonium (NH4+) in fertilizer and 
precipitation (-10 to +5‰), and manure and septic waste (0 to +25‰) (Kendall et al. 2007).  
The initial decrease in δ15NNO3 and δ18ONO3 at the spring during the rising limb of both 
events is likely associated with inflowing NO3- from NH4+ fertilizer, soil, and precipitation 
sources.  The δ15NNO3 and δ18ONO3 values tend to reach stability (4 and 0‰, respectively) 
a few days after the peak of both events indicating that the source of NO3- during spring 
recession was likely derived from soil mineralization.  The observed NO3-, δ15NNO3, and 
δ18ONO3 responses at Royal Spring are indicative of influence from quickflow, epikarst, 
and phreatic flow paths.  The initial decreases in NO3- are likely due to dilute quickflow 
recharge, whereas subsequent increases are associated with epikarst drainage, a peak in 
NO3- is associated with maximum soil-zone flushing, and an ultimate return to baseflow 
conditions is brought upon by phreatic water. 
The δ2HH2O and δ18OH2O signatures of the three sampling sites are similar across the 
entirety of the atmospheric river event with a small peak during maximum discharge 
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suggesting only slight differences in the origin of water flushing through the system (Figure 
4.7).  The variability observed in δ13CDIC also indicates a quick response to the relatively 
depleted δ13CDIC during peak storm conditions and a return to isotopically heavier δ13CDIC 
during baseflow recession.  The δ2HH2O, δ18OH2O, and δ13CDIC signatures of samples 
collected during the fall event show a stronger flushing of water and DIC through the 
watershed unique from the observations for the atmospheric river (Figure 4.7).  The 
variability in δ2HH2O and δ18OH2O values of water moving through the system was much 
greater during the tropical cyclone (Figure 4.8a).  During the rising limb of the event, 
signatures at all three locations show a distinct shift towards lighter isotopes of water 
during peak activity (Figure 4.8b and 4.8c).  Subsequent baseflow returns δ2HH2O and 
δ18OH2O values back to their pre-storm conditions (Figure 4.8c). 
The observed changes in δ2HH2O and δ18OH2O values are consistent with our 
knowledge of meteorology and karst hydrology.  The trend of δ2HH2O and δ18OH2O values 
towards lighter isotopes during extreme events is a process well-documented and termed 
the “amount effect” or the greater depletion of heavier water molecules in rainfall of 
regions with high precipitation rates (Lawrence and Gedzelman 1996).  Tropical cyclones 
are efficient precipitation systems which cause precipitation of rainfall with δ18OH2O similar 
to that of sea water vapor (-12.3‰) (Lawrence and Gedzelman 1996).  Indeed, δ18OH2O 
during peak flows in Hurricane Nate approached values of -11.0‰, a dramatic shift from 
the typical value of -5.0‰ (Figure 4.8c).  The inland Hurricane Nate (demoted to a tropical 
storm before reaching central Kentucky) delivered water highly depleted relative to typical 
rainfall in the region indicating the ability of coastally-derived inland storms to alter local 
hydrology.  Additionally, the observed changes in δ13CDIC signature is consistent with the 
changing of source waters in a karst watershed (Lee and Krothe 2001).  Although no DIC 
concentration data was collected during this study, the DIC isotope composition can be 
used as a qualitative indicator of changes to discharging water.  δ13CDIC values of DIC 
generated by biological processes in the soil and epikarst zones tend to be lighter than those 
of the deeper groundwater caused by dissolution of an inorganic source of carbon (i.e. 
bedrock) to phreatic waters (Knierim et al. 2013).  Thus, it can be inferred that the transition 
from lighter to heavier δ13CDIC over the hydrograph recession (Figure 4.7) may be 
indicative of a change from intermediate (soil and epikarst) to slow flow (phreatic) zones.  
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Our comprehensive water quality and environmental tracer dataset was vital to 
understanding the physical and biogeochemical processes occurring during two 
structurally different extreme events.  Though environmental isotope tracers have received 
widespread use in karst (e.g., Lee and Krothe, 2001; Buda and DeWalle, 2009; Albertin et 
al. 2012; Yue et al. 2018), we provide a dataset with unique components including: high 
frequency (up to hourly) isotope tracer collection during atmospheric river and tropical 
cyclone events, longitudinal water quality and isotope tracer data within a karst conduit 
(i.e., from Phreatic Conduit to Royal Spring), and surface and subsurface event data from 
a suite of isotopes (δ15NNO3, δ18ONO3, δ13CDIC, δ2HH2O, and δ18OH2O).  A limitation of this 
dataset is the number of extreme events included.  While our dataset is composed of only 
two events, the collection of such data is difficult due to the unpredictability of the timing 
of hydrologic activity, the uncertainty associated with the amount of rainfall and if enough 
will be generated to be considered ‘extreme’, and the incidence of specific kinds of extreme 
events that may have recurrence intervals of a year or longer.  To the second point, we 
collected data for four total events, but by the conclusion of the calendar year, some events 
collected earlier in the year fell out of the 95th percentile (i.e., the threshold definition for 
‘extreme’ used in this study).  Thus, the dataset is a great contribution as it includes 2 of 
the 4 largest events (possessing structurally different origins) in the study year and these 
events occurred during significantly different parts of the year eliciting a varied hydrologic 
response.    
 
4.6.3 Hydrograph and loadograph separation analyses 
Hydrograph recession analysis indicates the presence of two inflection points on 
the falling limb that segment contributions of quickflow, epikarst, and phreatic pathways 
(Figure 4.9). The atmospheric river event is characterized by a steeper initial quickflow 
component and then gradual decreases in slope for epikarst and phreatic components 
(Figure 4.9a).  The quickflow-epikarst inflection point occurs 0.5 days after the peak of the 
event.  The inflection point for epikarst-phreatic flows occurs 5.8 days after the peak of the 
event.  The tropical cyclone event has a more gradual quickflow recession component, 
followed by a milder epikarst component, and a slightly steeper phreatic component 
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(Figure 4.9b).  The quickflow-epikarst and epikarst-phreatic inflection points occur 2.5 and 
6.3 days, respectively, after the peak of the event. 
The atmospheric river event storm hydrograph is characterized by a more typical 
shape with a steep initial recession followed by gradually milder recessions.  The fall 
tropical cyclone event has a less typical hydrograph recession resulting from the large 
volume of rainfall and infiltration that occurred in a short period of time on dry soils.  This 
type of behavior has been observed during extreme events in other karst studies where 
hydrographs may potentially diverge from their typical recession behavior with multiple 
recessions that may alternate in convexity (Herman et al. 2008).  This deviation from 
typical hydrograph behavior is associated with non-linearity induced by drainage from 
other reservoirs (Herman et al. 2008).  The mild slope of the hydrograph recession between 
the two inflection points likely corresponds to a perched-reservoir condition influenced by 
the recently wetted epikarst and soil.  The perched aquifer may provide a storage volume 
of water that is highly influenced by the soil but lacks hydrologic connectivity to the 
primary springhead during hydrologically inactive periods.  As the epikarst and soil are 
reconnected to the aquifer, they provide the opportunity to deliver waters highly 
concentrated in NO3-.  
The loadograph results have a similar shape to the hydrograph results (Figure 4.10).  
The loadograph quickflow ceases at the first inflection point of the recession and epikarst 
recharge ends at the second inflection point (identified by dashed lines).  The loadograph 
shows that quickflow pathway contributes NO3- loads for a longer duration during the 
tropical cyclone event (Figure 4.10b) than the atmospheric river event (Figure 4.10a).  The 
average NO3- loading from the catchment during the atmospheric river and tropical cyclone 
events was 3.6 and 1.5 g N ha-1 hr-1, respectively. Nitrate loads were integrated for the 
duration of both events using the three pathways identified by recession analysis (Figure 
4.10c).  For the atmospheric river event, the quickflow pathway contributed 10.1%, the 
epikarst pathway contributed 36.9%, and the phreatic pathway contributed 53.0% of total 
event NO3-.  Results for the fall event were more heavily impacted by the high intensity 
rainfall with 20.7%, 28.7%, and 50.6% of total event NO3- attributed to quickflow, epikarst, 
and phreatic pathways, respectively.  The epikarst pathway delivers the highest NO3- 
concentration for both events while the quickflow pathway dilutes the NO3- concentration. 
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 Nitrogen loading from our watershed over the course of two events (1.5 to 3.6 g N 
ha-1 hr-1) is similar to other well-drained ag-impacted watersheds both with karst features 
(3.13 to 7.60 g N ha-1 h-1) and without karst features (2.64 to 2.81 g N ha-1 h-1) (Mellander 
et al. 2012; Fenton et al. 2017).  Fenton et al. 2017 separated flow into four components 
(conduit, large fissure, medium fissure, and small fissure), and they note that the proportion 
of NO3- discharge increases with storm intensity showing agreement with our results.  
However, they suggest that the highest flow-weighted means are in the quickflow transfer 
pathways whereas our results indicate dilution by quickflow and concentration by 
intermediate pathways (Figure 4.10c).  This discrepancy may potentially be due to the 
difference in watershed characteristics whereby the Fenton et al. (2017) study (a dairy farm 
in Ireland) is recharged primarily by diffuse flow whereas the Cane Run watershed has 
considerable recharge by dilute streamflow from a surface creek.  This result highlights 
that aquifer pathway connectivity to the surface can influence NO3- concentrations at the 
spring.  
 Integration of the hydrograph and loadograph for each event revealed surprising 
similarities.  First, the maximum percentage of total storm-water conveyed by the 
quickflow pathway for the two events was only 21% (Figure 4.10c).  This is result was 
unexpected as the Cane Run watershed is highly-karstified, pirates all streamflow from the 
surface for over 80% of the year, and has a hydrologic response time on the same order of 
magnitude as the surface stream, all  indicating a large quickflow influence (Husic et al. 
2017a,b).  We anticipated that the contribution by quickflow would be considerably greater 
as the studied events were two of the four largest events of 2017.  Rather, it was the 
intermediate and slow flow pathways which dominated the water and NO3- loads with 
approximately 30% and 50% of water and N discharged by epikarst and phreatic pathways, 
respectively.  A second similarity was the NO3- behavior of pathways for both events.  
Irrespective of the differences in NO3- concentration from the atmospheric river to the 
tropical cyclone, which ranged from a maximum of 3 to 5 mg N L-1 (Figure 4.6), both 
events were characterized by dilution via quickflow and concentration via epikarst; 
quickflow discharges relatively less NO3- than water and epikarst discharges relatively 
more NO3- than water (Figure 4.10c).  This result suggests that when adequate hydrologic 
connectivity is established across the various karst pathways (such as in the case of extreme 
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events), the net contribution of pathways may act predictably regardless of the level or 
extent of aquifer contamination.   
 
4.6.4 Nutrient lag effect in karst aquifers 
 We used the recession analysis to separate the hydrograph into its three flow 
pathways (i.e., quickflow, epikarst, and phreatic) and plotted the pathways against 
collected water quality and isotopic measurements (Figure 4.11) to investigate temporal 
changes in data with regard to pathway contribution.  For the atmospheric river event, 
specific conductance, δ13CDIC, δ2HH2O, and δ18OH2O have peaks that occur during the 
influence of quickflow and before peak epikarst flow.  Upon passing of the quickflow 
component, the observed values for each measurement return to pre-storm conditions.  
NO3-, temperature, δ15NNO3, and δ18ONO3 experience a ‘lag effect’ relative to other 
measurements.  The values of NO3-, δ15NNO3, and δ18ONO3 continue to increase after 
quickflow ceases, and even after peak epikarst flow, indicating that intermediate flows can 
potentially be subdivided into epikarst and soil pathways.  The NO3- concentration maxima 
occurred approximately 1.3 days after the flow hydrograph peak and 0.8 days after the 
transition from quickflow to epikarst flow.  The tropical cyclone event experiences similar 
behavior whereby specific conductance, δ13CDIC, δ2HH2O, and δ18OH2O tend to peak around 
maximum quickflow discharge (Figure 4.11).  On the other hand, NO3- continues to 
increase days after peak epikarst flow.  The NO3- concentration maxima occurred 3.6 days 
after the peak of the event and 1.1 days after the quickflow-epikarst flow inflection point.  
δ15NNO3 and δ18ONO3 at the spring have minima located after the NO3- maxima.   
In the case of both extremes, hydrograph pathway separation alone cannot predict 
NO3- concentration maxima in water.  The points of inflection on the hydrograph which 
separate sources did not coincide with the NO3- concentration maxima. The shift from 
dilute (quickflow) source to concentrated (epikarst) source occurs a few days prior (tlag) to 
the maximum NO3- concentration (Figure 4.12).  Rather, an intermediate flow is 
conceptualized that experiences a shifting porosity, likely associated with epikarst 
macropore fissures and soil micropore porosity.  The delayed arrival of nitrate-laden water 
from the soil into the epikarst pathways results in a nutrient lag effect whereby maximum 
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discharge from the epikarst pathway (the most concentrated pathway) does not equal 
maximum concentration in that pathway (Figure 4.12).  This result suggests that epikarst 
does not have its own constant concentration but rather a relatively dilute component 
(fissures) and a relatively concentrated component (soil).  As transport of N through a 
watershed is primarily controlled by hydrology (Bauwe et al. 2015; Sinha and Michalak 
2016), the accurate discretization of sources is paramount for mitigation efforts.  Our 
results point to a more discretized conceptual model of pathways may be needed to predict 
peak N concentration in rivers with karst. 
While consideration for the soil-derived peak in NO3- concentration is a further 
improvement in our understanding of N pathways, existing literature of soil processes helps 
provide support for this concept.  Accumulation and leaching of NO3- from the soil is 
recognized as a driving factor in the rising concentrations of NO3- in surface and subsurface 
waters draining agricultural systems (Di and Cameron 2002).  While discharge may 
initially dilute the NO3- signal (Miller et al. 2017), it also provides the mechanism to 
activate pathways and transport concentrated NO3- (Baran et al. 2008).  Studies in tile-
drained agricultural systems, which have been likened to karst (Schilling and Helmers 
2008), have noted that initial flow may bypass highly concentrated soil zones and, only 
after significant wetting, is connectivity established between highly concentrated zones and 
preferential flow paths (Klaus et al. 2013; Ford et al. 2018).  Thus, soil water NO3- becomes 
rapidly transported during and after intense storm conditions (Huebsch et al. 2014).  The 
time lag between peak intermediate flow and peak intermediate concentrations of other 
geochemical pollutants such as pesticides in a chalk aquifer agrees with our results and is 
associated with a retarding effect of less mobile water within smaller pores (Baran et al. 
2008).  In the study by Baran et al. (2008), a NO3- peak is observed after large events which 
would indicate mobilization by quickflow, but the sampling frequency used in that study 
was approximately 10 days (over 17 years) which may overlook initial quickflow dilution 
and subsequent intermediate flow maxima.  Long-term studies are useful to assess 
changing land practices and climate drivers (Xue et al. 2009), but we recommend high-
frequency sampling during storm events to de-couple pathways.  Given that a shift from 
fissure-scale porosity in epikarst to pore-scale porosity in soil can impact peak NO3- 
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concentration in spring water, further investigation of this shift is crucial to meeting water 
quality needs.  
4.7 CONCLUSIONS 
The conclusions of the paper are as follows: 
• Inland impacts of an atmospheric river and tropical cyclone produced the number one 
and four ranked rainfall events in 2017 for the basin.  Hydrologic pathway responses 
from the two extremes were different due to rainfall characteristics of the storms.  The 
atmospheric river delivered low intensity rainfall on wet soils while the tropical cyclone 
brought high intensity rainfall on dry soils.   
• Water quality and environmental tracer data showed similar responses regardless of 
event structure (i.e., atmospheric river or tropical cyclone) and antecedent field 
conditions.  In general, all stable isotope measurements, including δ15NNO3, δ18ONO3, 
δ2HH2O, δ18OH2O, and δ13CDIC, showed decreases in per mil values during quickflow 
dominance relative to times when the epikarst and phreatic dominate.  Local extrema 
of water and DIC isotope compositions as well as specific conductance coincided with 
hydrograph peaks for both events.  Local extrema of NO3- concentration and isotopes 
of NO3- lagged behind hydrograph peaks for both events.   
• The two extreme events showed similarities in mobilizing quickflow, intermediate-
flow (epikarst and soil), and slowflow pathways of water and NO3- in the karst basin.  
Hydrograph and loadograph separation results show quickflow pathways account for 
less than 20% of transported water and nitrate during two of the year’s most extreme 
events.  The remaining water and NO3- are divided between the epikarst (~30%) and 
phreatic (~50%) pathways.   
• In the case of both extremes, hydrograph and loadograph pathway separation cannot 
predict NO3- concentration maxima in water.  Rather, the intermediate flow is 
conceptualized to experience a shifting porosity, likely associated with epikarst 
macropore fissures to the micropore porosity of the soil.  Our results point out that a 
more discretized conceptual model of pathways may be needed to predict peak nutrient 
concentration in rivers. 
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4.9 TABLES AND FIGURES 
Figure 4.1 (a) Location, names, and generalized orientation of coastal extreme events on 
the conterminous United States.  The Maya Express is an atmospheric river (orange arrow).  
Hurricanes and Tropical Storms are tropical cyclones (blue arrows). The white star 
represents the study region located within Kentucky. (b) Trajectory of the Maya Express 
(Moore et al. 2012). Surface fronts are shown in their standard frontal notation.  The orange 
line represents a stream of dry midlevel air and the blue line represents the atmospheric 
river.  Red lines and the green light shading around the atmospheric river denote 
streamlines above the atmospheric boundary layer and areas of high water vapor. (c) 
Trajectory of an inland tropical cyclone (NHC NOAA, 2017).  The light orange shading 
represents areas of tropical-level winds.  Red and blue colors indicate hurricane and 
tropical storm warnings, respectively. The white cone represents probable path of the storm 
center. 
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Figure 4.2 (a) Pathway diagram showing quickflow, intermediate flow (epikarst + soil), 
and slow flow (phreatic). (b) An image of a karst swallet in Cane Run Creek, Kentucky 
(Husic et al. 2017a). (c) Surficial epikarst features in Bowman’s Bend of the Kentucky 
River (Phillips, 2015). (d) Nutrient lag effect (Clare et al. 2018).  
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Figure 4.3 Cane Run Watershed and Royal Spring Basin indicating drainage basins, 
primary conduit conveyance zone for flow and nutrients, the three sampling sites (Royal 
Spring, Phreatic Conduit, and Cane Run Creek), karst holes, surface channels, and the flow 
direction for surface and subsurface discharges. 
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Figure 4.4 Rainfall intensity for the 2017 calendar year and the timing of two sampled 
extreme events.  Total annual rainfall is 1,249 mm.  The two storms approximate 
winter/spring (Storm #1) and fall (Storm #2) hydrologic events.  Rank is determined by the 
three-day precipitation total of an event. 
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Figure 4.5 Precipitation, stream flow, groundwater elevation (above mean sea level), 
spring discharge, specific conductance, and temperature data results. The dashed horizontal 
line on the second row represents the elevation.  The surface stream discharge peaks 
quickly to rainfall input relative to spring discharge. The groundwater elevation in the well 
intersecting the conduit corresponds closely to spring discharge.  Specific conductance and 
temperature of the conduit and spring are largely influenced by the surface creek and are 
either warmed or cooled depending on season. 
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Figure 4.6 NO3-, δ15NNO3, and δ18ONO3 signatures of creek, conduit, and spring water 
during two extreme events.  NO3- is initially diluted by surface quickflow during both 
events.  The temporal changes in δ15NNO3 and δ18ONO3 in the conduit and at the spring are 
similar for both storms. 
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Figure 4.7 δ2HH2O, δ18OH2O, and δ13CDIC signatures of creek, conduit, and spring water 
during two extreme events.  Variability is limited in the δ2HH2O and δ18OH2O signatures 
during Storms 1 and 2, but the fall event caused by Hurricane Nate delivered highly 
depleted rain water (close to that of sea surface water vapor δ18OH2O ~ -12‰).  Likewise, 
δ13CDIC data indicate delivery of highly depleted DIC during Storm 2.   
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Figure 4.8 (a) δ2HH2O and δ18OH2O of all samples collected for the two storm events. (b) 
Sample sets collected from creek, conduit, and spring in relation to spring hydrograph.  (c) 
Zoom-in on Storm #3 (Hurricane Nate). δ2HH2O and δ18OH2O signatures show an 
appreciable effect of coastal water delivery to inland Kentucky via the shift towards lighter 
isotopes of water during peak event activity.  Numbers inset in gray circles in (c) indicate 
the approximate δ2HH2O and δ18OH2O average of creek, conduit, and spring samples in a set. 
GMWL = global mean water line. 
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Figure 4.9 Method for hydrograph and loadograph recession analyses and separation of 
pathways.  (a) During the spring event (atmospheric river), quickflow-epikarst and 
epikarst-phreatic inflection points occur 0.5 and 5.8 days, respectively, after peak of event. 
(b) During the fall event (tropical cyclone), quickflow-epikarst and epikarst-phreatic 
inflection points occur 2.5 and 6.3 days, respectively, after peak of event. Note: Abrupt 
spikes and drops in the recession hydrographs are the result of periodic pumping, by a 
water treatment plant, directly upstream of the v-notch weir where water depth is gaged.  
These abstractions were considered when estimating the recession lines.  
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Figure 4.10 (a) Atmospheric river (spring storm) loadograph results separated into three 
separate pathways (quickflow, epikarst, and phreatic).  The dashed lines direct to the 
inflection points (quickflow-epikarst and epikarst-phreatic) identified by the recession 
analysis. (b) Same as (a) but for the tropical cyclone event.  (c) The fraction of the total 
event spring discharge and nitrate loading per pathway for the atmospheric river and 
tropical cyclone events.  Note: Abrupt spikes and drops in the loadograph are the result of 
periodic pumping, by a water treatment plant, directly upstream of the v-notch weir where 
water depth is gaged. 
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Figure 4.11 Temporal changes in water quality and isotopes plotted alongside the flow 
contribution of different pathways during the two extreme events.  The left axis 
corresponds with samples collected at spring, conduit, and creek sites.  The right axis is the 
discharge by each pathway. 
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Figure 4.12 Conceptualized response of nitrate to extreme events in a mature karst 
watershed.  Prior to a storm event, when the epikarst and soil are disconnected from the 
spring, nitrate concentrations are constant (t = 0).  An initial decrease to the nitrate 
concentration (CNO3) is caused by dilute storm recharge.  Nitrate concentration increases 
as epikarst flow (Qepi) becomes more dominant (t = 1).  There is a time lag between peak 
epikarst discharge and peak nitrate concentration (tlag).  This lag occurs as pre-storm 
epikarst water drains and is recharged by nitrate-rich soil water (t = 2).  Lastly, as the 
hydrograph recedes, nitrate concentrations return to phreatic groundwater levels. 
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Chapter 5: Nitrogen stable isotopes and numerical modeling show hot moments, hot 
spots, and environmental drivers in a karst surficial fine-grained laminae 
 
5.1 ABSTRACT 
 
 Nitrogen (N) transformation rates within subsurface karst can vary with time, space, 
and external forcing; however, the impact of these changes on altering downstream N flux 
is poorly understood.  We collected one year of sediment N data and two years of nitrate 
data from inputs and outputs to a mature karst system and thereafter developed a numerical 
model of N interactions in the karst surficial fine-grained laminae (SFGL).  The stable 
isotope composition of sediment N (δ15NSed) inputs (5.07±1.01‰) and outputs 
(6.45±0.71‰) were significantly different indicating in-conduit transformation.  Dissolved 
N immobilization into the sediment biota and shifting of the SFGL to a recalcitrant N 
source are believed to drive observed enrichment of δ15NSed outputs relative to inputs.  
Further, hydrologically wet conditions versus dry conditions controlled temporal 
variability of the karst SFGL behavior.  Hot moments occurred during dry conditions when 
the ammonium pool was exhausted, resulting in the karst SFGL acting as a net sink for 
dissolved N.  Hot spots for N removal in the karst SFGL occur close to the sinking stream’s 
entrance into the karst cave because of the availability of labile organic matter deposits, 
which fuel denitrification.  Environmental drivers such as changes to air and water 
temperature, discharge intensity, and land use are predicted to increase hot moments and 
hot spots in the karst SFGL in this wet, temperate region.  Our results point to the karst 
SFGL as an active biogeochemical pathway that is influenced by internal hot moments and 
hot spots as well as external environmental drivers.  
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5.2 INTRODUCTION 
Our premise is that sinking streams transport sediment and fuel sediment 
biogeochemistry in subsurface karst environments.  Sinking streams are formed in karst 
terrain from carbonate dissolution of soluble bedrock (White, 2002).  Sinking streams 
convey water and sediment from above-ground to below-ground pathways, and deposition 
of sediment and sediment carbon (C) is common in caves (Herman et al., 2008; Husic et 
al., 2017b).  Deposited labile sediment C can then fuel nutrient transformation as well as 
decomposition in surficial cave sediment.  We adopt sediment transport terminology (e.g., 
Droppo and Stone, 1994; Stone and Droppo, 1994; Russo and Fox, 2012) and call the thin 
sediment layers stored in subsurface karst the ‘surficial fine-grained laminae’, or SFGL.  
In rivers, the SFGL is a streambed layer with frequent bed erosion-deposition and active 
cycling of C and nutrients (Droppo et al., 2001; Ford and Fox, 2014; Ford et al., 2017).  
We conceptualize the karst SFGL similarly, which is supported by indirect study of karst 
phenomena (Simon et al., 2003, 2007; Goldscheider et al., 2006; Pronk et al., 2009) and, 
more recently, direct study (Figure 1.1, Husic et al., 2017a,b).  Karst SFGL research shows 
a changing sediment layer consistent with the above description, albeit absent of light and 
the autotrophy it generates (Husic et al., 2017a).  However, studies have not represented 
the karst SFGL as a unique temporally and spatially dynamic entity, which represents a 
step change from traditional hydrologic models that represent stored sediment as a 
boundary condition.  Our motivation is to explicitly represent the karst SFGL and its 
biogeochemistry using stable N isotopes to understand its hot moments, hot spots, and 
environmental drivers. 
Our motivation is consistent with contemporary study that explicitly represents 
dynamic boundaries and their interacting hydrologic and biogeochemical processes.  
Representation of the SFGL, and its C and nutrient cycles, in non-karst streams, has 
highlighted the ability of the SFGL to control sediment source apportionment (Russo and 
Fox, 2012), accrue labile C for almost a decade (Ford et al., 2015b), assimilate nutrients at 
rates higher than hyporheic conveyance (Orr et al., 2009), and export a labile organic N 
load equaling that of phytoplankton N (Ford and Fox, 2017).  More broadly, representing 
the SFGL as a dynamic entity at liquid-solid interfaces in waterways is consistent with 
emerging research that couples hydrology and biology (e.g., see discussion of 
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ecohydrological interfaces in Krause et al., 2017 and Hupfer et al., 2018).  We draw on 
questions broadly relevant to contemporary study but uniquely posed for the karst SFGL 
in light-absent caves that drain agricultural landscapes. 
One question we ask is, when and under what conditions does the karst SFGL 
experience hot moments and hot spots of N removal?  Hot moments and spots are times 
and locations of enhanced activity that shift net system behavior (e.g., N source to N sink) 
and/or disproportionately alter the fluxes of water, energy, and matter (Lewandowski et 
al., 2007; Bernhardt et al., 2017).  Similarly to surface streams, we expect the subsurface 
karst SFGL to exhibit temporal and spatial variability of its biogeochemistry.  In nutrient-
rich agricultural non-karst streams, temporal ‘hot moments’ cause late summer 
denitrification in spatial ‘hot spots’ where sediment accrual occurs (Baldwin and Mitchell, 
2000; Inwood et al., 2005; Arango et al., 2007).  The light-absent karst may show 
dependence on hydrologic patterns and the quality of C input from sinking streams.       
A second question we ask is, how sensitive is the karst SFGL to environmental 
drivers?  Environmental drivers, such as land use change and climate change, are predicted 
to shift ecosystem function in many freshwater systems (Janse et al., 2015), albeit our 
representation of transitions is lacking (Krause et al., 2017).  For example, streamflow 
shifts resulting from land use change have been suggested to blanket SFGL in surface 
streams, shielding freshwater C from turnover (Russo, 2009; Russo and Fox, 2012).  
Changes in regional climate are suggested to cause non-monotonic shifts to benthic algae 
in the SFGL (Ford, 2014).  We emphasize potential impacts of land use, temperature, and 
precipitation/discharge shifts to the subterranean karst SFGL function in a wet, temperate 
region.  
One method advancement that allows us to represent the karst SFGL is the use of 
ambient stable N isotopes.  Ambient isotope tracing of sediment N (δ15NSed)—not to be 
confused with 15N stream injection—can provide insight to sediment provenance, 
autochthonous growth, and nutrient turnover in streams (Davis et al., 2009; Ford et al., 
2017; Jensen et al., 2018).  Transported sediment acts as an integrator, and δ15NSed has been 
shown to provide an integrated response of the SFGL in an agricultural stream (Ford et al., 
2015a).  We hypothesized that any shifts in δ15NSed when comparing sediments entering a 
karst cave through sinking streams to sediments exiting a cave at a spring might reflect 
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internal karst SFGL processes.  Stable isotopes have been used to un-mix sources of water 
and dissolved N in karst (Lee and Krothe, 2001; Liu et al., 2006; Knierim et al., 2013), and 
recently stable C isotopes of sediment were used in karst (Husic et al., 2017a).  We 
introduce the existing δ15NSed technology to the karst setting in this paper. 
A second method advancement that allows us to represent and evaluate karst SFGL 
processes is the use of stable isotope subroutines within our numerical model.  Stable 
isotope subroutines provide additional equations without additional unknowns to 
numerical simulations.  In turn, stable isotope data provides an additional response variable 
for multi-objective calibration that may reduce model equifinality (Ford et al., 2017).  A 
growing number of studies have reported the effectiveness of including stable isotopes 
within stream and watershed numerical models (see discussion and citations in Jensen et 
al., 2018).  We extend this discussion to numerical modeling of the karst SFGL.  Thereafter, 
numerical modeling provides an effective means to investigate continuous temporal and 
spatial anomalies (e.g., hot moments, hot spots) and to test the sensitivity of environmental 
drivers (Alexander et al., 2009).  
Our overall goal was to explicitly model the karst SFGL and its biogeochemistry to 
investigate its temporal and spatial behavior and assess its sensitivity.  Our objectives were 
to (1) perform method advancements for karst research, including sampling ambient stable 
sediment N isotope data and using that isotope data to model the karst SFGL, (2) investigate 
hot moments and (3) hot spots in karst SFGL that reflect shifts in biogeochemical cycling, 
and (4) investigate the impact of environmental drivers on hot moments and hot spots 
within the karst SFGL.  These objectives provide the structural sub-headings used in the 
methods, results and discussion sections of this chapter. 
 
5.3 THEORETICAL BACKGROUND 
The theoretical background provides the context behind our conceptual model of 
the karst SFGL (Figure 5.2).  As previously mentioned, the karst SFGL is the thin surficial 
sediment layer that covers the cave bed (Figure 5.1).  The karst SFGL is characterized by 
frequent sediment and organic matter erosion and deposition, exchange of matter between 
the water column and sediment layer, and internal cycling of C and N.   
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Our concept (Figure 5.2a) is consistent with recent studies reporting karst sediment 
transport and biogeochemistry (Drysdale et al., 2001; Massei et al., 2002; Simon et al., 
2003, 2008; Herman et al., 2008; Husic et al., 2017a, 2017b).  Sediment transport occurs 
in mature karst when sediment enters and exits caves via sinkhole features (e.g., sinking 
streams, swallets, and sinkholes) and springheads, respectively.  Biogeochemical reactions 
occurs because the microbial pool responsible for C and N turnover resides in cave 
sediments.  For example, Lehman et al. (2001) reported that 99% of cave microorganisms 
reside within fine sediments.  Feedbacks between sediment transport and biogeochemical 
reactions in cave sediments are expected, albeit their presence in the literature is limited.  
One example, by Brannen-Donnelly and Engel (2015), indicated that sediment transport 
promotes biogeochemistry because deposition and resuspension homogenized the 
microbial pool in caves. 
A sediment transport and biogeochemistry feedback we can visualize and simulate 
is through sediment exchange with the karst SFGL that leads to C and N turnover (Figure 
5.2b).  Physically, hydraulic controls have been shown to promote sediment deposition in 
caves during storms.  Thereafter, net-erosion occurs during the recession when sediment-
free water from epikarst fractures and matrix pores provides the primary recharge to the 
conduit (Husic et al., 2017a).  Biogeochemically, karst conduits preclude autotrophic 
growth (barring chemoautotrophy), therefore, delivery and deposition of allochthonous 
organic matter is the primary fuel for heterotrophic turnover in the karst SFGL—a concept 
that is consistent with theory of external energy inputs to karst (Graening and Brown, 2003; 
Simon et al., 2003, 2007; Hancock et al., 2005; Lee et al., 2012).  In terms of N 
transformations, nitrification, mineralization, denitrification, anammox, and 
immobilization have all been observed in karst caves and are influenced by shifts in organic 
C availability (e.g., Barton and Northup, 2007; Kumar et al., 2017).   
We designed our research to consider the karst SFGL conceptual model.  We 
assumed active transport of water and sediment in and out of a karst cave via sinkholes and 
springheads, respectively.  In this manner, our concepts are limited to karst systems with 
dominant allochthonous C control (i.e., mature topography with prominent tertiary 
porosity).  We are inclusive of solid and gaseous phases undergoing transformation while 
in suspension or within the SFGL.  We assumed the existence, or lack thereof, of several 
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processes compiled in Table 5.1.  Past research within our study site supports these 
assumptions. 
We investigate the karst SFGL conceptual model by collecting measurements at 
sinking streams and springheads to assess inputs and outputs.  The measurements allow net 
change detection of sediment C and N within the conduit and assist with boundary 
conditions in numerical modeling.  We then use the conceptual model to formulate a 
numerical model for continuously simulating transport and biogeochemistry in the SFGL.  
Hot moments and hot spots are analyzed within the model and the sensitivity of 
environmental drivers to affect forecasted hot moments and hot spots is also assessed.  
 
5.4 STUDY SITE AND MATERIALS 
The study site is the Cane Run watershed and Royal Spring groundwater basin in 
the Bluegrass Region of Kentucky, USA (Figure 5.3).  Cane Run is a mixed-use watershed 
that drains urban (40%) and agricultural (60%) lands with temperate climate (MAT: 13.0 
± 0.7°C; MAP: 1,170 ± 200 mm).  The geology is characterized by highly karstic, well-
developed Lexington Limestone of the Middle Ordovician period.  Cane Run creek collects 
runoff and shallow subsurface flow but much of this water is pirated by in-stream karst 
features.  Numerous sinkholes and swallets (> 50) exist in the stream corridor and convey 
water and sediment to the subsurface cave, and as a result the stream at the Cane Run 
watershed outlet runs dry for approximately 80% of the year.  The karst conduit is generally 
aligned with Cane Run creek for much of its course and is located approximately 20 m 
below the ground surface (Figure 5.3).  The conduit is phreatic and limited in its maximum 
discharge by a downstream hydraulic control (Husic et al., 2017a).  The conduit discharges 
at Royal Spring which supplies the municipal drinking water supply for the city of 
Georgetown, KY.  The site has been a karst research site led by the Kentucky Geological 
Survey and the University of Kentucky the past 40 years (Spangler, 1982; Thrailkill et al., 
1991; Taylor, 1992; Paylor and Currens, 2004; Zhu et al., 2011; Currens et al., 2015; Husic 
et al. 2017a,b). 
A number of recent sediment transport and C turnover findings from the study site 
are of importance in this study.  Deposition and resuspension of sediment occur in the karst 
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conduit, and was observed through downhole videos (e.g., Figure 5.1) taken at different 
time periods and through data and modeling (Husic et al., 2017a,b).  The reason for the 
deposition and resuspension of sediment is the phreatic nature and hydraulic control of the 
conduit.  During storm events, the surface stream recharges sediment to the conduit, but 
the sediment transport carrying capacity (i.e., the fluid’s energy to carry sediment) is 
limited within the conduit because of a downstream hydraulic control (i.e., the elevation of 
the springhead).  The limited energy forces deposition of surface-derived material.  During 
hydrograph recession and baseflow, diffuse recharge is free of sediment and erodes 
previously deposited material from the karst SFGL.  Data results show a 30% net loss of 
organic C in sediment exiting the conduit (Husic et al., 2017a), which prompted the further 
modeling of N performed in this paper. 
Materials for data collection included instrumented sampling stations (Figure 5.3).  
Two sampling stations were placed in tributaries (surface streams) upstream of swallets.  
One tributary sampling station isolated urban land use, and the second isolated agricultural 
land use.  A sampling station was placed at the spring (“Royal Spring” in Figure 5.3) 
providing water and sediment outputs from the karst conduit and SFGL.  A sampling 
station was placed at the Cane Run creek surface water overflow, which was activated 
during high-intensity rainfall events.  A sampling station was located inside the conduit 
near its longitudinal midpoint (see “GW station” in Figure 5.3, Zhu et al., 2011; Husic et 
al., 2017a).  Sampling stations were equipped with Telog 2109 water level recorders, YSI 
6920v2 water quality sondes, Phillips et al. 2000 sediment samplers (surface tributary and 
spring stations), and Teledyne ISCO 6712 pump samplers (Husic et al., 2017a).  The 
United States Geological Survey (USGS) operates a flow gage at Royal Spring (USGS 
03288110).   
Materials for continuous numerical modeling included published results used as 
model inputs and supercomputing facilities.  Water and sediment data collection and 
sediment transport modeling were previously published in Husic et al. (2017a,b).  These 
results provide inputs to the karst SFGL numerical model in this study, including sediment 
exchange between the water column and karst SFGL, water and sediment flux into and out 
of the conduit, sediment particle size distributions entering and exiting the conduit, and the 
distribution of organic matter source material (i.e., soil, litter, and algae) entering the 
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conduit. Sediment C fate and transport modeling from Husic et al. (2017b) is used as an 
input for this study.  Nutrient data collection and modeling were published in Chapter 3.  
These results provide inputs of nutrients (NO3-, NH4+, DON) recharged to the conduit.   
Materials for forecasting environmental drivers associated with climate change 
included climate change projections from publicly-available global climate modeling 
(GCM) results.  Results from eight GCMs were included in this study.  The GCM results 
were downscaled for our region as part of a number of climate change projects, including, 
statistical downscaling via the Coupled Model Inter-comparison Project phases three and 
five, or CMIP3 and CMIP5 (Brekke et al., 2013), and dynamical downscaling via the North 
American Regional Climate Change Assessment Program, or NARCCAP (Mearns et al., 
2013).  The GCMs included the Canadian Global Climate Model including CGCM3 from 
CMIP3 and CanESM2 from CMIP5 (Flato, 2005); the National Center for Atmospheric 
Research Community Climate Model including CCSM3 from CMIP3 and CCSM4 from 
CMIP5 (Collins et al., 2006); the Geophysical Fluid Dynamics Laboratory including 
GFDL CM2.1 from CMIP3 and CM3 from CMIP5 (Delworth et al., 2006); and the United 
Kingdom Hadley Centre Climate Model including HadCM3 from CMIP3 and HadGEM2-
ES from CMIP5 (Gordon et al., 2000).  The statistical downscaling methods adopted in 
CMIP3 and CMIP5 were bias correction and spatial disaggregation or bias-correction and 
constructed analog (Brekke et al., 2013).  Six dynamical downscaling methods were 
adopted via regional climate models in NARCCAP, including, the Canadian Regional 
Climate Model (CRCM) (Plummer et al., 2006), the Experimental Climate Prediction 
Center (ECPC) model (Juang et al., 1997), the Hadley Regional Model 3 (HRM3) (Jones 
et al., 2003), the MM5- PSU/NCAR mesoscale model (MM5I) (Chen and Dudhia, 2001), 
the Reginal Climate Model version 3 (RCM3) (Giorgi et al., 1993), and the Weather 
Research and Forecasting model (WRFP) (Skamarock et al., 2005).  GCM results from 
hindcast (1981-2000) and forecast (2046-2065) periods were applied in this study.  
Forecast results reflect a range of emission scenarios, including, the SRES type in CMIP3 
(A1B, A2, and B1) and the RCPs type in CMIP5 (RCP2.6, RCP4.5, RCP6.0, and RCP8.5). 
Materials for forecasting environmental drivers associated with land use change 
included land use change projections publicly-available from the United States Geological 
Survey (USGS EROS Land-cover modeling program).  Results of the spatially explicit 
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simulation model known as forecasting scenarios of land cover change (FORE–SCE) (Sohl 
et al., 2007; Sohl and Sayler, 2008) published by the USGS were input in this study.  The 
FORE–SCE uses linkages with both external models and the inclusion of input data to 
project changes at different scales with driving-force variables (Zhu et al., 2010).  The land 
use land cover change results are freely available (https://landcover-modeling.cr.usgs.gov/) 
and are detailed in Zhu et al. (2010).  The results include three sets of results for IPCC 
SRES future scenarios.   
   
5.5 METHODS 
5.5.1 Karst SFGL data collection and modeling using stable isotopes 
Sediment N and δ15NSed Collection and Processing 
In-situ suspended sediment traps (Phillips et al., 2000) were used to collect 9 
months (December 2012 to August 2013) of data from urban and agricultural tributary 
inputs and spring outputs.  The in-situ traps allow for spatially and temporally integrated 
sample collection (Phillips et al., 2000).  Samples were collected approximately every two 
weeks and samples that were clogged or without adequate sample weight were discarded.  
Samples were analyzed for elemental content and stable isotope composition of sediment 
N entering and exiting the karst conduit.  Carbon elemental and isotope values were 
measured and discussed in Husic et al. (2017a) but are also presented herein alongside the 
N results. 
In the lab, samples were dewatered and weighed, wet-sieved through a 53 μm sieve, 
dewatered and weighed again, ground to a fine powder, and acidified repeatedly using 6% 
sulfurous acid following the method of Verardo et al., 1990 (Ford and Fox, 2014; Husic et 
al., 2017a).  Sediment C, N, δ13CSed, and δ15NSed samples were analyzed by combusting 
samples at 980°C on a Costech 4010 Elemental Analyzer, passing the gas stream through 
a Gas Chromatograph (GC) column (3 m HS-Q), and finally to a Thermo Finnigan Delta-
Plus XP Isotope Ratio Mass Spectrometer (IRMS) at the University of Arkansas Stable 
Isotope Lab (Ford et al., 2015).   
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The C and N elemental compositions were reported as a percentage of the mass of 
the element relative the mass of sediment.  Isotopic results were reported in delta notation 
(δ) as 
𝛿𝛿13𝑆𝑆 = � 𝑅𝑅𝐶𝐶−𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆
𝑅𝑅𝐶𝐶−𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆
− 1� ∗ 1000,              (1) 
𝛿𝛿15𝑁𝑁 = � 𝑅𝑅𝑁𝑁−𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆
𝑅𝑅𝑁𝑁−𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆
− 1� ∗ 1000,              (2) 
where RC-Sample is the 13C/12C ratio of the samples and RC-Standard is the 13C/12C ratio of the 
universal standard, Vienna Pee Dee Belemnite (VPDB). The elemental reference was 
acetanilide (%C=71.09%, %N = 10.36%), and isotopic references were DORM (δ13C=-
19.59, δ15N=12.46) and CCHIX (δ13C=-16.4‰, δ15N=3.2‰).  Average standard deviations 
for elemental standards were 0.34 and 0.25% for C and N, respectively.  Average standard 
deviations for isotopic standards were 0.20 and 0.20‰ for C and N, respectively.  Average 
standard deviations of replicates were 0.10% and 0.08‰ for C concentration and δ13C, 
respectively, and 0.01% and 0.18‰ for N concentration and δ15N, respectively.   
Bi-weekly water samples were collected and analyzed for the stable N isotope 
composition of nitrate within the conduit (see “Groundwater Station” in Figure 5.3).  The 
water samples were used to provide justification of δ15N of nitrate entering the karst SFGL 
substrate during microbial immobilization.  Discrete sample collection of NO3- was 
conducted using sterile 1 L jars (I-Chem 312-0950BPC).  Samples were extracted in the 
field from the 1 L jars using pre-cleaned 60 mL syringes and filtered through 0.45 μm 
syringe filters (Whatman 6780-2504) into sterile 40 mL borosilicate vials (I-Chem TB36-
0040).  Stable isotopic signatures of NO3 (δ15NNO) were measured using a bacterial 
denitrification method after Revesz and Casciotti (2007) and analyzed on a Thermo Gas 
Bench II interfaced to a Thermo Finnigan Delta-Plus IRMS.  Reference standards for the 
analysis were USGS 32 (δ15N=180‰) and USGS 34 (δ15N=-1.8‰).  Average standard 
deviations for reference material and replicates were 2.0‰ and 0.3‰ for δ15N, respectively. 
Duplicates of δ15NNO3 (n = 5) had a standard deviation of 0.28‰.  Blanks of δ15NNO3 had 
less than 10% of the intensity of regular samples. 
 
Sediment N Mass Balance Subroutine 
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The mass balance of sediment N with k source pools (i.e., soil, litter, and algae) was 
modeled as 
𝑆𝑆𝑆𝑆𝑀𝑀(𝑖𝑖)
(𝑗𝑗) = 𝑆𝑆𝑆𝑆𝑀𝑀(𝑖𝑖−1)
(𝑗𝑗) − 𝐷𝐷𝑘𝑘𝑆𝑆𝑀𝑀(𝑖𝑖)
(𝑗𝑗) + 𝐷𝐷𝑘𝑘𝑆𝑆𝑀𝑀(𝑖𝑖)
(𝑗𝑗) − 𝑅𝑅𝑆𝑆𝑠𝑠𝑐𝑐𝑘𝑘 (𝑖𝑖)
(𝑗𝑗) − 𝑋𝑋𝑆𝑆𝑀𝑀𝑘𝑘 𝑆𝑆𝐹𝐹𝑆𝑆𝐸𝐸→𝑆𝑆𝑆𝑆(𝑖𝑖)
(𝑗𝑗) + 𝑋𝑋𝑆𝑆𝑀𝑀𝑘𝑘 𝑆𝑆𝑆𝑆→𝑆𝑆𝐹𝐹𝑆𝑆𝐸𝐸(𝑖𝑖)
(𝑗𝑗) ,         (3) 
where, i and j are temporal and spatial steps, respectively, 𝑆𝑆𝑆𝑆𝑀𝑀(𝑖𝑖−1)
(𝑗𝑗)  is the supply of sediment 
N from the previous time step (kg N), 𝐷𝐷𝑘𝑘𝑆𝑆𝑀𝑀(𝑖𝑖)
(𝑗𝑗)  is the amount of sediment N eroded (kg N), 
𝐷𝐷𝑘𝑘𝑆𝑆𝑀𝑀(𝑖𝑖)
(𝑗𝑗)  is the amount of sediment N deposited (kg N), 𝑅𝑅𝑆𝑆𝑠𝑠𝑐𝑐𝑘𝑘 (𝑖𝑖)
(𝑗𝑗) is net mass balance change 
of sediment N in response to biogeochemical processes (kg N), and 𝑋𝑋𝑆𝑆𝑀𝑀𝑘𝑘 𝑆𝑆𝐹𝐹𝑆𝑆𝐸𝐸→𝑆𝑆𝑆𝑆(𝑖𝑖)
(𝑗𝑗) +
𝑋𝑋𝑆𝑆𝑀𝑀𝑘𝑘 𝑆𝑆𝑆𝑆→𝑆𝑆𝐹𝐹𝑆𝑆𝐸𝐸(𝑖𝑖)
(𝑗𝑗)  is the equilibrium exchange of N between the suspended and bed sediment 
(kg N) (Husic et al., 2017b).  Quality of sediment N deposited to the karst SFGL was 
performed using the un-mixing results of C (soil, litter, and algae) from Husic et al. (2017b) 
and applying C:N ratios (C:Nsoil, C:Nlitter, C:Nalgae) to estimate N quantity.  Physical 
processes affecting C are the same for N and are explained in further detail in Chapter 2.  
The mass of sediment N transformed (kg N) was modeled as: 
𝑅𝑅𝑆𝑆𝑠𝑠𝑐𝑐𝑘𝑘 (𝑖𝑖)
(𝑗𝑗) =  𝑁𝑁min𝑆𝑆𝑀𝑀𝑘𝑘 (𝑖𝑖)
(𝑗𝑗) − 𝑁𝑁𝑖𝑖𝑠𝑠𝑠𝑠𝑘𝑘 (𝑖𝑖)
(𝑗𝑗) ,               (4) 
where 𝑁𝑁min𝑆𝑆𝑀𝑀𝑘𝑘 (𝑖𝑖)
(𝑗𝑗) is the amount of sediment N mineralized to NH4+ (kg N) and 𝑁𝑁𝑖𝑖𝑠𝑠𝑠𝑠𝑘𝑘 (𝑖𝑖)
(𝑗𝑗) is 
the mass of dissolved N immobilized into sediment N by biota (kg N).  Mineralization and 
immobilization are both modeled using first-order rate constants for each respective pool 
(i.e., soil, litter, algae).   
 
δ15NSed Mass Balance Subroutine 
The numerical model in this work simulates δ15NSed mass balance with Rayleigh 
fractionation (Sharp, 2007) as 
𝛿𝛿15𝑁𝑁𝑆𝑆𝑠𝑠𝑐𝑐(𝑖𝑖)
(𝑗𝑗) = 𝛿𝛿15𝑁𝑁𝑆𝑆𝑠𝑠𝑐𝑐(𝑖𝑖−1)
(𝑗𝑗) 𝑋𝑋𝑘𝑘(𝑖𝑖−1)
(𝑗𝑗) + ∑𝛿𝛿15𝑁𝑁𝑆𝑆𝑠𝑠𝑐𝑐 𝑖𝑖𝑖𝑖𝑝𝑝𝑜𝑜𝑜𝑜𝑠𝑠(𝑖𝑖)
(𝑗𝑗) 𝑋𝑋𝑘𝑘𝑖𝑖𝑖𝑖𝑝𝑝𝑜𝑜𝑜𝑜𝑠𝑠 (𝑖𝑖)
(𝑗𝑗) ,          (5) 
−∑𝛿𝛿15𝑁𝑁𝑆𝑆𝑠𝑠𝑐𝑐 𝑜𝑜𝑜𝑜𝑜𝑜𝑝𝑝𝑜𝑜𝑜𝑜𝑠𝑠(𝑖𝑖)
(𝑗𝑗) 𝑋𝑋𝑘𝑘𝑜𝑜𝑜𝑜𝑜𝑜𝑝𝑝𝑜𝑜𝑜𝑜𝑠𝑠 (𝑖𝑖)
(𝑗𝑗) − ∑𝜀𝜀𝑓𝑓𝑢𝑢𝑢𝑢𝑐𝑐(𝑖𝑖)
(𝑗𝑗) ln �𝑓𝑓𝑓𝑓𝑢𝑢𝑢𝑢𝑐𝑐(𝑖𝑖)
(𝑗𝑗)�  
where 𝛿𝛿15𝑁𝑁𝑆𝑆𝑠𝑠𝑐𝑐(𝑖𝑖−1)
(𝑗𝑗)  is the δ15NSed of the sediment from the previous time step (‰), 𝑋𝑋𝑘𝑘(𝑖𝑖−1)
(𝑗𝑗)  
is the fraction of N in a given (k) pool estimated by Equation (3), 𝛿𝛿15𝑁𝑁𝑆𝑆𝑠𝑠𝑐𝑐 𝑖𝑖𝑖𝑖𝑝𝑝𝑜𝑜𝑜𝑜𝑠𝑠(𝑖𝑖)
(𝑗𝑗)  is the 
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δ15NSed of sediment inputted to the bed (‰), 𝑋𝑋𝑘𝑘𝑖𝑖𝑖𝑖𝑝𝑝𝑜𝑜𝑜𝑜𝑠𝑠 (𝑖𝑖)
(𝑗𝑗)  is the fraction of inputs associated 
with k pool, 𝛿𝛿15𝑁𝑁𝑆𝑆𝑠𝑠𝑐𝑐 𝑜𝑜𝑜𝑜𝑜𝑜𝑝𝑝𝑜𝑜𝑜𝑜𝑠𝑠(𝑖𝑖)
(𝑗𝑗)  is the δ15NSed of sediment outputted from the bed 
(‰), 𝑋𝑋𝑘𝑘𝑜𝑜𝑜𝑜𝑜𝑜𝑝𝑝𝑜𝑜𝑜𝑜𝑠𝑠 (𝑖𝑖)
(𝑗𝑗)  is the fraction of outputs associated with k pool, 𝜀𝜀𝑓𝑓𝑢𝑢𝑢𝑢𝑐𝑐(𝑖𝑖)
(𝑗𝑗) is the 
enrichment factor during an isotopic process, and 𝑓𝑓𝑓𝑓𝑢𝑢𝑢𝑢𝑐𝑐(𝑖𝑖)
(𝑗𝑗) is the fraction of substrate 
remaining after a reaction.  The NO3- isotope balance is beyond the scope of this model, 
instead an average δ15NNO3 value based on the average of all field measurements is used to 
represent the isotopic value of dissolved N immobilized into sediment. 
 
Dissolved Nitrogen Mass Balance Subroutines 
The mass balance of nitrate (NO3-), ammonium (NH4+), and dissolved organic N 
(DON) were modeled as  
𝑁𝑁𝑆𝑆3−(𝑖𝑖)
(𝑗𝑗) = 𝑁𝑁𝑆𝑆3−(𝑖𝑖−1)
(𝑗𝑗) + 𝑅𝑅𝑀𝑀𝑆𝑆3(𝑖𝑖)
(𝑗𝑗) + 𝑄𝑄(𝑖𝑖−1)
(𝑗𝑗−1)𝑆𝑆𝑀𝑀𝑆𝑆3(𝑖𝑖−1)
(𝑗𝑗−1)Δ𝑡𝑡 − 𝑄𝑄(𝑖𝑖)
(𝑗𝑗)𝑆𝑆𝑀𝑀𝑆𝑆3(𝑖𝑖)
(𝑗𝑗)Δ𝑡𝑡,          (6) 
and  
𝑁𝑁𝐻𝐻4+(𝑖𝑖)
(𝑗𝑗) = 𝑁𝑁𝐻𝐻4+(𝑖𝑖−1)
(𝑗𝑗) + 𝑅𝑅𝑀𝑀𝐻𝐻4(𝑖𝑖)
(𝑗𝑗) + 𝑄𝑄(𝑖𝑖−1)
(𝑗𝑗−1)𝑆𝑆𝑀𝑀𝐻𝐻4(𝑖𝑖−1)
(𝑗𝑗−1)Δ𝑡𝑡 − 𝑄𝑄(𝑖𝑖)
(𝑗𝑗)𝑆𝑆𝑀𝑀𝐻𝐻4(𝑖𝑖)
(𝑗𝑗)Δ𝑡𝑡,          (7) 
and  
𝐷𝐷𝑆𝑆𝑁𝑁(𝑖𝑖)
(𝑗𝑗) = 𝐷𝐷𝑆𝑆𝑁𝑁(𝑖𝑖−1)
(𝑗𝑗) + 𝑅𝑅𝐷𝐷𝑆𝑆𝑀𝑀(𝑖𝑖)
(𝑗𝑗) + 𝑄𝑄(𝑖𝑖−1)
(𝑗𝑗−1)𝑆𝑆𝐷𝐷𝑆𝑆𝑀𝑀(𝑖𝑖−1)
(𝑗𝑗−1)Δ𝑡𝑡 − 𝑄𝑄(𝑖𝑖)
(𝑗𝑗)𝑆𝑆𝐷𝐷𝑆𝑆𝑀𝑀(𝑖𝑖)
(𝑗𝑗)Δ𝑡𝑡,          (8) 
where 𝑁𝑁𝑆𝑆3−(𝑖𝑖)
(𝑗𝑗), 𝑁𝑁𝐻𝐻4+(𝑖𝑖)
(𝑗𝑗), 𝐷𝐷𝑆𝑆𝑁𝑁(𝑖𝑖)
(𝑗𝑗) are the masses of NO3-,NH4+, and DON from the previous 
time step, respectively (kg N), 𝑅𝑅𝑀𝑀𝑆𝑆3(𝑖𝑖)
(𝑗𝑗) is the biogeochemical processing that contributes 
to or removes N from the NO3- phase (kg N), 𝑅𝑅𝑀𝑀𝐻𝐻4(𝑖𝑖)
(𝑗𝑗) is the biogeochemical processing 
that contributes to or removes N from the NH4+ phase (kg N), 𝑅𝑅𝐷𝐷𝑆𝑆𝑀𝑀(𝑖𝑖)
(𝑗𝑗) is the 
biogeochemical processing that contributes to or removes N from the DON phase (kg N), 
𝑄𝑄(𝑖𝑖−1)
(𝑗𝑗−1) is the flow rate into a cell (m3 s-1), 𝑆𝑆𝑀𝑀𝑆𝑆3(𝑖𝑖−1)
(𝑗𝑗−1), 𝑆𝑆𝑀𝑀𝐻𝐻4(𝑖𝑖−1)
(𝑗𝑗−1), 𝑆𝑆𝐷𝐷𝑆𝑆𝑀𝑀(𝑖𝑖−1)
(𝑗𝑗−1) are the 
concentrations of NO3-,NH4+, and DON coming into a cell (mg N L-1), respectively, Δ𝑡𝑡 is 
time step duration (s), 𝑄𝑄(𝑖𝑖)
(𝑗𝑗) is the flow rate exiting a cell (m3 s-1), and 𝑆𝑆𝑀𝑀𝑆𝑆3(𝑖𝑖)
(𝑗𝑗), 𝑆𝑆𝑀𝑀𝐻𝐻4(𝑖𝑖)
(𝑗𝑗), and 
𝑆𝑆𝐷𝐷𝑆𝑆𝑀𝑀(𝑖𝑖)
(𝑗𝑗) are the concentrations of NO3-, NH4+, and DON exiting a cell (mg N L-1), 
respectively.  
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The masses of NO3-, NH4+, and DON transformed (kg N) were modeled as: 
𝑅𝑅𝑀𝑀𝑆𝑆3(𝑖𝑖)
(𝑗𝑗) = 𝑁𝑁𝐷𝐷𝐸𝐸𝑀𝑀(𝑖𝑖)
(𝑗𝑗) − 𝑁𝑁𝑀𝑀𝑀𝑀(𝑖𝑖)
(𝑗𝑗) −𝑁𝑁𝑐𝑐𝑖𝑖𝑢𝑢𝑠𝑠𝑐𝑐𝑜𝑜𝑀𝑀(𝑖𝑖)
(𝑗𝑗) − 𝜆𝜆 ∙ 𝑁𝑁𝑖𝑖𝑠𝑠𝑠𝑠(𝑖𝑖)
(𝑗𝑗),           (9) 
and  
𝑅𝑅𝑀𝑀𝐻𝐻4(𝑖𝑖)
(𝑗𝑗) =  𝑁𝑁𝑀𝑀𝑀𝑀(𝑖𝑖)
(𝑗𝑗) + 𝑁𝑁𝑐𝑐𝑖𝑖𝑢𝑢𝑠𝑠𝑐𝑐𝑜𝑜𝑀𝑀(𝑖𝑖)
(𝑗𝑗) + 𝜆𝜆 ∙ 𝑁𝑁𝑖𝑖𝑠𝑠𝑠𝑠(𝑖𝑖)
(𝑗𝑗) + 𝑁𝑁ANA(𝑖𝑖)
(𝑗𝑗) − 𝑁𝑁min𝑆𝑆𝑀𝑀(𝑖𝑖)
(𝑗𝑗) − 𝑁𝑁min𝐷𝐷𝑆𝑆𝑀𝑀(𝑖𝑖)
(𝑗𝑗),(10) 
and  
𝑅𝑅𝐷𝐷𝑆𝑆𝑀𝑀(𝑖𝑖)
(𝑗𝑗) =  𝑁𝑁min𝐷𝐷𝑆𝑆𝑀𝑀(𝑖𝑖)
(𝑗𝑗),             (11) 
where 𝑁𝑁𝑀𝑀𝑀𝑀(𝑖𝑖)
(𝑗𝑗) is the mass of recently mineralized NH4+ indirectly nitrified to NO3- in the 
streambed (kg N), 𝑁𝑁𝑐𝑐𝑖𝑖𝑢𝑢𝑠𝑠𝑐𝑐𝑜𝑜𝑀𝑀(𝑖𝑖)
(𝑗𝑗) is the mass of NH4+ directly nitrified to NO3- in the water 
column (kg N), 𝑁𝑁𝐷𝐷𝐸𝐸𝑀𝑀(𝑖𝑖)
(𝑗𝑗) is the mass of NO3- denitrified to N2 (kg N), 𝑁𝑁min𝑆𝑆𝑀𝑀(𝑖𝑖)
(𝑗𝑗) is the 
amount of sediment N mineralized to NH4+ (kg N), 𝑁𝑁𝑖𝑖𝑠𝑠𝑠𝑠(𝑖𝑖)
(𝑗𝑗) is the mass of N immobilized 
by into sediment N by biota (kg N), 𝑁𝑁min𝐷𝐷𝑆𝑆𝑀𝑀(𝑖𝑖)
(𝑗𝑗) is the mass of DON mineralized to NH4+ 
(kg N), 𝑁𝑁ANA(𝑖𝑖)
(𝑗𝑗) is the mass of NH4+ directly removed as N2 by anammox bacteria (kg N), 
and 𝜆𝜆 (either a “1” or a “0”) activates NO3- as the N immobilized by sediment biota if and 
only if the NH4+ pool is exhausted.   
The rate of C decomposition and N mineralization are impacted by temperature and 
were modeled following Reichstein et al. (2000, 2005) with a temperature dependence as 
𝑟𝑟(𝑇𝑇)𝑖𝑖 = 𝑄𝑄10
(𝑇𝑇𝑖𝑖−𝑇𝑇𝑆𝑆𝑆𝑆𝑟𝑟)/10,              (12) 
where 𝑄𝑄10 is a measure of the rate of change of a biogeochemical reaction from increasing 
the temperature by 10 °C, 𝑇𝑇𝑖𝑖 is the temperature within the conduit (°C), and 𝑇𝑇𝑢𝑢𝑠𝑠𝑓𝑓 is a 
reference temperature for the reaction (°C).  Likewise, nearly all nutrient transformations 
are affected by temperature (Bowie et al., 1985) and other reactions impacted by 
temperature are modeled using a modified Arrhenius expression (Veraart et al., 2011).  For 
example, rates were modeled as  
𝑘𝑘𝑇𝑇 = 𝑘𝑘20𝜃𝜃𝑇𝑇𝑖𝑖−𝑇𝑇𝑆𝑆𝑆𝑆𝑟𝑟,               (13) 
where 𝑘𝑘20 is the reaction rate at a temperature of 20 °C (d-1), 𝜃𝜃 is a temperature adjustment 
coefficient.  The equations for all N reactions (i.e., denitrification, indirect nitrification, 
anammox, direct nitrification, mineralization (DON), mineralization (PON or “Sed N”), 
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and immobilization) are shown in Table 5.2 (Equations 14 to 20) and their terms are defined 
therein. 
 
Model Evaluation 
A framework of model inputs, model simulation, parameter optimization, 
comparison to data, and statistical testing was developed (Figure 5.4).  Model parameters 
were constrained by user-defined bounds derived from the literature or measured in the 
field (see Table 5.3 for inputs and parameters).  Initial parameter values were selected from 
previous studies (Husic et al., 2017a, Ford et al., 2017) and then optimized to fit collected 
sediment N, δ15NSed, and NO3- data.  Model results were compared to observed results of 
sediment N (CSN), δ15NSed, and NO3-.  First the model was calibrated to CSN simultaneously 
with δ15NSed.  Time-integrated samples of CSN and δ15NSed at the spring were used as the 
response variable for the sediment N model.  Calibration of the sediment N model was 
performed utilizing manual calibration techniques of sensitive parameters to achieve 
statistically sufficient results (α = 0.05).  Prior uncertainty analysis of sediment C 
decomposition (Husic et al., 2017b) was used to bound sediment N mineralization rates as 
the two processes are coupled (Ford et al., 2017).  Manual calibration was also performed 
to include as many of the data results within the modeled end-members as possible.  The 
modeled end-members for this system are the SFGL as the more recalcitrant source and 
pirated sediment as the labile source of C and N.  Lastly, the model was calibrated to 
discrete NO3- concentration data collected from within the conduit.  The NO3- model was 
calibrated using the constrained nonlinear multivariate solver with the Interior-Point 
Algorithm (MATLAB™ optimization toolset).    
CSN and δ15NSed data were collected at the spring from December 2012 to August 
2013 and included 18 total time-integrated traps.  Large datasets of CSN and δ15NSed can be 
investigated seasonally (Ford et al., 2017), but given that our data range is less than a year, 
we apply a statistical t-test to compare mean model and measured results (see Husic et al., 
2017b).  NO3- samples were collected from within the phreatic conduit from January 2012 
to September 2013 and include 211 discrete samples.  Given the larger size of the dataset, 
the discrete NO3- samples were compared at the hourly time-scale using the Nash-Sutcliffe 
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Efficiency (NSE).  We calibrated the model with the last 70% of the NO3- dataset (n = 148) 
and validated with the first 30% (n = 63).  The NSE   was calculated as  
𝑁𝑁𝑆𝑆𝐷𝐷 = 1 − ∑ �𝑄𝑄𝑆𝑆
𝑆𝑆 −𝑄𝑄𝑜𝑜𝑆𝑆�
2𝑇𝑇
𝑆𝑆=1
∑ �𝑄𝑄𝑆𝑆𝑆𝑆 −𝑄𝑄𝑜𝑜�����
2𝑇𝑇
𝑆𝑆=1
,             (21) 
where T is the total number of observations, Qo is the observed value at time t, Qm is the 
modeled value at time t, and 𝑄𝑄𝑜𝑜���� is the mean of observed values. The Nash Sutcliffe 
efficiency ranges from -∞ to 1, with 1 indicating a perfect match of the model to data and 
0 indicating the model performs no better than the mean of the data (Moriasi et al., 2007). 
5.5.2 Hot moments in the karst SFGL 
 We investigated moments of N turnover in the karst SFGL.  Periods that regulate 
contaminant movement to downstream waters and mitigate upstream loading are termed 
“hot moments” (Vidon et al., 2010).  We continuously simulate sediment N and dissolved 
N (NO3-, NH4+, and DON) dynamics in the subsurface karst conduit and identify periods 
of activity that mitigate elevated upstream loading.  The net removal of N was a primary 
focus for identifying hot moments.  Within the karst SFGL, N can be removed temporarily 
(immobilized into sediment) or it can be removed permanently (denitrified to dinitrogen 
gas, N2).  The removal of N can vary based on the size and availability of constituent pools.  
For example, NH4+ is continually nitrified (given appropriate field conditions) into NO3- 
until the NH4+ pool is exhausted.  Thereafter, no reactions involving NH4+ can occur until 
the pool is either recharged by inflowing water or regenerated by mineralization of organic 
N in the karst SFGL.  Pool sizes, reaction rates, temperatures, and exchanges vary 
temporally and identification of periods where removal is high are of interest.  
5.5.3 Hot spots in the karst SFGL 
We investigated spots of N turnover in the karst SFGL.  Patches within an 
ecosystem that show enhanced removal rates can be conceptualized as “hot spots” 
(Kuzyakov and Blagodatskaya, 2015). Longitudinal variations in N transformations are 
influenced by the sediment trapping capability of the conduit, connectivity to labile surface 
inputs, in-conduit transport dynamics, and the bioavailability of C substrate to fuel 
reactions.  We continuously simulate the factors and observe their net effect on sediment 
N and dissolved N (NO3-, NH4+, and DON) dynamics.  The spatial net removal of N was a 
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primary focus for identifying hot spots.  By simulating longitudinal removal rates, locations 
of enhanced removal could be identified and the dynamics and transformations that lead to 
that enhanced removal could be investigated.  Therefore, processes that vary longitudinally 
such as deposition of sediment, connectivity to the surface, and bioavailability of C in the 
karst SFGL were of high interest.  
5.5.4 Environmental drivers impacting the karst SFGL 
We investigated how environmental drivers may increase or decrease future hot 
moments and hot spots for N turnover in the karst SFGL.  Environmental drivers due to 
climate change and land use change were investigated. 
Downscaled GCM results were used to forecast relative shifts in mean monthly 
temperature and flowrate for the study site (Table 5.4a,c).  Ensemble modeling of GCM 
results, including ±1 standard deviation of forecasts, was performed in order to assess high 
and low bounds on forecasts.  A balanced GCM design of ensemble forecasts (e.g., 
downscaling approach, emission scenario) was used, and the balanced design for this study 
region is reported in Al Aamery et al. (2016).  Relative climate changes reflect the 
difference between forecast and hindcast GCM model runs.  Monthly air temperature and 
flowrate shifts were included for results centered around 2057 (see Table 5.4).  All air 
temperature inputs reflect a temperature increase.  Flowrate differences showed increases 
and some decreases (-). 
Karst conduit water temperature was needed to assess temperature shifts of climate 
change as opposed to air temperature shifts.  Therefore, an empirical relationship was 
constructed between air temperature and conduit water temperature for current conditions.  
The empirical function was used to forecast the conduit water temperature for 2057.  The 
subsurface dampens temperature variations in the conduit, and this idea is reflected in the 
forecasted temperature shifts (see Table 5.4b).  Within modeling, temperature changes are 
reflected in all biogeochemical transformations (see Equations 14 to 20 in Table 5.2).  
Within modeling, flow rate changes are reflected in quantity of inputs, erosion and 
deposition dynamics, and bed evolution. 
Environmental drivers from land use and land cover change for the groundwater 
basin were input from the USGS modeling results (Zhu et al., 2010).  The Royal Spring’s 
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groundwater basin boundary (Paylor and Currens, 2004) was used to mask the USGS 
modeling results and showed a land use shift from agricultural to urban dominance for 
2057.  Depending on forecast scenario, USGS results were 84%, 93% and 88% urban land 
use for 2057, with the remainder of land use remaining as agricultural (Table 5.4d). Within 
modeling, land use changes are reflected in the quality of organic C and N supplied to the 
subsurface (see Chapter 2 equations for explicit formulation).  Within the study area, urban 
sources of water are more heavily concentrated in C and N and as urbanization increases 
so does the quantity of C and N input to the conduit. 
 
5.6 RESULTS AND DISCUSSION  
5.6.1 Karst SFGL data collection and modeling using stable isotopes 
Stable N isotope signatures of sediment were significantly different for karst inputs 
and outputs, which allowed inference as to the net function of the karst SFGL (Figure 5.5a).  
Collected data show that Royal Spring sediment N (δ15NSed=6.45±0.71‰) was 
significantly heavier (i.e., higher δ15NSed values) compared to the urban and agricultural 
tributary sediment (δ15NSed=5.07±1.01‰) recharging the conduit (p < 1×10-5).  Time series 
comparison of the data showed that only one of the sediment samples from Royal Spring 
had a lower δ15NSed than contemporaneously sampled tributary sediment (Figure 5.5a).  
Taken together, results suggest sediment becomes enriched in 15N as it travels through the 
conduit and is temporarily stored in the karst SFGL.   
Total sediment N showed a net decrease (i.e. reduced concentration) at Royal 
Spring relative to recharging tributary sediment (Figure 5.5b).  On average, spring sediment 
N concentration (0.36±0.09 gN 100gSed-1) was 16% lower than surface tributary sediment 
(0.43±0.07 gN 100gSed-1).  Likewise, earlier data results indicated that sediment organic 
C at the spring (3.4±0.5 gC 100gSed-1) was 30% lower than tributary inputs (4.8±1.2 gC 
100gSed-1).  Thus, data results indicate that transformations act to reduce the concentration 
of sediment C and N during fate and transport within the karst SFGL.  Previous work has 
indicated the average sediment residence time in the karst SFGL to be approximately one 
year (Husic et al., 2017b), which supports the idea of labile material being trapped and 
made available for turnover in the karst SFGL. 
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While the biologically-active components of the transported sediment underwent 
changes, other data-streams indicative of physical changes to the sediment (e.g., additional 
sources) varied less.  One such data-stream, the stable carbon isotope of sediment (δ13CSed), 
indicated no significant differences between inputs (δ13CSed =-26.64±0.80‰) and outputs 
(δ13CSed -26.61±0.86‰).  As a further support for this idea, particle size distribution 
analysis of sediment collected at surface tributaries (D50 = 29.8 μm), the surface outlet (D50 
= 29.8 μm), and the groundwater conduit (D50 = 31.6 μm) showed no significant 
differences (Husic et al., 2017a).   
Taken together, data suggests sediment enters the karst conduit, resides in the karst 
SFGL on average for one year, and exits the conduit at the spring.  During temporary 
residence in the SFGL, sediment becomes enriched in 15N by more than one per mil, and 
loses both sediment N and organic C.  Nitrogen cycling of sediment N and microbial 
turnover of sediment C in the karst SFGL are suggested, as opposed to mixing with an 
external (i.e., missing) sediment source because δ13CSed and particle size distributions of 
conduit inputs and outputs are identical.  A lack of change in δ13CSed is consistent with the 
fact that isotopic enrichment is small during sediment C turnover (i.e., the enrichment 
factor for sediment C turnover is ~0–2‰, Jacinthe et al., 2009).  This enrichment factor is 
small relative to other C transformations such as uptake (15-25‰) and methanogenesis (5-
10‰) (Jensen et al., 2018).  Lack of change in the particle size distribution also suggests 
the same sediments are moving through the conduit, and recent results have suggested that 
temporary residence in the SFGL does not change the particle size distribution of 
sediments, at least in this temperate region (Fox et al., 2014). 
The stable N isotope composition of nitrate (δ15NNO3) collected from within the 
conduit (6.94‰±1.89‰) was slightly heavier than the δ15NSed leaving the conduit 
(6.45±0.71‰).  For most of the year, the dissolved NO3- transported in the conduit is 
dominated by NO3- drained from the surrounding landscape rather than NO3- outgassed 
from the sediment bed.  That is, transport of NO3- through karst systems is suggested to 
have a greater control on downstream NO3- concentration and loading than biochemical 
production (see Chapter 3).  Therefore, we expect that one of the reasons for similarities in 
δ15NNO3 and δ15NSed is heterotrophic microbe demand by the karst SFGL for isotopically 
heavier NO3- entrained in the water column.  As the isotopically lighter, tributary-derived 
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sediment (δ15NSed=5.07±1.01‰) is deposited to the bed, assimilation of the isotopically 
heavier nitrate (δ15NNO3=6.94±1.89‰) by karst SFGL biota leads to an increase in δ15NSed 
of sediment that eventually discharges at the spring (δ15NSed=6.45±0.71‰).  We do expect 
some fractionation during immobilization (ε = 1-13‰, Jensen et al., 2018), but microbial 
demand is one reason for the isotopically heavier δ15NSed, which is further discussed below.    
The karst SFGL numerical model showed sensitivity during calibration for a 
number of different response variables, which in turn showed the utility of multi-objective 
calibration.  Carbon and nitrogen concentration of sediment showed sensitivity to C and N 
turnover rates within the karst SFGL.  Turnover rates were sensitive as C and N 
concentration of sediment significantly decreased from the entrance to the exit of the 
conduit.  δ15NSed provided a unique response variable for several reasons.  Modeled δ15NSed 
did exhibit some dependence on C and N turnover.  This is primarily due to the loss of 
labile organic matter (i.e., algae and litter, δ15Nalgae=5.0‰ and δ15Nlitter=3.9‰) relative to 
recalcitrant organic matter (i.e., soil organic matter, δ15NSOM=6.9‰) at the conduit entrance 
to the exit.  Modeled δ15NSed was also slightly sensitive to N turnover during mineralization 
(i.e., ε=±1‰ during mineralization, Jensen et al., 2018).  However, the sensitivity of 
δ15NSed modelled to mineralization alone did not allow good comparison of modeled 
δ15NSed with data δ15NSed results.  We found that the δ15NSed response variable was sensitive 
to assimilatory immobilization by heterotrophs in microbial films of the karst SFGL.  
Immobilization of NO3- accounted for approximately a 0.20‰ increase in δ15NSed, which 
represented approximately 15% of the observed fractionation.  Process justification for 
model calibration can be explained if relatively-enriched δ15N is assimilated by the 
sediment microbial pool leading to the sediment organic N substrate becoming enriched in 
15N.  The good agreement between δ15N of nitrate and sediment (6.94±1.89 and 
6.45±0.71‰, respectively), as discussed above, further justifies adjusting immobilization 
rates to calibrate modeled δ15NSed at the conduit outlet with observed δ15NSed data.  
Our model evaluation showed that modeled end-members, including pirated 
surface sediment and karst SFGL, bounded well the data results of transported sediment 
(Figure 5.6).  Data results falling outside of the modeled end-members are likely due to 
high variability in the quality of source material.  This material may be flushed directly 
through the conduit (without deposition) and thus is not transformed significantly within 
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the karst SFGL.  Histograms of modeled SOC, TN, δ13CSed, and δ15NSed compared well to 
data results, but modeled results tend to have less deviation as compared to data results 
(Figure 5.7).  The sediment N model under predicts the range of variability seen in the data 
partly because the model is spatially discretized to one kilometer reaches and captures 
mean trend behavior (Husic et al., 2017b).  
In summary, our N isotope data and numerical model results showed the efficacy 
of the ambient isotope data to be sensitive to net N transformation in the karst SFGL.  The 
utility for stable isotope data to assist with multi-objective calibration was also shown.  The 
efficacy of N isotopes to reduce uncertainty for this application adds to an emerging body 
of literature that emphasizes the use of stable isotopes for watershed and water quality 
modeling (see Jensen et al., 2018).  The confidence gained from the data and model results 
allowed us to carry forward the model to investigate hot moments, hot spots, and 
environmental drivers. 
5.6.2 Hot moments in the karst SFGL 
Dissolved N model formulation and results were crucial to identifying temporal 
variability of the karst SFGL behavior.  The dissolved N numerical model performed well 
for the bulk of samples collected from within the phreatic conduit (Figure 5.8).  Nash 
Sutcliffe coefficients of 0.33 and 0.19 during the calibration and validation phases, 
respectively, indicate the utility of in-conduit modeling to improve dissolved N 
transformation estimates.  In one instance during an event in January 2013, modelling was 
unable to capture a transient flushing of NO3- that accounted for the three largest NO3- 
concentrations of the 211 sample set.  To this end, a closer inspection of N dynamics 
indicates that hydrologically active, or wet, conditions versus dry conditions control 
temporal variability of the karst SFGL behavior.  We distinguish wet versus dry conditions 
in our figures based on seasonally dependent rainfall and, in turn, mean water discharge in 
the conduit.  For the duration of this study (two years), the wet season (December through 
May) accounts for 75% of water discharge at the spring and the dry season accounts for 
the remaining 25%. 
We found that hot moments of N turnover occur during dry conditions when 
temperatures are high, discharge is low, and nitrification is limited in the karst SFGL 
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(Figure 5.9a).  During the wet season (Figure 5.9b), the NO3- concentration of outflowing 
water closely follows that of inflowing water due to its low residence time and lack of net 
exchange with the karst SFGL.  During the dry season (Figure 5.9c), NO3- concentrations 
between inflowing and outflow water begin to diverge due to longer residence times, which 
allows for increased relative exchange with the SFGL. 
Transformations of NH4+ and NO3- within the karst SFGL also vary temporally 
(Figure 5.10).  NH4+ transformations such as mineralization, immobilization, and indirect 
nitrification are heavily reliant upon the size of the sediment N pool so they fluctuate 
seasonally based on trapping of surface-derived sediment and decomposition dynamics 
(Figure 5.10a).  Typically, the sediment N pool is large enough to sustain reactions year-
round. On the other hand, the dissolved NH4+ pool can be exhausted during dry periods of 
limited nutrient-laden recharge to the conduit. Processes dependent on the availability of 
NH4+ such as anammox and direct nitrification contribute negligibly to NH4+ 
transformation during these dry spells.  NO3- transformations are tightly coupled to 
availability of NH4+ (for direct nitrification), sediment C (for denitrification), and sediment 
N (for indirect nitrification) (Figure 5.10b).  Nitrification is the primary contributor to the 
NO3- load, but is dependent on NH4+ availability which, as shown previously, can be 
limited during dry spells.  Thus, recharge of NH4+ and DON from concentrated and diffuse 
pathways are shown by the model to fuel nitrification (Figure 5.10a).  On the other hand, 
denitrification is driven largely by the sediment community and thus transforms NO3- into 
N2 during hydrologically active and inactive periods.  Indirect nitrification varies 
temporally, but is sustained throughout the study period by the completion of sediment N 
mineralization (from organic N to NH4+ to NO3-).  The relative stability of temperature 
within the conduit (Tavg = 14.1±3.5 °C) keeps nitrifying activity high and nitrification rates 
by bacteria at near constant levels throughout the year.  Taken together, modeling results 
estimate that the karst SFGL acts as a net-nitrifier during wet conditions (Figure 5.9b).   
Modeling results estimate that hot moments for N removal (i.e., net-denitrifying) 
occur during dry conditions when nitrification is limited in the karst SFGL.  The dry 
conditions cause the karst SFGL to shift from a net N source to a net N sink (Figure 5.9c).  
Net DIN removal occurs as the denitrification and anammox fluxes exceed nitrification 
fluxes in the phreatic conduit (Figure 5.10a,b).  Limited nitrification is reflected in the lack 
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of available NH4+ and DON input to the conduit given the low water recharge rates during 
the dry season.  For example, the availability of reactive material on N transformation is 
reflected in the formulation for direct nitrification (Equation 17), which depends on NH4+ 
concentration in the conduit water.  Other formulations, such as denitrification (Equation 
14) are not dependent on reactive material concentration as our datasets justifies that NO3- 
was non-limiting (NO3- is on the order of 1 mg N L-1 or higher).  Additionally, the stability 
of the karst SFGL bed provides year-long availability of sediment organic C to fuel the 
reaction (although the quality of sediment organic C does change bi-annually).  At the same 
time, NO3- concentration data at the spring showed its lowest levels during these dry 
periods, which agrees with N removal (e.g., in Figure 5.9c, 60% NO3- removal in August 
2012).  Comparing the results of this conduit study to the results of the aquifer-scale study 
in Chapter 3, we see the impact of the conduit on NO3- concentration relative to other 
pathways (Table 5.5).  The karst SFGL’s impact on NO3- concentration is on the order of 
the soil reservoir.  Net results are 8.9% reduction in NO3- concentration in the dry season 
and 3.6% increase in NO3- concentration in the wet season.  Distributed across temporary 
and permanent N removal mechanisms, the proportions of reactive N in the water column 
removed by microbial immobilization, denitrification, and anammox are 18%, 47%, and 
35%, respectively. 
The subsurface karst SFGL shows similarities and differences with surface streams 
draining agricultural lands.  Surface streams show high temperature dependence with low 
winter temperatures reducing production rates by orders of magnitude to near zero (White 
et al., 1991; Thamdrup and Fleischer, 1998) and N transformation rates are near zero 
(Miller et al., 2015).  Light-absent karst obviously does not have light-dependent 
autotrophy and temperature dependence is relatively low due to the stability of temperature 
(14.1±3.5 °C) from the rock layers.  The karst SFGL stability result contrasts with surface 
streams where high rainfall events have been shown to change the SFGL makeup and 
blanket the streambed with low-quality (recalcitrant) organic matter that would exhibit low 
nitrification from coupled C and N turnover (Arango and Tank, 2008; Ford et al., 2015a).  
The net removal results during dry conditions are similar to nutrient dynamics in slow-
moving surface waters with high nitrate concentration overlying agriculturally-derived 
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sediments, where denitrification dominates transformations (Birgand et al., 2007; Arango 
and Tank, 2008; Zarnetske et al., 2011).   
In summary, results suggest that the karst SFGL’s ability to act as a net N source 
or sink during hot moments is mostly controlled by water inputs.  N dynamics in the wet 
season are heavily influenced by physical transport and hydrodynamic routing of surface-
derived water through the subsurface conduit.  The influence of physical factors on N 
dynamics during the dry season begins to wane and relative importance of biochemical 
drivers becomes more apparent.  Thus, hot moment nutrient dynamics within karst SFGL 
are impacted by both hydrologic delivery and biochemical availability and turnover of 
material. 
5.6.3 Hot spots in the karst SFGL 
We find that hydrologic conditions also dictate spatial variability of the karst SFGL 
behavior.  Hot spots for N turnover in the karst SFGL occur close to the sinking stream’s 
entrance into the cave.  That is, spatial variability, and in turn hot spots of NO3- turnover, 
are heavily influenced by longitudinal distribution of the C and N content of the karst SFGL 
(Figure 5.11).  Peak N removal for most spatial cells occurs during the middle of summer 
in August (Figure 5.11a).  During this time, the addition of NO3- by NH4+ oxidation is at 
its lowest due to dry season conditions, organic C has been deposited to the SFGL during 
the hydrologically wet spring and summer, conduit water temperatures are at their highest, 
and denitrification rates are also at their highest levels.  However, N removal fluxes are 
higher in the upper sections of the conduit as compared to longitudinally downstream cells 
(Figure 5.11b).  Within the upper reaches of the Cane Run watershed, the surface and 
subsurface are highly connected (~50 swallets per 10 km of stream) and intermittently 
recharge the karst SFGL with organic matter and nutrients from urban land.  However, the 
downstream third of the karst SFGL is largely disconnected from the surface stream and 
relies on already-processed bed material (i.e., recalcitrant, low quality C) to be transported 
from upstream in the conduit.  This low quality material provides less fuel for 
denitrification (Figure 5.11b,c).  In summary, hot spots for N turnover in the karst SFGL 
occur close to the sinking stream’s entrance into the karst cave.  The reason is because the 
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fluid’s energy to transport sediment is limited in phreatic karst, and therefore labile 
sediment C deposits after entering the cave and can fuel N turnover (Husic et al., 2017a). 
Hot spots for N turnover have not been discussed extensively for streams in caves, 
to our knowledge, but show parallels to surface streams and groundwater results. While 
agricultural surface streams are subject to quasi-seasonal C fluctuations based on 
autotrophy and heterotrophy (Arango and Tank, 2008; Ford et al., 2015a), the karst SFGL 
behavior is more heavily influenced by hydrodynamic delivery of C diffused longitudinally 
across the conduit.  Nonetheless, in both systems denitrification and anammox are 
influenced by organic C availability and anoxic conditions (Trimmer et al., 2003; Rysgaard 
et al., 2004) although some studies have shown less dependence of anammox on organic 
C availability (e.g., Kumar et al., 2017).  In a meltwater stream, spatial variability and the 
presence of benthic microbial mats highly influences potential denitrification rates 
(Gooseff et al., 2004).  Lastly, Hedin et al. (1998) showed hot spots of denitrification where 
two groundwater flow paths converge to form zones of high denitrification.  Thus it is 
likely that spatial variability in the delivery and trapping of water, sediment C, and N 
largely influences the extent of N removal both in surface systems and in our subsurface 
cave.  
One practical implication of explicitly representing the karst SFGL and its N hot 
moments and hot spots relates to field sampling agendas.  The determination of locations 
to sample and the timing of data collection are important considerations for researchers as 
dissolved and particulate C and N can vary both spatially and temporally within a karst 
conduit.  For example, when un-mixing sources of NO3- with stable isotopes (15NNO3 and 
18ONO3), researchers will often assume that baseflow water samples represent phreatic 
diffuse flow water.  However, if samples are collected during a period of high N removal 
within the subsurface, source provenance results may be negatively affected.  
Another implication of explicitly representing the karst SFGL and its hot moments 
and hot spots relates to the discussion of C, N and P limits in cave systems (Northup and 
Lavoie, 2001; Simon and Benfield, 2001), at least in the case of karst draining agricultural 
lands with high leaching of NO3-.  In time, the non-dominant dissolved N (NH4+) limitation 
during low flow shifts the net behavior of the karst SFGL and cave overall from an N 
source to N sink.  Spatially, available C becomes limited longitudinally downstream in the 
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cave due to microbial respiration and accumulation of recalcitrant C and therefore 
biological processes may favor N increases rather than removal (Figure 5.9).  The latter 
point agrees with recent reports by others (Gallo et al., 2014; Leigh et al., 2016) that we 
need to do a better job to understand surficial inputs of C from rivers feeding karst systems. 
 
5.6.4 Environmental drivers impacting the karst SFGL 
Environmental drivers are predicted to increase hot moments and hot spots in karst 
SFGL in this wet temperate region (Figure 5.12).  Peaks in NO3- removal will increase by 
an average of 16.7±18.6% under 12 future scenarios that include conduit temperature, 
conduit flow rate, and land use changes to the watershed (Figure 5.12a).  The trend for all 
scenarios above current base levels (Figure 5.12a) is a greater peak in the summer and a 
greater width to the length of time the karst conduit acts as a net-denitrifier.  Increases are 
associated with greater temperatures (thus affecting reaction rates) and a shift towards a 
more labile C source (the urban sediment, in the case of the Cane Run Watershed).  In 
particular, land use changes to the watershed will have the greatest impact on sediment C, 
N, and dissolved N processes (Figure 5.12b).  Land use for the watershed is projected to 
approach 90% urban by 2057, a stark contrast to the current 40% urban land use.  The 
quality of sediment entering the conduit will be most affected by this change.  The sediment 
C content of urban sediment (5.70 gC 100gSed-1) is about 50% greater than agricultural 
sediment (3.83 gC 100gSed-1) in Cane Run thus providing more fuel to all reactions which 
rely on organic C.   
 Temperature has the smallest impact to the biogeochemistry of the subsurface karst 
SFGL (Figure 5.12b).  Changes in air temperature over the next 30 years may be quite 
noticeable, but the effect that temperature has on karst conduit water is significantly 
dampened.  As surface water enters the subsurface, it is cooled by the limestone bedrock.  
A significant change to the natural background temperature of the karst rock would have 
to occur for temperature effects on conduit N removal to have a significant effect.  Thus, 
in the case of the karst SFGL, warming of the atmosphere and surface temperatures is not 
expected to significantly change hot spots and may slightly increase the intensity of hot 
moments when temperatures are highest (e.g., in August and September).  
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 Changes to flow rate have some of the largest impacts to sediment delivery, N 
removal, and N turnover (or lack thereof) in the karst SFGL.  Less mineralization of N and 
decomposition of C is projected to occur in the future, potentially due to eroding of the 
cave stream bed.  Important to note is that the sediment transport model in this study was 
calibrated to current conditions (2011-2018) and as such was formulated to maintain long-
term bed equilibrium.  However, with an increasingly changing climate, this long-term bed 
equilibrium may shift towards net erosion or deposition.  For this region, climate change 
is expected to generally increase flow rates (Al Aamery et al., 2016), and a change in the 
amount volume of water discharged as baseflow, for example, could introduce clean water 
that has the energy to entrain sediment particles (Husic et al., 2017).  Projections of 
discharge change are difficult to constrain as they are derived from precipitation which is 
fraught with uncertainty (Hawkins and Sutton, 2011).  While further work will need to be 
done to constrain results and potentially calibrate to future scenarios, projected changes in 
flow rate, land use, and temperature, will likely result in a net increase in NO3- removal.   
5.7 CONCLUSIONS 
The main conclusions of this chapter are the following: 
• Stable nitrogen isotope signatures of sediments were significantly different for karst 
inputs and outputs, which allowed inference as to the net function of the karst 
SFGL.  Stable isotopes were helpful in numerical model calibration, and coupling 
multi-objective calibration with stable isotope subroutines reduced uncertainty of 
N transformation rates. 
• Hydrologically active (wet) conditions versus dry conditions controlled temporal 
variability of the karst SFGL behavior.  Hot moments occur during dry conditions 
when nitrification is limited in the karst SFGL.  The dry conditions cause the karst 
SFGL to shift from a net N source to a net N sink. 
• Hydrologic conditions also dictate spatial variability of the karst SFGL behavior.  
Hot spots for N turnover in the karst SFGL occur close to the sinking stream’s 
entrance into the cave.  The reason is because the fluid’s energy to transport 
sediment is limited in phreatic karst, and therefore labile sediment carbon deposits 
soon after entering the cave, fueling N turnover. 
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• Environmental drivers are predicted to increase hot moments and hot spots in karst 
SFGL in this wet temperate region.  Climate change associated with temperature 
and land use change associated with urbanization will cause increases to the 
duration and intensity of hot moments.  The effect of climate changes to 
precipitation is not clear, but may lead to greater denitrification and lower residence 
time of sediment.  
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5.8 TABLES AND FIGURES 
Table 5.1  Summary of dominant processes in subsurface karst SFGL.  Note: justification 
for excluding a process is noted by a parenthetical in the process description.  
 
Process Name Modeled in This Study? Description of Process 
Erosion Yes Detachment of sediment particles from the SFGL 
Deposition Yes Sedimentation of suspended particles to the SFGL 
Mixing Yes Mixing of suspended and C & N during net-zero erosion-deposition 
Decomposition Yes Degassing of organic C as dissolved inorganic C 
Mineralization Yes Conversion of organic N into mineral N 
Immobilization Yes Incorporation of inorganic N into biomass by heterotrophs 
Direct Nitrification Yes Oxidation of stream-water ammonium to nitrate 
Indirect Nitrification Yes Oxidation of mineralized ammonium to nitrate 
Denitrification Yes Anaerobic reduction of nitrate to nitrogen gas 
Anammox Yes Anaerobic oxidation of ammonium to nitrogen gas 
Plant Uptake No Assimilation of inorganic N by autotrophs  (requires light) 
Photoautotrophy No Assimilation of DIC for primary production  (requires light) 
Chemoautotrophy No Oxidation of electron donors not requiring light  (abundant organic carbon present in conduit) 
Fixation No Conversion of dissolved N gas to ammonium  (not open to atmosphere) 
Volatilization No Conversion of ammonia to ammonia gas  (not open to atmosphere i.e. no air exchange) 
DNRA No Dissimilatory nitrate reduction to ammonium  (no NO2- accumulation) 
Sorption/Desorption No Abiotic attachment of ions to substrate  (Relatively low mean NH4+ concentrations and well-mixed SFGL) 
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Table 5.2 Nitrogen transformations, equations, terms and units, and associated references.   
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Table 5.3 Model inputs, sediment nitrogen and δ15NSed model parameter ranges and calibrated values, and dissolved N model parameter 
ranges and calibrated values. 
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Table 5.4 a) Relative air temperature shifts (all increases) for 2057 using GCM ensemble 
results.  b) Relative conduit water temperature shifts (all increases) for 2057 using GCM 
ensemble results.  c) Relative mean flow shifts for 2057 using GCM ensemble results. 
Results for ±1 standard deviation (σ) from the projected mean are shown. d) Forecasted 
scenarios for land cover change for 2057.   
 
 a) Air Temperature Changes b) Conduit Temperature Changes 
 Mean ΔT ΔT+1σ ΔT-1σ Mean ΔT ΔT+1σ ΔT-1σ 
Month (°C) (°C) (°C) (°C) (°C) (°C) 
January 2.7 3.3 2.2 0.5 0.6 0.4 
February 2.0 3.0 1.0 0.3 0.5 0.2 
March 1.8 3.1 0.5 0.5 0.9 0.1 
April 2.2 3.2 1.2 0.7 1.0 0.4 
May 2.8 3.8 1.7 0.8 1.2 0.5 
June 3.4 4.4 2.5 0.4 0.5 0.3 
July 3.7 5.6 1.8 0.1 0.1 0.0 
August 4.0 5.8 2.2 0.0 0.1 0.0 
September 4.2 5.8 2.7 0.6 0.9 0.4 
October 3.5 4.5 2.5 0.5 0.7 0.4 
November 2.7 3.5 1.8 0.4 0.5 0.3 
December 2.9 4.2 1.6 0.5 0.7 0.3 
  c) Percent Change in Flow d) Land Use Projections 
  Mean ΔQ ΔQ+1σ ΔQ-1σ  Urban Agriculture 
Month (%) (%) (%)  Scenario (%) (%) 
January 26.6 48.8 4.3 A2 84 16 
February 21.1 38.1 4.2 A1B 93 7 
March 14.8 38.6 -8.9 B1 88 12 
April 24.9 50.8 -0.9       
May -2.4 19.3 -24.1    
June -11.0 11.8 -33.8    
July 1.8 36.5 -32.9    
August 10.0 44.0 -23.9       
September 17.3 52.4 -17.8       
October -2.2 29.8 -34.3       
November -0.4 23.8 -24.6       
December 33.8 53.4 14.3       
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Table 5.5 Fate of NO3- during temporary residence within karst soil, epikarst, matrix, and 
conduit (SFGL) zones.  Soil, epikarst, and matrix results are from Chapter 3.  The SFGL 
zone is further subdivided to highlight seasonality of conduit N transformation.  MRT = 
mean residence time (see Chapter 3 for MRT method and results).  
 
 Soil Epikarst Matrix SFGL (dry) SFGL (wet) 
Inflow (mg N L-1) 1.66 3.44 3.18 2.03 3.34 
Outflow (mg N L-1) 3.09 3.21 2.79 1.90 3.39 
MRT (d) 25.0 41.2 148.2 1.5 
Change (ΔN d-1) +5.7% -0.6% -0.3% -8.9% +3.6% 
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Figure 5.1 Lighted photograph of the karst SFGL from an underwater camera placed in a 
groundwater well that intersects a phreatic conduit 20 meters below the ground surface.  
SFGL = “surficial fine-grained laminae”. 
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Figure 5.2 (a) Conceptual model of sediment carbon (SOC) and nitrogen (SN) delivery, 
trapping, and export in fluviokarst system.  Emboldened text indicates processes. (b) 
Transect of a phreatic conduit illustrating dominant processes. Inflow of SOC and SN is 
supplied by quickflow pathways and inflow of dissolved inorganic N and dissolved organic 
N is supplied by quickflow, fracture, and matrix pathways.  Physical processes include 
deposition, erosion, and equilibrium mixing.  Biochemical processes include N 
immobilization, mineralization, nitrification, denitrification, anammox, and C 
decomposition.  
 
  
(Adapted from Husic et al., 2017a) 
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Figure 5.3 (a) Cane Run watershed and Royal Spring basin, (b) karst swallet pirating 
surface flow during low flow, and (c) watershed attributes 
 
 
(Adapted from Husic et al., 2017a) 
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Figure 5.4 Sediment N concentration (CSN), sediment N isotope (δ15NSed), and nitrate 
(CNO3) modeling framework. STAGE 1: Model inputs from previously published water, 
sediment, and carbon (Husic et al., 2017a,b), and NO3- pathway recharge (Chapter 3) 
results.  STAGE 2: Sediment N and δ15NSed modeling.  Immobilization and mineralization 
rates (kimm and kmin) of nitrogen pools (i.e., algae, litter, and soil) were calibrated and 
evaluated using a t-test.  STAGE 3: Dissolved nitrogen (NO3-, NH4+, and DON) modeling.  
Sensitive rates (βDEN and knitr) were calibrated to match model results to CNO3 data.    
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Figure 5.5 Elemental and isotopic data results for (a) stable nitrogen isotope of sediment 
(δ15NSed), and (b) sediment nitrogen (SN) at two surface tributaries (Spindletop and 
Lexmark) and the conduit discharge point (Royal Spring).   
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Figure 5.6 Modeled results of (a) SOC, (b) SN, (c) δ13CSed, and (d) δ15NSed at Royal Spring. 
Legend: Blue line indicates composition of suspended sediment, solid black line indicates 
composition of the SFGL, and dashed black line indicates average composition of pirated 
surface sediment.  Black and red bars represent data and model results with the width of 
each bar describing the deployment duration of the temporally-integrated sediment trap 
sample.   
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Figure 5.7  Histogram distribution of data and model results at Royal Spring (n = 18) for 
(a) SOC, (b) SN, (c) δ13CSed, and (d) δ15NSed. 
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Figure 5.8 Measured vs modeled NO3- concentrations.  The model simulates the typical 
range of observed NO3- (0 to 4 mg N L-1) well.  Three data points during disproportionately 
affect model statistics and are associated with a transient event of high NO3- flushing. 
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Figure 5.9 Time-series of modeled NO3- concentrations for water recharging the conduit 
(inflowing) and water discharging at KYHP (outflowing). (a) During the entire study 
period, (b) zoomed-in view a wet season (net-nitrifying), and (c) zoomed-in view of a dry 
season (net-denitrifying).  Shaded regions indicate dry seasons. 
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Figure 5.10 Mean (i.e. averaged over the entire conduit) transformations and removal of 
(a) NH4+ and (b) NO3- over the two-year study period.  For example, positive NO3- removal 
values represent NO3- losses (e.g. denitrification) whereas negative removal values 
represent additions to the NO3- pool (e.g. nitrification).  Spring discharge is shown on the 
secondary axis. Shaded regions indicate dry seasons.   
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Figure 5.11 (a) Modeled NO3- removal and (b) modeled sediment carbon and (c) nitrogen 
content as they vary spatially within the karst SFGL over the course of the two year study 
period.  Positive NO3- removal values represent aggregate NO3- losses (e.g. denitrification) 
whereas negative removal values represent additions to the NO3- pool (e.g. nitrification).  
Results indicate that cells with greater sediment carbon contents remove relatively more 
NO3- during the dry season and contribute relatively less NO3- during the wet season.  
Additionally, upstream cells (spatial steps 1 to 10) are more well-connected to labile 
organic inputs from the surface than are downstream cells (spatial step 11 to 16).  Gaps in 
continuous modeling indicate that a substrate was exhausted (i.e. complete erosion of 
SFGL).  Shaded regions indicate dry seasons. 
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Figure 5.12 (a) Change in net-nitrate removal in karst SFGL under varying temperature, flow discharge, and land use 2057 scenarios.  
(b) Percent change in model yields and fluxes under varying temperature, flow discharge, and land use 2057 scenarios. 
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Chapter 6: Nitrate removal in a phreatic karst conduit: estimating nitrification and 
denitrification rates by coupling stable isotope data with numerical modeling 
 
6.1 ABSTRACT 
 
 Nitrate (NO3⁻) removal estimates in turbulent karst groundwater pathways are 
lacking due, in part, to the difficulty of accessing highly heterogeneous subsurface 
environments.  To address this knowledge and methodological gap, we collected daily 
NO3⁻, δ15NNO3, and δ18ONO3 data for 65 consecutive days at a subsurface phreatic karst 
conduit and the spring it feeds, and we develop a numerical model of NO3⁻ isotope 
dynamics to help provide closure of N transformation rates in the subsurface.  The phreatic 
karst conduit in this study showed usefulness as a closed system experiment to investigate 
N transformation in karst.  During the study period, the investigated portion of the karst 
sinking stream acts as a net source of NO3⁻ via net nitrification, albeit with evidence of 
denitrification of soil organic nitrogen, fertilizer N, and manure N sources.  The isotope-
aided numerical model greatly reduced uncertainty (i.e., solution domain reduced by 99%) 
when estimating NO3⁻ removal for the karst sinking stream. The karst sinking stream’s 
NO3⁻ removal (16.8±21.5 mg N m-2 d-1) falls between the bounds of groundwater systems 
(~1 mg N m-2 d-1) and surface water systems (~100 mg N m-2 d-1).  The areal extent of karst 
sinking streams, caves, and phreatic conduits may be limited, but results suggest they have 
disproportionately greater effects on NO3⁻ removal relative to other groundwater 
pathways.  This contribution shows the efficacy of ambient N isotope data to reflect N 
transformation in subsurface karst, highlights the usefulness of stable isotopes to assist with 
water quality numerical modelling in karst, and provides a rare, if not unique, reported 
estimate of N fate in karst conduits.  
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6.2 INTRODUCTION 
Subsurface karst pathways including sinking streams, caves, fractures, and matrix 
pores have recently been reported to transform NO3⁻ and ammonium (NH4+) (McCormack 
et al., 2016; Orr et al., 2016).  Dissolved nitrogen in sinking streams may have shorter 
residence times relative to other groundwater stores, suggesting a decreased importance of 
N removal, especially during hydrologic events (McMahon, 2001; McCallum et al., 2008; 
Jahangir et al., 2013; Orr et al., 2016).  However, unlike matrix and fracture pathways, the 
availability of sediment organic carbon in karst conduits, by way of sinking streams, can 
fuel heterotrophic denitrifiers, analogous to sediments in surface streams (Chapter 5).  This 
process occurs in the cave bed, and we adopt sediment transport terminology and call the 
thin sediment layers stored in subsurface karst the ‘surficial fine-grained laminae’, or SFGL 
(Droppo and Stone, 1994; Stone and Droppo, 1994; Russo and Fox, 2012).  The 
bioavailable carbon entering the subsurface via sinking streams suggests that karst conduits 
could have disproportionate effects on NO3⁻ transformation and removal relative to other 
groundwater pathways over the same time period.  
At the watershed scale, karst basins have been shown to turn over N through 
analysis of surface soil N inputs and springhead NO3⁻ loads (McCormack et al., 2016).  
However, few, if any studies report N transformations, including denitrification, for sinking 
streams and phreatic conduits (Yue et al., 2018).  One major reason for the lack of reporting 
is access.  Subsurface karst conduits are often difficult to locate even with a variety of 
geophysical methods (Zhu et al., 2011).  Additionally, if located, they are difficult to access 
in such a way that net upstream-to-downstream N fate analysis can be performed.  One 
possible solution is that subsurface sediment discharged by karst springs (Reed et al., 2010; 
Husic et al., 2017a) could be collected and investigated via lab incubation studies.  
However, past review has shown lab incubations, and fundamental investigation of N 
turnover, show an order-of-magnitude higher difference relative to apparent N turnover 
rates derived from field assessments (Birgand et al., 2007).  Therefore, our motivation was 
to estimate N transformation and turnover from within a karst conduit using field 
assessment methods. 
A number of method advances are needed to estimate N turnover in a phreatic karst 
conduits.  One method advancement needed is to intersect a conduit.  The probability of 
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randomly drilling into a karst conduit is incredibly low (Zhu et al., 2011).  In addition to 
being improbable, indiscriminate drilling is also incredibly resource intensive and intrusive 
(Zhu et al., 2011).  Conventional geophysical methods such as electrical sounding and 
electrical profiling cannot adequately identify subsurface voids in areas of high karst 
geologic complexity (Chalikakis et al., 2011).  On the other hand, electrical resistivity has 
shown success in karst (Roth and Nyquist, 2003; Chalikakis et al., 2011; Zhu et al., 2011).  
Electrical resistivity lines identify low resistivity areas (water-filled voids) and high 
resistivity areas (solid bedrock) (Denahan and Smith, 1984) and inform subsequent drilling.  
Therefore, adoption of an appropriate geophysical method that provides significant 
differences in void and bedrock characterization is an important precursor to investigating 
in-conduit longitudinal fate.   
Another method advancement is use of ambient stable N isotopes.  Stable N 
isotopes can be used to separate allochthonous and autochthonous sources (Ford and Fox, 
2014; Husic et al., 2017a), elucidate denitrification processes (Clément et al., 2003; Xue 
et al., 2009), and assist with reducing equifinality in numerical modeling (Ford et al., 
2017).  Further, the oxygen isotope within NO3- is an additional tracer and can be used to 
delineate NO3⁻ sources (Xue et al., 2009; Jensen et al., 2018).  Nitrogen transformation 
and fractionation typically occurs through biologically mediated pathways (Kendall et al., 
2007; Sharp et al., 2007).  Stable N isotope fractionation of NH4+ varies from relatively 
little to significant depending on NH4+ pool size (Kendall et al., 2007; Jensen et al., 2018) 
while fractionation of the organic N pool is small (Kendall et al., 2007).  The extent to 
which denitrification enriches N and O isotopes also varies from very little to a significant 
amount depending on the site of denitrification (e.g., water or sediment) (Lehmann et al., 
2004; Sigman et al., 2005).  As stable N isotopes can be indicative of subsurface 
transformations, we apply this methodology within the intersected conduit to infer 
biogeochemical fate processes in karst.  
Another method advancement is to use numerical modeling of stable isotopes.  
Characterizing flow and contaminant transport in karst is a non-trivial task.  Extensive 
spatial heterogeneity in the subsurface makes it difficult to physically monitor fluxes and 
adequately constrain unknowns (Heffernan et al., 2012).  A cost-effective alternative to 
high-resolution data collection is numerical modeling (Jensen et al., 2018).  Numerical 
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modeling can provide a continuous estimate of integrated processes within a study section 
provided inputs and outputs are measured and knowledge of hydrodynamic behavior in the 
testbed is known (Husic et al., 2017b).  Literature exists for models of karst hydrology 
(Jeannin, 2001; Palanisamy and Workman, 2015), sediment transport (Nerantzaki et al., 
2015; Husic et al., 2017b), particulate carbon and nitrogen fate (Chapter 5), and NO3⁻ 
concentration (Yoshimoto et al., 2013; Hartmann et al., 2016; Chapter 3).  Though applied 
as a data-driven approach, the isotopes of NO3⁻ (δ15NNO3 and δ18ONO3) have been used to 
study N cycling within forested stream ecosystems (Sebestyen et al., 2014) and to 
apportion NO3⁻ sources using a decision tree informed by isotopes (Xue et al., 2013).  
However, no studies to our knowledge have focused on numerical modeling of δ15NNO3 
and δ18ONO3 fate in karst.   
Our objectives were (1) set up an experiment to assess N turnover in karst conduits 
by collecting NO3⁻ concentration and stable isotope (δ15NNO3 and δ18ONO3) data from 
within a longitudinal section of conduit, (2) develop a number model capable of simulating 
N stable isotope transformation in the karst SFGL, and (3) estimate karst N turnover 
relative to groundwater and surface water N removal.  These objectives provide the 
structural subheadings for the methods and results of this chapter. 
6.3 THEORETICAL BACKGROUND 
The theoretical background provides the context behind our conceptual model of 
the N transformations, turnover, and isotopic changes that occur in the karst SFGL (Figure 
6.1).  The theoretical development from Chapter 5 is relevant to this chapter as dissolved 
and particulate phases of N are highly coupled.  As previously mentioned, the karst SFGL 
is the thin surficial sediment layer that covers the cave bed.  The karst SFGL receives 
dissolved inputs (e.g., dissolved organic carbon and nitrogen) from the bedrock matrix, 
epikarst, sinkholes, and sinking streams.  On the other hand, the karst SFGL receives inputs 
particulate inputs (sediment organic carbon and nitrogen) only from tertiary porosity 
pathways (e.g., sinkholes, swallets, and sinking streams).  Together, these inputs provide 
the necessary conditions for microbially induced N transformation the subsurface karst 
SFGL.  
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Our concept (Figure 6.1) is consistent with recent studies reporting karst sediment 
transport and biogeochemistry (Drysdale et al., 2001; Dussart-Baptista et al., 2003; Simon 
et al., 2003, 2008; Herman et al., 2008; Husic et al., 2017a, 2017b).  Suspended sediment 
is deposited, mixed, and eroded by shear forces at the sediment surface (Husic et al., 
2017a).  Biogeochemical reactions occurs because the microbial pool responsible for C and 
N turnover resides in cave sediments, e.g., Lehman et al. (2001) reported that 99% of cave 
microorganisms reside within fine sediments.   
In terms of N transformations, nitrification, mineralization, denitrification, 
anammox, and immobilization have all been observed in karst caves and are influenced by 
shifts in organic carbon availability (Barton and Northup, 2007; Kumar et al., 2017).  The 
stable isotopic signature of NO3⁻ can be tied to these physical and biochemical processes, 
which in turn are impacted by biogenic or anthropogenic activity (Ford et al., 2017) (Figure 
6.1).  The isotopic ratio (δ) represents the relative abundance of heavy to light isotopes in 
a sample to that of a standard (e.g., δ15N = [((15N/14N)sample/(15N/14N)air)-1]×1000) and is 
reported in units of per mil (‰).  During transit and storage, many N transformations occur 
and impact the N-fingerprint: mineralization converts organic N to NH4+ or NO3⁻ (Peterson 
et al., 2001; Lin et al., 2016); assimilation/immobilization biologically incorporates NH4+ 
and NO3⁻ into organic N (Manzoni and Porporato, 2009; Wilhartitz et al., 2009); 
nitrification oxidizes NH4+ to NO3⁻ (Peterson et al., 2001; Fox et al., 2017); anammox 
reduces NH4+ directly to dinitrogen gas (N2) (Smith et al., 2015; Kumar et al., 2017); and 
denitrification anaerobically reduces NO3⁻ to N2 (Birgand et al., 2007; Findlay et al., 
2011).   
The usefulness of stable N isotopes to N transformation studies is realized because 
each of the aforementioned biogeochemical processes isotopically discriminates towards 
the energetically favorable light isotopes (Kendall et al., 2007; Granger and Wankel, 2016).  
An enrichment factor (ε) is used to quantify these isotopic discrimination effects (e.g., εNO3-
NH4 = [((15N/14N)NO3/(15N/14N)NH4)-1]×1000).  In some instances, parallel enrichment of 
different elements of the same compound (e.g., N and O of NO3⁻) can follow an identifiable 
trajectory.  For example, during denitrification O is fractionated at approximately half the 
rate of N, providing a useful indication of the presence of denitrification when plotting 
δ18ONO3 against δ15NNO3 (Kendall and Aravena, 2000, Lehmann et al., 2003). With the 
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above conceptual model in mind, we set up an experiment where changes in N 
concentrations and isotopic signatures could be used to help estimate N transformation with 
numerical modeling.   
We implement the experiment within a fairly well-understood section of karst 
conduit that acts as a “conveyor belt” of water and sediment (Husic et al., 2017a).  During 
low flows, external (i.e., surface or near-surface) inputs of water and NO3⁻ are limited to 
the study section, thus allowing for in-conduit estimation of longitudinal NO3⁻ fate.  NO3⁻ 
concentration, δ15NNO3, and δ18ONO3 data were collected due to their ability to provide 
insight to N cycling.  Thereafter, a numerical model was developed and applied to simulate 
the longitudinal fate and transport of NO3-, the interaction of bed sediment and conduit 
water, and the fractionation δ15NNO3 and δ18ONO3.   
6.4 STUDY SITE AND MATERIALS 
The study site is the Cane Run watershed and Royal Spring groundwater basin in 
the Bluegrass Region of Kentucky, USA (Figure 6.2).  Cane Run is a mixed-use watershed 
that drains urban (40%) and agricultural (60%) lands with temperate climate (MAT: 13.0 
± 0.7°C; MAP: 1,170 ± 200 mm).  The geology is characterized by highly karstic, well-
developed Lexington Limestone of the Middle Ordovician period.  Cane Run creek collects 
runoff and shallow subsurface flow but much of this water is pirated by in-stream karst 
features.  Numerous sinkholes and swallets (> 50) exist in the stream corridor and convey 
water and sediment to the cave, and as a result the stream at the Cane Run watershed outlet 
runs dry for approximately 80% of the year.  The karst conduit is generally aligned with 
Cane Run creek for much of its course and is located approximately 20 m below the ground 
surface (Figure 6.2).  The conduit is phreatic and limited in its maximum discharge by a 
downstream hydraulic control (Husic et al., 2017a).  The conduit discharges at a surface 
location termed Royal Spring where the water is used as a municipal drinking source for 
the city of Georgetown, Kentucky.  The site has been a karst research site led by the 
Kentucky Geological Survey and the University of Kentucky the past 40 years (Spangler, 
1982; Thrailkill et al., 1991; Taylor, 1992; Paylor and Currens, 2004; Zhu et al., 2011; 
Currens et al., 2015; Husic et al. 2017a,b). 
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A number of recent sediment transport and C turnover findings from the study site 
are of importance in this study.  Deposition and resuspension of sediment occur in the karst 
conduit, and was observed through downhole videos (e.g., Figure 6.1) taken inside the 
conduit at different time periods and through data and modeling (Husic et al., 2017a,b).  
The reason for the deposition and resuspension of sediment is the phreatic nature and 
hydraulic control of the conduit.  During storm events, the surface stream recharges 
sediment to the conduit, but the sediment transport carrying capacity (i.e., the fluid’s energy 
to carry sediment) is limited within the conduit because of a downstream hydraulic control 
(i.e., the elevation of the springhead).  The limited energy forces deposition of surface-
derived material.  During hydrograph recession and baseflow, diffuse recharge is free of 
sediment and erodes previously deposited material from the karst SFGL.  Results show a 
30% net loss of organic C in sediment exiting the conduit which is consistent with the idea 
of a biogeochemically active karst SFGL (Husic et al., 2017a), thus prompting the detailed 
modeling in this paper. 
Materials for data collection included instrumented sampling stations.  A sampling 
station was placed at the spring (Royal Spring in Figure 6.2) providing water and sediment 
outputs from the karst conduit and SFGL.  A second sampling station was a groundwater 
well directly intersecting the primary phreatic conduit (see Phreatic Conduit in Figure 6.2, 
Zhu et al., 2011; Husic et al., 2017a).  The longitudinal distance between these two 
sampling stations is approximately 5 km.  Given an average velocity of 0.12 ± 0.11 m s-1 
(Husic et al., 2017a), fluid starting at the Phreatic Conduit reaches Royal Spring within 10 
± 9 hours, on average, providing ample time for downgradient changes at the scale 
observed with daily sampling.  
Materials for continuous numerical modeling included published results used as 
model inputs and supercomputing facilities.  Water and sediment data collection and 
sediment transport modeling were previously published in Husic et al. (2017a,b).  These 
results provide inputs to the karst SFGL numerical model in this study, including sediment 
exchange between the water column and karst SFGL, water and sediment fluxes into and 
out of the conduit, sediment particle size distributions entering and exiting the conduit, and 
the distribution of organic matter source material (i.e., soil, litter, and algae) entering the 
conduit. Sediment C and N fate and transport modeling from Husic et al. (2017b) and 
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Chapter 5, respectively, are used as inputs for this study. Numerical modeling uncertainty 
analysis was performed on an institutionally shared high performance computing cluster 
(DLX2/3) with 4800 processor cores, 18TB of RAM, and 1PB of high-speed disk storage. 
 
6.5 METHODS 
6.5.1 Collection of ambient stable N isotope data: 
Paired sample collection at the entrance (Phreatic Conduit) and the exit (Royal 
Spring) of the study section was performed daily for 65 consecutive days (see dashed box 
in Figure 6.3).  During this dry spell, three low-flow periods, defined as 10 or more 
consecutive days with little to no discharge at the spring, were identified.  Grab samples of 
NO3- were collected at the mouth of Royal Spring using sterile 1 L jars (I-Chem 312-
0950BPC).  At the conduit site, samples were collected using a deep well pump (Hallmark 
Industries MA0414X-7) submerged directly into the phreatic conduit.  Water depth in the 
same well as the pump was measured with a well-level indicator (Slope 113583).  A multi-
parameter probe (Horiba U-10) was used to record temperature and specific conductivity 
data at both sites.  
The Kentucky Geological Survey (KGS) laboratory analyzed NO3⁻ samples 
following US EPA Method 300.0.  Analysis was performed using a Dionex ICS-3000 Ion 
Chromatography System featuring a carbonate-bicarbonate eluent generator and Dionex 
AS4A analytical column.  The NO3⁻ anion was identified by retention time and the peak 
area was compared to a calibration curve generated from known standards.  Lab duplicates 
had a standard deviation of ±0.02 mg N L-1.  Duplicate field samples of NO3⁻ showed little 
variability (±0.07 mg N L-1, n = 8).  No lab, field, or equipment blanks registered above 
the method detection limit (MDL).   
Samples for δ15NNO3 and δ18ONO3 analysis were extracted in the field from the 
aforementioned 1 L jars using clean 60 mL syringes and filtered through  0.45 μm syringe 
filters (Whatman 6780-2504) into sterile 40 mL borosilicate vials with a permeable 1.5 mm 
septum (I-Chem TB36-0040).  Samples were stored in a refrigerated environment without 
the use of preservatives prior to delivery to the University of Arkansas Stable Isotope Lab 
(UASIL) for analysis.  Isotopic data for NO3- were produced using the bacterial denitrifier 
 
 
194 
 
method with a Thermo Scientific GasBench II (Sigman et al., 2001; Casciotti et al., 2002).  
The references used for the analysis of N and O are related to AIR and Vienna Standard 
Ocean Water (VSMOW), respectively.  The isotopic reference materials for NO3- were 
USGS32 (δ15NNO3=+180‰), USGS34 (δ15NNO3=-1.8‰, δ18ONO3=-27.9‰), and USGS35 
(δ18ONO3=+57.5‰).  Average standard deviations for the NO3- isotopic standards were 
2.03‰ for USGS32 for δ15N; 0.34 and 0.70‰ for USGS34 for δ15N and δ18O, respectively; 
and 1.00‰ for USGS35 for δ18O.  Duplicates of δ15NNO3 and δ18ONO3 (n = 5) had standard 
deviations of ±0.28‰ and ±0.45‰, respectively.  All detection was accomplished through 
interfacing with a Thermo Scientific Delta Plus or Delta V Advantage IRMS. 
6.5.2 Isotope-aided numerical modeling of nitrate removal:    
A model was developed to simulate transport and transformations of N phases (i.e., 
NO3-, NH4+, and DON) between the Phreatic Conduit and Royal Spring sites (Figure 6.4).  
This model builds upon the sediment C and N transport models (Husic et al., 2017b; 
Chapter 5).  NO3-, δ15NNO3, and δ18ONO3 measurements at the Phreatic Conduit site were 
used as upstream model input conditions.  The model runs at an hourly time step and 
interpolation between daily collected samples is performed to provide a continuous input 
record of NO3-, δ15NNO3, and δ18ONO3. 
Many physical and biogeochemical processes impact NO3- concentration, δ15NNO3, 
and δ18ONO3.  Masses of N advect with streamflow and interact with the streambed during 
transport.  Flow in the conduit is estimated using a data-driven approach where velocity in 
the study section is determined by flow rate at the spring and cross-sectional area measured 
at the Phreatic Conduit site.  Flow peaks at the Phreatic Conduit and Royal Spring are 
similar in magnitude (QRS = 0.99QPC, R2 = 0.77; Husic, 2016) and we assumed this 
relationship holds for low flows as well.     
The mass balance of NO3- (kg N) within a model cell of conduit water is a function 
of upstream inflow, downstream outflow, and the reaction of NO3- with bed sediment.  This 
balance was modeled as 
𝑁𝑁𝑆𝑆3−(𝑖𝑖)
(𝑗𝑗) = 𝑁𝑁𝑆𝑆3−(𝑖𝑖−1)
(𝑗𝑗) + 𝑅𝑅(𝑖𝑖)
(𝑗𝑗) + 𝑄𝑄(𝑖𝑖−1)
(𝑗𝑗−1)𝑆𝑆𝑀𝑀𝑆𝑆3(𝑖𝑖−1)
(𝑗𝑗−1)Δ𝑡𝑡 − 𝑄𝑄(𝑖𝑖)
(𝑗𝑗)𝑆𝑆𝑀𝑀𝑆𝑆3(𝑖𝑖)
(𝑗𝑗)Δ𝑡𝑡,          (1) 
where i is the model time step, and j is the model spatial step, 𝑁𝑁𝑆𝑆3−(𝑖𝑖)
(𝑗𝑗) is the mass of NO3- 
from the previous time step (kg N), 𝑅𝑅(𝑖𝑖)
(𝑗𝑗) is the biogeochemical processing of N that can 
 
 
195 
 
contribute to or remove from an N phase (e.g., NH4+, NO3-, and DON), 𝑄𝑄(𝑖𝑖−1)
(𝑗𝑗−1) is the flow 
rate coming into a cell (m3 s-1), 𝑆𝑆𝑀𝑀𝑆𝑆3(𝑖𝑖−1)
(𝑗𝑗−1) is the concentration of NO3- coming into a cell 
(mg N L-1), Δ𝑡𝑡 is time step duration (s), 𝑄𝑄(𝑖𝑖)
(𝑗𝑗) is the flow rate exiting a cell (m3 s-1), and 
𝑆𝑆𝑀𝑀𝑆𝑆3(𝑖𝑖)
(𝑗𝑗) is the concentration of NO3- exiting a cell (mg N L-1).  The NH4+ and DON mass 
balances are constructed in the same way as NO3- in Equation (1).   
The suspended pool of N can interact with the sediment N pool.  The sediment N 
(kg N) pool was modeled as:  
𝑆𝑆𝑇𝑇𝑀𝑀(𝑖𝑖)
(𝑗𝑗) = 𝑆𝑆𝑇𝑇𝑀𝑀(𝑖𝑖−1)
(𝑗𝑗) − 𝐷𝐷𝑇𝑇𝑀𝑀(𝑖𝑖)
(𝑗𝑗) + 𝐷𝐷𝑇𝑇𝑀𝑀(𝑖𝑖)
(𝑗𝑗) − 𝑅𝑅(𝑖𝑖)
(𝑗𝑗) − 𝑋𝑋𝑆𝑆𝐹𝐹𝑆𝑆𝐸𝐸→𝑆𝑆𝑆𝑆(𝑖𝑖)
(𝑗𝑗) + 𝑋𝑋𝑆𝑆𝑆𝑆→𝑆𝑆𝐹𝐹𝑆𝑆𝐸𝐸(𝑖𝑖)
(𝑗𝑗) ,         (2) 
where 𝑆𝑆𝑇𝑇𝑀𝑀(𝑖𝑖−1)
(𝑗𝑗)  is the supply of sediment nitrogen from the previous time step (kg N), 
𝐷𝐷𝑇𝑇𝑀𝑀(𝑖𝑖)
(𝑗𝑗)  is the amount of sediment nitrogen eroded (kg N), 𝐷𝐷𝑇𝑇𝑀𝑀(𝑖𝑖)
(𝑗𝑗)  is the amount of sediment 
nitrogen deposited (kg N), and 𝑋𝑋𝑆𝑆𝐹𝐹𝑆𝑆𝐸𝐸→𝑆𝑆𝑆𝑆(𝑖𝑖)
(𝑗𝑗) + 𝑋𝑋𝑆𝑆𝑆𝑆→𝑆𝑆𝐹𝐹𝑆𝑆𝐸𝐸(𝑖𝑖)
(𝑗𝑗)  is the equilibrium exchange of N 
between the suspended and bed sediment (kg N) (Husic et al., 2017b).  Physical processes 
affecting carbon are the same for nitrogen and are explained in further detail in Chapter 2.  
The mass of N exchanged between all pools (kg N) was modeled as: 
𝑅𝑅(𝑖𝑖)
(𝑗𝑗) =  ±𝑁𝑁𝑀𝑀𝑀𝑀(𝑖𝑖)
(𝑗𝑗) ± 𝑁𝑁𝑐𝑐𝑖𝑖𝑢𝑢𝑠𝑠𝑐𝑐𝑜𝑜𝑀𝑀(𝑖𝑖)
(𝑗𝑗) − 𝑁𝑁𝐷𝐷𝐸𝐸𝑀𝑀(𝑖𝑖)
(𝑗𝑗) ± 𝑁𝑁min𝑆𝑆𝑠𝑠𝑐𝑐(𝑖𝑖)
(𝑗𝑗) ± 𝑁𝑁𝑖𝑖𝑠𝑠𝑠𝑠(𝑖𝑖)
(𝑗𝑗) ± 𝑁𝑁min 𝐷𝐷𝑆𝑆𝑀𝑀(𝑖𝑖)
(𝑗𝑗) ± 𝑁𝑁ANA(𝑖𝑖)
(𝑗𝑗), (3) 
where 𝑁𝑁𝑀𝑀𝑀𝑀(𝑖𝑖)
(𝑗𝑗) is the mass of recently mineralized NH4+ indirectly nitrified to NO3- in the 
streambed (kg N), 𝑁𝑁𝑐𝑐𝑖𝑖𝑢𝑢𝑠𝑠𝑐𝑐𝑜𝑜𝑀𝑀(𝑖𝑖)
(𝑗𝑗) is the mass of NH4+ directly nitrified to NO3- in the water 
column (kg N), 𝑁𝑁𝐷𝐷𝐸𝐸𝑀𝑀(𝑖𝑖)
(𝑗𝑗) is the mass of NO3- denitrified to N2 (kg N), 𝑁𝑁min𝑆𝑆𝑠𝑠𝑐𝑐(𝑖𝑖)
(𝑗𝑗) is the 
amount of particulate N mineralized to NH4+ (kg N), 𝑁𝑁𝑖𝑖𝑠𝑠𝑠𝑠(𝑖𝑖)
(𝑗𝑗) is the mass of N immobilized 
into sediment N by biota (kg N), 𝑁𝑁min𝐷𝐷𝑆𝑆𝑀𝑀(𝑖𝑖)
(𝑗𝑗) is the mass of DON mineralized to NH4+ (kg 
N), and 𝑁𝑁ANA(𝑖𝑖)
(𝑗𝑗) is the mass of NH4+ directly removed as N2 by anammox bacteria (kg N).  
Sorption is not considered as low flows are unlikely to agitate the conduit bed and release 
stored NH4+ or NO3-.  Equations for each of these reactions are shown in Table 6.2 and 
their respective terms are defined therein.  Further details on the effects of temperature on 
transformation rates is explained in Chapter 5.  Finally, only the relevant transformations, 
enumerated in Equation (3), are applied to each N pool.  For example, if considering mass 
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balance changes to the DON pool, the denitrification and nitrification terms would 
effectively equal “0” as they don’t impact the mass of DON.  
The cycling of N between oxidation states is recognized to discriminate in favor of 
lighter isotopes in a process known as fractionation (Kendall et al., 2007; Jensen et al., 
2018).  The isotope mass balance accounting for mixing of sources and many different 
biogeochemical processes through space and time was described as  
𝛿𝛿(𝑖𝑖)
(𝑗𝑗) = 𝛿𝛿(𝑖𝑖−1)
(𝑗𝑗) 𝑋𝑋(𝑖𝑖−1)
(𝑗𝑗) + ∑𝛿𝛿𝑖𝑖𝑖𝑖𝑝𝑝𝑜𝑜𝑜𝑜𝑠𝑠(𝑖𝑖)
(𝑗𝑗) 𝑋𝑋𝑖𝑖𝑖𝑖𝑝𝑝𝑜𝑜𝑜𝑜𝑠𝑠 (𝑖𝑖)
(𝑗𝑗) − ∑𝛿𝛿𝑜𝑜𝑜𝑜𝑜𝑜𝑝𝑝𝑜𝑜𝑜𝑜𝑠𝑠(𝑖𝑖)
(𝑗𝑗) 𝑋𝑋𝑜𝑜𝑜𝑜𝑜𝑜𝑝𝑝𝑜𝑜𝑜𝑜𝑠𝑠 (𝑖𝑖)
(𝑗𝑗) − ∑𝜀𝜀 ln �𝑓𝑓(𝑖𝑖)
(𝑗𝑗)�,         (4) 
where i is the time step, j is the spatial step; δ is the isotopic signature of a given pool (‰); 
X is the fraction of an element in a given pool; δinputs is the isotopic signature of an input 
(‰) and Xinputs is the fraction of an element in the inflowing material; δoutputs is the isotopic 
signature of an output (‰) and Xoutputs is the fraction of an element in the outflowing 
material; ε is the enrichment factor for a process (and is simulated using a Rayleigh-type 
model, Sharp et al., 2007) (‰); and f is the fraction remaining of a reactant after the process 
occurs.  Applying this formulation to NO3- yields:  
𝛿𝛿15𝑁𝑁𝑀𝑀𝑆𝑆3(𝑖𝑖)
(𝑗𝑗) = 𝛿𝛿15𝑁𝑁𝑀𝑀𝑆𝑆3(𝑖𝑖−1)
(𝑗𝑗) 𝑋𝑋𝑀𝑀𝑆𝑆3𝑀𝑀 (𝑖𝑖−1)
(𝑗𝑗) + 𝛿𝛿15𝑁𝑁𝑀𝑀𝑆𝑆3−𝑖𝑖𝑖𝑖(𝑖𝑖)
(𝑗𝑗)𝑋𝑋𝑀𝑀𝑆𝑆3−𝑖𝑖𝑖𝑖𝑀𝑀 (𝑖𝑖)
(𝑗𝑗) − 𝛿𝛿15𝑁𝑁𝑀𝑀𝑆𝑆3−𝑜𝑜𝑜𝑜𝑜𝑜(𝑖𝑖)
(𝑗𝑗)𝑋𝑋𝑀𝑀𝑆𝑆3−𝑜𝑜𝑜𝑜𝑜𝑜𝑀𝑀 (𝑖𝑖)
(𝑗𝑗) 
                         +𝛿𝛿15𝑁𝑁𝑐𝑐𝑖𝑖𝑢𝑢𝑠𝑠𝑐𝑐𝑜𝑜𝑀𝑀(𝑖𝑖)
(𝑗𝑗)𝑋𝑋𝑐𝑐𝑖𝑖𝑢𝑢𝑠𝑠𝑐𝑐𝑜𝑜𝑀𝑀𝑀𝑀 (𝑖𝑖)
(𝑗𝑗) + 𝛿𝛿15𝑁𝑁𝑀𝑀𝑀𝑀(𝑖𝑖)
(𝑗𝑗)𝑋𝑋𝑀𝑀𝑀𝑀𝑀𝑀 (𝑖𝑖)
(𝑗𝑗) − 𝜀𝜀𝐷𝐷𝐸𝐸𝑀𝑀−𝑀𝑀 ln �𝑓𝑓𝐷𝐷𝐸𝐸𝑀𝑀−𝑀𝑀(𝑖𝑖)
(𝑗𝑗)�,           (5) 
This same formulation is applied to the O isotope of NO3-, and also to the N isotope of TN, 
DON, and NH4+.  
 
Model Inputs, Parameterization, Evaluation, and Uncertainty 
Inputs and parameters to the sediment, sediment C, and sediment N sub-models are 
defined in Chapters 2 and 5.  Inputs and parameters to the NO3-, δ15NNO3, and δ18ONO3 
model developed in this chapter are shown in Table 6.1.  Parameters and inputs are bound 
by values collected in the field or reported in the literature.  We parameterize unique values 
for NH4+ concentration (CNH4) and NH4+-N stable isotope (δ15NNH4) of recharging water 
for each of the three events in the low-flow period to reflect the varying mobilization of N 
from different sources.  NH4+ concentrations collected at the spring by the local 
municipality (Georgetown Municipal Water and Sewer Service), in the months prior to and 
during the low-flow sampling period, include values ranging from ~0 to 1.2 mg N L-1.   Of 
the 65 paired samples, 44 occur during periods we define as low flow and those 44 were 
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used for statistical evaluation of the model.  We evaluate model performance using the 
Nash-Sutcliffe efficiency (NSE): 
𝑁𝑁𝑆𝑆𝐷𝐷 = 1 − ∑ �𝑄𝑄𝑆𝑆
𝑆𝑆 −𝑄𝑄𝑜𝑜𝑆𝑆�
2𝑇𝑇
𝑆𝑆=1
∑ �𝑄𝑄𝑆𝑆𝑆𝑆 −𝑄𝑄𝑜𝑜�����
2𝑇𝑇
𝑆𝑆=1
,               (6) 
where T is the total number of observations, Qo is the observed value at time t, Qm is the 
modeled value at time t, and 𝑄𝑄𝑜𝑜���� is the mean of observed values. The Nash-Sutcliffe 
efficiency ranges from -∞ to 1, with 1 indicating a perfect match of the model to data and 
0 indicating the model performs no better than the mean of the data (Moriasi et al., 2007).  
A multi-objective calibration (MOC) approach was used to calibrate the numerical model, 
where NSENO3 and NSEδ15N are the NSE statistics for the NO3- and δ15NNO3 sub-models, 
respectively.  NSEδ18O was not considered as the data do not show a trend.  Model 
uncertainty and parameter sensitivity was assessed using the generalized likelihood 
uncertainty estimation (GLUE) method (Beven and Freer, 2001; Ford et al., 2017) (Figure 
6.4).  The GLUE methodology is initiated by assuming a prior distribution for model 
parameters and retaining parameter sets that satisfy evaluation metrics defined as NSENO3 
> 0 and NSEδ15N > 0. A posterior distribution was then constructed from the set of 
acceptable evaluations.  An uncertainty bound was generated for NO3-, δ15NNO3, and 
δ18ONO3 model predictions and contains 95% of acceptable solution sets. 
6.5.3 Nitrate removal in sinking streams: 
In order to provide comparison of the karst sinking stream’s NO3⁻ removal rates, 
we compiled denitrification and nitrification rates reported in the literature.  Studies 
included other karst aquifers (Heffernan et al., 2012), karst lakes (McCormack et al., 2016), 
non-karst lakes (Reddy and DeLaune, 2008), global estimates for groundwater (Seitzinger 
et al., 2006), rivers and stream sediment (Seitzinger, 1988).  The Heffernan et al. (2012) 
study investigated 61 springs in the Upper Floridian Aquifer (USA) and estimated that, 
despite relatively low rates, denitrification accounted for removing a large percentage of N 
inputs to the aquifer.  McCormack et al. (2016) calculated denitrification in karst turloughs 
(disappearing lakes) by a mass-balance calculation.  Likewise, nitrification rates can vary 
significantly based on ecological setting and lentic or lotic conditions.  Studies of 
nitrification considered here include prairie and agriculture-impacted streams (Kemp and 
Dodds, 2002a, 2002b), coastal shelf sediment (Henriksen et al., 1993), and in streams of 
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varying use (e.g., urban, forest, agriculture)  (Arango et al., 2007).  The aforementioned 
studies cover a range of land uses, hydrology, and residence times and may provide a useful 
comparison for the present karst conduit.  The studies by Seitzinger et al. (1988, 2006) and 
Reddy and DeLaune (2008) provide a comparison for our study to N removal rates in more 
typical surface and subsurface pathways, while studies by Arango et al. (2008) and Kemp 
and Dodds (2002a,b) provide a comparison to nitrification rates across different land uses 
in non-karst landscapes.  While the authors find no estimates of nitrification in karst, prior 
studies suggest its potential importance in the saturated zone (Einsiedl and Mayer, 2006; 
Musgrove et al., 2016).  The similarities and differences in NO3⁻ removal in the present 
study with the various studies above may be a point of interest and an indicator of the net 
role of karst conduits in N cycling. 
6.6 RESULTS AND DISCUSSION 
6.6.1 Collection of ambient stable N isotope data: 
Data results reinforce the closed-system assumption of the experimental set up and 
show that the karst conduits acts as a net source of NO3⁻ from the upstream (conduit) to 
downstream (spring) sampling locations.  Likewise, longitudinal changes in δ15NNO3 reflect 
N transformations that occur within the conduit, and δ15NNO3 results suggest that N loading 
to the spring is derived from soil organic nitrogen, fertilizer, and manure sources.  
Results from water, temperature, and conductivity data gives us confidence in our 
experimental design and provide support for assessing in-conduit NO3- fate.  Low-flow 
periods were defined as 10 or more days with discharge less than 0.3 m3 s-1, and three such 
periods occurred during the 65-day consecutive sampling routine (Figure 6.5).  The water 
height above the conduit was only slightly (<0.5 m) above the spring elevation for most of 
the two-month period apart from days with storm activity.  Temperature in the conduit 
decreased downstream due to the low background temperature of the aquifer (~13°C).  The 
differences in temperature are statistically significant (p<0.001), and can be accounted for 
by thermal convection at the conduit wall (TWALL-TH2O ≈ 4 °C).  For example, in a recent 
modeling study, longitudinal temperature changes in a 3.2-km-long phreatic conduit varied 
by as much as 3 °C during periods of diffuse-flow recharge (Long and Gilcrease, 2009).  
In terms of specific conductance, water became slightly more conductive as it is transported 
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downstream due dissolution of karst bedrock, but the difference is not significant during 
low-flows.  This result is not surprising as other modeling studies indicate conductivity 
responds to changes half as slowly as temperature during downstream transport (Winston 
and Criss, 2004).  We have confidence in our experimental design because the temperature 
and conductivity results reinforce the idea that this section of the phreatic conduit can be 
treated as a closed system. 
Nitrate data show the karst conduit acts as a net source of NO3⁻ from the upstream 
(conduit) to downstream (spring) sampling locations, and is therefore, on average, 
dominated by nitrification over denitrification.  NO3- concentration increased with 
longitudinal distance downstream (Figure 6.6a).  The mean NO3- concentration showed an 
average increase of 4% (p < 0.05) during low-flow events.  δ15NNO3 decreased from the 
upstream (conduit) to downstream (spring) sampling locations (Figure 6.6b).  The observed 
longitudinal decrease in δ15NNO3 coupled with an increase in NO3- concentration suggests 
biological transformation.  The reason for the longitudinal shift in δ15NNO3 during low-flow 
periods could be due to net mineralization of organic N or nitrification of NH4+ that are 
isotopically lighter than the δ15NNO3 of the NO3- pool.  That is because the speciation of 
NO3- from isotopically lighter δ15NDON and δ15NNH4 likely offsets 14N losses from 
enrichment by denitrification of the NO3⁻ pool.  Direct and indirect nitrification will 
decrease δ15NNO3 because the isotopic signatures of NH4+ (δ15NNH4= -3±7‰) and a number 
of labile organic N pools (δ15Nalgae = 5±2‰ and δ15Ndetritus = 5±2‰) are lower than the 
observed conduit NO3- signature (typically ~6‰) (Kendall et al., 2007; Ford et al., 2015).  
On the other hand, denitrification will increase the δ15NNO3 of the remaining NO3- pool. 
The net decreases in δ15NNO3 by organic N and NH4+ pools work simultaneously with 
increases in δ15NNO3 by denitrification.  The final δ15NNO3 signature at the spring reflects 
the imprint of these competing reactions.   
The δ18ONO3 data results were variable, and comparison of δ18ONO3 at upstream and 
downstream sites did not provide statistically significant results (Figure 6.6c).  The lack of 
an apparent trend in δ18ONO3 doesn’t necessarily imply δ18O is not involved in reactions, 
but rather the imprint of any one reaction may be masked by many other simultaneous 
reactions. 
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The ambient stable N isotope of NO3⁻ for the basin overall suggests N sources of 
soil organic N, fertilizer and manure (Figure 6.7).  Overall data collected for δ15NNO3 
(~7±1.5‰) reflects soil organic nitrogen (δ15NSOM= 7±0.5‰), and likely a mixture of 
fertilizer and manure (δ15NNH4 fert= ~0‰ and δ15Nmanure= ~10‰) (Kendall et al., 2007; Ford 
et al., 2015).  δ18ONO3 (0±2.12‰) also generally centers on these sources, but does not 
agree with the isotopic value of NO3⁻ fertilizer (~22.5‰), however it does agree with NH4+ 
fertilizer (~0‰).  One potential reason that we did not see an increase in δ18ONO3 that is 
consistent with NO3⁻ fertilizer input (+22‰, Kendall et al., 2007), is that the 
immobilization and remineralization that likely occurs in the cave bed and overlying soils 
resets the δ18ONO3 value of newly formed NO3⁻.  Expected values for δ18ONO3 formed from 
nitrification are around 1‰ (Amberger and Schmidt, 1987), which is very close to observed 
spring values of 0±2.12‰.   
We also characterize the potential for denitrification in the groundwater basin based 
on all of the δ15NNO3 and δ18ONO3 data collected (see Figure 6.7).  The 1:2 denitrification 
trend observed in stable isotope data of NO3⁻ (Xue et al., 2009) reflects that denitrification 
is generally occurring in the groundwater basin upstream of the conduit site.  The material 
that arrives at the conduit could originate from the soil, epikarst, phreatic matrix, or further 
upstream within the conduit.  These overlapping denitrification processes and pathways 
are also suggested by the NO3⁻ concentration decrease (Figure 6.6a) and δ15NNO3 increase 
over time at a single location (Figure 6.6b).  For example, during low-flows 1, 2, and 3, the 
concentration at the Phreatic Conduit site decreased an average of 1 to 5% per day 
indicating either a change in source material or upstream removal.  
Results show that ambient stable N isotope data help to reflect N transformation.  
The sensitivity of ambient δ15NNO3 results, as distinct from 15N labeling studies, is possible 
due to the high NO3⁻ concentration of water in the agriculturally impacted basin.  The result 
adds to the body of emerging literature that use ambient N isotope signatures of NO3⁻ and 
sediment N to estimate nitrogen transformation (Fox et al., 2010; Sebestyen et al., 2014; 
Ford et al., 2017; Jensen et al., 2018). 
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6.6.2 Isotope-aided numerical modeling of nitrate removal: 
The isotope-aided numerical model helped us reduce uncertainty when estimating 
NO3⁻ removal for the karst sinking stream.  The NO3⁻ modeling alone (i.e., without 
isotopes) allowed initial parameterization of rates for the experimental reach because NO3⁻ 
and NH4+ pool size from data allow initial constraints to net reactions.  However, the 
response of NO3⁻ at the downstream (spring) location was not very sensitive to nitrification 
and denitrification rates.  Adding the second set of equations via the isotopes without 
adding a second set of unknowns helped constrain the problem.  Nitrification decreased the 
15N:14N ratio of NO3⁻ because the δ15N of NH4+ is considerably lower than that of NO3⁻ 
(see Figure 6.7), and the NH4+ pool size limits the extent of δ15N decrease of NO3⁻.  In 
turn, coefficients controlling denitrification could be calibrated because denitrification 
causes the δ15N increase of δ15NNO3 back towards the downstream boundary condition 
matched to the observations. 
The size of acceptable parameter sets was greatly reduced when calibrating to 
δ15NNO3 in addition to NO3⁻ concentration.  During the initial calibration phase (i.e., 
NSENO3 > 0), 20,958 of the total 42,000 model simulations met the model criteria.  We also 
checked DON and NH4+ inflowing and outflowing concentrations to ensure that the 
acceptable set of parameters produced behavior consistent with field data.  Then, we 
calibrated to an additional response variable (i.e., NSENO3>0 and NSEδ15N > 0).  Ambient 
isotopes of N reduced the acceptable parameter space to 15 solutions.  The multi-objective 
calibration of dissolved N concentration and stable N isotopes reduced the acceptable 
parameter space and thus equifinality by ~99%.  Equifinality is the condition by which 
many different parameter sets reproduce observed behavior (Beven and Freer, 2001).  
Ambient N isotopes have shown success when applied to constrain NO3⁻ transformations 
in an agriculturally dominated surface stream (Ford et al., 2017).  Our results show the 
potential of ambient N stable isotopes to assist with N modeling in karst groundwater.   
After performing the isotope-aided calibration procedure, we evaluated the 
modelling results.  The NO3- and δ15NNO3 calibrated using the multi-objective function (i.e. 
NSENO3 and NSEδ15N) show agreement between modeled and measured results (Figure 6.8). 
Consistent with the data results, numerical modeling results for NO3- and δ15NNO3, during 
the three low-flow periods, agrees well with field observations (i.e., downstream increase 
 
 
202 
 
in NO3⁻ and decrease in δ15NNO3), albeit with some exceptions (Figure 6.8a,b).  Some 
disagreement between the model and data occurs when the model overestimates δ15NNO3 
data at the beginning of low-flow period 3, immediately after the storm event lasting 
between August 23 and September 6.  A reason could be due to a process not included in 
the modelling.  For example, this overestimation could be because NH4+ or NO3- was 
released from the SFGL or a ‘hot spot’ of activity in the karst SFGL existed and was 
activated.  The explanation is plausible because storm flow can disturb the SFGL (Ford et 
al., 2015) and cause sediment exchange between the SFGL and water column, even in 
absence of net deposition/erosion (Husic et al., 2017b).  Another example of process not 
explicitly modeled could be the deposition of highly labile carbon during hydrologic 
activity.  Sometimes after long dry periods there is a crust on the ephemeral pathways from 
hot-drying-cracking that then can easily get washed/eroded off the surface soil/streams 
(Cui and Caldwell, 1997).  Our sediment transport model probably would not pick up on 
this transient process as our model is calibrated to mean loading conditions.  As an 
additional check, the δ18ONO3 model simulations approximate a considerable number of 
samples, but the lack of a trend and sporadic changes in δ18ONO3 caused the model to not 
closely approximate the full range of δ18ONO3 data points (Figure 6.8c).  
Uncertainty and sensitivity analysis of modeled inputs and parameters show that a 
few parameters have a very strong influence on model results while many parameters have 
a lesser or no influence (Figure 6.9).  For example, parameters such as the enrichment 
factor of nitrification (εnitr) and recharge signature of δ15NNH4 for event 3 (δ15NNH4-rec(3)) are 
sensitive, while others such as the enrichment factor of immobilization (εimm) and the 
reaction coefficient for indirect nitrification (βIN) are not sensitive.  The relative sensitivity 
of NH4+ recharge concentrations (CNH4-rec(1), CNH4-rec(2), and CNH4-rec(3)) and isotopic ratios 
(δ15NNH4-rec(1), δ15NNH4-rec(2), and δ15NNH4-rec(3)) for the three events indicates the importance 
of NH4+ recharge and nitrification on altering the downstream quality of NO3-.   
The success of the isotope-aided modeling provides more evidenceof the usefulness 
of stable isotopes to assist with stream and watershed water quality modelling.  In the 
present study, nitrification and denitrification parameterization is improved by adding 
additional equations to help constrain the rates.  Other studies have also shown recent 
usefulness of coupling stable isotopes with stream and watershed water quality modelling 
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(Kaown et al., 2009; Young et al., 2009; Jensen et al., 2018), and we compliment this 
growing body of literature with insights from a karst watershed. 
6.6.3 Nitrate removal in sinking streams: 
The karst sinking stream’s NO3⁻ removal falls between the bounds of groundwater 
systems and surface water systems.  Denitrification results for the karst sinking stream for 
the duration of the experiment were 16.8 (±21.5) mg N m-2 d-1 of NO3-, on average, between 
the upstream (conduit) and downstream (spring) sites.  In comparison, the average areal 
rate for 61 springs in a karst aquifer was 0.33 mg N m-2 d-1 (Heffernan et al., 2012).  The 
global estimated average for groundwater denitrification is 0.96 mg N m-2 d-1 (Seitzinger 
et al., 2006).  In surface systems, 18 to 170 mg N m-2 d-1 is denitrified in river and stream 
sediment based on field estimates (Seitzinger et al., 1988).  Karst and non-karst lakes fall 
within the ranges of river and stream denitrification rates. A karst lake showed 44 mg N m-
2 d-1 (McCormack et al., 2016) while a range for non-karst lakes was reported equal 34 to 
57 mg N m-2 d-1 (Reddy and DeLaune, 2008).  Our results point towards elucidating the 
non-conservative nature of NO3⁻ in karst conduits.  
Taken together, the karst sinking stream has denitrification rates an order of 
magnitude greater than groundwater systems but an order of magnitude lower than surface 
freshwater systems.  The results seem reasonable when considering inputs controlling 
bioavailable carbon.  The sinking stream receives terrestrial and aquatic derived sediment 
organic carbon (i.e., detritus, soil carbon, and sloughed benthic algae from tributaries).  The 
particulate carbon inputs and presence of carbon in the SFGL are expected to be higher 
overall than groundwater systems receiving dissolved carbon but little particulate carbon.  
The sinking stream lacks photo-autotrophy along its length, therefore, lack of this 
additional labile carbon source places denitrification rates lower than surface systems 
where benthic algae in streams and phytoplankton in lakes/large rivers can be a major 
contributor of carbon (Ford and Fox, 2017). 
Nitrification in the sinking stream was on the higher end of rates reported in the 
literature, which is consistent with periods of high NH4+ levels observed in our system.  
Mean nitrification between the upstream conduit and downstream spring sites was 37 (±13) 
mg N m-2 d-1.  Our results are consistent with other studies of agriculture-impacted 
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watersheds where maximum rates of nitrification can be up to tenfold greater than 
denitrification (Kemp and Dodds, 2002) and net-nitrifying streams are associated with 
higher NO3- concentrations (Peterson et al., 2001).   In comparison, nitrification rates in 
surface streams vary greatly, from 0 to 10 mg N m-2 d-1 in urban, forest, and agricultural 
watersheds (Arango et al., 2008) to 60 to 120 mg N m-2 d-1 in a watershed draining prairie 
and agricultural fields (Kemp and Dodds, 2002a,b).  In coastal shelf sediments, nitrification 
areal rates range from 4 to 25 mg N m-2 d-1 (Henriksen et al., 1993).  Prior studies have 
suggested the importance of nitrification within the phreatic karst zone (Einsiedl and 
Mayer, 2006; Musgrove et al., 2016), and our study provides a quantification of its 
importance.   
In the sinking stream, NH4+ is high, on average, and very high for some point 
samples.  Our relatively high nitrification rates are potentially the result of elevated 
concentrations during the sampling period of this study.  In the Royal Spring basin, the 
long-term average concentration of NH4+ recharging the subsurface is 0.12 mg N L-1 and 
the NH4+ concentration of spring discharge is 0.07 mg N L-1 (Chapter 3).  However, shortly 
prior to and during the study period, high concentrations of NH4+ were detected at Royal 
Spring (e.g., May 5, 1.2 mg N L-1; June 12, 0.38 mg N L-1, and Sept. 15, 0.40 mg N L-1), 
and in some instances such as May 5 and June 1 the water treatment plant at Royal Spring 
shut down operations due to high NH4+ concentrations.  
The areal extent of karst sinking streams, caves, and phreatic conduits may be 
limited, but results suggest that they have disproportionate effects on NO3⁻ removal 
relative to other groundwater pathways.  The result might be considered when assessing 
removal in karst drainages and in life cycle assessments.  We suggest that our isotope 
approach can be used in other studies to provide complimentary results to the present study 
for comparison of denitrification in sinking streams. 
6.7 CONCLUSIONS 
 The conclusions of this chapter are as follows: 
• A karst phreatic conduit showed usefulness as a closed-system experiment to 
investigate N transformations in subsurface karst.  N concentration and isotope data 
results show that the karst sinking stream acts as a net source of NO3⁻ via net 
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nitrification, notwithstanding evidence of denitrification of soil organic N, fertilizer, 
and manure sources in the groundwater basin.  Our results add to the emerging body of 
literature on the usefulness of ambient N isotope signatures of NO3⁻ and sediment N to 
estimate nitrogen transformation. 
• The isotope-aided numerical model helped us reduce uncertainty when estimating 
NO3⁻ removal for the karst sinking stream.  The success of the isotope-aided modeling 
provides another study in the usefulness of stable isotopes to assist with stream and 
watershed water-quality modelling.   
• The karst sinking stream’s NO3⁻ removal falls between the bounds of groundwater 
systems and surface water systems, and results provide a rare, if not unique, reported 
estimate of denitrification in karst conduits.  The karst sinking stream has 
denitrification rates an order of magnitude higher than groundwater systems but an 
order of magnitude lower than surface freshwater systems.  Results reflect bioavailable 
carbon in comparison of the different systems.  The areal extent of karst sinking 
streams, caves and phreatic conduits may be limited, but results suggest they have 
disproportionately greater effects on NO3⁻ removal relative to other groundwater 
pathways. 
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6.8 TABLES AND FIGURES 
Table 6.1 Inputs and calibration parameters for NO3-, δ15NNO3, and δ18ONO3 fate and 
transport model.  Input and parameter descriptions, ranges, calibrated values, and units are 
presented. 
 
Parameter Description 
Range 
Simulated  
in Model 
Units Reference 
εmin Mineralization (DON) enrichment factor 1 – 3 [ - ] 
Kendall et al. 2007, 
Ford et al. 2017 
εnitr Direct nitrification (NH4+) enrichment factor 1 – 26 [ - ] 
εIN Indirect nitrification (NH4+) enrichment factor 1 – 26 [ - ] 
εANA Anammox (NH4+) enrichment factor 1 – 26 [ - ] 
εimm Immobilization (NH4+) enrichment factor 1 – 13 [ - ] 
εDEN-N Denitrification (N) (NO3-) enrichment factor 1 – 18 [ - ] 
εDEN-O Denitrification (O) (NO3-) enrichment factor 1 – 18 [ - ] 
βIN Coefficient for indirect nitrification reaction 5×10
-10 – 
5×10-7 [kg N m
-2 s-1] Mulholland et al, 
2008,  
Ford et al. 2017 βDEN Coefficient for denitrification reaction 5×10
-10 – 
5×10-7 [kg N m
-2 s-1] 
βANA Coefficient for anammox reaction 5×10
-10 – 
5×10-7 [kg N m
-2 s-1] Kumar et al. 2017 
kmin First-order mineralization constant 0 – 0.04 [d-1] Ryzhakov et al. 
2010 knitr First-order direct nitrification constant 0 – 0.68 [d-1] 
CDON-rec DON concentration of recharge 0.20 – 0.50 [mg N L-1] 
Measured at site 
CNH4_rec(1) NH4+ concentration of recharge (initial) 0 – 0.60 [mg N L-1] 
CNH4_rec(2) NH4+ concentration of recharge (Aug. 7 event) 0 – 0.60 [mg N L-1] 
CNH4_rec3) NH4
+ concentration of recharge (Aug. 21 
event) 0 – 0.60 [mg N L
-1] 
δ15NDON-rec δ15NDON recharge 2 – 9 [‰] Husic et al. 2018b 
δ15NNH4-rec(1) δ15NNH4 of recharge (initial) -10 – 5 [‰] 
Kendall et al. 2007 δ15NNH4-rec(2) δ15NNH4 of recharge (Aug. 7 event) -10 – 5 [‰] 
δ15NNH4-rec(3) δ15NNH4 of recharge (Aug. 21 event) -10 – 5 [‰] 
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Table 6.2 Nitrogen transformations, equations, terms and units, and associated references. 
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Figure 6.1 Conceptual model of physical and biogeochemical carbon and nitrogen 
processes in a subsurface conduit.  Physical processes are shown in black arrows.  
Biogeochemical processes are shown in orange arrows.  Fractionations for each 
transformation are also identified. 
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Figure 6.2 Cane Run Watershed and Royal Spring Basin indicating the Phreatic Conduit 
and Royal Spring sites. During low-flow periods, flow between these two points is believed 
to consist of the same material. Also shown is the location of the surface Cane Run Creek 
that is activated during moderate to large events.  
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Figure 6.3 Daily average air temperature, spring discharge, and precipitation intensity for 
the 2017 year.  High air temperatures coincide with a low spring discharge and limited 
recharge to the conduit.  One such period is identified with a dashed box and serves as the 
focus of this study.  The numbers inset in the dashed box enumerate the low-flow periods 
of 10 or more consecutive days. 
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Figure 6.4 Model calibration and uncertainty framework for evaluating NO3- and δ15NNO3, 
NH4+, and DON model results. RNH4 represents the ratio of average NH4+ into vs out of the 
conduit.  RDON is calculated the same way as RNH4, but for DON.  Modeled RNH4 and RDON 
were compared to data RNH4 and RDON to constrain uncertainty in NH4+ and DON inputs.  
For a definition of other terms see Table 6.1. 
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Figure 6.5 Water quality data collected at the subsurface conduit and the primary spring. 
The top plot shows groundwater elevation (above mean sea level) at the conduit and 
discharge at the spring.  The dashed horizontal line represents the spring elevation.  In the 
bottom plot, water temperature (solid lines) and specific conductivity (dashed lines) at the 
conduit (black) and spring (blue) sites are shown.  Environmental data show that water is 
cooled and becomes more conductive during transport within the conduit.  Areas shaded 
in gray indicate low-flow periods (defined as 10 or more days with less than 0.3 m3 s-1). 
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Figure 6.6 Elemental and isotopic data collected at the subsurface conduit and the spring.  
(a) NO3- concentration decreases temporally during dry periods, but tends to increase 
longitudinally from conduit to spring. (b) δ15NNO3 increases temporally, indicating 
enrichment of NO3-, but tends to decrease longitudinally, suggesting an additional 
mineralization or nitrification source. (c) δ18ONO3 at the two sites is not significantly 
different (p = 0.66), is highly variable, and does not show any discernable trends.  Areas 
shaded in gray indicate low-flow periods (defined as 10 or more days with less than 0.3 m3 
s-1). 
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Figure 6.7 δ18ONO3 and δ15NNO3 of collected samples from conduit and spring locations.  
At first observation, samples collected at the spring outlet could ostensibly indicate 
denitrification, but the observed longitudinal trend shows a relatively depleted spring 
δ15NNO3 relative to the intermediate conduit location, suggesting additional in-conduit 
biogeochemical cycling (i.e., nitrification).  We note a statistically significant (p<10-5) 
difference in δ15N means (spring: 6.48±1.17‰ vs conduit: 7.80±1.41‰), but not in δ18O 
signatures (p = 0.66) of the two sites.  Approximate NO3- sources and their ranges are 
demarcated (adapted from Kendall et al., 2008).  The “Denitrification Trend” is manually 
drawn through the data with a 1:2 slope (Kendall et al., 2008).  
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Figure 6.8  Modeling results of (a) NO3-, (b) δ15NNO3, and (c) δ18ONO3 for three low-flow 
periods contained within the sampling duration.  Input concentrations to the study section 
(gray lines) are interpolated from data (see Figure 6.4) while outflowing concentrations at 
the spring (shaded blue area) are continuously simulated.  Spring output is presented as the 
95% prediction bound from the set of acceptable model simulations.  Blue dots represent 
discrete data points collected at the primary spring.  Sub-models were evaluated using the 
Nash-Sutcliffe Efficiency and the resulting value for the best cumulative run is shown on 
each graph.  Areas shaded in gray indicate low-flow periods (defined as 10 or more days 
with less than 0.3 m3 s-1). 
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Figure 6.9 Prior (uniform) and posterior histogram densities of model parameters and 
inputs.  Parameters such as the enrichment factors of nitrification (εnitr and εIN) and the 
recharge concentration of NH4+ and signature of δ15NNH4 during event 3 are sensitive while 
others such as enrichment factor of immobilization (εimm), reaction coefficient for indirect 
nitrification (βIN), and the recharge signature of δ15NDON are not sensitive. 
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APPENDIX 
Quality Assurance Project Plan (QAPP) 
Project Title: Cane Run & Royal Spring Water Quality Research 
 
River Basin: Kentucky River 
 
Sub-Catchment: Cane Run Creek 
 
Organization: University of Kentucky 
 
Project Co-Managers:  
 
 Admin Husic  _______________________   _____________ 
   Signature Date 
  
 Jimmy Fox (Primary)  _______________________   _____________ 
   Signature Date 
  
 
Project Laboratory Manager 
 
 Jason Backus (KGS)  _______________________   _____________ 
 
   Signature Date 
 Erik Pollock (UASIL)  _______________________   _____________ 
   Signature Date 
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Section A: Project Management and Objectives 
A.1) Distribution List  
 
Admin Husic 
Graduate Associate Department of Civil Engineering  
University of Kentucky 
161 O.H. Raymond Bldg 
Lexington, Kentucky 40506 
Phone: 859-218-1543 
admin.husic@uky.edu  
 
Dr. Jimmy Fox 
Department of Civil Engineering  
University of Kentucky 
161 O.H. Raymond Bldg 
Lexington, Kentucky 40506 
Phone: 859-257-8668 
james.fox@uky.edu 
 
Jason Backus 
Kentucky Geological Survey 
University of Kentucky 
366 Mining and Minerals Building 
Lexington, Kentucky 40506 
Phone: 859-257-5500 
jbackus@uky.edu 
 
Erik Pollock 
University of Arkansas Stable Isotope Laborartory 
University of Arkansas 
850 W Dickson Street 
Fayetteville, Arkansas 72701 
Phone: 479-575-4506 
epolloc@uark.edu 
 
A.2) Project Organization 
 
A.2.1) Roles and Responsibilities, Communication Pathways, and Organizational Chart 
The roles and responsibility of the participating parties are outlined below. The project organizational chart detailing participant roles 
and the propagation of information between party members is shown in Figure 1. Parts of this QAPP are adapted from the South Elkhorn 
QAPP (Ford, 2014).  
Admin Husic 
Graduate Assistant Department of Civil Engineering  
University of Kentucky 
Role:  Graduate Research Associate and Co-Principal Investigator 
Responsibilities:  Manager of the project, QAPP Development, Transport data to KGS lab, Ensure data meets all quality requirements, 
Analyze sediment elemental and stable isotope samples, Perform post-analysis and work to publish dataset 
Dr. Jimmy Fox 
Department of Civil Engineering  
University of Kentucky 
Role: Co-Principal Investigator, Primary advisor to the graduate student 
Responsibility: Co-manager of the project, Advisor to graduate student and assists with post-analysis and publication of data 
Jason Backus 
Kentucky Geological Survey 
University of Kentucky 
Role: Lab manager at the Kentucky Geological Survey Laboratory 
Responsibility: Performs analysis of ground water and surface water samples, Insure proper quality control measures are taken and all 
protocol are met 
Erik Pollock 
University of Kentucky Stable Isotope Laboratory (UASIL) 
University of Arkansas 
Role: Lab Manager of Arkansas Stable Isotope Lab  
Responsibility: Performs analysis of stream water δ15NNO3, Insure proper quality control measures are taken and all protocol are met 
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Figure 1) Project Organizational Chart 
A.2.2) Special Training Requirements and Certification 
No special training requirements are required to perform the procedures outlined in this QAPP.  The project/data manager 
has been trained by advisors and laboratory personnel on all of the procedures he will perform, and the project manager will oversee 
undergraduate students that collect probe data and sediment trap samples. The project manager will visit and learn all laboratory 
procedures performed in KGS lab that lab work is to be contracted out to. 
 
A.3) Project Planning / Problem Definition 
 
A.3.1) Project Definition 
 Fluviokarst landscapes are solutionally dissolved landforms dominated by secondary and tertiary porosity (Thrailkill, 1974; 
Smart and Hobbs, 1986).  As a result of the high connectivity, karst aquifers are typically very susceptible to anthropogenic contaminant 
loading from surface sources such as agricultural farms, wastewater treatment plants, and combined storm sewers (Mahler et al., 2000; 
Pronk et al., 2006; Heinz et al., 2009).  Pathogens, nutrients, and other contaminants are quickly transported through large karst conduits 
without adequate bioremediation (Mahler et al., 2000).  In conduit-dominated karst systems, the transport and proliferation of bacteria 
can be exacerbated by particulate sediment transport which provides protection against predators that graze on free-floating bacteria 
(Harvey et al., 1984), resistance against chemical attack (Rittman, 1993), and an energy source from sediment-bound organic material 
(Husic et al., 2016).  Karst aquifers can serve as drinking water sources for municipalities and individual homeowners, and understanding 
contaminant source and fate within aquifers can answer questions about the potability of karst waters.  
There exists a significant potential for contamination of karst waterways as a result of agricultural land practices and the 
continued urbanization of metropolitan areas.  Agricultural horse farms are abundant in the Inner Bluegrass Region of Kentucky and 
serve both a recreational and competitive purpose to the community.  Intense hydrologic events create surface runoff that can inundate 
horse stables and fields facilitating the transport of fecal matter downgradient towards swallow holes and estavelles.  In addition, 
agricultural lands in the Inner Bluegrass are also commonly used for animal grazing and crop production (e.g., tobacco).  Crop agriculture 
requires the spreading of fertilizer and nutrients over the soil surface in order to promote plant growth while animal grazing promotes 
erosion of soil surfaces.  Combined storm sewers are still commonly used and have the potential to overflow after excessive precipitation.  
As a result, organic waste is washed off into streams where it can be diverted to the subsurface karst aquifer.  By coupling stable isotope 
analysis to collected samples within the watershed, relative contribution of sediment and contaminants can be traced back to land types 
and practices.  
Contaminants affecting the water quality of karst systems in the Inner Bluegrass include total suspended and dissolved solids, 
nitrate, phosphorous, and fecal coliform bacteria.  Previous research performed by the Kentucky Water Resources Research Institute 
(KWRRI) show that the Cane Run Watershed exceeds the criteria of fecal coliform contamination for primary recreational contact (Cane 
Run and Royal Spring Watershed-Based Plan UKCAFE 2012).  In addition, Kentucky is one of the largest contributors of nutrients (i.e., 
nitrogen and phosphorous) to the Mississippi River (Alexander et al., 2008).  Nitrogen occurs primarily as dissolved inorganic nitrogen 
(DIN) or particulate nitrogen (PN).  The dissolved inorganic forms commonly include nitrate (NO3) and ammonium (NH4+).  Nitrogen 
is cycled through its various forms via fixation, ammonification, nitrification, assimilation, and denitrification.  Nitrogen cycling is a 
naturally occurring phenomena that has been accelerated due to human influence (Vitousek et al., 1997).  Phosphorous occurs primarily 
from the application of organic fertilizer to the soil system, and, along with nitrogen, is the nutrient most responsible for plant growth 
(e.g., algae blooms).  Fecal coliform bacteria are the most common type of microbial contamination and are used as an indicator species 
to identify the presence of other harmful pathogens.   
Investigating the transformation and flux of sediment, carbon, nitrogen, phosphorous, and fecal coliform bacteria is necessary 
in order to assure aquifer health and assess the bioremediation capabilities of karst conduits.  Karst caverns are turbulent mixing conduits 
governed by complicated hydrodynamic and biogeochemical processes that act as an intersection between open channel flows and 
traditional porous media ground water flows with the potential for temporary trapping of surface-derived sediment and organic turnover 
Admin Husic 
Jason Backus 
KGS  
Erik Pollock 
ASIL  
Dr. Jimmy Fox 
Project Lab Managers Project Managers 
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(Herman et al., 2008; Husic et al., 2016).  A dataset comprising of several years of sediment, carbon, nitrogen, phosphorous, and fecal 
coliform samples will provide extensive insight into the capabilities of fluviokarst systems to not only transport - but also transform - 
water quality constituents from watershed headwaters to depositional zones.  As a result of the complex nature of karst hydrogeology, 
constructing numerical models can often times prove difficult.  Large datasets which include high temporal frequency sampling and 
multiple sampling locations are often times necessary to reinforce conceptual and numerical models by providing a large range of water 
quality results for various conditions (e.g., flow, temperature, and moisture.)  In particular, the role of the karst conduit surface fine-
grained laminae (SFGL) with regards to assimilating and interacting with surface contaminants is an area of great importance as well as 
uncertainty.  The SFGL is the biologically active top-layer of bed sediment with high overlap of physical and biological processes in 
which water-sediment interactions are greatly coupled (Battin et al., 2008; Russo and Fox, 2012).  Understanding the source, fate, and 
transport of contaminants related to water quality will allow for implementation of appropriate treatment and mitigation strategies.  
Additionally, water chemistry variability in the subsurface can influence not only biological activity but also dissolution and precipitation 
of calcium carbonate (White, 2002).   
The objective of this project is to amass a dataset by collecting a suite of elemental and isotopic measurements from the 
surface waters and subsurface waters of the fluviokarst system. Samples are to be collected during storm events, low flow periods, and 
on a biweekly sampling routine. Sediment, water, and nitrate samples will be analyzed to determine the elemental concentration of 
carbon and nitrogen, as well as isotopic ratios of oxygen, deuterium, nitrogen, and carbon in order to (1) estimate the contribution of 
water and nitrate from various sources of karstic waters, (2) investigate the role of physical and biogeochemical processes in 
transforming nitrogen and carbon within karst storage zones, (3) and estimate the net flux of nitrate from subsurface pathways relative 
to surface pathways.  
With regards to objective 1, the nitrogen and oxygen isotopes of nitrate can be used to unmix the sources of nitrate 
contributing to spring discharge (Einsiedl and Mayer, 2006; Katz et al., 2010; Zhang et al., 2015).  Towards objective 2, this study will 
incorporate a greater focus into the fractionation process of nitrate isotopes by modeling the different karst storage reservoirs thus 
increasing provenance determination accuracy.  Additionally, to aid in estimating transformation rates, a “convey-belt” portion of the 
conduit will be used as an experimental testbed during low-flow periods where inputs and outputs to the section can be constrained.  
Finally, pertaining to objective 3, the flux of water quality constituents is of paramount interest to watershed shareholders such as farmers 
and municipalities. The biweekly sampling of nutrients will shed light on the variance in concentrations over time. ). Given that 50% of 
the land area in the state of Kentucky shows karst potential, it is vital to estimate fluviokarst contaminant loading to downstream surface 
water.  Previous and on-going research by Husic et al., (2017) has identified two tributaries, one surface outflow location, a subsurface 
conduit location, and primary springhead as important watershed sampling locations (Figure 2).  These locations including new sites 
encompass the watershed domain for the new sampling design.  
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Table 1) Summary of Project Data Needs  
K=Kentucky Horse Park (Conduit), C=Cane Run Creek, W=Well 21, R=Royal Spring, L=Lexmark (Urban Tributary), D=Dairy Road, 
S=Spindletop (Ag Tributary) 
 
C=Continuous, B=Biweekly, S=Storm 
 
*Precipitation measurements will be obtained from NOAA at the Lexington Airport Station, obtained from USGS stations located in 
the watershed outlet and the adjacent system, and average rainfall depths will be determined using NOAA protocols for the sub-
watersheds upstream from the sampling locations. 
 
A.3.2) Sampling Plan and Budget 
Storm Sampling Plan:  The sampling detailed below is for one storm event. Data will be collected from three to five storm events, which 
is summed up in the total budget. Samples will be collected at four locations throughout the storm. The timing of sample collection is 
shown below. Samples will be collected from Royal Spring, Groundwater Station, Cane Run Creek, and a groundwater well. Sediment 
samples will be collected only at Royal Spring. Storm samples total 71 per event (24 nitrate, 17 DIC, 17 water, 6 sediment and 7 
elemental).  
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Table 2) Storm Sampling Overview  
 
 
Low Flow Sampling Plan:  Samples will be collected for three “low flow events”. Below is the samples that will be collected for one 
low flow event. Samples will be collected from both the Groundwater Station at the mid-point of the karst conduit and at Royal Spring. 
The samples will be collected every day for 10 days for each event, equaling a total of 40 samples. The costs are summed up at the end 
of the document. 
 
 
 
 
 
Table 3) Low Flow Sampling Overview  
 Solute Samples Elemental Samples 
Location δ15NNO3  δ18ONO3 NO3
−
 
Royal Spring x x x 
Groundwater Station x x x 
 
Biweekly Sampling:  Samples will be collected every two weeks from Royal Spring, Groundwater Station, and Cane Run Creek. 
Biweekly sampling will take place over the next 16 months.  A total of 32 events will be sampled. 
 
Table 4) Biweekly Sampling Overview  
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Table 5) Total Sampling Costs 
 
A.3.3) Watershed Overview 
Study Watershed 
The Cane Run watershed is a mixed-use, fluviokarst watershed located in the Inner Bluegrass Region of central Kentucky 
contained with Fayette and Scott Counties. The underlying Royal Spring karst groundwater basin surfaces in Georgetown, Kentucky, 
where it serves as a municipal drinking water source for the city and has the largest base flow discharge of any spring in the region 
(Currens et al., 2015). This portion of the coupled surface-subsurface network has a drainage area of 58 km2 and is characterized by 
mature karst topography.  The headwaters of Cane Run creek are located in the southernmost portion of the watershed near downtown 
Lexington.  Within the drainage area, the investigated portion of the watershed is 38% urban/suburban and 62% agricultural, primarily 
of which is the horse farms.  The Cane Run watershed has high connectivity between the surface stream channel and the primary 
subsurface phreatic conduit.  Fifty seven karst holes (e.g., swallets and estavelles) have been mapped primarily in and around the main 
stream corridor (Paylor and Currens, 2004).  Many of these features connect to a primary subsurface karst corridor, located 20 m below 
the ground surface, which conveys water to Royal Spring in Georgetown (Taylor, 1992).  The underlying bedrock in the Cane Run 
watershed is composed of Lexington Limestone of the Middle Ordovician period (Cressman and Peterson, 1986).  The rock structures 
in the region are a result of a tectonic stress-field which initiated a pattern of en echelon minor faults and joints directing from the 
southeast towards the northwest (Drahovzal et al., 1992; Drahovzal and Noger, 1995).  The landscape of the watershed is typified karst 
and rolling hills in nature with well vegetated grass and trees.  The area is comprised of deep, well-drained series of soils (e.g., Maury, 
McAfee, and Lowell) that are formed from weathered phosphatic limestone (USDA, 1993).  These soil series are characterized by 
moderately low to moderately rapid permeability (USDA, 1993).  Both the subsurface conduit and Cane Run creek are active during 
winter periods when soil moisture conditions are high and rainfall activity is prolonged.  During the summer months, seasonal creeks 
are activated by hydrologic events and run dry during subsequent inactive periods of rainfall.  
Figure 2) Geographic Location of the Cane Run Watershed 
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Previous Monitoring 
 The Cane Run watershed has been monitored since the late 1960’s.  The Lexington Fayette Urban County Government 
(LFUCG) has been performing pathogen sampling in Cane Run since 1993.  In 2007, the United States Environmental Protection Agency 
(USEPA) and the LFUCG entered into a consent decree over violations of the Federal Water Pollution Control Act.  Subsequently, the 
University of Kentucky Department of Biosystems and Agricultural Engineering began developing a watershed based plan which was 
completed in 2012.  The Biosystems and Agricultural Engineering Department began monitoring the surface water component of the 
dual drainage system.  Results showed that surface streams are intermittent and are activated primarily by rainfall.  The report 
emphasized that the single greatest challenge to water quality in the system is the coupling of karst hydrogeologic pathways with surface 
streams.  In response to this challenge, in conjunction with the Kentucky Geological Survey (KGS), an investigation into the ground 
water component of the system was initiated.  
Over the last decade, the KGS located the primary karst conduit: electrical resistivity tests and well drilling were used to map 
the phreatic conduit that serves as the primary subterranean pathway for the karst drainage from the headwaters to Royal Spring (Zhu 
et al., 2011).  Over a two year period (2011 – 2013), water and sediment fluxes were continuously monitored at surface and subsurface 
sites while carbon inflows and outflows were measured using time-integrated samples (Husic et al., 2016).  Figure X details the 
previously collected data for the Cane Run watershed.  Flow rate, turbidity, temperature, dissolved, conductivity, and pH were collected 
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using continuous probes when available during the study.  Sediment carbon, nitrate, and phosphorous samples were collected on a 
biweekly to monthly basis.  Fecal coliform bacteria samples were collected intermittently depending on field conditions.  Additionally, 
a sediment and sediment carbon transport model including isotope source un-mixing was developed by Husic et al. (2016) for the Cane 
Run and Royal Springs watershed.  As further research is completed, the system inner workings become less obfuscated as shown by 
successful modeling of sediment transport in the subsurface karst conduit.  Sediment modeling in karst is rare, and the work by Husic 
et al. (2016) is the only known publication by the authors to model the physical and biogeochemical processes affecting sediment 
transport and SFGL transformation. A historical summary of studies performed in the Cane Run/Royal Springs Watershed can be found 
in Table 6. 
Primarily, the limited, yet sustained, transport carrying capacity of the conduit promotes the deposition of labile carbon to 
the conduit bed followed by later resuspension of the deposited sediment.  Perenial flow within the conduit coupled with the subsequent 
deposition and resuspension of sediment provide conditions for heterotrophic bacteria to oxidize labile sediment carbon and in turn 
provide a mechanism for particulate carbon loss, likely as a result of CO2 production, in the fluviokarst system.  The existence of loosely 
compacted surficial fine grained laminae at the floor of the conduit within oxygenated water further supports the phreatic conduits as a 
biologically-active pathway for sediment organic carbon.  The results suggest karst pathways as biologically active conveyors of 
sediment carbon that temporarily store sediment, turnover carbon at higher rates than would be considered otherwise, and recharge 
relatively depleted organic carbon back to the surface stream within the fluvial system.   
The preliminary water quality results of the project show:  
1. The geometric means of the fecal coliform count at the surface stream (605) and at the karst conduit (369) exceed the 200 
cfu/100mL criteria for primary recreational contact.  
2. The fecal coliform dataset shows that the conduit and surface stream are highly coupled and both have peaks and troughs 
coinciding with one another. 
3.  δ15N of sediment does not vary much over time, but it does vary longitudinally (more enriched as it is transported 
downstream). There may be potential for denitrification to occur in the conduit. 
4. Nitrate concentrations decrease with temperature perhaps due to phytoplankton production in the surface and later diverting 
of water experiencing a high uptake of nutrients.  
5. Nitrate levels in the subsurface are almost greater than nitrate levels in Cane Run creek, but both are very similar.  
6. Fecal coliform peaks seem to coincide with low levels of nitrate; nitrate peaks seem to coincide with low levels of coliform.  
7. Nitrate leaching is a prominent feature of the Cane Run agricultural fluviokarst system.  
 
Table 6) Previous Research 
 
 
A.3.4) Project Planning and Expected Measurements 
 
The objective of this project is to collect constituents of sediment, carbon, nitrogen and phosphorous in order to (1) estimate 
the contribution of water and nitrate from various sources of karstic waters, (2) investigate the role of physical and biogeochemical 
processes in transforming nitrogen and carbon within karst storage zones, (3) and estimate the net flux of nitrate from subsurface 
pathways relative to surface pathways. The samples will be tested for δ2HH2O, δ18OH2O, δ15NNO3 , δ18ONO3, δ13CDIC, NO3−, P, δ15NSed, 
δ13CSed, PN, and POC. The project quality objectives are outlined in section A.4. Sampling, analytical and data review activities are 
discussed briefly in the following subsections, but are detailed in Part B, with Table 1 summarizing the data collection needs defined 
during the planning process between the project manager and the primary advisor.  Additional, non-analytical, inputs are discussed in 
section A.4.1.3. Final products and deliverables from the project are outlined in section C.5.   
 
1) Sediment Concentration (TSS) 
Suspended sediment samples will be collected at a specified point using Teledyne ISCOs for storm events at the watershed outlet and 
two tributaries.  Depth integrated sediment samples will be collected during weekly (sediment trap) field sampling and during monthly 
(grab) field sampling.  Samples will be brought back to the lab and analyzed for Total Suspended Solids.  Refer to section A.6.2 for 
sampling schedules. Refer to section B for sample analysis and acquisition methodology.  A relationship will also be established between 
TSS and Turbidity to simulate continuous estimates of sediment concentration. 
 
2) Field Parameters (DO, pH, Temp, Cond) 
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Four different field parameters will be measured at the Groundwater Station.  These include temperature, pH, dissolved oxygen, and 
specific conductance.  These parameters will be measured using a YSI 6920v2 sonde will be utilized to generate 5 minute measurements. 
For other locations, these parameters will be measured manually using the Horiba Water Quality Checker U-10. 
 
3) Stage (H) 
Stage data will be collected at all sediment trap sites during field visits using a meter stick.  The measurements will be made at repeatable 
locations (e.g. on the front left side of a t-post that is embedded in the streambed) and will measure the distance from the streambed to 
the water surface. Stage data will also be collected from USGS staff gauges. Additionally, well stage will be measured using a piezometer 
at Well 21 and KYHP. 
 
4) Flowrate (Q) 
Flowrate will be obtained from a USGS gauging station at Royal Spring and several surface locations.  Refer to section A.5 for treatment 
of secondary data. 
 
 
 
5) Nitrate (NO3−) 
Grab samples will be collected at each of the surface water data acquisition stations and groundwater station.  These samples will be 
analyzed for Nitrate.  Refer to Section A.6.2 for sampling schedules.  Refer to Section B for sample analysis and acquisition 
methodology.   
 
6) Total Recoverable Phosphorus (P) 
Grab samples will be collected at each of the surface water data acquisition stations and groundwater station.  These samples will be 
analyzed for Dissolved Phosphorus.  Refer to Section A.6.2 for sampling schedules.  Refer to Section B for sample analysis and 
acquisition methodology.   
 
7) δ13C, δ15N, POC, and PN of Transported Sediment 
Sediment traps will be placed at two tributaries (one urban, one ag), at the longitudinal midpoint of the main surface channel, and at 
Royal Spring to gather spatially and temporally integrated sediment samples. These samples will be analyzed for δ15N and δ13C of 
Transported Sediment, POC, and PN using an elemental analyzer that is interfaced with an Isotope Ratio Mass Spectrometer. 
 
8) δ18ONO3 and δ15NNO3 of Transported Water 
Water samples will be collected at Royal Spring, Cane Run Creek, a groundwater well, and at the Groundwater Station to gather spatially 
and temporally integrated water samples.  These samples will be analyzed for δ18ONO3 and δ15NNO3 using an Isotope Ratio Mass 
Spectrometer. 
 
9) δ13CDIC of Transported Water 
Water samples will be collected at Royal Spring, Cane Run Creek, a groundwater well, and at the Groundwater Station to gather spatially 
and temporally integrated water samples.  These samples will be analyzed for δ13CDIC using an Isotope Ratio Mass Spectrometer. 
 
10) δ18OH2O and δDH2O of Transported Water 
Water samples will be collected at Royal Spring, Cane Run Creek, a groundwater well, and at the Groundwater Station to gather spatially 
and temporally integrated water samples.  These samples will be analyzed for δ18OH2O and δDH2O using an Isotope Ratio Mass 
Spectrometer. 
 
11) Precipitation (PRCP) 
Precipitation data will be obtained continuously at hour intervals using rainfall records available from NOAA for the Lexington Airport. 
Average rainfall depths for the sub-watersheds upstream of each sampling locations will be determined using standard NOAA protocols.  
No approved EPA method exists for the measurement of precipitation data. Precipitation data will also be obtained from 2 USGS gauging 
stations (located at the watershed outlet and in an adjacent system).  Refer to section A.5 for treatment of secondary data. 
 
A.4) Project Quality Objectives and Measurement Performance Criteria 
All data collected in support of the project will follow standard operating procedures, EPA protocols for Quality Assurance 
Project Plans, EPA-505-B-04-900A, 2005 and the Kentucky Ambient/Watershed Water Quality Monitoring Standard Operating 
Procedure Manual, 2005.  The latter document provides both quality objectives and criteria (e.g Appendix F – Quality Control Design) 
which are applicable to both field parameters (i.e. specific conductance, pH, and dissolved oxygen) as well as phosphorus grab samples 
(i.e. nutrients) that will be collected as part of this study.  Further, analysis of isotope samples will follow EPA-Sip/OP.1 which outlines 
the quality objectives criteria for carbon and nitrogen elemental/isotopic analysis. 
 
A.4.1) Development of Project Quality Objectives Using the Systematic Planning Process 
 
A.4.1.1) Problem Statement 
The problem statement is outlined in section A.3.1. 
 
A.4.1.2) Goals of the Study 
The primary hypothesis of the study is that the surface fine-grained laminae of the karst conduit bed provides the potential for 
bioremediation of surface-derived nutrients and bacteria.  Alternatively we hypothesize that the surface fine-grained laminae does not 
have any significant bioremediation capabilities, however improving numerical modeling of nutrient and bacteria transport in karst 
conduits will improve fluviokarst nutrient budgets.   Additional goals of the study include estimating nitrogen and phosphorous 
transformation rates and estimating karst water contribution from various sources with isotopic data. 
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A.4.1.3) Information Inputs 
See section A.3.2 for the analytical inputs needed to fill gaps missing in the Problem Statement.  Additional inputs needed for the study 
includes geospatial data for the watershed including land cover maps, stream-conduit connectivity, and topography.   
 
A.4.1.4) Study Boundaries 
The proposed dataset will be collected over a 16 month timeframe within a 58 km2 study basin.  Sediment transport and water quality 
inputs will be collected at the 5 km2 scale to understand tributary inputs.  Intermediate tributaries and main stem sites will be collected 
to understand spatial variability in the watershed.  Sampling was designed around current knowledge and data gaps.  See section A.3.1 
for justification of the sampling design and timing found in section A.6.    
 
A.4.1.5) Analytical Approach 
Samples collected from sample sites in Figure 2 will represent integrated measurements of all upstream surface and subsurface activity, 
respectively. Samples collected from Urban Trib (~5 km2) will represent mean urban tributaries in the watershed and Ag Trib (~5 km2) 
will represent predominantly agricultural watersheds.  The parameters of interest and there use are outlined in Table 1. 
 
A.4.1.6) Performance or Acceptance Criteria 
Detailed information on data quality indicators, performance activities and performance criteria of each analyte can be found in section 
A.4.2. 
 
A.4.1.7) Detailed Plan for Obtaining Data  
See section B.1 for the detailed tasks of collecting data and the attached appendices for data collection methods and analytical 
procedures. 
 
A.4.2) Measurement Performance Criteria 
Measurement Performance Criteria (MPC) are quantified for each analytical process in the below tables in order to address 
issues associated with (1) precision, (2) accuracy and bias, (3) sensitivity and quantitation limits, (4) representativeness, (5) 
comparability and (6) completeness (see EPA-505-B-04-900A).  The first 4 MPCs are addressed in Tables 7 and 8.  Completeness is 
addressed using the checklist found in Table 9.  The completeness form is a tool that provides project managers with a comprehensive 
checklist of deliverables used to verify the quality of the data through rigorous documentation of the sample collection and analytical 
procedures.  With regard to comparability, samples will be taken from the exact same location each time by staking sampling locations 
with t-posts that are driven into the streambed.  Although Method Detection Limits (MDL) and Quantitation limits (QL) are not clearly 
defined here, they are defined for each analysis in section A.6.1. 
 
Table 7) QC Sample or Measurement Performance Activity 
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Table 8) Measurement Performance Criteria 
 
Table 9) Completeness Checklist (from EPA-505-B-04-900A) 
 
A.5) Secondary Data Evaluation 
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 The secondary data, sources, uses, and limitations are summarized in Table 10.  Flowrate at the spring outlet (USGS station) 
will be used to aid in calibration of the sediment transport model.  The USGS gauging station is located downstream of Groundwater 
Station and is used as a surrogate when Groundwater Station equipment is inactive.  The estimates are collected continuously at a five 
minute interval.  Geospatial USGS data including National Land Cover Datasets (NLCD) will be used for the sub-basin in question.  A 
potential limitation exists in the resolution of the data needing to match the resolution of the model. 
 Previously published transported sediment (Fox et al., 2010; Russo and Fox, 2012; Ford and Fox, 2012; Husic et al., 2016) 
and bank sediment (Fox et al., 2010) data will be used to assist in model parameterization.  Elemental and isotopic signatures of 
transported sediments were collected using integrated sediment trap samplers.  The data was analyzed using appropriate QC as discussed 
in this QAPP. 
 
Table 10) Secondary data sources, use, and limitations 
Data type Source Data uses relative to current project 
Factors affecting the reliability of data 
and limitations on data use 
Flowrate at watershed 
outlet USGS Calibration of hydrologic model. 
Downstream of Groundwater Station 
calibration point. Used as a surrogate. 
Land Cover Data USGS-NLCD 
Determine the % land use of each 
sub-basin.  Inputs into the 
hydrologic model 
No known limitations. 
Carbon Model Husic et al., 2016 Used as an input for the nitrogen model. 
Only calibrated to suspended sediment 
carbon, no calibration for bed sediment 
carbon. 
Sediment Transport 
Model 
Russo and Fox, 
2012; Husic et al., 
2016 
Used as an input for the nitrogen 
model. 
Spatial sediment influx to subsurface is an 
uncertainty. 
Sediment trap data Fox et al., 2010 
Used as tributary input for the 
sediment, carbon, nitrogen and 
nitrogen isotope models 
Data collected from a surface-dominated 
watershed. 
Bank Sediment data Fox et al., 2010 
Used as input for the sediment, 
carbon, nitrogen and nitrogen 
isotope models 
Data collected from a surface-dominated 
watershed. 
 
A.6) Project Overview and Schedule 
 
A.6.1) Project Overview (Outcome of Project Scoping Activities) 
 Table 11 provides a detailed overview of the project data needs, the laboratory method detection limit (MDL) and the 
quantitation limit (QL).  The MDL is a statistically derived detection limit that represents a 99% confidence level that the reported signal 
is different from a blank sample and the QL is the minimum concentration of an analyte that can be routinely identified and quantified 
above the method detection limit.  The QL is optimally defined as 10*MDL but can be as low as 3*MDL (see EPA-505-B-04-900A).  
The analytical procedures and labs were chosen as a result of proximity, temporal and economic feasibility balanced with the desired 
project quality criteria discussed in section A.4.    
 
Table 11) Overview of project data needs, quantitation limits and method detection limits. 
Analyte Quantitation Limit (QL) 
Method Detection Limit 
(MDL) 
Nitrate 0 mg/L 0 mg/L 
Total Recoverable Phosphorous 0.06 mg/L 0.02 mg/L 
Sediment Concentration 30 mg/L 10 mg/L 
δ15N of Transported Sediment 0.5 Volts 0 Volts 
δ13C of Transported Sediment 0.5 Volts 0 Volts 
POC of Transported Sediment N/A N/A 
PN of Transported Sediment N/A N/A 
δ13C of DIC   
δ15N of Nitrate   
δ18O of Nitrate   
δ18O of Water   
δ2H of Water   
Fecal Coliform 2 cfu/100mL 0 cfu/100mL 
 
A.6.2) Project Schedule 
The below project schedule addresses particular tasks needed to satisfy the sampling procedure described in Task B.1.1.  
Generally, samples will be collected over 16 months (Feb 2017-June 2018) and analysis and subsequent data implementation will be 
conducted the following 3 months (June 2018-Aug 2018).  The project schedule activities, responsible parties, timeframe of the proposed 
activity, deliverables and deliverable due dates are addressed in Table 12. 
 
Table 12) Project Scheduling Summary 
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Activity Responsible parties Activity Timeframe Deliverable(s) 
Deliverable due 
date 
Sample collection-Surface 
Water Admin Husic 
Feb 2017- 
June 2018 Field notes June 2018 
Sample collection-Sediment 
Traps 
Admin Husic/ 
Undergraduate Researchers 
Feb 2017- 
June 2018 Field notes June 2018 
Sample collection- Sediment 
Load 
Admin Husic/ 
Undergraduate Researchers 
Feb 2017- 
June 2018 Field notes June 2018 
Surface Water Sample 
Analysis 
Jason Backus/ Erik Pollock/ 
Admin Husic 
Feb 2017- 
June 2018 
Report of Analyses for 
each sample run June 2018 
Sediment Trap Sample 
Preparation 
Admin Husic/ 
Undergraduate Researchers 
Feb 2017- 
June 2018 
Laboratory Procedure 
Spreadsheet June 2018 
Sediment Trap 
Elemental/Isotope Analysis Admin Husic/ Dr. Romanek 
Feb 2017- 
June 2018 
Report of Analyses for 
each sample run June 2018 
Sediment Load Sample 
Analysis 
Undergraduate 
Researchers/ Admin Husic 
Feb 2017- 
June 2018 
Report of Analyses for 
each sample run June 2018 
Data Validation Admin Husic Feb 2017- June 2018 QAQC Report June 2018 
Incorporartion into modeling 
Framework Admin Husic 
Feb 2017- 
June 2018 Dissertation Research June 2018 
 
Section B: Measurement/ Data Acquisition 
 
B.1) Sampling Tasks 
 
B.1.1) Sampling Process Design and Rationale 
 
B.1.1.1) Location of Environmental Samples 
To generate the desired spatial variability and to assess the importance of watershed scale, samples will be obtained from the 
sites depicted in Figure 2 in section A.3.1.  Two tributary streams with drainage areas on the order of 5 km2 will be monitored.  Site 
selection was motivated by understanding nutrient and carbon inputs from urban and agricultural lands via the small tributaries and to 
assess how alterations occur during downstream transport under various flow conditions.    
Sites on the order of 5 km2 were chosen since they produced representative quantities of other sub-basins within the watershed 
(Husic et al., 2016).  Finally, the main stem site offer integration of the two prominent land uses, and a conduit site offers a representation 
of mixed surface/subsurface flows and processes.  
Site selection was determined based on the following criteria which was obtained from the Kentucky Ambient/Watershed Water 
Quality Monitoring SOP Manual 
•  Sampler Safety- Expensive sampling equipment will be used to sample sediment load (i.e. the turbidity and ISCO 
samplers), hence safety of samplers is of the utmost importance.  Sites were generally located in ‘out of sight’ secluded 
areas and lines will be buried. 
• Accessibility- Sites selected were generally easily accessible from a nearby road in which a parking spot is readily 
available. 
• Proximity to a current hydrological Station- The Cane Run watershed was partially chosen as the test bed for this study 
as it has a USGS gauging station and a KGS gauging station on the main stem. 
• Transport time to laboratories- The Cane Run watershed is a short drive (approximately 10 miles) from the University 
of Kentucky Hydrosystems and KGS labs. 
• Conformation of stream reach sampled- Stream reaches of sampling sites were generally straight riffle sections.  This 
also allows for wading during higher flows to obtain grab samples. 
• Reach mixing- Monitored stream sections appeared to be well mixed with homogenous pH, DO, and temperature 
readings in the area surrounding the sampling site.  
• Backwater effect- Sampling locations were setup upstream of major tributaries (or upstream of the main stem for the 
small tributaries) to avoid backwater effects.  
• Other factors- Site safety and authorization to sample from landowners were considered during the site selection 
process.   
 
 
B.1.1.2) Scheduling, Number of Samples and Sampling Design Rationale 
To meet the desired objectives of the project, the samples mentioned in Table 1 will be collected. Note, that within a given 
season the order of sampling can be rearranged since hydrologic conditions are highly unpredictable. Therefore, 16-month sampling 
routine is proposed. The following subsections detail the scheduling, number of samples and design rationale (e.g. why the sample 
design was selected for each data type). Table 13 displays a summary schedule for water and sediment samples collected throughout the 
project. 
 
1) Sediment Concentration (TSS) 
Suspended sediment samples will be collected at a specified point using Teledyne ISCOs for storm events at the watershed outlet and 
two tributaries.  Depth integrated sediment samples will be collected during sediment trap field sampling and during grab field sampling.  
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Samples will be brought back to the lab and analyzed for Total Suspended Solids.  Refer to section A.6.2 for sampling schedules. Refer 
to section B for sample analysis and acquisition methodology.  A relationship will also be established between TSS and Turbidity to 
simulate continuous estimates of sediment concentration. 
 
2) Field Parameters (DO, pH, Temp, Cond) 
Four different field parameters will be measured at the Groundwater Station.  These include temperature, pH, dissolved oxygen, and 
specific conductance.  These parameters will be measured using a YSI 6920v2 sonde will be utilized to generate 5 minute measurements. 
For other locations, these parameters will be measured manually using the Horiba Water Quality Checker U-10. 
 
3) Stage (H) 
Stage data will be collected at all wadable sites during field visits using a meter stick.  The measurements will be made at repeatable 
locations (e.g. on the front left side of a t-post that is embedded in the streambed) and will measure the distance from the streambed to 
the water surface.  Stage data will also be collected from USGS staff gauges. Additionally, well stage will be measured using a 
piezometer at Well 21 and KYHP. 
 
4) Flowrate Measurements (Q) 
Flowrate will be obtained from a USGS gauging station at Royal Spring and several surface locations. Flowrates are needed for 
calibration of the hydrologic model.  Refer to section A.5 for treatment of secondary data. 
 
5) Nitrate (NO3−) 
Nitrate samples will be collected biweekly and during storm events at KYHP, CRCK, RYSP, and Well 21(Storm Only).  Preliminary 
samples suggest that nitrate is abundant during all seasons and that both seasonal and spatial variability may be important in governing 
nitrate transport and removal.  Likewise, storm events need to be closely monitored since the majority of transported nitrogen occurs 
during these periods.  A total of 116 samples will be collected. 
 
6) Total Recoverable Phosphorus (P) 
DP samples will be collected biweekly at KYHP, CRCK, and RYSP.  Collection of DP will help to constrain the stream carbon cycle 
since it can provide rate limiting conditions for carbon growth, which will ultimately assist in parameterization of the nitrogen model.  
Preliminary results suggest that the tributaries represent DP end members with the main stem site falling somewhere in between 
depending on flow conditions. A total number of 116 samples will be collected. 
 
7) δ15N, δ13C, PN, and POC of Transported Sediment 
Sediment traps will be placed at two tributaries (one urban, one ag), at the longitudinal midpoint of the main surface channel, and at 
Royal Spring to gather spatially and temporally integrated sediment samples.  These samples will be analyzed for δ15N and δ13C of 
Transported Sediment, POC and PN using an elemental analyzer that is interfaced with an Isotope Ratio Mass Spectrometer. A total 
number of 158 samples will be analyzed. 
 
8) δ15NNO3 and δ18ONO3 of Transported Water 
Water samples will be collected at RYSP during biweekly sampling, KYHP and RYSP during low flow sampling, and at  KYHP, CRCK, 
Well 21, and RYSP during storm events in order to gather spatially and temporally integrated water samples.  These samples will be 
analyzed for δ18OH2O and δDH2O using an Isotope Ratio Mass Spectrometer. A total number of 172 samples will be analyzed 
 
9) δ13CDIC of Transported Water 
Water samples will be collected at RYSP during biweekly sampling and at KYHP, CRCK, Well 21, and RYSP during storm events to 
gather spatially and temporally integrated water samples.  These samples will be analyzed for δ18OH2O and δDH2O using an Isotope Ratio 
Mass Spectrometer. A total number of 117 samples will be analyzed 
 
10) δ18OH2O and δDH2O of Transported Water 
Water samples will be collected at KYHP, CRCK, Well 21, and RYSP during storm events to gather spatially and temporally integrated 
water samples.  These samples will be analyzed for δ18OH2O and δDH2O using an Isotope Ratio Mass Spectrometer. A total number of 85 
samples will be analyzed 
 
11) Precipitation (PRCP) 
Precipitation data will be obtained continuously at hour intervals using rainfall records available from NOAA for the Lexington Airport.  
Average rainfall depths for the sub-watersheds upstream of each sampling locations will be determined using standard NOAA protocols.  
No approved EPA method exists for the measurement of precipitation data. Precipitation data will also be obtained from 2 USGS gauging 
stations (located at the watershed outlet and in an adjacent system).  Refer to section A.5 for treatment of secondary data. 
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Table 13) Summary of the monthly sampling routine.   
 
Locations: KYHP-Kentucky Horse Park (Conduit), CRCK-Cane Run Creek, WELL-Well 21, RYSP-Royal Spring, LEX-Urban Tributary at Lexmark, SPIN-Agricultural Tributary at Spindletop, DAIRY-
Dairy Road 
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Table 14) Monthly Schedule/Checklist   
 
 
 
  
Month
Feb-17 Biweekly x2 End of Month End of Month
Mar-17 Biweekly x2 End of Month End of Month
Apr-17 Biweekly x2 Storm Low Flow End of Month End of Month End of Month
May-17 Biweekly x2 End of Month End of Month
Jun-17 Biweekly x2 End of Month End of Month
Jul-17 Biweekly x2 Storm Low Flow End of Month End of Month End of Month
Aug-17 Biweekly x2 End of Month End of Month
Sep-17 Biweekly x2 End of Month End of Month
Oct-17 Biweekly x2 End of Month End of Month End of Month
Nov-17 Biweekly x2 End of Month End of Month
Dec-17 Biweekly x2 End of Month End of Month
Jan-18 Biweekly x2 End of Month End of Month End of Month
Feb-18 Biweekly x2 End of Month End of Month
Mar-18 Biweekly x2 End of Month End of Month
Apr-18 Biweekly x2 End of Month End of Month
May-18 Biweekly x2 End of Month End of Month End of Month
Jun-18
Jul-18
Aug-18 Finished
Final Report
Progress Report
Progress Report
Progress Report
Data Implementation
Storm
Low Flow
Storm
Sampling Database Incorporation Quarterly QA ReportData Review/Validation
Storm
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Table 15) Weekly Schedule/Checklist Excerpt  
2/13/2017 2/19/2017
2/20/2017 2/26/2017 D/I D/I D/I
2/27/2017 3/5/2017 D/I D/I D/I D/I
3/6/2017 3/12/2017 D/I D/I D/I D/I
3/13/2017 3/19/2017 D/I D/I D/I
3/20/2017 3/26/2017 D/I D/I D/I D/I
3/27/2017 4/2/2017 D/I D/I D/I D/I D/I
4/3/2017 4/9/2017 D/I D/I D/I D/I
4/10/2017 4/16/2017 D/I D/I D/I
4/17/2017 4/23/2017 D/I D/I D/I D/I
4/24/2017 4/30/2017 D/I D/I D/I D/I D/I
5/1/2017 5/7/2017 D/I D/I D/I D/I
5/8/2017 5/14/2017 D/I D/I D/I
5/15/2017 5/21/2017 D/I D/I D/I D/I
5/22/2017 5/28/2017 D/I D/I D/I
5/29/2017 6/4/2017 D/I D/I D/I D/I D/I D/I
6/5/2017 6/11/2017 D/I D/I D/I
6/12/2017 6/18/2017 D/I D/I D/I D/I
Monthly Data 
Review/Validation
Database 
Incorporation
Quarterly QA 
Report
Data 
Implementation
Final ReportBackup 
Unclejonny
Week Mail Isotope 
Samples
Sedminent Sample 
to Freeze Dry
Nutrient 
Sample to KGS
Biweekly 
Sample
Prepare for 
Sampling
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Table 16) Storm Sampling Schedule Checklist Template 
  
Storm Sampling Schedule Checklist
Analyte Date Time Sample Date Time Sample Date Time Sample Date Time
NO3 NO3 NO3 NO3
δ15N/δ18ONO3 δ
15N/δ18ONO3 δ
15N/δ18ONO3 δ
15N/δ18ONO3
 δ2H/δ18OH2O  δ
2H/δ18OH2O  δ
2H/δ18OH2O  δ
2H/δ18OH2O
δ13CDIC δ
13CDIC δ
13CDIC δ
13CDIC
δ15N/ δ13CSed δ
15N/ δ13CSed δ
15N/ δ13CSed δ
15N/ δ13CSed
NO3 NO3 NO3 NO3
δ15N/δ18ONO3 δ
15N/δ18ONO3 δ
15N/δ18ONO3 δ
15N/δ18ONO3
 δ2H/δ18OH2O  δ
2H/δ18OH2O  δ
2H/δ18OH2O  δ
2H/δ18OH2O
δ13CDIC δ
13CDIC δ
13CDIC δ
13CDIC
δ15N/ δ13CSed δ
15N/ δ13CSed δ
15N/ δ13CSed δ
15N/ δ13CSed
NO3 NO3 NO3 NO3
δ15N/δ18ONO3 δ
15N/δ18ONO3 δ
15N/δ18ONO3 δ
15N/δ18ONO3
 δ2H/δ18OH2O  δ
2H/δ18OH2O  δ
2H/δ18OH2O  δ
2H/δ18OH2O
δ13CDIC δ
13CDIC δ
13CDIC δ
13CDIC
δ15N/ δ13CSed δ
15N/ δ13CSed δ
15N/ δ13CSed δ
15N/ δ13CSed
NO3 NO3 NO3 NO3
δ15N/δ18ONO3 δ
15N/δ18ONO3 δ
15N/δ18ONO3 δ
15N/δ18ONO3
 δ2H/δ18OH2O  δ
2H/δ18OH2O  δ
2H/δ18OH2O  δ
2H/δ18OH2O
δ13CDIC δ
13CDIC δ
13CDIC δ
13CDIC
δ15N/ δ13CSed δ
15N/ δ13CSed δ
15N/ δ13CSed δ
15N/ δ13CSed
NO3 NO3 NO3 NO3
δ15N/δ18ONO3 δ
15N/δ18ONO3 δ
15N/δ18ONO3 δ
15N/δ18ONO3
 δ2H/δ18OH2O  δ
2H/δ18OH2O  δ
2H/δ18OH2O  δ
2H/δ18OH2O
δ13CDIC δ
13CDIC δ
13CDIC δ
13CDIC
δ15N/ δ13CSed δ
15N/ δ13CSed δ
15N/ δ13CSed δ
15N/ δ13CSed
NO3 NO3 NO3 NO3
δ15N/δ18ONO3 δ
15N/δ18ONO3 δ
15N/δ18ONO3 δ
15N/δ18ONO3
 δ2H/δ18OH2O  δ
2H/δ18OH2O  δ
2H/δ18OH2O  δ
2H/δ18OH2O
δ13CDIC δ
13CDIC δ
13CDIC δ
13CDIC
δ15N/ δ13CSed δ
15N/ δ13CSed δ
15N/ δ13CSed δ
15N/ δ13CSed
NO3 NO3 NO3 NO3
δ15N/δ18ONO3 δ
15N/δ18ONO3 δ
15N/δ18ONO3 δ
15N/δ18ONO3
 δ2H/δ18OH2O  δ
2H/δ18OH2O  δ
2H/δ18OH2O  δ
2H/δ18OH2O
δ13CDIC δ
13CDIC δ
13CDIC δ
13CDIC
δ15N/ δ13CSed δ
15N/ δ13CSed δ
15N/ δ13CSed δ
15N/ δ13CSed
NO3 NO3 NO3 NO3
δ15N/δ18ONO3 δ
15N/δ18ONO3 δ
15N/δ18ONO3 δ
15N/δ18ONO3
 δ2H/δ18OH2O  δ
2H/δ18OH2O  δ
2H/δ18OH2O  δ
2H/δ18OH2O
δ13CDIC δ
13CDIC δ
13CDIC δ
13CDIC
δ15N/ δ13CSed δ
15N/ δ13CSed δ
15N/ δ13CSed δ
15N/ δ13CSed
NO3 NO3 NO3 NO3
δ15N/δ18ONO3 δ
15N/δ18ONO3 δ
15N/δ18ONO3 δ
15N/δ18ONO3
 δ2H/δ18OH2O  δ
2H/δ18OH2O  δ
2H/δ18OH2O  δ
2H/δ18OH2O
δ13CDIC δ
13CDIC δ
13CDIC δ
13CDIC
δ15N/ δ13CSed δ
15N/ δ13CSed δ
15N/ δ13CSed δ
15N/ δ13CSed
5
6
7
8
Sample
Sampled By:Event Number:
1
2
3
4
KYHP WELL CRCK RYSP
0
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Table 17 Low Flow Schedule Checklist Template 
 
 
 
B.1.1.3) Design Assumptions  
The following assumptions are associated with the selected sample design. 
7 Selected tributaries are representative of their respective land use across the 
watershed. 
8 Since urban and agriculture practices are fairly homogenous across the 
watershed, this is justifiable. 
9 It’s assumed that the sampling design frequency is sufficient to capture 
seasonal variation in key constituents. 
10 Based on results of Ford and Fox, in progress monthly sampling frequency 
is adequate to capture the distribution of the population. 
11 It is assumed that the detailed sampling of the 3 storm events will be 
sufficient for providing a representative range of flow conditions and that 
each storm event sampled is representative of storm events occurring in the 
season. 
12 Assumes that no significant land use changes will occur over the sampling 
duration. 
13 We will monitor for development or changing land use practices. 
14 By sampling using grab sample methods, it is assumed dissolved 
constituents are uniformly distributed in the water column. 
15 Diffusion and well mixed streamwater promote uniformity with depth. 
 
B.1.1.4) Validation of Nonstandard Methods 
No nonstandard methods are required for this project. 
 
B.1.2) Sampling Procedures and Requirements 
The following sections describe the procedures and requirements to collect samples in the field and deliver them to the 
laboratory.  Standard operating procedures (SOPs) and reference material can be found in the Reference and Appendix sections. 
 
B.1.2.1) Sample Collection Procedures 
The following subsections outline the procedures used to collect samples used in this project. 
 
Nitrate, ,Dissolved Phosphorus, δ15N and δ18O of Nitrate, δ2H and δ18O of Water, δ13C of DIC  - The direct method for streams (EPA 
#EH-01) will be utilized to sample NO3, DP, δ15NNO3, δ18ONO3, δ2HH2O, δ18OH2O, and δ13CDIC at CRCK and RYSP.  After the bottle is rinsed 
in the stream water, the sample is collected by placing the bottle under the water surface with the opening pointing upstream.  The 
sampler will remain downstream of the container and the sample will be collected in a downstream to upstream motion without 
Analyte Date Time Sample Date Time
NO3 NO3
δ15N/δ18ONO3 δ
15N/δ18ONO3
NO3 NO3
δ15N/δ18ONO3 δ
15N/δ18ONO3
NO3 NO3
δ15N/δ18ONO3 δ
15N/δ18ONO3
NO3 NO3
δ15N/δ18ONO3 δ
15N/δ18ONO3
NO3 NO3
δ15N/δ18ONO3 δ
15N/δ18ONO3
NO3 NO3
δ15N/δ18ONO3 δ
15N/δ18ONO3
NO3 NO3
δ15N/δ18ONO3 δ
15N/δ18ONO3
NO3 NO3
δ15N/δ18ONO3 δ
15N/δ18ONO3
NO3 NO3
δ15N/δ18ONO3 δ
15N/δ18ONO3
NO3 NO3
δ15N/δ18ONO3 δ
15N/δ18ONO3
Sampled By:Event Number:
6
7
8
9
10
1
2
3
4
5
Low Flow Schedule 
Checklist
Day
KYHP RYSP
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disturbing the substrate. At KYHP the conduit well will be sampled with a bailer or water pump lowered 62 feet to the conduit. Water 
will be pumped or bailed into sampling container. At WELL, the well will be purged three times to 60 feet. The purging ensures the 
phreatic water is being sampled. After the second purge the conductivity of the water will be tested using the Hach or Horiba probe and 
checked against the third purging. If the difference between the tested values is insignificant then the third purging will be used for the 
sample. If there is a large variance, the well will be purged consecutively and checked as needed to obtain a correct sample. 
 
Precipitation- Data will be collected from the NOAA website monthly and stored in an appropriate database (discussed in section B.5). 
 
Fluid Velocity- In-stream vertical velocity profiles will be measured for a range of flows at quarter, half and three quarter stations in the 
stream cross-section using a Gurley Pigmy propeller meter. Operation of the Gurley meter will follow manufacturer specifications 
(Gurley, 2004). 
 
Flowrate Measurements- Data will be collected from the NOAA website monthly and stored in an appropriate database (discussed in 
section B.5). 
 
Sediment Concentration- Sediment concentration will be collected using an automated pump sampler to collect dense concentration data 
during storm events. Methods for probe measurement, i.e., programming and operation, will follow manufacturer specifications 
(Teledyne, 2009).  Further, an isokinetic-depth integrated sampler will be used to estimate sediment concentrations at fixed stations 
using accepted USGS methods for sample collection (USGS, 2003). 
 
Stage- Stage will be measured at quarter, half and three quarter stations in the stream cross-section and average stage will be reported 
for each site.  Stage is collected continuously at T1, F1 and F2 using Teledyne ISCO Bubbler Modules (see Teledyne-Bubbler Document 
in the Appendix). 
 
Turbidity and Temperature- Turbidity and temperature will be sampled in the field using a YSI 600 OMS Multiparameter Sonde with a 
6136 Turbidity probe.  Methods for probe measurement and calibration will follow manufacturer specifications (YSI, 2011).  The probe 
will be maintained weekly in the field and calibrated once per month in the lab. 
 
δ15N of Transported Sediment, POC and PN- Sediment trap samplers will be left in the field for a week at a time to generate a spatially 
and temporally integrated measure of δ15N of Transported Sediment, POC and PN.  Briefly, at the front of the trap (inlet) a 4mm diameter 
inlet tube allows acceleration of fluid into a 98mm diameter test section.  The increase in area results in sedimentation, and subsequent 
trapping of fine sediments.  The fluid exits the test section through another 4mm tube.  This method was originally published in Phillips 
et al. (2000) and has been utilized for published studies in the watershed selected for this project (Fox et al., 2010; Ford and Fox, 2012).  
 
Field Parameters- DO, conductivity, pH and water temperature will be sampled in the field using a Hach handheld meter or a Horiba 
U-10 Water Quality Checker with the appropriate probes.  Methods for probe measurement and calibration will follow manufacturer 
specifications (Hach, 2006, Horiba).  The probes will be calibrated prior to and after sampling. 
 
B.1.2.2) Sample Containers, Volume and Preservation 
In the field, bulk samples will be collected for the suite of water quality parameters (NO3, DP, δ15NNO3 δ15NNO3, δ18ONO3, 
δ2HH2O, δ18OH2O, δ13CDIC) in pre-cleaned wide mouth, 1000 mL, HDPE, plastic bottles or ISCO bottles (which are EPA approved for 
water quality sample collection).  For collection containers of sediment and sediment trap samples see the following sub-headings.  
Differing trains of thought are present on whether samples should be filtered in the field or in the lab.  Field conditions are uncontrollable; 
hence there are numerous routes in which the sample can become contaminated. For this study, samples will be collected (unfiltered) in 
the field and filtered immediately after using a 60 ml syringe with filter.  Based on the sample collection guide from the USDA (Turk, 
2003) samples that are most susceptible to degradation are ones that have high suspended solids (which are relatively low based on 
previous TSS analysis at baseflow) or samples analyzed for trace constituents.  Samples will be filtered using Whatman Glass Fiber 
0.45µm, 47mm filters and then separated into their respective splits for analysis (see the following subheadings).   The total require 
volume of samples (see below) is 815 mL, hence the 1000 mL bottle will provide plenty of extra sample in case of a spill.  During 
transport of water quality samples back to the lab, the samples are placed in zip lock bags to avoid contamination and then placed in a 
cooler to refrigerate the sample to 40C.   
 
Nitrate, Dissolved Inorganic Carbon, Dissolved Phosphorus- Filtered nitrate and DP samples remain in the 1000mL HDPE I-CHEM 
bottles or ISCO bottles without acid preservation (see KGS 9056 and KGS D515/ASTM D515). Samples are then refrigerated to 4°C 
and have a holding time of 28 days. For the NO3 and DP split, a minimum of 150 mL of sample is needed. 
 
Sediment Concentration- Depth integrated suspended sediment samples will be collected in pint, plastic containers, of which about ¾ is 
filled with sample.  Automated samplers will collect 750 mL of sample in 1000 mL plastic bottles (see Teledyne ISCO manual).  The 
samples will be stored in coolers at 4°C until they can be refrigerated at 4°C in the UK hydraulics lab.  Holding times are up to 7 days as 
per EPA 160.2. 
 
δ15N/δ13C of Nitrate- Filtered Nitrate samples are poured into pre-cleaned 40 mL VOC Sterile Septum Vials without acid preservation 
(USGS RSIL, 2003a). Samples are then refrigerated to 40C and have a holding time of 4 weeks.    
 
δ18O/δ2H of Water- Filtered Water samples are poured into pre-cleaned 40 mL VOC Sterile Septum Vials without acid preservation 
(USGS RSIL, 2003a). Samples are then refrigerated to 40C and have a holding time of 4 weeks. 
 
δ13C of DIC- Filtered DIC samples are poured into pre-cleaned 40 mL VOC Sterile Septum Vials without acid preservation (USGS 
RSIL, 2003a). Samples are then refrigerated to 40C and have a holding time of 4 weeks. 
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δ15N of Transported Sediment, POC and PN- Samples are collected in a sediment trap as described in Phillips et al. (2000).  
Approximately 8L of a sediment/water mixture is poured into clean 5 gallon buckets.  The samples are preserved by refrigerating at 4°C 
to minimize microbial transformations. The samples are allowed to settle in the buckets for a minimum of two days. After, water in the 
bucket is removed through siphoning until a disturbance in the sediment is noted. The remaining mixture is poured into 750 ml bottles 
and put into the centrifuge to spin down the samples. Again water is removed and the mixture placed on the centrifuge until 
approximately 100 ml or less of water remains. Samples are then frozen overnight and subsequently freeze-dried to convert the frozen 
sample into only sediment.  
 
B.1.2.3) Equipment/Sample Containers Cleaning and Decontamination Procedures 
All sample containers for water quality and sediment analysis will be new, pre-cleaned, disposable equipment and does not 
require decontamination.  For bottles, and containers used to collect sediments and for the filtration apparatus in the KGS and UK 
hydraulics lab, standard decontamination procedures for equipment cleaning and decontamination (KDOW, 2005) will be followed. 
 
B.1.2.4) Field Equipment Calibration, Maintenance, Testing and Inspection Procedures 
Equipment Calibration- The only non-analytical equipment that needs calibration is the Teledyne ISCO automated grab sampler. 
Procedures outlined in the manufacturer’s manual will be followed. The date of line replacement and calibration will be denoted in the 
“Cane Run Fieldbook” discussed in B.1.2.6. 
 
Maintenance, Testing and Inspection-Before sampling all equipment will be inspected to ensure it has been cleaned and is in proper 
working condition.  Sampling will be done on an event-by-event basis (this includes baseflow sampling) and will be somewhat 
unpredictable with regard to timing.  Sampling failure can only be ascertained after an event, and as such, any opportunity for capturing 
samples from a particular event will have passed. Therefore, after each event, all equipment will be thoroughly inspected to ascertain if 
failure occurred, and if so, the nature of the failure.  Information concerning the failure will be recorded in the Equipment 
Maintenance/Failure Log (which stems from the corrective actions response log--Figure 5.  Steps will then be taken to repair or replace 
the equipment.  Additional monitoring equipment will be available for replacement if any equipment fails in the UK Hydraulics 
Laboratory. 
 
Responsible person- Admin Husic, Graduate Student, University of Kentucky. 
 
B.1.2.5) Sampling Supply Inspection and Acceptance Procedures 
B.1.2.5.1) Supplies for cleaning equipment  
• Simple Green All-Purpose Cleaner (Phosphate free)---Lowes/Home Depot  
o Special precaution will be taken not to contaminate the cleaner by using designated bottles for the cleaner. 
• Acetone Optima* or Klean Strip, High purity mobile phase for HPLC and/or extraction solvent for GC applications---Fischer 
Scientific 
o Reagent lot numbers will be recorded for their use duration in a laboratory notebook. 
o Special precaution will be taken not to contaminate the reagent by using designated bottles for the reagent. 
Note: If any supplies are known to have become contaminated they will be removed and new supplies will be utilized.  Any such incident 
will be documented accordingly. 
B.1.2.5.2) Responsible persons for checking supplies and implementing protocol-  
• Admin Husic, Graduate Student, University of Kentucky. 
• Undergraduate Students, University of Kentucky 
 
B.1.2.6) Field Documentation Procedures  
Water  Samples- For collection of water samples a notebook titled “Cane Run Streamwater Sampling/Nutrient Sampling Fieldbook” 
will be utilized.  Each collection site will get its own section of the notebook and will denote the following characteristics. 
• A visual schematic of the sampling site including significant objects and the sampling location 
• Further columns in the notebook will be used to denote the following stream and well measurements. 
o Sample Date/Time 
o Site ID 
o pH 
o DO 
o Temp  
o Conductivity 
o Well Depth (if applicable)  
o Comments (e.g. site conditions, any problems or abnormalities) 
o  
Sediment Concentration- To keep up with sediment concentration sampling in the field, a notebook called “Cane Run TSS and Turbiditiy 
Sampling Fieldbook” will be used.  Sediment concentrations will be collected using two methods as discussed before, and each will 
have their own section of the notebook. 
 
Stage- Stream stage measurements are actively updated using USGS water data website. 
 
Sediment Trap Samples-  For collection of sediment trap samples a notebook titled “Cane Run Weekly Sediment Trap Fieldbook” will 
be utilized.  Each collection site will get its own section of the notebook and will denote the following characteristics. 
• A visual schematic of the sampling site including significant objects and the sampling location 
• Further columns in the notebook will be used to denote the following stream measurements. 
o Sample Date/Time 
o Site ID (Carried throughout the Analysis Procedure) 
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o Condition of the tube (e.g. clogged, clear, rotated, raised off bed) 
o Depth of the tube after installation 
o pH 
o DO 
o Temp  
o Conductivity 
o Comments (e.g. site conditions, any problems or abnormalities) 
 
B.2) Analytical Tasks  
 
B.2.1) Sample Preparation for Analysis 
Methods used to prepare samples for analytical procedures need to be documented to understand potential sources of error.  
For preparation procedures see the Appendix section the SOPs in the Appendix section. 
 
B.2.2) Analytical SOPs 
The following table provides a summary of the analytical SOPs used in this document.  For more detailed information on 
how to perform any of the analytical procedures, please refer to the Appendix or Reference sections.   
 
Table 18) Analytical Standard Operating Procedure Summary 
***Awaiting confirmation from Erik 
 
 
B.2.3) Field Analytical Instrument Calibration Procedures 
 
B.2.3.1) Instruments Requiring Calibration  
YSI turbidity probe 
The YSI 600 OMS Sonde with a 6136 Turbidity probe will be used to determine turbidity continuously in the streamwater.  Sonde 
calibration is site dependent and will likely be an iterative process.  Preliminarily the plan is to calibrate the probe monthly, but maintain 
on a weekly basis and check for deviation from the calibrated values bimonthly using a field meter. 
 
Hach ph, DO, and conductivity probes/Horiba U-10 Water Quality Checker 
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 The Hach sension156 Portable Multiparameter Meter/ Horiba U-10 Water Quality Checker will be used to determine 
conductivity, dissolved oxygen, and pH content.  The meter will be calibrated in the laboratory before and after each series of field 
testing.  The meter will be calibrated approximately halfway through each sampling event.  All post-calibration measurements will be 
recorded in the calibration log for that instrument. Initial and post-calibration values will be compared and any substantial discrepancies 
in both the calibration log and on the appropriate field data sheet will be notes. 
 
B.2.3.2) Instrument Calibration Methods 
Turbidity probe calibration 
 
Standard for Turbidity probe is 126 NTU created in lab using Fox method detailed in appendix. Two point calibration is used in 
which the zero point is Deionized organic free water and the second point is the 126 NTU standard. Calibration steps are: 
• Open up the Ecowatch software to perform the calibration. 
• Select the 2-point option to calibrate the turbidity probe using only two calibration standards (One clear water-0 NTU, One 
Turbidity Solution 126 NTU). 
• Immerse the sonde in the 0 NTU standard and press enter. 
• The screen will display real-time readings that will allow determination of reading stabilization. 
• Pressing enter will confirm the first calibration. 
• Place the sonde in the second turbidity standard and input the correct turbidity value in NTU and press enter. 
• After the readings have stabilized press enter to confirm the calibration (make sure to record the value that the probe 
stabilized at for both calibration points). 
Conductivity probe calibration 
 
Hach and Horiba Conductivity probe uses a 1000 μS/cm (at 25 °C) NaCl standard solution. For typical applications with conductivity 
of 0–10,000 μS (10 mS/cm), calibrate with this standard to achieve the accuracy specified for the meter. Calibration steps are: 
1. Make sure the meter is in Conductivity Reading mode. 
2. Place the probe in the conductivity standard. Agitate the probe to dislodge bubbles in the cell. Avoid resting the probe on the 
bottom or side of the container. 
3. Press CAL. Icons that represent the active navigation keys will appear in the lower part of the display. The meter will recall 
the most recent type of calibration. Look at the units field to see what kind of calibration is active.  
4. Scroll to the preferred units using the UP or DOWN ARROWS. 
5. Use the number keys to change the numeric value, if desired. The value entered must be the standard’s conductivity value at 
a reference temperature of 25 °C.  (Note: All Hach standards have the conductivity value corresponding to the 25 °C reference 
temperature printed on their labels. It is not necessary to fill up the numeric entry screen before moving on. To clear the 
numeric display, press CE.) 
6. When the value and units are correct, press ENTER to calibrate on the standard. The meter automatically corrects the 
calibration measurement to the 25 °C reference temperature using the NaCl-based, non-linear temperature coefficient. 
7. The meter will return to Conductivity Reading mode when the calibration is finished. 
 
pH and temperature probe calibration 
 
1. Prepare three pH buffers according to the electrode instruction manual. Choose from 1.68, 4.01, 7.00 (or 6.86), 10.01, and 
12.45 pH buffers.  (Note: Use a 6.86 or 7.0 pH buffer for the mid-range buffer.) 
2. Turn the instrument on. From the pH Reading mode, press CAL. CAL and flashing ? will appear in the upper display area, 
along with Standard and 1. 
3. Place the pH electrode in one of the buffers. 
4. Press READ. The instrument will automatically recognize the calibration buffer value. The temperature and pH values will 
be updated until a stable reading is reached. [(Note: The pH values for the buffers are given for 25 °C. If the calibration 
buffer temperature is not 25 °C, the pH values displayed for the buffers will reflect the correct pH value for the calibration 
buffer temperature.) (Note: If the meter is measuring in pH mode, it automatically moves to the next calibration step when 
the reading stabilizes (indicated by three beeps). If measuring in mV mode, the meter beeps three times when the reading 
stabilizes. Press ENTER to accept the reading.)] 
5. When the reading has stabilized or been accepted, the standard number will change to 2. 
6. Remove the probe from the first buffer and rinse with deionized water. Place the probe in the second buffer. 
7. Press READ. The temperature and pH values will be updated until a stable reading is reached. 
8. When the reading has stabilized or been accepted, the standard number will change to 3. (To accept this calibration after two 
points, press EXIT. Press ENTER to accept the calibration or EXIT to cancel the calibration without saving it.) 
9. Remove the probe from the second buffer and rinse with deionized water. Place the probe in the third buffer. 
10. Press READ. The temperature and pH values will be updated until a stable reading is reached. 
11. When the reading has stabilized or been accepted, the slope value and the Store and ? icons will appear. 
12. To save the calibration and return to the reading mode, press ENTER. To exit the calibration without saving it and return to 
the reading mode, press EXIT. 
 
DO probe calibration 
1. Secure the probe cable to the calibration and storage chamber by wrapping cable through the bottom of the chamber lid 
before filling with water. (Note: Avoid completely filling the lower part of the calibration chamber with water.) 
2. Prepare the calibration and storage chamber by holding it under water and squeezing it a couple of times to pull a small 
amount of water into the lower chamber through the inlet.  Alternately, open the bottom of the chamber and insert a water-
soaked sponge. 
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3. Insert the DO probe into the calibration and storage chamber. The tip of the probe must not be flooded with water or be 
holding a drop of water on the membrane. 
4. Allow at least ten minutes for the atmosphere in the chamber to reach a steady state. [(Note: Gently squeezing the lower 
chamber a couple of times to force water-saturated air into the probe chamber will speed up stabilization. Avoid squeezing 
liquid water into the chamber.) (Note: Keep the DO probe at a uniform temperature. When holding the probe, do not touch 
the metallic button on the side of the probe. The button is a thermistor that senses temperature. An inaccurate calibration will 
result if the temperature of the thermistor is different from the probe membrane.)] 
5. Press the DO key to put the meter in DO Reading mode. 
6. Press the CAL key located in the lower left corner of the keypad. 
7. The display will show 100%. Press the ENTER key. The stabilizing icon will appear while the meter completes the 
calibration. 
8. When the calibration is complete, the meter will return to the reading mode. Press the EXIT key during the calibration 
sequence to back out of the calibration routine, one screen at a time, without completing a calibration. (Note: If the CAL and 
? icons flash after calibration, the calibration failed and needs to be repeated.) 
 
B.2.3.3) Calibration Apparatus 
Calibration for the YSI meter will be conducted in manufacturer provided calibration containers.  For the Hach and Horiba probes the 
calibration apparatus includes the containers for the calibration standards that are supplied by the manufacturer. 
 
B.2.3.4) Calibration Standards 
Turbidity Standard 
 
126 NTU Formazin polymer-based standard created in lab 
 
Conductivity standard 
 
1000 μS/cm (at 25 °C) NaCl standard solution 
 
pH and temperature probe calibration 
 
1.68, 4.01, 7.00 (or 6.86), 10.01, and 12.45 pH buffers 
 
DO probe calibration 
 
De-ionized, organic free water within the calibration storage chamber. 
 
B.2.3.5) Calibration Frequency 
The YSI turbidity probe will be calibrated every two weeks.  In addition, every other week the probe will be tested against standards in 
the field to check if the probe has undergone extensive drift or fouling.  The Hach or Horibo multimeter probes will be calibrated prior 
to and after each sampling trip.  No midpoint calibration will be performed due to time constraints of bringing samples back to the lab 
for filtration and preservation.   
 
B.2.3.6. Personnel Responsible for Calibration and Inspection 
Admin Husic and Undergraduate Students at the University of Kentucky Hydraulics Lab will be responsible for calibration and 
inspection procedures. 
 
B.2.3.7. Documentation of Calibration Procedures 
The YSI turbidity meter calibration and maintenance procedure will be documented in the “Cane Run TSS and Turbidity 
Fieldbook”.  Calibration dates, readings during bimonthly field checks, condition of the YSI meter, and readings during calibration 
process will be recorded in the fieldbook.  Calibration procedures will similarly be documented in the “Cane Run Weekly Sediment 
Trap Fieldbook”.  
 
B.2.4) Lab Analytical Instrument Calibration Procedures 
All laboratory analytical instrument calibration procedures are detailed in the SOP references found in the Appendix.  All 
analytical instruments were chosen in order that they meet the required QLs specified in this QAPP. 
 
B.2.5) Analytical Instrument and Equipment Maintenance, Testing and Inspection Procedures 
For maintenance, testing and inspection procedures for all laboratory instruments please refer to the analytical SOPs 
referenced in Table 18 and subsequently found in the Appendix section.  For field based analytical instruments, the manufacturers 
manual was used to insure the instruments were maintained, tested and inspected properly before and after measurements were taken.  
Any problems with the instrumentation will be clearly noted in the field notebooks associated with the specific instrument (section 
B.2.3.7).  The instrumentation will be secured in the UK Hydraulics laboratory.  Spare parts are available in case of probe failure. 
B.2.6) Analytical Supply Inspection and Acceptance Procedures 
 
B.2.6.1) Supplies for Analytical Procedures  
The following discusses the supplies and acceptance procedures for analytical equipment in the three laboratories. For the KGS 
and ASIL labs protocol provided in the Appendix section and outlined in Table 18 will provide the supply Inspection and Acceptance 
Procedures.   
• Kentucky Geological Survey Analytical Procedures 
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o Refer to Table 18/Appendices for the Nitrate and DP SOPs for all supplies, reagents and laboratory procedures 
to ensure availability and freeness from target analytes and interferences. 
• Arkansas Stable Isotope Lab Analytical Procedures 
o Refer to Table 18/Appendices for the δ15N and δ18O of Nitrate, δ2H and δ18O of Water, and δ13C of DIC SOPs for 
all supplies, reagents and laboratory procedures to ensure availability of supplies and cleanliness. 
• Hydraulics Lab Analytical Procedures 
o TSS Analysis 
 Forceps 
 Graduated Cylinder 
 Filtration Apparatus 
o Sediment Trap Sample Preparation Procedure 
 Plastic Pitcher 
 Siphon 
 HDPE 125 mL bottles 
 750 mL plastic centrifuge bottles 
 250 mL centrifuge bottles 
 <53 micron mesh sieves 
 Sample grinding  
 Metal Spatula 
o NO3, DP, δ15NNO3, δ18ONO3, δ2HH2O, δ18OH2O, and δ13CDIC 
 HDPE 1-L bottles 
 60 ml Syringe 
 0.45 Micron Whatman Filter 
 40 mL VOC Sterile Septum Vial 
• UK Stable Isotope Lab Analytical Procedures 
o Sediment Trap Sample Analysis 
 Metal Spatula  
 Forceps 
Note: If any supplies are known to have become contaminated they will be removed and new supplies will be utilized or decontaminated 
appropriately.  Any such incident will be documented accordingly. 
 
 
B.2.6.2) Responsible persons for checking supplies and implementing protocol 
• Admin Husic, Graduate Student, University of Kentucky. 
• Jason Backus, KGS Lab, University of Kentucky. 
• Erik Pollock, ASIL, University of Arkansas. 
• Undergraduate Students, University of Kentucky 
•  
B.3) Sample Collection Documentation, Handling, Tracking, and Custody Procedures 
 
B.3.1) Sample Collection Documentation 
On-site and off-site analytical documentation procedures are discussed in section B.5.  Further, refer to section B.1.2.6 for 
information about field documentation.  This section addresses container identification labels, the required sample identification 
information and an example.  
 
B.3.1.1) Sample Identification 
Measurements requiring labeled containers include nitrate, DP, δ15NNO3, δ18ONO3, δ2HH2O, δ18OH2O, and δ13CDIC , and sediment trap samples.  
  
Field Container Labeling-During field sampling, the following information will be filled out and placed on each sample container used. 
Site___________________________ 
Analysis_______________________ 
Collector______________________ 
Date/Time_____________________ 
Laboratory Labels- Upon returning to the laboratory each sample brought in needs to be logged in (section 3.2) and given an appropriate, 
traceable Sample ID.   New sample containers, or field sampling containers (depending on the analyte) will be labeled using the 
following. 
Site___________________________ 
Sample ID______________________ 
Analysis_______________________ 
Collector______________________ 
Date/Time_____________________ 
Grab/Composite________________ 
Preservation___________________ 
 
B.3.1.2) Sample Label Protection 
To protect the sample labels, clear, waterproof tape will cover all labels to prevent bleeding of ink, or tearing of the label.   
 
B.3.2) Sample Handling and Tracking System 
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Samples will be entered into a log book whenever they come into the UK Hydraulics lab and will be given a unique sample 
identification number.  The sampling number system will denote the analytical run, the site, the sample number associated with that site, 
and information about the sample matrix (e.g. filtered, ground, bulk sample etc.).  For example, a sample that was collected from CRCK 
during March that is a field duplicate and is filtered for DIC would be labeled ”CRCK 3-6-17 DIC”.  Further information about the 
samples, such as the analysis being conducted, can be found on the analyte specific sample container (see section B.3.1).  A key will be 
kept in the lab book to help identify what each component means.   
Procedures used for internal laboratory tracking are discussed in the SOPs found in the Appendix section.  Typically the 
sample ID provided upon arrival at the UK hydraulics lab will be used throughout analytical procedure in order to minimize confusion.  
Further, specific laboratory storage procedures for each analyte are discussed in the SOPs found in the Appendix.   
 
B.3.2.1) Sample Handling 
Sampling Organization: University of Kentucky, Department of Civil Engineering  
Laboratory: UK Hydraulics Lab, UKSIL, KGS Lab, ASIL  
Method of sample delivery (shipper/carrier): Carried /Shipped (UPS overnight)   
Number of days from reporting until sample disposal: Maximum Holding Time/Project duration  
 
Table 19) Sample Handling Process 
Activity Organization and title or position of person responsible for the activity 
Sample labeling Admin Husic/Undergraduate students- University of Kentucky, Department of Civil 
Engineering. 
COC form completion Admin Husic- University of Kentucky, Department of Civil Engineering 
Packaging Admin Husic- University of Kentucky, Department of Civil Engineering 
Shipping coordination Admin Husic- University of Kentucky, Department of Civil Engineering 
Sample receipt, inspection, & log-
in 
Jason Backus- Kentucky Geological Survey 
Erik Pollock- University of Arkansas Stable Isotope Lab 
Admin Husic- University of Kentucky, Department of Civil Engineering 
Sample custody and storage Jason Backus- Kentucky Geological Survey 
Erik Pollock- University of Arkansas Stable Isotope Lab 
Sample disposal Jason Backus- Kentucky Geological Survey (SOPs state retention time) 
Erik Pollock- University of Arkansas Stable Isotope Lab (SOPs states retention time) 
 
B.3.2.2) Sample Delivery 
Samples analyzed at the Kentucky Geological Survey or UK Stable Isotope Lab will be carried by Admin Husic, or an 
undergraduate assistant.  Samples sent to the Arkansas Stable Isotope Lab, water samples will be shipped in insulated containers with 
ice packs (to keep samples cooled to 4oC ) each month after sample collection.  If storm events are sampled, the samples won’t be 
shipped until all samples from a given event are obtained.  Samples will be shipped overnight using UPS.  Sample delivery groups 
(SDGs) of 20 or less will be used (EPA-505-B-04-900A).   Chain of custody forms will be used to denote when samples are shipped 
and received (see section B.3.3).  No hazardous materials will be shipped during the course of this project. 
 
B.3.3) Sample Custody 
To document sample handling, the following procedure will be used for chain of custody. 
 
1. Person collecting samples will complete the respective Fieldbook log. 
2. Person relinquishing packaged samples to carrier will sign Chain-of-Custody form and obtain signature of the representative 
of the carrier.  
3. Transported package will include a copy of the Samples Collection Log, Equipment Maintenance/Failure Log (if necessary) 
and the Chain-of-Custody form. 
4. Person receiving transported samples will obtain signature of representative of carrier and sign Chain-of-Custody form.  
5. Laboratory personnel will sign Chain-of-Custody form to acknowledge receipt of samples. 
6. Laboratory personnel will sign Chain-of-Custody form when samples are disposed. 
7. The Database Manager will keep a copy of the Chain-of-Custody form. 
 
The forms used for Chain of Custody are seen in Figure 3 and 4.  This form is applicable to all analysis performed in this project.  
 
B.4) Quality Control Samples 
 
B.4.1) Sampling Quality Control Samples 
 
B.4.1.1.) Water Quality Parameters and DIN Stable Isotope Parameters 
To ensure QC of field based methods, field blanks and field duplicates will be collected every other sample run (e.g. 
approximately 1/16 samples) which adheres to the suggestion of 5% (KDOW, 2006).  Blanks will consist of De-ionized water and will 
be carried to each site and will be processed identically to the other samples.  Duplicate samples will be collected from each sampling 
site at least once during the sampling routine.  For confidentiality purposes blanks and duplicates will not be explicitly labeled as that, 
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instead the sample identification number will be used as identification and the sample log in book, which links the sample to the sample 
identification number, will not be available to off-site lab managers. 
 
B.4.1.2) Sediment Concentration 
 Blanks and replicates of sediment concentration samples in the field are not feasible due to the nature of the sampling regime 
(e.g. sediment concentrations can change rapidly thus both depth integrated and automated sampling would not be unable to collect a 
“duplicate” sample).   
 
B.4.1.3) δ15N, δ13C of Transported Sediment, POC and PN 
Sediment trap samples are integrated samples and are collected at a fixed point the stream.  It’s not feasible to collect 
duplicates and impossible to collect blanks for these samples.   
 
B.4.2) Analytical Quality Control Samples 
Analytical control samples for KGS Lab procedures are well defined and have been fine-tuned by the lab operator.  The QC 
procedures are found in the Appendix SOPs.  Analytical QC samples for tasks performed at the UKSIL, UK hydraulics lab, and ASIL 
are outlined in the following subsections. 
 
B.4.2.1) Sediment Concentration 
 Blanks will be established by running a known volume of deionized water through the filtration device and measuring the 
resulting TSS.  This measurement is performed to ensure that no contamination occurs during the analytical procedure and that the scale 
is working properly.  If the blank is greater than the MDL then the test will be rerun and all equipment will be checked accordingly. 
Sample splits will be conducted 1/10 samples.  During this process a homogenized sample will be split into two equal volumes and if 
the resultant TSS concentration is greater than 10% different the test will be rerun with the next sample, the previous data will be red 
flagged in the database and lab notebooks. 
 
B.4.2.2) δ15N/ δ18O of Nitrate 
Deionized water was utilized as a Blank.  Standards for the analysis were 20µM KNO3,  IAEA (International Atomic Energy 
Agency) N3 (19.975 µM N-KNO3, δ15N=4.7‰ and δ18O=25.6‰), USGS 32 (19.7 µM KNO3, δ15N=180 ‰ and δ18O=25‰), USGS 34 
(20 µM KNO3, δ15N=-1.8 ‰ and δ18O=-27.9‰), USGS 35 (20 µM KNO3, δ15N=2.7‰ and δ18O=57.5‰).  Duplicates and blanks were 
taken bimonthly from the field.  For isotope analysis, splits are taken for ten percent of the samples. 
 
B.4.2.3) δ2H/ δ18O of Water 
 Vienna Standard Mean Ocean  Water (Coplen 1996) 
 
B.4.2.4) δ13C of DIC 
 Vienna Peedee Belemnite (Coplen 1996) 
 
B.4.2.5) δ15N, δ13C of Transported Sediment, POC and PN  
 Standard deviations of the instrument are established by injecting a reference gas for carbon and nitrogen.  Further, linearity 
is established by injecting the reference gas at different concentrations and calculating the change in the isotopic signature over the 
change in voltage.  Since a single sample is used to obtain all 4 parameters and a range of isotopic values needs to be established, two 
isotopic standards and one elemental standard will be used.  A template has been established (see Section 3.5) for a typical sample run.  
The instrument is warmed up by running equipment blanks to ensure background concentrations are low and a set of standards to ensure 
that the instrument is working appropriately.  During the analysis, around 1/4th of the run is standards.  One out of every ten samples is 
run in triplicate to establish a standard deviation of the data and to test homogeneity and processing of the samples.   
 
B.5) Data Management Tasks 
 
B.5.1) Project Documentation and Records 
 The purpose of this section is to detail all records that will be generated encompassing all aspects of the project.  Section 
B.5.1 details lists the documents and records that will be generated in this project.  Section B.5.2 will detail package deliverable 
documents for sample collection and field measurement, on-site analytical, and off-site analytical data deliverable documents.  Section 
B.5.3 will discuss procedures for manual and electronic data recording and storage and provide templates for the appropriate forms.  
Section B.5.4 describes handling and management of data from generation to its final use and storage.  Section B.5.5 discusses the 
procedures for tracking, control, storage, archival, retrieval and security of the data.  
 
B.5.1.1) Sample Collection and Field Measurements 
 The following provides a comprehensive list of records and documents that will be generated for the sample collection and 
field measurements 
 
1. Field data collection (Section B.1.2.6) 
2. Chain of custody records (Section B.3.3)   
3. Sampling instrument calibration/maintenance logs (Section B.2.3.2) 
4. Sampling locations and their associated schematic (Section B.1) 
5. Sampling plan (Section B.1)  
1. Sampling notes (See Field book discussion in section B.1.2.6)   
2. Corrective action/ Failure reports (Figure 5) 
3. Data Exclusion Reports (See section D.2 for reasons to exclude data)  
4. Documentation of methods deviations (See section D.2 for occurrence of deviations from QAPP methods) 
5. Electronic Data Deliverables (Section B.5.3) 
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6. Meteorological Data from field (Section A.5) 
7. Continuous Stream Data (Section A.5 and A.3.2) 
8. Sampling Instrument Maintenance and Calibration Logs (See Field book discussion in section B.1.2.6, calibration in section 
B.2.3 and maintenance in section B.2.5) 
B.5.1.2) Analytical Records 
 The following provides a comprehensive list of records and documents that will be generated for analytical records. 
 
• Chain of Custody records (Section B.3.3) 
• Preparation and Analysis forms (logbooks) (For field logbooks see previous section, for analytical logbooks see section 
B.5.3). 
• Raw data and tabulated data summary forms, standard QC checks, QC samples (See section B.5.3 for raw analytical data 
forms, see Data review section D for tabulate data summary information). 
• Sample Chronology (Section B.5.3). 
• Corrective action/ Failure reports (Figure 5) 
• Documentation of methods deviations (See section D.2 for occurrence of deviations from QAPP methods) 
• Electronic Data deliverables (Section B.5.3). 
• Instrument Calibration Records (Section B.2.3) 
• Laboratory Sample Identification Number (Section B.3.1.1) 
• Reporting Forms, completed with actual results (Section B.5.2) 
• Signatures for laboratory sign-off (COC forms) 
 
B.5.1.3) Project Data Assessment Records 
• Field Sampling Audit Checks (Section C.1.1) 
• Analytical Audit Checks (Section C.1.1) 
• Data Review Reports (Section D) 
• Corrective action/Failure reports (Figure 5) 
 
B.5.2) Data Package Deliverables 
B.5.2.1) Sample Collection and Field Measurements Data Package Deliverables   
Grab samples shall be logged into the specified field manual along with analytical data including, pH, DO, temp and 
conductivity. Data should be input electronically into a database immediately after returning from the field (Section B.5.3).   
B.5.2.2) On-site Analysis Data Package Deliverables 
All raw data generated from on-site analysis shall be recorded manually on the lab analysis or logbook sheets (see section 
B.5.3).  The data will be uploaded to a spreadsheet electronically for storage.   
B.5.2.3) Off-site Laboratory Package Deliverables 
 Laboratory Records shall consist of the monthly analysis reports as prepared by the Kentucky Geological Survey laboratory 
and the Arkansas Stable Isotope laboratory.  Analysis of samples should be completed and reported within one month of receipt of the 
samples.   
B.5.3) Data Reporting Formats 
B.5.3.1) Sample Collection and Field Measurements  
Data collected in the field will be recorded manually into fieldbooks or onto data sheets. If data needs to be corrected, it shall be marked 
out with a straight line and written above the marked out section (room permitting).  All original data and corrections need to be initialed 
by the sampler. Collected data will be transformed from raw forms into usable data forms by transcribing the data into an EXCEL 
spreadsheet via electronic import.  Chain of Custody forms (Figure 3) will be filled out in concert with fieldbooks and will be uploaded 
to the electronic database upon receipt of the completed form.   
 
B.5.3.2) Procedural alterations and data exclusions 
Raw forms for corrective actions, data exclusion and method deviations forms (Figures 3-7) should be filled out during the 
collection and analytical process.  Thereafter, the template will be used to import a soft copy of the reports.   
 
B.5.3.3) Analytical instrument maintenance and calibration 
Raw fieldbook data for instrument maintenance and calibration will be electronically transcribed into an EXCEL spreadsheet 
using the template in Figure 8.  The spreadsheet will be emailed to co-managers immediately after entering the data and stored on a UK 
engineering server. 
 
B.5.3.4) Secondary Data 
Continuous data will be collected electronically from the NOAA Lexington Bluegrass airport using the template in Figure 9.  
Turbidity, flow, stage, precipitation and temperature will be collected continuously in the stream channel at three sites and logged using 
the template found in Figure 10. 
 
B.5.3.5) On-site laboratory analytical procedures 
Upon entry into the lab, each sample will be logged in using Figure 11.  For samples sent to other labs, the Chain of custody 
forms will be used to track their location after the carrier takes them out of the lab.  For samples analyzed by Admin Husic and the 
undergraduate researchers the samples progress will be tracked with the form in Figure 14.  On-site laboratory analysis will be recorded 
using raw data forms found in Figures 12-16.  This includes the TSS analysis (Figure 19), preparation work for δ15N, δ13C, TOC, PN 
and C:N of the sediment traps(Figures 20-21) and the associated EA/IRMS analysis templates (Figure 15-16), and preparatory work for 
δ15NNO3, δ18ONO3, δ2HH2O, δ18OH2O, and δ13CDIC.  All forms will be transcribed in their associated template and saved in separate folders for 
organizational purposes 
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Figure 3) Chain of Custody Form (Cover) 
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Figure 4) Chain of Custody Form (Subsequent Pages) 
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Date Site ID
power mechanical electronic other
Date Time
Signature:
Corrective Action/Equipment Failure Log
Equipment Date and Time Maintenance/Failure Occurred 
Nature of Maintenance/Failure (circle) List Specific Part(s) 
Describe 
Maintenance/Failure 
and Reasons for 
Maintenance/Failure
Equipment Resumed 
Operation
Describe Impact of 
Maintenance/Failure 
on Sample Collection
Describe 
Corrective 
Actions
 
Figure 5) Corrective Actions/Failure Log 
 
Date Site ID
□ Data to be Excluded
□ Data is Acceptable
Signature:
Quality Assurance Officer
Impact of Excluding 
Data on other Data 
Collected
Comments
Reasons for 
Proposing Data 
Exclusion
Final Decision:
Data Exclusion Report
Storm Event No. Date and Time Data Collected Type of Data Database Record No.
 
 
Figure 6) Data Exclusion Report 
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Date
Signature:
Detailed reasons for 
deviations/potential 
limitations
Explain the Method 
Deviation
Deviation From Method
Method
 
Figure 7) Documentation of Method Deviation 
 
NotesInstrument
Date/Time of 
Calibration or 
Maintenance
Reading Before 
Calibration (N/A 
for Maintenance)
Maintenance 
Performed (N/A 
for Calibration)
Instrument Maintenance and Calibration Log
 
 
Figure 8) Maintenance and Calibration Log 
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Site
Date/Time Av. Temp Precip %Sun Wind
Celsius in % ft/s
NOAA Meteorological Data
Date Obtained
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 9) Meteorological data template 
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Site
Date/Time Flow Stage Precip Temp Turbidity Date Obtained
cfs ft in Celsius NTU
Continuous Stream Data
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 10) Continuous Stream Data template 
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Figure 11) Check-in and progress sheet for laboratory analytical samples 
 
Check-in Sheet (Please Date and Initial each step) 
Site Date Sample Type Sample ID # Sent for Analysis/Analyzed 
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Analyst:
Date Begun:
Sample ID Crucible #
Crucible 
Tare 
Weight
Sample 
Volume
Dried 
Crucible 
Weight
TSS 
Concentration
(grams) (ml) (grams) (mg/l)
TSS Analysis Data Sheet
 
 
Figure 12) TSS Analysis Datasheet 
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Sample Preparation Template for EA/IRMS Sediment Trap Samples 
Sit
e 
 
Dat
e 
Sampl
e ID 
Empt
y 
Bottle 
Wt 
(g) 
Bottle 
+ 
Sampl
e Wt 
(g) 
Sampl
e Wt 
(g) 
SubSample 
Needed       
(g) 
Sample 
Obtaine
d (g) 
Empt
y 
Bottl
e Wt 
(g) 
Bottle 
+ 
Sampl
e Wt 
(g) 
Fines 
Weigh
t (g) 
Note
s 
                       
                        
                        
                        
                        
                        
                        
                        
                        
                        
                        
                        
                        
                        
                        
                        
                        
                        
                        
                        
                        
                        
*Performed in the UK Hydraulics Laboratory.  Prepartory steps include freeze drying, wet sieving, centrifuging, consolidating and 
weighing and grinding samples. 
Figure 13) Sample Preparation Template for EA/IRMS Sediment Trap Samples 
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Checklist for IRMS Progress (Please initial and date each step) 
Sample ID Date Consol & Weigh 
Wet 
Sieve 
Centri-
fuge Freeze 
Freeze 
Dry 
Consol & 
Weigh Grind Weigh 
                    
                    
                    
                    
                    
                    
                    
                    
                    
                    
                    
                    
                    
                    
                    
                    
                    
                    
                    
                    
                    
Figure 14) Checklist for laboratory procedure for analysis of δ15N, δ 13C, TOC,PN and C:N of sediment 
 
Total Weights for EA/IRMS Sub-samples  
  1 2 3 4 5 6 7 8 9 10 11 12 
A                         
                        
B                         
                        
C                         
                        
D                         
                        
E                         
                        
F                         
                        
G                         
                        
V                         
                        
*Used in analysis of δ15N, δ 13C, TOC,PN and C:N of sediment.  Sample ID goes above the dotted line and sample weights go below. 
Figure 15) Template for sediment sample weights before acid digestion 
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EA/IRMS Analysis Template Design 
 
*Template design includes the timing of the standards (two for isotopes and one for concentration) during the automated run. 
Figure 16) Template Design for EA/IRMS procedure 
 
B.5.4) Data Handling and Management 
 
B.5.4.1) Data Recording 
 Data will be entered electronically in excel spreadsheets.  Data will be crosschecked with COC forms and with fieldbooks to 
ensure that transcription errors are minimized.  Data will be entered into the database using the templates depicted in the preceding 
section.  Database entries will be logged on the Database Entry Log sheet depicted in Figure 17. 
 
B.5.4.2) Data Transformations and Data Reduction 
 
B.5.4.2.1) Discharge Data 
 Storm runoff rates for each sample site will be obtained used the existing USGS gauging station at the watershed outlet.  
Discharge at each site will be determined by using a weighted area basis by applying an appropriate factor to the discharge from the 
USGS gauging stations.  Discharges from the area weighted method will be cross checked against measured discharges in the tributaries. 
 
B.5.4.2.2) Sediment, Carbon, Nitrogen and Phosphorus Fluxes 
 Constituent fluxes are determined using the discharge rate at the time the sediment samples were collected and multiplying 
the discharge rate by the sample constituent concentration (e.g. TSS, NO3, TP, DIC).   
 Any data conversions that occur will be recorded in the Data transformations log (Figure 18).  At this time no data reduction 
procedures are planned. 
 
B.5.4.3) Data Transfer and Transmittal 
All electronic data will be transmitted via email.  All data will be emailed to co-managers.  Backup copies of all data will be 
maintained at all times to insure data is not lost.  The person transmitting the data should include a metadata file that includes the names, 
sizes, and descriptions of each of the files in the transmittal.  Data recorded on paper will be transmitted by fax or scanned and converted 
to Adobe Acrobat format and transmitted as detailed above.  An example of the electronic data transfer form used on this project is 
found in Figure 19.  This form is used if electronic data is requested by project personnel. 
 
B.5.4.4) Data Analysis 
 Microsoft EXCEL will be used to process and analyze data.  The data will be used primarily for parameterizing and 
calibration/validation of a numerical model that is still under development but stems from work performed by Husic et al. (2017), Russo 
and Fox (2012), and Fox et al. (2010). 
 
B.5.4.5) Data Review 
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 Microsoft EXCEL will also be utilized to review the data.  Either R, or EXCEL will be used to perform statistical analysis 
of the data.  Data review will be performed primarily by Admin Husic. 
Electronic 
Import Filename* Manual
*Filename needed if data were not collected manually.
Verified
Database Entry Log
Date Site ID
Data Entry Method Type of 
Data 
Entered
Sample 
ID
Person 
Entering 
Data
 
Figure 17) Database Entry Log 
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*Data Source includes YSI 600 OMS Multi Probe System
Raw Data Transformation Log
Date Site ID Data Source* Raw Data Filename
Transformed Data 
Filename
Person Performing 
Transformation
 
Figure 18) Raw Data Transformation Log 
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□ Graph
□ Table
□ Spreadsheet
□ Other (please specify format)
Data Format:
Requested by:
(Signature)
Request Date:
Date Needed:
Data Request and Transfer Form
Data Requested:
(Please describe the requested and explain why it is being requested)
 
Figure 19) Data Transfer Request Form 
 
B.5.5) Data Tracking and Control 
 
B.5.5.1) Data Tracking 
A Data Tracking Log (Figures 21 and 22) will be utilized to keep track of data through various stages.  The project 
manager/database manager will be in charge of updating the data tracking logs.   
 
B.5.5.2) Data Storage, Archiving, Retrieval 
The project data will be stored on a password-protected computer and backed up on the UncleJonny database. The Database 
Manager, the primary advisor, and others working on the project are authorized to access and retrieve data within the database. In order 
to correct, enter, or change project data within the database, the appropriate documentation is to be filled out and checked by the Database 
Manager or primary advisor before it is finalized. 
The UncleJonny database will also contain historical data, project documentation (forms, logs, schedules, etc.), and the QAPP 
itself. All project workers are authorized to view and download these documents as the need arises. 
The database manager shall archive a hardcopy of the QAPP, all project logs, schedules, forms, records, and reports. 
Hardcopy documents shall be available to all project personnel upon request. Hardcopies of all logs, forms, records, and reports shall 
be made available to the Project Quality Assurance Officer on a quarterly basis. Additional hardcopies are present in the project binder. 
In order to better understand the organization of the UncleJonny database, a network nesting and description is available in 
Figure 20. 
 
B.5.5.3) Data Security 
All data will be stored on the Database Manager's computer, which is password protected, and backed up on the UncleJonny 
database. Data will be backed up and archived on a weekly basis on UncleJonny. The Database Manager will be responsible for querying 
the database and exporting desired data in Microsoft EXCEL format to produce data reports. 
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Figure 20) UncleJonny Database Nesting Example  
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Data Tracking Log 
  
Site ID Analyte 
Date 
Samples 
Collected 
Date Samples 
Shipped 
Date Samples 
Received 
Date Analysis 
Performed 
Lab Data Sheets 
Received by 
QA/QC Manager 
              
              
              
              
              
              
              
              
              
              
              
              
              
              
              
              
              
              
              
              
              
              
              
              
              
              
              
              
              
              
 
Figure 21) Data Tracking Log Template  
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Date Data 
Transmitted to 
QA/QC Manager
Site ID/Data 
Type
Date Data 
Collected
Date Data Copied 
and Archived
Date Manual Data 
Entered into File
Data Tracking Log: Electronic and Manually Recorded Data
 
Figure 22) Data Tracking Log (Electronic/Manually Collected Data) 
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Section C: Assessment/Oversight 
 
C.1) Assessments and Response Actions 
 
C.1.1) Planned Assessments 
 Internal assessment activities will consist of reviewing monthly data for completeness and representativeness.  If the data 
fails to be complete and representative, a review of the data's history will be performed by Admin Husic to determine if any errors were 
committed in the logging, entry, transforming, and calculation processes.  If logging, entry, transforming, or calculation errors come to 
light, the data will be flagged for exclusion from use in the statistical analysis.  Admin Husic will also perform a Field Sampling, on-
site analytical and off-site analytical TSA at the beginning of the sampling routine to ensure that all methods are conforming to the 
information displayed in this QAPP.  
 
C.1.2) Assessment Findings and Corrective Action Responses 
 With regard to the internal audit process at the initiation of the project, any deficiencies will be documented using a corrective 
action response form (Figure 5), and stored in the project database.  Thereafter corrective actions will be taken to ensure that the method 
corresponds with the criteria outlined in this QAPP.  The parties involved (for example lab managers and the primary advisor) will be 
notified upon audit completion.  The person in charge of sampling or the analytical procedures shall be the one in charged with receiving 
and addressing the corrective action report. 
 Data not meeting requirements for completeness or representativeness will be excluded from the data set, although included 
in the database and flagged for exclusion from statistical analyses.  All data not meeting the Data Quality Objectives will be logged on 
the Data Exclusion Report sheet (Figure 6).  The Data Exclusion Report will be archived by Admin Husic and will be available to all 
project personnel.  After comment from project personnel, Admin Husic will render the decision to include or exclude the data from 
further use.  If the data has been excluded, the data will be flagged within the database as excluded from analyses. 
 
C.2) QA Management Report 
 QA management reports will be generated quarterly by Admin Husic and distributed to all personnel involved with the 
project.  As well, a final project report will include all QA management reports.  In general these reports will address the following. 
 
• A summary of the project status and scheduled delays.  
• Conformance of project activities to QAPP requirements and procedures. 
• Deviations from the approved QAPP and approved amendments to the QAPP. 
• Data reports of all data available for publishing. 
• A complete copy of the Equipment Maintenance/Failure Log. 
• A complete copy of the Data Tracking Log. 
• A complete copy of the Database Correction Log. 
• A complete set of all Data Exclusion Reports. 
• A complete set of Chain-of-Custody Records. 
• All Data Quality Assessment Reports to date. 
• Data usability in terms of accuracy, precision, representativeness, completeness, comparibility, and sensitivity. 
• Any limitations on the generated data. 
• A summary of tasks yet to be completed. 
 
C.3) Final Project Report 
The final Project report will address the above concerns as well as additional QA concerns such as: 
1. Narrative and timeline of project activities 
2. Summary of PQO Development 
3. Reconciliation of PQO Development 
4. Summary of major problems encountered and their resolution 
5. Data summary, including tables, charts, and graphs with appropriate sample identification or station location numbers, 
concentration units, and data quality flags. 
6. Conclusions and recommendations 
 
Section D: Data Review 
 
D.1) Overview 
The data review process is outlined in the QAPP as a three step procedure.  The following outlines these processes and the appropriate 
review steps and outputs. This will be performed quarterly to ensure the research remains viable. 
 
Table 20) Requirements for Data Review (EPA-505-B-04-900A) 
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The following sections will detail the procedures associated with data review and will address how these procedures will be completed 
for the Cane Run project. 
 
D.2) Data Review Steps 
 
D.2.1) Step I: Verification 
 
D.2.1.1) Responsible Personnel and Documentation 
All data verification procedures will be handled by Admin Husic for sampling/handling and analytical procedures at the UK 
hydraulics lab and UKSIL.  Jason Backus will assist with verification (as needed) at the KGS Lab and Erik Pollock will assist (as needed) 
with verification at the ASIL.  All verification procedures need to be documented and included in quarterly reports. 
 
D.2.1.2) Sample Collection 
 Sample collection procedures will be verified by checking that the field book data is consistent with the data loaded onto 
the electronic database.  If inconsistencies are observed, appropriate changes will be made and the corrective action log will be filled 
out (Figure 5).  If data from the field appears erroneous or in error, the QC manager will consult the sampler and mitigative actions 
will take place.  Identification of the sampler will come from sampler signatures in the fieldbook.  If no signature is present or if the 
sampler is unsure about the erroneous data/metadata in the field book the information will be flagged in both the field book and the 
database and a Data Exclusion Report will be filled out.  If the error is recognized by the sampler and can be mitigated, a Corrective 
Action Log will be filled out and appropriate database corrections will be made.  
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Figure 23) Database Correction Log 
 
D.2.1.3) Sample Handling  
Chain of custodies will be initiated by the sampler and will be signed over to the carrier.  Upon receipt at the laboratory 
(KGS, ASIL, UKSIL, UK Hydraulics Lab) the responsible party will sign for the samples and the carrier will also initial that the samples 
were relinquished.  A copy of the chain of custody form will be retained by Admin Husic and a binder will be kept with all chain of 
custody forms.  For verification the forms will be uploaded to the database immediately after receipt of a copy from the respective labs.  
Likewise, information on the COC sheets will be cross checked with information present in the field books.  For responsible parties for 
each lab see the preceding sections. 
 
D.2.1.4) Analytical Procedures 
Data generated by outside laboratories will be checked by the personnel in charge of the laboratory before sending the spreadsheet to 
the project/database manager.  Upon receipt of the data, the raw data and QC data will be checked to ensure that all constituents are 
present and QC samples are detailed. If the data is found to be in error or incomplete, the source of the error will be documented and 
necessary corrections made.   
 
D.2.2) Step II: Validation 
Validation procedures are conducted to identify data that don’t meet established project quality objectives.  Since error can 
occur at any point throughout the project, validation procedures need to be performed during each step.  All validation activities must 
be documented and included in the quarterly reports. 
 
D.2.2.1) Step IIa Validation Activities 
This portion of the validation procedure ensures that methodological and procedural activities were consistent with what was 
outlined in the QAPP.  The following table details the various portions of the project and discusses validation activities associated with 
the procedures.   
 
 
 
 
 
Table 21) Compliance with methods and procedures (Modified from Table 10 of EPA-505-B-04-900A) 
Project Component Validation Activity 
Data Deliverables and 
QAPP 
Ensure that all required information on sampling and analysis from the verification step was provided 
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Analytes Ensure that require lists of analytes were reported as specified in governing documents 
Chain of custody Examine traceability throughout project and examine COC records against method or procedural 
requirements. 
Holding Times Confirm/document if holding times were met.  Ensure samples were analyzed within holding times.  
If not, ensure documentation of deviations. 
Sample Handling Ensure all appropriate procedures were followed and any deviations documented 
Sampling Methods and 
Procedures 
Establish that required sampling methods were used and that deviations were documented.  Ensure 
performance criteria were met. 
Field Transcription Authenticate transcription accuracy of sampling data 
Analytical Methods and 
Procedures 
Establish that required analytical methods were used and that deviations were noted.  Ensure QC 
samples met performance criteria and that deviations were documented. 
Laboratory Transcription Authenticate accuracy of the transcription of analytical data 
Standards Determine that standards are traceable and meet contract, method or procedural requirements 
Communication Establish that required communication procedures were followed by field or lab personnel 
Audits Review field and lab audit reports and accreditation and certification records the labs performance on 
specific methods 
Step IIa Validation Report Summarize deviations from methods or procedures.  Include qualified data and explanation of all data 
qualifiers. 
 
 
D.2.2.2) Step IIb Validation Activities 
 This portion of the validation procedure ensures that all data fulfill the requirements of the measurement performance criteria.  
The following table outlines procedures for this. 
 
Table 22) Comparison with Measurement Performance Criteria (Modified from Table 11 of EPA-505-B-04-900A) 
Project Component Validation Activity 
Data Deliverables and 
QAPP 
Ensure that the data report from Step IIa was provided 
Deviations Determine the impacts of deviations.  If deviations significantly impact the results determine the 
effectiveness of corrective actions 
Sampling Plan Determine if all components of sampling plan was executed as specified 
Sampling Procedures Determine whether all sampling procedures were conducted according to the specified methods (e.g. 
techniques, equipment, decontamination, volumes, and preservation techniques). 
Field Duplicates Compare results of field duplicates with established criteria 
Project QLs Determine that quantitation limits were achieved, as outlined in the QAPP and that the lab successfully 
analyzed a standard at the QL. 
Confirmatory 
Analysis 
Evaluate agreement of lab results if split samples are analyzed in different labs 
Performance Criteria Evaluate QC data against project-specific performance criteria in the QAPP 
Step IIb Validation 
Report 
Summarize outcome of comparison of data to MPC in the QAPP.  Include qualified data and explanation 
of all data qualifiers. 
 
D.2.3) Step III: Usability Assessment 
 Table 21 documents the usability assessment procedure for the Cane Run Project.   
 
Table 23) Usability Assessment Procedure 
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D.2.3.1) Data Limitations and Action from Usability Assessment 
Usability assessment will consider data quality indicators including precision, accuracy/bias, representativeness, 
comparibility, sensitivity and quantitation limits, and completeness. 
D.2.3.2) Activities 
The project team (primarily Husic and Fox) will perform the usability assessment once data validation and verification procedures have 
concluded on the project. 
D.3) Streamlining Data Review 
Since the dataset is not extremely dense, streamlining of data review is not necessary and all data will be verified and 
validated. 
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Appendices 
 In the following Appendices, Standard Operating Procedures (SOPs) and reference material are provided for (1) standard 
water quality parameters (i.e. nitrate, DIC, DOC, DP, and Sediment concentration) that have well established methods and collection 
procedures, (2) analytical field instrumentation and techniques (i.e. Fluid velocity, Stage, Turbidity, Temperature, DO, pH, and 
Conductivity) and (3) methods that involve some project specific alterations to accepted methods (i.e. δ15N/ δ18O of nitrate, δ2H/ δ18O 
of water, δ13C of DIC, and δ15N/ δ13C of Transported sediment, POC and PN).  For the latter, SOPs developed for this project are 
provided to ensure QA. 
 
A1) Nitrate 
 
A1.1) Field SOP 
See section A15.1 
 
A1.2) Laboratory SOP- Ion Chromatography of Water --KGS 9056 
Ion Chromatography of Water 
 
1.  Discussion 
Principle 
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This method addresses the sequential determination of the following inorganic anions:  bromide, chloride,  fluoride, nitrate, 
Kjeldahl nitrogen, total nitrogen and sulfate.  A small volume of water sample is injected into an ion chromatograph to flush 
and fill a constant volume sample loop.  The sample is then injected into a stream of carbonate-bicarbonate eluent.  The 
sample is pumped through three different ion exchange columns and into a conductivity detector.  The first two columns, a 
precolumn (or guard column), and a separator column, are packed with low-capacity, strongly basic anion exchanger.  Ions 
are separated into discrete bands based on their affinity for the exchange sites of the resin.  The last column is a suppressor 
column that reduces the background conductivity of the eluent to a low or negligible level and converts the anions in the 
sample to their corresponding acids.  The separated anions in their acid form are measured using an electrical conductivity 
cell.  Anions are identified based on their retention times compared to known standards.  Quantitation is accomplished by 
measuring the peak area and comparing it to a calibration curve generated from known standards. 
 
Sensitivity 
Ion Chromatography values for anions ranging from 0 to approximately 40 mg/L can be measured and greater concentrations 
of anions can be determined with the appropriate dilution of sample with deionized water to place the sample concentration 
within the working range of the calibration curve. 
 
Interferences 
Any species with retention time similar to that of the desired ion will interfere.  Large quantities of ions eluting close to the 
ion of interest will also result in interference.  Separation can be improved by adjusting the eluent concentration and /or flow 
rate.  Sample dilution and/or the use of the method of Standard Additions can also be used.  For example, high levels of 
organic acids may be present in industrial wastes, which may interfere with inorganic anion analysis.  Two common species, 
formate and acetate, elute between fluoride and chloride.  The water dip, or negative peak, that elutes near, and can interfere 
with, the fluoride peak can usually be eliminated by the addition of the equivalent of 1 mL of concentrated eluent (100X) to 
100 mL of each standard and sample.  Alternatively, 0.05 mL of 100X eluent can be added to 5 mL of each standard and 
sample.   
 
Because bromide and nitrate elute very close together, they can potentially interfere with each other.  It is advisable not to 
have Br-/NO3- ratios higher than 1:10 or 10:1 if both anions are to be quantified.  If nitrate is observed to be an interference 
with bromide, use of an alternate detector (e.g., electrochemical detector) is recommended. 
 
Method Interferences may be caused by contaminants in the reagent water, reagents, glassware, and other sample processing 
apparatus that lead to discrete artifacts or elevated baseline in ion chromatograms. Samples that contain particles larger than 
0.45 micrometers and reagent solutions that contain particles larger than 0.20 micrometers require filtration to prevent 
damage to instrument columns and flow systems. If a packed bed suppressor column is used, it will be slowly consumed 
during analysis and, therefore, will need to be regenerated.  Use of either an anion fiber suppressor or an anion micro-
membrane suppressor eliminates the time-consuming regeneration step by using a continuous flow of regenerant. 
 
Because of the possibility of contamination, do not allow the nitrogen cylinder to run until it is empty.  Once the regulator 
gauge reads 100 kPa, switch the cylinder out for a full one.  The old cylinder should them be returned to room #19 for storage 
until the gas company can pick it up.  Make sure that the status tag marks the cylinder as “EMPTY”. 
 
Sample Handling and Preservation 
Samples should be collected in glass or plastic bottles that have been thoroughly cleaned and rinsed with reagent water.  The 
volume collected should be sufficient to ensure a representative sample and allow for replicate analysis, if required.  Most 
analytes have a 28 day holding time, with no preservative and cooled to 4oC.  Nitrite, nitrate, and orthophosphate have a 
holding time of 48 hours.  Combined nitrate/nitrite samples preserved with H2SO4 to a pH <2 can be held for 28 days; 
however, pH<2 and pH>12 can be harmful to the columns.  It is recommended that the pH be adjusted to pH>2 and pH<12 
just prior to analysis.  
 
Note:  Prior to analysis, the refrigerated samples should be allowed to equilibrate 
 to room temperature for a stable analysis. 
 
2.  Apparatus 
Dionex DX500  
Dionex CD20 Conductivity Detector 
Dionex GP50 Gradient Pump  
Dionex Eluent Organizer 
Dionex AS40 Automated Sampler  
Dionex ASRS-Ultra Self-Regenerating Suppressor 
Dionex Ionpac Guard Column (AG4A, AG9A, or AG14A) 
Dionex Ionpac Analytical Column (AS4A, AS9A, or AS14A) 
Dionex Chromeleon 6.8 Software Package 
Dionex 5 mL Sample Polyvials and Filter Caps 
2 L Regenerant Bottles 
5 mL Adjustable Pipettor and Pipettor Tips 
1 mL Adjustable Pipettor and Pipettor Tips 
A Supply of Volumetric Flasks ranging in size from 25 mL to 2 L 
A Supply of 45 micrometer pore size Cellulose Acetate Filtration Membranes 
A Supply of 25x150 mm Test Tubes 
Test Tube Racks for the above 25x150 mm Test Tubes 
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Gelman 47 mm Magnetic Vacuum Filter Funnel, 500 mL Vacuum Flask, and a Vacuum Supply 
 
3.  Reagents 
Purity of Reagents—HPLC grade chemicals (where available) shall be used in all reagents for Ion Chromatography, due to 
the vulnerability of the resin in the columns to organic and trace metal contamination of active sites.  The use of lesser purity 
chemicals will degrade the columns. 
 
Purity of Water—Unless otherwise indicated, references to water shall be understood to mean Type I reagent grade water 
(Milli Q Water System) conforming to the requirements in ASTM Specification D1193. 
 
Eluent Preparation for SYSTEM2 NITRATE Methods, including Bromides (using AG4, AG4 and AS4 columns)—All 
chemicals are predried at 105° C for 2 hrs then stored in the desiccator. Weigh out 0.191 g of sodium carbonate (Na2CO3) 
and 0.286 g of sodium 
bicarbonate (NaHCO3) and dissolve in water.  System 2 (the chromatography module that 
contains the AG4, AG4, and AS4 Dionex columns) to be sparged, using helium, of all 
dissolved gases before operation. 
 
Eluent Preparation for SYSTEM2 NITRATE (F) Method (using AG14 and AS14 columns)—Weigh out 0.3696 g of sodium 
carbonate (Na2CO3) and 0.080 g of sodium bicarbonate (NaHCO3) and dissolve in water.  Bring the volume to 1000 mL and 
place the eluent in the System 1 bottle marked for this eluent concentration.  The eluent must be sparged using  helium as in 
the above reagent for System 2. 
  
Eluent Preparation for SYSTEM2 TKN (TKN) Methods, including Total Nitrogen (using AG4A, AG4A, and AS4A  
columns)—Weigh out 0.191 g of sodium carbonate (Na2CO3) and 0.143 g of sodium bicarbonate (NaHCO3)  and dissolve in 
water.  Bring the volume up to 1000 ml and place in the System 2 bottle labeled “IC-TKN 0.191/0.143”.  Sparge the eluent 
as in the above reagent for System 2. 
 
100X Sample Spiking Eluent—prepared by using the above carbonate/bicarbonate ratios, but increasing the concentration 
100X.  Weigh out 1.91 g of Na2CO3 and 2.86 g of NaHCO3 into a 100 mL volumetric flask.  0.05 mL of this solution is added 
to 5 mL of all samples and standards to resolve the water dip associated with the fluoride peak. 
 
Stock standard solutions, 1000 mg/L (1 mg/mL):  Stock standard solutions may be purchased  (SPEX) as certified solutions 
or prepared from ACS reagent grade materials (dried at 105o C for 30 minutes) 
 
Calibration Standards—for the SYSTEM2 NITRATE (except Bromide) methods are prepared as follows:  
• Calibration Standard 1:  Pipette 0.1 mL of 1000 mg/L NaNO3 stock standard, 0.1 mL of 1000 mg/L 
NaF stock standard, 2 mL of 1000 mg/L NaCl stock standard, and 10 mL of 1000 mg/L K2SO4 stock 
standard into a 1000 mL volumetric flask partially filled with water, then  fill to volume. 
• Calibration Standard 2:  Pipette 0.5 mL of 1000 mg/L NaNO3 stock standard, 0.5 mL of 1000 mg/L 
NaF stock standard, 5 ml of 1000 mg/L NaCl stock standard, and 20 mL of 1000 mg/L K2SO4 stock 
standard into a 1000 mL volumetric flask, partially filled with water, then  fill to volume. 
• Calibration Standard 3:  Pipette 2.5 mL of 1000 mg/mL NaNO3 stock standard, 2.5 mL of 1000 mg/L 
NaF stock standard, 10 mL of 1000 mg/L NaCl stock standard, and 40 mL of 1000 mg/L K2SO4 stock 
standard into a 1000 mL volumetric flask partially filled with deionized  water, then fill to volume. 
• Quality Control Sample:  Pipette 1.0 mL of 1000 mg/L  NaNO3 stock solution, 1.0 mL of 1000 mg/L 
NaF stock solution, 8 mL of 1000 mg/L NaCl stock solution, and 30 mL of mg/L K2SO4 stock standard 
into a 1000 mL volumetric flask, partially filled with water, then  fill to volume. 
 
Calibration Standards—for the SYSTEM2 NITRATE  (Fluoride) method are prepared as follows: 
A. Calibration Standard 1:  Pipette 0.01 mL of 1000  mg/L NaF stock standard into a 1000 mL volumetric 
flask partially filled with water, then fill to volume. 
B. Calibration Standard 2:  Pipette 0.05 mL of 1000 mg/L NaF stock standard into a 1000 mL volumetric 
flask partially filled with water, then fill to volume. 
C. Calibration Standard 3:  Pipette 0.1 mL of 1000 mg/mL NaF stock standard into a 1000 mL volumetric 
flask partially filled with water, then fill to volume. 
D. Calibration Standard 4:  Pipette 0.5 mL of 1000 µg/mL NaF stock standard into a 1000 mL volumetric 
flask partially filled with water, then fill to volume. 
E. Calibration Standard 5:  Pipette 1.0 mL of 1000 mg/L 1000 stock standard into a 1000 mL volumetric 
flask partially filled with water, then fill to volume. 
F. Quality Control Standard:  Pipette 0.1 mL of 1000 mg/L NaF from a separate source stock standard into 
a 1000 mL volumetric flask partially filled with water, then fill to volume. 
G. Quality Control Standard:  Pipette 0.4 mL of 1000 mg/L NaF from a separate source stock standard into 
a 1000 mL volumetric flask partially filled with water, then fill to volume. 
H. Quality Control Standard:  Pipette 1.0 mL of 1000 mg/L NaF from a separate source stock standard into 
a 1000 mL volumetric flask partially filled with water, then fill to volum 
 
Calibration Standards—for the SYSTEM2 NITRATE  (Bromide) method are prepared as follows: 
   1.     Calibration Standard 1:  Pipette 2 mL of 1000 mg/L NaBr stock standard into a 1000 mL  volumetric flask partially 
filled with water, then fill to volume. 
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1. Calibration Standard 2:  Pipette 5 mL of 1000 mg/L NaBr stock standard into a 1000 mL volumetric 
flask partially filled with water, then fill to volume. 
2. Calibration Standard 3:  Pipette 10 mL of 1000 mg/L NaBr stock standard into a 1000 mL volumetric 
flask partially filled with water, then fill to volume. 
3. Quality Control Standard:  Pipette 8 mL of 1000 mg/L NaBr stock standard into a 1000 mL volumetric 
flask partially filled with water, then fill to volume. 
  
Outside Source Certified Quality Control Sample—ERA  
 
4.  Procedure 
        A.    Instrument Preparation  
1. Before turning on the Dionex Ion Chromatography System: 
1. Fill the eluent reservoir(s) with fresh eluent.  
2. Make certain the waste reservoir is empty of all waste.   
3. Turn on the helium.  The system pressure should be between 7 - 15psi.  The system pressure can be regulated 
with the knob on the back of the Eluent Organizer.   
4. Connecting a piece of tubing to the gas line going into the eluent bottle and putting the tubing into the eluent 
degasses the eluent reservoir(s).  The gas knob on the Eluent Organizer that corresponds to the eluent bottle should 
be slowly opened until a constant bubbling stream can be seen in the eluent bottle. 
5. The eluent should be degassed with helium, for a minimum of 30 minutes, before operation of the instrument. 
6. After the eluent has been degassed, remove the tube from the eluent and tightly seal the eluent bottle.  The eluent 
is now ready to introduce into the system. 
2. Whether using the IP25 for Fluorides or the GP50 for everything else, turn off the browser, scroll to REMOTE 
on the screen, select LOCAL and ENTER. 
3. Scroll to mL/min., change to 0 mL/min., and hit ENTER.  If using the IP25 pump, skip to step #5. 
4. Hit MENU and select 1, then ENTER.   
5. Insert syringe into the Priming Block, open the gas valve on the Eluent Organizer, turn the valve on the Priming 
Block counterclockwise, and turn on the pump that corresponds with the method to be ran by pushing the 
OFF/ON button.  
6. If the syringe does not fill freely, assist by gently pulling back on the plunger of the syringe.  Make certain that 
all of the air bubbles are removed from the eluent line to the pumps. 
7. Press OFF/ON on the pump to turn it off. 
8. Turn the valve on the Priming Block clockwise, remove the syringe and expel the air bubbles from the syringe.   
9. Reinsert the syringe filled with eluent into the Priming Block. 
10. Open the valve on the Pressure Transducer and the valve on the Priming Block with the eluent filled syringe still 
attached.  This is accomplished by turning both counterclockwise. 
11. Press PRIME on the pump and push the contents of the syringe into the Priming Block.  After the eluent has 
been injected into the Priming Block, press OFF/ON to turn the prime pump off and to close the valves on the 
Pressure Transducer and Priming Block. 
12. Remove the syringe from the Priming Block. 
13. Scroll to the mL/min. on the screen for the pump.  For the GP50, type 2 mL/min., and press ENTER.  For the 
IP25, type 1.2 mL/min., and press ENTER. 
14. Press OFF/ON to turn on the pump at the appropriate rate.  The pressure should soon stabilize between both 
pumpheads after two minutes of pumping time. 
15. If the pressure between pumpheads has a difference >20 psi, then shut down the pump and repeat steps 2-14 to 
remove air bubbles and prime the pumps. 
16. Once the pump has a pumping pressure difference between pumpheads of <20 psi, then go to the computer and 
enter PeakNet. 
17. On the computer, turn on the Chromeleon 6.8 browser, then choose either System 1 (Fluoride) or System 2 
(all other anions including Bromide and TKN). 
18. Go to last run sequence, click to highlight and go to file, click save as.. This will load the method of interest 
and a template for the current sequence run.  
19. The sequence is edited to reflect the method and samples that are to be run.   
2. SYSTEM2 NITRATE for Fluoride 
3. SYSTEM2 NITRATE for Bromides 
4. SYSTEM2 TKN for TKN and Total Nitrogen 
 
Note:  Data is reprocessed in the section of  Chromelon 6.8 called Sequence integration editor. Only operators with a  minimum of three 
months experience in Ion Chromatography should attempt to reprocess  data for this analysis.  Once data is optimized, then the nitrogen 
values from nitrate and  nitrite analysis can be subtracted 
from this value for the TKN nitrogen value.  If only Total Nitrogen is needed then use 
the optimized data value without the correction for nitrite and nitrate nitrogen. 
 
5. SYSTEM 2 NITRATE  for all other anions,  
20. Observe the reading on the screen of the CD20 Conductivity Detector.  A conductivity rate change of <0.03 µS 
over a 30 second time span is considered stable for analysis. 
21. If using the GP50 pump, it will take about 15-30 minutes for the CD20 system to stabilize.  If  using the IP25, it 
will take between 30 minutes to 2 hours for stabilization. 
22. Once the CD20 is stabilized, the Dionex DX500 Ion Chromatography    
        System is ready to start standardization. 
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NOTE:  When using the GP50 Gradient Pump, all due care must be taken before one switches from local procedures to remote 
procedures.  The bottle from which  the eluent is being pumped (i.e., A, B, C, or D) must exactly match the bottle specified in the 
method.  If there is a difference, then once the pump control is turned over to remote control, irreversible damage and destruction of 
suppressors, columns, piston seals, and check valves on the GP50 Gradient Pump will occur.  NEVER switch from bottle C to A, B, or 
D without flushing the system lines with water to remove all traces of eluent from bottle C from the lines. 
 
                B.    Sample Preparation 
2. If the sample was not filtered in the field, it must be done so now.  Transfer 50 mL of a well-mixed sample to the 
filtering apparatus.  Apply the suction and collect the filtrate.  
 If the conductivity values for the sample are high, dilution will be necessary to properly run the sample within the calibration 
standard range.  Dilutions are made in the Polyvials with the plastic Filter Caps.  If the dilutions are > 20X, then volumetric 
glassware is required.  
   All dilutions are performed with reagent grade DI water.  Be sure to mix the dilution well.   
   For Fluorides and Bromides, pipette 5.0 mL of  the filtered samples into the Polyvials. For all other anions, including TKN and 
Total Nitrogen, first pipette 0.05 mL of 100X sample spiking eluent into the Polyvials, then pipette 4.95 mL of the filtered samples 
on top of the spiking eluent. 
   The Filter Caps are pressed into the Polyvials using the insertion tool.   
   Place the Polyvials into the Sample Cassette, which is placed into the Autosampler.   
   The white/black dot on the Sample Cassette should be located on right-hand side when loaded in the left-hand side of the 
Automated Sampler for System 2. 
         8.    For every ten samples the following should be included: 
                a.    1 DI water blank 
                b.    1 Duplicate of any one sample 
1.                       c.    1  Quality Control sample/calibration check 
2.  
 
                C.    Calibration and Sample Analysis 
a. Set up the instrument with proper operating parameters established in the operation condition procedure 
b. The instrument must be allowed to become thermally stable before proceeding.  This usually takes 1 hour 
from the point on initial degassing to the stabilization of the baseline conductivity. 
c. To run samples on the Dionex Ion Chromatography System: 
1. Make a run schedule on the Chromeleon 6.8 Software Section labeled SEQUENCE.  
2. Double click the mouse on the SYSTEM 1 SEQUENCES or SYSYTEM 2 SEQUENCES  to display the 
Scheduler Area. The name of the calibration standards must be entered under the sample name section as 
Standard #1, Standard #2, and Standard #3.  
 
Note:  Level must be changed to the corresponding standard level or the calibration will be in error.  (Example:  Standard #1 = Level 
#1; Standard #5 = Level #5) 
 
3. Next, enter QC, blanks, QC, samples, duplicates, QC, and blanks, in that order. 
4. Under sample type, click on either Calibration Standard or Sample, depending on what is being run.   
5. Under the Method section, the method name must be entered.  To do so, double click on the highlighted area 
under Method, scroll through the list of methods and double click on the method of interest.   
6. Next under the Data File section, enter the name of the data file.  
7. Finally, in the Dil area, type in the dilution factor if different from 1.  Do this for all standards, blanks, quality 
controls, duplicates, and samples to be run under this schedule.   
8. Save the schedule and obtain a printout of it. 
9. Standardize the Dionex Ion Chromatography System by running the standards: Standard #1, Standard #2, and 
Standard #3. 
d. Run the QC standards. 
e. Run the prepblank and DI water blank. 
f. Run the samples, duplicates, and blanks. 
g. Run the QC standards at the end. 
 
 
5.  Calculations 
a. Calculations are based upon the ratio of the peak area and concentration of standards to the peak area for 
the unknown.  Peaks at the same or approximately the same retention times are compared.  Once the method 
has been updated with the current calibration, this is calculated  automatically by the software using linear 
regression.  Remember that when dilutions are being run, the correct dilution factor must be entered. 
b. Manual calculations are based upon the ratio of the peak and concentration of standards to the peak area for 
the unknown when the software will not automatically calculate the unknown concentration.  Peaks at the 
same or approximately the same retention times are compared.  The unknown concentration can be 
calculated from using this ratio.  Remember that when dilutions are being run that the correct dilution factor 
must be entered before you will get the correct result. 
c. When possible the unknown should be bracketed between two knowns and the calculation of the unknown 
made from both for comparison.  
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6.  Quality Control 
                A quality control sample obtained from an outside source must first be used for the initial verification of the calibration 
standards.  A fresh portion of this sample should be analyzed every week to monitor stability.  If the results are not within +/- 10 % of 
the true value listed for the control sample, prepare a new calibration standard and recalibrate the instrument.  If this does not correct 
the problem, prepare a new standard and repeat the calibration.  A quality control sample should be run at the beginning and end of each 
sample delivery group (SDG) or at the frequency of one per every ten samples.  The QC’s value should fall between ± 10 % of its 
theoretical concentration. 
 
A duplicate should be run for each SDG or at the frequency of one per every twenty samples, whichever is greater.  The RPD (Relative 
Percent Difference) should be less than 10%.  If this difference is exceeded, the duplicate must be reanalyzed. 
 
From each pair of duplicate analytes (X1 and X2), calculate their RPD value: 
 
% RPD
X X
X X
x= •
−
+
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


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2 1001 2
1 2  
where: (X1 - X2) means the absolute difference between X1 and X2. 
 
7.  Method Performance 
The method detection limit (MDL) should be established by determining seven replicates that are 2 to 5 times the instrument detection 
limit.  The MDL is defined as the minimum concentration that can be measured and reported with 99% confidence that the analyte 
concentration is greater than zero and is determined from analysis of a sample in a given matrix containing the analyte.  
 
MDL t Sn= − − =( ) ( )1,1 99α  
where: t = the t statistic for n number of replicates used (for n=7, t=3.143) 
n = number of replicates 
S = standard deviation of replicates 
 
 
8.  Reference 
EPA SW 846-9056, Chapter 5, September 1994 
 
U.S. EPA Method 300.0, March 1984 
 
ASTM vol. 11.01 (1996), D 4327, “Standard Test Method for Anions in Water by Chemically    
Suppressed Ion Chromatography”. 
 
0/2010   addendum to 01/2009 Ion Chromatography of Water 
 
 
a. Discussion 
1. Principle and iodine. 
2.  Reagents 
   Calibration Standards  
1. Calibration Standard 1:  Pipette 0.1 mL of 1000 mg/L I stock standard into a 1000 mL volumetric flask partially filled 
with water, then fill to volume. 
2. Calibration Standard 2:  Pipette 0.5 mL of 1000 mg/L I stock standard into a 1000 mL volumetric flask partially filled 
with water, then fill to volume. 
3. Calibration Standard 3:  Pipette 1.0 mL of 1000 mg/L I stock standard into a1000 mL volumetric flask partially filled 
with water, then fill to volume. 
4. Calibration Standard 4:  Pipette 5.0 mL of 1000 mg/L I stock standard into a1000 mL volumetric flask partially filled 
with water, then fill to volume. 
5. Calibration Standard 5:  Pipette 10.0 mL of 1000 mg/L I stock standard into a 1000 mL volumetric flask partially filled 
with water, then fill to volume. 
6.  Quality Control Sample:  Pipette 5.0 mL of 1000 mg/L I stock standard into a1000 mL volumetric flask partially filled 
with water, then fill to volume. 
 
A2) Dissolved Phosphorus (DP) 
 
A2.1) Field SOP 
 
See section A15.1 
 
A2.2) Analytical SOP- Total Phosphorus (TP) --KGS D515 
Total Phosphorus in Water 
 
 1.  Discussion                                                               MDL= 0.02 as of 5/2002 
Principle 
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Separation into total dissolved and total recoverable forms of phosphorus depends on filtration of the water sample through 
a 0.45 µm membrane filter.  Total recoverable phosphorus includes all phosphorus forms when the unfiltered, shaken sample 
is heated in the presence of sulfuric acid and ammonium peroxydisulfate. Total dissolved phosphorus includes all phosphorus 
forms when the filtered, shaken sample is heated in the presence of sulfuric acid and ammonium peroxydisulfate. Phosphorus 
is converted to orthophosphate by digesting the water sample with ammonium persulfate and diluted sulfuric acid.  
Ammonium molybdate and antimony potassium tartrate can then react in an acid medium with dilute solutions of 
orthophosphate to form an antimony-phosphate-molybdate complex.  This complex is reduced to an intensely blue-colored 
complex by ascorbic acid.  The color intensity is proportional to the phosphorus concentration. 
 
Sensitivity 
The range of determination for this method is 0.05 mg/L to 1.00 mg/L P. 
 
Interferences 
Ferric iron must exceed 50 mg/L, copper 10 mg/L, or silica 10 mg/L, before causing an interference.  Higher silica 
concentrations cause positive interferences over the range of the test, as follows: results are high by 0.005 mg/L of phosphorus 
for 20 mg/L of SiO2, 0.015 mg/L of phosphorus for 50 mg/L, and 0.025 mg/L of phosphorus for 100 mg/L.  Because arsenic 
and phosphorus are analyzed similarly, arsenic can cause an interference if its concentration is higher than that of phosphorus.  
 
Sample Handling and Preparation 
Samples should be preserved only by refrigeration at 4 °C.  A raw sample should be used in the analysis.  The holding time 
for this analysis is 28 days. 
 2.  Safety 
Safety glasses, gloves, and a lab coat should be worn while performing this analysis due to the use of, and possible exposure 
to, strong acids and bases. 
 3.  Apparatus 
Varion 50 Spectroscopy system 
Filtration Apparatus 
 Coors 60242 Büchner funnels. 
 Suction flasks, connected in series to a vacuum system. 
Reservoir for the filtrate, 500 mL. 
Trap which prevents liquid from entering the vacuum system, 1000 mL 
Paper filters—7.5 cm, 1 µm.  (VWR Cat. # 28321-005) 
Analytical balance, capable of weighing to the nearest 0.0001 g. 
Drying oven. 
Desiccator. 
Thermix Stirring Hot Plate—Model 610T 
 
HCl Acid washed glassware—Refer to the “Total P” section of the Glassware GLP for further details.  Commercial detergents 
should never used.  Glassware should be dedicated for Total P use only. 
6 ½ oz. Disposable polystyrene specimen cups—Cups should be rinsed three times with DI water. 
4.  Reagents 
Purity of Reagents—Reagent grade chemicals shall be used in all tests. Unless otherwise  
indicated, all reagents shall conform to the specifications of the Committee on Analytical Reagents of the American Chemical 
Society. Other grades may be used, provided it is first ascertained that the reagent is sufficiently high in purity to permit its 
use without lessening the accuracy of the determinations. 
  
Purity of Water—Unless otherwise indicated, references to water shall be understood to mean Type I reagent grade water 
(Milli Q Water System) conforming to the requirements in ASTM Specification D1193. 
 
Ammonium Peroxydisulfate—Place 20 g of ammonium peroxydisulfate in a 50 mL volumetric flask.  Dilute with water to 
volume.  Add a magnetic stirrer to the flask and let the solution stir until all the crystals have dissolved (minimum of 20 
minutes).  Prepare daily.( enough for 30 beakers total ) 
Solution Mixture—Dissolve 0.13 g of antimony potassium tartrate and 5.6 g of ammonium molybdate in approximately 700 
mL of water.  Cautiously add 70 mL of concentrated sulfuric acid.  Allow the solution to cool and dilute to 1 liter.  The 
solution must be kept in a polyethylene bottle away from heat.  This solution is stable for one year. 
 
Combined Reagent—Dissolve 0.50 g solid ascorbic acid in 100 mL of solution mixture.  Prepare daily. 
 
Phenolphthalein indicator solution—Dissolve 0.5 g of phenolphthalein in a mixture of 50 mL isopropyl alcohol and 50 mL 
water. 
 
Sulfuric acid (31 + 69)—Slowly add 310 mL of concentrated H2SO4 to approximately 600 mL of water.  Allow solution to 
cool and dilute to 1 liter. 
 
Sodium Hydroxide, 10 N—Dissolve 400 g of NaOH in approximately 800 mL of water.  Allow solution to cool and dilute to 
1 liter. 
 
Sodium Hydroxide, 1 N—Dissolve 40 g of NaOH in approximately 800 mL of water.  Allow solution to cool and dilute to 1 
liter. 
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Phosphorus stock solution (50 mg/L)—Dissolve 0.2197 g of predried (105 °C for one hour) KH2PO4 in water and dilute to 1 
liter.  Prepare daily. 
 
Phosphorus standard solution (2.5 mg/L)—Dilute 50 mL of the stock solution to exactly 1 liter of water.  Prepare daily. 
 
Blank—reagent grade water. 
 
Total phosphorus stock QC solution—Using a commercially available Quality Control solution, dilute to desired range and 
record manufactures name, lot #, and date. 
 
 
Quality control sample—Dilute total P stock solution so that QC value falls midway in analysis working range (0.05-1.00 
ppm).  Using 6.11 ppm QC stock solution, dilute 25 mL of Total Phosphorous stock solution to 500 mL resulting in a 
concentration of 0.306 ppm. 
 
Acid for glassware-Carefully add 250 mL of concentrated hydrochloric acid to approximately 600 ml of water.  Dilute to 1 
liter. 
1. Procedure 
5. Prepare the spectrophotometer by turning on the lamp and allowing it to warm up for at least one hour.  See the Spectrophotometer 
GLP for a detailed listing of necessary computer commands. 
 
A.       B.   Standards Prep 
 Prepare a series of phosphorus standards from the 2.5 mg/L phosphorus standard    
          solution according to the following table.  Dilute each to 50 mL with water. 
  
 
 
 
 
 
                 Volume of phosphorus standard, mL         Standard concentration, ppm 
1. 0.05 
2. 0.10 
                 4                                    0.20 
1 0.35  
                                     10                                                         0.50 
                                    15                                                      0.75 
                                     20                                                         1.00 
 2.     Prepare all standards daily. 
 
2.         C.    Sample Prep 
 Pour 50 mL of each of the two blanks, standards, samples, duplicates, and Total P QC’s into 100 mL glass beakers.  Add 3 - 6 
glass boiling beads to each beaker. 
 Mark beakers at top of liquid with a Sharpie. 
 Add 1 mL of ammonium peroxydisulfate solution and 1 mL of H2SO4 (31+69) to each marked beaker. 
 Place beakers on the large hot plates that are located in the hood. 
 Turn the Temp. knob on the hot plates to “HI.” 
 Let each sample (blank, standard, duplicate, or QC) stay on the hot plate until its volume decreases to 10 mL. This process takes 
approximately 1 to 1 ½ hours.  Do not allow the samples to completely evaporate. 
 Allow each sample to cool in the hood. 
 Add a drop of phenolphthalein indicator solution to each sample. 
 Add 1 mL of 10 N NaOH to each sample. 
 Continue adjusting the pH’s by adding 1 N NaOH until each sample becomes faint pink in color.  The pH is approximately 10 at 
this point. 
 Bring samples back to colorless by adding 1 N H2SO4 to each sample.  The pH is approximately 4 at this point. 
 Bring each sample’s volume back up to the mark with water. 
 Filter each of the samples using the acid washed ceramic funnels and 1 µm paper filters. 
3.             14.   Pour 25 mL of each sample into its corresponding 4 ½ oz. plastic beaker. 
4.             15.   Add 5 mL of combined reagent to the sample and mix thoroughly. 
5.             16.   After a minimum of 10 minutes, but no longer than 30 minutes, measure  
6.   the absorbance of the blue color at 880 nm with the spectrophotometer. 
 
7.         D.    Sample Analysis     
1. The computer, by comparing the concentration of each calibration standard against its absorbance, can plot a 
calibration curve.  The correlation coefficient  must be > 0.994 to be acceptable.  If above criteria is not met the 
standards may need to be remade and rerun. 
2. Once the spectrophotometer is standardized properly, the samples may be analyzed. 
3. Once the analysis is completed, print out a copy of the standard values, plotted curve, and the sample values.  
Copy the relevant data onto the Total Phosphorous Data Sheet. 
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E.    Clean Up   
1. Turn off the spectrophotometer lamp. 
2. The waste must be placed in the acid waste container. 
3. For glassware clean up, refer to the “Total P” section of the Glassware GLP. 
 
6.  Quality Control 
A quality control sample should be run at the beginning and end of each sample 
delivery group (SDG) or at the frequency of one per every ten samples.  The QC’s value should fall between ± 10 % of its theoretical 
concentration. 
 
A duplicate analysis should be run for each SDG or at the frequency of one per every twenty samples, whichever is greater.  The RPD 
(Relative Percent Difference) should be less than 10%.  If this difference is exceeded, the duplicate must be reanalyzed. 
 
From each pair of duplicate analytes (X1 and X2), calculate their RPD value: 
 
% RPD
X X
X X
x= •
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where: (X1 - X2) means the absolute difference between X1 and X2. 
 
7.  Method Performance 
The method detection limit (MDL) should be established by determining seven replicates that are 2 to 5 times the instrument detection 
limit.  The MDL is defined as the minimum concentration that can be measured and reported with 99% confidence that the analyte 
concentration is greater than zero and is determined from analysis of a sample in a given matrix containing the analyte.  
 
          
MDL t Sn= − − =( ) ( )1,1 99α   
                     where: 
     t = the t statistic for n number of replicates used (for n=7, t=3.143) 
     n = number of replicates 
     S = standard deviation of replicates 
8.  References 
ASTM vol. 11.01 (1996), D 515, “Standard Test Methods for Phosphorus in Water”, pg. 24  
ASTM vol. 11.01 (1996), D 1193, “ Specification for Water”, pg. 116 
EPA 365.2         Phosphorous , All Forms (Colorimetric, Ascorbic Acid) 
 
A3) Sediment Concentration 
 
A3.1) Field SOP- 
See section A15.2 
 
A3.2) Laboratory SOP- Standard Methods for Total Suspend Solids EPA 160.2 
METHOD #: 160.2 Approved for NPDES (Issued 1971) 
TITLE: Residue, Non-Filterable (Gravimetric, Dried at 103-105°C) 
ANALYTE: Residue ,Non-Filterable 
INSTRUMENTATION:  Drying Oven 
STORET No. 00076 
1.0 Scope and Application 
1.1     This method is applicable to drinking, surface, and saline waters, domestic and industrial wastes. 
        1.2    The practical range of the determination is 4 mg/L to 20,000 mg/L. 
2.0   Summary of Method 
2.1     A well-mixed sample is filtered through a glass fiber filter and the residue retained on the filter is dried to constant 
weight at 103-105°C. 
         2.2     The filtrate from this method may be used for Residue, Filterable. 
3.0   Definitions 
3.1   Residue, non-filterable, is defined as those solids which are retained by a glass fiber filter and dried to constant weight 
at 103-105°C. 
4.0   Sample Handling and Preservation 
4.1    Non-representative particulates such as leaves, sticks, fish, and lumps of fecal matter should be excluded from the 
sample if it is determined that their inclusion is not desired in the final result. 
4.2    Preservation of the sample is not practical; analysis should begin as soon aspossible. Refrigeration or icing to 4°C, to 
minimize microbiological decomposition of solids, is recommended. 
5.0   Interferences 
5.1     Filtration apparatus, filter material, pre-washing, post-washing, and drying temperature are specified because these 
variables have been shown to affect the results. 
5.2 Samples high in Filterable Residue (dissolved solids), such as saline waters, brines and some wastes, may be subject to 
a positive interference. Care must be taken in selecting the filtering apparatus so that washing of the filter and any dissolved 
solids in the filter (7.5) minimizes this potential interference. 
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6.0     Apparatus 
6.1   Glass fiber filter discs, without organic binder, such as Millipore AP-40, Reeves 
                  Angel 934-AH, Gelman type A/E, or equivalent. 
   
 NOTE:  Because of the physical nature of glass fiber filters, the absolute pore size cannot be controlled or measured. Terms such as 
"pore size," collection efficiencies and effective retention are used to define this property in glass fiber filters. Values for these parameters 
vary for the filters listed above. 
6.2   Filter support: filtering apparatus with reservoir and a coarse (40-60 microns) fritted disc as a filter support. 
NOTE:  many funnel designs are available in glass or porcelain. Some of the most common are Hirsch or Buchner funnels, membrane 
filter holders and Gooch crucibles. All are available with coarse fritted disc. 
6.3   Suction flask. 
6.4   Drying oven, 103-105°C. 
6.5   Desiccator. 
6.6   Analytical balance, capable of weighing to 0.1 mg. 
7.0       Procedure 
7.1 Preparation of glass fiber filter disc: Place the glass fiber filter on the membrane filter apparatus or insert into bottom of 
a suitable Gooch crucible with wrinkled surface up. While vacuum is applied, wash the disc with three successive 20 mL 
volumes of distilled water. Remove all traces of water by continuing to apply vacuum after water has passed through. Remove 
filter from membrane filter apparatus or both crucible and filter if Gooch crucible is used, and dry in an oven at 103-105°C 
for one hour. Remove to desiccator and store until needed. Repeat the drying cycle until a constant weight is obtained (weight 
loss is less than 0.5 mg). Weigh immediately before use. After weighing, handle the filter or crucible/filter with forceps or 
tongs only. 
7.2     Selection of Sample Volume for a 4.7 cm diameter filter, filter 100 m L of sample.  If weight of captured residue is 
less than 1.0 mg, the sample volume must be increased to provide 1.0 mg least 1.0 mg of residue.  If other filter diameters 
are used, start with a sample volume equal to 7 m L/cm2 of filter area and collect at least a weight of residue proportional to 
the 1.0 mg stated above. 
 NOTE: If during filtration of this initial volume the filtration rate drops rapidly or if filtration time exceeds 5 to 10 minutes, the following 
scheme is recommended: Use an unweighed glass fiber filter of choice affixed in the filter  assembly. Add a known volume of sample 
to the filter funnel and record the time elapsed after selected volumes have passed through the filter.  Twenty-five m L increments for 
timing are suggested. Continue to record the time and volume increments until filtration rate drops rapidly. Add additional sample if the 
filter funnel volume is inadequate to reach a reduced rate. Plot the observed time versus volume filtered. Select the proper filtration 
volume as that just short of the time a significant change in filtration rate occurred. 
7.3     Assemble the filtering apparatus and begin suction. Wet the filter with a small volume of distilled water to seat it 
against the fritted support. 
o    Shake the sample vigorously and quantitatively transfer the predetermined  
sample volume selected in 7.2 to the filter using a graduated cylinder. Remove all traces of water by continuing to apply 
vacuum after sample has passed through. 
7.5  With suction on, wash the graduated cylinder, filter, non-filterable residue and filter funnel wall with three portions of 
distilled water allowing complete drainage between washing. Remove all traces of water by continuing to apply vacuum after 
water has passed through. 
NOTE: Total volume of wash water used should equal approximately 2 m L per  cm2.  For a 4.7 cm filter the total volume is 30 m L. 
7.6 Carefully remove the filter from the filter support. Alternatively, remove crucible and filter from crucible adapter. Dry at 
least one hour at 103-105°C. Cool in a desiccator and weigh. Repeat the drying cycle until a constant weight is obtained 
(weight loss is less than 0.5 mg). 
8.0       Calculations 
8.1    Calculate non-filterable residue as follows: 
A = weight of filter (or filter and crucible) + residue in mg 
B = weight of filter (or filter and crucible) in mg 
C = mL of sample filtered 
9.0       Precision and Accuracy 
9.1     Precision data are not available at this time. 
9.2    Accuracy data on actual samples cannot be obtained. 
 
Bibliography 
1. NCASI Technical Bulletin No. 291, March 1977. National Council of the Paper Industry for Air and Stream Improvement, Inc., 260 
Madison Ave., NY 
 
A4) Turbidity 
Calibration, operation, inspection, maintenance, storage and other analytical needs are covered in the YSI manual for the 6136 Turbidity 
probe.  The manual can be obtained from the YSI company at www.foundriest.com.  The citation for the manual is: 
YSI (2006) 6-Series Multiparameter Water Quality Sondes. YSI, Yellow Springs, OH, User Manual 069300 Revision D.  
 
A5) Temperature 
Calibration, operation, inspection, maintenance, storage and other analytical needs are covered in the YSI manual for the Temperature 
probe.  The manual can be obtained from the YSI company at www.foundriest.com.  The citation for the manual is: 
YSI (2006) 6-Series Multiparameter Water Quality Sondes. YSI, Yellow Springs, OH, User Manual 069300 Revision D.  
 
A6) δ15N/ δ18O of Nitrate 
 
A6.1) Field SOP 
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See section A15.1 
 
A6.2) Analytical SOP   
 
SOP for determining δ15N/ δ18O of Nitrate 
UK Dept. of Civil Engineering 
2-1-17 
1. Overview 
The SOP for analyzing the stable nitrogen isotope signature of streamwater nitrate is derived from the methods published by 
the USGS Reston Stable Isotope Lab (Coplen, 2012).  δ15N will be analyzed in each sample to determine seasonal and hydrologic 
variability of streamwater inputs and the impacts of biological uptake on δ15N. Denitrification of streamwater nitrate is conducted using 
Pseudomonas (P.) chlororaphis or P. aureofaciens to convert nitrate (NO3-) to nitrous oxide (N2O).  These bacteria lack the ability to 
further reduce the compound to dinitrogen gas (N2) making it ideal to study both the oxygen and nitrogen isotopes.  The nitrate gas will 
be trapped in a small-volume trap and immersed in liquid nitrogen.  The analyte was cleaned on a gas chromotograph and analyzed on 
a continuous flow IRMS. 
2. Safety 
The analysis will incorporate culturing of bacteria.  Thus, safety gloves, lab coats, and protective eye wear should be used 
during the analysis.  
3. Equipment, Reagents and Consumable Supplies 
A. Lab Instrumentation 
• Centrifuge 
• Reciprocal Shaker 
• Analytical Balance 
• -80 Degrees Celsius freezer 
• Bunsen Burner 
• Autoclave 
• Sterile Hood 
• Finnigan DeltaPlus CF-IRMS  
• ISODAT 2.0  
•  
B. Reagents and Consumable Supplies 
• P. chlororaphis, P. aureofaciens 
• Tryptic Soy Agar 
• Tryptic Soy Broth 
• 1-mL plastic vials 
• 1000-mL Pyrex Flask 
• 2000-mL Culture media flask with screw top 
• Petri dishes, 100mm 
• Crimp tops-aluminum with silicone septa 
• Decrimper 
• Crimper-crimping jaw and crimp mate unit 
• 20-mL glass sample vials 
• 250-mL Centrifuge tubes 
• 500-mL Pyrex Plus coated media bottle 
• Glycerol  
• Antifoam B Emulsion 
• KNO3 
• (NH4)2SO4 
• Reagent Grade Alcohol 
• Autoclave bags 
• Needles: 25 G 5/8inch  
• Needles: 25 G 1.5 inch 
• 1-mL glass syringe 
• 22s gauge needle 
• Helium gas  
• Dry ice 
• Liquid Nitrogen 
4. Sample Preparation 
A. Bacteria Preparation 
• Samples are collected in the field using proper collection protocol and are immediately preserved by cooling the 
samples to 4 degrees Celsius.  The samples are shipped to the appropriate lab (ASIL) immediately.  
• Plate media shall be made using a mix of 20 grams of tryptic soy agar, .505g KNO3, .06607g (NH4)2SO4 and 500-
mL of deionized water.  Ingredients are mixed and stirred on a hot plate using a magnetic stirrer.  The flask will 
be autoclaved at 250 oF for 15 minutes.  The media will be poured into 2 bags of sterile plates and dried under the 
hood for 15 minutes.   
• The plates are stored at 4 oC for 15 minutes.  1-L batches of culture media shall be made by mixing 40g of tryptic 
soy broth, 1.01 g KNO3, 0.1321g (NH4)2SO4 and 1000-mL of deionized water into a 2000-mL Pyrex flask, stirred 
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as with the plate media.  412-416 mL of the media is poured into 500mL Pyrex media bottles and autoclaved.  
500 mL of nitrate free media (20g soy broth, 500mL of deionized water) is then autoclaved and cooled similar to 
the plate and batch culture media.   
• 250-mL centrifuge tubes and caps are autoclaved for sterilization purposes, and 32 sample vials are acid washed 
and placed in a muffle furnace at 500 OC for 4 hours.  
• A flamed loop will be used to streak bacteria onto two of the 500-mL media bottles.  The bottles are placed on a 
shaker, allowing bacteria to grow for 4-6 days at ambient light and room temperatures.   
• The bacteria/media mixture in the 500-mL bottles are dispersed into four 250-mL centrifuge bottles and 
centrifuged at 2800 RPM for 15 minutes.  The supernatant is poured off and 25-mL of nitrate free media is added 
to each bottle.   
• The bottles were consolidated into one bottle and centrifuged again pouring off the supernatant afterwards.  The 
process was repeated 4 times, adding 100-mL of the nitrate free media after each cycle.   
• After the fourth time 110-mL of nitrate free media are added and the sample is homogenized and poured into a 
large, sterile glass-beaker.   
• Ten drops of anit-foam (sigma A6707-500ML) are added and mixed accordingly.  Thereafter, 3-mL of samples 
is pipetted into 20 ml crimp top vials for IRMS analysis. 
5. Analytical Procedures 
A. Arkansas IRMS Analysis 
• Each of the vials was purged with helium gas for an hour to remove any air from the samples.  The samples were 
diluted so that nitrate concentrations were around 20µM.  One mL of the sample was added to a vial using a 
syringe.  The process is repeated for each sample and standard, ensuring two duplicates of each.  The 32 samples 
were placed on an automated sampler which extracted the sample by pumping helium into the sample through 
one needle and removing the He and N2O mixture with an extraction needle.  For each sample the mixture was 
sent through a water removal unit (Nafion dryer), a CO2 removal unit (Mg(ClO4)2/Ascarite trap), a cryogenic trap, 
a GC column, a second water removal unit, and an open split.   
• A Finnigan DeltaPlus CF-IRMS was used to generate the δ15N and δ18O of the samples.  This was accomplished 
by ionizing the gas/helium mixture with an electron emitting hot filament, accelerating the ions into the analyzer 
and separating the ion beams in the analyzer using a magnet.  Thereafter the beams were collected in faraday cups 
and the intensity of the beams were measured.  ISODAT 2.0 computer software was used to setup, calibrate the 
system and calculate the “δ” values.   
 
6. QC and Calibration 
 Deionized water was utilized as a “Blank”.  Standards for the analysis were 20µM KNO3,  IAEA (International Atomic 
Energy Agency) N3 (19.975 µM N-KNO3, δ15N=4.7‰ and δ18O=25.6‰), USGS 32 (19.7 µM KNO3, δ15N=180 ‰ and δ18O=25‰), 
USGS 34 (20 µM KNO3, δ15N=-1.8 ‰ and δ18O=-27.9‰), USGS 35 (20 µM KNO3, δ15N=2.7‰ and δ18O=57.5‰).  Duplicates and 
blanks were taken bimonthly from the field.  For isotope analysis, splits are taken for ten percent of the samples. 
7. Calculations 
𝛿𝛿 = �
𝑅𝑅𝑠𝑠𝑢𝑢𝑠𝑠𝑝𝑝𝑙𝑙𝑠𝑠
𝑅𝑅𝑠𝑠𝑜𝑜𝑢𝑢𝑖𝑖𝑐𝑐𝑢𝑢𝑢𝑢𝑐𝑐
− 1� ∗ 1000 
where R denotes the isotopic ratio of a given constituent.  
𝜎𝜎 = ��
∑(𝑥𝑥𝑏𝑏𝑎𝑎𝑟𝑟 − 𝑥𝑥)2
𝑛𝑛 − 1
� 
where, xbar is the mean of the data and σ is the standard deviation of the data. 
8. Data Quality Objectives 
Based on Coplen et al. (2012), reference materials have been observed to have reproducibility of approximately + or – 0.25‰ given a 
range of values between -1.8-180‰ which encompasses the range found in nature.  Blanks should not register a peak. 
9. References 
Coplen, T.B., Qi, Haiping, Révész, Kinga, Casciotti, Karen, and Hannon, J.E., 2012, Determination of the δ15N and δ18O of nitrate in 
water; RSIL lab code 2900, chap. 17 of Stable isotope-ratio methods, sec. C of Révész, Kinga, and Coplen, T.B. eds., Methods of the 
Reston Stable Isotope Laboratory (slightly revised from version 1.0 released in 2007): U.S. Geological Survey Techniques and Methods, 
book 10, 35 p., available only at http://pubs.usgs.gov/tm/2006/tm10c17/. (Supersedes version 1.0 released in 2007.)  
 
A7) δ15N and δ13C of Transported Sediment, POC and PN  
 
A7.1) Field SOP 
Refer to section A15.3 
 
A7.2) Analytical SOP-UKSIL EA/IRMS 
 
SOP for determining δ15N, δ13C, TOC and PN of Sediment Samples 
UK Dept. of Civil Engineering 
2-1-17 
 
1. Overview 
Measurement of elemental composition and stable isotopic abundance of carbon and nitrogen in fluvial sediments has 
important implications for carbon and nitrogen cycling in streams and rivers.  The following SOP details the necessary procedures, QC 
sampling and calculations necessary to analytically estimate carbon and nitrogen elemental compositions and stable isotopic abundance 
utilizing a Finnigan Delta Plus isotope ratio mass spectrometer which is interfaced with a Costech elemental analyzer.  Operating 
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Procedures for analyzing elemental and stable isotope signatures (carbon and nitrogen) for sediments are covered in the EPA SIP/OP.01 
(Griffis, 1999).   The following will outline the procedures used to analyze the samples collected for this project. 
2. Safety 
Since a corrosive acid is to be used during the procedure, gloves, protective eye wear and an apron should be used during 
any procedures using strong or corrosive acids. 
3. Equipment, Reagents and Consumable Supplies 
A. Lab Instrumentation  
o Finnigan Delta Plus mass spectrometer 
o Costech Elemental Analyzer 
o Hewlett-Packard Model 689- high resolution gas chromatograph 
o ISODAT Software 
o Microbalance 
o DHAUS Scout pro Balance 
o Dupont Sorvall RC-5B Refrigerated Superspeed Centrifuge 
o OHAUS 2kg-5klb capacity Balance 
o OHAUS Scout Pro Electronic Balance 
o Thermo Modulyod Freeze Drier with Thermo Savant VLP 200 ValuPump 
o QL Model 30 GC Lab Oven 
o Rinn Crescent Wig-L-Bug Grinder 
o Pyrex Dessicator 
o Thermo Sorvall Legend RT+ Centrifuge 
B. Reagents and Consumable Supplies 
o Deionized Ultra-Pure Water 
o Siphon line 
o Magnesium Chloride Hexahydrate 
o Drierite # 24001 Dessicating Agent 
o Metal Spatula 
o Grinder Vials with Steel Balls 
o Forceps 
o Number 200, 53µm U.S.A Standard Test Sieve 
o Accumax Pro Micropipette 10-100 µL with pipette tips 
o Fisher A307-1 Sulfurous Acid Certified ACS Grade 1L 
o 750mL centrifuge bottles 
o 250mL centrifuge bottles 
o 125mL HDPE bottles 
o Small vials for ground samples 
o Costech #41067 Silver Capsules 
o Costech #080016 Sample Trays 
o Costech #011001 Chromium Oxide or equivalent 
o Costech #021022 Magnesium Perchlorate or Equivalent 
o Costech #011009 Tungesten Oxide on Aluminum or Equivalent 
o Costech #021025 Quartz turnings or equivalent 
o Costech #021020 Carbon Dioxide Absorbent or Equivalent 
o Costech #021026 Quartz Wool or Equivalent 
o Fisons #33821710 Cupric Oxide Wires or Equivalent 
o Costech #011005 Reduced Copper, Pure or Equivalent 
o Costech #061105 Opaque Quartz Reaction Tube or Equivalent 
o Finnigan #M0000-56911 Gasket or Equivalent 
o Finnigan #M00-1027920 Filament Assembly 
o Finnigan #M0000-69322 Gasket or Equivalent 
o Finnigan #00950-00911 Lubricant Cartridge for Turbo Molecular Drag Pump 
o Finnigan #00950-01116 Lubricant Cartridge for Turbo Molecular Drag Pump 
o Oxygen, Zero Grade, for Costech Elemental Analyzer 
o Helium, Ultra High Purity 99.999%, for Costech Elemental Analyzer 
o Nitrogen, Ultra High Purity, 99.999%, Delta Plus Reference Gas. 
o Carbon Dioxide, Coleman Grade, 99.99%, Delta Plus Reference Gas. 
4. Sample Preparation 
A. Settling/Decanting Field Samples 
A. Bring sediment samples back to lab after collection in the field. 
B. Leave samples undisturbed in buckets/appropriately-sized containers for 48 hours in refrigerator (Hydrolab basement Floor 
Raymond Bldg.) set to 4°C.   
C. 48 hours is a relative time that usually allows all of the sediment contained in the sample to settle to the bottom of the 
bucket/container.  If all sediment has not settled to the bottom of the bucket, allow more time for settling. 
D. Gently pour water off the top of settled sediment samples.  If a large volume of water is present, may use small rubber tubing 
as siphon.  This is up to the technician’s preference. 
E. Pour/siphon water from the bucket until either (a) the sediment nearly flows out of the bucket if pouring or (b) the sample 
has a manageable amount of water to allow for centrifugation.  
 
B. Centrifuging (Bulk Sample) 
• Agitate decanted sample in bucket to encourage homogeneous mixture. 
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• Pour sample into a clean (4 DI/DO rinses) 750 mL Nalgene pitcher until the pitcher is nearly full.  
• Place bucket, bottle (in bucket), and bottle cap for a sample on each side of balance. 
• Slowly fill one bottle with sample until nearly full (almost to neck). 
• Slowly fill opposing tube with sample until nearly balanced. 
• Using plastic pipette, delicately balance both bottles with DI/DO H2O (see “DI/DO H2O” procedure) until the 
two sides are the same weight. 
• Place cap on tube. 
• Align these two balanced bottles across from one another in centrifuge. 
• Repeat steps 1-7 with remaining two bottles so opposing tubes are well balanced. 
• Settings on centrifuge should be set as follows: 
o Rotational Velocity:  4.25 on knob or 4250 rpm 
o Time:  4-7 minutes 
o Temperature:  room temp (20 degrees Celsius) 
o Rotor:   SH-3000 
 
• Close top (will click). 
• Press start button (Play button located to the right of the temperature). 
• If vibration is severe upon spinning, samples are not well balanced. Press the stop button (square), inspect tube 
balance, add DI/DO H2O, etc. 
• After centrifuge is completely stopped, centrifuge door light will come on open top by pressing door button. 
• Remove adapters/bottles two at a time, decant, and add additional sample from the Nalgene pitcher to each bottle, 
balancing opposing bottle as necessary. 
• Repeat previous steps until the sample is completely centrifuged into four bottle. 
• Consolidate entire sample into 1 labeled centrifuge tube (may need to use two centrifuge tubes if the sample 
contains a large amount of sediment). 
• After consolidation, bottle may have a large amount of supernatant above the sediment.  If this occurs, place the 
single centrifuge bottle back into the cooler until another sample is centrifuged and contains a large amount of 
supernatant as well.  These two separate samples can be balanced, centrifuged, and decanted to remove excess 
supernatant. 
• Place bottles in freezer (-40°C) after removing as much supernatant as possible. 
 
Notes: 
• If, after spinning, sample has a large amount of fine sediment still in suspension (murky color), add ~10mL 
Magnesium Chloride Hexahydrate (MgCl2-6H2O) prepared at 0.5M (see “Magnesium Chloride” procedure). 
• Once the entire sample is poured into the Nalgene pitcher, spray off any sediment remaining on the inside of the 
bucket using DI/DO H2O. 
• Once the entire sample is poured into the centrifuge tubes, spray off any sediment remaining on the inside of the 
Nalgene pitcher using DI/DO H2O. 
 
C. Freeze Drying 
• Check to make sure there is enough oil in the machine. (Look in the front at the tube). 
• Turn on the refrigeration unit by pressing the button that says “Fridge”. (It is preferred to do this a little before 
the samples are put in so that the atmosphere will cool faster.) 
• This procedure differs depending on the size of the bottle. If the sample bottle fits in the glass jars, refer to section 
1. If the sample bottle does not fit in the glass jars refer to section 2. 
Section 1: 
• Be sure that the sample bottle is covered with cheesecloth and held with a rubber band.  
• Start the vacuum, by pressing the button on the front of the Freeze drier that says, “Pump”. (don’t turn on pump 
until fridge temperature <-41C) 
• Place a sample bottle into the glass jar and seal the jar with the rubber cap. 
• Push the cap firmly into the vacuum chamber and ensure that it is on tightly so that the glass jar does not fall off. 
• Turn the valve on the manifold from “Vent” to “Vac” to allow a vacuum to reach the sample.  
• Make sure the drain hose is removed and that all the pressure releases are closed. 
Section 2: 
• Be sure that the sample bottle is covered with cheesecloth and held with a rubber band.  
• Remove the top glass piece from the vacuum chamber. 
• Place the sample bottles inside the chamber around the edge so that they are stable. (put samples with the most 
ice on top) 
• Put the top glass piece into its proper position. Be sure that there is a good seal. 
• Make sure the drain hose is removed and that all the pressure releases are closed. 
• Start the vacuum, by pressing the button on the front of the Freeze drier that says, “Pump”. (don’t turn on pump 
until fridge temperature < -41C) 
Once the samples are dry: 
• Once samples are completely dry, turn off the vacuum by pressing the “Pump” button on the freeze drying unit. 
• Slightly turn a pressure release so that pressure is slowly restored to atmospheric pressure. 
• Remove glass piece or the jars to remove the samples. 
• Recap the samples. 
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• a) If samples are going to be put on to the freeze dryer right away and the condenser does not have a lot of ice on 
it, leave the condenser on. Repeat the previous steps for more samples. 
b) If not, turn the condenser off by pressing the same button that was used to turn it on.  Be sure drain valve is 
open. Let the condenser drain until all of the ice is off the side wall. 
D. Consolidation and Weighing 
• This is a dry procedure so all equipment used must be washed and acetone used to ensure dryness. 
• Weigh an empty Nalgene bottle and record the empty weight. 
• Using the spatula, break large soil particles into smaller particles so that they can be wet sieved easier. 
• Tip the centrifuge bottle into the Nalgene bottle (a funnel may be needed). 
• Using the spatula, scrape the side of the centrifuge tube so all soil particles fall to the bottom.  
• Tip the centrifuge bottle into the Nalgene bottle. 
• Using the spatula strongly tap the centrifuge bottle so that all of the soil gets knocked into the Nalgene bottle. 
• Repeat the three previous steps until all of the sediment is in the Nalgene bottle. 
• Weigh the Nalgene bottle with the sample and record the weight. 
• Label the Nalgene bottle with the appropriate name and number. 
 
E. Wet Sieving 
• Use DIDO water to fill the Nalgene bottle and shake the bottle to break up particles. 
• Pour sediment solution through 3” diameter 53 micron sieve.  Flush through sieve with DIDO water into sieve 
pan. (It helps to shake the sieve as you spray the sieve.) 
• Rinse bottom of 53 micron sieve with DIDO water into sieve pan.  Repeat these two steps until water on top and 
bottom while washing remains clear.   
• Rinse fine solids retained on 53 micron sieve through plastic funnel leading to centrifuge tube (labeled w/sample 
#). 
• Pour contents of pan through funnel into separate centrifuge tube (labeled w/sample #). 
• Rinse funnel (4 DI/DO, 1 acetone) between each sample. 
• Each sample should now be split into two parts (>53μm, <53μm) and labeled accordingly. 
• Keep samples in labeled bucket in ERTL refrigerator (3rd Floor) until centrifugation. 
 
F. Centrifuging (Wet Sieved Sample) 
• Agitate decanted sample in bucket to encourage homogeneous mixture. 
• Pour sample into a clean (4 DI/DO rinses) 250 mL Nalgene pitcher until the pitcher is nearly full.  
• Place bucket, tube (in bucket), and tube cap on each side of balance. 
• Slowly fill one tube with sample until nearly full (almost to neck) Avoid any liquid on outside of tube or on insert 
(use pipette if necessary) if any fluid is on side of tube or insert dry before placing in centrifuge. 
• Slowly fill opposing tube with sample until nearly balanced. 
• Using plastic pipette, delicately balance both tubes with DI/DO H2O (see “DI/DO H2O” procedure) until the two 
sides are the same weight. 
• Place cap on tube. 
• Align these two balanced tubes across from one another in centrifuge. 
• Repeat steps 1-7 with remaining two tubes so opposing tubes are well balanced. 
• Settings on centrifuge should be set as follows: 
i. Rotational Velocity:  3200 * g  
ii. Time:  4 minutes  0.04 = 4 minutes  4.00 = 4 hours 
iii. Temperature:  room temp (20 degrees Celsius) 
iv. Motor:  243 – Rotor 
v. Acceleration (on left):  3 
vi. Brake (on right):  2 
• Close top gently will self set (will click). 
• Press start button (Play button located to the right of the temperature). 
• If vibration is severe upon spinning, samples are not well balanced. Press the stop button (square), inspect tube 
balance, add DI/DO H2O, etc. 
• After centrifuge is completely stopped (0*g, centrifuge will beep and say “end”), open top by pressing appropriate 
button. 
• Remove adapters/tubes two at a time, decant, and add additional sample from the Nalgene pitcher to each tube, 
balancing opposing tubes as necessary. 
• Repeat previous steps until the sample is completely centrifuged into four tubes. 
• Consolidate entire sample into 1 labeled centrifuge tube (may need to use two centrifuge tubes if the sample 
contains a large amount of sediment). 
• After consolidation, tubes may have a large amount of supernatant above the sediment.  If this occurs, place the 
single centrifuge tube back into the cooler until another sample is centrifuged and contains a large amount of 
supernatant as well.  These two separate samples can be balanced, centrifuged, and decanted to remove excess 
supernatant. 
• Place tubes in freezer (-40°C) after removing as much supernatant as possible. 
 
G. Consolidation and Weighing 
• Samples are again consolidated and weighed as in Step D 
H. Grinding 
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• Place the steel ball into the vial with. 
• Fill the stainless steel vial for the Wig-L-Bug grinder roughly halfway with sample using the funnel with the small 
opening. Be sure to scrape the funnel to ensure all the soil is in the vial.  For soils, this volume is approximately 
equal to 1 gram of sample.  For organics, this weight is much less. Place the cap on. 
• Secure the vial in the arms of the grinder.  Make sure that the top of the vial is facing the rear of the grinder 
(towards the brass nut).  Tighten the front screw using the provided allen wrench (two turns past hand tight is 
sufficient). 
• Run the Wig-L-Bug for 30 seconds. 
• Once the grinder has stopped, loosen the front screw and remove the vial. 
• Place the ground sample into the desired container. 
• Using a magnetic-tipped screwdriver, remove the steel ball from the vial. 
• If more ground sample is required, repeat steps 1-8. 
• Be sure to clean the equipment thoroughly between each sample.  Consecutive runs of the same sample do not 
require cleaning the equipment.  Follow the procedure below for each instrument: 
i. Tap water rinse/wire brush scrub 
ii. 4 DI/DO rinses 
iii. 1 100% ethanol rinse or acetone 
iv. Dry with Kim-wipes 
I. Weighing Subsamples and Acid Digestion 
• Clean tweezers/small spoon by wiping thoroughly with Kim-Wipes. 
• Calibrate scale (precision of 1μm) using 2g sample. 
a. Hold Tare button until ‘Busy’ shows on screen. 
b. Add 2g calibration weight using tweezers. 
c. After ‘Busy’ is gone once again, gently remove calibration weight.  If screen says ‘H’, start over. 
• Using tweezers, gently place molded silver caps in the plastic sample tray.  Widen the tops of the caps by pressing 
on edges with tweezers/spoon. 
• Place the cap onto the scale.  Tare the scale. 
• Using the spoon, add sample to the cap until desired amount is reached.   
• ** If sample spilled onto weighing pan, remove cap, pick up pan w/tweezers and blow off ** 
• Place cap w/sample back in plastic mass spec tray in the appropriate position.   
• ** For each sample, record weight of sample tested + position in plastic tray ** 
• Add 10,30,50 then 100μL of sulfurous acid to each sample (in silver cap).  This will remove carbonates from 
sample and leave only organic carbons. 
• Place plastic tray w/caps in an oven at 60 degrees Celsius.  Repeat 100μL once/hour until there is no reaction 
(gaseous bubbling) when adding acid. 
• Once the samples no longer react with the sulfurous acid, the samples can be prepared to run through the mass 
spectrometer. Perform the following steps for this preparation: 
a. Remove the polyethylene block containing the samples from the oven. 
b. Wipe the brass rod thoroughly with Kim-wipes. 
c. Close the silver caps by squaring off the silver caps to form a small square pellet.   
 
5. Analytical Procedures 
Samples will be loaded into a Costech Elemental Analyzer in an automated sampler and combusted.  All organic material contained 
in the sample is oxidized and ashes are left in the oxidation column. The helium stream in the EA carries the gas through a reduction 
column, a water trap and then through a Conflo IV interface to separate the gasses.  The sample are ionized and   
 
• Costech Elemental Analyzer  
o The Costech EA is set up to run sediment samples under the following conditions 
 Oxygen Pressure = 100psi 
 Helium Pressure = 100psi 
 Helium Flow Rate = 90-92 cfs 
 Oxidation Furnace Temperature = 980 Degrees C 
 Reduction Furnace Temperature = 650 Degrees C 
 Actuator Compressed Air Pressure = 70 psi 
o Standy Conditions of the Costech EA are the following: 
 Oxygen Pressure= OFF 
 Helium Flow Rate=15-19cfs 
 Oxidation Furnace Temperature = 820 Degrees C 
 Reduction Furnace Temperature = 520 Degrees C 
o Since large sample masses are used for the present analysis, ashes must be removed, and the Quartz insert changed 
in the oxidation column after each sample run.  The oxidation tube must be replaced approximately every 1000 
analysis, the reduction tube every 500 analysis and the water trap every 300 analysis.  
o Samples are loaded into a 49 well automated sampler.  Load samples using forceps, ensuring that each sample 
goes into the appropriate slot.   
o Make sure the EA is in work mode, check the flow rate.  
o After samples are loaded, close the lid of the automated sampler and hand tighten the screws that hold the lid 
down.  Use clamps to help tighten the lid and finish hand tightening the screws.  Make sure that the middle bolt 
is unscrewed and turn on the helium stream to remove any air from the autosampler.  After 8 minutes 
simulataneously shut off the helium and close the screw such that are can’t get into or out of the autosampler 
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o Check the autosampler for helium leaks using the helium detector. 
o Open up the door that leads from the autosampler into the oxidation column 
o Check the autosampler again for helium leaks. 
• Conflo IV Interface  
o Reduces the speed of the helium stream 
o Introduces the CO2 and  N2 reference gases that are used to ensure the IRMS instrument linearity and precision. 
 Isotopic signatures of reference gases are quantified relative to universal reference standards 
• Vienna Pee Dee Belemnite (VPDB)  
• Atrmospheric nitrogen 
o Dilutes the CO2 sample  
 Since carbon concentrations for large samples create voltages outside of the IRMS sensitivity range 
samples need to be diluted.  The Conflo IV will automatically dilute each sample by a specified 
percentage using the Helium Diluent.  For this project an 80% dilution was found to place the samples 
in their optimum voltage range.  Thereafter the ISODAT software will automatically correct for the 
dilution. 
o Pressure settings for the Conflo IV interface are as follows: 
 CO2 Reference Gas = 1.5 bar 
 N2 Reference Gas = 1.5 bar 
 Helium Diluent Gas = 2 bar 
• Finnigan Delta Plus IRMS 
o Refer to the Finnigan Delta Plus Operating manual (Finnigan MAT, 1997a) and the ISODAT software operating 
manual (Finnigan, 1996) for exhaustive information on the instrument operations 
o Samples are ionized and accelerated into a curved flight tube 
 A .75 Tesla electromagnet is located on the outside of the flight tube 
 Ions are focused into appropriate Faraday Cup detectors based on the ion beam momentum. 
• Three cups pick up masses 28, 29, and 30 for nitrogen and masses 44,45 and 46 for carbon 
dioxide. 
o The voltages measured from these beams are delivered to the ISODAT software and are converted to δ notation 
(see section 8).   
o Enter the appropriate information (e.g. sample identification number and weight of the sample) into the isodat 
software. 
o Run a sequence of nitrogen gas reference additions.  If the standard deviation (see section 8) of the 11 reference 
additions is >0.1‰ rerun the sequence.  Perform at least 4 sequences with 2-3 consecutive ones with standard 
deviations <0.1‰. 
 Air in the line could cause potential interferences as air contains ~70% nitrogen. 
o Perform a series of nitrogen linearity tests in which additions result in a reference peak between 0.5-10 volts.  
Check the linearity (denoted by the Diff/volt equation in section 8) and ensure that it is <0.1.  If it’s not working 
properly, perform an autocalibration (see the Finnigan operation manual). 
o Repeat the standard deviation and linearity tests for carbon using the carbon reference gas. 
o Once the instrument is tuned and functioning properly turn the remote setting on the elemental analyzer on. 
o Select all the samples in the desired sequence run, save the template and then click the run button. 
o Check the samples periodically to ensure that blanks aren’t providing any peaks, samples are dropping properly 
into the EA and that the standards are giving appropriate results. 
 
6. QC and Calibration 
QC samples for the analysis include blanks (which are empty silver capsules that), two isotopic standards (DORM and CCHIX) and one 
concentration standard, acentanilide (ACE).  Generating a field blank, or a blank that is taken through the preparation procedure isn’t 
feasible.  The DORM and ACE standards are used to calibrate each sample run.  The following outlines the usage of the each of the QC 
standard types. 
A. Blanks 
• One blank will be analyzed at the beginning of each sample run to ensure nothing is leaking into the system (e.g. 
background concentrations are low) 
B. DORM  
• Dorm is the primary isotopic standard and it’s carbon and nitrogen isotopic signature in nature is well defined 
(δ13C=-19.59‰,δ15N=12.46‰) 
• After each sample run the all samples are calibrated to the average Dorm value 
• Out of the 49 samples analyzed during a run the 7,8,14, 20,26,32,38 and 48th samples are DORMs. 
• The standard deviations of the standards are checked against performance criteria. 
C. CCHIX 
• CCHIX is a secondary isotopic standard that also has well defined carbon and nitrogen isotopic compositions. 
• If standard deviations of the DORMS do not meet performance criteria, the standard deviations of the secondary 
isotopic standards are checked. 
D. ACE 
• ACE is an elemental standard with known concentrations of carbon and nitrogen (C=71.09% and N=10.36%) 
• The average value of ACEs are used to calibrate the concentrations for the run 
• Out of the 49 samples analyzed during a run the 5,6,49th samples are ACEs. 
E. Split Samples 
• 1 out of 10 samples will be analyzed in triplicate to generate a standard deviation of the sample.  The standard 
deviation of the samples will be checked against the performance criteria. 
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If samples do not meet performance criteria, then the samples analyzed will be reanalyzed until the standard performance criteria are 
satisfied. 
 
7. Calculations 
𝛿𝛿 = �
𝑅𝑅𝑠𝑠𝑢𝑢𝑠𝑠𝑝𝑝𝑙𝑙𝑠𝑠
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where R denotes the isotopic ratio of a given constituent.  
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where, xbar is the mean of the data and σ is the standard deviation of the data. 
𝐷𝐷𝑖𝑖𝑓𝑓𝑓𝑓
𝑣𝑣𝑣𝑣𝑣𝑣𝑡𝑡
=
𝛿𝛿𝐸𝐸𝑢𝑢𝑠𝑠𝑜𝑜 − 𝛿𝛿𝑓𝑓𝑖𝑖𝑢𝑢𝑠𝑠𝑜𝑜
𝑣𝑣𝐸𝐸𝑢𝑢𝑠𝑠𝑜𝑜 − 𝑣𝑣𝑓𝑓𝑖𝑖𝑢𝑢𝑠𝑠𝑜𝑜
 
where, v is the voltage reading 
 
8. Data Quality Objectives 
The data quality objectives are best described using a table (seen below).  These are based off EPA SIP/OP.01 (Griffis, 1999) 
data quality objectives and are consistent with that of the instrument to be used on this project.  Sample runs analyzed for elemental and 
isotopic signatures need to meet the following specifications in order to be considered acceptable data. 
 
Analysis Range Accuracy Precision Completeness 
δ13C 1-10 Volts ±0.5‰ Stdev<0.5‰ N/A 
δ15N 0.5-10 Volts ±0.5‰ Stdev<0.5‰ N/A 
% Carbon 0-50% 90-110% Stdev<10% N/A 
% Nitrogen 0-10% 90-110% Stdev<10% N/A 
 
9. References 
Griffis, W.L. 1999. Analysis of Environmental Samples Using Continuous Flow Gas Isotope Ratio Mass Spectrometry. EPA SIP/OP.01.  
Integrated Stable Isotope Research Facility. 
 
A8) Field Parameters 
Calibration, operation, inspection, maintenance, storage and other needed analytical needs are covered in the Hach manual for the pH, 
Conductivity, DO and Temperature probes.  The manual can be obtained from the Hach company at www.hach.com.  The citation for 
the manual is: 
Hach Company. HACH HQ Series Portable Meters User Manual, September 2006, Edition 5. Catalog Number HG40d18. Hach 
Company, PO Box 389, Loveland, Colorado.  
 
A9) Field Standard Operating Procedures 
 
A9.1) Water Quality Parameters 
Method 
The direct method for streams (EPA #EH-01) will be utilized to sample NH4+, NO3, DIC, DOC, DP, δ15NNO3, δ18ONO3, δ18ONO3, 
δ2HNO3, δ13CDIC at each site.  Bulk samples will be collected for the suite of water quality parameters in pre-cleaned wide mouth, 1000 
mL, HDPE, plastic bottles, which are EPA approved for water quality sample collection (KDOW, 2005).  The total required volume of 
samples is 815 mL, hence the 1000 mL bottle will provide a sample subset for archiving.  After the bottle is rinsed 3 times in the stream 
water, the sample is collected by placing the bottle under the water surface with the opening pointing upstream.  The sampler will remain 
downstream of the container and the sample will be collected in a downstream to upstream motion without disturbing the substrate. For 
this study, samples will be collected (unfiltered) in the field and filtered immediately after using a 60 ml syringe with filter.  Based on 
the sample collection guide from the USDA (Turk, 2003) samples that are most susceptible to degradation are ones that have high 
suspended solids (which are relatively low in this watershed during low-flow conditions based on previous TSS analysis at baseflow) 
or samples analyzed for trace constituents.  Samples will be filtered using Whatman Glass Fiber 0.45µm, 47mm filters and separated 
into their respective splits for analysis (see Analytical SOPs for sample preparation and preservation needs).   During transport of water 
quality samples back to the lab, the samples are placed in zip lock bags to avoid contamination and then placed in a cooler to refrigerate 
the sample to 40C to assist in minimizing microbial activity.  All split sample containers for water quality and sediment analysis will be 
new, pre-cleaned, disposable equipment and does not require decontamination.  Standard decontamination procedures will be used for 
decontamination of the syringes (KDOW, 2005). 
 
References 
EPA, 2003, SOP # EH-01 Surface Water Collection, Adapted from ERT/REAC SOP 2013 Rev 1.0.  East Helena Site, Montana. 
Turk, J.T., 2001. Field Guide for Surface Water Sample Data Collection, USDA Forest Program, Washington, DC, 20250-9410. 
KDOW, 2005. Kentucky Ambient/Watershed Water Quality Montioring Standard Operating Procedure Manual. Frankfort, Kentucky, 
40601. 
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A9.2) Sediment Concentration Samples 
 
A9.2.1) Depth Integrated Sediment Samples 
Method 
Sediment concentration will be collected using an isokinetic-depth integrated sampler to estimate sediment concentrations at 
fixed stations using accepted USGS methods for sample collection (USGS, 2003).  Depth integrated suspended sediment samples will 
be collected in pint sized, plastic containers, of which about ¾ of the bottle shall be filled with sample.  The samples will be stored in 
coolers at 40C until they can be refrigerated at 40C in the UK hydraulics lab.  Holding times are up to 7 days as per EPA 160.2.  Standard 
decontamination procedures for equipment cleaning and decontamination (KDOW, 2005) will be followed. 
 
References 
USGS, 2003. National Field Manual for the Collection of Water-Quality Data, Chapter A2. Selection of Equipment for Water Sampling.  
Reston, VA, 20192. 
KDOW, 2005. Kentucky Ambient/Watershed Water Quality Montioring Standard Operating Procedure Manual. Frankfort, Kentucky, 
40601. 
 
A10.2.2) Fixed Point Automated Samples 
Method 
Sediment concentration will be collected using an automated pump sampler to collect dense concentration data during storm 
events.  Methods for probe measurement, i.e., programming and operation, will follow manufacturer specifications (Teledyne, 2009).  
Automated samplers will collect 750 mL of sample in 1000 mL plastic bottles (see Teledyne ISCO manual).  The samples will be stored 
in coolers at 40C until they can be refrigerated at 40C in the UK hydraulics lab.  Holding times are up to 7 days as per EPA 160.2.  
Standard decontamination procedures for equipment cleaning and decontamination (KDOW, 2005) will be followed. 
 
References 
Teledyne, 2009. 6712 Portable Sampler Installation and Operation Guide. Revision Z.  Lincoln, NE, 68501-2531. 
KDOW, 2005. Kentucky Ambient/Watershed Water Quality Montioring Standard Operating Procedure Manual. Frankfort, Kentucky, 
40601. 
 
A9.3) Sediment Trap Samples 
Method 
Sediment trap samplers will be placed in the field for a specified time interval to generate a spatially and temporally integrated 
measure of δ15N and δ13C of Transported Sediment, POC and PN.  Briefly, at the front of the trap (inlet) a 4mm diameter inlet tube 
allows acceleration of fluid into a 98mm diameter test section.  The increase in area results in sedimentation, and subsequent trapping 
of fine sediments.  The fluid exits the test section through another 4mm outlet tube.  This method was originally published in Phillips et 
al. (2000). Samples are collected in a sediment trap as described in Phillips et al. (2000).  Approximately 8L of a sediment/water mixture 
is poured into clean 5 gallon buckets.  The samples are preserved by refrigerating at 40C to minimize microbial transformations.  Samples 
are spun down and de-watered to a steady state as quickly as possible.  Standard decontamination procedures for equipment cleaning 
and decontamination (KDOW, 2005) will be followed. 
 
References 
Phillips J, Russell M, Walling D. 2000. Time-integrated sampling of fluvial suspended sediment: a simple methodology for small 
catchments. Hydrological Processes 14: 2589–2602. 
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