Since the emergence of the Antarctic 'ozone hole' in the 1980s 1 and elucidation of the chemical mechanisms [2] [3] [4] [5] and meteorological conditions 6 involved in its formation, the likelihood of extreme ozone depletion over the Arctic has been debated. Similar processes are at work in the polar lower stratosphere in both hemispheres, but differences in the evolution of the winter polar vortex and associated polar temperatures have in the past led to vastly disparate degrees of springtime ozone destruction in the Arctic and Antarctic. We show that chemical ozone loss in spring 2011 far exceeded any previously observed over the Arctic. For the first time, sufficient loss occurred to reasonably be described as an Arctic ozone hole.
Arctic polar processing in 2010-11
In the winter polar lower stratosphere, low temperatures induce condensation of water vapour and nitric acid (HNO 3 ) into polar stratospheric clouds (PSCs). PSCs and other cold aerosols provide surfaces for heterogeneous conversion of chlorine from longer-lived reservoir species, such as chlorine nitrate (ClONO 2 ) and hydrogen chloride (HCl), into reactive (ozone-destroying) forms, with chlorine monoxide (ClO) predominant in daylight 5, 7 . In the Antarctic, enhanced ClO is usually present for 4-5 months (through to the end of September) [8] [9] [10] [11] , leading to destruction of most of the ozone in the polar vortex between ,14 and 20 km altitude 7 . Although ClO enhancement comparable to that in the Antarctic occurs at some times and altitudes in most Arctic winters 9 , it rarely persists for more than 2-3 months, even in the coldest years 10 . Thus chemical ozone loss in the Arctic has until now been limited, with largest previous losses observed in 2005, 2000 and 1996 7,12-14 . The 2010-11 Arctic winter-spring was characterized by an anomalously strong stratospheric polar vortex and an atypically long continuously cold period. In February-March 2011, the barrier to transport at the Arctic vortex edge was the strongest in either hemisphere in the last ,30 years (Fig. 1a, Supplementary Discussion) .
The persistence of a strong, cold vortex from December through to the end of March was unprecedented. In the previous years with most ozone loss, temperatures (T) rose above the threshold associated with chlorine activation (T act , near 196 K, roughly the threshold for the potential existence of PSCs) by early March (Fig. 1b, Supplementary  Figs 1, 2 ). Only in 2011 and 1997 have Arctic temperatures below T act persisted through to the end of March, sporadically approaching a vortex volume fraction similar in size to that in some Antarctic winters (Fig. 1b) . In 1996-97, however, the cold volume remained very limited until mid-January and was smaller than that in 2011 at most times during late January through to the end of March (Fig. 1b , Supplementary Figs 1, 2) .
Daily minimum temperatures in the 2010-11 Arctic winter were not unusually low, but the persistently cold region was remarkably deep (Supplementary Figs 1, 2 ). Temperatures were below T act for more than 100 days over an altitude range of ,15-23 km, compared to a similarly prolonged cold period over only ,20-23 km altitude in 1997; below ,19 km altitude, T , T act continued for ,30 days longer in 2011 than in 1997 ( Supplementary Fig. 1b ). In 2005, the previous year with largest Arctic ozone loss 7 , T , T act occurred for more than 100 days over ,17-23 km altitude, but all before early March.
The winter mean volume of air in which PSCs may form (that is, with T , T act ), V psc , is closely correlated with the potential for ozone loss 7, [15] [16] [17] . In 2011, V psc (as a fraction of the vortex volume) was the largest on record (Fig. 1c) . Both large V psc and cold lingering well into spring are important in producing severe chemical loss 7, 15, 16 , and 2010-11 was the only Arctic winter during which both conditions have been met. Much lower fractional V psc in 1997 than in 1996, 2000, 2005 or 2011 (Fig. 1c) is consistent with less ozone loss that year Factors playing secondary parts in governing interannual variability in ozone destruction, including vortex strength, structure and position relative to the cold region, also favour large loss in 2011 (Supplementary Figs 2, 3, Supplementary Discussion). However, despite the fraction of the vortex with T , T act and mid-March temperatures sporadically approaching those seen in the Antarctic (Fig. 1b,  Supplementary Fig. 1a ), even in 2011 temperatures were much higher, and the cold regions much smaller, than those in most Antarctic winters.
Satellite trace-gas and PSC measurements highlight the stark contrast between polar processing in 2010-11 and that in typical Arctic winters, and the parallels with Antarctic conditions (Figs 2, 3 ). In 2011, PSCs or aerosols were abundant until mid-March ( Fig. 3a; consistent with a deep region with T , T act , Fig. 3b ), much later than usual in the Arctic [18] [19] [20] , with vortex-average amounts at some altitudes similar to those in the Antarctic and dramatically larger than the near-zero values at that time in most Arctic winters. Furthermore, PSCs in 2011 spanned an altitude range comparable to that in the Antarctic, an uncommon occurrence in the Arctic [18] [19] [20] . Particles in long-lasting PSCs can grow large enough to sediment, resulting in denitrification, permanent removal of HNO 3 from the stratosphere 7, 12 . By late March 2011 no PSCs remained (Fig. 3a ), yet HNO 3 mixing ratios were much lower than observed in any previous Arctic winter (Fig. 2a) . The continuing depression in HNO 3 after PSCs had evaporated indicates denitrification. Albeit less severe than in typical Antarctic winters (Fig. 2b, c, 3c ), the extent and degree of denitrification in 2011 were unmatched in the Arctic, approaching the range of Antarctic conditions for the first time.
Decreasing HCl and increasing ClO signify chlorine activation ( Fig. 2d-i) . Some ClO enhancement has occurred in all recent Arctic winters, but has never been as prolonged and extensive as that in 2011. In late February, high ClO pervaded the sunlit portion of the vortex. The 2011 values vastly exceed the range previously observed in the Arctic from late February through to the end of March. They also briefly lie outside the Antarctic seasonal envelope, primarily because the higher solar zenith angles of the Antarctic measurements used here lead to ,30% lower ClO under fully activated conditions. In late February, HCl values (unaffected by solar zenith angle issues) fall along the lower boundary of the Antarctic envelope, confirming the picture seen in ClO. The vertical extent of chlorine activation was also comparable to that in the Antarctic (Fig. 3d, e) .
In previous cold Arctic winters, chlorine was deactivated (converted from ozone-destroying forms into less reactive reservoir species) by mid-March 11 ; even in 1997, ClO started to decline by late February (Fig. 2g ). In 2011, by contrast, ClO began decreasing rapidly only about a week earlier than is typical in the Antarctic. ClO data in late February 1997 indicate that not only were maximum values lower than those in early March 2011, but also the vertical range of enhancement was shallower, with weaker activation at low altitudes than in 2011 (Fig. 3e) , consistent with the higher altitudes and decreasing extent (Figs 1b, 3b, Supplementary Fig. 2 ) of T , T act .
When chlorine is deactivated, whether it is converted first into HCl or ClONO 2 depends sensitively upon HNO 3 and ozone abundances. In the Arctic, chlorine is normally deactivated through initial reformation of ClONO 2 . In the severely denitrified and ozone-depleted Antarctic vortex, production of ClONO 2 is suppressed and that of HCl highly favoured 11, 12, 21 . In March 2011, the recovery of HCl followed a much more Antarctic-like pathway than has been observed in any other Arctic winter.
The largest Arctic chemical ozone loss was previously observed in 2005, followed closely by 2000 and 1996 7, [12] [13] [14] . Although low temperatures persisted until the end of March 1997, the ozone loss in that year was far less. No previous year rivals 2011, when the evolution of Arctic ozone more closely followed that typical of the Antarctic (Fig. 2j) . Ozone profiles in late March 2011 resemble typical Antarctic late-winter profiles much more strongly than they do the average Arctic one (Fig. 3f) . Because mixing in April 2011 (for example, lamination events larger than that shown in Fig. 3f ) entrained ozone-rich air into the vortex, the slight decrease in vortex-averaged ozone at a potential temperature of 485 K from 26 March to 20 April (from ,1.8 to ,1.6 p.p.m.v., Fig. 2j ) indicates continuing chemical loss during this interval.
Estimates of chemical ozone loss
Chemical loss is difficult to quantify in the Arctic, where transport from above replenishes ozone in the lower stratospheric vortex, obscuring the signature of chlorine-catalysed destruction 12, 22, 23 . The evolution of the long-lived trace gas nitrous oxide (N 2 O) reflects steady downward transport throughout the 2010-11 winter-spring, indicating that subsidence partially masked chemical loss. Horizontal transport can also confound the signature of chemical loss, bringing air into the vortex that has either higher 24 or lower 14 concentrations of ozone, depending on the altitude and latitude from which it originates.
Representative results from two types of chemical loss calculations [24] [25] [26] [27] [28] based on balloon-borne and satellite observations are shown in Fig. 4 (Fig. 4b, c) . From ,18 to 20 km, more than 80% of the ozone present in January had been chemically destroyed by late March. Chemical removal in 1996 and 2000 started at a rate similar to that in 2011 (Fig. 4c) , but ceased by late March; maximum losses in 2000 approached those in 2011, but extended over a much smaller vertical range (Fig. 4b) . Loss in 1996, 2000 and 2005 considerably exceeded that in 1997, with greater destruction at lower altitudes in those years contributing more to total column loss 7, 12, 13 . Chemical loss in 2011 was two to three times larger than that in 1997, and about twice that in 1996 and 2005 above ,16 km; from ,15 to 23 km it was comparable to that in the Antarctic ozone hole in 1985 29 .
Single ozone-sonde station measurements in early April 2011 suggest continuing ozone loss ( (Fig. 2a) . The degree of denitrification has a profound impact on the severity of springtime Arctic ozone loss 30 . By delaying chlorine deactivation, lower HNO 3 by 1 March was responsible for ,0.6 p.p.m.v. more ozone 
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Column ozone
Total column ozone is a predominant factor determining exposure of Earth's surface to ultraviolet radiation 7, 12 . In the context of previous Arctic winters, 2011 was truly remarkable: the fraction of the Arctic vortex in March with total ozone less than 275 Dobson units (DU) is typically near zero, but reached nearly 45% in 2011 (Fig. 5a) . Because of the dynamically-driven correlation between total ozone and lowerstratospheric temperature 23, [31] [32] [33] [34] 33 (Supplementary Discussion). In March 2011, however, the area of low total ozone covered more than twice as much of the vortex as in 1997, and the daily vortex 'ozone deficit' ( Supplementary  Fig. 5a ) was 30-50 DU larger, consistent with the greater chemical loss (Fig. 4) . Maximum 2011 vortex fractions of low ozone approached those in early Antarctic ozone holes (Fig. 5a) . The close correspondence between the vortex and both low total ozone and the large Arctic total ozone deficit (Fig. 5b, d) implies that low total ozone in March 2011 resulted primarily from chemical loss 31, 32 (Supplementary Discussion). The ozone deficit in the Antarctic (Fig. 5e) shows a maximum over 0-90u W, and a minimum over 90-200u E, reflecting a vortex position in 2010 different to that in the reference state (which is less robust than that for the Arctic). Differences in morphology deep in the vortex are, however, minimal. The 2011 Arctic ozone deficit was at least comparable to that in the 2010 Antarctic vortex core at an equivalent time.
An echo of the Antarctic
In the absence of chemical ozone loss, downward transport during winter results in a springtime maximum in total ozone; because this transport is stronger in the Arctic, background ozone levels there are ,100 DU higher than those in the Antarctic 7, 23 . Therefore Arctic spring total ozone could, even after chemical destruction comparable to that in an Antarctic ozone hole (commonly defined by values less than 220 DU; refs 7, 12), exhibit only a weak maximum in total ozone rather than a well-defined minimum. Examination of the long-term ozone-sonde record in the Arctic shows that abundances near 250 DU or less are well below typical autumn values, thus appearing as a 'hole' in total ozone. Dynamical processes can result in transient regions of very low total ozone (Supplementary Discussion, Supplementary Figs  5, 6 ) and/or local minima in lower-stratospheric ozone profiles (for example, via ozone-poor extra-vortex air transported into the polar vortex 14, 24 ). For an interhemispheric comparison of chemical loss, it is thus important to verify that observed Arctic ozone decreases were primarily related to chemical, rather than dynamical, processes. Fig. 7 ). Minimum total ozone in spring 2011 was continuously below 250 DU for ,27 days ( Supplementary Fig. 5b) , with a maximal area below that level of ,2 3 10 6 km 2 (roughly five times the area of Germany or California). Values dropped to ,220-230 DU for about a week in late March 2011.
In these respects, chemical ozone destruction in the 2011 Arctic polar vortex attained, for the first time, a level clearly identifiable as an Arctic ozone hole. On the other hand, although the magnitude of chemical depletion was comparable to that in the Antarctic, total ozone values remained higher and, because the areal extent of the Arctic vortex was much smaller (,60% the size of a typical Antarctic vortex), the low-ozone region was more confined.
The Arctic winter stratosphere exhibits striking interannual variability. The past decade has included the four most dynamically active (hence among the warmest) Arctic winters in the past 32 years (ref. 35 ) and now the two coldest winters with largest ozone loss 7, [12] [13] [14] , extending the previously noted trend of the coldest winters becoming colder 13, 16 . Had implementation of the Montreal Protocol not curbed the increase in stratospheric halogen loading, formation of an Arctic ozone hole would have already become common even in moderately cold winters 36 . Even with the lower anthropogenic halogen levels actually reached, the potential for Antarctic-like ozone loss in the Arctic in the event of a persistently cold winter-spring such as that in 2010-11 has been recognized for decades 5, 22 . Despite temperatures that were generally far higher than those in Antarctic winter, Arctic chemical ozone destruction in 2011 rivalled that in some Antarctic ozone holes. The development of an Arctic ozone hole under conditions only slightly more extreme than those in some previous Arctic winters raises the possibility of yet more severe depletion as lowerstratospheric temperatures decrease. More acute Arctic ozone destruction could exacerbate biological risks from increased ultraviolet radiation exposure, especially if the vortex shifted over densely populated mid-latitudes, as it did in April 2011.
Our present understanding of what drives variability in the Arctic winter stratosphere is incomplete. Stratospheric temperatures and vortex evolution depend on the atmosphere's radiative properties and propagation of wave activity 37, 38 , which are being modified by increasing greenhouse gas concentrations. Day-to-day tropospheric disturbances can lead to stratospheric warming or cooling, depending 
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on their geographical location and the stratospheric vortex structure, which controls their upward propagation 39, 40 . Current climate models do not fully capture either the observed short-timescale patterns of Arctic variability or the full extent of the observed longer-term cooling trend in cold stratospheric winters; nor do they agree on future circulation changes that affect trends in transport 41, 42 . Our ability to predict when conditions similar to, or more extreme than, those in 2011 may be realized is thus very limited. Improving our predictive capabilities for Arctic ozone loss, especially while anthropogenic halogen levels remain high, is one of the greatest challenges in polar ozone research. Comprehensive stratospheric data sets, such as those used here, are critical to meeting that challenge. 44 provides PSC/aerosol information. Trace gas profiles are from the Microwave Limb Sounder (MLS) 45 on NASA's Aura satellite. Only daytime ClO measurements are used. Northern (southern) high latitudes are sampled near midday (in late afternoon), thus the average solar zenith angle (SZA) of MLS Antarctic measurements is ,7u higher than that in the Arctic. Reactive chlorine partitioning shifts away from ClO at higher SZAs 7, 12 , leading to ,30% lower ClO measured in the Antarctic than in the Arctic under fully activated conditions. An instrument anomaly disrupted MLS measurements from 27 March to 20 April 2011. UARS (Upper Atmosphere Research Satellite) MLS measurements, used for 1995-1996 and 1996-1997 analyses, are sparse because of the UARS yaw cycle and other measurement gaps 26 . Total column ozone is measured by the Dutch-Finnish Ozone Monitoring Instrument (OMI) 46 on Aura. Total ozone 'deficit' is the difference between daily values and a reference that is minimally affected by chemical loss.
METHODS SUMMARY
Measurements from MLS and the Match network of balloon-borne ozone soundings (ozone sondes) 47 are used to estimate chemical ozone loss in two ways. The difference between calculated 'passive' (influenced only by transport) ozone and observed ozone is computed, with passive ozone obtained using MLS nitrous oxide 14 , a 'reverse trajectory' model 25, 26 , and the ATLAS (Alfred Wegener Institute Lagrangian Chemistry/Transport System) model 27 . Vortex ozone is also examined on the surfaces on which it subsides 12, 14, 28, 48 , with descent rates from modelled radiative heating/cooling rates averaged over the polar vortex 48 . Photochemical box model runs were performed using the chemical model from ATLAS 27 to test the sensitivity of ozone loss to initial ozone amounts and denitrification.
METHODS
Data sets. Modern Era Retrospective-analysis for Research and Applications (MERRA) 43 fields, from the Goddard Earth Observing System Version 5.2.0 (GEOS-5) data assimilation system, are used for the temperature and vortex analysis. The Cloud-Aerosol Lidar with Orthogonal Polarization (CALIOP) on the Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observations (CALIPSO) satellite 44 provides PSC/aerosol information. CALIOP measurements began in April 2006. Trace gas profile measurements are from the Microwave Limb Sounder (MLS) 45 on NASA's Aura satellite, and the predecessor MLS instrument 26 on the Upper Atmosphere Research Satellite (UARS). Total column ozone data are from the Dutch-Finnish Ozone Monitoring Instrument (OMI) 46 on board Aura. The historical total ozone record comprises data from Nimbus-7 and Earth Probe Total Ozone Mapping Spectrometer (TOMS) 50 . Aura MLS and OMI measurements are available from August 2004 through to the present. UARS MLS measurements were obtained from September 1992 through to early 2000, with increasingly sparse sampling in the later years 26 . TOMS data are available beginning in 1979, but no TOMS instrument was taking measurements during the 1995-96 Arctic winter.
Measurements from the Match network of balloon-borne ozone soundings (ozone sondes) 47 are used in some of the chemical ozone loss estimates. Temperature and vortex analysis. Potential vorticity 49 (PV) is used to define the vortex, with a contour of 'scaled' PV of 1.4 3 10 -4 s 21 (in vorticity units) demarking the vortex edge 51, 52 . Vortex strength is diagnosed as the maximum daily gradient in PV as a function of equivalent latitude (the latitude that would enclose the same area between it and the pole as a given PV contour) [51] [52] [53] . Scaled PV multiplied by 10 4 is used in the calculation, resulting in units for its gradient of 10 24 (s degrees equivalent latitude) 21 . The temperature threshold for chlorine activation, T act , is estimated using the formula for nitric acid trihydrate formation 54 , which depends on pressure, HNO 3 and H 2 O. Climatological HNO 3 and H 2 O profiles are used, derived from UARS data. The area with T , T act is calculated on seven isentropic surfaces in the lower stratosphere: 390, 410, 430, 460, 490, 520 and 550 K; T act on these levels is 197. 5, 197.2, 196.8, 196.5, 195.9, 195.3 and 194 .5 K, respectively. To get the volume with T , T act from 380 through 565 K, the areas at each of the seven levels are multiplied by the estimated altitude associated with that layer and summed. The altitude range associated with each layer is obtained from a standard potential temperature profile as a function of altitude derived from high latitude temperature soundings taken during the 1988-89 through to 2001-02 winters (the same profile was used for V psc calculations in refs 13, 16 and 48) . These thicknesses are 1.29088, 1.19995, 1.36770, 1.46281, 1.30554, 1.18199 and 1.07382 km for the seven levels listed above. Vortex volume is calculated from vortex area in the same manner. Winter mean V psc is calculated over 16 December through to 15 April. Previous studies have shown that V psc scaled by the vortex area is a good proxy for chlorine activation and ozone loss potential 17 . Additional temperature and vortex diagnostics are described in Supplementary Information. Polar stratospheric cloud and aerosol information. Particulate backscatter averaged over the polar vortex derived from CALIOP data is used to provide PSC/aerosol information. Total attenuated backscatter at 532 nm, b(z), is one of the basic CALIOP Level 1B data products. b(z) is the sum of the particulate backscatter (due to liquid aerosol and PSCs), b p (z), and molecular backscatter, b m (z). b m (z) is calculated using GEOS-5 molecular density profiles (included in the CALIOP Level 1B data files) and a theoretical value for the molecular scattering cross-section 55 . Profiles of b p (z) are then produced by subtracting b m (z) from b(z). Vortex-averaged profiles of b p (z) are produced by averaging all CALIOP b p (z) profiles located inside the vortex edge (defined using information available in GEOS-5 Derived Meteorological Product (DMP) files for the nearly-coincident Aura MLS data 52 ) over the selected time interval. MLS trace gas profile measurements and analysis. Trace gas profile measurements of HNO 3 , HCl, ClO, ozone and N 2 O (a long-lived tracer used to assess descent) are from Aura MLS 45 version 3 retrievals; data quality screening is as recommended in the MLS data quality document 56 . MLS data are retrieved on pressure surfaces; potential temperature as a function of pressure from MLS DMPs 52 calculated from GEOS-5 analyses is used to interpolate to isentropic surfaces. Vortex averages of MLS data are calculated using the 1.4 3 10 24 s
21
scaled PV contour to define the vortex edge, using PV values from the MLS DMPs 52 . Active chlorine is in the form of ClO mainly during the daytime, and thus measured ClO amounts vary with the solar zenith angle (SZA) at which the measurements are taken. Only daytime ClO measurements are used here. Northern high latitudes are sampled near midday local time, southern high latitudes are sampled in late afternoon, thus the SZA of Aura MLS Antarctic measurements is ,7u higher on average than that in the Arctic. Reactive chlorine partitioning shifts away from ClO at higher SZAs 7, 12 , leading to ,30% lower ClO measured by Aura MLS in the Antarctic than in the Arctic under fully activated conditions. MLS measurements are unavailable from 27 March through to 20 April 2011 because of an instrument anomaly. Upper Atmosphere Research Satellite (UARS) MLS measurements, used for analysis of 1995-96 and 1996-97, are sparse because of the UARS yaw cycle and other measurement gaps 26 . The time of day of UARS measurements varied through the yaw cycle, in the middle of which no daytime ClO measurements were obtained 10 ; thus ClO values shown in 1995-96 and 1996-97 near those dates (including the mid-February 1996 measurements shown in Fig. 2g ) are not representative of the degree of chlorine activation. Chemical loss calculations. Chemical ozone loss is quantified by two methods, both widely used for such calculations 7, 12, [24] [25] [26] [27] [28] 47, 48 . In the 'passive subtraction' method [25] [26] [27] , a transport model is used to calculate the evolution of ozone in the absence of chemical changes ('passive' ozone). The difference between passive ozone and observed ozone provides an estimate of chemical loss.
Here, passive ozone is obtained in three different ways. First, MLS observations of N 2 O, a long-lived species unaffected by chemical processes, are used to calculate vertical motion, and that estimate of descent is then used to calculate how initial MLS ozone profiles would have evolved in the absence of chemical loss 14 . Second, a 'reverse trajectory' transport model 25, 26 is used to transport an initial state based on MLS-observed ozone with no chemistry. Finally, the ATLAS (Alfred Wegener Institute Lagrangian Chemistry/Transport System) chemistry and transport model is run in passive mode 28 , initialized with MLS ozone. Vortex ozone is also examined in relation to the surfaces on which it is subsiding 12, 14, 28, 48 . The descent rates used here are obtained by averaging radiative heating/cooling rates from the radiation calculation used in the ATLAS model over the polar vortex 48 . These rates are then used to examine vortex-averaged MLS and ozone-sonde data on surfaces of 'spring equivalent potential temperature' 48 , defined as the potential temperature at which air originating at a given level arrived at the end of March. Since the air descended on these surfaces, ozone would have been constant on each such surface in the absence of chemical loss.
The ozone-sonde data used here are all from electrochemical concentration cell (ECC) sondes, made by different manufacturers. Ozone-sonde data quality was assessed in an intercomparison experiment 57 and is discussed in ref. 47 . For chemical loss calculations using ozone-sonde data, the profiles are first examined using a procedure for detecting lamination in the profiles; such lamination (an example is shown in Fig. 3f ) is associated with mixing in of extra-vortex air, which may obscure the signature of chemical loss. Profiles that have been significantly altered by mixing processes, as indicated by lamination, are excluded from the vortex averages used in the chemical loss calculations. 2010-11 Arctic ozonesonde data are provided as Supplementary Information.
Results from the ATLAS model passive subtraction calculations, and from the calculations on spring equivalent potential temperature surfaces using the Match network ozone-sonde data, are shown in Fig. 4 ; all panels show vortex averages. These results have been compared with the results from the other methods described above. While absolute ozone values obtained from different methods/ data sets vary significantly (up to ,0.4 p.p.m.v. at the end of March 2011), the year-to-year variations in chemical loss calculated using all three methods agree closely, indicating a high degree of precision in the relative amount of calculated loss between different years.
The Alfred Wegener Institute chemical box model, also used as the chemical module in ATLAS, simulates 175 reactions between 48 chemical species in the stratosphere 27, 58 This model was used to perform conceptual runs (Supplementary Fig. 4 Figs 2a and 4c) were combined to yield four sets of initial conditions. Initial ClO x was 2 p.p.b.v., corresponding to the vortex-averaged ClO x derived by ATLAS from MLS ClO measurements on 1 March 2011. An air parcel at 70u N, 460 K potential temperature, with a temperature of 193 K throughout March, was used. Heterogeneous reactions took place on liquid aerosols, rather than solid (nitric acid trihydrate, NAT) PSCs, since the widespread existence of the latter is inconsistent with MLS observations of gas-phase HNO 3 values (Fig. 2a) larger than those the microphysical module predicts if NAT is present. A sensitivity run showed that sporadically occurring solid PSCs did not change the results significantly. Column ozone and ozone deficit calculation. OMI total ozone data were processed with version 8.5 of the TOMS algorithm and have been extensively validated 59 . TOMS data were processed with version 8 of the algorithm. The OMI and TOMS total ozone data used in this study were averaged on a fixed global 1u 3 1u latitude 3 longitude grid. Averages were computed by area-weighting observations based on the overlap of their instantaneous field-of-view with each grid cell. Only data that satisfy quality criteria based on measurement path length and algorithm diagnostic criteria were included in the averaged samples.
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