The aim of this article is to present a topological tool for the study of additive basis in additive number theory. It will be proposal a metric for the set of all additive basis, in which it will be possible to study properties of some additive bases studying basis near the chosen basis. This metric allow, for example, detect some additive basis in which we can add some integers in it without change its order.
Another problem yet in this area is the following: suppose its given an additive basis A. Is it true that o(A) = o(A ∪ Γ), ∀ Γ ⊆ N finite?
This article will present a topological tool for the study of this kind of problems, in terms of a metric for the set of all additive basis.
For the basic results in additive number theory, we recommend Nathanson. For the basic results in metric spaces, see Engelking. We will use this results freely, without any further comment.
Notation
• N 0 = {z ∈ Z; z ≥ 0}
• N = {z ∈ Z; z ≥ 1}
• If α ∈ N, denote ← − n = {β ∈ N 0 ; 0 ≤ β ≤ α}.
Metric in A
Denote by A the set of all additive basis. Clearly c = 0; in other case all bases would have the same order. So 0 < c < 1.
Suppose that exists A ⊆ N with the following property: given ε > 0 exists n 0 ∈ N such that if n ≥ n 0 , then
A n . We will show that A ⊆ B and A ⊇ B.
(⊆) Let x ∈ A. Like any addictive base contains {0, 1}, then {0, 1} ⊆ B.
Thereby, we can assume without loss of generality that x ≥ 2. By hypothesis, given
(⊇) Let x ∈ B, x ≥ 2. Then exists m ∈ N such that if n ≥ m, then x ∈ A n . By hypothesis, given ε = 1 x 2 exists n 0 ∈ N such that if n ≥ n 0 , then
As before,
Definition 3.6. If h ∈ N * , we define A h = {A ∈ A; o(A) = h}.
Proposition 3.7. The sets A h satisfy the following properties:
A h is open and closed in A.
2.
A h is totally bounded.
3. ∂(A h ) = ∅.
4.
A h is complete if, and only if, h = 1.
follows that A h is open and closed in A.
2. Let ε > 0 and let m ∈ N − {0, 1} such that
that A h is totally bounded.
Suppose that exists
4. Clearly A 1 is complete, because A 1 = {N}. Now, for each h ≥ 2, we will build
Fixed h ≥ 2, consider the sequence {A n } n∈N * given by
From the previous proposition we get two corollaries:
Corolary 3.8. The following statements are equivalent with respect to a set X ⊆ A:
1. X is totally bounded.
2. Xé limited.
Exists
Proof: (1. ⇒ 2.) Trivial.
(2. ⇒ 3.) As X is limited, exists r > 0 such that X ⊆ B(N, r).
other words, X is contained in a totally bounded set. Then X is totally bounded. Proof: The result is trivial in Γ ⊆ {0, 1}. So, suppose Γ {0, 1} and let
To show that X is closed, let {A n } n∈N ⊆ X such that A n → A ∈ A. We need to show that A ∈ X. As A n → A, given ε = 1
With the lemma 3.10 we can be more specific with regard to the question of how A is disconnected. For this, we recall the following definition:
Proposition 3.12. A is totally separated. In particular, A is totally disconnected.
suppose without loss of generality that x ∈ A 1 . Write
So, A 1 ∈ {A ∈ A; x ∈ A}, A 2 ∈ {A ∈ A; x ∈ A} and both {A ∈ A; x ∈ A} as this {A ∈ A; x ∈ A} are open subsets of A, by lemma 3.10. So A is totally separated.
As any totally separated topological space is totally disconnected, the corollary is proved.
Now we define a concept that will be very useful for our study.
Definition 3.13. If A ∈ A, we define the first worst case A por
Exemple 3.14. fwc(N 2 ) = 7, fwc(N 3 ) = 23 and fwc(A) = 0 if, and only if, A = N.
Note that does not exists A ∈ A such that fwc(A) = 1.
Proof: Suppose by contradiction that fwc(B)
Proposition 3.16. The only isolated point of A is N.
We will show that A ia an accumulation point of A. If fwc were uniformly continuous on A, given ε = 1 2 it would exists δ > 0 such
Proof: Let A ∈ X. Then exists {A n } n∈N ⊆ X such that A n → A. As the function fwc is continuous in A, fwc(A n ) → fwc(A). As all points of N are isolated, exists
To continue our study of basic properties of the metric space (A, d) we can now define the concept of pseudoconvergence for sequences in A.
It follows directly from the lemma 3.
A m . In particular, the limit of a pseudoconvergence, when exists, is unique.
The reciprocal of the previous proposition is not true. In fact, consider the sequence of additive basis A n = N − {n}, ∀ n ∈ N − {0, 1}. Of course {A n } n∈N−{0,1} diverges. However, A n p → N. In fact, given ε > 0, let n 0 ∈ N − {0, 1} such that 1
Proof: I claim that it is sufficient to show that there is n 1 ∈ N such that if n ≥ n 1 , then o(A) = o(A n ). In fact, with this, given A n p → A, then given ε > 0 exists n 0 ∈ N such that n ≥ n 0 , then
By the previous lemma, exists n 3 ∈ N such that if n ≥ n 3 , then o(A n ) ≥ o(A).
Suppose by contradiction that does not exists n 1 ∈ N such that if n ≥ n 1 , then
So, let y ∈ N * . As A n p → A, given ε = 1 y 2 exists n 4 ∈ N such that if n ≥ n 4 , then
As y is arbitrarily, does not exists M > 0 such As {A n } n∈N is a Cauchy sequence, given ε = 1 2 exists n 0 ∈ N such that if
For this, let x ∈ N, x ≥ 2, because {0, 1} ⊆ A.
As {A n } n∈N is a Cauchy sequence, given ε = 1
(⊆) Let y ∈ A n 2 , y ≤ x. We know that
In particular, y ∈ A m , ∀ m ≥ n 2 ⇒ y ∈ A.
(⊇) Let y ∈ A, y ≤ x. As y ∈ A, exists m ∈ N such that y ∈ ∞ n=m A n . Let n 3 = max{n 2 , m}. As n 3 ≥ m, then y ∈ A n 3 . As n 3 ≥ n 2 and y ≤ x, then y ∈ A n 2 .
We will show now that A n p → A. For this, let ε > 0. Let z ∈ N * such that α>z 1 α 2 < ε. As {A n } n∈N is a Cauchy sequence, given
In the same way that before,
The reciprocal of this theorem does not hold. For example, the sequence {A n } n∈N * ⊆ A given by
The lemma below enable us to give a fairly simple characterization of compact subsets of A:
X is complete.
Proof: Let {A n } n∈N ⊆ X a Cauchy sequence. By theorem 3.23, exists A ∈ A such that A n p → A. As exists M > 0 such that fwc(A) ≤ M, ∀ A ∈ A, the corolary 3.18
implies that fwc(A n ) ≤ M, ∀ n ∈ N. By theorem 3.22, A n → A. As X is closed, A ∈ X. Then X is complete.
The reciprocal of the previous lemma does not hold. In fact, consider the sequence A n = N − {2, . . . , n} and let
Also note that we can not conclude that X is complete. In fact, let A n = N − {2, n}, n ∈ N − {0, 1}, and let X = {A n } n∈N−{0,1} . Then A n → N − {2} ∈ X.
Of course, what happens here is that the additive basis A, limit of the sequence {A n } n∈N−{0,1} , can not belong to X. 1. X is compact.
X is closed, limited and exists
Proof: (1. ⇒ 2.) If X is compact, clearly X must be closed and limited. As the function fwc is continuous in A, the set fwc(X) = {fwc(A); A ∈ X} is compact in
(2. ⇒ 1.) As X is limited, the corollary 3.8 implies that X is totally bounded.
As exists M > 0 such that fwc(A) ≤ M, ∀ A ∈ X, follows from lemma 3.24 that X is complete. But then X = X ⇒ X is complete. So X is compact. Definition 3.28. Let (T, τ ) a topological space. We say that X ⊆ T is meagre in
Definition 3.29. A topological space (T, τ ) is topologically complete is it is homeomorphic to a complete metric space.
As A is locally compact, A is topologically complete. So the Baire theorem holds in A: Theorem 3.30 (Baire). Every meagre set in A has empty interior. Equivalently: if X = n∈N X n , where each X n is closed in A and has empty interior, then int(X) = ∅.
Yet: every countable intersection os open dense subsets is a dense subset of A.
The following proposition terminating the study of the basic properties of the metric space (A, d):
Proposition 3.31. The set {A ∈ A; A Cé finite} is countable and dense in A. In particular, A is a separable metric space.
Proof: Let X = {A ∈ A; A Cé finito}. Of course, X is countable. We will show that X = A. For this, let A ∈ A e ε > 0, and let n 0 ∈ N such that
Functions from A to A
Add elements in an additive basis is a difficult process to understand. In fact, we can add a single number in a given base additive to decrease its order (put the number 2 in N − {2}), or we can add an infinite set of numbers in an additive basis and not change their order (put {5, 7, 9, 11, 13, 15, . . . } in {0, 1, 2, 4, 6, 8, 10, . . .}).
In this section we study in more depth way some functions f : A → A which have certain properties. At the end of this section, we present a theorem that allows us (not in a direct way) see if we can add certain set of numbers in a base without changing their order.
If f : A → A is a function, let's denote C(f ) = {A ∈ A; f is continuous in A}.
Another type of function to be studied are the pseudocontinuous functions. 1. f is continuous in A.
f is ordenative and pseudocontinuous in A.
Proof:
), in other words, f is ordenative in A. To see that f is pseudocontinuous in A, let {A n } n∈N ⊆ A such that A n → A. As f is continuous in 2. if K is a compact subset of A, then f (K) is closed in A.
in fact, let B ∈ B(A, δ). As f is pseudocontinuous in B, by theorem 4.5 it is sufficient to show that f is ordenative in B. For this, let r > 0 such that B(B, r) ⊆
Thin bases
Then o(A) ≥ h.
Proof:
The result is trivial if h = 1. Suppose h ≥ 2 and suppose by absurd that
Dividing by n, we obtain
Clearly N is a thin basis. Nathanson, in his article Cassels Bases, show the construction independently realized by Raikov and Stöhr of thin bases of order h, ∀ h ≥ 2. The Raikov-Störh bases will be the central objects of this section. 
h , ∀ n ∈ N * , ∀ i ∈ {1, . . . , m}.
Let n ∈ N * . Then Therefore, if n ∈ N * , then
Dividing by n, 1 ≤ 2c ln (2) ln(n) h n −1 h+1 → 0,
absurd. So o(G(A)) = o(A).
Theorem 5.7. Let F be the set of all thin bases. Then F = A. In particular, the following affirmations are equivalents:
• G is continuous in A ∈ A
• o(A) = o(G(A))
Proof: As E is dense in A, we will show that F is dense in E. For this, let A ∈ E e ε > 0, and suppose that A = N to avoid the trivial case. Then h = o(A) ≥ 2. Write A = {0, 1} ∪ A ∪ − → n 0 , where n 0 is the smallest natural number such that n ≥ n 0 , then n ∈ A. Then n 0 ≥ 3 and A ⊆ {2, . . . n 0 − 1}. Let T h the Raikov-Stöhr basis of order h (so T h is thin). Let n 1 ∈ N * such that 
I claim that
• o(B) = o(A)
• d(A, B) < ε
• B is thin
This ends the theorem.
