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Обґрунтовано необхідність розробки інтегрованих, гібридних систем на
основі глибокого навчання. Подібні системи складаються з різних елементів
(компонентів), об’єднаних для досягнення поставлених цілей. Інтеграція і
гібридизація різних методів і технологій дозволяє вирішувати складні задачі, які
неможливо вирішити на основі якихось окремих методів або технологій.
Інтегрованість, як фундаментальна властивість складної системи, яка тісно
пов’язана з її цілісністю, передбачає не просто об’єднання, але й взаємну
адаптацію і сумісну еволюцію її компонентів, що забезпечує появу нових якостей,
які не властиві її компонентам окремо.
У дисертаційній роботі вирішено актуальну науково-прикладну проблему,
яка має важливе наукове і практичне значення і полягає у розробці методів та
алгоритмів структурно-параметричного синтезу гібридних нейронних мереж
(ГНМ) глибокого навчання.
Показано, що головними  проблемами синтезу ГНМ, на даний час є:
 відсутність формальних методів вибору типу НМ, адекватних класу
задач, які необхідно розв’язувати;
 недостатнє опрацювання питань автоматичного формування топології
НМ, що не дозволяє створювати НМ високої точності та мінімальної складності
(мінімальних обчислювальних витрат);
 недостатня обґрунтованість вибору методів оптимізації в процедурі
навчання НМ, що призводить до значних похибок.
У процесі виконання дисертаційної роботи розроблено методологію
структурно-параметричного синтезу ГНМ; метод структурно-параметричного
3синтезу модулів ГНМ; алгоритм структурно-параметричного синтезу ансамблю
модулів ГНМ; алгоритм структурно-параметричного синтезу ГНМ глибокого
навчання; методи прогнозування на основі використання ГНМ глибокого навчання.
У дисертаційній роботі отримано такі основні результати, які мають
наукову новизну:
1. Розроблено нову методологію синтезу ГНМ, яка відрізняється тим, що
на першому етапі обирається оптимально базова нейронна мережа, на другому
етапі в результаті розв’язання задачі багатокритеріальної оптимізації вона
модифікується, на третьому етапі розглядається задача структурно-
параметричного синтезу модулів, на четвертому етапі розв’язується задача
структурно-параметричного синтезу ансамблю, що дозволяє підвищити точність
роботи систем за їх мінімальної складності. Задача оптимального вибору
топології БНМ розв’язується за допомогою використання методу перебору. У
роботі наведено численні приклади оптимального вибору БНМ.
2. Розроблено новий метод модифікації базової нейронної мережі (БНМ),
який відрізняється тим, що з метою підвищення ефективності розв’язання задачі
(збільшення точності і зниження складності БНМ) налаштування параметрів
здійснюється в два етапи: на першому етапі використовується гібридний
багатокритеріальний еволюційний алгоритм, а на другому – для більш точного
визначення кількості нейронів у прихованих шарах застосовується адаптивний
алгоритм об’єднання і нарощування, уточнення вагових коефіцієнтів здійснюється
методом градієнтного спуску. Доведено, що еволюційні алгоритми недостатньо
добре адаптовані для розв’язання задач з обмеженнями і потребують деякої
модифікації, що враховує специфіку умовної задачі оптимізації. Для усунення
виявлених недоліків генетичних алгоритмів пропонується проводити «лікування»
(уточнення) недомінованих точок, отриманих після зупинки генетичного
алгоритму. Завдяки тому, що рішення в генетичних алгоритмах представляються у
вигляді вектору з нулів і одиниць, для «лікування» недомінованих точок дуже
зручним є використання алгоритму паретовського локального пошуку в просторі
булевих змінних. Для вирішення умовних завдань багатокритеріальної оптимізації
4пропонується використовувати гібридний генетичний алгоритм (ГГА). У роботі
показано, що ГГА є з одного боку, достатньо витратним за часом, вимагає задання
певних параметрів користувачем, визначення множини субоптимальних керуючих
параметрів, так щоб еволюційний процес міг збалансовувати пошук і використання
у разі знаходження розв’язків хорошої якості (наприклад, якщо швидкості
кроссовера та мутації вибрані занадто високими, то значну частину простору
пошуку буде досліджено, але виникає висока вірогідність втрати хороших
розв’язків, нездатності використовувати існуючі розв’язки), виявляє нездатність під
час навчання нейронних мереж з високою вірогідністю знаходити точне значення
екстремуму, а з іншого боку, дає можливість локалізувати область існування
глобального екстремуму.
3. Розроблено новий метод розв’язання задачі структурно-параметричного
синтезу модуля ГНМ, який відрізняється тим, що до складу модуля входять БНМ і
двонаправлена асоціативна пам’ять, а його навчання здійснюється в два етапи: на
першому – навчається двонаправлена асоціативна пам’ять, а на другому – БНМ,
що пыдвищує точність роботи нейронної мережі.
4. На підставі проведеного аналізу, в даній роботі пропонується
синтезувати гібридну топологію у вигляді паралельного ансамблю модулів НМ з
шаром об’єднання. В якості процедури побудови ансамблю обгрунтовано
використання беггінгу, який має переваги перед іншими. З метою побудови
ансамблю розроблено алгоритм визначення індивідуального вкладу кожного
модуля на основі використання критеріїв точності та різноманітності.
Забезпечення різноманітності досягається за рахунок навчання елементів
ансамблю на різних наборах даних, які можуть бути отримані за рахунок
використання методу бутстрепа. Одна із проблем ансамблевих підходів полягає в
тому, що їх використання призводить до створення невиправдано великих
ансамблів, що вимагає значного обсягу пам’яті для зберігання навчених модулів і
зменшення часу відгуку для прогнозування. Для оптимізації розміру ансамблю
було розроблено алгоритм спрощення за допомогою метода доповнюючої
величини, який враховує також взаємодію класифікаторів між собою. Вагові
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метода динамічного усереднення. Наведені заходи дозволяють підвищити точність
розв’язання поставленої задачі при мінімальній складності ансамблю.
5. Розроблено новий гібридний алгоритм формування топології НМ
глибокого навчання, який відрізняється тим, що параметри основної мережі
визначаються в результаті почергового виконання кожної ітерації пошуку
послідовно кожним з базових алгоритмів (рою частинок і генетичного),
порівнянням знайдених результатів і використанням найкращого із знайдених
рішень кожним алгоритмом, що дозволяє підвищити точність і швидкість роботи
мережі при мінімальній складності.
6. Запропоновано новий метод структурно-параметричного синтезу
згорткових НМ для виявлення неформалізованих дескрипторів, який відрізняється
тим, що визначаються оптимальні параметри згорткової НМ на основі
використання генетичного алгоритму; навчальна вибірка формується в результаті:
видалення шумів на зображенні, сегментації зображення, виділення границь на
картинці, формалізації дескриптора об’єкта, класифікації дескриптора, що дає
можливість підвищити якість розпізнавання.
7. Визначено проблеми які виникають під час розв’язання задач
прогнозування часових рядів з великою кількістю вхідних змінних, а саме:
– через збільшення кількості параметрів, які потрібно налаштувати,
процес навчання триває доволі довго – це робить практично неможливим
застосування підходу перебору кількості нейронів у прихованому шарі для
знаходження оптимальної структури мережі, оскільки процес повного перебору
може потребувати надто багато часу;
– наперед невідомо, які вхідні змінні дійсно несуть інформацію, корисну
для прогнозування цільової змінної, а які можна ігнорувати – і кількість «зайвих»
змінних може бути дуже великою;
– в певних задачах потрібно отримати модель з обмеженою кількістю
параметрів, оскільки є деякий ліміт або на «розмір» моделі у пам’яті
прогнозуючого пристрою, або на час, який витрачається на отримання прогнозу
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як кількість одиниць пам’яті, потрібних для відтворення цієї моделі, так і час,
потрібний для отримання прогнозу при використанні цієї моделі.
Для вирішення усіх цих проблем застосовано алгоритм МГУА.
Розроблено гібридний метод розв’язання задач прогнозування, який
вирізняється тим, що в ньому реалізовано глибоке навчання на основі
використання одношарової мережі з нейронами типу sigm_piecewise, побудованої
із застосуванням методу МГУА, з подальшим навчанням всієї мережі в цілому
методом зворотного поширення помилки з метою знаходження глобального
екстремуму, що підвищує точність прогнозування.
Для покращення якості прогнозу можна використовується комплексування
оцінок, отриманих за допомогою різних моделей. Під комплексуванням
розуміється зважена сума оцінок, отриманих за допомогою генерованого набору
моделей. Вагові коефіцієнти визначаються за допомогою зовнішнього критерію
оптимальності моделей – дисперсії на екзаменаційній вибірці. Множина моделей
виходить перебором варіантів розбиття вихідної вибірки на підвибірки і
перебором різних методів прогнозування.
8. Розроблено метод прогнозування з регуляризацією, який відрізняється
тим, що може використовуватись у випадку неоднорідності даних, і базується на
використанні алгоритму м’якої кластеризації, де в якості математичної моделі
поверхні, розділяючої кластери, використовується одношарова НМ з нейронами
sigm_piecewise і локальних ШНМ, по одній на кожен кластер, навчання яких
здійснюється тільки на прикладах з одного кластера, що підвищує точність
прогнозування.
Розглянуто задачу побудови автоматизованої системи керування дорожнім
рухом, яка розв’язується у роботі з використанням штучних нейронних мереж.
Для нейронної мережі вхідна інформація надходить на входи безпосередньо
у вигляді даних про кількість машин, що стоять перед перехрестям або рухаються
з сусіднього перехрестя.
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обчислювальний комплекс великої потужності. У завдання СКР НМ входить збір
інформації про кількість машин на самих перехрестях в кожному напрямку,
інформації про потік транспорту між перехрестями, тривалості сигналу
світлофора, інформації про стан кожної НМ та на основі інформації, що
збирається, здійснює коригування параметрів кожної нейронної мережі. Блок НМ
являє собою обчислювальний комплекс, який реалізує нейронну мережу. На основі
інформації про потік транспорту на перехресті і даних СКР НМ відбувається
постійне навчання НМ. Для збору інформації про стан потоку транспорту
пропонується використовувати датчики, які реєструють кількість машин.
Використання такої схеми взаємодії дозволяє врахувати зміни в потоці
транспорту, що приходить на кожне перехрестя.
Для реалізації завдання керування дорожнім рухом розроблена адаптивна
система координації. Архітектура системи базується на декомпозиції завдань
оцінювання та керування на два ієрархічних рівня, що дозволяє розділити систему
на логічні підсистеми з різними обов’язками:
– локальне керування перехрестями;
– координація роботи мережі перехресть.
Рівень координації роботи мережі перехресть являє собою центр обчислень,
який отримує інформацію про завантаженість потоків руху, а також поточні
значення параметрів керування від кожного перехрестя. На даному рівні
виконується знаходження найбільш завантажених напрямків і перехресть –
базових. Визначається базова довжина світлофорного циклу.
За допомогою нейронної мережі (окремої для кожного перехрестя)
виконується прогнозування завантаженості на наступний цикл.
Система отримує і агрегує докладні дані щодо значень параметрів
дорожнього руху.
Для кожного перехрестя району координації на верхньому рівні
відбувається знаходження керуючого впливу, який дозволяє прогнозувати
завантаження перехрестя на наступний цикл.
8В ході моделювання було встановлено, що запропонована система
адаптивного керування дозволяє знизити затримки транспортних засобів на 15–
25% залежно від інтенсивності і характеристик транспортних потоків, що
дозволяє підтвердити відповідність даного походу до поставленого завдання
підвищення ефективності керування дорожнім рухом.
Розглянуто питання побудови інтелектуальних діагностичних систем в
медицині. У цьому випадку нейронна мережа повинна обробляти дані, які
належать до різних класів.
Для обробки УЗД зображень використовується згорткова нейронна мережа,
результатами роботи якої є виділення аномальних областей У відповідності до
структурної схеми інтелектуальної діагностичної системи після виділення
аномальних областей оцінюються їх параметри, а саме: тип обідка новоутворення,
включення, структуру новоутворення, розмір та ехогенність новоутворення. Тип
обідка, структура новоутворення та наявність включень визначаються за рахунок
побудови автокореляційних функцій фрагментів аномальної області з подальшим
порівнянням з еталонними кореляційними функціями, які відповідають можливим
видам цих параметрів, наприклад, для включень це такі варіанти: немає, точечні
включення, лінійні включення, «хвіст комети». Ехогенність новоутворення
визначається на основі використання бібліотеки PIL (Piton Image Library).
Додатковими факторами, які використовуються в якості входів підсистеми
підтримки прийняття рішень, є: раково-ембріональний антиген РЕА; рівень
гормону тиреокальцитоніну; рівень ТТГ; рівень Т4; рівень Т3, результати аналізів
загального призначення. Нечіткими вхідними даними, які необхідно враховувати
при діагностуванні є: тверда консистенція вузла; захриплість і осиплість голосу;
опромінення шиї і голови в анамнезі.
Підсистему підтримки прийняття рішень реалізовано на основі нечіткого
логічного висновку, яка базується на основі виконання 6 етапів: формування бази
правил логічного висновку, фазифікації вхідних змінних, агрегування підумови,
активація підвисновків, акумулювання висновків, дефазифікації.
9Розроблена система нечіткого висновку дозволяє визначити види раку
щитовидної залози, а саме: доброякісні (фолікулярна аденома, тощо) та злоякісні
(фолікулярна карцинома, папілярна карцинома, медулярна карцинома, тощо).
Розглянуто побудову інформаційних систем пожежного спостереження.
Розроблено алгоритм визначення сил та засобів з метою найскорішого гасіння
пожежі на основі використання штучних нейронних мереж.
При цьому на основі координат спрацьованих датчиків виявлення пожежі, її
категорії, наявних типів спеціальних засобів за допомогою ШНМ визначається
субоптимальний склад сил та засобів, необхідних для її гасіння.
Запропоновано алгоритм розрахунку субоптимальних шляхів евакуації,
оснований на формалізованому представленні всіх можливих шляхів евакуації у
вигляді графів та використанні ГНМ і, за допомогою якої визначається
субоптимальний шлях за критерієм мінімального часу виходу.
Отримано наступні практичні результати:
– розроблено методи й алгоритми обробки УЗД, КТ, МРТ зображень, які
використано у медичних діагностичних системах (НДІ «Ендокринології й обміну
речовин» ім. В. П. Комісаренка, клініка «Амеда») для вирішення завдань
діагностування злоякісних пухлин щитовидної залози, захворювань печінки, що
дозволило значно підвищити відсоток встановлення правильних медичних
діагнозів, а отже підвищити відсоток одужання хворих;
– розроблено методи й алгоритми структурно-параметричного синтезу ГНМ
для розв’язання задач класифікації та прогнозування розповсюдження пожеж у
компанії «Науково-технічний центр «Охоронні системи» для створення
програмного комплексу інформаційної системи пожежного спостереження
Міністерства з надзвичайних ситуацій України, що дозволило скоротити час
гасіння пожеж і знизити можливі збитки;
– розроблено методи й алгоритми структурно-параметричного синтезу ГНМ
для створення програмного комплексу автоматизованої системи управління
дорожнім рухом у компанії «КП Київдорсервіс» (м. Київ), що дозволило
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збільшити середню швидкість пересування транспорту дорогами міста й
уникнути виникнення транспортних заторів;
– розроблено методи й алгоритми структурно-параметричного синтезу ГНМ
для створення програмного комплексу інтелектуальної системи діагностики
рухомого складу  КП «Київпастранс», що дозволило скоротити час виявлення
складних дефектів.
Отримані в рамках дисертації результати можуть бути використані під час
розроблення, експлуатації та технічного обслуговування систем технічного
призначення.
Ключові слова: гібридні нейронні мережі, системи штучного інтелекту,
обробка зображень, системи медичної та технічної діагностики, автоматизовані
системи керування дорожнім рухом, інформаційні пожежні системи.
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ABSTRACT
Chumachenko О. I. Structural-parametric synthesis of hybrid neural networks. –
Manuscript.
The thesis maintaining the doctor degree of engineering science on speciality
05.13.23 – “Systems and means of artificial intelligence”. – National technical
university of Ukraine “Ihor Sikorsky Kyiv Polytechnic Institute”, Kyiv, 2019.
The necessity of the development of integrated, hybrid systems based on deep
learning is substantiated. Such systems consist of various elements (components),
united in the interests of achieving objectives set. Integration and hybridization of
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various methods and technologies allows solving complex problems that can not be
solved on the basis of some particular methods or technologies. Integration as the
fundamental property of a complex system, which is closely related to its integrity,
involves not just the unification, but also the mutual adaptation and consistent evolution
of its components, that ensures the emergence of new qualities that are not specific to its
components separately.
In the thesis the actual scientific-applied problem, which has the important
scientific and practical importance, is solved and it consists in the development of
methods and algorithms for solving the problem of structural-parametric synthesis of
deep learning hybrid neural networks (HNN).
It is shown that the main problems of synthesis of HNN, at present, are:
– absence of formal methods for choosing the type of NN, adequate for the
class of tasks to be solved;
– insufficient work on the issues of automatic formation of the topology of NN,
which does not allow to create NN of high accuracy and minimum complexity
(minimum computational costs);
– insufficient grounds for choosing optimization methods in the training
procedure of NN, which leads to significant errors.
In the course of the thesis work the methodology of structural-parametric
synthesis of HNN; method of structural-parametric synthesis of modules of HNN;
algorithm of structural-parametric synthesis of ensemble of modules of HNN; algorithm
of structural-parametric synthesis of HNN of deep learning; methods of prediction
based on the use of HNN of deep learning is developed.
The main results of thesis consist in:
1. A new methodology for the synthesis of HNN is developed, which is differed
by the fact that in the first stage the optimal base neural network is selected; in the
second stage, as a result of solving the multicriteria optimization problem, it is
modified; in the third stage, the problem of structural-parametric synthesis of modules is
considered at the fourth stage the problem of structural and parametric synthesis of the
ensemble is solved, which allows to improve the accuracy of the systems operation in
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their minimal complexity. The problem of optimal choice of BNN topology is solved by
using the method of selection. Numerous examples of optimal choice of BNN are given
in the work.
2. A new method for modifying the basic neural network (BNN) is developed,
which in opposite to the known ones, in order to increase the efficiency of the problem
solution (increase of accuracy and decrease the complexity of the BNN), the parameters
adjustment is carried out in two stages: at the first stage a hybrid multicriteria
evolutionary algorithm is used, and at the second one – for more accurate determination
of neurons number in the hidden layers, an adaptive algorithm of constructing and
pruning is applied, the weight coefficients are specified by the gradient descent method.
It is proved that evolutionary algorithms are not well adapted for solving problems with
constraints and require some modification taking into account the specifics of the
conditional optimization problem. To eliminate the identified shortcomings of genetic
algorithms, it is proposed to "treat" (refine) non-motivated points obtained after
stopping the genetic algorithm. Due to the fact, that solutions in genetic algorithms are
presentedas a vectot, consist of zeros and units, for the ‘treatment’ of uncommitted
points, it is very convenient to use the Pareto local search algorithms in space of
Boolean variables. To solve conditional multi-criteria optimization tasks, it is proposed
to use a hybrid genetic algorithm (HGA). It is shown in this paper that the HGA is on
the one hand sufficiently time consuming, requires the setting of certain parameters by
the user, the determination of the set of suboptimal control parameters, so that the
evolutionary process can balance the search and use in the case of finding solutions of
good quality (for example, if the speed the crossover and the mutations selected are too
high, a significant part of the search space will be investigated, but there is a high
probability of good solutions loss, the inability to use existing solutions), to detect
inability during learning neural networks with high probability to find the exact value of
the extremum, on the other hand, makes it possible to localize the region of existence of
global extremum.
3. A new method of HNN module structural-parametric synthesis problem
solution is developed, which in opposite to the known ones the module includes BNN
21
and bidirectional associative memory, and its training is carried out in two stages: at the
first one – bidirectional associative memory is learnt, and at the second one – the BNN
is learnt, that allows to improve the accuracy of the neural network.
4. Based on the analysis carried out, in this work, it is proposed to synthesize the
hybrid topology in the form of a parallel ensemble of NN modules with a layer of
association. As a procedure for building an ensemble, the use of begging, which has
advantages over others, is substantiated. In order to construct the ensemble an algorithm
for determining the individual contribution of each module was developed based on the
use of criteria of accuracy and diversity. Ensuring diversity is achieved by studying the
elements of the ensemble on different sets of data that can be obtained through the use
of the bootstrap method. One of the problems of ensemble approaches is that their use
leads to the creation of unreasonably large ensembles, which requires a significant
amount of memory to store trained modules and reduce the response time for prediction.
To optimize the size of the ensemble, an algorithm for simplification was developed
with the help of the complementary value method, which also takes into account the
interaction of the classifiers with each other. The weigh coefficients of the association
of modules in the ensemble were determined on the basis of the use of the method of
dynamic averaging. The given means allow to increase the accuracy of the solution of
the problem with the minimum complexity of the ensemble.
5. A new hybrid algorithm of deep learning neural network topology formation
has been developed, which in opposite to the known ones the parameters of the main
network are determined by the sequential execution of each search iteration sequentially
with each of the basic algorithms (swarm particles and genetic), the comparison of the
found results and the use of the best found solutions of each algorithm, that allows to
increase the accuracy and speed of network work under minimal complexity.
6. The methodology of images processing on the basis of convolution neural
networks and deep learning classifiers for non-formalized descriptors detecting is
improved, which in opposite to the known ones are determined: the optimal parameters
of convolution neural networks with help of genetic algorithm; the training sample is
formed as a result of system approach which includes: removal of noise in the image,
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image segmentation, selection of borders in the picture, formalization of the object
descriptor, classification of the descriptor, which makes it possible to increase the
accuracy of recognition.
7. The problems that arise when solving prediction problems of time series with
a large number of input variables are determined, namely:
– due to the increase in the number of parameters that need to be adjusted, the
learning process can take quite a long time, making it practically impossible to apply the
hidden number layer neuron counting approach to find the optimal network structure, as
the full-fledged process may take too much time;
– it is not known in advance which input variables actually carry information
useful for forecasting the target variable, and which can be ignored - and the number of
"extra" variables can be very large;
– in certain tasks it is necessary to obtain a model with a limited number of
parameters, since there is some limit or the size of the model in the memory of the
prediction device, or the time taken to obtain a prediction for the model being learned -
it is obvious that with increasing the number of parameters of the model increases as the
number of memory units needed to reproduce this model and the time it takes to get a
prediction when using this model.
To solve all these problems, an algorithm of group method of data handling
(GMDH) has been applied.
The hybrid method of solving forecasting problems is developed, which is
distinguished by the fact that it implements deep learning based on the use of a single-
layer network with neurons of the type sigm_piecewise, constructed using the GMDH
method, with the subsequent learning of the entire network as a whole by the method of
reverse error propagation in order to find the global extremum, which increases the
accuracy of prediction.
To improve the prediction quality, is used a combination of estimates obtained
with different models. The term "consolidation" means a weighted sum of estimates
obtained using a generated set of models. Weights are determined using the external
criterion of optimality of models - dispersion on the exam sample. A set of models is
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obtained by overviewing the options for partitioning the output sample into a sub-set
and by overcoming various forecasting methods.
8. The regularization prediction method is developed which in opposite to the
known ones, it can be used in the case of heterogeneity of data and is based on the use of
a soft clustering algorithm, in which as a surface model, separating clusters, it is used
single layer NN with sigm_piecewise neurons and local neural networks, one for each
cluster whose training are carried out only on examples from one cluster, that increases
the accuracy of prediction.
The task of constructing an automated road traffic control system, which is solved
in work using artificial neural networks, is considered.
For the neural network, the incoming information is sent directly to the inputs in
the form of data about the number of cars standing before the intersection or moving
from the adjacent intersection.
System of coordination of work (SCW) of neural networks is a computing
complex of high power. The task of SCR NN includes collecting information about the
number of machines at the intersections in each direction, information about the flow of
traffic between the intersections, the duration of the traffic signal, information on the
state of each neural network and, based on the information collected, corrects the
parameters of each neural network. Block NN is a computing complex that implements
a neural network. On the basis of traffic flow information at the intersection and data of
the SCW of the neural network there is a constant training of the NN. In order to collect
information on the state of the flow of transport, it is proposed to use sensors that
register the number of machines.
Using such a scheme of interaction allows you to take into account the changes in
the traffic flow that comes to every intersection.
Adaptive system of coordination has been developed for realization of the task of
traffic control. The architecture of the system is based on the decomposition of
evaluation and management tasks at two hierarchical levels, which allows the system to
be divided into logical subsystems with different responsibilities:
– local control of the crossroads;
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– coordination of network crossroads.
The level of network coordination of the intersection is a computing center that
receives traffic flow information, as well as current values of control parameters from
each intersection. At this level, finding the most loaded areas and the intersection - the
basic ones. The basic length of the traffic light cycle is determined.
With the help of a neural network (separate for each intersection), the forecasting
of loading for the next cycle is carried out.
The system receives and aggregates detailed data on the values of the traffic
parameters.
For each crossroads of the coordination zone at the upper level, there is a control
influence, which allows predicting the loading of the intersection for the next cycle.
During the simulation, it was found that the proposed adaptive control system
allows to reduce vehicle delays by 15–25% depending on the intensity and
characteristics of traffic flows, which allows to confirm the relevance of this campaign
to the task of increasing the efficiency of traffic management.
The questions of construction of intelligent diagnostic systems in medicine are
considered. In this case, the neural network should process data belonging to different
classes.
In order to handle the ultrasound images, a convolutional neural network is used,
the results of which are the selection of abnormal regions. According to the structural
scheme of the intellectual diagnostic system after the selection of abnormal areas, it is
estimated their parameters, namely: the type of umbilicus of the tumor, the inclusion,
the structure of the tumor, the size and echogenicity of the tumor. The type of rim, the
structure of neoplasms and the presence of inclusions are determined by constructing
the auto-correlation functions of fragments of an abnormal region, followed by a
comparison with reference correlation functions that correspond to the possible types of
these parameters, for example, for inclusions such variants: no, point inclusions, linear
inclusions, "tail comets ". Echogenicity of tumors is determined by using the PIL library
(Piton Image Library).
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Additional factors used as inputs to the decision-support subsystem are: cancer-
embryonic antigen of the CEA; thyroid hormone level; TTG level; T4 level; T3 level,
results of general-purpose analyzes. Fuzzy input data to be taken into account when
diagnosing is: solid consistency of the host; Caprice and vileness of the voice;
irradiation of the neck and head in history.
The support decision support subsystem is implemented on the basis of a fuzzy
logical conclusion, which is based on the implementation of 6 stages: the formation of
the rules of logical conclusion, the fuzzification of input variables, the aggregation of
conditions, the activation of substitutions, accumulation of conclusions, defuzzification.
The developed system of fuzzy conclusion allows to determine the types of
thyroid cancer, namely: benign (follicular adenoma, etc.) and malignant (follicular
carcinoma, papillary carcinoma, medulary carcinoma, etc.).
The construction of information systems of fire surveillance is considered. The
algorithm of determination of forces and means for the purpose of the fastest fire
suppression based on the use of artificial neural networks is developed.
At the same time, based on the coordinates of the detected fire detectors, its
category, available types of special means by means of ANN, the sub-optimal
composition of the forces and means necessary to extinguish it is determined.
The algorithm of calculation of suboptimal evacuation routes is proposed, based
on the formalized representation of all possible ways of evacuation in the form of
graphs and the use of the hybrid neural network, which determines the suboptimal path
according to the criterion of minimum exit time.
The following practical results are obtained:
– methods and algorithms of ultrasound, CT, MRT images processing used in
medical diagnostic systems (V. P. Komysarenko Research Institute of Endocrinology
and Metabolism, Ameda Clinic) were developed for problems solution of diagnosing
malignant tumors of the thyroid gland, diseases liver, that allowed to significantly
increase the percentage of establishment of proper medical diagnoses and thereby
increase the percentage of patients recovery;
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– methods and algorithms of HNNs structural-parametric synthesis the problems
solution of classification and forecasting of fire spread in the company "Scientific and
Technical Center" Security Systems "for software complex creation of the fire
information monitoring system of the Ministry of Emergency Situations of Ukraine,
which allowed to reduce time of extinguishing fires and reducing possible losses;
– methods and algorithms of HNNs structural-parametric synthesis for software
complex creation of the of automated traffic control system in the company "Communal
Enterprise Kyivdorservice" (Kyiv) have been developed, which allowed to increase the
average speed of transport of traffic by city roads and to avoid traffic congestion;
– methods and algorithms of HNNs structural-parametric synthesis for software
complex creation of diagnostics intelligent system of rolling stock in Communal
Enterprise "Kyivpastrans" have been developed, which allowed to shorten the time of
detection of complex defects.
The results obtained in the framework of the dissertation can be used during the
development, operation and maintenance of technical design systems.
Keywords: hybrid neural networks, artificial intelligence systems, image
processing, systems of medical and technical diagnostics, automated traffic control
systems, information fire systems.
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ВСТУП
Актуальність теми. Розробка та впровадження штучних нейронних
мереж (ШНМ) на базі прогресивних технологій є одним з пріоритетних
напрямків розвитку галузей науки та техніки в усіх промислово розвинених
країнах.
Під час розв’язання прикладних задач з метою підвищення точності та
зниження складності виникають завдання пошуку оптимальної топології
мережі та відповідно структурної (визначення кількості прихованих шарів та
нейронів в них, міжнейронних зв’язків окремих НМ) і параметричної
(налаштування вагових коефіцієнтів) оптимізації.
Основні обмеження відомих методів і технологій, які
використовуються на даний час, обумовлені недостатньою ефективністю
розв’язання проблеми навчання ШНМ, налаштування і адаптації до
проблемної області, обробці неповної та неточної вихідної інформації,
інтерпретації даних і накопичення знань експертів, представлення
інформації, яка надходить із різних джерел тощо.
Таким чином, однією із провідних тенденцій в сучасній інформатиці
став розвиток інтегрованих, гібридних систем на основі глибокого навчання.
Подібні системи складаються з різних елементів (компонентів), об’єднаних в
інтересах досягнення поставлених цілей. Інтеграція і гібридизація різних
методів і технологій дозволяє розв’язувати складні задачі, які неможливо
розв’язати на основі окремих методів або технологій. Інтегрованість, як
фундаментальна властивість складної системи, яка тісно пов’язана з її
цілісністю, передбачає не просто об’єднання, але й взаємну адаптацію і
сумісну еволюцію її компонентів, що забезпечує появу нових якостей, які не
властиві її компонентам окремо.
Побудова гібридних нейронних мереж, які складаються з різних типів
НМ, кожна з яких навчається за певним алгоритмом пошарово, в багатьох
випадках дозволяє значно підвищити ефективність функціонування НМ.
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Дослідження принципів гібридизації НМ, нечіткої логіки та генетичних
алгоритмів дозволяє створювати нові типи моделей, які мають більш високу
якість розпізнавання, прогнозування, підтримки прийняття рішень у разі
одночасного зниження обчислювальних витрат на навчання.
Істотний внесок у розвиток гібридних нейронних мереж внесли такі
вчені як Джеффрі Хінтон, Ян Ле Кун, Ян Бенджіо, Є.В. Бодянський, Ю.П.
Зайченко, В.В. Круглов та В.В. Борисов.
На жаль на сьогодні не існує методології побудови топологій гібридних
нейронних мереж та гібридних технологій їх структурно-параметричного
синтезу з використанням глибокого навчання.
Зв’язок роботи з науковими програмами, планами, темами
Дисертаційна робота є складовою частиною науково-дослідницьких
робіт із створення гібридних нейронних мереж, зокрема: бюджетної НДР
«Методологія побудови інформаційних систем з інтелектуальною
підтримкою прийняття рішення» (Д/Б №2474-п, номер державної реєстрації
0111U002510), яка виконувалась в період з 2011 по 2012 рр. під науковим
керівництвом автора, договору про співдружність між НДІ «Ендокринології
та обміну речовин» ім. В. П. Комісаренка НАНУ та НТУУ «Київський
політехнічний інститут», який виконувався в період з 2011 по 2012 рр. під
науковим керівництвом автора.
Мета і задачі дослідження. Мета дисертаційної роботи – подальший
розвиток теорії гібридних нейронних мереж, створення, дослідження та
удосконалення методів, алгоритмів, що складають основу нейромережевих та
гібридних технологій, які підвищують ефективність процесів обробки
інформації в інтелектуальних системах, призначених для діагностики
(розпізнавання), прогнозування, підтримки прийняття рішень.
Для досягнення мети дисертаційної роботи розв’язані наступні задачі:
 розроблено методологію структурно-параметричного синтезу
гібридних нейронних мереж;
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 розроблено метод структурно-параметричного синтезу модулів
гібридних нейронних мереж;
 розроблено алгоритм структурно-параметричного синтезу ансамблю
модулів гібридних нейронних мереж;
 розроблено алгоритм структурно-параметричного синтезу гібридних
нейронних мереж глибокого навчання;
- розроблено методи прогнозування на основі використання гібридних
нейронних мереж глибокого навчання.
Об’єктом досліджень є гібридні нейронні мережі.
Предметом дослідження є процес побудови гібридних нейронних
мереж в результаті створення нових гібридних технологій на основі
розв’язання теоретичних, методологічних та практичних проблем.
Методи дослідження
Методологічною основою роботи є системний аналіз та системний
підхід до процесу побудови гібридних нейронних мереж, які
використовуються для вирішення широкого спектру задач, пошуку рішень в
умовах інформаційної невизначеності. У роботі використано методи теорії
оптимізації, функціонального аналізу, теорії диференційних рівнянь, теорії
прийняття рішень, теорії графів, експертних оцінок, обробки зображень
тощо.
Для оцінювання ефективності гібридних нейронних мереж використані
теорія ймовірностей, математичний апарат перевірки статистичних гіпотез і
дисперсійного аналізу.
Наукова новизна отриманих результатів полягає у наступному.
1. Розроблено нову методологію синтезу гібридних нейронних мереж,
яка відрізняється тим, що на першому етапі оптимальним чином обирається
базова нейронна мережа, на другому етапі в результаті розв’язання задачі
багатокритеріальної оптимізації вона модифікується, на третьому етапі
вирішується задача структурно-параметричного синтезу модулів, на
четвертому етапі розв’язується задача структурно-параметричного синтезу
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ансамблю, що дозволяє підвищити точність роботи мереж за їх мінімальної
складності.
2. Розроблено новий метод модифікації базової нейронної мережі
(БНМ), який відрізняється тим, що з метою підвищення ефективності
(збільшення точності і зниження складності БНМ) розв’язання задачі
структурно-параметричного синтезу здійснюється в два етапи: на першому
етапі використовується гібридний багатокритеріальний еволюційний алгоритм
для локалізації зони пошуку оптимальної структури і вагових коефіцієнтів
НМ, а на другому – для більш точного визначення кількості нейронів в
прихованих шарах застосовується адаптивний алгоритм об’єднання і
нарощування, уточнення вагових коефіцієнтів здійснюється на підставі
використання методів зворотного розповсюдження помилки і найшвидшого
спуску (стохастичного градієнтного спуску).
3. Розроблено новий метод розв’язання задачі структурно-
параметричного синтезу модуля нейронних мереж, який відрізняється тим,
що до складу модуля входять базова нейронна мережа і двонаправлена
асоціативна пам’ять, а його навчання здійснюється в два етапи: на першому –
навчається двонаправлена асоціативна пам’ять, а на другому – базова
нейронна мережа, що дозволяє підвищити точність роботи гібридної
нейронної мережі.
4. Розроблено новий алгоритм структурно-параметричного синтезу
ансамблю модулів гібридних нейронних мереж, який відрізняється тим, що
структуру ансамблю визначено у вигляді паралельного з’єднання модулів
нейронних мереж з шаром об’єднання, вибір і навчання яких здійснюється в
результаті оптимізації критеріїв точності та різноманітності з використанням
запропонованого алгоритму спрощення та методу динамічного усереднення,
що дозволяє підвищити точність роботи ансамблю модулів гібридних
нейронних мереж при мінімальній складності ансамблю.
5. Вперше запропоновано нову модель штучного нейрону
sigm_piecewise, яка відрізняється тим, що базується на використанні трьох
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зважених суматорів та відповідної функції активації, яка залежить від трьох
змінних, що дозволяє отримати модель, яка апроксимує певну просту
кусково-лінійну функцію, і при цьому дозволяє незалежно налаштовувати
параметри гіперплощини, яка задає півпростори з різними лінійними
функціями і, як наслідок, має покращені апроксимуючі властивості.
6. Розроблено новий гібридний алгоритм формування топології
нейронної мережі глибокого навчання, який відрізняється тим, що параметри
основної мережі визначаються в результаті почергового виконання кожної
ітерації пошуку послідовно кожним з базових алгоритмів (рою частинок і
генетичного), порівнянням знайдених результатів і використанням
найкращого із знайдених розв’язків кожним алгоритмом, що дозволяє
підвищити точність і швидкість роботи мережі при мінімальній складності,
що дозволяє підвищити точність налаштування вагових коефіцієнтів
нейронної мережі і скоротити час навчання.
7. Удосконалено методологію обробки відеозображень на базі
згорткових нейронних мереж і класифікаторів глибокого навчання для
виявлення неформалізованих дескрипторів, яка відрізняється тим, що в
результаті визначення суттєвих параметрів розв’язано задачу структурно-
параметричного синтезу ЗНМ на основі використання генетичного
алгоритму; навчальна вибірка формується в результаті використання
системного підходу, що включає: видалення шумів на зображенні,
сегментацію зображення, виділення границь на картинці, формалізацію
дескриптора об’єкта, класифікацію дескриптора, що дає можливість
підвищити точність розпізнавання.
8. Розроблено гібридний метод розв’язання задач прогнозування, який
відрізняється тим, що в ньому реалізовано глибоке навчання на основі
використання одношарової мережі з нейронами типу sigm_piecewise,
побудованої із застосуванням методу МГУА, з подальшим навчанням всієї
мережі в цілому методом зворотного поширення помилки з метою
знаходження глобального екстремуму, що підвищує точність прогнозування.
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9. Розроблено метод прогнозування з регуляризацією, який
відрізняється тим, що може використовуватись у випадку неоднорідності
даних, і заснований на використанні алгоритму м’якої кластеризації, в якому
в якості моделі поверхні, що розділяє кластери, використовуються нейрони
sigm_piecewise і локальних ШНМ, по одній на кожен кластер, навчання яких
здійснюється тільки на прикладах з одного кластера, що підвищує точність
прогнозування.
Практичне значення отриманих результатів полягає у тому, що
розроблені методи й алгоритми доцільно використовувати: у медичних
інтелектуальних діагностичних системах для вирішення завдань
діагностування злоякісних пухлин щитовидної залози, захворювань печінки,
що дозволить значно підвищити відсоток встановлення правильних
медичних діагнозів і тим самим підвищити відсоток одужання хворих, у
технічних інтелектуальних діагностичних системах для вирішення завдань
діагностики несправностей радіоелектронного обладнання, що дозволить
скоротити час і підвищити якість ремонту, в інформаційних пожежних
системах для дистанційного визначення категорії пожежі, вибору сил і
засобів для її гасіння, визначення оптимальних шляхів евакуації персоналу та
відвідувачів, що дозволить скоротити кількість людських жертв, час гасіння
пожеж і знизити матеріальні збитки, у системах керування дорожнім рухом,
що дозволить збільшити середню швидкість пересування транспорту
дорогами міста й уникнути виникнення транспортних заторів, у
інтелектуальних системах прогнозування для використання у системах
управління виробничими процесами з метою визначення планових
показників, що дозволить скоротити виробничі витрати.
Розроблені методи й алгоритми реалізовувались: у медичній
діагностичній системі в НДІ «Ендокринології й обміну речовин» ім. В.П.
Комісаренко, з метою діагностування захворювань щитовидної залози, що
дозволило значно підвищити кількість оглядів пацієнтів і скоротити час
проведення огляду для одержання діагнозу, у інтелектуальній системі
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діагностики в клініці «Амеда» з метою діагностування захворювань печінки,
що дозволило знизити кількість пацієнтів, які потрапляють на біопсію; у
компанії «КП Київдорсервіс» (м. Київ) для створення програмного
комплексу автоматизованої системи управління дорожнім рухом; у компанії
«Науково-технічний центр «Охоронні системи» для створення програмного
комплексу інформаційної системи пожежного спостереження Міністерства з
надзвичайних ситуацій України; у КП «Київпастранс» для створення
інтелектуальної системи діагностики; у системах управління виробничими
процесами для вирішення завдань прогнозування (в інтелектуальній системі
прогнозування в ДП «ВО Київприлад» для прогнозування попиту лінійки
систем релейного захисту МРЗС).
Теоретичні й науково-методологічні положення, які розроблені в
дисертації, впроваджені в НТУУ «Київський політехнічний інститут імені
Ігоря Сікорського» у навчальний процес для викладання дисциплін «Системи
прийняття рішень», «Моделювання систем», а також для проведення
відповідних лабораторних робіт.
Обґрунтованість і достовірність наукових положень, висновків і
рекомендацій. Достовірність наукових положень, теоретичних висновків і
практичних результатів, отриманих в дисертації, підтверджена результатами
практичної перевірки методів, алгоритмів і програмного забезпечення з
використанням стандартних і спеціально розроблених тестів на основі
існуючих методик, коректним обґрунтуванням і аналізом моделей із
застосуванням методів математичної статистики, а також результатами
практичного використання розроблених в дисертації математичних,
алгоритмічних і програмних методів та засобів.
Особистий внесок співшукача. Всі результати, які відносяться до
захисту, автором отримані особисто. Низку робіт надруковано у співавторстві.
В монографії [6] здобувачем написано розділ 7 «Розв’язання задачі
прогнозування на основі використання інтелектуального підходу». В
монографії [7] здобувачем написано розділ 3 «Використання технологій
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штучних нейронних мереж у задачі управління» та розділ 4 «Синтез системи
координації роботи мережі перехресть». В [8] – [10], [14], [16], [17], [19], [23] –
[25], [27], [29] – [32], [34] – [37], [39], [40], [42] – [45] здобувач розробив
алгоритми структурно-параметричного синтезу нейронних мереж для
розв’язання поставлених задач. В [11] здобувачем запропоновано
інтелектуальний підхід до побудови тематичного робота-краулера
аналізатора. В [12] здобувачем виконана постановка задачі і розроблений
метод моделювання аварійних ситуацій для тестування інтелектуальних
систем. В [13], [15], [18], [41] здобувач розробив алгоритми навчання
нейронних мереж в системах обробки зображення. В [20] – [22], [26], [28],
[33], [38], [80] здобувач запропонував підходи до розв’язання задачі
структурно-параметричного синтезу елементів інтелектуальних систем
обробки інформації. В [75], [77], [78], [81] – [84] здобувач запропонував
підходи до структурно-параметричного синтезу гібридних нейронних мереж.
Апробація результатів дисертації. Основні результати досліджень
доповідалися і обговорювались на Х-й, ХІ-й та ХІІІ-й Міжнародній науково-
технічній конференції “Авіа-2011, 2013, 2017” (2011, 2013, 2017), the fifth
world congress “Aviation in the ΧΧΙ-st Century” (Київ, 25-27 вересня, 2012),
ISDMC 2012 Conference Proceedings, (May 27-31, 2012, Yevpatoria, Ukraine),
The 2-nd International Conference Method and system of Navigation and Motion
Control (Київ, 9-12 жовтня, 2012), The 2-nd, 4-th International Conferences,
Actual Problems of Unmanned Air Vehicles Development Proceedings (Київ,
2013, 2017), 4th International Conference on Inductive Modelling Kyiv,
September 15-21, 2013, 6th World Congress “Aviation in the ΧΧΙ-st Century,”
Safety in Aviation and Space Technologies. Kyiv, Ukraine, September 23-25,
2014, 2-nd, 3-nd International Conference “Computer Algebra & Information
Technologies”. – Odessa, TES, Ukraine. (Одеса, 2016, 2018), VIII Міжнародній
науково-технічній конференції «Інформаційно-комп’ютерні технології – 2016
(Житомир, 22–23 квітня 2016 р.), Міжнародній науково-практичній
конференції «Інформаційні технології та комп’ютерне моделювання» (Івано-
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Франківськ – Яремче, 2016, 2017, 2018), на 4-й Міжнародній науково-
практичній конференції «Обчислювальний інтелект» (Київ, 16-18 травня,
2017; XXIV International Conference on Automated Control “Automation 2017”.
Kyiv, Ukraine, of Proceedings (September 13–15, 2017). – Kyiv. – 2017, XVIII
International Scientific Conference Corporate Governance – Theory and practice,
Krakow, Poland, 2018, IST-2018, Proceedings of the 7-th International Scientific
and Technical Conference, September 10–15, 2018, Kobleve-Kharkiv, Ukrain,
2018.
Публікації. За результатами досліджень опубліковано 84 наукові праці,
у тому числі 2 монографії, 50 статей у наукових фахових виданнях (з них 3
статті у виданнях іноземних держав, 22 у виданнях України, які включені до
міжнародних наукометричних баз), 32 тези доповідей в збірниках матеріалів
конференцій.
Структура та обсяг дисертації. Робота складається із анотації, вступу,
7-ми розділів, висновків, списків використаних джерел та додатків.
Загальний обсяг дисертації становить 657 сторінок, з яких основну частину
викладено на 379 сторінках друкованого тексту, включаючи 148 рисунків,
37 таблиць, списки використаних джерел з 210 джерел по розділам, 7-ми
додатків на 278 сторінках, списки використаних джерел з 70 джерел по
додаткам.
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РОЗДІЛ 1
ГІБРИДНІ ШТУЧНІ НЕЙРОННІ МЕРЕЖІ
1.1 Поняття штучної нейронної мережі
Нейронна мережа (НМ) – це розподілений паралельний процесор, який
складається з елементарних одиниць обробки інформації, що накопичують
експериментальні знання і надають їх для послідуючої обробки [88].
Незважаючи на існування відмінностей, окремі типи НМ мають
декілька спільних рис: основу кожної НМ складають відносно прості, у
більшості випадків – однотипні елементи (комірки), які імітують роботу
нейронів мозку. Далі під нейроном матимемо на увазі штучний нейрон, тобто
комірку НМ [75, 84, 85, 87, 88, 91, 92].
Штучний нейрон – одиниця обробки інформації в нейронній мережі.
Модель нейрона, який лежить в основі штучних нейронних мереж,
представлена на рис. 1.1. У цій моделі виділяють чотири основних елементи.
Рис. 1.1. Штучний нейрон
1. Набір синапсів або зв’язків, кожен з яких характеризується своєю
вагою. Зокрема, сигнал xj на вході синапсу j, зв’язаного з нейроном k,
множиться на вагу wkj.
2. Суматор додає вхідні сигнали, зважені відносно відповідних
синапсів нейрона.
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3. Функція активації f(s) обмежує амплітуду вихідного сигналу
нейрона. Зазвичай нормалізований діапазон амплітуд виходу нейрона лежить
в інтервалі [0, 1] або [-1, 1]. Різні види активаційних функцій показані на
рис. 1.2 – 1.5.
4. Пороговий елемент, який позначений як b0. Ця величина відображає
збільшення або зменшення сигналу індукованого локального поля, який
подається на функцію активації.
Поточний стан нейрона визначається як зважена сума його входів
1
.
n
i i
i
s x w

 (1.1)
Виходом нейрона є функція його стану
y = f (s).                                                     (1.2)
В якості функції активації можуть використовуватися наступні функції:
сигмоїд (рис. 1.2), гіперболічний тангенс (рис. 1.3) та ReLU (рис. 1.4, 1,5).
Сигмоїд
Рис. 1.2. Сигмоїда
Сигмоїд (sigmoid) виражається наступною формулою:
σ(x) = 1 / (1 + e-x).
Ця функція приймає на вході довільне дійсне число, а на виході дає
дійсне число в інтервалі від 0 до 1. Зокрема, великі (по модулю) негативні
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числа перетворюються в нуль, а великі позитивні – в одиницю. Історично
сигмоїд знаходив широке застосування, оскільки її вихід добре
інтерпретується, як рівень активації нейрона: від відсутності активації (0) до
повністю насиченої активації (1).
На даний момент сигмоїд втратив свою колишню популярність і
використовується дуже рідко. Ця функція має два серйозні недоліки:
1. Насичення сигмоїду призводить до загасання градієнтів. Вкрай
небажаною властивістю сигмоїду є те, що при насиченні функції з того чи
іншого боку (0 або 1), градієнт на цих ділянках стає близьким до нуля.
Нагадаємо, що в процесі зворотного поширення помилки даний (локальний)
градієнт множиться на загальний градієнт. Отже, якщо локальний градієнт
дуже малий, він фактично обнуляє загальний градієнт. У результаті, сигнал
майже не буде проходити через нейрон до його ваг і рекурсивно до його
даних. Крім того, слід бути дуже обережним при ініціалізації ваг сигмоїдних
нейронів, щоб запобігти насичення. Наприклад, якщо вихідні ваги мають
занадто великі значення, більшість нейронів перейде в стан насичення, в
результаті чого мережа буде погано навчатися.
2. Вихід сигмоїду не центрований відносно нуля. Ця властивість є
небажаною, оскільки нейрони в наступних шарах отримуватимуть значення,
які не центровані відносно нуля, що впливає на динаміку градієнтного спуску
(gradient descent). Якщо значення, що надходять в нейрон, завжди позитивні
(наприклад, x > 0 поелементно в f = ωTx + b), тоді в процесі зворотного
поширення помилки все градієнти ваг ω будуть або позитивними, або
негативними (в залежності від градієнта всього виразу f ). Це може призвести
до небажаної зиґзаґоподібної динаміки оновлення ваг. Однак слід зазначити,
що коли ці градієнти підсумовуються за пакетом, підсумкове оновлення ваг
може мати різні знаки, що частково нівелює описаний недолік. Таким чином,
відсутність центрування є незручністю, але має менш серйозні наслідки,
порівняно з проблемою насичення.
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Гіперболічний тангенс
Рис. 1.3. Гіперболічний тангенс
Гіперболічний тангенс (hyperbolic tangent, tanh) приймає на вході довільне
дійсне число, а на виході дає дійсне число в інтервалі від мінус 1 до 1.
Подібно до сигмоїду, гіперболічний тангенс може насичуватися. Однак, на
відміну від сигмоїди, вихід даної функції центрований щодо нуля. Отже, на
практиці завжди краще використовувати гіперболічний тангенс, а не сигмоїд.
ReLU
В останні роки велику популярність набула функція активації під
назвою «випрямляч» (rectifier, за аналогією з однополуперіодним
випрямлячем в електротехніці). Нейрони з цією функцією активації
називаються ReLU (rectified linear unit). ReLU має наступну формулу
f(x) = max(0, x) і реалізує простий пороговий перехід в нулі (рис. 1.4).
Рис. 1.4. Функція активації ReLU
Розглянемо позитивні і негативні сторони ReLU.
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Позитивні сторони
1. Обчислення сигмоїди і гіперболічного тангенса вимагає виконання
ресурсомістких операцій, таких як піднесення до степеня, в той час як ReLU
може бути реалізований за допомогою простого порогового перетворення
матриці активацій в нулі. Крім того, ReLU не схильний до насичення.
2. Застосування ReLU істотно підвищує швидкість збіжності
стохастичного градієнтного спуску (в деяких випадках до шести разів) у
порівнянні з сигмоїдою і гіперболічним тангенсом. Вважається, що це
обумовлено лінійним характером і відсутністю насичення даної функції.
Негативні сторони
На жаль, ReLU не завжди достатньо надійні та в процесі навчання
можуть виходити з ладу («вмирати»). Наприклад, великий градієнт, що
проходить через ReLU, може привести до такого оновлення ваг, що даний
нейрон ніколи більше не активується. Якщо це станеться, то, починаючи з
даного моменту, градієнт, що проходить через цей нейрон, завжди
дорівнюватиме нулю. Відповідно, даний нейрон буде незворотно виведений з
ладу. Наприклад, у разі дуже великої швидкості навчання (learning rate), може
виявитися, що до 40% ReLU «мертві» (тобто, ніколи не активуються). Ця
проблема вирішується за допомогою вибору належної швидкості навчання.
В даний час існує ціле сімейство різних модифікацій ReLU. Далі
розглянемо їх особливості (рис. 1.5).
Leaky ReLU
ReLU з «витоком» (leaky ReLU, LReLU) являє собою одну зі спроб
вирішити описану вище проблему виходу з ладу звичайних ReLU. Звичайний
ReLU на інтервалі x < 0 дає на виході нуль, в той час як LReLU має на цьому
інтервалі невелике від’ємне значення (кутовий коефіцієнт близько 0,01).
Тобто функція для LReLU має вигляд f(x) = αx якщо x < 0 та f(x) = x якщо
x ≥ 0, де α – мала константа.
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Рис. 1.5. Сімейство модифікацій ReLU: а – αi має фіксоване значення;
б – αi визначається на основі даних; в – αji генерується випадковим чином із
заданого інтервалу під час навчання і залишається постійним під час тестування
Parametric ReLU
Для параметричного ReLU (parametric ReLU, PReLU) кутовий
коефіцієнт на негативному інтервалі не встановлюється попередньо, а
визначається на основі даних. Процес зворотного поширення помилки і
поновлення для PReLU досить простий і подібний до відповідного процесу
для традиційних ReLU.
Randomized ReLU
Для рандомізованого ReLU (randomized ReLU, RReLU) кутовий
коефіцієнт на негативному інтервалі під час навчання генерується
випадковим чином із заданого інтервалу, а під час тестування залишається
постійним. В рамках Kaggle-змагання National Data Science Bowl (NDSB)
RReLU дозволили зменшити перенавчання завдяки властивому їм елементу
випадковості [61, 82, 83]. Вище наведені функції мають наступний
аналітичний вигляд:
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Загальну архітектуру нейронної мережі наведено на рис. 1.6.
Рис. 1.6. Загальна архітектура нейронної мережі
Нейрони мережі певним чином організовані в шари. Вхідний шар
служить для вводу значень вхідних змінних. Кожен із прихованих і вихідних
нейронів з’єднаний з усіма елементами попереднього шару. Під час роботи
(використання) мережі у вхідні елементи подаються значення вхідних
змінних, які послідовно обробляють нейрони проміжних і вихідного шарів.
Кожен з них вираховує своє значення активації, використовуючи зважену
суму виходів елементів попереднього шару і віднімаючи з неї порогове
значення. Потім значення активації перетворюється з допомогою функції
активації, і в результаті отримаємо вихід нейрона. Після того, як вся мережа
відпрацює, вихідні значення елементів вихідного шару приймаються за вихід
всієї мережі в цілому.
На даний час існує велика кількість різних топологій НМ, кожна з яких
має різні якості. У наступному підпункті буде наведено загальну
класифікацію існуючих ШНМ.
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1.2 Класифікація нейронних мереж
Схему класифікації нейронних мереж [82, 83] з модифікацією автора
представлено на рис. 1.7.
Нейронні мережі можна розділити за декількома ознаками.
1. За кількістю шарів:
а) одношарові мережі (одношаровий персептрон);
б) багатошарові мережі.
2. За способом налаштування ваг:
а) з фіксованими зв’язками;
б) з динамічними зв’язками.
3. За структурою зв’язків:
а) повнозв’язані (мережа Хопфілда);
б) шаруваті;
в) слабкозв’язані (карта Кохонена).
4. За моделлю нейронної мережі:
a) мережі прямого поширення – використовуються для розв’язання
задач апроксимації, прогнозування і класифікації (мережі на основі
персептрона);
б) мережі зустрічного поширення – використовуються в
асоціативній пам’яті і для стиснення інформації (мережа Кохонена–
Гросберга);
в) рекурентні мережі – використовуються в асоціативній пам’яті,
для розв’язання задач класифікації та фільтрації:
– з перехресними зв’язками (машина Больцмана, машина Коші);
– зі зворотніми зв’язками (мережа Хопфілда, мережа Хеммінга,
мережа Елмана, мережа Джордана, RLMP, RTRN, Maxnet);
г) мережі з тимчасовими затримками – використовуються в задачах
розпізнавання образів (TDNN, TLFN);
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Рис. 1.7. Класифікація нейронних мереж
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д) радіально-базисні – використовуються для розв’язання задач
класифікації, апроксимації, прогнозування та управління (RBF, мережі
регуляризації);
е) самоорганізуючі мережі – використовуються для розв’язання
задач кластеризації і класифікації (карта Кохонена, когнітрон, неокогнітрон,
вхідна зірка Гросберга, вихідна зірка);
ж) асоціативна пам’ять виконує роль фільтра, який підлаштовує
результати роботи НМ, порівнюючи їх з існуючими образами та
використовується для стиснення інформації (автомат власних векторів,
асоціативна пам’ять Хопфілда, асоціативна пам’ять Хеммінга,
двонаправлена асоціативна пам’ять Коско, BSB-модель, мережа Поттса);
з) адаптивні резонансні нейронні мережі – використовуються для
розв’язання задач кластеризації та розпізнавання образів (ART1, ART2,
ART3, FUZZY ART, ARTMAP);
к) спеціалізовані мережі (нейронні мережі, які імітують відпал,
Ворда, каскадно-кореляційні, векторного квантування, ймовірнісні,
осциляторні, еластичні, зростаючі).
л) мережі глибокого навчання (глибокої довіри, згорткові, стекові
автоенкодери, ієрархічна темпоральна пам’ять).
5. За типом логіки, що використовується:
а) чіткі мережі;
б) нечіткі мережі:
– базуються на TSK моделі – використовуються для розв’язання
задач апроксимації, керування та прогнозування (ANFIS, TSK, Wang-Mendel,
FALCON, SONFIN);
– засновані на нечіткому персептроні – використовуються для
розв’язання задач класифікації, керування, апроксимації та прогнозування
(NEFCLASS, NEFSLASSM, NEFCON, NEFPROX) [85].
6. За характером навчання.
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1.3 Навчання нейронних мереж
Навчанням нейронної мережі називається процес, у ході якого
параметри мережі налаштовуються за допомогою моделювання середовища,
в яке вбудована мережа [82]. Тип навчання визначається способом
налаштування цих параметрів.
Загальну схему класифікації методів навчання представлено на рис. 1.8.
Рис. 1.8. Навчання нейронних мереж
Навчання включає в себе таку послідовність подій.
1. У нейронну мережу надходять стимули (входи) з зовнішнього
середовища.
2. В результаті надходження стимулів змінюються значення вільних
параметрів нейронної мережі, наприклад вагових коефіцієнтів.
3. Після зміни внутрішньої структури мережа відповідає на стимули
іншим чином.
4. Вказана вище послідовність називається алгоритмом навчання.
Універсального алгоритму навчання мереж не існує, оскільки нейронні
мережі різноманітні в плані архітектури і задач, для яких вони
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використовуються. Схожа причина породила множину алгоритмів навчання,
які відрізняються способом налаштування синаптичних ваг, кожен з яких має
як переваги, так і недоліки.
Існує дві парадигми навчання: навчання з вчителем і навчання без
вчителя.
Огляд методів навчання НМ наведено в додатку Д.1.1. Проблему
структурно-параметричного синтезу глибоких НМ розглянуто у розділі 3.
Огляд математичних моделей вхідних даних наведено в додатку
Д.1.2.1.
1.4 Синтез перетворюючого блоку
Для подальшої роботи необхідно привести всі типи даних до єдиного
типу, з яким буде працювати мережа, тобто до чітких даних. У даній роботі
запропоновано блок конвертації, який перетворює нечіткі, бінарні та
лінгвістичні змінні в чіткі змінні [22]. Блок конвертації складається з двох
елементів і має вигляд, представлений на рис. 1.9.
Нечіткі змінні
Другий елемент блока конвертації є дефазифікатором, тобто
перетворювачем нечітких чисел в чіткі числа. У цій роботі використовується
центроїдний метод перетворення. Більш детально процес дефазифікації
описується в додатку 1 підрозділ Д.1.1.2.2.
Рис. 1.9. Схема блоку конвертації
Приклад. Нехай маємо нечітку змінну Х задану як
. Тоді перетворене значення:
67
1
1
1 0.6 2 0.9 3 0.5 3.9' 1.95.
0.6 0.9 0.5 2
k
j ij
j
k
j
j
X
X 

          


Бінарні дані
Для обробки бінарних змінних дані нормалізуються за формулою
min 2 1
norm 1
max min
( )( ) ,x x d dX d
x x
  
де – бінарне значення, що підлягає нормалізації; – максимальне
значення вхідних даних; – мінімальне значення вхідних даних.
Після подібної процедури дані приводяться до бажаного інтервалу
[d1, d2].
Приклад. Нехай маємо бінарну змінну (тобто «істина»),
, .  Приведемо до інтервалу [25, 50]:
norm
(1 0)(50 25) 25 50.
1 0
X    
Лінгвістичні змінні. Перший елемент блока конвертації
(«перетворювач») за допомогою бази знань ставить у відповідність терму
лінгвістичної змінної нечітку змінну.
1 1( ) якщо ;
( ) якщо ,
i
i
n i n
A x X T
X
A x X T
  

де – терм лінгвістичної змінної; ( )iA x – нечітка підмножина, яка
відповідає вхідному терму (задається експертом).
Другий блок («Дефазифікатор») перетворює нечіткі змінні в чіткі
відповідно до принципу, що описаний в додатку 1 підрозділ Д.1.2.2.
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Приклад. Нехай маємо лінгвістичну змінну Х = «температура води»
задану наступним набором термів Х = {«Холодна», «Тепла», «Гаряча» }. Для
кожного терму в базі задана відповідна нечітка змінна.
1. Нехай на вхід блоку конвертації поступає значення «Гаряча». На
основі наявних в базі знань експертів інформації поставимо цьому значенню
у відповідність нечітку змінну А
(«Гаряча») = {60/0,5,70/0,6,80/0,9,90/1,100/1}.
2. За допомогою дефазифікатора перетворюємо отриману нечітку
змінну у чітку:
60 0.5 70 0.6 80 0.9 90 1 100 1 334' 83.5.
0.5 0.6 0.9 1 1 4
X              
Огляд попередньої обробки даних наведено в додатку Д.1.3.
1.5 Обґрунтування створення гібридних штучних нейронних мереж
Досвід останніх років показав, що застосування в інформатиці методів,
які відповідають одній науковій парадигмі, для розв’язання складних задач та
проблем, далеко не завжди приводить до успіху. В гібридній архітектурі, що
об’єднує декілька парадигм, ефективність одного підходу може
компенсувати слабкість іншого [83]. Комбінуючи різні підходи, можна
обійти недоліки, притаманні кожному з них окремо [22, 61, 90, 92].
Тому однією із провідних тенденцій в сучасній інформатиці став
розвиток інтегрованих, гібридних систем. Подібні системи складаються з
різних елементів (компонентів), об’єднаних в інтересах досягнення
поставлених цілей. Інтеграція і гібридизація різних методів і технологій
дозволяє розв’язувати складні задачі, які неможливо розв’язати на основі
якихось окремих методів або технологій. Інтегрованість, як фундаментальна
властивість складної системи, яка тісно пов’язана з її цілісністю, передбачає
не просто об’єднання, але й взаємну адаптацію і сумісну еволюцію її
компонентів, що забезпечує появу нових якостей, які не властиві її
компонентам окремо.
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Побудова комбінованих нейронних мереж, які складаються з різних
типів НМ, кожна з яких навчається за певним алгоритмом в багатьох
випадках дозволяє значно підвищити ефективність функціонування НМ.
Дослідження принципів гібридизації НМ, нечіткої логіки та генетичних
алгоритмів дозволяє створювати нові топології НМ, які мають більш високу
якість розпізнавання у разі одночасного зниження обчислювальних витрат на
навчання.
Визначимо гібридну систему (ГС) як систему, яка складається із двох
чи більше інтегрованих різнорідних підсистем, об’єднаних загальною ціллю
або сумісними діями (хоча ці підсистеми можуть мати різну природу і різні
мови описання). В інформатиці будемо називати гібридними такі системи, в
яких використовується дві або більше різних комп’ютерних технологій.
Найбільш загальна натепер класифікація ГС за рівнем інтеграції
включає автономні та трансформаційні, слабкозв’язані, сильнозв’язані і
повністю інтегровані системи. Розглянемо кожен з рівнів інтеграції ГС
відповідно до даної класифікації.
Автономні системи. Такі системи містять незалежні програмні
компоненти, які реалізують обробку інформації на різнорідних моделях.
Незважаючи на очевидну виродженість автономної системи, розробка
автономних моделей актуальна для проведення гібридизації, і може мати
декілька цілей.
1) Такі моделі представляють спосіб порівняння можливостей
вирішення задачі двома та більше різними методами.
2) Послідовна реалізація двох та більше автономних моделей може
підтвердити або спростувати правильність раніше розробленого процесу
обробки інформації.
3) Автономні моделі можуть використовуватись для швидкого
створення початкового прототипу системи, після чого створюються додатки,
які потребують більшого часу на розробку.
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Однак автономні моделі мають суттєвий недолік – жодна з них не може
«допомогти» іншій в ситуації оновлення інформації, всі моделі повинні
модифікуватись одночасно.
Трансформаційні системи подібні на автономні, так як кінцевий
результат обробки – незалежна, не взаємодіюча з іншими частинами модель.
Основна відмінність полягає в тому, що така модель починає працювати як
система, яка використовує один автономний метод, а закінчує – як система,
яка використовує інший автономний метод (реалізується перетворення
методів).
Трансформаційні моделі дають декілька переваг. Вони швидко
створюються і потребують менше витрат. Оскільки експлуатується тільки
одна модель, а кінцевий метод якнайкраще адаптує результати до оточення.
Але є і проблеми створення інструменту автоматичного перетворення однієї
моделі в іншу і проблеми суттєвої модифікації моделі.
Слабкозв’язані системи. По суті це перша реальна форма інтеграції, за
якої додаток розбивається на окремі компоненти, що зв’язані через файли
даних. Розглянемо основні типи таких систем:
 ланцюгова ГС складається з двох функціонально завершених
компонентів, одна з яких є головним процесором, а інша – процесор або
постпроцесор;
 ієрархічна ГС (з підпорядкуванням) також використовує складові
частини як завершені компоненти, однак в даному випадку одна з них,
будучи підпорядкованою, включена в іншу, яка є головним вирішувачем
задачі;
 метапроцесорна ГС складається з метапроцесора та декількох
функціональних компонентів;
 співпроцесорна ГС використовує для розв’язання задач рівноправні
компоненти. Кожний компонент може передавати інформацію іншім,
взаємодіяти, обробляючи підзадачі однієї і тієї ж задачі.
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Розглянуті слабкозв’язані системи простіші для розробки порівняно з
іншими більш інтегрованими моделями, і допускають застосування
комерційно доступних програм, що знижує час розробки.
Сильнозв’язані моделі. Посилення ступеню інтеграції приведе до
сильнозв’язаних моделей. Сильнозв’язані моделі можуть функціонувати в
тих же форматах, що і слабкозв’язані, але їх пре-, пост- і співпроцесорні
варіанти за своєю природою швидші.
Гібридні або мультинейронні мережеві системи часто
використовуються для поліпшення результатів розв’язання задач
класифікації та прогнозування [2, 18, 19, 23, 25, 33, 34, 39, 41, 42, 49, 52, 53,
54, 56, 58, 59]. При побудові таких мереж необхідно розв’язати наступні
задачі: проектування архітектури мереж; вибору мереж, результати роботи
яких мають бути об'єднані, щоб дати найкращий кінцевий результат;
використання обмеженого набор даних.
В останні роки відбулося активне зростання успішного використання
гібридних інтелектуальних систем у різних областях, таких як робототехніка
[24, 37] медична діагностика [32], розпізнавання мови [97], діагностика
несправностей промислового встаткування [1], моніторинг (контроль
виробничих процесів) [3] і додатка в області фінансів. Основним фактором,
який сприяє розвитку гібридних систем, є збільшення використання
нейронних мереж для завдань розпізнавання, класифікації й оптимізації [26,
27, 40]. Здатність нейронних мереж виконувати завдання, які в іншому
випадку виявилися б важко розв'язуваними або такими що важко піддаються
символьним обчисленням тепер визнано, і вони часто використовуються як
модулі в інтелектуальних гібридних системах.
Результатом роботи Харківської наукової школи під керівництвом Є. В.
Бодянського є створення гібридних нейро-фаззі-мереж, які об’єднують у собі
універсальні апроксимуючі властивості традиційних нейронних мереж,
прозорість, інтерпретованість систем нечіткого висновку. Подальшим
розвитком нейро-фаззі-мереж стала їх гібридизація з методами теорії
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вейвлет-перетворення. Такі системи отримали назву вейвлет-нейро-фаззі-
систем. Враховуючи можливості гібридних вейвлет-нейро-фаззі-систем
обчислювального інтелекту, щодо їх  апроксимуючих властивостей,
лінгвістичної інтерпретованості, можливості виявляти локальні особливості
оброблюваних сигналів і здатності реалізації м’яких обчислень на основі
фаззі-множин в роботах [14, 76, 78, 79] було реалізовано створення гібридних
адаптивних еволюційних (фаззі-системи з параметрами та структурою, що
налаштовуються в послідовному (онлайн) режимі) вейвлет-нейро-фаззі-
систем.
У роботах [5, 6, 8, 12, 62, 63, 64, 66, 67, 69, 71, 76] розроблено
математичну модель адаптивної одновимірної та багатовимірної вейвлет-
функції активації-належності, для якої синтезовано методи налаштування
параметрів ширини, центру та форми функції на основі узагальненої метрики
Ітакури–Сайто, що дозволяє покращити апроксимуючі та екстраполюючи
властивості гібридних адаптивних еволюційних вейвлет-нейро-фаззі-систем.
На основі введеної вейвлет-функції активації-належності розроблено
одновимірні та багатовимірні вейвлет-функції активації-належності типу-2,
які відрізняються від стандартних функцій типу-2 видами невизначеності, а
саме: за шириною, за центром та формою функції належності. Запропоновані
фаззі-вейвлет-функції активації-належності типу-2 дозволяють обґрунтовано
вибрати функції належності при розв’язанні конкретної задачі.
У роботах [5, 4, 9, 10, 14, 65, 76, 77, 78] запропоновано структуру
адаптивного складеного W-нейрона (вейвлона) з багатовимірними
адаптивними вейвлет-функціями активації-належності. Розроблено метод
навчання на основі модифікованих квазін’ютонівських процедур, що має
фільтрувальні й згладжувальні властивості. Запропоновано метод навчання
на основі робастних критеріїв оптимізації, що дозволило обробляти
нестаціонарні сигнали з аномальними викидами з негаусовським розподілом.
Архітектура W-нейрона може використовуватися як самостійна гібридна
вейвлет-нейро-фаззі-мережа або як елемент гібридних адаптивних
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еволюційних вейвлет-нейро-фаззі-систем, яка має покращені апроксимуючи
та екстраполюючи властивості за рахунок введення багатовимірних вейвлет-
функцій активації-належності та налаштування всіх їх параметрів в
послідовному режимі, що дозволило обробляти нестаціонарні нелінійні
сигнали за умов апріорної та поточної невизначеності.
У роботах [8, 64, 76] розроблено архітектуру гібридної адаптивної
еволюційної вейвлет-нейро-фаззі-системи на основі адаптивних W-нейронів
в консеквенті та з налаштовними одновимірними або багатовимірними
адаптивними вейвлет-функціями активації-належності в антецеденті. Така
система має істотно покращені апроксимуючи та екстраполюючи
властивості, що дає змогу обробляти нестаціонарні нелінійні сигнали
довільної природи за умов поточної та апріорної невизначеності.
У роботах [5, 11, 12, 62, 69] розроблено гібридні адаптивні еволюційні
вейвлет-нейро-фаззі-системи типу-2 з процедурами редукції-дефазифікації в
послідовному режимі. Запропоновано нейро-фаззі вейвлон типу-2 з
багатовимірними фаззі-вейвлет-функціями належності типу-2, адаптивний
вейвлет-фаззі-нейрон типу-2 з одновимірними фаззі-вейвлет-функціями
належності типу-2. Синтезовано адаптивну вейвлет-нейро-фаззі-систему
типу-2 на основі банку нейронних мереж, кожна з яких характеризується
індивідуальним набором параметрів фаззі-вейвлет-функцій належності типу-2
з переналаштовною формою в антецеденті. Запропоновані гібридні адаптивні
еволюційні вейвлет-нейро-фаззі-системи типу-2 мають гнучкість, підвищену
швидкодію, покращені апроксимуючи та екстраполюючи властивості.
У роботах [15, 68, 70] розроблено архітектуру гібридної еволюційної
каскадної МГУА-нейронної мережі. Запропоновано у якості вузлів
використовувати гібридні нейрони, а саме: W-нейрон, Q-нейрон, вейвлет-
нейрон, що дозволило покращити апроксимуючи та екстраполюючи
властивості та розширити кількість входів у вузлі. Запропонована гібридна
еволюційна каскадна МГУА-нейронна мережа поєднує переваги МГУА-
нейронних (селекція вхідних сигналів з найбільшою інформативністю) та
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каскадних мереж і дозволяє виконувати адаптацію архітектури та параметрів
в послідовному режимі.
У роботі [5] запропоновано адаптивну фаззі-вейвлет-нейронну мережу
з лінійним консеквентом, яка може використовуватися як самостійна мережа,
або як елемент більш складних вейвлет-нейро-фаззі-систем типу-2.
У роботах [5, 13, 64] розроблено модифіковані методи навчання
гібридної адаптивної вейвлет-нейро-фаззі-системи на адаптивних W-нейронах
з налаштовними вейвлет-функціями активації-належності в прихованому
шарі на основі квадратичного та робастного критеріїв, що забезпечує
підвищення швидкості збіжності процесу навчання.
У роботах [15, 81] запропоновано модифікацію архітектури
багаторядної гібридної МГУА-нейронної мережі шляхом введення в
структуру вузла гібридних Q-нейронів і W-нейронів, що дозволило
підвищити апроксимувальні властивості МГУА-нейронних мереж,
розширити кількість входів у вузлі мережі, проводити оптимізацію структури
гібридної мережі в процесі навчання.
У роботах [8, 11, 80] запропоновано модифікацію архітектури
еволюційної вейвлет-нейронної мережі за рахунок введення вейвлет-нейрона
з адаптивними вейвлет-функціями активації-належності в структуру вузла
каскадної мережі, що дозволяє нарощувати архітектуру мережі в
послідовному режимі обробки нестаціонарних часових рядів за умов
невизначеності.
У роботі [28] розроблено гібридну систему обчислювального інтелекту
(яка поєднує ідеї глибокого навчання й еволюції / розвитку каскадних нейро-
нечітких систем) для обробки даних у режимі онлайн. Кожний вузол цієї
системи розв’язує задачу нечіткої кластеризації незалежно від інших. Процес
оцінювання якості визначається шляхом знаходження оптимального
значення показника валідності використовуваного кластера.
У роботі [60] пропонується гібридна нейро-нечітка система, що
поєднує в собі різні концепції, такі як глибоке навчання, груповий метод
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оброблення даних та еволюційні системи. Також пропонується скорегувати
всі параметри в режимі онлайн. Як вузол еволюційної багатошарової
системи, використовуються розширені нео-нечіткі нейрони, які мають високі
апроксимуючі властивості. На етапі навчання пропонована еволюціонуюча
система, що глибоко розвивається, розраховує свої параметри і настроює
свою архітектура. Архітектура системи може еволюціонувати у часі як
синаптичні ваги, параметри центрів і ширини нейро-нечітких вузлів
настроюються для поліпшення властивостей апроксимацій системи. Для
навчання системи нема потреби у великій навчальній вибірці.
У роботі [16] розглянуто задачу оптимізації структури нейро-нечіткої
нейронної мережі. Для її розв’язання запропоновано МГУА й описано
алгоритм оптимізації структури. Проведені експериментальні дослідження й
наведено порівняльний аналіз точності результатів прогнозування,
отриманих оптимальною нейро-нечіткою мережею й мережею багатошарової
архітектури прямого розповсюдження. Показано, що запропонована нейро-
нечітка мережа розв’язує задачу класифікації так само добре, як і задачу
прогнозування.
У роботі [29] запропоновано каскадну МГУА-вейвлет-нейро-нечітку
мережу. В якості вузлів такої мережі виділяються R-нейрони з функцією
активації Єпанечникова і блокові адаптивні нечіткі вейвлони з адаптивною
вейвлет-функцією належності. Запропоновано алгоритми навчання, які
мають властивості відстеження й фільтрації, дозволяють у режимі on-line
набудовувати не тільки синаптичні ваги, але й параметри функції активації-
належності. Обчислювальні експерименти підтверджують ефективність
розробленого підходу.
У роботі [17] запропоновано еволюційну багатошарову нейро-фаззі-
систему, вузлами якої є нейро-фаззі-системи, усі параметри яких підлягають
настроюванню за допомогою наведених у роботі алгоритмів.
У роботі [38] запропоновано TreNet, нову наскрізну гібридну нейронну
мережу для вивчення локальних і глобальних контекстних функцій для
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прогнозування тенденції тимчасових рядів, що представляють собою зв'язану
послідовність трендів. TreNet складається з рекурентної нейронної мережі
LSTM для захоплення тривалої залежності тимчасового ряду, згорткової
нейронної мережі для витягання характерних особливостей з локальних
необроблених даних тимчасових рядів і шару узагальнення особливостей.
Наступний підхід побудови ГНМ базується на використанні нечітких
поліноміальних нейронних мереж (НПНМ). У роботах [30, 43] введено
поняття НПНМ, гібридна архітектура яких являє собою об'єднання
поліноміальних нейронних мереж (ПНМ) і нечітких нейронних мереж
(ННМ). Розвиток мереж НПНМ засновано на технологіях обчислювального
інтелекту (ОІ), а саме нечітких множинах, нейронних мережах і генетичних
алгоритмах. Структура мережі складається з нечітких поліноміальних
нейронів (НПН), що утворюють вузли першого (вхідного) шару НПНМ і
поліноміальних нейронів (ПН), які розташовані в шарах мережі, що йдуть
один за одним. Поліноміальна нейронна мережа формує систему нечіткого
виводу (у якості вихідної частини правил розглядаються як трикутні, так і
гауссовські функції належності, а у фінальній частині правила – поліном
(константа, лінійний, квадратичний і модифікований квадратичний). Кожний
ПН мережі реалізує поліноміальний тип часткового опису відображення між
вхідними й вихідними змінними.
Для побудови динамічної топології мережі використовується МГУА.
На попередньому етапі навчання НПНМ і ННМ використовує метод
нечіткого виводу з навчанням, реалізованим через стандартне зворотне
поширення.
Параметри функцій належності, швидкості навчання коректуються з
використанням генетичної оптимізація. Отримані експериментальні
результати показують, що запропоновані мережі демонструють високу
точність і узагальнюючі можливості порівняно з іншими схожими нечіткими
моделями.
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У роботах  [44, 45, 46] розроблено нову топологію НПНМ, засновану на
генетично-оптимізованому багатошаровому персептроні з нечіткими
поліноміальними нейронами (НПН).
Концепція нейро-фаззі-мереж (СНФМ), що самоорганізуються, мають
гібридну архітектуру і поєднують нейро-фаззі-мережі (НФМ) і поліноміальні
нейронні мережі (ПНМ), полягає у використанні технологій
обчислювального інтелекту, а саме: нечітких множин, нейронних мереж і
генетичних алгоритмів.
Архітектура СНФМ є результатом синергетичного використання
нейро-фаззі-мереж (НФМ) і поліноміальних нейронних мереж (ПНМ).
Нейро-фаззі-мережі вносять внесок у формування вихідної частини,
заснованої на правилах, структури СНФМ. Послідовна частина СНФМ
розроблена з використанням ПНМ. Поліноміальну нейронну мережу, яка має
гнучку й універсальну структуру, побудовано з використанням методу
МГУА.
У роботах [47, 48] досліджується нова нейро-фаззі-топологія –
генетично-оптимізовані гібридні поліноміальні нейронні мережі на основі
нечітких множин (гГПНМНМ).
Кожний вузол першого рівня гГПНМНМ, тобто нечіткий
поліноміальний нейрон (НПН) працює як компактна система нечіткого
виводу.
У мережах другого й більш високих рівнів гГПНМНМ у якості вузлів
використовуються поліноміальні нейрони (ПН). Визначення оптимальних
значень параметрів на кожному шарі (кількість вхідних змінних, порядок
полінома, набір кращих вузлів і кількість функцій належності) виконується
на підставі використання генетичного алгоритму (ГА). Надалі, структурна
оптимізація здійснюється за допомогою ГА, у той час як наступна детальна
параметрична оптимізація виконується із МНК.
У роботі [31] запропоновано похід, заснований на використанні
паралельних нечітких поліноміальних нейронних мереж (ПНПНМ) у
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комбінації з методом нечіткої зваженої кластеризації, який використовується
для формування гетерогенного розділу вхідного простору, що приводить до
деяких значимих підпросторів з якими асоціюються відповідні локальні
моделі, що реалізуються нечіткими поліноміальними нейронними мережами.
Метод роя часток використовується для оптимізації настроювання
параметрів ПНПНМ.
У роботі [20] запропоновано архітектуру гібридної системи, яка
складається з агента поверхневого навчання, агента глибокого навчання й
когнітивного агента. В архітектурі гібридної системи агент поверхневого
навчання й агент глибокого навчання працюють паралельно, реагуючи на
зміни середовища. Зокрема, поверхневий навчальний агент уловлює
короткострокову структуру інформаційного сигналу й виконує швидкий
аналіз, щоб відповісти на стимул. Агент глибокого навчання шукає
довгострокову структуру інформації й виявляє більш довгі кореляції, які
присутні в системі. Когнітивний агент високого рівня стежить за оточенням,
а також за рішеннями, прийнятими агентами поверхневого й глибокого
навчання й автоматично генерує найбільш бажаний вихід системи залежно
від ситуації.
У роботі [74] запропоновано архітектуро й методи навчання
багатомірної гібридної каскадної нейронної мережі з оптимізацією пулу
нейронів у кожному каскаді, які відрізняються від відомих каскадних систем
обчислювального інтелекту можливістю обробки багатомірних тимчасових
рядів у режимі онлайн, що дозволяє обробляти нестаціонарні стохастичні й
хаотичні сигнали нелінійних об'єктів з необхідною точністю.
В роботі [86] розглянуто проблему класифікації пухлин молочної
залози за медичними зображеннями. Для її вирішення запропоновано новий
клас згорткових мереж – гібридну нечітку згорткову нейронну мережу, в якій
згорткова мережа VGG-16 використовується як екстрактор ознак зображення,
а нечітка нейронна мережа NEFClass – як класифікатор. Розроблено та
досліджено алгоритми навчання гібридної згорткової мережі.
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У роботі [57] запропоновано гібридну нейронну мережу з розширеними
знаннями, яка є принциповим підходом до використання попередніх знань і
багаторівневої семантики тексту в зіставленні. Запропоновано гібридну
нейронну мережу з поліпшеними знаннями (ГНМПЗ), яка використовує
попередні знання, щоб визначити корисну інформацію й відфільтрувати шум
у довгому тексті й виконує зіставлення з різних точок зору.
Модель поєднує попередні знання в словесні представлення через
ворота знань і встановлює три відповідні канали зі словами, послідовними
структурами тексту, і представленнями, поліпшеними знаннями. Три канали
обробляються згортковою нейронною мережею для генерації ознак високого
рівня з метою зіставлення, і ознаки синтезуються як оцінка відповідності
багатошаровим персептроном.
У роботі [51] запропоновано теоретичну основу для ансамблевих
методів побудови значно поліпшених регресійних оцінок. Враховуючи
сукупність регресійних оцінок, будується гібридна оцінка, яка є такою ж
гарною або найкращою в сенсі середньоквадратичної похибки (СКП), ніж
будь-яка оцінка у вибірці. Стверджується, що представлений ансамблевий
метод має декілька властивостей:
1) Ефективно використовує всі мережі вибірки – жодна з мереж не
повинна бути відкинута.
2) Ефективно використовує всі наявні дані для навчання без
перенавчання.
3) Виконує регуляризацію шляхом згладжування у функціональному
просторі, що допомагає уникнути перенавчання.
4) Використовує локальні мінімуми для побудови поліпшених оцінок,
тоді як іншим нейро-мережевим алгоритмам локальні мінімуми заважають.
5) Ідеально підходить для паралельних обчислень.
6) Призводить до дуже корисної і природної оцінки кількості різних
оцінок у вибірці.
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У роботі [21] запропоновано еволюційну нечітку гібридну нейронну
мережу (ЕНГНМ), щоб поліпшити точність концептуальних оцінок вартості.
Підхід передбачає включення в гібридну нейронну мережу (ГНМ) нейронних
мереж (НМ) і нейронних мереж високого порядку (ВПНМ).
Нечітка логіка (НЛ) використовується для обробки невизначеностей,
Для оптимізації ЕНГНМ використовується генетичний алгоритм, як для НМ,
так і для ГНМ, отже, підхід називається ЕНГНМ.
У роботі [39] розглянуто задачу рекурсивної фільтрації зображення за
допомогою гібридної нейронної мережі, яка містить декілька просторово-
мінливих рекурентних нейронних мереж (РНМ) у якості еквівалентів групи
окремих рекурсивних фільтрів для кожного пікселя й глибоку згорткову
нейронну мережу (ЗНМ), яка навчає ваги РНМ.
У роботі [50] запропоновано глибоку гібридну систему
обчислювального інтелекту з адаптацією архітектури для медичної нечіткої
діагностики. Ця система дозволяє підвищити якість обробки медичної
інформації в умовах класів, що перекриваються, завдяки використанню
спеціальної адаптивної архітектури й алгоритмам навчання.
Така система може налаштовувати свою архітектуру в ситуації, коли
кількість ознак і діагнозів може бути змінною. Розроблено спеціальні
алгоритми навчання для ситуації різних архітектур системи без перенавчання
синапатичних ваг, які були налаштовані на попередніх кроках.
У роботі [35] представлено підхід, що забезпечує підвищення якості
розв’язання задачі класифікації для коротких вибірок, елементами яких є
зашумлені зображення, на основі використання гібридної нейронної мережі
джгутової архітектури, до складу якої входять згорткова нейронна мережа й
багатошарові персептрони. Поліпшення продуктивності досягається шляхом
одержання й використання при навчанні додаткових ознак зображення.
Не зважаючи на певні досягнення в розробці ГНМ на даний час не
існує єдиного підходу для їх створення. В основі існуючих методів головним
є запропонований без достатнього обґрунтування вибір базової НМ (нечіткої
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НМ різної топології) з додаванням до неї інших мереж (за рахунок цього
створена мережа вважається ГНМ), що забезпечує покращення точності
розв’язання поставленої задачі. Для кожної ГНМ, побудованої за таким
принципом, розробляється індивідуальний алгоритм навчання. Додатковим
елементом, що покращує якість навчання є додаткове використання
алгоритму МГУА. Крім того, у запропонованих підходах не
використовується такий потужний механізм, як глибоке навчання.
Таким чином, головними  проблемами синтезу ГНМ, на даний час є:
 відсутність формальних методів вибору типу НМ, адекватних класу
задач, які необхідно розв’язувати;
 недостатнє опрацювання питань автоматичного формування
топології НМ, що не дозволяє створювати НМ високої точності та мінімальної
складності (мінімальних обчислювальних витрат);
 недостатня обґрунтованість вибору методів оптимізації в процедурі
навчання НМ, що призводить до значних похибок.
З огляду на вище наведене, можна зробити висновок про необхідність
створення єдиної методології побудови ГНМ з можливістю поступового
нарощування складності їх структури та використання гібридних алгоритмів
навчання, у тому числі глибокого навчання, з метою покращення розв’язання
поставлених задач.
1.6 Критерії оцінювання ефективності нейронних мереж
Наявність очевидної взаємної залежності між складністю моделі,
розмірами навчальної вибірки і результуючою узагальнюючою здатністю
моделі на незалежних даних передбачає можливість визначення цієї
залежності тим або іншим способом.
Інакше кажучи, для знаходження метода побудови ефективних
нейронних мереж необхідно визначитись з можливими способами
оцінювання узагальнюючої здатності мережі.
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Оскільки навчання ґрунтується на мінімізації значення деякої функції,
що показує відхилення результатів, які видає мережа на даній навчальній
множині, від ідеальних необхідних, то потрібно вибирати відповідну оцінку.
Зазвичай за таку оцінку береться середня квадратична похибка – похибка
або MSE (Mean Squared Error), яка визначається як усереднена сума
квадратів різниць між бажаною величиною виходу id і реально отриманими
на мережі значеннями iy для кожного прикладу :
2
узаг
1
1 ( ) ,
P
i i i
i
E K d y
P 
  (1.5)
де – кількість прикладів в перевірочній вибірці, яка становить 20% від
навчальної вибірки.
Оцінка використовується в тих випадках, коли вихідні сигнали
мережі повинні із заданою та однаковою для всіх сигналів точністю
співпадати з відомими векторами, де визначається як рівень надійності.
Для урахування рівня надійності звичайно використовується
модифікація формули (1.5):
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де  має різний діапазон зміни для використовуваних способів інтерпретації:
0< < 1 – для знакової інтерпретації; 0 <  < 2 – для правила «переможець
забирає все»; 0< < 2/(n – 1) – для порядкової інтерпретації, де n – розмірність
вектора вхідних сигналів.
Рівень надійності вводиться з метою забезпечення стійкої роботи
мережі. Критерій стійкості формулюється наступним чином: робота мережі
вважається стійкою, якщо при зміні вихідних сигналів мережі на величину,
меншу , інтерпретація відповідей мережі не змінюється. Цей факт можна
використати для забезпечення прискореного навчання мережі: доцільно при
обчисленні оцінки за формулою (1.6) використовувати тільки такі вихідні
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сигнали (множина правильних відповідей), інтерпретація яких не змінюється
при зміні їх значень на величину, меншу за  .
Оцінку можна узагальнити, якщо використовувати
підсумовування квадратів різниць 2( )i id y з відповідними вагами:
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де Ki – вага i-го прикладу в перевірочній вибірці. Використання оцінювання
дозволяє виділити найбільш важливі приклади з навчальної вибірки,
встановлюючи для цього відповідну вагу. Крім того, цю оцінку доцільно
використовувати для того, щоб врівноважити різні групи прикладів в задачах
класифікації. З цією метою необхідно призначати ваги Ki так, щоб сумарна
вага навчальних прикладів в кожному класі не залежала від класу (наприклад,
можна призначити для будь-якого прикладу 1 /iK m , де i – номер класу; т –
кількість прикладів в класі). У випадку нечіткої експертної оцінки «вчителя»
окремих варіантів прикладів для формування навчальної вибірки також
доцільно збільшити вагу цих варіантів, щоб вони могли впливати на процес
навчання мережі.
У тих випадках, коли проводиться порівняння якості моделей
прогнозування різнорідних об’єктів, оцінка похибок в абсолютних величинах
неприйнятна або викликає труднощі з інтерпретацією отримуваних
результатів. Тому перевага надається переходу до оцінки похибок у відсотках.
З цією метою використовують середню абсолютну похибку у відсотках (Mean
Absolute Percentage Error, МАРЕ):
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У якості критеріїв складності при побудові НМ використовуються
сумарна кількість обчислювальних операцій, необхідних для обчислення
вихідного вектора або кількість міжнейронних зв’язків.
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1.7 Основні результати дисертаційної роботи
На основі проведеного аналізу  наукових робіт з розробки ГНМ
(підрозділ 1.5) з метою подолання існуючих труднощів у даній роботі
запропоновано нові структури, методи та алгоритми, які представлено на
рис. 1.10.
Рис. 1.10. Основні результати дисертаційної роботи
У дисертаційній роботі, на основі розроблених нових методів і
алгоритмів, розв’язані такі прикладні задачі.
1. Побудова автоматизованої системи керування дорожнім рухом
(задача апроксимації).
2. Розроблення інтелектуальної діагностичної системи в медицині
(задача класифікації).
3. Розроблення інформаційної системи пожежного спостереження
(прогнозування, прийняття рішень).
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Висновки до розділу 1
1. Обґрунтовано необхідність синтезу гібридних нейронних мереж,
інтеграція і гібридизація різних методів та технологій дозволяє розв’язувати
складні задачі, які неможливо розв’язувати на основі будь-яких окремих
методів або технологій.
2. На основі аналізу властивостей відомих функцій активації: сигмоїд,
гіперболічний тангенс, RELU показано, що вони мають певні недоліки, що
вимагає створення нової топології штучного нейрона.
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РОЗДІЛ 2
ФОРМУВАННЯ ТОПОЛОГІЙ ГІБРИДНИХ ШТУЧНИХ
НЕЙРОННИХ МЕРЕЖ
2.1 Постановка задачі синтезу оптимальної штучної нейронної
мережі
Поставимо задачу синтезу нейронної мережі наступним чином.
Задано скінченний набір  ( , ) , 1,...,j jJ R Y j P  пар типу «атрибут-
значення», де ,jR jY вхідний і вихідний вектор НМ, відповідно.
Необхідно синтезувати таку оптимальну НМ на основі навчальної
вибірки J, яка забезпечувала б ефективне розв’язання прикладної задачі
(класифікації, апроксимації, прогнозування). Векторний критерій
оптимальності визначається як
 1 2( ), ( ) opt,I x I x I
де 1 узаг( ) ( )I x E x похибка узагальнення, що визначає величину похибки
розв’язання поставленої задачі на перевірочній вибірці; 2 ( ) ( )I x S x –
складність нейронної мережі (кількість міжнейронних зв’язків); X = (x11,
x12,…, x1x2, x2, x3, x4)T – вектор, який визначає топологію, структуру та
параметри мережі, де x1i – кількість нейронів в і-му прихованому шарі;
21, ,i x x2 – кількість прихованих шарів; x3 – кількість міжнейронних зв’язків;
x4 – набір значень вагових коефіцієнтів wij; і – номер прихованого шару;
j – номер нейрона.
2.2 Методологія синтезу гібридних нейронних мереж
Синтез гібридних нейронних мереж, які використовуються для
розв’язання конкретної прикладної задачі на основі заданої навчальної
вибірки, є складною проблемою, яка полягає у попередньому визначенні
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початкової топології НМ (далі ця мережа буде розглядатися як базова), згідно
до класифікації, представленої на рис. 1.4 для даного класу прикладних задач
(наприклад, класифікації, апроксимації, прийняття рішень, прогнозування за
навчальними вибірками представленими на тестових сайтах) (див. підрозділ
2.3), подальшої модифікації базової НМ за навчальною вибіркою, яка
відповідає даній прикладній задачі (див. підрозділ 2.6) та утворення гібридної
структури за рахунок створення модуля, до складу якого входить базова НМ
(див. підрозділ 2.7), або ансамблю модулів (див. підрозділ 2.8), що дає нові
можливості для підвищення ефективності розв’язання поставленої задачі
[7 – 9]. У підрозділі 2.6 задача модифікації базової НМ зводиться до
розв’язання умовної задачі багатокритеріальної оптимізації на основі
розробленого гібридного генетичного алгоритму. У підрозділі 2.7
обґрунтовано доцільність створення гібридних мереж модульної структури на
основі використання базової НМ та двонаправленої асоціативної пам’яті
(мережа Коско). У підрозділі 2.8 запропоновано підхід подальшого
ускладнення топології гібридних НМ за рахунок створення ансамблю модулів.
На основі вище наведеного методологію синтезу гібридних нейронних
мереж можна представити у вигляді такої послідовності дій.
1. Оптимальний вибір топології базової нейронної мережі.
2. Модифікація на основі розв’язання поставленої задачі
багатокритеріальної оптимізації за рахунок зміни кількості
прихованих шарів, нейронів у них, перехресних зв’язків, визначення
значень вагових коефіцієнтів.
3. Структурно-параметричний синтез модуля, в склад якого входять
базова НМ, двонаправлена асоціативна пам’ять.
4. Структурно-параметричний синтез ансамблю, що складається з
модулів НМ.
Кожен з пунктів запропонованої методології представляє собою окрему
задачу, тому розглянемо їх розв’язання окремо. Для розв’язання кожної з
вище перелічених задач розроблено нові методи та алгоритми, тому
запропонований підхід можна вважати методологією.
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2.3 Оптимальний вибір топології базової штучної нейронної мережі
2.3.1 Постановка задачі оптимального вибору топології базової
нейронної мережі
Задано множину нейронних мереж   , 1,iNN i n і сформульовано
прикладну задачу (апроксимації, класифікації, прогнозування, прийняття
рішень, керування тощо).
Необхідно із множини   , 1,iNN i n для поставленої прикладної задачі
за еталонними вибірками цього ж типу задач, представлених на сайті [10],
вибрати топологію базової НМ відповідно до критерію Еузаг.
2.3.2 Алгоритм оптимального вибору топології базової нейронної
мережі
Задача оптимального вибору топології базової НМ розв’язується за
допомогою використання методу перебору. Алгоритм має наступний вигляд.
1) За класом задач, до якого відноситься поставлена задача, визначаються
навчальні вибірки, які знаходяться на сайті навчальних задач [10].
2) Вибрана навчальна вибірка ділиться у відповідності: 80% –
навчальна вибірка, 20% – тестова.
3) У відповідності до класифікації НМ (див. рис. 1.4) послідовно для
кожної НМ проводиться її навчання згідно визначеного для неї алгоритму.
4) Використовуючи тестову вибірку для кожної НМ визначається Еузаг.
5) За базову НМ обирається та, яка має найменшу Еузаг.
Розглянемо приклади оптимального вибору топології базової НМ для
задач відповідно: апроксимації, класифікації та прогнозування.
2.3.3 Приклади оптимального вибору топології базової нейронної
мережі
У результаті використання методу перебору на основі чисельних
експериментів і тестування різних топологій НМ (див. рис. 1.6) для
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розв’язання задачі апроксимації відповідно до критерію Еузаг вибрані
топології ANFIS та NEFPROX.
У ході розв’язання задачі апроксимації саме топології ANFIS і
NEFPROX показали найкращі результати за даним критерієм.
Формат навчальної вибірки наступний:
- 10 чітких числових параметрів;
- розмір навчальної вибірки 200 значень;
- розмір тестової вибірки 50 значень.
Результати проведених експериментів наведено в табл. 2.1.
Таблиця 2.1
Результати навчання мережі ANFIS
Час навчання, с Похибка при
навчанні
Кількість правил Кількість циклів
навчання
6 0.001 24 200
Результати роботи мережі ANFIS з тестовою вибіркою наведено в
табл. 2.2.
Таблиця 2.2
Результати роботи мережі ANFIS з тестовою вибіркою
Час роботи, с Похибка при роботі
9 0,04
Результати навчання мережі NEFPROX наведені в табл. 2.3.
Таблиця 2.3
Результати навчання NEFPROX
К-сть функцій
належності
Час
навчання, с
Похибка
при
навчанні
Кількість
правил
К-сть циклів
навчання
10 4 0,001 17 200
20 9 0,001 24 200
Результати роботи мережі NEFPROX з тестовою вибіркою наведено в
табл. 2.4.
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Таблиця 2.4
Результати роботи мережі NEFPROX з тестовою вибіркою
Кількість функцій
належності
Час роботи, с Похибка при роботі
10 2 0,18
20 6 0,06
В якості базових топологій для розв’язання задачі класифікації,
найкращими виявилися топології нечітких нейронних мереж, які
представлено в табл. 2.5.
Таблиця 2.5
Порівняння топологій
Т
оп
ол
ог
ія
К
іл
ьк
іс
ть
 ш
ар
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ви
ла
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ив
од
у
А
лг
ор
ит
м
на
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Область застосування
К
ла
си
ф
ік
ац
ія
К
ла
ст
ер
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ія
А
пр
ок
си
м
ац
ія
П
ро
гн
оз
у-
ва
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я
О
пт
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із
ац
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П
ам
’я
ть
К
ер
ув
ан
ня
ANFIS 5
Такагі–
Сугено,
Цукамото
Градієнтний
спуск + +
TSK 5 Такагі–Сугено
Гібридний
(2 етапи) + +
Wang-
Mendel 4
Гібридний
(2 етапи) + +
NEFCON
Метод
нечітких
множин
+
NEFPROX 3
Метод
нечітких
множин
+
NEFCLASS 3
Метод
нечітких
множин,
генетичні
алгоритми
+
Для роботи з даними різних типів буде використовуватись набір даних
“Wine” [10], у якому присутні три види даних.
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1. Чіткі змінні. Задані наступні характеристики: стійка кислотність,
лимонна кислота, залишковий цукор, хлориди, всі двоокиси сірки, сульфати.
2. Нечіткі змінні. Задані: летюча кислотність, вміст вільного
двоокису сірки, рН.
3. Лінгвістичні змінні. Кожен терм лінгвістичних змінних відповідає
нечіткій підмножині, яка використовує трикутну функцію, як функцію
належності.
1) Густина Т = {висока, середня, низька}.
2) Вміст спирту Т = {високий, середній, низький}.
Відповідно до постановки задачі (підрозділ 2.1), скориставшись
пакетом Matlab Neural Network Toolbox і навчальною вибіркою Wine,
виконаємо розв’язання задачі вибору оптимальної топології нейронної
мережі. Результати розв’язання задачі наведено в табл. 2.6.
Таблиця 2.6
Результати розв’язання задачі різними топологіями
Топологія Часнавчання, с
Похибка на
навчальній
вибірці
Час роботи, с
Похибка на
тестовій
вибірці
ANFIS 6 0,001 9 0,04
TSK 6 0,002 11 0,12
Wang-Mendel 7 0,002 12 0,14
NEFCON 5 0,003 10 0,15
NEFPROX 4 0,002 9 0,11
NEFCLASS 9 0,001 6 0,0598
Виходячи з отриманих результатів, можна зробити висновок, що
найкращими є топології ANFIS і NEFCLASS.
У результаті чисельних експериментів і тестування різних топологій
нейронних мереж для розв’язання задачі прогнозування вибрано топології
ANFIS, NEFPROX і TSK. Для порівняння ефективності роботи різних
топологій під час розв’язання задачі прогнозування було обрано наступну
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задачу:визначення віку молюска за його фізичними атрибутами [10].
Зазвичай, для розв’язання подібної задачі, молюска просто розрізають, а
потім під мікроскопом рахують кількість кілець на його тілі. Однак існує
інший, більш легкий і швидкий спосіб, який ґрунтується на аналізі фізичних
параметрів молюска.
Опис параметрів вибірки наведено в табл. 2.7. Як вхідні дані
використовуються параметри 1–7. Результатом прогнозування виступає
параметр 8. Для прискорення навчання всі параметри чисельного типу були
пронумеровані шляхом ділення на 200.
Таблиця 2.7
Опис набору даних
№ Назва Тип даних Одиницівиміру Опис
1 Стать бінарний - 0 – жіночий,1 – чоловічий
2 Довжина чисельний мм Найбільшийлінійний розмір
3 Діаметр чисельний мм Перпендикулярнийдовжині розмір
4 Висота чисельний мм Висота
5 Повна вага чисельний г Вага всьогомолюска
6 Вага тіла чисельний г Вага безчерепашки
7 Висушена вага чисельний г Вага висушеногомолюска
8 Кількість кілець цілий -
Кількість кілець
вказує на вік
молюска
Навчальна вибірка містить 350 записів. Для перевірки точності роботи
використовується контрольна вибірка, яка містить 50 записів. Фрагмент
навчальної вибірки наведено в табл. 2.8.
Результати навчання мережі наведено в табл. 2.9.
Результати роботи мережі ANFIS з тестовою вибіркою наведено в
табл. 2.10.
Результати навчання мережі NEFPROX наведено в табл. 2.11.
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Результати роботи мережі NEFPROX з тестовою вибіркою наведено в
табл. 2.12.
Результати навчання мережі TSK наведено в табл. 2.13.
Таблиця 2.8
Фрагмент навчальної вибірки
Стать Довжина Діаметр Висота Повнавага
Вага
тіла
Висушена
вага
1 0,455 0,365 0,095 0,514 0,2245 0,15 15
1 0,35 0,265 0,09 0,2255 0,0995 0,07 7
0 0,53 0,42 0,135 0,677 0,2565 0,21 9
1 0,44 0,365 0,125 0,516 0,2155 0,155 10
0 0,53 0,415 0,15 0,7775 0,237 0,33 20
0 0,545 0,425 0,125 0,768 0,294 0,26 16
1 0,475 0,37 0,125 0,5095 0,2165 0,165 9
… … … … … … … …
Таблиця 2.9
Результати навчання мережі ANFIS
Тип мережі Часнавчання, с
Похибка при
навчанні
Кількість
правил
Кількість
циклів
навчання
Стандартна
топологія 6 0,001 24 200
Модифікована
топологія 6,2 0,005 24 200
Таблиця 2.10
Результати роботи мережі ANFIS з тестовою вибіркою
Тип мережі Тривалість роботи, с Похибка на тестовійвиборці при роботі
Стандартна топологія 9 0,04
Модифікована топологія 9,5 0,1
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Таблиця 2.11
Результати навчання NEFPROX
Тип мережі
К-сть
функцій
належності
Час
навчання, с
Похибка
при
навчанні
К-сть
правил
К-сть
циклів
навчання
Стандартна
топологія 10 4 0,001 17 200
Модифікована
топологія 10 4,1 0,007 17 200
Стандартна
топологія 20 9 0,001 24 200
Модифікована
топологія 20 9,3 0,008 24 200
Таблиця 2.12
Результати роботи мережі NEFPROX з тестовою вибіркою
Тип мережі К-сть функційналежності
Тривалість
роботи, с
Похибка при
роботі
Стандартна
топологія 10 2 0,18
Модифікована
топологія 10 2,05 0,14
Стандартна
топологія 20 6 0,06
Модифікована
топологія 20 6,1 0,12
Таблиця 2.13
Результати навчання мережі TSK
Тип мережі Часнавчання, с
Похибка при
навчанні
Кількість
правил
Кількість
циклів
навчання
Стандартна
топологія 8 0,001 24 270
Модифікована
топологія 8,5 0,003 24 270
Результати роботи мережі TSK з тестовою вибіркою наведено в
табл. 2.14.
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Таблиця 2.14
Результати роботи мережі TSK з тестовою вибіркою
Тип мережі Тривалість роботи, с Похибка при роботі
Стандартна топологія 10 0,03
Модифікована
топологія 11 0,1
Виходячи з проведених експериментів можна зробити наступні
висновки:
1. Мережа NEFPROX працює найшвидше з усіх розглянутих
топологій, однак має найменшу точність.
2. Мережа TSK має найбільшу точність, однак вона складніша в
навчанні і потребує більше часу на навчання і роботу.
3. Мережа ANFIS виступає оптимальною в співвідношенні
точність/швидкість роботи. Крім того, вона достатньо проста за структурою і
швидко навчається.
Опис топологій ANFIS, NEFPROX, NEFCLASS, TSK та їх модифікацій
наведено в додатку Д.2.1.
Необхідно навчити дані топології для роботи з даними різних типів.
Оскільки за замовчуванням наведені ШНМ працюють з чіткими числовими
входами, то необхідно привести всі входи до єдиного чіткого формату. Для
цього буде використовуватись перетворюючий блок на вході.
Модифікація мереж для можливості роботи з різними типами вхідних
даних призводить до падіння точності на 5–7% в порівнянні зі стандартними
мережами незалежно від топологій. У зв’язку із цим виникає необхідність
синтезу нових, більш складних комплексних топологій.
Розглянемо випадок модифікації вибраної оптимальної технології НМ.
Для цього проаналізуємо зв’язки різних типів, які можна встановити між
нейронами різних шарів в багатошаровій нейронній мережі (БНМ).
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2.4 Розробка нової топології одношарових нейронних мереж
2.4.1 Опис моделі нового нейрону
1. Математичну модель нейрону представлено у вигляді:
 ( , ) ,y SF x W
де ( , )S x W – індуковане локальне поле, x – вектор входів, W – вектор
вагових коефіцієнтів, F(.) – вектор функцій активації, y – вихідний сигнал.
Властивості нейрона, а отже і можливості ШНМ, яка складається з
цих нейронів, залежать від вигляду функцій активації.
Робота мережі зводиться до класифікації (узагальнення) вхідних
сигналів, які належать n-вимірному гіперпростору для деякої кількості класів
та відбувається шляхом розбиття гіперпростору гіперплощинами.
Це еквівалентно наступному: неперервну функцію багатьох змінних
( ), nf x x R  , що має певні додаткові властивості, можна з будь-якою
заданою точністю апроксимувати кусково-лінійною функцією, що розбиває
простір nR на опуклі множини 1 , ...,
n
NS S R , які не перетинаються, і на
кожній множині задати відповідну лінійну функцію
( ) , 1,..., ,T ni i if x w x i N w R      .
Кожна отримана область є областю окремого класу. Наприклад, для
одношарового персептрона з функцією Хевісайда, як функції активації,
кількість класів не перевищує 2m, де m – кількість виходів. Однак, не всі з
класів можуть бути розділені даною нейронною мережею. Одношаровий
персептрон, який складається з одного нейрона з двома входами, не може
реалізувати логічну функцію «Виключаюче АБО», тобто не може розділити
площину (двовимірний гіперпростір) на дві напівплощини так, щоб
здійснювати класифікацію вхідних сигналів по класам A і B [20, 22].
Функції, які не реалізуються одношаровим персептроном,
називаються лінійно-нероздільними.
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Альтернативою такому рішенню є використання кусково-лінійного
нейрона як базового елемента для створення таких важких кусково-лінійних
функцій в задачі оптимізації [10]:
T T
T T
, 0,
piecewise_linear ( , , , ) , , .
, 0,
nw x h xy x w w h w w h R
w x h x

   

    
Структуру такого нейрона представлено на рис. 2.1.
Вектори параметрів , ,w w h 
  мають наступний зміст:
 вектор h задає гіперплощину, що розділяє простір nR на два
півпростори;
 вектор w задає ваги кусково-лінійної функції piecewise_linear на
півпросторі, де T 0;h x 
 вектор w задає ваги кусково-лінійної функції piecewise_linear на
півпросторі, де T 0.h x 
Очевидно, що функція piecewise_linear не є диференційованою в точках
T: 0x h x   – отже, якщо використовувати нейрони з такою моделлю, то
процес навчання нейронної мережі із застосуванням градієнтних методів для
пошуку оптимальних значень вагових коефіцієнтів буде дещо ускладненим.




Рис. 2.1. Структура нейрона
Для вирішення цієї проблеми пропонується наступна модель нейрону:
T T
T T
sigm_piecewise( ; , , ) ; 0
1 1kh x kh x
w x w xx w w h k
e e
 
       
      ,
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де для всіх векторів x , таких, що T 0h x   , маємо:
: sigm_piecewise( ; , , ) piecewise_linear( ; , , )k x w w h x w w h    
       .
Хоча функція sigm_piecewise «стає» функцією piecewise_linear (для всіх
T: 0x h x   ) лише на границі, вже навіть при невеликих значеннях k вона
дуже добре апроксимує цю функцію. В цьому можна впевнитися, записавши
функцію piecewise_linear наступним чином:
T T T Tpiecewise_linear( ; , , ) *step'( ) *step''( )x w w h w x h x w x h x     
           ,
де
1, 0 1, 0
step '( ) , step ''( )
0, 0 0, 0
x x
x x
x x
      
.
Власне, функція sigm_piecewise відрізняється від функції
piecewise_linear тим, що замість Tstep'( )h x
  та Tstep''( )h x   використовуються
множники T
1
1 kh xe   та T
1 ,
1 kh xe   відповідно, – тобто замість використання
функцій step'( )x та step''( )x використовується логістична сигмоїда
1sigm( ; ) , 0
1 kx
x k k
e
  . Порівняємо графіки функцій step'( )x (функція
step''( )x відрізняється від функції step'( )x лише значенням в 0x  ) та
sigm( ; )x k для 100k  (рис. 2.2)
Рис. 2.2. Графіки функцій step '( )x та sigm( ; )x k для 100k 
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Як бачимо, апроксимація справді доволі точна навіть для відносно
невеликого значення параметру k .
Структурно, нейрон з моделлю sigm_piecewise можна представити так,
як показано на рис. 2.3.
Як відомо, зазвичай математична модель штучного нейрону
складається з двох частин: блока-зваженого суматора T( ; )S x w w x    та
функції активації TF( ; )x  (де  – деякий вектор параметрів функції
активації, може бути відсутній), на вхід якої подається вихід суматору, і
разом ці дві частини описують модель нейрону вигляду
( ; , ) TF( ( ; ); )f x w S x w       . У випадку нейрона з математичною моделлю
sigm_piecewise структура складніша: маємо три суматори –
( ; ), ( ; ), ( ; )hS x w S x w S x h   
     та, відповідно, функцію активації, яка залежить від
трьох змінних – TF( , , ; )
1 1h hh kS kS
S SS S S k
e e
 
     , і використовуючи ці
частини повна модель нейрону може бути записана як:
sigm_piecewise( ; , , ) TF( ( ; ), ( ; ), ( ; ); ), 0.hx w w h S x w S x w S x h k k      
        
Рис. 2.3. Структура нейрона з моделлю sigm_piecewise
На жаль, через те, що функція активації TF( , , ; )hS S S k  є функцією від
трьох змінних (якщо k деяке фіксоване значення), неможливо у загальному
випадку зобразити її у вигляді двовимірного або тривимірного графіку.
hn
w-n
1
TF
x1
xn
.
.
.
∑
∑
∑
w+1
h1
w+n
w-1
1
1
1
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Однак можна це зробити для певних часткових випадків, наприклад, якщо
прийняти, що S CS  , де С – деяка константа.
Графік функції активації при 5C  та 2k  виглядатиме так, як
показано на рис. 2.4.
Рис. 2.4. Графік функції активації при 5C  та 2k 
2.4.2 Налаштування параметрів нейрону Sigmoid Piecewise
Оскільки математична модель нейрону Sigmoid Piecewise є
диференційованою функцією від своїх параметрів, їх налаштування для
мінімізації певної функції, що залежить від виходу нейрону, можна
виконувати, використовуючи певну модифікацію алгоритму градієнтного
спуску. Формули для розрахунку перших похідних мають вигляд:
T
1
q
kh x
q
xf
w e
     , T1
q
kh x
q
xf
w e
     , T T
T T
2q kh x kh xq
f w x w xkx
h e e
 

         
   
.
Отже, маємо наступний графік залежності значень похідних / qf w  та
/ qf w  від значень qx та ThS h x
  ( 1k  ) (рис. 2.5).
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Рис. 2.5. Графік залежності значень похідних / qf w  та / qf w  від значень qx
та ThS h x
 
( 1k  )
А так виглядає графік залежності значення похідної / qf h  від значень
T T( )qt kx w x w x      та ThS h x
  ( 1k  ) (рис. 2.6).
Рис. 2.6. Графік залежності значень похідної / qf h  від значень T T( )qt kx w x w x     
та ThS h x
 
( 1k  )
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Для подальшого аналізу «поведінки» часткових похідних нейрону
sigm_piecewise також варто зауважити, що сума
q q
f f
w w 
   може бути
спрощена наступним чином:
T T
T T T T
T T T
1 1
(1 ) (1 ) (2 )
                   .
(1 )(1 ) 2
T
q q
kh x kh x
q q
kh x kh x kh x kh x
q q q
qkh x kh x kh x kh x
x xf f
w w e e
x e x e x e e
x
e e e e

 
 
 
       
         
  
      
      
Проаналізувавши ці графіки та рівняння можна зробити наступні
висновки:
1. Важливий вплив на значення усіх похідних має значення ThS h x
  ,
тобто як далеко і по який бік від розділяючої площини, що задається
вектором h

, знаходиться приклад x .
2. Сумарне значення похідних
q q
f f
w w 
   завжди дорівнює qx .
Однак, в залежності від знаку та величини по модулю значення hS більший
вклад до цієї суми буде вносити одна з похідних: якщо 0hS  – значення
похідної
q
f
w

 буде дуже близьке до qx , а значення похідної q
f
w

 – до 0; і
навпаки коли 0hS  . Якщо ж 0hS  – вклад обох похідних приблизно
рівний.
3. Похідна 0
q
f
h
  при 0hS  та
T T( )qkx w x w x      при 0hS  .
Таким чином, якщо вектор x знаходиться далеко від розділяючої
гіперплощини – він майже не буде впливати на налаштування вектору
параметрів h

; якщо ж вектор x близький до розділяючої гіперплощини –
значення похідної для цього вектору буде пропорційне значенню різниці
T Tw x w x     – тобто якщо T Tw x w x     – то знову ж таки вплив такого вектору на
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фінальний вектор корекції для вектору h

буде меншим, ніж вплив деякого
гіпотетичного вектору 'x , для якого T T'h x h x   і який має таку ж норму що і
вектор x , але для якого значення Tw x
 
та Tw x
 
сильно відрізняються. Отже,
найбільший вплив на корекцію вектору параметрів h

будуть мати такі
приклади x , для яких T 0h x   та T T 0w x w x      . Із цього можна зробити
висновок, що якщо в якийсь момент налаштування параметрів нейрону усі
приклади із навчальної вибірки будуть мати велике значення T 0h x   –
подальше налаштування вектору h

практично зупиниться, оскільки усі
похідні
q
f
h

 будуть дуже близькі до нуля, при цьому можливі дві ситуації:
1) усі приклади знаходяться по один бік від відповідної розділяючої
гіперплощини – «погана» ситуація, оскільки в такій ситуації нейрон
фактично перетворюється на звичайний лінійний нейрон, і налаштовуватися
буде лише один з векторів – w
 чи w ;
2) частина прикладів знаходиться по один бік від відповідної
розділяючої гіперплощини, а інша частина – по інший бік – тобто у
навчальній вибірці існує два чи більше кластерів-прикладів, що лінійно-
роздільні з певним «зазором», в результаті знаходимо гіперплощину, яка
розділяє ці кластери, що в більшості випадків «добре» – для таких кластерів
зазвичай варто використовувати різні прогнозуючі моделі.
Якщо після корекції вектори w
 та w стануть однаковими – на
наступній ітерації корекція вектору h

буде нульовою. Але враховуючи
результати аналізу поведінки похідних
q
f
w

 та q
f
w

 – така ситуація повинна
виникати дуже рідко, і не тривати більше однієї ітерації – оскільки відповідні
похідні будуть дуже відрізнятися на наступних ітераціях
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Для використання нейрону Sigmoid Piecewise у багатошарових
нейронних мережах окрім перших похідних моделі нейрону за його
параметрами також потрібні перші похідні моделі за вхідними змінними qx :
T T T T T T
T T( )
2 1 1 1 1
q q q q q q
kh x kh x kh x kh x kh x kh x
q q q
kh w x w x w w h w wf f
x h xe e e e e e
     
  
                      
   
.
Ця похідна буде ненульовою завжди, коли виконуються умови 0qw 
та 0qw  .
2.4.3 Порівняння з «родиною» ReLU нейронів
У роботі [12] був запропонований нейрон з функцією активації
TReLU( ; ) max(0, )x w w x    , графік якої показано на рис. 2.7.
Очевидно, що модель нейрону ReLU , а також його модифікації –
Parametric ReLU (PReLU) нейрону, з моделлю вигляду:
T T
T T
, 0,
PReLU( ; , )
* , 0,
w x w x
x w a
a w x w x
   
        
є частковими випадками більш загальної моделі piecewise_linear :
1) ReLU( ; ) piecewise_linear( ; , 0, )x w x w w w h w    
       ,
2) PReLU( ; , ) piecewise_linear( ; , * , )x w a x w w w a w h w    
        .
Рис. 2.7. Графік нейрону з функцією активації TReLU( ; ) max(0, )x w w x   
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У свою чергу, функція sigm_piecewise( ; , , )x w w h 
   є більш загальною,
ніж piecewise_linear( ; , , )x w w h 
   – отже модель sigm_piecewise є більш
загальною, ніж ReLU та PReLU , однак при цьому вона має в три рази більше
параметрів.
Відомою проблемою при навчанні нейронних мереж, до складу яких
входять нейрони з функцією активації PReLU , є так звана проблема
«вмираючого ReLU -нейрона»: якщо в результаті деякої модифікації вектора
параметрів w ReLU -нейрона для усіх прикладів із навчальної вибірки
tx X виконується умова T: 0tx X w x     , то надалі в процесі навчання
градієнт функції-моделі цього нейрона по вектору параметрів w завжди буде
рівний 0

(очевидно, що вихід нейрона для будь-якого прикладу з навчальної
вибірки дорівнюватиме 0). Таким чином, нейрон «вмирає» – він не
навчається та завжди на його виході маємо 0.
На відміну від ReLU -нейрона, нейрон з функцією активації
sigm_piecewise( ; , , )x w w h 
   позбавлений цієї проблеми – градієнт функції по
вектору параметрів h

є ненульовим вектором практично завжди, і серед двох
градієнтів по вектору параметрів w
 та вектору параметрів w хоча б один
буде ненульовим для деякого вектору x (в залежності від значення Th x  ).
2.4.4 Порівняння на реальних вибірках
Перше порівняння було виконане на наявному у відкритому доступі
часовому ряді денних значень курсу USD до EUR (рис. 2.8) [38].
Навчальну вибірку , :t tX y X    було побудовано з вихідного
часового ряду методом вкладення часових рядів з розмірністю вкладення
5m  та горизонтом прогнозування 4k  – тобто для прогнозу значення
4ig  використовувалися значення 4 3 2 1, , , , .i i i i ig g g g g   
Середньоквадратична помилка наївної моделі вигляду 4ˆ i ig g 
дорівнює 2naive 7.16 10 .MSE
 
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Рис. 2.8. Часовий ряд денних значень курсу USD до EUR
Задамо рівень середньоквадратичної помилки, якого потрібно досягти
2
target 5 10MSE
  , і будемо «жадібним» чином навчати обидві мережі, поки
не буде досягнуто заданий рівень помилки, після чого побудуємо графік
залежності кількості нейронів від середньоквадратичної помилки мережі, що
складається з цієї кількості «жадібним» чином навчених нейронів, для обох
мереж (рис. 2.9).
Рис. 2.9. Графік залежності кількості нейронів від середньоквадратичної
помилки мережі
Як бачимо, починаючи приблизно зі значення помилки
2
reshold 6.5 10tMSE
  для досягнення цього значення помилки було потрібно в
три рази більше «зважених» нейронів за типом ReLU ніж нейронів типу
sigm_piecewise, після чого розрив у потрібній кількості нейронів тільки
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збільшувався – а отже, враховуючи, що нейрон типу sigm_piecewise має
приблизно в три рази більше параметрів – для досягнення помилки, меншої
за tresholdMSE при використанні нейронів типу sigm_piecewise було потрібно
менше параметрів, ніж при використанні «зважених» нейронів типу ReLU.
Другий тест було виконано на вибірці середніх процентних ставок по
державним облігаціям в Австралії, 1969–1994 роки (рис. 2.10 та 2.11).
Рис. 2.10. Графік даних, що
використовувалися для другого
порівняльного тесту
Рис. 2.11. Графік залежності кількості
нейронів від досягнутого рівня помилки
апроксимації у другому порівняльному
тесті. Помаранчевий графік – для мережі
з ReLU нейронами, синій – для мережі з
SP нейронами
Після виконання аналогічних кроків для отримання навчальної вибірки
X ,y : X R   помилка наївної моделі склала =2.9157naiveMSE . Задамо
помилку, яку потрібно досягнути 1 5t arg etMSE . . Після виконання тесту
побудуємо аналогічні графіки:
Починаючи приблизно зі значення помилки 1.6tresholdMSE  для
досягнення цього значення помилки було потрібно в 3 рази більше нейронів
типу ReLU ніж нейронів типу SP, після чого розрив у потрібній кількості
нейронів знову ж таки тільки збільшувався.
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2.4.5 Структура та навчання мереж з нейронами типу
sigm_piecewise
Враховуючи проблеми багаторівневих архітектур нейронних мереж та
відносну складність моделі самого нейрону sigm_piecewise, доцільним буде
використовувати архітектуру персептрону з одним прихованим шаром
(рис. 2.12).
Рис. 2.12. Архітектура персептрона з одним прихованим шаром
Оскільки функція нейрон з моделлю sigm_piecewise є апроксимацією
кусочно-лінійної функції piecewise_linear , то сума цих нейронів вигляду
 ( ) ( ) ( )
1
sigm_piecewise ; , , ,
n
j j j
j
j
v x w w h 

   
в свою чергу буде апроксимацією відповідної суми функції piecewise_linear .
Оскільки функція piecewise_linear(x; , , )w w h 
   розбиває простір на два
підпростори гіперплощиною h

, і задає на кожному підпросторі свою лінійну
функцію, то сума таких функцій вже може розбивати простір на велику
кількість підпросторів – в залежності від кількості функцій у сумі, і на
кожному підпросторі задавати певну лінійну функцію – тобто при достатній
кількості функцій у сумі можна задати кусочно-лінійну функцію будь-якої
∑
x1
xn
.
.
.
f
f
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.
119
складності. Отже, навіть цієї простої архітектури з одним прихованим шаром
повинно бути достатньо для апроксимації будь-яких неперервних функцій.
Відомо, що при навчанні багатошарових нейронних мереж з великою
кількістю нейронів у шарах та/або великою кількістю шарів дуже важко
знайти вектор параметрів, при якому досягається глобальний мінімум
функції помилки. Це обумовлено тим, що функція помилки, яку потрібно
мінімізувати, у випадку складних нейронних мереж також є складною
нелінійною функцією від вектору параметрів, що оптимізуються – а
мінімізація таких функцій в загальному випадку є невирішеною задачею.
Зазвичай при мінімізації таких функцій використовуються градієнтні методи,
які дуже чутливі до локальних мінімумів та «плато» – регіонів у просторі
векторів параметрів, де вектор градієнту функції близький до нульового –
при потраплянні у такі регіони градієнтні методи схильні до «застрягання».
Через це все більше уваги приділяється так званим методам переднавчання,
що намагаються так ініціалізувати вектор параметрів мережі, щоб:
 не потрапити у названі «проблемні» регіони простору параметрів;
 починати навчання вже з деякого «задовільного» значення помилки.
Ідея запропонованого методу полягає в поступовому збільшенні
кількості нейронів у прихованому шарі, у разі додавання нового нейрона
навчаються тільки його параметри та параметр, що відповідає за вагу цього
нейрону у нейроні-суматорі вихідного шару – усі інші параметри фіксуються.
Для використання цього методу повинна виконуватись умова, що для
будь-якої навчальної вибірки (T) (T) (T), :X y X   і для будь-якого заданого
значення помилки 0  , якого потрібно досягнути, існує така кількість
нейронів у прихованому шарі m, і такі вектори параметрів 1,..., , ; ,
m
mw w v v R   
що помилка мережі описаного типу з такими параметрами буде менше або
рівна за  :
(T) (T) (T)
1
(T) (T)
1
, : , 0 : , ,..., ,
     : , , Net( ) ( ; ) .
m
m
i i
i
X y X R m N w w
v E X y x v f x w

       
     
 
   
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Якщо ця умова не виконується, то можлива ситуація, коли додавання та
навчання будь-якої кількості нових нейронів не буде зменшувати помилку
мережі на навчальній вибірці. Наприклад, ця умова не виконується для
мережі з лінійними нейронами у прихованому шарі, тобто коли T( ; )f x w w x   
– оскільки лінійна комбінація будь-якої кількості таких нейронів завжди буде
залишатися лінійною функцією від x , тому, якщо приклади у навчальній
вибірці не описуються ідеально деякою лінійною функцією, то існує деяке
граничне значення помилки threshold , менше якого отримати неможливо при
будь-якій конфігурації мережі з лінійними нейронами у прихованому шарі.
Маючи навчальну та валідаційну вибірки вигляду (T) (T) (T), :X y X  
та ( ) ( ) ( ), :V V VX y X   відповідно, переднавчання одношарової мережі
описаного типу згідно із запропонованим метод складається із таких кроків:
1) На першій ітерації навчається мережа описаного типу з одним
нейроном у прихованому шарі.
2) Після i ітерацій маємо мережу з i нейронами у прихованому шарі.
3) На ітерації 1i  до прихованого шару мережі додається ще один
нейрон, після чого повторно виконується навчання мережі, але усі параметри
мережі, крім параметрів цього нейрону та його ваги у нейроні-суматорі
вихідного шару, фіксуються.
4) На кожній ітерації і розраховуються:
 поточне значення помилки мережі на валідаційній вибірці –
позначимо його як ( )( )VE i ;
 мінімальне значення серед усіх помилок на попередніх ітераціях –
позначимо його як
( ) ( )
min 1,..., 1
( ) min ( ).
V V
j i
E i E j 
5) Додавання нових нейронів виконується поки виконується умова, що
протягом І останніх ітерацій мінімальне значення помилки мережі на
валідаційній вибірці було «достатнім чином» покращено, тобто:
( ) ( )
min min( ) ( ), (0,1], , ,
V V
E i a E i I a I N i I      
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де a – константа, що задає потрібний рівень покращення мінімального
значення помилки за І ітерацій – зазвичай його обирають із множини чисел
{0.9,0.99,0.999,...} – тобто при 0.9a  за І ітерацій мінімальна помилка
мережі на валідаційній вибірці повинна зменшитися не менше ніж на 10%,
при 0.99a  – не менше, ніж на 1% і так далі.
6) Після зупинки мережа повертається до ітерації, де було досягнуто
мінімум помилки на валідаційній вибірці.
Використання цього методу для переднавчання мереж описаного типу є
доцільним, коли для досягнення задовільного значення помилки мережі на
навчальній вибірці достатньо мережі з відносно невеликою кількістю
нейронів у прихованому шарі – від 10 до 10000 (в залежності від
обчислювальної потужності комп’ютера, що застосовується для навчання, та
часу, виділеного на навчання), оскільки на кожній ітерації навчаються
параметри лише одного нейрона. Така ситуація зазвичай виникає або коли
невідома апроксимована функція є доволі простою, або коли модель нейронів,
що використовуються у прихованому шарі, є доволі складною функцією.
2.5 Аналіз зв’язків різних типів
Між нейронами різних шарів у БНМ можуть бути встановлені зв’язки
різних типів (рис. 2.13).
У загальному випадку вихідний сигнал нейрона j-го шару є вхідним
сигналом шару з номером j + S. Можливі такі типи зв’язків між нейронами:
послідовні (S = 1); перехресні (S > 1); латеральні (S = 0); зворотні (S < 1).
У випадку НМ з прямим послідовним зв’язком вихідний сигнал
нейронів деякого шару є вхідним сигналом нейронів наступного за ним шару.
Латеральні зв’язки встановлюються між нейронами одного й того ж шару,
перехресні (або зв’язки через шар) встановлюються між нейронами деякого
шару і подальших шарів (але не наступного шару).
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Рис. 2.13. Основні види зв’язків між нейронами різних шарів в моделі НМ
коннекціоністського типу: а – одношарова мережа з прямим зв’язком;
б – багатошарова мережа з прямим зв’язком; в – багатошарова мережа з
перехресним зв’язком; г – одношарова рекурентна мережа (зі зворотним зв’язком);
д – багатошарова рекурентна мережа; е – мережа з латеральними зв’язками
Зворотні зв’язки – це зв’язки між нейронами деякого шару і попередніх
шарів. Прикладами одношарових і багатошарових нейронних мереж з
послідовними зв’язками (у випадку багатошарових також і з перехресними
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зв’язками) є одношарові і багатошарові персептрони, з латеральними – мережі
Кохонена, із зворотними – мережі Хопфілда, Хемінга, машина Больцмана.
За наявності в багатошаровій нейронній мережі послідовних,
зворотних, перехресних і латеральних зв’язків поняття шару нейрона
вироджується, оскільки важко і навіть неможливо визначити множину
нейронів, які отримують сигнал в один і той же момент часу.
Крім розглянутих основних типів зв’язків на практиці використовують
також пірамідальні і шаруваті НМ, в яких можуть бути  присутні різні типи
нейронів і функцій активації.
Складність НМ в роботі визначається загальною кількістю зв’язків між
всіма нейронами НМ і, в свою чергу, задає обчислювальну складність мережі
як кількість операцій ЕОМ, потрібну для перетворення вхідного сигналу у
вихідний. На основі наведеної класифікації різних типів НМ і розв’язаних
ними задач у даній роботі, відповідно до підрозділу 2.1 обрано наступні: НМ
без зворотних зв’язків, в яких є тільки прямі (послідовні і, можливо,
перехресні) чи латеральні зв’язки. Цей тип мереж охоплює достатньо
широкий клас НМ, дає можливість будувати ефективні комбіновані НМ, а
також інтегрувати з іншими технологіями. Математичні моделі НМ наведено
у додатку Д. 2.2.
Відповідно до запропонованої методології синтезу гібридних НМ
(підрозділ 2.2) наступною задачею є задача оптимальної модифікації базової
НМ.
2.6 Субоптимальна модифікація базової нейронної мережі
2.6.1 Постановка задачі модифікації базової нейронної мережі
Задано скінченний набір  ( , ) , 1, ...,j jJ j P R Y пар типу «атрибут-
значення», де ,j jR Y – вхідний і вихідний вектори, відповідно.
Необхідно оптимальним чином модифікувати базову НМ за
навчальною вибіркою даної задачі (структуру і параметри) обраної
124
оптимальної топології за еталонною вибіркою цього типу задач. За критерій
оптимальності приймається векторний критерій
 1 2( ), ( ) opt,I x I x I
де 1 узаг( ) ( )I x E x – помилка узагальнення, що визначає величину помилки
розв’язання поставленої задачі; 2 ( ) ( )I x S x – складність нейронної мережі
(кількість міжнейронних зв’язків); x = (s, p, q, w)
T
; s – кількість прихованих
шарів;  , 1, ,ip p i s  ip – кількість нейронів в і-му прихованому шарі;
 ,ir jfq q – перехресні зв’язки; , ,i j i j – номери шарів, , 1,i j s ; ,r f –
номери нейронів у прихованих шарах i та j відповідно, 1, , 1, ;i jr p f p 
,
1, перехресний зв'язок є,
0, перехресного зв'язку немає,ir jf
q    , ,ij kw w 1, ;i s 1, ,jj p 1, ijk g –
значення вагових коефіцієнтів; ijg – кількість входів і-го нейрона j-го шару.
Дана задача відноситься до класу задач багатокритеріальної
оптимізації.
У загальному вигляді багатокритеріальна задача оптимізації включає
набір N параметрів (змінних), множину цільових функцій K і множину
обмежень М.
Таким чином, при вирішенні багатокритеріальної задачі необхідно
знайти оптимум за K критеріями, а сама задача формально записується в
такий спосіб:
y = f (x) = (f1(x), f2(x), ..., fk(x)) → opt,
де x = (x1, x2, ..., xN)TX – вектор рішень, що задовольняє m обмеженням,
g(x) = (g1(x), g2(x), ..., gm(x)) ≥0; y = (y1, y2, ..., yk) – вектор цільових функцій.
При цьому X позначає простір розв’язків, а Y – простір критеріїв.
Обмеження g(x) ≥ 0 визначають множину допустимих розв’язків задачі.
Допустима множина D визначається як множина векторів-розв’язків х,
які задовольняють обмеженням g (x)
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D = {x X | g (x) ≥0}.
Багатокритеріальні задачі виявляються тим особливим класом задач, де
звичні евристики часто призводять до суперечностей, оскільки в них навіть
немає якогось універсального поняття «оптимуму» як в задачах
однокритеріальної оптимізації, що утруднює порівняння одного методу
багатокритеріальної оптимізації з іншим. А все тому, що розв’язанням такого
роду задачі є не єдиний оптимальний розв’язок, а множина компромісних
розв’язків, більше відомих як Парето-оптимальні (ефективні) розв’язки.
Кожний з таких розв’язків оптимальний в тому сенсі, що не можна домогтися
поліпшення по одному з компонентів вектора цільових функцій, не
погіршивши при цьому значення, принаймні, одного з решти його
компонентів. Тому першочерговою метою розв’язання задач
багатокритеріальної оптимізації, на відміну від однокритеріальної
оптимізації, є знаходження різних Парето-оптимальних розв’язків, які
відображають компромісне вирішення конфліктних ситуацій, що
характеризуються набором критеріїв.
Одним з найбільш перспективних методів розв’язання задачі
багатокритеріальної оптимізації є генетичні алгоритми.
2.6.2 Загальна конструкція генетичного алгоритму
Генетичні алгоритми належать до класу еволюційних алгоритмів і
мають ряд характеристик, які роблять їх кращими, ніж класичні методи
оптимізації [37]:
 для пошуку ефективних розв’язків з використанням генетичних
алгоритмів не потрібні специфічні знання про саму задачу і параметри, що
входять до неї;
 в генетичних алгоритмах замість детермінованих використовуються
стохастичні оператори, які показали себе досить стійкими в умовах
зашумленості зовнішнього середовища;
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 властивий генетичним алгоритмам паралелізм – одночасне
врахування великої кількості індивідів популяції – робить їх менш
чутливими до локальних оптимумам і впливу шумів.
Використання генетичних алгоритмів для розв’язання задач
багатокритеріальної оптимізації дозволяє позбутися основних недоліків
класичних методів, оскільки генетичні алгоритми підходять для задач
великої розмірності і здатні захопити Парето-оптимальні точки навіть при
одноразовому запуску алгоритму. За допомогою підтримки популяції
розв’язків і застосування концепції Парето-оптимальності, генетичні
алгоритми можуть знаходити різні Парето-оптимальні розв’язки паралельно.
Таким чином, на відміну від більшості класичних підходів до
розв’язання задач багатокритеріальної оптимізації, коли для отримання
кожної окремої точки необхідно проводити окремий запуск алгоритму
пошуку Парето-оптимальних розв’язків, застосовуючи еволюційний підхід
до векторної оптимізації, завдяки закладеному в генетичних алгоритмах
паралелізму, можливо отримання різних точок множини Парето при одному
прогоні алгоритму. Дана обставина є очевидною перевагою еволюційного
підходу до розв’язання задач багатокритеріальної оптимізації перед
традиційними методами їх розв’язання.
За аналогією з природною еволюцією, в генетичних алгоритмах
кандидати-розв’язку називаються індивідами або особинами, а множина
кандидатів-розв’язків – популяцією. Кожен індивід визначає можливий
розв’язок задачі, при цьому, однак, сам по собі він не є вектором розв’язку, а
скоріше кодує його, ґрунтуючись на відповідній структурі кодування
розв’язку. У генетичних алгоритмах ця структура визначається вектором –
вектором бітів або вектором дійсних чисел – набором генів, що утворюють
хромосоми. Множину всіх можливих векторів утворює простір індивідів або
популяцію.
Якість індивіда під час розв’язання задачі оптимізації визначається
скалярним значенням, так званою функцією пристосованості (англ. fitness
function).
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У процесі селекції, який може бути як стохастичним, так і
детермінованим, гірші розв’язки – непристосовані індивіди – видаляються з
популяції, в той час як індивіди з більшою пристосованістю – найбільш
пристосовані – піддаються репродукції. Мета полягає в тому, щоб посилити
пошук в певних областях пошукового простору і збільшити середню «якість»
всередині популяції.
Рекомбінація (схрещування, англ. crossover) і мутація націлені на
створення нових розв’язків за допомогою зміни існуючих розв’язків в межах
простору пошуку (рис. 2.14 та 2.15). Оператор рекомбінації породжує певну
кількість дочірніх особин за допомогою схрещування певної кількості
батьків. Щоб зімітувати стохастичну природу еволюції, оператор
рекомбінації асоційований з ймовірністю схрещування. На відміну від нього,
оператор мутації модифікує індивідів за допомогою зміни незначних частин
відповідних їм векторів згідно заданого ступеня мутації. Обидва ці оператора
(мутації і схрещування) працюють безпосередньо з індивідами (їх
генотипами), тобто діють в просторі індивідів, а не з декодованими
векторами рішень (фенотипами індивідів).
Заснована на представлених вище концепціях, природна еволюція
моделюється ітеративним обчислювальним процесом. Спочатку випадковим
чином (згідно заданої схеми) створюється початкова популяція, яка є
стартовою точкою еволюційного процесу. Далі певну кількість разів
повторюється цикл, що складається з кроків оцінювання (призначення
пристосованості), селекції, схрещування і / або мутації. Кожна така циклічна
ітерація називається поколінням і, найчастіше, заздалегідь визначена
максимальна кількість поколінь служить критерієм зупинки всього циклу.
Крім цього, критерієм зупинки можуть служити і інші умови, такі як
стагнація або існування індивіда з задовільною пристосованістю. Зрештою,
кращий індивід (індивіди) в результуючій популяції або знайдений протягом
всього еволюційного процесу є результатом еволюційного алгоритму.
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Рис. 2.14. Схема кроссоверу
Рис. 2.15. Схема мутації
2.6.3 Адаптивний вибір ймовірностей схрещування та мутації
Практичні експерименти демонструють, що ймовірності схрещування і
мутації мають критичне значення для розв’язання задачі за допомогою
генетичних алгоритмів [13, 14]. Визначення ймовірностей схрещування і
мутації, що повинні використовуватися, як правило, здійснюється за
допомогою методу проб і помилок. Оптимальні значення цих ймовірностей
варіюються між різними задачами та навіть на різних стадіях генетичного
пошуку.
У даній роботі використовується адаптивний підхід для визначення
ймовірностей схрещування і мутації. Ці ймовірності адаптуються відповідно
до результатів оцінки відповідного потомства в кожному поколінні.
Експериментальні результати показують, що пропонована схема значно
підвищує продуктивність генетичних алгоритмів і перевершує попередні
запропоновані методи.
Як уже було сказано вище, операція схрещування відбувається тільки з
ймовірністю рс. Коли хромосоми не піддаються схрещуванню, вони
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залишаються без змін. Аналогічно, оператор мутації використовується для
зміни деяких елементів в окремих індивідів з ймовірністю pм, що призводить
до додаткового генетичного різноманіття.
У роботах [13, 15] наведено рекомендації для установки значень
ймовірностей рс і pм. Типові значення рс знаходяться в діапазоні від 0,5 ~ 1,0,
в той час як типові значення pм знаходяться в діапазоні від 0,001 до ~ 0,05. Ці
загальні принципи були взяті з емпіричних досліджень на фіксованій
множині тестових завдань і є недостатніми, оскільки оптимальне значення
ймовірностей рс і pм є специфічними для кожної задачі.
Схема адаптивного вибору ймовірностей схрещування та мутації
У класичному генетичному алгоритмі генетичні оператори, такі як
схрещування і мутації, виконуються з постійною ймовірністю. Різні значення
ймовірностей схрещування і мутації можуть, однак, краще чи гірше сприяти
дослідженню різних напрямків пошуку в просторі станів, тим самим
впливаючи на продуктивність застосовуваного генетичного алгоритму.
Насправді, загальна продуктивність генетичного алгоритму залежить від
підтримки прийнятного рівня продуктивності протягом процесу еволюції.
Таким чином, оптимальним є використання генетичного алгоритму, який
пристосовується до продуктивності пошуку на кожній ітерації та «адаптує»
свої ймовірності схрещування та мутації.
Суть запропонованого підходу полягає в наступному: динамічно
регулювати параметри генетичного алгоритму (ймовірності схрещування та
мутації) відповідно до міри ефективності кожного оператора на даному етапі
пошуку. Для того, щоб оцінити ефективність генетичного оператора,
аналізується його здатність продукувати потомків з кращою пристосованістю.
Розглянемо потомство, отримане від двох батьків після виконання
схрещування, тоді схему адаптивного вибору ймовірностей схрещування та
мутації можна представити у наступному вигляді.
Крок 1. В якості початкових значень ймовірностей рс та pм оберемо
наступні типові рекомендовані значення [34]:
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 ймовірність схрещування рс = 0.9;
 ймовірність мутації pм = 0.05.
Крок 2. Визначимо значення прогресу кроссовера CP (crossover
progress) як
CP = fsumchild– fsumparent,
де fsumchild – сума значень функцій пристосованості двох нащадків, а fsumparent
– сума значень функцій пристосованості батьківських особин.
Крок 3. Визначимо середнє значення прогресу кроссовера СР (вимірює
загальну продуктивність оператора кроссовера на даній ітерації пошуку) для
покоління, яке зазнало nc операцій схрещування
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Крок 4. Визначимо значення прогресу мутації MP (mutationprogress)
MP = fnew–fold
де fnew – значення функції пристосованості нового індивіда (після мутації),
fold – пристосованість оригінального індивіда.
Крок 5. Визначимо середнє значення прогресу мутації MР для
покоління, яке зазнає nm операцій мутації, середнє значення прогресу мутації
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Крок 6. Коригуємо ймовірності схрещування і мутації відповідно до
середніх значень їх прогресу. Оператор, який краще проявив себе на даній
ітерації (з великим середнім значенням прогресу) повинен частіше брати
участь (збільшити ймовірність) на наступній ітерації, і навпаки.
Регулювання виконується, як показано нижче:
pc = pc + α·pcі pм = pм–α·pм, якщо CР > MР ,
pc = pc–α·pc і pм = pм + α·pм, якщо CР < MР ,
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де α – коефіцієнт швидкості адаптації, α належить [0,10; 0,15].
Зауважимо, що після кожного регулювання, ми повинні переконатися в
тому, що оператори схрещування і мутації мають можливість безперервно
працювати. З цієї причини ми встановлюємо мінімальні допустимі значення
для ймовірностей схрещування та мутації рівними відповідно 0,25 та 0,01.
Вказана послідовність кроків повторюється на кожній ітерації.
2.6.4 Вибір розміру популяції та кількості ітерацій
Деякі проблеми мають дуже великі простори рішень (тобто множина
змінних величин, з великим діапазоном допустимих значень для цих
змінних). У подібних випадках, популяції у 100 хромосом, ймовірно, замало,
оскільки така кількість особин просто не зможе правдоподібно
репрезентувати досить велику вибірку простору рішень. Наступні емпіричні
правила допоможуть визначити, наскільки велика популяція необхідна для
розв’язання поставленої задачі.
Для цього введемо поняття схеми та порядку [34].
Під схемою розумітимемо підмножину простору генотипів G. Якщо
елементами G є бінарні рядки x, тоді, дозволивши приймати деяким
компонентам рядка довільні значення, а решті тільки 0 або 1, отримуємо
схему або шаблон. Поняття схема було введено для визначення множини
хромосом, що мають деякі загальні властивості, тобто подібні одна до одної.
Наприклад: 1**0. Елементами підмножини, яку представляє цей шаблон тоді
будуть 1000, 1010, 1100 та 1110. Геометрично схема є гіперплощиною у
просторі пошуку рішення.
При розгляді схем зручно використовувати розширений двійковий
алфавіт, в який, крім 0 і 1, введений додатковий символ*, що позначає будь-
яке припустиме значення, тобто 0 або 1; символ * в конкретній позиції
означає «все одно» (don't саrе). Аллель (англ. allele) це значення, яке приймає
ген у конкретній хромосомі. Порядок (англ. order) це кількість заданих
фіксованих елементів у гені. Тобто кількість аллель, які приймають значення
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0 або 1 у схемі, тоді ця схема являє собою множину хромосом, що містять
нулі і одиниці на деяких заздалегідь визначених позиціях.
Наприклад:
Схема Порядок
*** 0
101 3
*11 2
1** 1
Перше з правил вибору розміру популяції базується на [17]:
2 ,
chromosizelengthpopulationsize order
chromosize
    
де populationsize – розмір популяції; length – кількість бінарних бітів, яку
містить кожен індивід; chromosize – середня кількість бітів у хромосомі
(тобто length розділена на кількість параметрів, яку кодує кожен індивід),
округлена до найближчого цілого числа. Якщо візьмемо 120 хромосом,
довжиною 6 бітів кожна, і підставимо у формулу, отримаємо:
[(120∙26)/6]=1280. Тоді переведемо з десяткової системи числення 1280 у
двійкову 10100000000, і у результаті отримаємо порядок 3. Таким чином,
основна ідея полягає в створенні популяції особин (індивідів), кожна з яких
представляється у вигляді хромосоми.
Друге з правил базується на статистичних підрахунках та надає інший
можливий підхід для розрахунку чисельності популяції.
У теорії кластерного аналізу існує взаємозв’язок між якістю оцінки
статистичних даних кластера, кількістю вибірок у кластері та кількістю
параметрів, що визначають елемент кластера. Якщо розглядати кожну
хромосому як вектор, то для запобігання зміщення від накопичення помилок
у розв’язках, популяція (кількість вибірок) повинна збільшуватись при
збільшенні розміру вектора. Цей принцип описується наступним
співвідношенням [8]:
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   11 2 ,populationsize order B length     
де populationsize – розмір популяції; length – кількість бінарних бітів, яку
містить кожен індивід; B – величина довірчого інтервалу для статистичної
оцінки (зазвичай, 0,05 чи 0,1). Для прикладу візьмемо хромосоми, довжиною
6 бітів кожна, B рівне 0,1 та порядок рівний 3 і підставимо у формулу,
отримаємо:    13 1 0,1 6 2 ,populationsize       тоді у результаті
отримаємо розмір популяції, який дорівнює 264.
Зазвичай, «простий» генетичний алгоритм з відбором, схрещуванням і
низькою ймовірністю мутації популяції сходиться за «декілька» поколінь
(наприклад, від 30 до 50 ітерацій для популяції розміру 1000). В роботі [17]
показано, що середня кількість ітерацій, необхідних для збіжності пошуку,
сягає O (logN) поколінь, де N– розмір популяції. Таким чином, пошук
рішення з допомогою генетичного алгоритму закінчується досить швидко.
Існує низка оцінок збіжності популяції. Найбільш популярною серед
них є «побітова усереднена міра збіжності» (англ. bit-wise average
convergence measure), що була запропонована в [15]. Даний підхід полягає у
оцінці збіжності популяції на основі значень параметрів, що представлені в
індивідах: коли кількість індивідів, що мають однакове значення певного із
закодованих параметрів, перевищує деяку задану межу (наприклад, 90%
особин популяції), то можна стверджувати, що процес пошуку збігся і можна
його завершувати.
2.6.5 Аналіз існуючих алгоритмів багатокритеріальної оптимізації
Розрізняють еволюційні алгоритми багатокритеріальної оптимізації:
1) цільові функції розглядаються окремо;
2) будується узагальнений критерій;
3) використовується концепція домінування за Парето.
Підходи до призначення пристосованості і селекції розглянуто у
додатку Д.2.8.2.
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Щоб добре апроксимувати Парето-оптимальну множину за один
прогін, необхідно виконувати полімодальний пошук для знаходження
репрезентативної множини рішень. Тому забезпечення різноманітності
популяції, є одним з найважливішим аспектів багатокритеріальної
оптимізації генетичними алгоритмами. На жаль, простий генетичний
алгоритм веде до одного рішення, тобто не забезпечує такої можливості,
тому були розроблені і розробляються донині підходи, що дозволяють
підвищити розкид точок в пошуковому просторі (різноманітність популяції).
Найпоширеніші підходи наведено у додатку Д.2.8.3.
Поряд з підтримкою різноманітності важливу роль відіграє поняття
елітизму, основна ідея якого полягає в тому, щоб завжди включати кращих
індивідів в наступну популяцію, щоб не втратити хороші ознаки внаслідок дії
генетичних операторів. Проблеми елітизму розглянуто у додатку Д.2.8.4.
В багатокритеріальних генетичних алгоритмах за основу береться
загальний еволюційний алгоритм, що складається з представлених раніше
основних компонентів. Але, при розробці конкретних методів розв’язання
багатокритеріальних задач, основна увага приділяється модифікації етапів
призначення придатності і селекції з підтриманням різноманітності популяції.
До найбільш поширених модифікацій генетичних алгоритмів, що
реалізують різні схеми призначення придатності і селекції можна віднести
наступні:
1. VEGA –Vector Evaluated Genetic Algorithm [18];
2. FFGA –Fonseca and Fleming's Multiobjective Genetic Algorithm [19];
3. NPGA –Niched Pareto Genetic Algorithm [11];
4. SPEA –Strength Pareto Evolutionary Algorithm [21];
5.  NCGA – Neighborhood Cultivation Genetic Algorithm [22];
6. SPEA2 – удосконалена версія алгоритму SPEA [23].
На основі порівняльного аналізу точності роботи даних алгоритмів
[22], найкращі результати демонструють алгоритми NCGA та SPEA2, тому
саме вони були обрані в якості «відправних» точок для створення власної
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версії еволюційного алгоритму. Детальніше алгоритми NCGA та SPEA2
розглянуто у додатку Д.2.8.5
2.6.6 Перехід від умовної задачі до безумовної багатокритеріальної
задачі
У класичному генетичному алгоритмі відсутня схема обліку обмежень
задачі оптимізації. Усунути цей недолік можна кількома способами:
додавання в стандартний генетичний алгоритм механізмів врахування
обмежень у вигляді штрафних функцій (статичні, динамічні, адаптивні,
смертельні штрафи) або спеціалізованих генетичних операторів («лікування»,
«лікування 2», «лікування» + смертельні штрафи, «лікування 2» + смертельні
штрафи, поведінкова пам’ять) [40]. Використовуємо «лікування» як метод,
що забезпечує перехід від умовної задачі до безумовної багатокритеріальної
задачі
Щоб стало можливим розв’язання умовної задачі методами
багатокритеріальної оптимізації, кожне обмеження розглядається як окрема
цільова функція і, тому, спочатку умовне завдання (з одним або декількома
критеріями – цільовими функціями) у підсумку зводиться до безумовної
багатокритеріальної задачі. Тобто, вихідна задача представляється у вигляді
набору критеріїв: наявні цільові функції плюс додаткові критерії – ступінь
виконання обмежень. Таким чином, задача умовної багатокритеріальної
оптимізації приймає наступний вигляд:
– вихідна задача: цільові функції –F(X) → opt, обмеження – G (X) < В;
– перетворена задача: цільові функції: F(X) → opt, |G (Х) – В| → min.
При цьому необхідно враховувати, що основна відмінність отриманого
розв’язку безумовної багатокритеріальної задачі від задачі з обмеженнями –
необхідність, щоб підсумкові точки не тільки належали множині Парето, але
і при цьому перебували в допустимій області. Тому додатково
запроваджується процедура, що дозволяє «стягувати» точки в допустиму
область. Її опис наведено нижче.
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2.6.7 Уточнення («лікування») точок-рішень
Наведені еволюційні алгоритми непогано справляються з безумовними
задачами багатокритеріальної оптимізації, але при розв’язанні задач з
обмеженнями отримані рішення не завжди задовільні [37, 39]:
 вони можуть не містити точку умовного максимуму;
 результуючі точки можуть бути розкидані в пошуковому просторі;
 частина із знайдених рішень може лежати за межами дозволеної
області.
У зв’язку з цим приходимо до висновку, що еволюційні алгоритми
недостатньо добре адаптовані для розв’язання задач з обмеженнями і
потребують деякої модифікації, що враховує специфіку умовної задачі
оптимізації.
Для усунення виявлених недоліків генетичних алгоритмів пропонується
проводити «лікування» (уточнення) недомінованих точок, отриманих після
зупинки генетичного алгоритму. Завдяки тому, що рішення в генетичних
алгоритмах представляються у вигляді вектору з нулів і одиниць, для
«лікування» недомінованих точок дуже зручним є використання алгоритму
паретовського локального пошуку в просторі булевих змінних.
Алгоритм паретовського локального пошуку розглянуто у додатку
Д.2.8.6.
Таким чином, для вирішення умовних завдань багатокритеріальної
оптимізації пропонується використовувати гібридний адаптивний пошуковий
алгоритм, опис якого представлено нижче.
2.6.8 Схема гібридного генетичного алгоритму для розв’язання
умовних багатокритеріальних задач оптимізації
1) Особливості розробленого алгоритму:
 перехід від обмежень до додаткових критеріїв;
 використання концепції Парето-оптимальності, домінування та
щільності розв’язків для обчислення пристосованості рішення;
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 адаптивне визначення ймовірності схрещування та мутації;
 використання особливого типу кроссовера – neighborhood crossover;
 підтримка зовнішньої множини індивідів (архіву) для реалізації
елітизму;
 кластеризація для ліквідації згустків точок та підвищення
репрезентативності рішення;
 «лікування хромосом» на області початкових обмежень для
уточнення рішень.
2) Опис алгоритму
Вхід:
N (розмір популяції),
NA (розмір архіву),
Т (максимальна кількість поколінь),
рс (початкове значення ймовірності схрещування),
рм (початкове значення ймовірності мутації).
Вихід: А (множина недомінованих особин).
Крок 0. Ініціалізація: Генерується початкова популяція P0, для цього:
1) Випадковим чином (за рівномірним законом розподілу) обираються
N можливих розв’язків поставленої задачі з області допустимих рішень.
Якщо розв’язком задачі є певний вектор X(x1 ... xk), то кожен компонент
цього вектора обирається випадковим чином.
2) Отримані N випадкових розв’язків кодуються у двійковий код.
Залежно від обмежень на мінімальне і максимальне значення розв’язку (або
окремих компонент вектора) визначається кількість біт, необхідних на
кодування даного значення (або даного компонента вектора). Наприклад, за
допомогою 10 розрядів, кожен з яких відповідає одному біту, можна
закодувати числа від 0 до 210=1024. Сформоване в результаті кодування
двійкове представлення розв’язку (вектор з нулів та одиниць) називається
хромосомою.
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Також створюємо порожній архів А0 =  і задаємо номер ітерації t = 0.
Крок 1. Визначення пристосованості: виконується на основі
використання поняття Парето-домінування [19], алгоритм розрахунку якої
(функції пристосованості F) для кожного з індивідів в Рt і Аt має наступний
вигляд.
1) У випадку однієї цільової функції кожному індивіду i  At,
присвоюється значення S(i)[0,1), яке називають «силою» індивіда
(відображає пристосованість недомінованого рішення), яке пропорційно
кількості членів популяції j  Рt, для яких f(i) ≥ f(j) у випадку
багатокритеріальної оптимізації.
На основі значення функції пристосованості fk(i), знайденої для i-го
індивіда за k-ю цільовою функцією, де 1,k m можна визначити значення
повної функції пристосованості для i-го індивіда в популяції, а саме
2 2 2
1 2( ) ( ) ( )( ) .mf i f i f if i
m
   
Нехай n – кількість особин в архіві At, які домінуються індивідом і;
N – загальна кількість індивідів у архіві. Тоді «сила» індивіда і буде
визначатися як ( ) .
1
nS i
N
 
2) На основі значення S(i) розраховується «грубе» (англ. raw) значення
функції пристосованості R(i) особини i, яке обчислюється за допомогою
підсумовування «сил» всіх індивідів j, які домінують або слабко домінують
даний індивід і
,
( ) ( ).
t tj P A j i
R i S j  
3) Метод оцінки щільності є адаптацією методу k-го найближчого
сусіда, де щільність в будь-якій точці є (спадною) функцією відстані до k-ї
найближчої точки даних. Функція називається спадною на деякому інтервалі,
якщо для будь-яких значень аргументу з цього інтервалу більшому значенню
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аргументу відповідає менше значення функції. За оцінку щільності береться
інверсія відстані до k-го найближчого сусіда. Для кожного індивіда і, відстані
(у критеріальному просторі) до індивідів j в архіві та генеральній виборці
рахуються і зберігаються у списку.
Для розрахунку значення функції пристосованості використовується
значення щільності розташування особин: для кожної особини і вираховується
декартова відстань від неї до решти особин j в архіві та популяції.
Після сортування списку в порядку зростання k-й елемент дає шукану
відстань до особини і, що позначається ki . Тобто ki позначає відстань від
особини і до найближчого k-го сусіда. Використовуємо k, що дорівнює
квадратному кореню розміру вибірки.
Розраховуємо значення щільності D(i) для особини i:
1( ) ,      ( ) ,
2 Aki
D i k N N   
де N – це розмір популяції; NA – розмір архіву; k округлюється до
найближчого цілого числа.
У знаменнику додається двійка, щоб гарантувати, що його значення
більше нуля і що ( ) 1D i  .
4) Нарешті, додавання ( )D i до початкового значення пристосованості
( )R i особини i дає свою пристосованість ( )F i . Тому остаточне значення
функції пристосованості F(i) для особини і визначається, як F(i) = R(i) + D(i).
Крок 2. Модернізація архіву. Створити проміжний архів Аt*= Рt.
а) скопіювати особини, чиї вектори рішень недоміновані щодо Рt в Аt*;
б) видалити тих індивідів з Аt*, чиї відповідні вектори рішень слабко
доміновані щодо Аt*;
в) зменшити кількість індивідів, що зберігаються в архіві, і помістити
результуючу зменшену множину особин в At+1. Для зменшення кількості
індивідів в архіві використовується наступна процедура:
1) Всі недоміновані особини (значення функцій пристосованості яких
менше 1) з архіву і популяції копіюються в архів наступної ітерації:
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 1 | ( ) 1 , 1, .t t tА P Аi i F i i N      
де Pt – проміжна популяція; Аt – проміжний архів; Аt+1 – зменшений архів; F(i)
– функції пристосованості для особини і; N – розмір популяції.
2) Якщо розмір утвореного архіву відповідає бажаному  1t AА N  , то
крок завершується, інакше можливі дві ситуації.
3) Розмір утвореного архіву:
а) менше бажаного  1t AА N  . У цьому випадку найкращі
1A tN А  особини, доміновані над особинами в попередньому архіві та
популяції, копіюються в новий архів. Це може бути реалізовано шляхом
сортування об’єднаної множини Рt + Аt відповідно до значень їх функцій
пристосованості і перші 1A tN А  особин з ( ) 1F i  з відсортованої
множини копіюються в архів Аt+1;
б) більше бажаного  1t AА N  .У цьому випадку починається
процедура зменшення розміру архіву, яка ітеративно видаляє особини з Аt+1,
поки 1 :t AА N 
– створюємо порожній список D;
– для кожної особини і обчислюється її декартова відстань d(i, j) до всієї
решти особин j. Найменша з отриманих відстаней di = min d(i, j)додається до
списку
D = D  і, де 1,i N .
Якщо існує декілька особин з мінімальною відстанню, то проблема
вирішується, беручи до уваги другу найменшу відстань і т. ін.:
– значення отриманого списку D сортуються за зростанням. Особина,
що відповідає найменшому значенню зі списку D, видаляється з архіву;
– процес повторюватиметься, поки архів не досягне бажаного
розміру 1t AА N  .
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Крок 3. Ранжування. Особини в популяції сортуються згідно до
значень функцій пристосованості за спаданнями (від найкращої особини до
найгіршої).
Крок 4. Групування. Особини діляться на групи, кожна з яких
складається з двох особин. Ці дві особини обираються з початку списку
відсортованих особин.
Крок 5. Схрещування і мутація. В кожній із сформованих груп
відбувається схрещування (кроссовер) та мутація.
Схрещування
Для будь-яких двох індивідів необхідність виконання операції
схрещування визначається випадковим чином:
1) Випадковим чином генерується число рс* з проміжку [0,1]. Отримане
число порівнюється із заданою ймовірністю схрещування.
Якщо рс* >рс(t), де рс(t) – ймовірність схрещування на t ітерації,то
схрещування не відбувається і батьківські особини залишаються без змін. У
протилежному випадку – відбувається процес схрещування (див. пункт 2,
крок 5).
2) У даному алгоритмі використовується варіант одноточкового
кроссоверу – обидва вибрані «батьки» перерізуються у випадково обраній
точці, після чого їх хромосоми обмінюються своїми фрагментами (див.
рис. 2.14)
Мутація
Необхідність виконання мутації визначається аналогічно до подібної для
операції схрещування:
3) Випадковим чином генерується число рм* з проміжку [0,1]. Отримане
число порівнюється із заданою ймовірністю мутації. Якщо рм* > рм(t), де рм(t)
– ймовірність мутації на t ітерації, то мутація не відбувається і батьківські
особини залишаються без змін. У протилежному випадку – відбувається
процес мутації (див. пункт 4, крок 5).
4) Мутація пов’язана з випадковою зміною одного чи декількох генів у
хромосомі, як це показано на рис. 2.15.
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З двох батьківських особин формується дві дочірні особини. Батьківські
особини видаляються з групи.
Адаптація ймовірностей схрещування на мутації
5) Обчислюються значення прогресу схрещування CP та прогресу
мутації MP (див. підрозділ 2.6.3). На основі обчислених значень прогресу
обчислюються нові значення ймовірностей схрещування та мутації:
pc(t+1) = pc(t) + α·pc(t) і pм (t+1) = pм(t) – α·pм(t), якщо CP > ;MP
pc(t+1) = pc(t)–α·pc(t) і pм(t+1) = pм(t) + α· pм(t), якщо CP < ,MP
де α – коефіцієнт швидкості адаптації; α належить [0.10; 0.15].
Крок 6. Усі дочірні особини об’єднуються у одну групу, яка стає новою
популяцією Pt.
Крок 7. Закінчення. Покласти Рt+1 = Аt і t = t +1. Якщо t ≥ Т або
виконується якийсь інший критерій зупинки, тоді Аt – є шукана множина
розв’язків, інакше перейти на крок 1.
Крок 8. «Лікування точок».
Для усунення виявлених недоліків генетичних алгоритмів
пропонується проводити «лікування» (уточнення) недомінованих точок,
отриманих після зупинки генетичного алгоритму.
1) Вибираємо деякий початковий допустимий розв’язок (хромосому) Х.
2) Формуємо множину хромосом Y = {y1, ...., yk}, де хромосома yі
отримана внаслідок мутації і-го біту початкової хромосоми , 1, ,X i k
k – кількість бітів у хромосомі.
3) Обчислюємо значення функцій пристосованості для всіх хромосом з
множини Y, використовуючи процедуру описану на кроці 1 та обрати серед
них хромосому Y* з найкращим значенням функції пристосованості.
4) Якщо F (Y*) < F (X) (для задачі максимізації), то розв’язок Х є
найкращим в даному околі. Переходимо до пункту 1 кроку 8 та обираємо
наступну точку для покращення, доки не будуть «вилікувані» усі розв’язки.
5) Інакше, приймаємо Х = Y*. Переходимо до пункту 2 кроку 8.
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Крок 9. Ліквідація згустків точок
1) Ініціалізувати множину кластерів С. Кожен індивід i А утворює
окремий кластер Ci.
2) Якщо |С| ≤ NА, перейти до пункту 5 кроку 9, інакше перейти до
пункту 3 кроку 9.
3) Обчислити відстань між усіма можливими парами кластерів.
Віддаленість dc двох кластерів Ci і Cj С визначається як середня відстань
між парами індивідів, що належать цим кластерам:
,
1 ,
i i j j
c i j
c C c Ci j
d c c
C C  
  
де оператор відображає евклідову відстань (у просторі цілей) між двома
особинами ci та cj, оператор визначає кількість елементів у множині.
Нехай x = (x1, x2, ..., xk ) та y = ( y1, y2, ..., yk ) – розв’язки, що
відповідають індивідам X та Y, тоді евклідова відстань між цими індивідами
може бути визначена, як 2
1
( ) .k i iiX Y x y x y    
4) Визначити два кластери Ci і CjС з мінімальним відстанню dc. Ці
кластери об’єднуються в один більший за розміром кластер .ij i jC C C 
Перейти на Крок 2.
5) Для кожного кластера вибрати репрезентативного індивіда, а всіх
інших індивідів з нього видалити. (Таким чином, репрезентативний індивід –
це центроїд, точка з мінімальною середньою відстанню до всіх інших точок
кластера.) Визначити зменшений архів шляхом об’єднання репрезентативних
індивідів всіх кластерів.
Отримана в результаті роботи запропонованого алгоритму апроксимація
множини Парето є репрезентативною – точки рівномірно розподілені,
згущення відсутні, домінованих точок немає.
Застосування даного гібридного генетичного алгоритму
багатокритеріальної оптимізації для структурного синтезу нейронних мереж
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глибокої довіри та оптимізації параметрів загорткових мереж розглянуто
відповідно у підрозділах 3.2.4 та 3.4.4.
2.6.9 Обчислення функцій пристосованості
Для призначення індивідам скалярного значення пристосованості
використовувалась функція Парето-домінування (див. підпункт 2.6.8). Для
кожної хромосоми з популяції та архіву будуємо відповідну їй нейронну
мережу. Так, наприклад, у випадку структурного синтезу НМ хромосомі
    1 121 2 1 2 1 ,1 1
1 1
, , ..., , , ...,
n
n
ki j g
i r k r
j r g r
i n n ni k
j g
W r r r w w
  
  
   
відповідатиме нейронна мережа, в
якій буде r1 нейронів у першому шарі, … rp нейронів у p-му шарі   де
( 1,p n );   1 ,k gn nw  – вагові коефіцієнти між (n – 1)-м та n-м шарами.
Навчаємо кожну з отриманих мереж будь-яким з допустимих методів
навчання. Для кожної з НМ обчислюємо середню квадратичну помилку Ер її
роботи на контрольній вибірці даних та суму нейронів у всіх шарах Sn.
Обчислена для кожної НМ помилка та сума нейронів використовується
для визначення ефективного для Парето рішення та знаходження значень
функцій пристосованості для кожної хромосоми відповідно до процедури
описаної у пункті 2 кроку 8.
Приклади використання розробленого в роботі гібридного генетичного
алгоритму багатокритеріальної оптимізації для розв’язання задачі
структурно-параметричного синтезу нейронної мережі глибокої довіри,
згорткової нейронної мережі наведено відповідно у підрозділах 3.2.5 та 3.4.4.
2.6.10 Формування варіантів топологій модифікованої базової
штучної нейронної мережі
Основна проблема при реалізації модифікованого гібридного алгоритму
(підрозділи 2.5.2–2.5.7) – кодування потенціальних рішень (див. підрозділи
3.2.4 та 3.4.4). Один із способів зв’язаний з кодуванням в хромосомі
заздалегідь вибраної послідовності правил перетворення мережі: додавання
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шару, додавання зв’язків різних типів, додавання нейронів (рис. 2.16) з
послідуючим обчисленням вектора вагових коефіцієнтів за допомогою
обраного алгоритму навчання та перевіркою похибки узагальненості.
а                                                                 б
в                                                             г
Рис. 2.16. Варіанти топологій, що формуються, в нейронній мережі: а – вихідна
топологія; б – додавання прихованого шару; в – додавання елементів першого
прихованого шару; г – додавання перехресних зв’язків
Пропонований спосіб кодування зводиться до задання в хромосомі
структури нейронної матриці зв’язків між нейронами, тобто кодування в
хромосомі всіх можливих шляхів в нейронній мережі: при цьому кожен ген
хромосоми представляє собою деякий шлях в ациклічному графі НМ.
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Процедуру поступового нарощування топології мережі шляхом
додавання відповідних компонентів (шарів, нейронів, окремих зв’язків:
міжшарових, перехресних) показано на рис. 2.16.
2.6.11 Метод оптимальної модифікації базової нейронної мережі на
основі гібридного багатокритеріального еволюційного алгоритму і
адаптивного алгоритму об’єднання та нарощування
2.6.11.1 Аналіз ефективності еволюційного алгоритму
Отримані автором результати свідчать про низький відсоток
експериментів, в яких було отримано значення екстремуму із заданою
точністю для гібридного генетичного алгоритму (ГГА), методів випадкового,
градієнтного пошуку у разі оптимізації багатоекстремальних функцій. Однак,
при оптимізації унімодальних функцій спостерігається хороше наближення
знайдених екстремумів до істинного екстремуму для всіх методів, а при
оптимізації багатоекстремальних – для методів ГГА та випадкового пошуку.
Причиною цього є властивість ГГА і методу випадкового пошуку, яка
пов’язана зі швидкою локалізацією зони існування екстремуму.
Для градієнтного алгоритму характерне послідовне вивчення зони
пошуку, що дозволяє в більшості експериментів знаходити локальний
екстремум з заданою точністю, але для пошуку глобального екстремуму він
не придатний. На відміну від методу випадкового пошуку в ГГА діють
механізми направленого руху до екстремуму за рахунок реалізації в
алгоритмі «природного відбору», тому ГГА дає більший відсоток локалізації
глобального екстремуму.
Таким чином ГГА є, з одного боку, достатньо витратним за часом,
вимагає задання певних параметрів користувачем, визначення множини
оптимальних керуючих параметрів, так щоб еволюційний процес міг
збалансовувати пошук і використання у разі знаходження розв’язків хорошої
якості (наприклад, якщо швидкості кроссовера та мутації вибрані занадто
високими, то значну частину простору пошуку буде досліджено, але виникає
висока ймовірність втрати хороших розв’язків, нездатності використовувати
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існуючі розв’язки), виявляє нездатність під час навчання нейронних мереж з
високою вірогідністю знаходити точне значення екстремуму, а з іншого боку,
дає можливість локалізувати область існування глобального екстремуму.
Відповідно до висновків доцільним є створення двоетапного алгоритму
оптимізації: генетичний алгоритм буде найбільш ефективною процедурою на
початковому етапі пошуку рішення, на якому визначається область існування
глобального екстремуму; другий етап пошуку буде пов’язаний з уточненням
мінімуму на основі локального алгоритму оптимізації. Аналіз результатів
показує, що використання локального алгоритму оптимізації на останніх
ітераціях дозволяє підвищити точність знаходження екстремуму як для
одноекстремальних, так і для багатоекстремальних функцій. Розробка та
реалізація цього алгоритму розглядається нижче. Використання двоетапного
алгоритму оптимізації в процедурі навчання НМ дозволить одночасно
вирішувати два завдання: підвищити швидкість збіжності алгоритму за
рахунок властивостей генетичного алгоритму, дослідити весь пошуковий
простір в цілому та підвищити точність знаходження екстремуму за рахунок
використання ефективних методів локальної оптимізації.
Як було вказано вище, задача оптимальної модифікації базової
нейронної мережі розпадається на дві підзадачі: пошук оптимальної
структури (кількість прихованих шарів, нейронів у них і перехресних зв’язків
між нейронами) та налаштування вагових коефіцієнтів (підзадача
параметричної оптимізації). Для розв’язання обох підзадач використовується
двоетапний алгоритм оптимізації, на першому етапі якого застосовується
гібридний багатокритеріальний еволюційний алгоритм, за допомогою якого
локалізується зона пошуку оптимальної структури і вагових коефіцієнтів
НМ. На другому етапі визначення оптимальних значень вагових коефіцієнтів
НМ виконується на підставі використання методів зворотного поширення
помилки і найшвидшого спуску (стохастичного градієнтного спуску), а
визначення оптимальних значень кількості прихованих шарів та нейронів у
них буде здійснюватись за допомогою адаптивного алгоритму об’єднання та
нарощування, коли для кожного нейрона прихованого шару буде
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розраховуватись значимість і у випадку коли її значення менше порогового,
маркувати ці нейрони з подальшим обчисленням коефіцієнтів кореляції цих
нейронів з немаркованими нейронами цього шару. Кожен маркований
прихований нейрон об’єднуватиметься з його найбільш корельованим із
цього шару немаркованим аналогом. У випадку, якщо похибка навчання в
процесі виконання операцій об’єднання перестає зменшуватись, виконується
операція нарощування, тобто додавання одного нейрона в цей прихований
шар і тощо.
2.6.11.2 Адаптивний алгоритм об’єднання та нарощування
Адаптивний алгоритм об’єднання та нарощування має такий вигляд.
1. Створити початкову генеральну вибірку базових ШНМ розміром M,
який попередньо розраховується. Кількість прихованих шарів, нейронів
кожного прихованого шару, значення вагових коефіцієнтів рівномірно
генерується випадковим чином в середині певних діапазонів, розмір яких
визначається заданими обмеженнями.
2. Ініціалізувати лічильники епохи μ
іj
= 0, (i – номер прихованого шару;
j – номер нейрона прихованого шару, 1 21, ; 1, ;ii n j n  1n – кількість
прихованих шарів; n2і – кількість нейронів в i-му прихованому шарі) для
кожного прихованого нейрону .ijh Цей лічильник використовується для
підрахунку кількості епох, впродовж яких нейрони прихованих шарів
навчаються доки все добре. Кількість епох є параметром, який попередньо
розраховується.
3. Навчити кожну ШНМ, використовуючи двоетапний алгоритм
оптимізації під час навчання, за певну кількість навчальних епох.
4. Збільшити значення лічильників епох для 1 21, , 1, ,ii n j n 
,
k kij ij
    
де k – номер епохи 1, ;k N  – кількість епох.
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5. Оцінити кожну ШНМ відповідно з наперед визначеною функцією
пристосованості (фітнес-функції) на перевірочній виборці, якщо критерій
зупину виконується, то еволюційний процес зупинити і перейти до п. 6. В
протилежному випадку еволюційний процес продовжити і перейти до п. 15.
6. Обчислити похибку ШНМ на перевірочній вибірці. Якщо критерій
зупину виконується, зупинити процес навчання, і поточна архітектура мережі
є остаточною ШНМ. В іншому випадку, продовжити.
7. Видалити мітку нейронів кожного прихованого шару, якщо вона
існує, і обчислити значимість 1 2, 1, , 1,ij ii n j n   кожного нейрона
прихованих шарів. Для цього для кожного нейрона визначимо відсоток
даних, для яких цей нейрон не активувався (вихід був близький до 0) за
формулою n0/n, де n0 – кількість даних для яких нейрон не активувався;
n – загальний об’єм вибірки.
8. Якщо значимість одного чи більше нейронів прихованих шарів
менша за розраховане порогове значення * (визначається користувачем),
маркувати ці нейрони за допомогою S і продовжити. В іншому випадку
переходимо до п. 13.
9. Розрахувати кореляцію між кожним S-розміченим прихованим
нейроном та іншими нерозміченими нейронами цього ж прихованого шару за
прикладами з навчальної вибірки.
10. Об’єднати кожний S-розмічений прихований нейрон з його
найбільш корельованим з цього шару нерозміченим аналогом, цей новий
нейрон не містить будь-якої мітки і алгоритм ініціалізує для нього нову
епоху лічильника з початковим нульовим значенням.
11. Повторити навчання модифікованої ШНМ, яка виходить після
об’єднання прихованих нейронів, доки не буде досягнутий її попередній
рівень похибки. Якщо модифікована ШНМ здатна досягти свого
попереднього рівня похибок, продовжити. В іншому випадку, відновити не
модифіковану ШНМ і перейти до п. 13.
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12. Оновити лічильник епохи для кожного прихованого нейрона .ijh
модифікованої ШНМ і перейти до п. 6. Лічильник епохи оновлюється
наступним чином:
, 1,2,..., ,
k kij ij r
i N     
де r – кількість епох, для яких модифікована ШНМ повторно навчена після
операції об’єднання.
13. Перевірити критерій додавання нейрона, який контролює прогрес у
зниженні похибки навчання. Якщо цей критерій задовольняється,
продовжити. В іншому випадку перейти до п. 3 для подальшого навчання.
При цьому передбачається що, оскільки операція об’єднання визнана
неуспішною (чи не може бути застосована) і критерій додавання нейрона не
задовольняється, то продуктивність (функціонування) ШНМ може бути
покращене тільки шляхом навчання.
14. Додати один нейрон до поточної архітектури ШНМ і перейти до
п. 3. Оскільки похибка ШНМ після навчання значно не зменшується, і
операція об’єднання визнана неуспішною (чи не може бути застосована),
продуктивність (функціонування) ШНМ може бути покращена за рахунок
додавання прихованих нейронів .ijh Прихований нейрон додається шляхом
розщеплення (розділення) існуючого прихованого нейрона ШНМ. Операція
розщеплення (розділення) виробляє два нових прихованих нейрони з
існуючого прихованого нейрона. Лічильники епохи ініціалізуються шляхом
ділення μ
і
на два, де μ
і
– кількість епох, для яких існуючий прихований
нейрон ,ijh навчається й досі.
15. Вибрати ШНМ для відтворення і еволюційних операцій.
16. Застосувати еволюційні оператори, такі як кроссовер і/або мутація
до архітектур ШНМ і вагових коефіцієнтів для отримання потомства.
17. Отримати нову генеральну вибірку від «батьків» і «потомка» для
наступної генерації, після цього перейти до п. 3.
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Для перевірки алгоритму використовуємо мову Python та бібліотеки
Keras, Tensorfow. Тестовою задачею є розпізнавання зображень цифр.
Вибірку взято із бази даних Mnist. В ній вже визначено навчальну вибірку
(60000 зображень) та тестову вибірку (10000 зображень).
Початкова модель приймає на вхід зображення – матрицю пікселей
28х28, що трансформується допоміжним шаром у вектор з 784 чисел.
Нейронна мережа являє собою персептрон з 3 прихованими шарами по 50
нейронів в кожному та вихідним шаром з 10 виходами.
Структура моделі в програмі:
_________________________________________________________________
Layer (type)                    Output Shape              Param #
=================================================================
flatten_1 (Flatten)             (None, 784)               0
_________________________________________________________________
hidden_1 (Dense)              (None, 50) 39250
_________________________________________________________________
hidden_2 (Dense)              (None, 50)                2550
_________________________________________________________________
hidden_3 (Dense)              (None, 50) 2550
_________________________________________________________________
output (Dense)                   (None, 10)                510
=================================================================
Total params: 44,860
Trainable params: 44,860
Non-trainable params: 0
_________________________________________________________________
flatten_1 - допоміжний шар для трансформації матриці пікселів у вектор чисел
hidden_1/2/3 - шари прихованих нейронів
output - вихідний шар персептрона
2-й стовпець таблиці показує кількість виходів кожного шару. Для прихованих шарів це число
відповідає кількості нейронів у шарі.
Після першої ітерації об’єднань структура моделі приймає наступний вигляд:
_________________________________________________________________
Layer (type)                 Output Shape              Param #
=================================================================
flatten_1_input (InputLayer) (None, 28, 28)            0
_________________________________________________________________
flatten_1 (Flatten)          (None, 784)               0
_________________________________________________________________
hidden_1 (Dense)             (None, 43)                33755
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_________________________________________________________________
hidden_2 (Dense)             (None, 42)                1848
_________________________________________________________________
hidden_3 (Dense)             (None, 39)                1677
_________________________________________________________________
output (Dense)               (None, 10)                400
=================================================================
Total params: 37,680
Trainable params: 37,680
Non-trainable params: 0
Після першої ітерації приховані шари мають відповідно 43, 42 і 39
нейронів кожен.
Після цього необхідно знову натренувати модель:
Train on 60000 samples, validate on 10000 samples
Epoch 1/5
- 2s - loss: 0.3937 - acc: 0.9026 - val_loss: 0.2503 - val_acc: 0.9320
Epoch 2/5
- 2s - loss: 0.1849 - acc: 0.9477 - val_loss: 0.1915 - val_acc: 0.9480
Epoch 3/5
- 2s - loss: 0.1464 - acc: 0.9576 - val_loss: 0.1650 - val_acc: 0.9530
Epoch 4/5
- 2s - loss: 0.1274 - acc: 0.9626 - val_loss: 0.1587 - val_acc: 0.9573
Epoch 5/5
- 2s - loss: 0.1142 - acc: 0.9659 - val_loss: 0.1595 - val_acc: 0.9550
===================================
Model loss after retraining:  0.15952704775482415
===================================
Порівняємо похибку отриманої моделі з помилкою початкової моделі:
Синій стовпчик – похибка початкової моделі. Зелений стовпчик –
похибка отриманої моделі.
153
Як бачимо, ми отримали значне покращення. Настільки різка зміна
похибки зумовлена тим, що keras не модифікує топологію моделі при
навчанні, тому перша ітерація об’єднань додатково відкидає всі артефакти,
що зумовлені неоптимальною початковою топологією.
Після четвертої ітерації ми отримали погіршення похибки.
Відновлюємо модель з 3-ї ітерації та зупиняємо програму. Структура
фінальної моделі:
===================================
Final model:
===================================
_________________________________________________________________
Layer (type)                 Output Shape              Param #
=================================================================
flatten_1_input (InputLayer) (None, 28, 28)            0
_________________________________________________________________
flatten_1 (Flatten)          (None, 784)               0
_________________________________________________________________
hidden_1 (Dense)             (None, 26)                20410
_________________________________________________________________
hidden_2 (Dense)             (None, 29) 783
_________________________________________________________________
hidden_3 (Dense)             (None, 26)                780
_________________________________________________________________
output (Dense)               (None, 10) 270
=================================================================
Total params: 22,243
Trainable params: 22,243
Non-trainable params: 0
_________________________________________________________________
Фінальна модель має 3 приховані шари з 26, 29 та 26 нейронами в
кожному. Кількість нейронів було зменшено на 48%, 42% та 48% відповідно
відносно початкової моделі. Загальну кількість прихованих нейронів було
зменшено на 46%.
У випадку, якщо модифікація топології ШНМ, яка вибрана для
розв’язання поставленої задачі не дає відчутних результатів, необхідний
синтез нової топології. В даній роботі для розв’язання задачі синтезу нової
топології пропонується модульний принцип організації гібридних нейронних
мереж (ГНМ).
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2.7 Метод структурно-параметричного синтезу модуля гібридних
нейронних мереж
2.7.1 Визначення структури модуля гібридних нейронних мереж
У відповідності до запропонованої у роботі методології побудови ГНМ
(підрозділ 2.2) структуру модуля (рис. 2.17) представлено у вигляді
послідовного з’єднання базової НМ і двонаправленої асоціативної пам’яті
(мережа Коско).
Рис. 2.17. Структура модуля нейронних мереж
Двонаправлена асоціативна пам’ять виконує роль фільтра, який
підлаштовує результати роботи НМ, порівнюючи їх з існуючими образами.
Вибрана структура модуля ГНМ дозволяє проводити навчання кожної
мережі, яка входить до складу модуля окремо, що значно підвищує
ефективність процесу параметричного синтезу.
Приклад реалізації модуля нейронних мереж показано на рис. 2.18, де в
якості базової НМ використовувалась мережа TSK. Порівняльна
ефективність ГНМ модульної структури для вирішення завдання
прогнозування наведено в табл. 2.15. Найкращу ефективність показала
гібридна мережа (модуль), до складу якої входили: мережі TSK і Коско.
Рис. 2.18. Приклад реалізації модуля
155
Таблиця 2.15
Порівняльна ефективність гібридних мереж модульної структури
для вирішення задачі прогнозування
Тип з’єднання Час роботи, с Точність, %
Мономережа (TSK) 7,5 80,6
TSK+Мережа Коско 19 86,4
2.7.2 Метод навчання модуля нейронних мереж
У відповідності до матеріалу, викладеного у підрозділі 2.7.1, метод
навчання модуля НМ має вигляд [24].
1. Навчання двонаправленої асоціативної пам’яті за еталонною
вихідною вибіркою Y.
2. На підставі навченої двонаправленої асоціативної пам’яті
виконується розрахунок за еталонною вихідною вибіркою Y – еталонної
вхідної вибірки двонаправленої асоціативної пам’яті X ′ (еталонна вихідна
вибірка базової НМ).
3. Навчання базової НМ за еталонною вхідною X і вихідною X ′
вибірками відповідно.
Розглянемо навчання двонаправленої асоціативної пам’яті (ДАП), що
входить до складу модуля [26]. Це одношарова нейронна мережа зворотного
зв’язку,яку засновано на двох ідеях: адаптивної резонансної теорії Стівена
Гросберга і автоасоціативної пам’яті Хопфілда. Двонаправлена асоціативна
пам’ять є гетеро асоціативною. Навчання ДАП з введенням параметра
давності дає в мережі величезний приріст у продуктивності порівняно зі
звичайними мережами при зниженні границі зберігання пам’яті. Крім того, з
цим включенням мережа потребує менше інтеграцій.
Структурну схему ДАП представлено на рис. 2.19.
Структура представляє собою набір з двох нейронних мереж Хопфілда,
приєднаних початок до кінця, який надає інформаційний потік в обидва боки
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без обмежень. Двонаправлена асоціативна пам’ять може навчатись в обидва
боки: як зі сторони входу, так і зі сторони виходу.
Необхідно навчити ДАП за допомогою еталонного набору вихідних
даних і визначити вагові коефіцієнти V з послідуючим розрахунком набору
еталонних вхідних сигналів, а потім визначити вагові коефіцієнти мережі W,
за набором вхідних еталонних сигналів.
Рис. 2.19. Архітектура ДАП: х(0) і у(0) представляють відповідно вхідні та вихідні
сигнали; W і V – вхідні та вихідні вагові коефіцієнти; t – номер поточної ітерації
Функція активації на основі класичного рівняння Фергюльста
розширюється до кубічної форми з межею насичення ± 1:
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де N і М – кількість блоків в кожному шарі; i – індекс блоку; δ – спільний
параметр передачі; a і b – активатори. Форму функції активації для δ = 0,2
показано на рис. 2.20.
Рис. 2.20. Функція активації для δ = 0,2
Існує можливість навчити ДАП, використовуючи підхід
Хебба/антиХебба:
           
           
T
T
1 0 0
1 0 0
,
,  
W k W k y y t x x t
V k V k x x t y y t
           
           
(2.2)
де η – параметр керування швидкості збіжності навчання; k – кількість спроб
навчання. Ваги з’єднання ініціюються якщо х(0) і у(0) є початковими
входами. Мережа сходиться, коли x(0) = x(t) або y(0) = y(t). Таким чином,
кожна матриця ваг сходиться, коли зворотний зв’язок дорівнює початковим
входам. Збіжність гарантуєтся, якщо параметр навчання η встановлюється у
відповідності до наступної умови:
 
1 1,  ,
2 1 2 max[ , ] 2M N
    (2.3)
де M і N – відповідно розмірність входу та його асоціації. Параметр η був
встановлений на більш низьке значення, ніж порогове значення, знайдене в
(2.3) для кожного виконаного моделювання. Правило навчання (2.2) діє так
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само для довготривалої пам’яті, де навчальна збіжність більша, але проявляє 
підвищену ємність і має більш виражений аттрактор. 
 Для того щоб зменшити час на вивчення асоціації, ємність пам’яті має 
бути скорочена. Одним із способів досягнення цієї мети є введення 
параметра давності (0 ≤ β ≤ 1). Цей параметр видаляє з пам’яті асоціації, які 
недостатньо закріплені. Отримане правило навчання після модифікації 
визначається за формулою: 
           
           
T
T
1 0 0
1 0 0
,
.
W k W k y y t x x t
V k V k x x t y y t
            
            
 
Якщо β = 1, то навчання здійснюється у такий же спосіб, як у рівнянні 
(2.2). Це правило навчання можна спростити до наступного рівняння 
Хебба/антиХебба у випадку автоматичного об’єднання, коли у(0) = х(0): 
TT T
TT T
( 1) ( ) (0) (0) ( ) ( ) ,
( 1) ( ) (0) (0) ( ) ( ) .
W k W k x x x t x t
V k V k y y y t y t
       
       
 
 Подальшим розвитком архітектури ГНМ є побудова ансамблю. 
2.8 Структурно-параметричний синтез ансамблю модулів 
гібридних нейронних мереж 
2.8.1 Огляд методів побудови ансамблів штучних нейронних мереж 
Ансамблем нейронних мереж називається група топологій, об’єднаних 
в єдину структуру, які можуть відрізнятись архітектурою, алгоритмом 
навчання, критеріями навчання і типами утворюючих нейронів [20, 21, 27]. В 
іншому варіанті під терміном ансамбль розуміється «об’єднана модель», 
виходом якої є функціональна комбінація виходів окремих моделей [28]. 
Вхідні дані можуть розбиватись на певні групи для обробки різними 
ШНМ чи подаватись на всі мережі одночасно. 
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Формуючи ансамблі ШНМ, необхідно змістовно оптимізувати два
критерії – якісне навчання окремої ШНМ і оптимальне їх об’єднання. Відомі
алгоритми прийнято розділяти на два класи [21]: алгоритми, які для нових
класифікаторів змінюють розподіл навчальних прикладів, виходячи з
показників точності попередніх моделей (бустінг), і ті, в яких нові члени
ансамблю навчаються незалежно від інших (бегінг). Основні алгоритми
об’єднання ШНМ у ансамбль та їх недоліки наведено в табл. 2.16 [28].
Таблиця 2.16
Характеристики алгоритмів об’єднання думок експертів
Технологія
Методологія
одержання результату
Недоліки
1 2 3
Статичні структури
Усереднення за
ансамблем
Лінійна комбінація
вихідних сигналів
ШНМ
1. Залежність результату від
правильного визначення
компетентності ШНМ.
2. Збільшення складності алгоритму за
рахунок застосування алгоритмів
корекції «шумових викидів».
Бустінг
Кожна нова ШНМ
базується на
результатах раніше
побудованих.
1. Наявність більшої кількості прикладів
навчальної вибірки.
2. Виродження ансамблю ШНМ у
складну неефективну нейромережеву
структуру, що вимагає великої
кількості обчислювальних ресурсів.
3. Останні ШНМ навчаються на
«найскладніших» прикладах.
Стекінг
Застосування концепції
мета навчання
1. Складність теоретичного аналізу через
безліч послідовно формованих
моделей.
2. Можливе розростання рівнів
метамоделі, що може призвести до
швидкого виснаження
обчислювальних ресурсів.
160
Закінчення табл. 2.16
1 2 3
Бегінг
Формування множини
ШНМ на основі
сукупності підмножин
навчальної вибірки й
наступного об’єднання
результатів роботи
ШНМ.
1. Додаткові обчислювальні витрати,
пов’язані з необхідністю формувати
велику кількість підмножин
навчальної вибірки.
2. Підмножини прикладів
відрізняються одна від одної, але не
є незалежними, оскільки всі вони
засновані на тій самій множині.
3. Для роботи алгоритму необхідна
велика кількість даних для
настроювання й навчання.
Бегінг
Формування множини
ШНМ на основі
сукупності підмножин
навчальної вибірки й
наступного об’єднання
результатів роботи
ШНМ.
4. Додаткові обчислювальні витрати,
пов’язані з необхідністю формувати
велику кількість підмножин
навчальної вибірки.
5. Підмножини прикладів
відрізняються одна від одної, але не
є незалежними, оскільки всі вони
засновані на тій самій множині.
6. Для роботи алгоритму необхідна
велика кількість даних для
настроювання й навчання.
Динамічні
структури
Змішання
результатів роботи
ШНМ
Об’єднання знань
ШНМ за рахунок
застосування мережі
шлюзу
1. Алгоритм вимогливий до
обчислювальних ресурсів при
розбивці вихідного простору. Стає
можливим створення великої
кількості областей, що приведе до
зайвої кластеризації простору й
створить більшу групу базових
ШНМ зі складним механізмом
взаємодії за допомогою мереж
шлюзу.
2. Навчання й настроювання
ієрархічної моделі представляє
складний обчислювальний процес.
Процес навчання на основі
стохастичного градієнта заснований
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на настроюванні вагових
коефіцієнтів ШНМ, мережі шлюзу
першого й другого рівня, що
приводить до складного алгоритму
комплексної оптимізації всієї
нейромережевої машини.
На відміну від роботи [30], в даній роботі замість окремих НМ
використовуються модулі нейронних мереж.
Необхідність застосування принципу модульності в гібридних НМ
ансамблевої структури визначається наступним:
– різнорідність даних навчальної вибірки, що веде до нездатності
одномодульної НМ правильно апроксимувати необхідну залежність;
– складність алгоритму вирішуваної задачі, який потребує
багатомодульної структури;
– відмінність характеристик функції похибок на різних фрагментах
навчальної вибірки;
– необхідність накопичення знань експертів в навчених модулях НМ.
У даний час існують послідовні і паралельні типи структур побудови
ансамблів ШНМ. Дослідження послідовної структури з’єднання модулів в
ансамбль в даний час відсутні. У роботі [31] представлені приклади
послідовної побудови мереж в модулях. Приклад паралельного з’єднання
модулів представлений в роботі [27].
Основна складність об’єднання мереж в ансамблі – це навчання всіх
складових для розв’язання задачі. З метою підвищення ефективності
навчання НМ навчаються окремо (якщо це можливо), а потім об’єднуються в
єдину структуру. Однак, у випадку, якщо алгоритми налаштування вибраних
топологій відносяться до різних класів навчання, вимагається синхронне
навчання всіх модулів, що входять в ансамбль, а отже необхідно розробити
єдиний алгоритм налаштування всіх модулів ансамблю.
Розглянемо принципи побудови ансамблів гібридних ШНМ
послідовної і паралельної структур.
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2.8.2 Послідовне з’єднання модулів
Структура організації послідовного ансамблю полягає в подачі
вихідних даних одного модуля на входи іншого модуля. Подібна структура
використовується для відновлення вхідних даних чи покращення їх
відмінності (нормалізація, див. підрозділ Д.1.3) для виконання основної
задачі (апроксимації, класифікації тощо).
Загальну схему послідовного з’єднання модулів показано на рис. 2.21.
( )X k 1( )y k 2 ( )y k ( )ny k
Рис. 2.21. Послідовне з’єднання модулів
2.8.3 Паралельне з’єднання модулів
Ансамбль, в якому вхідні дані подаються одночасно на всі модулі, що
складають гібридну нейронну мережу, називається паралельним. Основним
елементом налаштування такого об’єднання є «шар об’єднання», який
відповідає за агрегацію результатів роботи різних складових ансамблю.
Загальну структуру паралельного ансамблю модулів нейронних мереж
показано на рис. 2.22.

Рис. 2.22. Паралельне з’єднання модулів нейронних мереж
Основним недоліком використання паралельного ансамблю є проблема
оптимального вибору топологій модулів НМ, які доцільно включити до
складу ансамблю.
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2.8.4 Послідовно-паралельна структура ансамблю модулів
нейронних мереж
Послідовно-паралельний ансамбль модулів нейронних мереж, який є
найбільш узагальнюючою структурою, показано на рис. 2.23.
...
...
...
... ...
Рис. 2.23. Послідовно-паралельна структура ансамблю модулів нейронних мереж
Основним недоліком послідовно-паралельного ансамблю є надмірно
складний алгоритм навчання з ймовірнісною збіжністю.
2.8.5 Побудова архітектури ансамблів модулів нейронних мереж
На основі вищенаведеного аналізу в роботі використовується
паралельна структура ансамблю з шаром об’єднання.
Необхідною й достатньою умовою для побудови ансамблю модулів,
який має більшу точність розв’язання задачі класифікації (прогнозування)
ніж кожний окремий модуль є включення до його складу модулів, які
відповідають критеріям точності та різноманітності. Оскільки
різноманітність ансамблю зменшується зі збільшенням точності членів
ансамблю, то розв’язання задачі створення ефективного ансамблю зводиться
до пошуку компромісу.
У більшості ансамблевих методів (див. табл. 2.16) різноманітність і
точність досягається шляхом маніпулювання даними навчальної вибірки.
Однією з проблем, пов’язаних з цими підходами є те, що вони схильні
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будувати надмірно великі ансамблі. Це вимагає великої кількості пам’яті для
зберігання навчених модулів (класифікаторів). Для подолання даної проблеми
використовується процедура спрощення (Pruning), яка передбачає
оптимальний з точки зору точності, різноманітності та витрат пам’яті вибір
підмножини окремих модулів (класифікаторів) із вже побудованого ансамблю.
Виходячи з аналізу табл. 2.16, можна показати, що беггінг (вagging) має
переваги перед іншими:
– беггінг знижує дисперсію без збільшення зміщення (bias), що
призводить до зменшення помилки та підвищення стабільності;
– забезпечує підвищення точності роботи ансамблю, порівняно із будь-
яким модулем (класифікатором), який входить до складу ансамблю. Це може
навіть компенсувати додаткові обчислювальні витрати, необхідні для
реалізації процедури беггінга, яка передбачає навчання багатьох нейронних
мереж;
– робастний до шуму;
– паралельне навчання елементів ансамблю.
Нехай D = {d1, ...., dN} множина із N точок даних, де di = {(xi,yi) | i ∈ [1,
N]} пара ввідних ознак і мітка, яка представляє i-ту точку даних,
C = {c1,....,cM} множина М-модулів, де ci(xj) дає передбачення i-го модуля в j-
й точці даних, V = {v(1),....,v(N)|v(i) = [v(i)1 ,...,v(i)L], i ∈ [1, N]} множина векторів,
де v(i)j– кількість передбачень для j-ї мітки i-ї точки даних ансамблю з
мажоритарним голосуванням (голосуванням більшості), а L – кількість
вихідних міток.
Необхідно на основі точності і різноманітності класифікаторів C = {c1,
...., cM} відібрати членів для формування ансамблю, маючи тестовий набір
даних і вважаючи, що мережі попередньо навчені на бутстреп-вибірках.
Згідно критерію точності, як показано у підрозділі 2.7, елементами
ансамблю повинні бути гібридні нейронні мережі (модулі). Забезпечення
різноманітності досягається за рахунок навчання елементів ансамблю на
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різних наборах даних, які можуть бути отримані за рахунок використання
методу бутстрепа.
Основна ідея бутстрепа полягає в тому, щоб методом статистичних
випробувань Монте–Карло багаторазово витягувати повторні вибірки з
емпіричного розподілу: беремо кінцеву сукупність з n членів вихідної
вибірки x1, x2, ..., xn–1, xn, звідки на кожному кроці з n послідовних ітерацій за
допомогою генератора випадкових чисел, рівномірно розподілених на
інтервалі [1, n], «витягується» довільний елемент xk, який знову
«повертається» в вихідну вибірку (тобто може бути витягнутий повторно).
Тому попередньою стадією побудови ансамблю є створення основних
класифікаторів, які повинні бути незалежними.
Ці класифікатори навчаються на незалежних наборах даних. В
результаті маємо наступний алгоритм:
1) Надано набір навчальних прикладів (х1, у1), …, (хm, уm) з мітками
 1, ..., .y k
2) Отримати t бутстреп-вибірок Dt.
3) Незалежно (паралельно) навчити t класифікаторів ht, кожен на своїй
вибірці Dt.
Розглянемо поняття різноманітності.
Дано два класифікатори ci і cj, де N(01) позначає кількість точок даних,
неправильно передбачених ci, але правильно спрогнозованих cj. N(10)
протилежно N(01) і позначає кількість точок правильно передбачених ci, але
неправильно спрогнозованих cj. Різноманітність класифікатора сі, відносно
класифікатора cj, що позначається Divi,j – це відношення між сумою кількості
точок даних, правильно спрогнозованих одним з класифікаторів, і загальною
кількістю даних і визначається рівнянням
(01) (10)
,Div  = .i j
N N
N
 (2.4)
Внесок різноманітності ci класифікатора в ансамбль, що позначається
ConDivi, являє собою суму відмінностей між ci і кожним іншим
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класифікатором в ансамблі (за винятком ci, оскільки відповідно до рівняння
(2.4) різниця класифікаторів сама по собі дорівнює нулю) і визначається
рівнянням
,
1
ConDiv  = Div .
M
i i j
j
 (2.5)
Для задачі двокласової класифікації, внесок різноманітності
класифікатора ci
 ( )( )
 1
1ConDiv  =   ,
i k
N
i
i c x
k
M v
N 

де N – кількість точок даних; М – загальна кількість класифікаторів; ( )( )i k
i
c xv –
кількість класифікаторів які згодні з ci класифікатором у прогнозуванні
результату класифікації.
Тоді ( )( )i k
i
c xM v – кількість класифікаторів, які не згодні з ci
класифікатором у прогнозі результату. У загальному випадку прогнозування
члена ансамблю в одній точці даних можливо розділити на чотири
підмножини у яких:
1) окремий класифікатор прогнозує правильно і знаходиться у групі
меншини;
2) індивідуальний класифікатор прогнозує правильно і знаходиться у
групі більшості;
3) індивідуальний класифікатор неправильно прогнозує і знаходиться у
групі меншини;
4) індивідуальний класифікатор неправильно прогнозує і знаходиться у
групі більшості.
В роботі [20] визначено два наступні правила для розробки евристичної
метрики оцінки індивідуальних внесків членів ансамблю: 1) правильні
прогнози вносять позитивні вклади, неправильні – негативні; 2) правильні
прогнози, які входять в групу меншини, приносять більше позитивних
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вкладів, ніж правильні прогнози, які входять в групу більшості, а неправильні
прогнози, які входять в групу меншини, приносять менше негативних
вкладів, ніж неправильні прогнози, які входять в групу більшості.
Індивідуальний внесок класифікатора ci визначається наступним
чином:
( )
1
IC  = IC ,
N
j
i i
j
 (2.6)
де ( )IC ji вклад класифікатора ci в j -ту точку даних dj.
( )IC ji визначається в
залежності від того, до якої підмножини відноситься прогнозування
класифікатора.
Коли ci(xj) дорівнює yj, що означає, що ci робить правильні прогнози у
точці dj, якщо ci(xj) належить до групи меншості (перша підмножина), то
( )IC ji визначається як
( ) ( ) ( )
max ( )IC  = 2   ,i j
j j j
i c x   (2.7)
де ( )m ax
j – кількість більшості голосів у dj; ( )( )i jjc x – кількість передбачень
ci(xj), яке було визначено раніше.
Коли ci(xj) дорівнює yj і ci(xj) належить до групи більшості (у цьому
випадку     max  i j
j j
c x
v v ) (друга підмножина),  ICi j визначається як
   
 secIC  ,
j j
i v (2.8)
де  sec
jv – друга за величиною кількість голосів на dj мітках.     sec maxj jV v є
оцінкою «ступеня позитивного вкладу» у цьому випадку. Відповідно, якщо
більшість класифікаторів прогнозують правильно з класифікатором на dj,
внесок цього класифікатора не надто цінний, тому що без його
прогнозування ансамбль, все одно, буде правильним на dj (у разі відсутності
зв’язку). Зауважимо, що     sec maxj jV v від’ємне. Згідно з введеними
правилами для розробки індивідуального показника внесків, усі правильні
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прогнози вносять позитивний внесок. Таким чином, до     sec maxj jV v
додається член  max
jv , для його нормалізації, щоб він завжди був позитивним,
що і дає рівняння (2.8). І  max
jv додається до      max i jj jc xv v для підтримки
відносного порядку, що дає рівняння (2.7).
Коли ci(xj) не дорівнює yj  IC
i
j визначається як
         correct maxIC    ,i j
j j j j
i c x
v v v   (2.9)
де  correct
jv – кількість голосів за правильну мітку dj. Подібно до «ступеня
позитивного внеску», «ступінь негативного внеску» оцінюється за формулою
    correct i j
j j
c x
v v , що є різницею між кількістю голосів на правильну мітку і
кількістю голосів на ci(xj). Поєднуючи рівняння (2.7), (2.8) і (2.9) за
допомогою рівняння (2.6), індивідуальний внесок класифікатора ci:
            sec correct max( ) ( )max ( )
1
IC 2 ,
i ji j
j j j j
ij c x
N
j j
i ij c x ij
j
v v va v v v

      (2.10)
де
1 якщо ( )   та ( ) знаходиться у групі меньшості;
0, інакше.
i j j i j
ij
c x y c x     
   
 
1, та  ;
0, і
якщо знаходиться у групі більшост
накше.
1,    ;
0, ін
і
якщо
акше.
j j i j
ij
i j j
ij
ci x y c x
c x y
       
       
Відповідно до рівняння (2.10) формується множина модулів, які
включаються в ансамбль. Це вимагає розробки процедури об’єднання модулів.
Визначаємо динамічно усереднену мережу (ДУМ) за допомогою:
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ДУМ ( ),
n
i i
i n
f w f x

 (2.11)
де iw , 1,i n визначаються згідно з формулою
 
 
( )
,
( )
i
i n
i
i n
c f x
w
c f x



(2.12)
дe
( ), як
інак
що   ( ) 0.5,
( ( ))
1 ( ), ше,
i i
i
i
f x f x
c f x
f x
   fДУМ – середньозважене середнє
значення (CЗ) мережевих виходів. Ваговий вектор розраховуються кожного
разу, коли оцінюється вихідний ансамбль, щоб отримати найкращий
розв’язок для конкретного випадку, замість того, щоб статично вибрати ваги.
Вклад кожного модуля до суми пропорційний його достовірності.
Загальний алгоритм побудови архітектури ансамблів модулів
нейронних мереж має наступний вигляд:
1) Маємо набір навчальних прикладів    1 1, , ..., ,m mx y x y з мітками
 1, ..., .y k
2) Отримуємо t бутстреп-вибірок .tD
3) Незалежно (паралельно) навчити t класифікаторів th , кожен на
своїй вибірці .tD
4) Отримати прогнози кожного класифікатора ic щодо j-ї точки даних
jd на тестовій вибірці і визначити індивідуальний внесок.
4.1. Якщо прогноз ci(xj) дорівнює yi, тобто ci робить правильні
прогнози в cj
4.1.1. Якщо прогноз  i jc x належить до групи меншості, то
індивідуальний вклад розраховується за формулою (2.7).
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4.1.2. Якщо прогноз  i jc x належить до групи більшості, то
індивідуальний вклад розраховується за формулою (2.8).
4.2. Якщо прогноз  i jc x не дорівнює iy , індивідуальний вклад
розраховується за формулою (2.8).
5) Визначити індивідуальний внесок класифікатора ic за формулою
(2.10), де в залежності від пункту 4 виставляється в одиницю відповідний
коефіцієнт.
6) Додати пару  IC,i ic в список OL і відсортувати у порядку спадання.
7. Визначити параметр p, що є бажаним відсотком класифікаторів C,
який мають бути збережені на виході підансамблю. Цей параметр
визначається виходячи з існуючих ресурсів, таких як пам’ять, об’єм часових
витрат і вартість.
8. Знаючи бажані витрати ресурсів і реальні, вивести перші p відсотків
зі списку як скорочений і проранжований підансамбль.
9. Визначити вагові коефіцієнти об’єднання модулів у ансамбль за
формулою (2.12).
В результаті роботи алгоритму отримали ранжування обраних
нейронних мереж за їх індивідуальним вкладом. На практиці, в ансамблях
помилка класифікації зазвичай демонструє монотонне зниження, як функція
кількості елементів у ансамблі.
Для великих розмірів ансамблю ці криві досягають асимптотичного
постійного рівня помилки, який зазвичай вважається найкращим
результатом, який можна досягти.
Одна із проблем ансамблевих підходів полягає в тому, що їх
використання призводить до створення невиправдано великих ансамблів, що
вимагає значного обсягу пам’яті для зберігання навчених модулів і зменшення
часу відгуку для прогнозування [17]. Спрощення ансамблю або вибіркові
ансамблі – це метод, який вирішує цю проблему, вибираючи підмножину
окремих модулів з підготовленого ансамблю для формування підансамблю для
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прогнозування. Потрібно ретельно вибирати модулі у підансамбль, щоб
забезпечити його мінімальну складність (для зменшення вимог до пам’яті й
часу відгуку) та точність прогнозу, що є такою самою або перевершує точність
вихідного ансамблю. Таким чином, наступним кроком створення ефективного
ансамблю є використання процедури спрощення (англ. pruning).
Для відбору потрібних класифікаторів зазвичай використовуються такі
методи як спрощення зменшення помилки (англ. Reduce-Error Pruning),
спрощення Каппа (англ. Kappa Pruning), мінімізація граничної відстані (англ.
Margin Distance Minimization) та орієнтовувальне впорядкування (англ.
Orientation Ordering). Але всі ці підходи базуються на відборі мереж за
точністю або різноманітністю, які вже розглянуті під час рангування за
індивідуальним вкладом. Також відомо, що іноді недостатньо брати до уваги
різноманітність і точність для того, щоб сформувати ефективний ансамбль.
Пропонується використовувати такий підхід як спрощення за допомогою
доповнюючої величини (англ. Complementary Measure), який враховує також
взаємодію класифікаторів між собою.
Алгоритм спрощення
1) Отримати прогнози кожного члену ансамблю після запуску на
тестовому наборі даних.
2) Сформувати підансамбль Su–1 із членів, які на виході мають прогноз
 i jc x , що не дорівнює iy (тобто прогнозують неправильно).
3) Обрати класифікатор з найкращими показниками різноманітності й
точності згідно з отриманим списком OL в результаті попереднього
алгоритму і додати його в підансамбль.
4) Отримати величину Su, яка характеризує вплив класифікатора з
найкращими результатами на підансамбль, який дає неправильні прогнози:
 1
( , )
argmax I ( )  and  ( ) ,
u
sel
u k Sk y Z
s y h H y
  
x
x x
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де класифікатор з найкращими результатами належить початковому
ансамблю
1
( )  and  ;
uk S
h H x I( ) – індикаторна функція
I( ) 1 таtrue  I( ) 0 ;false  Su – величина, згідно з якою відбираються члени
до скороченого підансаблю.
5) Задаємо порогове значення для відбору класифікатора. Тобто, якщо
помилка, зроблена підансамблем Su–1 більше, ніж помилка Su, а саме, різниця
їх помилок перевищує попередньо визначене порогове значення, то
класифікатор вважається доповненням і відбирається в скорочений
підансамбль. Таким чином,
 1
( , )
argmax I ( ) ( ) > .
u
sel
u S kk y Z
S y H y h threshold
   
x
x x
6) Повторити кроки 3 – 5 із кожним класифікатором і початковим
підансамблем Su–1.
Висновки до розділу 2
1. Розроблено нову методологію синтезу гібридних нейронних мереж, в
якій на першому етапі оптимальним чином вибирається базова нейронна
мережа (БНМ); на другому етапі, в результаті розв’язання задачі
багатокритеріальної оптимізації вона модифікується за рахунок зміни кількості
нейронів в прихованих шарах, перехресних зв’язків; на третьому етапі
вирішується завдання структурно-параметричного синтезу модуля, до складу
якого входить модифікована БНМ; на четвертому етапі вирішується завдання
структурно-параметричного синтезу ансамблю, який складається з модулів, що
дозволяє підвищити точність роботи систем за їх мінімальної складності.
2. Розроблено новий метод модифікації БНМ, в якому для підвищення
ефективності (збільшення точності і зниження складності БНМ) розв’язання
задачі здійснюється в два етапи: на першому етапі використовується
гібридний багатокритеріальний еволюційний алгоритм для локалізації зони
пошуку оптимальної структури і вагових коефіцієнтів НМ, а на другому –
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для більш точного визначення кількості нейронів в прихованих шарах
застосовується адаптивний алгоритм об’єднання і нарощування, уточнення
вагових коефіцієнтів здійснюється на підставі використання методів
зворотного розповсюдження помилки і найшвидшого спуску (стохастичного
градієнтного спуску).
3. Розроблено новий алгоритм структурно-параметричного синтезу
ансамблю модулів гібридних нейронних мереж, субоптимальну структуру
якого визначено у вигляді паралельного з’єднання модулів нейронних мереж з
шаром об’єднання, вибір і навчання яких здійснюється в результаті оптимізації
критеріїв точності та різноманітності з використанням запропонованого
алгоритму спрощення та методу динамічного усереднення, що дозволяє
підвищити точність роботи при мінімальній складності ансамблю.
4. Вперше запропоновано нову модель штучного нейрону, яка
базується на використанні трьох зважених суматорів та відповідної функції
активації, яка залежить від трьох змінних, що дозволяє отримати модель, яка
апроксимує певну просту кусково-лінійну функцію, і при цьому дозволяє
незалежно налаштовувати параметри гіперплощини, яка задає півпростори з
різними лінійними функціями – і, як наслідок, має покращені апроксимуючі
властивості.
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РОЗДІЛ 3
ГІБРИДНІ НЕЙРОННІ МЕРЕЖІ ГЛИБОКОГО НАВЧАННЯ
3.1 Глибоке навчання як засіб підвищення ефективності нейронних
мереж
Основна складність використання нейронних мереж (НМ) – так зване
«прокляття розмірності». У разі збільшення розмірності входів і кількості
шарів, складність мережі і відповідно час навчання зростає експоненціально,
при цьому отриманий результат далеко не оптимальний.
Інша складність використання НМ полягає в тому, що в традиційних
НМ відсутня інтерпретація, яким чином вони вирішують завдання. Для
багатьох областей це пояснення більш важливе, ніж сам результат
(наприклад, медицина). Внутрішнє представлення результатів навчання часто
настільки складне, що його неможливо проаналізувати, за винятком деяких
найпростіших випадків, що зазвичай не представляють інтересу.
В даний час теорія і практика машинного навчання переживають
справжню «глибинну революцію», викликану успішним застосуванням
методів Deep Learning (глибокого навчання), що представляють собою третє
покоління НМ. На відміну від класичних (другого покоління) НМ 80–90-х
років минулого століття, нові парадигми навчання дозволили позбавитися від
ряду проблем, які стримували поширення і успішне застосування
традиційних НМ.
Мережі, навчені за допомогою алгоритмів глибокого навчання, не
просто перевершили по точності кращі альтернативні підходи, але і в ряді
завдань проявили зачатки розуміння сенсу інформації, що подається
(наприклад, при розпізнаванні зображень, аналізі текстової інформації тощо).
Найбільш успішні сучасні промислові методи комп'ютерного зору та
розпізнавання мовлення побудовані на використанні глибоких мереж, а
гіганти IT-індустрії, такі як Apple, Google, Facebook скуповують колективи
дослідників, що займаються глибокими НМ.
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Теорія глибокого навчання доповнює звичайні технології машинного
навчання спеціальними алгоритмами для аналізу вхідної інформації на
декількох рівнях представлення. Особливість нового підходу полягає в тому,
що «глибоке навчання» вивчає предмет, поки не знайде достатньо
інформативних рівнів подання для урахування всіх факторів, здатних
вплинути на характеристики досліджуваного предмета.
Таким чином, НМ на базі такого підходу вимагає менше вхідної
інформації для навчання, а навчена мережа здатна аналізувати інформацію з
набагато більш високою точністю, ніж звичайні НМ.
Нова парадигма навчання реалізує ідею навчання в два етапи. На
першому етапі з великого масиву нерозмічених даних за допомогою
автоасоціаторів (шляхом їх пошарового навчання без «вчителя») витягується
інформація про внутрішню структуру вхідних даних. Потім, використовуючи
цю інформацію в багатошаровій НМ, її навчають з «учителем» (розміченими
даними) відомими методами. При цьому кількість нерозмічених даних
бажано мати якомога більшу. Розмічених даних може бути набагато менше.
Для нашого випадку це не дуже актуально.
У загальному випадку структурні схеми НМ глибокого навчання, що
включають у себе обмежені машини Больцмана (ОМБ) або автоенкодери
представлені на рис. 3.1 та 3.2 [1, 3, 8, 9].
3.2 Метод визначення структури нейронної мережі глибокого
навчання
3.2.1 Постановка задачі
Заданий скінчений набір J = {(R
j
, Y
j
)}, j = 1, …, P пар типу «атрибут-
значення», де R
j
, Y
j
– вхідний і вихідний вектори НМ, відповідно.
Необхідно синтезувати таку оптимальну топологію НМ глибокого
навчання, яка забезпечувала б найбільш ефективний розв’язок прикладної
задачі, що ставиться і яка описується вибіркою J. За критерій оптимальності
приймається векторний критерій [20].
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I =  [ I
1
( x ) , I
2
( x ) ] → o p t ,
де I1(x) = Езаг(x) – похибка узагальненості, що визначає величину похибки
рішення задачі; I2(x) – складність НМ; x =  ( х1і , x2 , x3) Т , х1і – кількість
нейронів у і-му прихованому шарі; 21, ;x x2 – кількість прихованих шарів
(кількість обмежених машин Больцмана чи автоенкодерів для НМ глибокої
довіри); x2 – кількість нейронних зв’язків.
 
Рис. 3.1. Обмежена машина Больцмана
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 
Рис. 3.2. Автоенкодер
Для навчання і оцінювання точності роботи побудованих НМ
використовувалась штучна вибірка CATS (for Competition on Artificial Time
Series) (рис. 3.3).
Критерії оптимізації:
 мінімізація середньої квадратичної похибки роботи мережі
 21
1
,
n
i i
i=
I = y d
де yi – отриманий вихід НМ; di – бажаний вихід НМ; n – кількість елементів
вибірки;
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 мінімізація кількості зв’язків між нейронами
2
1 1
σ ,
k k
ij
i= j=
I =
де σ ij =1, якщо існує зв’язок між i-м і j-м нейронами; k – кількість нейронів в
НМ.
Рис. 3.3. Навчання і оцінювання точності роботи побудованих НМ при
використанні штучної вибірки CATS
3.2.2 Огляд існуючих методів
Для вирішення поставленої задачі можуть бути використані еволюційні
алгоритми оптимізації: рою частинок [6, 14], генетичний алгоритм і
комбінований алгоритм і багато інших[16, 21].
Алгоритм рою частинок включає в себе виконання наступних кроків.
Крок 1. Обираємо довільним чином розмір популяції (кількість
частинок) Р і задаємо ліміт на кількість ітерацій пошуку L і бажане значення
помилки роботи нейромережі ε.
Крок 2. Побудуємо випадковим чином набір векторів
Yi( y1 y2 … yn),
де y1 – кількість нейронів в першому шарі; yk – кількість нейронів в k-му
шарі; yn – кількість нейронів у вихідному шарі, k = 1...n, i = 1...P.
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Кожен такий вектор буде відповідати одній частинці рою.
Кількість нейронів у першому і останньому шарі може визначатися
завданням. У такому разі випадковим чином генеруються тільки інші
компоненти кожного вектора.
Крок 3. Для кожної частинки випадковим чином задаємо її швидкість
iv , i – номер частинки, i = 1, ..., Р.
Крок 4. Для кожної частинки будуємо відповідну їй нейронну мережу.
Тобто, частинці Yi( y1 y2 … yn) буде відповідати нейронна мережа, в якій буде
y1 нейронів у першому шарі, yk нейронів у k-му шарі і т. ін., k = 1, ..., n.
Навчаємо кожну з отриманих мереж будь-яким з допустимих методів
навчання. Для кожної з нейронної мережі обчислюємо значення критерію,
який являє собою згортку критеріїв I1(x) та I2(x). Обчислене для кожної
нейронної мережі значення критерію буде служити функцією якості для
відповідної частинки.
Кожна з частинок запам'ятовує в своїй історії значення функції якості
на кожній ітерації.
Крок 5. Для кожної частинки знаходимо мінімальне значення її функції
якості за всю історію (тобто, мінімальне значення похибки відповідної
нейромережі за весь час роботи алгоритму). Позначаємо значення вектора Yi
(де i – номер частинки), яка відповідає знайденому мінімальному значенню
функції якості, так lbestiY – локальне найкраще рішення для відповідної
частинки.
Крок 6. Серед всіх частинок знаходимо мінімальне значення функції
якості за всю історію рою (тобто, мінімальне значення критерію для
нейронної мережі за весь час роботи алгоритму серед всіх згенерованих
конфігурацій нейронних мереж). Позначаємо значення вектора Y, який
відповідає знайденому значенню функції якості, як Ygbest – глобальне
найкраще рішення.
Крок 7. Модифікуємо швидкість vi (i – номер частинки) кожної
частинки наступним чином:
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   , 1 , , , ,lbest gbesti t i t p p i i t g g i tv v r Y r       Y Y Y  
де ,i tv  – швидкість і-ї частинки для t-ї ітерації алгоритму; ,i tY  – вектор i-ї 
частинки для t-ї ітерації алгоритму; lbestiY  – локальне найкраще рішення і-ї 
частинки; Ygbest – глобальне найкраще рішення, знайдене всіма частинками; 
p gr r  – випадкові числа з інтервалу (0, 1); p g   – вагові коефіцієнти, які 
обираються довільно, є аналогами «швидкості навчання» для НМ. 
 Крок 8. Модифікуємо значення вектора iY , який відповідає кожній 
частинці наступним чином: 
, 1 , , 1int ,i t i t i tv    Y Y  
де і – номер частинки; t – номер ітерації; int[·] – ціла частинка. 
 Крок 9. Критерій зупинки. Якщо знайдене на 6-му кроці значення 
глобального найкращого рішення забезпечує бажану точність Ygbest < ε, чи 
досягнуто ліміт кількості ітерації t ≥ L, то закінчуємо процес пошуку. Тоді 
вектор Ygbest відповідає найкращій знайденій конфігурації НМ, інакше – 
збільшуємо лічильник ітерацій і переходимо до кроку 4. 
У якості генетичного алгоритму використовувався гібридний 
генетичний алгоритм (див. підрозділ 2.6.8) 
Результати моделювання з використанням алгоритмів рою частинок і 
генетичного алгоритму наведено у табл. 3.1. 
Порівняння метода рою частинок і генетичного алгоритму 
Метод рою частинок і генетичний алгоритм мають ідентичну 
ефективність, але оптимальні налаштування алгоритмів відрізняються для 
кожної задачі і при зростанні розмірності задачі збільшується діапазон 
значень ефективності алгоритмів. 
Метод рою частинок дозволяє досягти прийнятного ефекту за меншу 
кількість ітерацій та/або з меншими обчислювальними затратами. Зокрема, 
метод рою частинок вимагає відчутно менше обчислювальних витрат для 
розв’язання нелінійних необмежених задач. 
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Таблиця 3.1
Результати моделювання з використанням алгоритмів рою частинок і
генетичного алгоритму
Алгоритм Параметриалгоритму
Отримана
конфігурація
ШНМ
Похибка
ШНМ на
перевірочній
вибірці
Кількість
ітерацій
пошуку
конфігурації
Метод рою
частинок 1 < N < 20,
P = 10,
100 < L <
5000,
Е < 1250
20–18–1 0,381 353
Генетичний
алгоритм 20–13–1 0,463 387
N – кількість нейронів в шарі; Р – розмір популяції; L – кількість ітерацій;
Е – середня квадратична похибка на всьому масиві даних.
Перевагою методу рою частинок є простота його програмної реалізації,
вища інтуїтивна зрозумілість і наочна геометрична інтерпретація.
3.2.3 Комбінований алгоритм визначення структури нейронної
мережі глибокого навчання
Комбінований алгоритм включає в себе виконання наступних кроків.
Алгоритм рою частинок забезпечує високу точність рішення (за
рахунок пам’яті частинок) і швидке отримання прийнятного рішення. У той
же час генетичний алгоритм краще пристосований для розв’язання
дискретних проблем і має кращі механізми боротьби з локальними
мінімумами (за рахунок мутацій і вдалих кроссоверів).
Даний алгоритм дозволяє поєднати в собі переваги обох алгоритмів і
тим самим досягти швидкого і точного рішення поставленої задачі [16, 21].
Алгоритм базується на ідеї послідовного виконання однієї ітерації
пошуку кожним з базових алгоритмів (рою частинок і генетичного
алгоритму), порівняння знайдених кожним з алгоритмів результатів і
додавання кращого із знайдених рішень в кожен алгоритм.
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Крок 1. Обидва алгоритми (рою частинок і генетичний) запускаються
одночасно в паралельному режимі для синтезу структури однієї і тієї ж НМ.
Крок 2. Виконується одна ітерація кожного алгоритму у відповідності з
описаною в попередніх пунктах методики.
Крок 3. Після кожної ітерації порівнюються результати, знайдені обома
методами, і вибирається найкраще рішення.
Нехай ( )pso
iY – найкраще рішення знайдене алгоритмом рою частинок на
i-й ітерації, а ( )ga
iW – найкраще рішення знайдене генетичним алгоритмом.
Якщо    ( ) ( )pso ga ,i iI Y I W тобто, отримане з допомогою алгоритму рою
частинок рішення забезпечує менше значення функції якості І, то
переходимо до кроку 4а. Інакше переходимо до кроку 4б.
Крок 4а. Замінюємо найгірше рішення генетичного алгоритму
( )
ga_worst
iW рішенням ( )pso
iY ( ) ( )ga_worst pso:
i iW Y і переходимо до кроку 5.
Крок 4б. Замінюємо найгірше рішення алгоритму рою частинок
( )
pso_worst
iY рішенням ( )ga ,
iW ( ) ( )pso_worst ga:
i iY W і переходимо до кроку 5.
Крок 5. Якщо обидва алгоритми продовжують свою роботу (тобто,
критерій зупинки не виконується ні для одного з них), то переходимо до
кроку 2.
Описаний підхід повторюється до зупинки одного з алгоритмів. В
якості остаточного рішення приймається найкраще з рішень, знайдених
обома методами на момент зупинки.
Результати моделювання з використанням алгоритмів рою частинок,
генетичного і комбінованого алгоритмів наведено в табл. 3.2.
3.2.4. Особливості розрахунку оптимальних структур глибоких
нейронних мереж
Отримання оптимальної структури нейронної мережі повністю
базується на описаному в підрозділі 2.6.8 гібридному алгоритмі, але для
кодування рішень та обчислення функцій пристосованості кожного з
розв’язків використовуються певні особливості притаманні НМ.
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Таблиця 3.2
Результати моделювання с використанням алгоритмів рою частинок,
генетичного і комбінованого алгоритмів
Алгоритм Параметриалгоритму
Отримана
конфігурація
ШНМ
Похибка
роботи ШНМ
Кількість
ітерацій
пошуку
конфігурації
Метод рою
частинок 1< N < 20,
P = 10,
100 < L< 5000,
Е < 1250
20–18–1 0,381 353
Генетичний
алгоритм 20–13–1 0,463 387
Комбінований
алгоритм 20–17–1 0,325 329
N – кількість нейронів в шарі; Р – розмір популяції; L – кількість ітерацій;
Е – середня квадратична похибка на всьому масиві даних.
Хромосоми, що кодують кожну можливу топологію нейронної мережі,
мають наступний вигляд:
Wi(w11…w1k w21… w2k … wn1… wnk),
де w11…w1k – закодований у двійковому форматі вектор, що описує
кількість нейронів у першому шарі нейронної мережі; …; wр1…wрk –
закодований у двійковому форматі вектор, що описує кількість нейронів у р-
му шарі нейронної мережі; …; wn1… wnk – закодований у двійковому форматі
вектор, що описує кількість нейронів у останньому шарі нейронної мережі, n
– кількість шарів, k – кількість біт, що використовується для кодування
кожного значення (гена).
Кожна така хромосома буде відповідати певній архітектурі НМ.
Кількість нейронів у першому та останньому шарі зазвичай
визначається задачею. В такому разі випадковим чином генеруються тільки
решта компонент кожного вектора (рис. 3.4).
W
1
W
2
… W
p
… W
n-1
W
n
Рис. 3.4. Генерування випадковим чином решти компонент кожного вектора
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Подібна структура хромосоми дозволяє окрім вибору кількості нейронів
в шарах визначати також кількість шарів.
Таким чином, хромосома представлена на рис. 3.5, кодує мережу
глибокої довіри з трьома прихованими шарами, де перший прихований шар
містить 10 нейронів; другий прихований шар містить 12 нейронів; третій
прихований шар містить 8 нейронів.
1
0
0 1
2
0 0 8 0
Рис. 3.5. Структура хромосоми
3.2.5. Приклад розрахунку оптимальної структури мережі глибокої
довіри
В якості задачі, яку необхідно розв’язати з використанням НМ, була
обрана задача прогнозування позиції у просторі маніпулятора робота, що
базується на тестовому наборі даних kin8nm [21]. Обрана задача накладає
такі обмеження на параметри НМ:
 кількість входів НМ – 8;
 кількість виходів НМ – 1.
Додатково введемо наступні обмеження:
 кількість прихованих шарів – 2;
 максимальна кількість нейронів у шарі – 16.
З метою демонстрації роботи запропонованого алгоритму розглянемо
спрощену задачу пошуку оптимальної структури:
N (розмір популяції) = 5;
NA (розмір архіву) = 2;
Т (максимальна кількість поколінь) = 5;
рс (початкове значення ймовірності схрещування) = 0,9;
рm (початкове значення ймовірності мутації) = 0,05.
У результаті виконання четвертої ітерації алгоритму отримано
наступну популяцію (табл. 3.3).
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Таблиця 3.3
Набір хромосом четвертої ітерації
Індивід Кількість нейронів у шарі
Вхідний шар 1-й прихований
шар
2-й прихований
шар
Вихідний шар
Індивід 1 8 15 7 1
Індивід 2 8 11 10 1
Індивід 3 8 11 8 1
Індивід 4 8 13 12 1
Індивід 5 8 14 13 1
Для зручності надалі описуючи структуру НМ, яка кодується
індивідом, будемо використовувати нотацію
<Nвх – N1 – N2 – Nвих>,
де Nвх – кількість нейронів у вхідному шарі; N1 – кількість нейронів у
першому прихованому шарі; N2 – кількість нейронів у другому прихованому
шарі; Nвих – кількість нейронів у вихідному шарі.
Тоді, індивід 1 кодує структуру <8–15–7–1>, індивід 2 – структуру
<8–11–10–1> і т. д.
Крок 1. Визначення пристосованості
Для кожної хромосоми з популяції та архіву будуємо відповідну їй
нейронну мережу. Тобто, індивіду1 (<8–15–7–1>) відповідатиме НМ, в якій
буде 8 нейронів у першому шарі, 15 нейронів у другому шарі і т.д.
Навчаємо кожну з отриманих мереж будь-яким з допустимих методів
навчання. Для кожної з нейронних мереж обчислюємо середню квадратичну
помилку Ер її роботи на контрольній вибірці даних та суму нейронів у всіх
шарах Sn. Отримані результати приведені нижче в табл. 3.4.
На основі отриманих значень точності та складності отриманих
нейромереж обчислимо значення функції пристосованості F для кожного з
індивідів в Рt. Отримані результати приведені нижче в табл. 3.5.
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Таблиця 3.4
Отримані результати навчання нейронних мереж
Назва Структура Середня квадратична помилка Складність
Індивід1 <8–15–7–1> 0,06112 31
Індивід2 <8–11–10–1> 0,05378 30
Індивід3 <8–11–8–1> 0,05652 28
Індивід4 <8–13–12–1> 0,05875 34
Індивід5 <8–14–13–1> 0,06674 36
На основі отриманих значень точності та складності отриманих НМ,
обчислимо значення функції пристосованості F для кожного з індивідів в Рt.
Отримані результати приведено в табл. 3.5.
Таблиця 3.5
Результати значення функції пристосованості F для кожного з
індивідів
Назва СКП Складність Доміновані
індивіди
Сила
індивіда
Грубе значення
пристосованості
Індивід 1 0,06112 31 5 1/6 1/2+1/2=1
Індивід 2 0,05378 30 1, 4, 5 1/2 0
Індивід 3 0,05652 28 1, 4, 5 1/2 0
Індивід 4 0,05875 34 5 1/6 1/2+1/2=1
Індивід 5 0,06674 36 - 0 1-6+1/2+1/2+1/6=8/6
Крок 2. Модернізація архіву. Скопіюємо всі особини, чиї вектори
рішень недоміновані щодо Рt (тобто, чиї значення функцій пристосованості
менші за 1) в проміжний архів Аt*.
Внаслідок цього кроку в проміжний архів Аt* будуть скопійовані
індивіди 2 та 3.
Крок 3. Ранжування. Особини в популяції сортуються за значеннями
функцій пристосованості за спаданнями (від найкращої особини до
найгіршої). Отримаємо наступну послідовність особин:
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 індивід 2;
 індивід 3;
 індивід 1;
 індивід 4;
 індивід 5.
Крок 4. Групування. Особини діляться на групи, кожна з яких
складається з двох особин. Ці дві особини обираються з початку списку
відсортованих особин.
Отримані пари:
 індивід 2 та індивід 3;
 індивід 1 та індивід 4;
 індивід 5 — не приймає участь у схрещуванні, оскільки не має пари.
Крок 5. Схрещування і мутація. В кожній зі сформованих груп
відбувається схрещування (кроссовер) та мутація.
Піддамо схрещуванню перші дві пари індивідів та застосуємо операцію
мутації до індивіда 5.
Схрещування
Перша пара:
Батьки: індивід 2 (<8–11–10–1>) та індивід 3 (<8–11–8–1>)
Дочірні особини: індивід6 (<8–11–8–1>) та індивід 7 (<8–11–10–1>)
Друга пара:
Батьки: індивід 1 (<8–15–7–1>) та індивід 4 (<8–13–12–1>)
Дочірні особини: індивід 8 (<8–15–12–1>) та індивід 9 (<8–13–7–1>)
Мутація
Батьківська особина: індивід 5 (<8–14–13–1>)
Дочірня особина: індивід 10 (<8–13–13–1>)
Адаптація ймовірностей схрещування на мутації
Крок 6. Усі дочірні особини об’єднуються у одну групу, яка стає новою
популяцією Pt :
 індивід 6 — <8–11–8–1>;
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 індивід 7 — <8–11–10–1>;
 індивід 8 — <8–15–12–1>;
 індивід 9 — <8–13–7–1>;
 індивід 10 — <8–13–13–1>.
Крок 7. Закінчення
Оскільки був досягнутий ліміт ітерацій t ≥ 5, тоді Аt – є шукана множина
розв’язків:
 індивід 2 — <8–11–10–1>;
 індивід 3 — <8–11–8–1>.
3.3 Глибокі нейронні мережі для вирішення завдань розпізнавання
і класифікації зображення
3.3.1 Загальна постановка задачі розпізнавання образів для
виявлення неформалізованих елементів
Постановка задачі класифікації. Нехай X – множина описів об’єктів, Y
– множина номерів (чи найменувань) класів. Існує невідома цільова
залежність – відображення y*: Х → Y, значення якої відомі тільки на об’єктах
скінченої навчальної вибірки:
mX = {(x
1
, y
1
),…,( mx , my )},
де mX множина елементів навчальної вибірки розмірністю m.
Потрібно побудувати алгоритм, здатний визначити належність
довільного об’єкта х X до класу у Y.
3.3.2 Використання глибоких нейронних мереж для вирішення
задачі розпізнавання образів неформалізованих елементів
Застосування багатошарового персептрона з традиційною структурою
при вирішенні реальних задач розпізнавання і класифікації зображень
викликає певні труднощі. По-перше, зображення, як правило, мають велику
розмірність, внаслідок чого зростає кількість нейронів і синаптичних зв’язків
у мережі. У свою чергу, це вимагає збільшення навчальної вибірки, внаслідок
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чого збільшується час і обчислювальна складність процесу навчання. По-
друге, ігнорується топологія вхідних даних. Компоненти вхідного шару
можуть бути представлені в будь-якому порядку, без урахування мети
навчання. Однак зображення мають строгу двовимірну структуру, в якій
існує залежність між просторово-сусідніми пікселями [2, 18].
Від цих недоліків вільні так звані згорткові нейронні мережі, які являють
собою особливий клас багатошарових персептронів, спеціально створених для
розпізнавання двовимірних поверхонь з високим ступенем інваріантності до
масштабування, зсуву, повороту, зміни ракурсу та інших просторових
спотворень, і глибокі НМ побудовані на базі автоенкодерів, попереднє
навчання яких здійснюється на базі обмежених машин Больцмана [1, 3, 8,11].
3.3.3 Згорткові нейронні мережі підвищеної ефективності
3.3.3.1 Принцип організації згорткової мережі
Згорткова нейронна мережа (ЗНМ) (англ. Convolutional Neural Network)
– це особлива архітектура штучної нейронної мережі, що імітує особливості
зорової області кори головного мозку [11].
На противагу до багатошарового персептрону ЗНМ мають наступні
відмінні ознаки:
1) Локальна повнозв’язність: відповідно до концепції рецептивних
полів, ЗНМ використовують просторову локальність шляхом застосування
схеми локальної зв’язності між нейронами сусідніх шарів. Таким чином, ця
архітектура забезпечує можливість навченим «фільтрам» (ядрам згортки)
виробляти найсильніший відгук на просторово-локальний вхідний образ.
Структура із багатьох таких шарів еквівалентна використанню нелінійного
фільтру і є чутливою до більшої області піксельного простору. Таким чином,
мережа спочатку створює представлення дрібних деталей входу, а потім з
них збирає представлення більших областей [11].
2) Спільні ваги: у ЗНМ кожен фільтр повторюється на всьому
зоровому полі. Ці повторні вузли використовують спільну параметризацію
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(вектор ваг та порогів) та формують карту ознак. Це означає, що всі нейрони
у заданому згортковому шарі реагують на одну й ту ж саму ознаку в межах
свого рецептивного поля. Повторювання вузлів, таким чином, дозволяє
виявити ознаки незалежно від їхнього положення в зоровому полі,
забезпечуючи властивість інваріантності відносно зсуву [11].
Разом ці властивості дозволяють ЗНМ досягати кращого узагальнення
на задачах розпізнавання зображень Спільне використання ваг різко зменшує
кількість вільних параметрів, завдяки яким навчається мережа, знижуючи
вимоги до пам’яті для роботи мережі та уможливлюючи тренування більших,
потужніших мереж [11].
Згорткова нейронна мережа будується на основі операції згортки, що
дозволяє навчати ЗНМ на окремих частинах зображення, ітераційно
збільшуючи  локальну область навчання окремого ядра згортки.
Припустимо, що x(t) – деяка функція при t [11].
Тоді згортка x(t) з ядром k(t) – це функція S(t), яка визначається як
 ( ) ( ) ( ) ( ) .S t x k t x k t d       (3.9)
Якщо функція дискретна, тобто ,t Z то
 ( ) ( ) ( ) ( ) .S t x k t x k t d       (3.10)
Якщо І(i, j) – зображення, то згортку зображення І(i, j) з ядром K(t, s)
буде записано як
 
0 0
( , ) ( , ) ( , ) ( , ),i j
m n
S i j I K i j I m n K i m j n       (3.11)
де m, n – поточне положення ядра відносно зображення І(i, j) з розміром i × j.
3.3.3.2. Класифікація шарів згорткової мережі
Ключовим моментом в розумінні ЗНМ є поняття так званих спільних
ваг, тобто частина нейронів деякого шару нейронної мережі може
використовувати одні й ті самі вагові коефіцієнти. Нейрони, що
використовують одні й ті самі ваги, об’єднуються в карти ознак (англ. feature
195
maps), а кожен нейрон карти ознак пов’язаний з частиною нейронів
попереднього шару. При обчисленні мережі виходить, що кожен нейрон
виконує згортку деякої області попереднього шару (яка визначається
множиною нейронів, пов’язаних з даними нейроном). Шари нейронної
мережі, побудовані описаним чином, називаються згортковими шарами. Крім
згорткових шарів в згортковій нейронній мережі можуть бути шари агрегації
(субдискретізації), що виконують функції зменшення розмірності карти
ознак, і повнозв’язні шари (класифікатор, який знаходиться на виході
мережі). Згорткові шари та шари агрегації можуть чергуватися, найчастіше
шари агрегації розміщують за шарами згортки [11, 12].
Згорткові нейронні мережі можуть мати багатовимірні шари (в
основному використовуються двомірні, наприклад, в мережах, що
обробляють зображення, і тривимірні, наприклад, для кольорового
зображення) декількох типів [11, 12].
Відносно завдань розпізнавання об’єктів на зображеннях вхідний шар
найчастіше представляється у вигляді тривимірної сітки, розміри якої
залежать від вхідного зображення,
,In W H D   (3.12)
де In – розмірність вхідного шару мережі; W – ширина вхідного зображення;
H – висота вхідного зображення; D – глибина або кількість кольорових
каналів зображення.
Умовний вигляд вхідного шару загорткової нейронної мережі
представлено на рис. 3.11, де наведено приклад представлення зображення у
форматі RGB [11, 12].
Загальний вигляд ЗНМ показано на рис. 3.12.
Комбіновану мережу, яка складається з згорткової нейронної мережі,
класифікатора та розгорткової нейронної мережі наведено на рис. 3.13. Така
архітектура дозволяє не тільки розпізнавати елементи зображення, а й
помічати на ньому розпізнанні елементи. Розгорткова нейронна мережа є
дзеркальним відображенням  згорткової нейронної мережі [12].
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Рис. 3.11.  Умовний вигляд вхідного шару згорткової нейронної мережі
Рис. 3.12. Загальний вигляд згорткової нейронної мережі
Рис. 3.13. Комбінована згорткова нейронна мережа
Розглянемо шари ЗНМ більш детально.
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3.3.3.3 Згортковий шар
Згортковий шар (англ. Convolutional layer) – це основний блок
згорткової нейронної мережі і призначений для виділення ознак зображення
та їх перетворення. Згортковий шар складається з набору фільтрів –
багатовимірних (зазвичай двомірних або тривимірних) матриць ваг зв’язку
нейронів попереднього шару з нейронами згорткового шару. Згортковий шар
включає в себе для кожного каналу свій фільтр (в ЗНМ значення ядра фільтра
називаються вагами зв’язків нейронів згорткового шару: 00 01 ( 1)( 1), , ..., ,F Fw w w  
де F×F – розмір ядра фільтра), згорткове ядро котрого виконує операцію
згортки для фрагментів попереднього шару [11]. Процес формування
сигналів нейронів згорткового шару показано на рис. 3.14 [12].
Рис. 3.14. Формування карти ознак згорткової нейронної мережі
Вагові коефіцієнти ядра згортки невідомі та визначаються в процесі
навчання. Особливістю згорткового шару є порівняно невелика кількість
навчаючих параметрів. Для кольорового зображення розміром 100х100
пікселів по трьом каналам (це 30000 вхідних нейронів) при використанні 6
ядер згортки розміром 3×3 використовуватися буде лише 9 параметрів для
кожного ядра згортки кожного каналу, тобто всього 9×6×3 = 162 параметри,
що набагато менше, ніж для повнозв’язного шару [12].
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Основними параметрами згорткової нейронної мережі є: розмір ядра
згортки (фільтра), кількість ядер згортки (залежить від кількості згорткових
шарів), величина зміщення при пересуванні ядра згортки по матриці
зображення (крок ядра згортки), параметри (по вертикалі та горизонталі)
урахування крайових ефектів (початкове положення ядра згортки на матриці
зображення або карті ознак перед початком переміщення по горизонталі та
вертикалі з метою побудови карт ознак) (див. рис. 3.12), початкове
заповнення ядер згортки [11].
Розмір ядра згортки визначає, наскільки сильно зменшується
просторова варіативність зображення після кожної згортки, та наскільки
сильно зменшується зображення. Кількість ядер згортки визначає кількість
карт ознак, що кодують яку-небудь особливість зображення (наприклад,
наявність прямої або похилої лінії). Зміщення визначає, на скільки кроків
зміщується фільтр для виконання наступної операції згортки. При великому
зміщенні частина інформації може втрачатися. Від зміщення залежить,
наскільки зменшується зображення після кожної операції згортки. Крайові
ефекти – це параметри виконання згортки на краях зображення. Існує кілька
типів крайових ефектів, найпоширеніші з них – це обрізання (англ. pruning) та
заповнення нулями. Заповнення нулями не зменшує матрицю зображення[12].
З метою зменшення обчислювальних витрат використовується операція
обрізання – це зменшення карт ознак після операції згортки. Розмір карт
ознак при використанні обрізання визначається зміщенням, розміром ядра
згортки і розмірами попереднього шару мережі, відповідно до формул
 2 / 1,pW W F P S     (3.13)
 2 / 1,pH H F P S     (3.14)
де W і H – ширина і висота карт ознак відповідно; Wp і Hp – ширина і висота
матриці зображення відповідно; F – розмір ядра згортки згорткового шару
мережі; P – кількість доданих нулів по краях матриці зображення;
S – зміщення фільтра [11].
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Математичну модель загорткового шару в спрощеному виді можна
описати наступною формулою  1 ,l l l lx f x k b   де lx – вихід шару l ; ( )f 
– функція активації; bl – коефіцієнт зміщення, символом  позначена
операція згортки входу xl–1 з ядром kl. Якщо розписати формулу в
стандартному вигляді, то одержимо:
 10 0 ,n ml l l lj i j ji jx f x k b    
де ljx – карта ознак j (вихід шару l ; ( )f  – функція активації; ljb –
коефіцієнт зміщення для карти ознак j ; ljk ядро згортки j ; 1lix  – карта ознак
попереднього шару; n, m розміри зображення. Схему загорткового шару
представлено на рис. 3.15 [11].
Рис. 3.15. Схема згорткового шару l
Приклад дії операції згортки в ЗНМ наведено на рис. 3.16.
В згортковій нейронній мережі набір ваг не один, а ціла гамма, що кодує
елементи зображення (наприклад лінії і дуги під різними кутами). В залежності
від кількості використовуваних фільтрів отримуємо ту ж кількість карт ознак.
Ядра згортки для початку роботи ініціюються випадковими значеннями
(див. підрозділ 3.4.3.6), а потім налаштовуються шляхом навчання мережі
класичним методом зворотного поширення помилки. Прохід кожним ядром
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згортки формує свій власний примірник карти ознак, роблячи нейронну мережу
багатоканальною (багато незалежних карт ознак на одному шарі). Також слід
зазначити, що при переборі шару ядром згортки її пересувають зазвичай не на
повний крок (визначається розмірністю цієї матриці), а на декілька елементів
матриці (рис. 3.17). Ця відстань називається зміщення (англ. Stride). Так,
наприклад, при розмірності матриці ваг 5×5 її зрушують на один або два
нейрона (пікселя) замість п’яти, щоб не «переступити» шукану ознаку [11].
Рис. 3.16. Приклад дії операції згортки в ЗНМ
Рис. 3.17. Приклад зміщення ядра на одиницю
201
Кожна карта ознак може розпізнавати окремі деталі зображення
(наприклад, вертикальні та горизонтальні лінії) (рис. 3.18). Чергування шарів
дозволяє складати карти ознак з карт ознак, на кожному наступному шарі
карта зменшується в розмірі, але збільшується кількість каналів. На практиці
це означає здатність розпізнавання складних ієрархій ознак. Зазвичай після
проходження декількох шарів карта ознак вироджується в вектор або навіть
скаляр, але таких карт ознак стає сотні [11].
Рис. 3.18. Ілюстрація реакції кожної карти на окремі ознаки
3.3.3.4 Агрегуючий шар
Операція агрегування (англ. Subsampling, англ. Pooling, також
перекладається як «операція підвибірки», операція субдискретизації або
операція об’єднання) використовується для зменшення розмірності
сформованих карт ознак з метою зменшення ймовірності швидкого
перенавчання, а також для скорочення обчислювальних витрат і витрат
пам’яті. Зазвичай даний шар використовується після проведення операції
згортки і перетворює сигнали згорткового шару, виділяючи найбільш
значущі сигнали за певними критеріями. У даній архітектурі мережі
вважається, що інформація про факт наявності шуканого ознаки важливіше
точного знання його координат, тому з декількох сусідніх нейронів карти
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ознак вибирається максимальний і приймається за один нейрон ущільненої
карти ознак меншої розмірності [12].
Використання цього шару дозволяє покращити розпізнавання
прикладів із зміненим масштабом. Операція агрегації забезпечує ще один
різновид інваріантності відносно паралельного перенесення [11].
Агрегуючий шар діє незалежно на кожен зріз глибини входу, і зменшує
його просторовий розмір. Формально шар може бути описаний так:
  1 ,l l l lx f a subsample x b  
де lx – вихід шару l ; ( )f  – функція активації; al, bl – коефіцієнти;
 subsample  – операція вибірки локальних максимальних значень. Схему
агрегуючого шару наведено на рис. 3.19 [12].
Рис. 3.19. Схема агрегуючого шару l.
Існують наступні види агрегування: максимізаційне (англ. maxpooling),
усереднювальне (англ. average pooling), L2-нормове агрегування (англ. L2-
norm pooling) та стохастичне агрегування (англ. stochastic pooling).
Найпоширенішим видом є максимізаційний агрегуючий шар із
фільтрами розміру 2×2, що застосовується з кроком 2, який знижує
дискретизацію кожного зрізу глибини входу в 2 рази, як за шириною, так і за
висотою, відкидаючи 75 % збуджень. У цьому випадку кожна операція взяття
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максимуму діє над чотирма числами. Розмір за глибиною залишається
незмінним [11].)
Історично усереднювальне агрегування застосовувалася часто, але
останнім часом менше у порівнянні з дією максимізаційного агрегування,
робота якого на практиці виявилася кращою. Приклад максимізаційного та
усереднювального агрегування наведено на рис. 3.20 [11].
Рис. 3.20. Приклади агрегувальних функцій
У стохастичному агрегуванні звичайні детерміновані дії агрегування
замінюються стохастичною процедурою, в якій збудження в межах кожної
області агрегування вибирається випадково, відповідно до поліноміального
розподілу, заданого збудженнями в межах області агрегування. Цей підхід є
вільним від гіперпараметрів, і може поєднуватися з іншими підходами до
регулярізації, такими як виключення (див. підрозділ 3.4.3.7 ) та нарощування
даних [11].
Альтернативним поглядом на стохастичне агрегування є те, що воно є
рівнозначним стандартному максимізаційному агрегуванню, але з багатьма
копіями вхідного зображення, кожна з яких має невеликі локальні
деформації. Це є подібним до явних еластичних деформацій вхідних
зображень, які забезпечують відмінну продуктивність у MNIST (див.
підрозділ 3.4.3.8). Застосування стохастичного агрегування в багатошаровій
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моделі дає експоненційну кількість деформацій, оскільки вибори у вищих
шарах залежать від виборів у нижчих [12].
3.3.3.5 Повнозв’язний шар
Після кількох згорткових та максимізаційних агрегувальних шарів, які
використовуються для виділення особливої області, розміщується
класифікатор, який реалізується повнозв’язними шарами (англ. fully
connected layers), та розв’язує задачу класифікації виділеної області. В якості
класифікатора в даній роботі розглядалися: автоенкодер, Softmax, нечіткий
класифікатор глибокого навчання. Повнозв’язний шар можна описати
формулою
1 1 1 ,
n
l l l l
j j ij j
i
x f x w b      
тут ljx – j-й вихід шару ; f (.) – функція активації;
1l
jb
 – j-й коефіцієнт
переміщення шаруl; 1lijw
 – i-й, j-й елемент матриці вагових коефіцієнтів l – 1
шару; n – кількість нейронів у повнозв’язному шарі.
3.3.3.6  Навчання згорткової нейронної мережі
Навчання згорткової нейронної мережі можна розподілити на чотири
етапи: ініціалізація вагових коефіцієнтів, пряме проходження еталонних
вхідних сигналів, розрахунок функції похибки, обернене поширення похибки
та оновлення вагових коефіцієнтів [11].
Першим етапом навчання згорткової мережі є ініціювання вагових
коефіцієнтів. У загальному випадку, якщо в згортковій нейронній мережі
використовуються шари згортки, агрегуючі та повнозв’язні шари, то
необхідно ініціювати лише ядра згортки згорткових шарів та повнозв’язні
шари. Якщо в мережі використовуються також розгорткові шари, то
необхідно також ініціювати їх вагові коефіцієнти. Для навчання згорткової
нейронної мережі в даній роботі використовується нормалізовану
ініціалізацію, яка носить назву ініціалізація Glorot [12]
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n n n n 
      
де U – рівномірне розподілення на відрізку; jn – кількість нейронів на
поточному шарі мережі; 1jn  – кількість нейронів на наступному шарі мережі.
Використання нормалізованої ініціалізації приводить до зниження насичення
нейронів й сигнал помилки поширюється значно краще.
Метод нормалізованої ініціалізації вагових коефіцієнтів було
адаптовано для функції активації ReLU, коли початкові вагові коефіцієнти W
ініціюють  наступним чином:
2 2, ,
j j
W U
n n
    
де U – рівномірне розподілення на відрізку; jn – кількість нейронів на
поточному шарі мережі. Метод нормалізованої ініціалізації вагових
коефіцієнтів дозволив досягати якісного навчання глибоких нейронних
мереж без необхідності використовувати попереднє навчання без учителя.
Для навчання згорткової нейронної мережі використовується метод
зворотного поширення похибки (англ. back propagation) [11].
Для вихідного шару (MLP) похибка розраховується наступним чином:
( ) ( ),T Y f u    де T – очікуваний (навчальний) вихід; Y – реальний вихід;
( )f u – похідна функції активації за її аргументом. Для прихованих шарів
MLP помилка має такий вигляд
1 1( ) ( ),l l T l lW f u     
де l – похибка шару l; ( )f u – похідна функції активації; lu – стан (не
активований) нейронів шару l; lW – матриця вагових коефіцієнтів шару l.
Похибка на виході згорткового шару формується шляхом простого
збільшення розміру матриць помилки наступного за ним агрегуючого шару
   1 1 ,l l lsubsample f u    
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де l – похибка шару l;  lf u – похідна функції активації; lu – стан (не
активований) нейронів шару l; subsample(·) – операція, обернена до
агрегування.
Помилка на виході агрегуючого шару розраховується шляхом
виконання «зворотної згортки» карт ознак наступного за ним згорткового
шару, тобто над кожною картою ознак виконується згортка з відповідним
«перевернутим» ядром, при цьому за рахунок крайових ефектів розмір
вихідних матриць збільшується. Далі, над отриманими картами,
обчислюються кілька часткових сум за кількістю ядер згортки, відповідно до
матриці суміжності агрегуючого і згорткового шарів [11]
 1 1 rot180( ),l l lf u k     
де l – похибка шару l;  lf u – похідна функції активації; lu – стан (не
активований) нейронів шару l; k – ядро згортки; rot180( )k – поворот ядра
згортки k на 180°.
Обернена згортка – це та сама згортка, тільки з поворотом ядра згортки на
180° та зміненими крайовими ефектами. Тобто необхідно взяти ядро згортки,
повернути його на 180° і зробити звичайну згортку за допомогою обчислених
раніше похибок карт ознак, але так щоб вікно сканування виходило за межі
карти. Результат операції оберненої згортки показано на рис. 3.21 [11].
Для мінімізації розглянутої вище функції помилки  необхідно
обчислити її градієнт, що вимагає знання частинних похідних по основним
параметрам мережі [8].
Градієнт для ядра згортки можна порахувати як згортку матриці входу
згорткового шару з «переверненою» матрицею помилки для обраного ядра
 1rot180 rot180( ) ,l x lj jk x   
де l – похибка шару l; lx – вхід шару l; k – ядро згортки; rot180( )k – поворот
ядра згортки k на 180°.
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Рис. 3.21. Обернена згортка
Градієнт для зсуву для згорткового шару обчислюється як сума значень
відповідної матриці помилки ,l ljb   де l – похибка згорткового шару l.
Градієнт для коефіцієнтів агрегуючого шару обчислюється таким
чином:
 1 ,l l lja subsample x   
де l – похибка шару l; lx – вхід шару l;  subsample  операція вибірки
локальних максимальних значень.
Градієнт для коефіцієнта зсуву для агрегуючого шару обчислюється як
сума значень відповідної матриці похибки ,pl pjb   де p – похибка
агрегуючого шару р.
Локальний градієнт для налаштування вагових коефіцієнтів
повнозв’язного шару обчислюється наступним чином:
1( ) ,l l T lW x    
де l – похибка шару l; lx – вхід шару l; lW матриця вагових коефіцієнтів
шару l.
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3.3.3.7  Методи запобігання перенавчання
Однією із серйозних проблем навчання ЗНМ є проблема перенавчання,
коли модель добре пояснює тільки приклади з навчальної вибірки,
адаптуючись до навчальних прикладів, замість того щоб вчитися
класифікувати приклади, які не брали участі в навчанні (втрачаючи здатність
до узагальнення). Існують наступні підходи для уникнення такої ситуації:
штучні дані, рання зупинка, обмеження кількості параметрів, методи
проріджування або виключення, виключення з’єднань, ослаблення ваг,
ієрархічних координатних сіток [8].
У даній роботі для запобігання перенавчанню використовується метод
виключення (англ. Dropout). Розрізняють наступні модифікації використання
цього методу: виключення окремих нейронів, виключення з’єднань, зворотне
виключення (англ. Іnverted Dropout) [11].
У разі виключення окремих нейронів на кожному етапі тренування
окремі нейрони або «виключаються» з мережі з імовірністю p, або
залишаються з імовірністю q = 1 – p, отже, залишається зменшена мережа;
зв’язки виключених нейронів також усуваються. Для кожного нейрона
окремо обчислюється імовірність виключення. На наступному етапі на даних
тренується вже лише зменшена мережа. Після цього усунені вузли повторно
вставляються до мережі з їхніми первинними вагами [8].
Математичну модель цього процесу на етапі навчання, застосованого
до i-го нейрону, можна представити у наступному вигляді [22]:
   11 , якщо   1,1
0, якщо   0,
i
i
d
k k id k
i i k kk
i
a w x b X
O X a w x b
q X


      

де h(x) = xw + b – лінійна проекція вхідного di-мірного вектора x на dh-мірний
простір вихідних значень; a(h) – функція активації, де Х = (X1, ⋯,
hd
X ) – dh-
мірний вектор випадкових величин Xi, розподілених за законом Бернуллі:
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, якщо   1,
( ; )
1 , якщо   0,
p k
f k p
p k
   
( ; )f k p – розподіл ймовірностей, де k – усі можливі вихідні значення. Ця
випадкова величина відповідає процедурі Dropout, застосованій до одного
нейрону (нейрон виключають із ймовірністю p = P(k = 1), а якщо ні, то –
залишають включеним) [8].
На етапі тестування необхідно емулювати поведінку ансамблю
нейронних мереж, використаного під час навчання. Для цього необхідно на
етапі тестування помножити функцію активації на коефіцієнт q. Таким
чином, математичну модель цього процесу на етапі тестування,
застосованого до i-го нейрону, можна представити у наступному вигляді [22]
 1 .idi k kkO qa w x b 
Недоліком прямого Dropout є необхідність змінювати НМ для
проведення тестування, тому що без множення на q нейрон буде повертати
значення більші, ніж ті, які очікують одержати наступні нейрони; тому
більше перспективи має зворотній Dropout [11].
У цьому випадку множимо функцію активації на коефіцієнт не під час
тестового етапу, а під час навчання.
Коефіцієнт дорівнює зворотній величині ймовірності того, що нейрон
залишиться в мережі: 1 / (1 ) 1 / ,iO p q   q, таким чином, математичні
моделі Іnverted Dropout на етапах навчання та тестування, застосовані до i-го
нейрону, можна представити, відповідно, у наступному вигляді [22]:
 11 ,idi i k kkO X a w x bq    1 .idi k kkO a w x b 
Перевага Іnverted Dropout полягає у тому, що у разі його використання
необхідно лише один раз описати модель, а потім запускати навчання й
тестування на цій моделі, міняючи тільки параметр (коефіцієнт Dropout).
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3.3.3.8 Визначення найбільш значущих з точки зору ефективності
параметрів  згорткової нейронної мережі
Визначення найбільш значущих з точки зору ефективності параметрів
ЗНМ проводилося в результаті експерименту над комбінованою мережею,
яка складається із ЗНМ, класифікатора та розгорткової НМ.
Для експерименту використовувалася база даних пацієнтів із
захворюванням щитовидної залози.
Плануючи експеримент, дотримувалися наступного.
1) Аналізується кількість шарів згортки в межах від 2 до 4.
2) Шари агрегації буде розміщено після шарів згортки і перед шарами
розгортки, один шар агрегації використовується для одного, двох або трьох
шарів згортки. В кожному шарі агрегування використовуватиметься ядро
розміром 2×2, як оптимальне. При більшому розмірі ядра агрегування
втрачається занадто багато інформації. В шарах агрегації використову-
ватиметься функція максимізації, оскільки вона проста та надійна.
3) Шари розгортки будуть використовуватися такі ж, як шари згортки,
в кількості  від 2 до 4.
4) Розмір ядра згортки повинен бути непарним, і не занадто великим,
тому можливі розміри – 3, 5, 7.
5) Кількість карт ознак може бути від 4 до 64, також бажано
використовувати парну кількість, і бажано, щоб число було степенем двійки
для спрощення розрахунків.
Зміщення використовуватиметься однакове для горизонталі та
вертикалі, завжди одиничне для спрощення архітектури мережі Далі буде
розглянуто зміщення 2×2 або 3×3 для ядра згорт ки розміром 5 та 7.
Для згортки матриці зображення на краях матриці використовується
заповнення нулями недостатніх полів матриці зображення без зменшення
карт ознак.
В якості функції активації використовується функція ReLU, а
класифікатора – автоенкодер.
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Враховуючи вищенаведене, експеримент проводили змінюючи
наступні параметри:
1. Кількість шарів згортки від 2 до 4.
2. Кількість шарів агрегації від 1 до 4.
3. Розглядається три варіанти: один агрегуючий шар після одного
згорткового шару, один агрегуючий шар після двох згорткових шарів, один
агрегуючий шар після трьох згорткових шарів.
4. Шари згортки (на кожному шарі окремо):
 розмір ядра згортки 3×3, 5×5, 7×7;
 кількість карт ознак  8, 16 та 32;
 величина зміщення – фіксована параметр (табл. 3.6);
 використовуваний крайовий ефект – фіксований параметр
(табл. 3.6).
5. Шари агрегації:
 розмір ядра агрегації – фіксований параметр (табл. 3.6);
 функція ядра агрегації – фіксований параметр (табл. 3.6).
6. Класифікатор:
 тип класифікатора – фіксований параметр (табл. 3.6);
 кількість  шарів від 2 до 4;
 розмір кожного шару 64, 128, 256 та 512.
7. Операції вилучення для кожного шару: – відсоток вилучення –
фіксований параметр (табл. 3.6).
Фіксовані параметри нейронної мережі:
1. Шари згортки:
 величина зміщення 1 для кожного шару;
 на краях матриці зображення для згортки використовується
заповнення нулями, розмір карт ознак рівний розміру матриці зображення;
 функція активація використовується ReLU.
2. Шари агрегації:
 розмір ядра агрегації 2х2;
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 в якості функції агрегації беремо максимізаційне агрегування
(макспулінг).
3. Використовуються тільки повнозв’язні шари – функція активації
ReLU.
4. Операція вилучення не використовується.
5. Функції ініціалізації – нормалізаційна ініціалізація (Glorot).
6. Функції похибки – MSE.
7. Кількість епох навчання 20.
Результати експерименту наведено у табл. 3.6.
Таблиця 3.6
Результати експерименту
№ Перший шар
згортки
Другий шар згортки Розмір
класифікатора
Точність Час
навчання
0 16 карт ознак з
розміром ядра 3x3
та зміщенням 1.
Шар макспулінгу з
розміром ядра 2x2.
16 карт ознак з
розміром ядра 3x3 та
зміщенням 1. Шар
макспулінгу з
розміром ядра 2x2.
512-128-512 0,001742294 391,118135
1 8 карт ознак з
розміром ядра 3x3
та зміщенням 1.
Шар макспулінгу з
розміром ядра 2x2.
16 карт ознак з
розміром ядра 3x3 та
зміщенням 1. Шар
макспулінгу з
розміром ядра 2x2.
256-128-256 0,001828256 315,2135794
2 8 карт ознак з
розміром ядра 3x3
та зміщенням 1.
Шар макспулінгу з
розміром ядра 2x2.
16 карт ознак з
розміром ядра 3x3 та
зміщенням 1. Шар
макспулінгу з
розміром ядра 2x2.
512-128-512 0,001830939 344,9284253
3 8 карт ознак з
розміром ядра 5x5
та зміщенням 1.
Шар макспулінгу з
розміром ядра 2x2.
16 карт ознак з
розміром ядра 3x3 та
зміщенням 1. Шар
макспулінгу з
розміром ядра 2x2.
512-256-512 0,001847606 400,4870558
4 16 карт ознак з
розміром ядра 5x5
та зміщенням 1.
Шар макспулінгу з
розміром ядра 2x2.
16 карт ознак з
розміром ядра 3x3 та
зміщенням 1. Шар
макспулінгу з
розміром ядра 2x2.
512-256-512 0,001856388 432,3665767
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5 8 карт ознак з
розміром ядра 3x3
та зміщенням 1.
Шар макспулінгу з
розміром ядра 2x2.
16 карт ознак з
розміром ядра 3x3 та
зміщенням 1. Шар
макспулінгу з
розміром ядра 2x2.
256-256-256 0,001867345 323,8970006
6 8 карт ознак з
розміром ядра 5x5
та зміщенням 1.
Шар макспулінгу з
розміром ядра 2x2.
16 карт ознак з
розміром ядра 3x3 та
зміщенням 1. Шар
макспулінгу з
розміром ядра 2x2.
512-64-512 0,001872922 395,7997081
7 8 карт ознак з
розміром ядра 5x5
та зміщенням 1.
Шар макспулінгу з
розміром ядра 2x2.
16 карт ознак з
розміром ядра 3x3 та
зміщенням 1. Шар
макспулінгу з
розміром ядра 2x2.
256-128-256 0,001883072 375,089128
8 8 карт ознак з
розміром ядра 5x5
та зміщенням 1.
Шар макспулінгу з
розміром ядра 2x2.
16 карт ознак з
розміром ядра 3x3 та
зміщенням 1. Шар
макспулінгу з
розміром ядра 2x2.
512-128-512 0,001907312 396,17189
9 16 карт ознак з
розміром ядра 3x3
та зміщенням 1.
Шар макспулінгу з
розміром ядра 2x2.
16 карт ознак з
розміром ядра 3x3 та
зміщенням 1. Шар
макспулінгу з
розміром ядра 2x2.
512-64-512 0,001910896 391,7317238
Залежність часу та точності від розміру повнозв’язних шарів для
двошарової ЗНМ показано у табл. 3.7.
Залежність точності від розміру повнозв’язного шару для двошарової
згорткової нейронної мережі наведено у табл. 3.8.
Залежність точності від розміру повнозв’язного шару для двошарової
ЗНМ наведено у табл. 3.9.
На основі аналізу результатів перевірки комбінованої ЗНМ на
перевірочній вибірці, представленій у табл. 3.6 – 3.9 можна визначити
значущі параметри для ЗНМ:
1. Кількість шарів згортки.
2. Кількість шарів агрегації.
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Таблиця 3.7
Залежність часу та точності від розміру повнозв’язних шарів
Розмір класифікатора Середній час навчання Середня  похибка
128-128-128 359,03918 0,002336
128-64-128 365,41794 0,002331
256-128-256 386,7935667 0,002081833333
256-256-256 377,0971714 0,002196285714
256-64-256 372,98418 0,00224
512-128-512 408,1395429 0,002040428571
512-256-512 402,3346875 0,00207175
512-64-512 407,6629857 0,002037285714
Загалом 387,538866 0,00215036
Таблиця 3.8
Залежність точності від розміру повнозв’язного шару для двошарової
згорткової нейронної мережі
Розмір класифікатора Середній час навчання Середня похибка
128-128-128 577,138937 0,003233888889
128-64-128 585,9992231 0,003113
256-128-256 579,5261 0,002881666667
256-256-256 579,3374333 0,002944111111
256-64-256 577,4629667 0,003002851852
299-203-10 926,1383 0,005402
400-200-400 470,1731 0,0026045
512-128-512 584,2283185 0,002777777778
512-256-512 585,362237 0,002738296296
512-64-512 583,114363 0,002727
607-270-378 227,3493 0,003207
849-504-823 207,6274 0,007604
958-458-858 1046,459 0,00434
Загалом 580,8619891 0,002963579186
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Таблиця 3.9
Залежність точності від розміру повнозв’язного шару для двошарової ЗНМ
Розмір класифікатора Середній час навчання Середня похибка
128-128-128 783,8963694 0,004702472222
128-64-128 784,9493389 0,00488425
256-128-256 789,4073444 0,004520722222
256-256-256 799,4197829 0,004283371429
256-64-256 787,7435611 0,004556388889
400-200-400 501,48954 0,0037154
512-128-512 787,0071278 0,004362583333
512-256-512 789,0946806 0,004270833333
512-64-512 792,0630917 0,0043455
Загалом 784,2361459 0,00447819863
3. Взаємне розміщення шарів згортки та агрегуючих шарів.
4. Шари згортки (на кожному шарі окремо):
 розмір ядра згортки(на кожному шарі окремо);
 кількість карт ознак(на кожному шарі окремо);
 величина зміщення (на кожному шарі окремо);
 параметр крайового ефекту.
5. Шари агрегації (на кожному шарі окремо):
 розмір ядра агрегації;
 функція ядра агрегації.
6. Повнозв’язні шари (на кожному шарі окремо):
 кількість повнозв’язних шарів;
 розмір кожного шару;
 тип класифікатора: автоенкодер.
7. Наявність операції вилучення для кожного шару: – відсоток
вилучення та випадкова функція.
Для оптимізації структури та параметрів ЗНМ використано генетичний
алгоритм, який було наведено в розділі 2.
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3.3.3.9 Оптимізація структури та параметрів ЗНМ
Опис хромосоми
В нашому алгоритмі кожному екземпляру відповідає 114 бітів. Їх можна
представити в вигляді 6 генів – за кількістю шарів згортки та класифікатора. В
перших трьох генах (генах згортки) можна виділити 7 полів:
1. Наявність шару 1 біт (при 0 в першому гені екземпляр потрапляє в
біореактор).
2. Кількість карт ознак 7 біт – від 4 до 256.
3. Розмір ядра 3 біта – ядро має розмір від 3 до 8 включно.
4. Зміщення 2 біта – від 1 до 4 включно, при зміщенні більше
половини плюс 0,5 (n/2+0,5) екземпляр потрапляє в біореактор. Тобто
найбільш можливе зміщення 4 при розмірі ядра 7 або 8.
5. Dropout, шар виключення. Ген має розмір 5 бітів, можливі значення
виключення від 0% до 30%.
6. Крайові ефекти згортки, 1 біт – визначення зменшення розміру
зображення при виконанні операції згортка.
7. Шар агрегації (пулінгу), 3 біта. Є п’ять можливих варіантів:
наявність шару агрегації, розмір агрегації 2×2 або 3×3 та функції агрегації –
максимізаційна та усереднювальна.
В останніх трьох генах можна виділити 3 поля:
1. Наявність шару 1 біт (при 0 в першому гені екземпляр потрапляє в
біореактор).
2. Розмір повноз’язаного шару 11 біт – шар має розмір від 0 до 1024
включно.
3. Dropout, шар виключення. Ген має розмір 5 бітів, можливі значення
виключення від 0% до 30%.
Схематичне зображення одної хромосоми показано у табл. 3.10.
Результати роботи генетичного алгоритму з оптимізації згорткової
нейронної мережі наведено у табл. 3.11.
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Таблиця 3.10
Масштабоване представлення хромосоми, усього 30 генів
Наявність
1 біт
Наявність
1 біт
Наявність
1 біт
Наявність Наявність Наявність
Кількість
карт ознак
7 біт – від 4
до 256
Кількість карт
ознак 7 біт –
від 4 до 256
Кількість карт
ознак 7 біт –
від 4 до 256
Розмір
повнозв’я-
зного шару
11 біт – шар
має розмір
від 0 до 1024
включно.
Розмір
повнозв’я-
зного шару
11 біт –
шар має
розмір від 0
до 1024
включно.
Розмір
повнозв’я-
зного шару
11 біт –
шар має
розмір від 0
до 1024
включно.
Розмір ядра
3 біта – від 3
до 8
включно
Розмір ядра
3 біта – від 3
до 8 включно
Розмір ядра
3 біта – від 3
до 8 включно
Зміщення,
2 біта
Зміщення,
2 біта
Зміщення,
2 біта
Dropout,
5 бітів,
можливі
значення
виключення
від 0% до
30%.
Dropout,
5 бітів,
можливі
значення
виключення
від 0% до
30%.
Dropout,
5 бітів,
можливі
значення
виключення
від 0% до
30%.
Dropout,
5 бітів,
можливі
значення
виключення
від 0% до
30%.
Dropout,
5 бітів,
можливі
значення
виключен-
ня від 0%
до 30%.
Dropout,
5 бітів,
можливі
значення
виключе-
ння від 0%
до 30%.
Крайові
ефекти
Крайові
ефекти
Крайові
ефекти
Шар
агрегації
(пулінгу),
3 біта.
Шар агрегації
(пулінгу),
3 біта.
Шар агрегації
(пулінгу),
3 біта
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Таблиця 3.11
Десять кращих результатів
0 Перший шар
згортки
Другий шар
згортки
№
хро
-
мос
ом
и
Пращ
у-ри
Точність Ча
с
нав
-
чан
-
ня,
с
Параметри мережі
1 12 карт ознак з
розміром ядра
3x3 та
зміщенням 1.
Шар
макспулінгу з
розміром ядра
2x2.
72 карт ознак з
розміром ядра
3x3 та
зміщенням 1.
Шар
макспулінгу з
розміром ядра
2x2. 46
М=10,
Б=5
0,00081463
13731
788
,42
384
6
{'ПЗШ': [256], 'Зм': [1, 1],
'КЕ': ['0', '0'], 'Пр': 'М=10 ,
Б=5', 'Ід': 46, 'РП': [2, 2],
'ВПЗШ': [0], 'ВЗ': [0, 0],
'РЯ': [3, 3], 'КЯЗ': [12, 72]}
2 16 карт ознак з
розміром ядра
3x3 та
зміщенням 1.
Шар
макспулінгу з
розміром ядра
2x2.
16 карт ознак з
розміром ядра
3x3 та
зміщенням 1.
Шар
макспулінгу з
розміром ядра
2x2. 551
М=370
, Б=22
0,00092537
31321
813
,74
255
97
{'ПЗШ': [256], 'Зм': [1, 1],
'КЕ': ['0', '0'], 'Пр': 'М=370 ,
Б=22', 'Ід': 551, 'РП': [2, 2],
'ВПЗШ': [0], 'ВЗ': [0, 0],
'РЯ': [3, 3], 'КЯЗ': [136,
16]}
3 12 карт ознак з
розміром ядра
3x3 та
зміщенням 1.
Шар
макспулінгу з
розміром ядра
2x2.
16 карт ознак з
розміром ядра
3x3 та
зміщенням 1.
Шар
макспулінгу з
розміром ядра
102x102. 460
М=271
, Б=20
0,00093491
62266
401
,58
590
36
{'ПЗШ': [768], 'Зм': [1, 1],
'КЕ': ['0', '0'], 'Пр': 'М=271 ,
Б=20', 'Ід': 460, 'РП': [2,
102], 'ВПЗШ': [0], 'ВЗ': [0,
0], 'РЯ': [3, 3], 'КЯЗ': [12,
16]}
4 12 карт ознак з
розміром ядра
3x3 та
зміщенням 1.
Шар
макспулінгу з
розміром ядра
2x2.
200 карт ознак
з розміром
ядра 3x3 та
зміщенням 1.
Шар
макспулінгу з
розміром ядра
2x2. 167
М=37,
Б=44
0,00095249
01024
296
1,1
371
58
{'ПЗШ': [768], 'Зм': [1, 1],
'КЕ': ['0', '0'], 'Пр': 'М=37 ,
Б=44', 'Ід': 167, 'РП': [2, 2],
'ВПЗШ': [0], 'ВЗ': [0, 0],
'РЯ': [3, 3], 'КЯЗ': [12,
200]}
5 12 карт ознак з
розміром ядра
3x3 та
зміщенням 1.
Шар
макспулінгу з
розміром ядра
2x2.
136 карт ознак
з розміром
ядра 3x3 та
зміщенням 1.
Шар
макспулінгу з
розміром ядра
2x2. 2
М=37,
Б=44
0,00096578
92627
{'ПЗШ': [256], 'id_net': 'Зм':
[1, 1], 'КЕ': ['0', '0'], 'Пр': '-',
'Ід': 2, 'РП': [2, 2], 'ВПЗШ':
[0], 'ВЗ': [0, 0], 'РЯ': [3, 3],
'КЯЗ': [12, 136]}
6 12 карт ознак з
розміром ядра
3x3 та
зміщенням 1.
Шар
200 карт ознак
з розміром
ядра 3x3 та
зміщенням 1.
Шар 530
М=23,
Б=12
0,00100064
638
204
5,0
032
03
{'ПЗШ': [256], 'Зм': [1, 1],
'КЕ': ['0', '0'], 'Пр': 'М=23 ,
Б=12', 'Ід': 530, 'РП': [2, 2],
'ВПЗШ': [0], 'ВЗ': [0, 0.0],
'РЯ': [3, 3], 'КЯЗ': [12,
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макспулінгу з
розміром ядра
2x2.
макспулінгу з
розміром ядра
2x2.
200]}
7 140 карт ознак
з розміром ядра
3x3 та
зміщенням 1.
Шар
макспулінгу з
розміром ядра
2x2.
16 карт ознак з
розміром ядра
4x4 та
зміщенням 1.
Шар
макспулінгу з
розміром ядра
2x2. 259
М=16,
Б=15
0,00100418
5923
993
,58
873
13
{'ПЗШ': [256], 'Зм': [1, 1],
'КЕ': ['0', '0'], 'Пр': 'М=16 ,
Б=15', 'Ід': 259, 'РП': [2, 2],
'ВПЗШ': [0], 'ВЗ': [0, 0],
'РЯ': [3, 3], 'КЯЗ': [140,
16]}
8 140 карт ознак
з розміром ядра
3x3 та
зміщенням 1.
Шар
макспулінгу з
розміром ядра
2x2.
200 карт ознак
з розміром
ядра 3x3 та
зміщенням 1.
Шар
макспулінгу з
розміром ядра
2x2. 218
М=17,
Б=2
0,00100610
2076
282
2,3
523
27
{'ПЗШ': [256], 'Зм': [1, 1],
'КЕ': ['0', '0'], 'Пр': 'М=17 ,
Б=2', 'Ід': 218, 'РП': [2, 2],
'ВПЗШ': [0], 'ВЗ': [0, 0],
'РЯ': [3, 3], 'КЯЗ': [140,
200]}
9 140 карт ознак
з розміром ядра
5x5 та
зміщенням 1.
Шар
макспулінгу з
розміром ядра
2x2.
72 карт ознак з
розміром ядра
3x3 та
зміщенням 1.
Шар
макспулінгу з
розміром ядра
2x2. 7
М=17,
Б=2
0,00103326
7347
{'ПЗШ': [256], 'id_net': 'Зм':
[1, 1], 'КЕ': ['0', '0'], 'Пр': '-',
'Ід': 7, 'РП': [2, 2], 'ВПЗШ':
[0], 'ВЗ': [0, 0], 'РЯ': [5, 3],
'КЯЗ': [140, 72]}
10 88 карт ознак з
розміром ядра
5x5 та
зміщенням 1.
Шар
макспулінгу з
розміром ядра
2x2.
200 карт ознак
з розміром
ядра 4x4 та
зміщенням 1.
Шар
макспулінгу з
розміром ядра
2x2. 204
М=22,
Б=77
0,00103814
6274
519
5,8
769
84
{'ПЗШ': [1155], 'Зм': [1, 1],
'КЕ': ['0', '0'], 'Пр': 'М=22 ,
Б=77', 'Ід': 204, 'РП': [2, 2],
'ВПЗШ': [0], 'ВЗ': [0.0, 0],
'РЯ': [5, 4], 'КЯЗ': [88,
200]}
*ПЗШ – повноз’язаний шар; Зм – зміщення; КЕ – крайові ефекти; Пр – пращури; М
– мати; Б – батько; Ід – ідентифікатор; РП – розмір пулінгу (агрегації); ВПЗШ –
виключення повноз’єднаного шару (дропаут); ВЗ – виключення згорткового шару;
РЯ – розмір ядра згортки; КЯЗ – кількість ядер згортки.
Усі найкращі результати мають 2 шари згортки, тому в цій таблиці не
наведені мережі з 3 або 4 згортковими шарами. В кожній мережі за
згортковим шаром слідує агрегуючий.
3.3.4 Побудова навчальної вибірки для глибоких нейронних мереж
оброблення неструктурованих зображень
Проблемою навчання глибоких НМ оброблення зображень, що
використовуються в системі медичної діагностики, є складність отримання
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навчальної вибірки. Навчальна вибірка виходить на підставі наявної
невеликої кількості прикладів шляхом повороту їх на невеликі кути в різних
площинах з подальшою обробкою зображень іншим способом [18].
Задача розпізнавання зображень в такому формулюванні представляє
собою досить складну комплексну задачу з низкою обмежень. У роботі
пропонується системний підхід до обробки зображень, заснований на
структурній декомпозиції (рис. 3.22) [10].
Рис. 3.22. Структурна схема алгоритму класифікації образів на зашумленому
зображенні
Для розпізнавання образів обов’язково потрібен дескриптор об'єкта.
Його можна досить ефективно записати, проаналізувавши контур об'єкта.
Тому однією з підзадач буде визначення меж об’єктів на зображенні,
формалізація їх контурів і подальша класифікація підозрілих контурів.
Для аналізу контуру об'єкта потрібно коректно виділити межі об'єкта на
зображенні [2, 13]. Але виділення меж об’єктів має істотний недолік – часто
виникають помилки на зашумлених не сегментованих зображеннях. Тому,
перед виділенням меж, зображення потрібно сегментувати.
Сегментація – це процес поділу цифрового зображення на кілька
сегментів (безліч пікселів, також званих суперпікселями) [13, 17].
Результатом сегментації можна вважати бінарне зображення.
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Бінарне зображення – різновид цифрових растрових зображень, коли
кожен піксель може представляти тільки один з двох кольорів [10].
Так як зображення на вхід надходить зашумлене, перед будь-якими
подальшими перетвореннями, його потрібно очистити від шумів.
Алгоритми рішення задач, зазначених на рис. 3.22 наведені в додатку 3.
Результати роботи алгоритму класифікації образів на зашумленому
зображенні для створення навчальної вибірки і згорткової НМ, наведені
відповідно на рис. 3.23 та 3.24.
а                                                                        б
в
г
Рис. 3.23. Обчислення дескриптора контурів для зображення: а – вихідне
зображення; б – зображення з виділеними контурами; в – об’єкт І і його АКФ;
г – об’єкт ІІ і його АКФ; д – об’єкт ІІІ і його АКФ
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д
Рис. 3.23. Закінчення. Див. також стор. 221
а                                                          б
Рис. 3.24. Результати роботи згорткової нейронної мережі
Висновки до розділу 3
1. Розроблено новий гібридний метод формування оптимальної
топології нейронної мережі глибокого навчання, для якого параметри
основної мережі, а тим самим і кількість обмежених машин Больцмана
(автоенкодерів) для попереднього навчання, визначаються в результаті
почергового виконання кожної ітерації пошуку послідовно кожним з базових
алгоритмів (рою частинок і генетичного), порівнянням знайдених кожним
алгоритмом результатів і завданням найкращого із знайдених рішень в кожен
алгоритм, що дозволяє підвищити точність і швидкість роботи мережі за
мінімальної складності.
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2. Для виявлення неформалізованих елементів розроблена методологія
обробки відеозображень на базі автоенкодерів та ЗНМ, в якій оптимальним
чином визначаються параметри ЗНМ на основі використання генетичного
алгоритму; навчальна вибірка формується в результаті використання
системного підходу, що включає: видалення шумів на зображенні,
сегментацію зображення, виділення границь на картинці, формалізацію
дескриптора об’єкта, класифікацію дескриптора, що дає можливість
підвищити точність розпізнавання.
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РОЗДІЛ 4
ІНТЕЛЕКТУАЛЬНІ МЕТОДИ ПРОГНОЗУВАННЯ
4.1 Розв’язання задачі прогнозування на основі використання
«інтелектуальних» методів
Так як у більшості різних постановках завдань прогнозування
вважається, що вихідні дані містять в собі деяку випадкову складову, яка
може погіршити якості побудованої прогнозуючої моделі, то бажано
провести деяку попередню обробку даних, з метою зменшення цієї складової.
З іншого боку, заздалегідь невідомо, чи є деякий викид у вихідних даних
результатом впливу випадкової складової, або цей викид є інформативним, і
його згладжування може знову ж погіршити що прогнозує модель. Таким
чином, алгоритм вирішення задачі прогнозування складається з двох частин.
1) Попередня обробка даних.
2) Власне побудова прогнозуючої моделі.
Попередня обробка даних розглянута в додатку Д.4.1.
Для побудови прогнозуючої моделі використовуються два основні
підходи:
1) не інтелектуальні (регресійний аналіз додаток Д.4. 2.1, ARIMA
додаток Д.4.2.2, метод групового урахування аргументів (МГУА) додаток
Д.4.2.3);
2) інтелектуальні (ШНМ додаток Д.4.2.5).
В даній роботі задача прогнозування розглядається на основі
використання нейронних мереж.
4.2 Постановка задачі короткострокового прогнозування
нелінійних нестаціонарних процесів
Для класу нелінійних нестаціонарних процесів:
NkX  }),({ ,
де [ ( )] const, var[ ( )] const,E X k X k 
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побудувати прогнозуючі моделі (нейронні мережі) ])(),(,[)( kkzfkx  , 
де   вектор параметрів моделі; 0,1,2,k    дискретний час; )(kz  
незалежні пояснюючі змінні;  )(k  випадковий збурюючий процес з 
довільним розподілом. Моделі випадкових перешкод наведено у додатку 
Д.4.3.1 
На основі моделі (у формі нейронної мережі) створити функції 
прогнозування вигляду  
ˆ ˆˆ ( ) [ ( )| ( ), ( 1),..., (0), ( ),..., (0)]kx k s E x k s x k x k x k      , 
де  )( skx функція, яка надає можливість обчислювати майбутні значення 
основної (залежної) змінної на основі відомих історичних даних 
)}0(...,),1(),({ xkxkx   та оцінок значень випадкового процесу 
ˆ ˆ ˆ{ ( ), ( 1), ..., (0)}k k    ; s  кількість кроків прогнозування.  
Аналіз якості оцінок прогнозів здійснити за множиною таких 
статистичних критеріїв: середньоквадратична похибка (СКП) і середня 
абсолютна похибка у відсотках (САПВ):  
1
ˆ( ) ( )1
САПВ 100%
( )
s
f
i f
x k i x k i
s x k i
  


 , 
де  )( ikx f  фактичні значення основної змінної, що належать до 
перевірочної вибірки; ˆ ( )x k i   оцінки прогнозів.  
4.3. Прогнозування часових рядів з використанням нейронних 
мереж 
4.3.1 Об'єднання підходів ШНМ і методу групового урахування 
аргументів 
Після аналізу різних існуючих на даний момент методів побудови 
прогнозуючої моделі, найбільш «гнучкими» методами можна однозначно 
назвати ШНМ і метод групового урахування аргументів (МГУА). Під 
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гнучкістю розуміється відсутність необхідності визначення експертом чіткої
моделі прогнозування, як наприклад, в лінійній регресії або методології
Бокса–Дженкінса. Однак, при використанні ШНМ постає питання вибору
оптимальної архітектури мережі, а при використанні МГУА – оптимальних
опорних функцій. В роботах автора [2, 4 – 6, 9] наведено алгоритм, який
об'єднує обидва підходи, де ШНМ використовується в якості опорних
функцій МГУА.
Завдяки цьому, даний алгоритм поєднує в собі переваги як ШНМ, так і
МГУА: поступове збільшення складності моделі МГУА та можливість
навчання ШНМ.
Переваги та недоліки запропонованого алгоритму
Перевагою даного алгоритму в порівнянні з МГУА є те, що не потрібно
явно задавати вид опорних функцій, необхідну залежність знаходитимуть
нейронні мережі, які, як відомо, дуже добре справляються з цим завданням.
Даний алгоритм також позбавлений відомого недоліку ШНМ: при
побудові мережі заздалегідь невідома її оптимальна складність, і занадто
проста нейронна мережа може погано змоделювати процес, а надто складні
мережі схильні до так званого «оверфітінгу», або перенавчання, в результаті
якого мережа починає моделювати шум, присутній в навчальній вибірці, і як
наслідок показує погані результати на перевірочній вибірці. Запропонований
же алгоритм на кожній ітерації використовує прості мережі, не схильні до
перенавчання, але за рахунок каскадного ускладнення здатний прогнозувати
дуже складні процеси.
Не зважаючи на обчислювальну ефективність запропонованого підходу,
не вдається визначити оптимальні значення вагових коефіцієнтів. Доведемо
цей факт на прикладі.
Візьмемо найпростіший випадок (рис. 4.1).
Рис. 4.1. Найпростіший випадок нейронної мережі, яка реалізує метод МГУА
x z y
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2
0 1 2z a a x a x   , 20 1 2y b b z b z   , або, якщо переписати y як функцію від x:
2 2 2 2
0 1 0 1 2 2 0 1 2 0 0 1 0 2
2 3 4 2
1 1 0 1 2 2 1 0 2 2 1 2 1 2 2 2 2
( ) ( ) ( )
( 2 ) ( 2 ) (2 ) ( ).
y b b a a x a x b a a a x b a b a b
x a b a a b x a b a a b a b x a a b x a b
          
      
Згідно з багаторівневим алгоритмом МГУА, вектор параметрів
T
0 1 2[ , , ]a a a a знаходиться наступним чином:
2
1 1
T 1 T
2
1
( ' ') ' , ' ... ... ... ,
1 n n
x x
a
x x

       
X X X y X
де Х – 3×n – матриця входів, y – вектор-стовпчик виходів.
Переходячи до наступного рівня, де буде розраховуватися вектор
параметрів T0 1 2[ , , ]b b b b

, вектор значень нової вхідної змінної
z визначається за формулою T 1 T' '( ' ') 'z a y X X X X X  , і нова вхідна
матриця 'Z має наступний вигляд:
2
1 1
2
1
' ... ... ...
1 n n
z z
z z
      
Z .
Вектор параметрів b

тоді розраховується за формулою
1 T( ' ') ' .Tb Z Z Z y  Але оскільки функція ( )y x є усього лише поліномом 4-го
ступеня вигляду 2 3 40 1 2 3 4( ) ,y x c c x c x c x c x     то оптимальний вектор
коефіцієнтів c має розраховуватися наступним чином:
2 3 4
1 1 1 1
T 1 T
2 3 4
1
( '' '') '' , '' ... ... ... ... ...
1 n n n n
x x x x
c y
x x x x

       
X X X X  .
Очевидно, що, наприклад коефіцієнт 4с не буде дорівнювати
2
2 2a b , а
саме такий коефіцієнт при 4x буде отриманий, використовуючи
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багаторівневий МГУА. В якості прикладу розглянемо наступне: задаємо
справжню функцію ( )y x :
2 3 4( ) 2 0,2 0,8 0,1 0,2 .y x x x x x    
Далі згенеруємо навчальну вибірку. Для цього, спочатку задаємо
вектор вхідних значень x :
T[ 5; 4,9; 4,8; ..., 4,9;5] ,x    
після чого розрахуємо вектор вихідних значень для навчання як вихід
справжньої функції плюс деякий випадковий шум:
( ) (0,1), 1,...,101.i iy y x N i  
Отриману навчальну вибірку можна візуалізувати у вигляді графіка
показаного на рис. 4.2.
Рис. 4.2. Графік отриманої навчальної вибірки
Далі оцінимо параметри моделі 2 3 40 1 2 3 4ˆ ˆ ˆ ˆ ˆ ˆ( ) .y x с с x с x с x с x    
методом найменших квадратів (МНК), для чого введемо додаткові змінні
(2) 2x x , (3) 3x x , (4) 4x x , тоді модель ˆ( )y x можна описати як лінійну
модель за змінними (2) (3) (4), , ,x x x x :
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(2) (3) (4) (2) (3) (4)
0 1 2 3 4ˆ ˆ ˆ ˆ ˆ ˆ( , , , ) .y x x x x c c x c x c x c x    
Отримаємо наступні оцінки коефіцієнтів:
0 1 2 3 4ˆ ˆ ˆ ˆ ˆ2,0486; 0,1565; 0,8121; 0,1043; 0,1990.с с с с с       .
Нормована середньоквадратична помилка моделі з цими параметрами
дорівнює 44,8641 10 , сумарне абсолютне відхилення оцінок параметрів від
справжніх значень дорівнює 0,1095.
Тепер навчимо двошарову поліноміальну мережу з квадратичними
нейронами,показану на рис. 4.3, згідно алгоритму МГУА – тобто спочатку
знайдемо значення вектору параметрів T0 1 2[ , , ]a a a a , при якому досягається
мінімум середньоквадратичної помилки (СКП) моделі вигляду
, після чого зафіксуємо цей вектор параметрів, та
знайдемо значення вектору параметрів T0 1 2[ , , ]b b b b

, при якому досягається
мінімум СКП моделі вигляду 20 1 2( ) ( ) ( ) .gmdhy x b b z x b z x  
Рис. 4.3. Двошарова поліноміальна мережа з квадратичними нейронами
Параметри обох моделей будемо знаходити згідно МНК. Отримаємо
наступні значення векторів: T[13,1323,1,7523, 5,1606] ,a   [ 1,36,b  
T0,3708, 0,0072] . Помилка такої мережі на навчальній вибірці дорівнює
0,0016 – приблизно в 3,5 рази більше за помилку поліному, параметри якого
оцінювалися напряму. Маючи вектори ,a b
 можна розрахувати відповідний
вектор параметрів gmdhc

поліному 4-го ступеню, який задає ця поліноміальна
мережа T[2,2743; 0,3201; 0,9467; 0,1296; 0,1908] ,gmdhc   і обчислити суму
абсолютних відхилень значень цього вектору від справжніх значень, що
дорівнює 0,5979 – приблизно у 5 разів більше ніж аналогічна сума для
оцінок, розрахованих напряму.
x z y
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Ось як виглядають графіки обох моделей (поліному 4-го ступеня з
параметрами, розрахованими напряму та двошарової поліноміальної мережі,
навченої згідно алгоритму МГУА) у порівнянні зі справжньою моделлю
(рис. 4.4 та 4.5).
Цим прикладом підтверджено, що параметри часткових моделей,
отримані на кожному рівні багаторівневого МГУА не є оптимальними для
усієї «багатошарової» моделі, що отримується в кінці алгоритму, з точки зору
мінімуму середньоквадратичної похибки моделі на навчальній вибірці. Це
доволі очевидно – оскільки параметри кожного рівня-шару розраховуються
окремо, при фіксованих значеннях параметрів в інших рівнях – тобто ніколи
не оптимізуються усі параметри одночасно, а саме це і треба робити для
знаходження глобального мінімуму деякої функції.
Для усунення виявленого недоліку у даній роботі розроблено гібридний
метод розв’язання задачі прогнозування на основі глибокого навчання.
Рис. 4.4. Графік моделі, отриманої в результаті налаштування параметрів
двошарової поліноміальної мережі згідно алгоритму МГУА
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Рис. 4.5. Графік справжньої моделі
4.3.2 Гібридний метод розв’язання задачі прогнозування на основі
глибокого навчання
Як було доведено у розділі 3 найбільш перспективним напрямком
вивчення ШНМ в даний момент є глибоке навчання і глибокі нейронні
мережі. В роботах [3, 11] вперше запропоновано спосіб вирішення цієї
проблеми: спочатку мережу ростили шар за шаром, при цьому початкові ваги
між двома шарами перебували з використанням алгоритму обмеженої
машини Больцмана, після чого отримана мережа «доналаштовувалась» з
використанням все того ж алгоритму зворотного поширення похибки –
завдяки тому, що початкові ваги вже забезпечували «розумну» поведінку
мережі, проблема з затухаючими або надмірно зростаючими градієнтами
зникала. Таким чином, можна виділити два основних етапи навчання
глибоких нейронних мереж.
1. «Попереднє» навчання глибокої мережі, суть якого полягає в
додаванні нових шарів по черзі, при цьому ваги між двома шарами
навчаються окремо – найчастіше з використанням алгоритму навчання
обмеженої машини Больцмана.
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2. «Донавчання» отриманої структури мережі з використанням 
алгоритму зворотного поширення похибки (або деяких його модифікації), 
іноді – з використанням методів регуляризації (найбільш популярним 
методом регуляризації для навчання глибоких мереж на даний момент є 
алгоритм dropout [10]). 
Опис алгоритму. В роботі [3] згадується, що, незважаючи на 
порівняльну новизну методів глибокого навчання, першим методом, що 
дозволяє ефективно навчати (поліноміальні) глибокі нейронні мережі, був 
МГУА. Дійсно, багаторядний алгоритм МГУА можна представити у вигляді 
глибокої поліноміальної нейронної мережі. Крім того, спосіб навчання ваг 
цієї мережі схожий на етап «попереднього навчання» глибоких мереж – ваги 
між шарами i і i+ 1 навчаються незалежно від інших ваг. Етап «донавчання» в 
методології МГУА не застосовувався ймовірно через недостатню потужність 
обчислювальних пристроїв того часу. 
У наш час обчислювальна потужність комп’ютерів значно зросла для 
виконання цього етапу за розумний час. Суттю запропонованого підходу і є 
використання алгоритму еластичного зворотного поширення похибки (англ. 
resilient backpropagation) для «донавчання» ваг поліноміальної нейронної 
мережі, отриманої в результаті багаторядного алгоритму МГУА. 
З урахуванням вищесказаного алгоритм побудови глибокої нейронної 
мережі має такий вигляд. 
1. Формування вибірки з початкового часового ряду  nx : 
1) отримання різницевого тимчасового ряду: 1 ;i i id x x   
2) нормування різницевого тимчасового ряду до нульового 
середнього і одиничного стандартного відхилення:   / ;i id d  
 
3) складання матриці входів X і вектора виходів y використовуючи 
метод вкладення часових рядів c деякої розмірністю вкладення k: 
1 1
1
, .
k k
N k N N
d d d
y
d d d

 
   
       
      
X

   
  
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2. Етап «попереднього навчання», який використовує багаторядний
алгоритм МГУА для отримання початкової структури і ваг поліноміальної
нейронної мережі:
1) вся вибірка випадковим чином розбивається на навчальну і
валідаційну у співвідношенні 0,7–0,3 (тобто 70% прикладів потрапляють у
навчальну вибірку, 30% – у валідаційну);
2) навчається 2kC моделей вигляду
  2 21 1 2 2, ,i j i i j j ij i j i i j jf x x a x a x a x x a x a x    
використовуючи лінійну регресію на навчальній вибірці;
3) для кожної моделі f розраховується її помилка на валідаційній
вибірці     2
( , ) ( , )
;
v vx y X y
E f f x y

   
4) відбираються ls моделей з найменшою помилкою, де l – номер
ряду (часто, для простоти реалізації алгоритму обирають ls k );
5) виходи цих моделей для кожного прикладу з навчальної вибірки
формують нову матрицю входів (1)X для наступного ряду (шару) моделей:
   
   
1 1 1
(1)
1
,
l
l
s
N k s N k
f d f d
f d f d 
       
X
 
   
де T1 1, , ..., ,p p p p kd d d d     

а запис  m pf d означає, що з вектора
md

будуть взяті тільки елементи під індексами i та ,j які відповідають моделі
;mf
6) серед похибок на валідаційній вибірці всіх моделей поточного ряду
обирається мінімальна, і якщо вона менша за мінімальну похибку моделей з
попереднього ряду (або якщо це перший ряд) – здійснюється перехід на
наступний ряд (починаючи з кроку 2), інакше – виконання алгоритму
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припиняється, і найкраща модель попереднього ряду обирається як
«фінальна»; таким чином, критерій зупинки алгоритму МГУА може бути
записаний як:
1
1,
min ( ) min ( ),
l lf F f F
l
E f E f
 
 
де l – номер поточного ряду; lF – множина всіх моделей поточного ряду;
7) на виході цього етапу отримуємо поліноміальну нейронну мережу
наступного виду (рис. 4.6).
Рис. 4.6. Поліноміальна нейронна мережа
3. Етап «донавчання», на якому ваги отриманої мережі навчаються з
використанням алгоритму еластичного зворотного поширення похибки:
1) для кожної пари <вхідний вектор, вихідне значення> з навчальної
вибірки виконується два так званих проходів:
 «прямий прохід» – вектор вхідних значень подається на перший
шар мережі, і обчислюються виходи кожного поліноміального «нейрона» аж
до самого останнього, «вихідного» нейрона;
 «зворотний прохід» – обчислюються похідні функції похибки по
кожній вазі використовуючи такі формули:
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T, 2 2, , , , ;l m i j i j i j
f
x x x x x x
a
    
1 2 , 1,
1,
1 2 , 1,
,
, 1,
2 , якщо   є входом  для   ;
2 , якщо   є входом  для   ;
0, якщо   не є входом для   ;
i ji j i i l m i l h
l h
j ji i j j l m j l h
l m
l m l h
a a x a x f x f
f
a a x a x f x f
f
f f




     
2) всі обчислені похідні підсумовуються по всім прикладам;
3) кожна вага оновлюється за таким правилом:
( ) ( 1)
( 1)
( )
( ) ( 1)
( 1)
,   0;
,   0,
t t
t
ij
ij ijt
ij t t
t
ij
ij ij
E Ea
w w
E Ea
w w

 

 
               
( )
( ) ( 1) ( )sign .
t
t t t
ij ij ij
ij
Ew w
w
      
Якщо знак похідної функції похибки за вагою збігається зі знаком
похідної на попередній ітерації – значення корекції для цієї ваги буде
помножено на деякий фактор 1.a  В протилежному випадку – значення
оновлення множиться на фактор 1.a  На найпершій ітерації
використовують деяке константне значення корекції 0 .ij c  Зазвичай
рекомендують такі значення констант: 1.2, 0.5, 0.1.a a c   
4) Після оновлення всіх ваг обчислюється похибка мережі на
перевірочної вибірці – якщо помилка менше, ніж на попередній ітерації –
навчання продовжується, в протилежному випадку навчання припиняється, і
здійснюється «відкат» ваг до значень на попередній ітерації.
4. Оскільки в результаті маємо звичайну поліноміальну нейронну
мережу, то прогнозування на нових даних виконується як звичайно: вхідний
вектор x подається на перший шар мережі, після чого пошарово
обчислюються виходи всіх нейронів, аж до останнього шару з одним
нейроном, вихід якого і буде прогнозом.
Результати прогнозування різними методами при різній глибині
прогнозування наведені в додатку Д.4.4.1.
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4.3.3. Використання багаторядного алгоритму МГУА та
одношарових мереж з нейронами sigm_piecewise
В певних практичних випадках задачі прогнозування кількість
вхідних змінних може бути достатньо великою і досягати тисяч чи навіть
десятків тисяч змінних. Зазвичай це задачі в яких окрім основного часового
ряду, що прогнозується, присутні екзогенні (зовнішні) часові ряди, що
потенційно впливають на основний. При розв’язанні задач з такою великою
кількістю вхідних змінних мають місце наступні проблеми:
 через збільшення кількості параметрів, які потрібно налаштувати,
процес навчання може тривати доволі довго – це робить практично
неможливим застосування підходу перебору кількості нейронів у
прихованому шарі для знаходження оптимальної структури мережі, оскільки
процес повного перебору може потребувати надто багато часу;
 наперед невідомо, які вхідні змінні дійсно несуть інформацію,
корисну для прогнозування цільової змінної, а які можна ігнорувати – і
кількість «зайвих» змінних може бути дуже великою;
 в певних задачах потрібно отримати модель з обмеженою кількістю
параметрів, оскільки є деякий ліміт або на «розмір» моделі у пам'яті
прогнозуючого пристрою, або на час, який витрачається на отримання
прогнозу при навченій моделі – очевидно, що при збільшенні кількості
параметрів моделі збільшується як кількість одиниць пам’яті, потрібних для
відтворення цієї моделі, так і час, потрібний для отримання прогнозу при
використанні цієї моделі.
Для вирішення усіх цих проблем пропонується застосовувати підхід
багаторядного алгоритму МГУА [13], що дозволить:
 значно швидше, ніж при використанні повного перебору, знаходити
в певному сенсі оптимальну структуру мережі при заданих обмеженнях на
кількість параметрів мережі;
 автоматично відсіювати «неінформативні» змінні.
239
Алгоритм для автоматичного синтезу оптимальної структури мережі з
нейронами типу sigm_piecewise, що базується на багаторядному алгоритмі
МГУА, складається з наступних кроків:
1) Вхідна вибірка вигляду , :X y X R   , де множина X є скінченною
підмножиною простору , 2nR n  певним чином розділяється на дві вибірки:
навчальну ( ) ( ) ( ) ( ), : ,T T T TX y X R X X    та валідаційну –
( ) ( ) ( ), : ,V V VX y X R   ( ) ( ) ( ) ( ) ( ), , .V V T T VX X X X X X X     Зазвичай у
навчальну вибірку відбирають приблизно 70% прикладів, і найпростіший
варіант, що непогано працює на практиці – відбирати випадковим чином.
2) Незалежно один від одного навчаються knC нейронів типу
sigm_piecewise, де кожен нейрон має два входи – , ; , 1,..., ,i ix x i j n i j  – тобто
перебираються усі можливі пари входів, і для кожної пари навчається окремий
нейрон. Для навчання використовується навчальна вибірка, тобто критерій,
згідно з яким налаштовуються параметри кожного нейрону має вигляд:
( )
(T) T 2
, ( , , ) ( ( ) sigm_piecewise([ , ] ; , , )) .
T
i j i j
x X
E w w h y x x x w w h   

 
     
1. Для кожного нейрону розраховується значення «зовнішнього»
критерію. Найбільш розповсюджений критерій – СКП моделі на валідаційній
вибірці:
( )
( ) T 2
, ( , , ) ( ( ) sigm_piecewise([ , ] ; , , ))
V
V
i j i j
x X
С w w h y x x x w w h   

 
     
2. , (0,1)nkС     нейронів з найгіршим значенням зовнішнього
критерію відкидаються. Значення параметру  обирається в залежності від
обмеження на кількість параметрів мережі, або згідно з деякою еврістикою,
якщо таке обмеження відсутнє. Наприклад, якщо серед вхідних змінних
присутні змінні, що зовсім не пов’язані з прогнозованою змінною, то
значення зовнішнього критерію для нейронів, які використовували ці змінні
у якості входів, зазвичай набагато гірше за аналогічне значення для нейронів,
що використовували «інформативні» змінні (рис. 4.7).
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Рис. 4.7. Приклад значень зовнішнього критерію «помилка моделі на валідаційній
вибірці» різних нейронів при наявності «неінформативних» змінних
Тут добре видно, що нейрони, які використовували вхідні змінні
7 8 9, ,x x x мають значно більшу помилку на валідаційній вибірці – отже
логічно позбавитися саме від цих нейронів. Структуру мережі на виході
цього кроку показано на рис. 4.8.
Рис. 4.8. Структура редукційованої нейронної мережі.
До мережі додається вихідний нейрон з лінійною функцією активації, в
результаті чого отримуємо мережу з структурою показаною на рис. 4.9.
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Рис. 4.9. Структура мережі з додаванням вихідного нейрона з лінійною функцією
активації
3. Одночасно виконується як налаштування параметрів вихідного
лінійного нейрону так і доналаштування параметрів нейронів у прихованому
шарі згідно з алгоритмом зворотнього поширення помилки. Для цього
використовуються наступні формули похідних:
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де *iv – ваги вихідного лінійного нейрону; ( )if x
 – нейрон типу
sigm_piecewise у прихованому шарі під індексом i ; * * *, , ,, ,q i q i q iw w h  –
відповідні ваги нейрону у прихованому шарі під індексом *i для входу під
індексом q .
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Розглянемо застосування цього підходу при прогнозуванні часового
ряду CATS, при цьому після перетворення початкового часового ряду згідно
попередньо описаної процедури додамо до кожного вектору вхідних змінних
x декілька випадковим чином згенерованих чисел, що імітує зайві змінні.
Отже, перетворимо початковий часовий ряд у вибірку вигляду
, :X y X R   використовуючи описану процедуру з розмірністю вкладення
6 та горизонтом прогнозування 3, і додамо 3 випадковим чином згенеровані
числа до кожного вектору x .60% прикладів із отриманої вибірки випадковим
чином відберемо до навчальної вибірки, 20% – до валідаційної, і ще 20% – до
тестової.
Застосувавши описаний підхід на базі МГУА і залишивши лише 3
нейрони з найкращим значенням помилки на валідаційній вибірці отримаємо
структуру мережі показану на рис. 4.10.
Рис. 4.10. Нормована СКП такої мережі на тестовій вибірці склала 0.023
Для порівняння було навчено 20 повнозв'язних одношарових
персептронів з кількістю нейронів у прихованому шарі від 2 до 21.
Найкращого значення помилки на тестовій вибірці було досягнуто при
використанні навченого персептрону з 10 нейронами у прихованому шарі, і
ця помилка склала 0.021 – приблизно на 9% краще, ніж у мережі,
побудованої з використанням запропонованого підходу. Але при цьому цей
персептрон складається з 10 10 11 111   параметрів, у той час як перша
мережа має лише 3 3 4 13   параметрів.
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4.3.4. Перевірка ефективності мереж з нейронами sigm_piecewise
для задачі прогнозування часових рядів
В підрозділі 2.3 було запропоновано НМ з нейронами типу
sigm_piecewiseу. Перевіримо ефективність цих мереж в задачах
прогнозування на реальних вибірках.
Першою візьмемо вибірку щомісячного споживання електроенергії в
південно-східній частині Бразилії з січня 1976 по грудень 2000 (рис. 4.11)
Рис. 4.11. Вибірку щомісячного споживання електроенергії
Порівняємо ефективність використання наступних мереж для
прогнозування цієї вибірки: одношарового персептрону з нейронами типу
sigm_piecewise у прихованому шарі, одношарового персептрону з нейронами
типу tansig (функція активації tansig( )
x x
x x
e ex
e e


  ) у прихованому шарі та
поліноміальної нейронної мережі з використанням алгоритму МГУА для її
побудови та навчання. Методика порівняння є наступною:
1. Вхідний часовий ряд перетворюється на вибірку вигляду
, :X y X  шляхом використання методу вкладення часових рядів з
розмірністю вкладення 6 та горизонтом прогнозування 3 - тобто для прогнозу
значення 3ig  використовувалися значення 5 4 3 2 1, , , , ,i i i i i ig g g g g g     .
2. Після цього вибірка трансформувалася наступним чином:
2.1. : ( ) : ( ) , nnx X y x y x x x R        – тобто замість прогнозу самого
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значення часового ряду 3ig  прогнозується відхилення цього значення від
останнього відомого – 3i ig g  .
2.2. T1 1: : [ ,..., ]n n nx X x x x x x      – тобто для прогнозу відхилення від
останнього відомого значення часового ряду ig використовуються
відхилення 5 4 3 2 1, , , ,i i i i i i i i i ig g g g g g g g g g        
3. 70% прикладів випадковим чином відбиралися у навчальну вибірку
( ) ( ) ( ), :Train Train TrainX y X  .
4. У якості критерію навчання використовується
середньоквадратична помилка MSE на навчальній вибірці. У якості критерію
для порівняння отриманих за допомогою різних методів прогнозуючих
моделей – MAPE моделі на тестовій вибірці.
5. MAPE наївної моделі, яка «вважає», що 3i ig g  , дорівнює
10.23%naiveMAPE  . Шляхом перебору різної кількості нейронів у
прихованому шарі було обрано мережу з 15 нейронами типу sigm piecewise.
Після навчання помилка цієї мережі на тестовій вибірці склала
_ 3.12%sigm piecewiseMAPE  .
6. Після використання алгоритму МГУА було отримано
поліноміальну мережу з 6 шарами та 5 нейронами у кожному шарі – тобто
саме ця архітектура була оптимальною з точки зору зовнішнього критерію.
Помилка такої поліноміальної мережі склала 5.33%GMDHMAPE  .
7. Шляхом перебору різної кількості нейронів у прихованому шарі
було обрано мережу з 36 нейронами типу tansig. Після навчання помилка цієї
мережі склала tansig 4.21%MAPE  .
8. Отже, серед усіх типів мереж, що перевірялися, мережа з
нейронами типу sigm piecewise мала найменшу помилку на тестовій вибірці,
причому її помилка приблизно на 25% менша за помилку мережі з нейронами
типу tansig та приблизно на 40% менша за помилку поліноміальної мережі,
що будувалася та навчалася за алгоритмом МГУА.
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Візуально прогнози трьох мереж виглядають наступним чином
(рис. 4.12– 4.14).
Рис. 4.12. Прогноз мережі з нейронами sigm_piecewise
Рис. 4.13 Прогноз мережі з нейронами tansig
Рис. 4.14. Прогноз поліноміальної мережі
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Таким чином, на даній вибірці отримано наступні результати
порівняння декількох методів (табл. 4.1).
Таблиця 4.1
MAPE методів на тестовій вибірці
Sigm piecewise Tansig Багаторядний МГУА
3.12 4.21 5.33
4.3.5 Комлексування декількох топологій ШНМ
Для поліпшення якості прогнозу можна використовувати
комплексування оцінок, отриманих за допомогою різних моделей. Під
комплексуванням розуміється зважена сума оцінок, отриманих за допомогою
згенерованого набору моделей. Вагові коефіцієнти визначаються за
допомогою зовнішнього критерію оптимальності моделей – дисперсії на
екзаменаційній вибірці. Безліч моделей виходить перебором варіантів
розбиття вихідної вибірки на підвибірки і перебором різних методів
прогнозування [8]. Таким чином, маючи 1k варіантів розбиття на підвибірки і
2k методів прогнозування, отримуємо 1 2k k різних моделей. Для отримання
остаточного прогнозу, маючи вектор вхідних даних x , необхідно:
1. подати цей вектор на вхід кожної моделі, таким чином отримавши
вектор оцінок
1 21 1
ˆ ˆ ˆ ˆ[ , , ];k ky y y y 
2. отримати кінцевий прогноз ˆ fy як зважену суму елементів вектора
оцінок ˆ.y
Ці кроки вимагають визначення вагових коефіцієнтів ,i . 1 21 .i k k  
4.3.5.1 Розбиття вихідної вибірки на підвибірки
За порядком. У навчальну вибірку відбираються перші 1C N точок, в
перевірочну – наступні 2C N точок і в екзаменаційну – точки, що
залишилися, тобто  1 21 C C N  . (де N – загальна кількість точок,
1 2 1 21; , 0C C C C   – коефіцієнти, зазвичай вибирають 1 20,6; 0,2C C  ).
Випадковим чином. Аналогічно до попереднього методу, тільки
точки відбираються не по порядку, а випадковим чином, але пропорції між
підвибірками зберігаються.
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Кожен i-й. У перевірочну вибірку відбирається кожна i-та точка, з
решти точок в екзаменаційну відбирається кожна j-та, всі інші точки
відбираються в навчальну вибірку (зазвичай вибирають 3; 4i j  ).
За дисперсією. Всі точки ранжуються за дисперсією (під точкою
розуміється один приклад) і потім відбираються у вибірку аналогічно до
першого методу.
4.3.5.2 Отримання моделей за допомогою перебору методів
Для кожного з відібраних методів розбиття на вибірки і методів
прогнозування будується модель прогнозованого процесу. В роботі [8]
використовуються наступні методи прогнозування: ШНМ, МГУА, комбінація
МГУА та ШНМ. Таким чином, при чотирьох способах розбиття на вибірки і
трьох методах прогнозування отримуємо 4 × 3 = 12 різних моделей.
4.3.5.3 Комплексування отриманих результатів
Для отримання реального прогнозу використовується комплексування
прогнозів всіх отриманих на попередньому етапі моделей [12, 14]. Тобто,
маючи оцінки прогнозованого значення 1 1 1 2ˆ ˆ ˆ ˆ[ , , ],k ky y y y  прогноз самого
значення дорівнюватиме ˆ ˆ .f i i
i
y y  Коефіцієнти i визначаються
використовуючи зовнішній критерій – дисперсію прогнозу i-ї моделі на
екзаменаційній вибірці: 1i
i
   , де i – середньоквадратичне відхилення
прогнозів i-ї моделі на екзаменаційній вибірці від реальних значень
прогнозованого процесу. Після обчислення всіх i їх слід нормалізувати за
формулою .n ii
i
i

  
Для того, щоб оцінити придатність комплексування для поліпшення
якості прогнозу порівняємо середньоквадратичне відхилення прогнозу (на
деяких штучних даних), отриманого за допомогою запропонованого в даній
роботі алгоритму прогнозування і за допомогою комплексування прогнозів
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декількох методів (в тому числі і запропонованого). Згенеруємо штучний
тимчасовий ряд з наступною істинною моделлю:
   3 20.1 10 6 300 sin , 1 100.f t t t t t     
Додамо до математичної моделі нормальний шум ( )t з
характеристиками ( ) 1000, ( ) 500E      (рис. 4.15).
Рис. 4.15. Штучний тимчасовий ряд
Після цього, побудуємо прогнозуючу модель з застосуванням алгоритму
МГУА + ШНМ та із застосуванням комплексування оцінок декількох методів
[11]. Середньоквадратичне відхилення прогнозу, отриманого за допомогою
алгоритму МГУА + ШНМ, дорівнює 0.0038 (рис. 4.16).
Рис. 4.16. Прогноз, отриманий за допомогою алгоритмів МГУА+ШНМ
249
Середньоквадратичне відхилення прогнозу, отриманого за допомогою
комплексування декількох алгоритмів (МГУА + ШНМ, МГУА, ШНМ),
дорівнює 0.0020 (рис. 4.17).
Рис. 4.17.Прогноз, отриманий за допомогою комплексування декількох алгоритмів
Як добре видно з рисунків, комплексування дійсно значно покращує
якість отриманого прогнозу.
Запропонований метод побудови прогнозуючої моделі був перевірений
на декількох наборах даних, наявних у відкритому доступі в мережі Інтернет,
і були отримані наступні результати (табл. 4.2).
Таблиця 4.2
Нормалізована середньоквадратична похибка методів
Назва вибірки ШНМ МГУА Запропонованийметод
Виробництво електроенергії в
Австралії 0.017662 0.019721 0.012685
Тест CATS 0.002894 0.002696 0.002901
Курс долара до євро 0.063802 0.05511 0.062086
Курс долара  до фунту 0.055874 0.050277 0.058154
CPI індекс 5.50E-05 0.007696 2.22E-05
Споживання електроенергії в
Іспанії 0.019363 0.024104 0.017655
Середні відсоткові ставки в
Іспанії 0.055512 0.048002 0.053009
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Stock exchange index в Іспанії 0.002652 0.005721 0.002495
Кількість плям на сонці 0.5811 0.45099 0.17865
Виробництво літаків в США 0.20121 0.15927 0.13734
Зимовий індекс NAO 1.0566 0.98757 1.0009
Сумарна похибка 2.0567 1.8112 1.5259
4.4 Прогнозування часових рядів у разі неоднорідної вибірки
4.4.1 Обґрунтування необхідності постановки задачі прогнозування
часових рядів у разі неоднорідної вибірки
Під неоднорідністю вибірки розуміється ситуація, коли ймовірнісні
характеристики процесу, вибірка якого спостерігається, «істотно» змінюється
на спостережуваному періоді, або коли приклади з вибірки належать до
декількох «кластерів», що суттєво відрізняються за характеристиками.
Проблема побудови прогнозуючої моделі при неоднорідній вибірці
часто виникає у багатьох різних сферах життя, які саме представлено в
додатку Д.4.5.1.
Більшість існуючих постановок задачі прогнозування припускають, що
характер прогнозованого процесу на спостережуваному періоді не
змінюється, і, таким чином, задачу можна вирішити шляхом знаходження
потрібної моделі і оцінки її параметрів, використовуючи всі наявні дані.
Однак найчастіше поведінка прогнозованого процесу може кілька разів
суттєво змінюватися протягом спостережуваного періоду, що робить таку
постановку задачі некоректною – одна єдина модель не зможе описати кілька
різних станів процесу. Розглянемо постановку задачі прогнозування, яка явно
враховує проблему непостійного характеру прогнозованого процесу.
Нехай є:
а) вибірка прикладів  ( , ) : 1i iS x y i n   , де кожен приклад ( , )i ix y
складається з вектора значень вхідних факторів і відповідного вихідного
значення;
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б) модель f , яка залежить від деякого вектора параметрів
 T1, , m     і найбільш загальним способом описує прогнозований процес
– мається на увазі, що в залежності від значень параметрів модель здатна
описати всі можливі стани об’єкта, який прогнозується.
Необхідно знайти:
а) множину векторів параметрів  1, , k     , таких, що вектор j є
оптимальним згідно критерію jL на деякій підмножині вихідних даних jS :
 : argmin( [ ]), , 1j j j j jL f, ,S S S j k           . Кожен вектор параметрів
таким чином буде описувати один стан прогнозованого процесу на деякій
підмножині вихідної вибірки. Дана постановка задачі робить припущення,
що наявні дані описують кілька різних станів процесу, і кожен такий стан
може бути описаний певним вектором параметрів. Однак кількість таких
станів невідома – це завдання відповідного методу прогнозування;
б) функцію визначення кінцевого вектора параметрів s для нових
вхідних даних sx
 виходячи з знайденої множини векторів параметрів  і
самих вихідних даних: ( , , S)s sF x  
  , такі, що мінімізують деяку оцінку
помилки прогнозу ˆ ( , )e e F, S  .
Для подальшого розгляду підходів до вирішення тепер формально
заданої проблеми спочатку варто розглянути певні типові класи неоднорідних
вибірок – оскільки певні підходи орієнтовані на конкретні типи неоднорідних
вибірок. Класифікація неоднорідних вибірок наведена в додатку Д.4.5.2.
При побудові прогнозуючої моделі потрібно певним чином враховувати
ймовірність того, що навчальна вибірка є неоднорідною – тобто внутрішній
стан прогнозованого процесу декілька разів змінювався під час
спостереження. В ідеалі, маючи навчальну вибірку вигляду
 ( , ) : 1i iS x y i n   , потрібно знайти:
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1. Кількість станів K з суттєво різною поведінкою прогнозованого
процесу.
2. Для кожного стану  1,2,..,k K знайти ймовірнісний розподіл
вхідних векторів ( / )p x k та апріорну ймовірність цього стану ( )p k .
Тоді, для кожного прикладу з навчальної вибірки , {1,2,..., }ix i n можна
розрахувати ймовірність належності цього прикладу до кожного стану k як:
' {1,2,..., }
( / ) * ( )( / ) , {1,2,..., },
( / ') * ( ')
i
i
i
k K
p x k p kp k x k K
p x k p k

  
 
і враховувати ці ймовірності при побудові прогнозуючої моделі.
Існує декілька типових підходів до розв'язання цієї проблеми:
використання ARCH (GARCH) моделей та підхід прогнозування
неоднорідних вибірок на основі використання методів кластеризації та ШНМ
[3], який запропоновано автором.
У роботі [15] уперше було запропоновано модель авторегресивної
умовної гетероскедастичності (англ. autoregressive conditional
heteroscedasticity, ARCH). Дана модель є статистичною моделлю для опису
дисперсії поточних значення випадкового процесу як авторегресивної
(англ. AR) функції від справжніх спостережених значень минулих помилок
прогнозуючої моделі. Формально це можна записати наступним чином:
позначимо випадкову величину, що описує помилку деякої прогнозуючої
моделі в момент часу t як te , тоді { }, 1, 2,...te t  буде відповідним
випадковим процесом. Згідно моделі ARCH, t t te z  , де (0,1)tz N - тоді
дисперсія te буде рівна
2;t припускається, що
2 2
0 0
1
, 0, 0, 0
q
t i t i i
i
e i
          , тобто що поточна дисперсія є AR
функцією від квадратів попередніх помилок 2t ie  .
Використовуючи описані припущення, ARCH модель дозволяє
описувати нестаціонарні випадкові процеси, у яких дисперсія поточних
випадкових величин змінюється з плином часу, включаючи процеси, що
«демонструють» «неоднорідну» поведінку – коли присутні періоди
відносного «спокою» (тобто з малою дисперсією випадкових величин) та
253
періоди високої волатильності. Велика кількість модифікацій ARCH моделі
була запропонована в подальшому – [16], [17], із яких найбільшої
популярності здобула модель generalized ARCH (GARCH) [16], яка
використовує ARMA модель для опису поточної дисперсії:
q p
2 2 2
t i t i i t i
i 1 i 1
e   
        .
Основний недолік моделей на основі ARCH полягає в тому, що ці
моделі працюють добре, лише коли їх припущення виконуються – таким
чином ці моделі дозволяють описувати нестаціонарні процеси у яких
джерелом нестаціонарності є непостійна дисперсія випадкових величин для
різних моментів часу. Тобто, якщо в нестаціонарному процесі сумісний
розподіл випадкових величин t t 1 t kp( y ,y ,...,y )  для різних моментів часу t
змінюється «істотно» і таким чином, що це неможливо описати лише
непостійною дисперсією величин ty – моделі «родини» ARCH не будуть
здатні описати цей процес.
4.4.2 Кластеризація та побудова моделі для кожного
кластеру/сегменту
У випадку задачі прогнозування часових рядів вхідними значеннями до
прогнозуючої моделі зазвичай є минулі значення часового ряду. Тоді резонним
є припущення, що у суттєво різних станах процесу, що прогнозується,
ймовірнісний розподіл значень процесу буде суттєво відрізнятися – а отже, і
розподіл вхідних векторів x буде суттєво відрізнятися. Тобто, для пошуку
різних станів процесу потрібно групувати приклади з навчальної вибірки за
принципом схожого ймовірнісного розподілу – саме для цього можна
використовувати різні алгоритми кластеризації [1], тобто групування
прикладів зі схожими характеристиками у кластери. Застосувавши
кластеризацію та отримавши кластери як оцінку ймовірнісних розподілів
прикладів у різних станах, можна побудувати окремі моделі для кожного
кластеру, використовуючи для навчання лише приклади з цього кластеру –
таким чином, кожна модель буде «спеціалізована» під приклади конкретного
кластеру, і якщо кластери дійсно відповідають різним станам – то модель буде
описувати відповідний стан. Цей підхід має певні недоліки, а саме:
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 «прогнозуюча якість» моделей сильно залежить від якості
кластерізації – якщо отримані кластери не відповідають дійсним станам то і
моделі, що навчалися на цих кластерах, не будуть описувати відповідні стани;
 кожен кластер має мати певну достатню кількість прикладів, щоб
уникнути явища перенавчання – тобто потрібно більше прикладів, ніж при
побудові єдиної моделі на всіх наявних даних без кластерізації.
У роботі розглянуто новий підхід до розв’язання кластеризації.
Локальні математичні моделі часових рядів наведено у додатку Д.4.5.3.
4.4.2.1 Постановки задачі кластеризації
Маючи деяку послідовність значень записану як вектор T1[ ,..., ]ny y y
необхідно кожному значенню під номером {1,2,..., }i n поставити у
відповідність номер кластеру *ic  , таким чином, що отриманий вектор
номерів кластерів * * * T1[ ,..., ]nc c c мінімізує певну функцію втрат ( , )L y c  , що
залежить від вхідного вектору y та вектору номерів кластерів c :
* arg min{ ( , )}.
c
c L y c 
  
Важливо наголосити, що кількість кластерів не є заданою наперед.
Припускається, що усі значення з деякого кластеру під номером i мають
нормальний розподіл з невідомим математичним очікуванням i та
дисперсією і не залежать одне від одного.
У більшості випадків функція втрат задається неформально, і задача її
формалізації набагато складніша від задачі пошуку значення, що мінімізує
формально задану функцію – тому багато робіт, присвячених задачі
кластеризації неоднорідних вибірок концентруються тільки на питанні
формалізації функції втрат для задачі кластеризації неоднорідних вибірок.
Наприклад, неформальна функція втрат може бути задана як «усі
значення в певному кластері повинні мати максимально схожий ймовірнісний
розподіл, а значення із різних кластерів – максимально різний». Очевидно,
така неформальна функція втрат є доволі нечіткою, і може бути
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формалізована різними способами в залежності від припущень, які будуть
допускатися при формалізації. Також припускається, що кластеризація з
меншою кількістю кластерів «краща» за кластеризацію з більшою кількістю
кластерів. Тоді для кожної кластеризації можна порахувати її «якість» як суму
ймовірності відповідної кластеризації та значення певної строго спадної
функції від кількості кластерів. Необхідно знайти найбільш «якісну»
кластеризацію». Власне, у даному неформальному описі функції втрат
формалізувати потрібно лише функцію якості кластеризації від кількості
кластерів – для простоти оберемо її як ( )Q N N , де N – кількість кластерів.
Тоді формальна функція втрат матиме вигляд:
2
1
1 1
( , ) ,
i
i
n
ijnN
j
ij
i j i
y
L y c y N
n

 
       
 
де ijy – j-й елемент з і-го кластеру ( {1,2,..., }, {1,2,..., }ii N j n  ); N – кількість
кластерів; in – кількість елементів у і-му кластері;
1
in
ij
j
ij
i
y
y
n
 

– центр і-го
кластеру.
Тобто, потрібно знайти таку кластеризацію, що значення із кожного
кластеру близькі до середнього арифметичного усіх значень кластеру і при
цьому кількість кластерів не надто велика, інакше оптимальною була б
кластеризація «по кластеру на кожне значення».
Схожий вигляд функції втрат мають «класичні» методи кластеризації,
що знаходять вектор номерів кластерів c при деякій фіксованій наперед
заданій кількості кластерів : 2 1N N n   . Такі методи зазвичай мають
наступну функцію втрат:
 
1 1
( , ) , ,
i in n
i ij i
i j
L y c D y y
 
 
де  ,i ij iD y y – функція відстані між j-м елементом і-го кластеру та центром
і-го кластеру.
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Огляд методів кластеризації наведено в додатку Д.4.5.4. 
4.4.2.2 Алгоритм м’якої кластеризації на основі розділяючих 
гіперповерхонь  
Як добре відомо, більшість алгоритмів кластеризації вирішують певну 
задачу дискретної оптимізації, яку у загальному випадку можна описати 
наступним чином. 
Маючи множину прикладів  1,..., nX x x
 
 де кожний приклад це вектор 
у просторі Rd, необхідно кожному прикладу поставити у відповідність деякий 
номер кластеру k n  таким чином, щоб отриманий вектор номерів кластерів 
 T1,..., Nk k k

 мінімізував певний критерій  ,C k X

: 
  arg min , .
k
k C k X  
 
 
Також відомо, що навіть для дуже простих виглядів критерію та 
невеликої розмірності d ця задача є дуже складною. 
Мабуть, найбільш розповсюдженим є критерій сумарної середньої 
відстані між точками в одному кластері: 
  2
:
, .
j j
K
j i
i x k i
CR k X x

  
  
 
Який можна також представити у наступному вигляді: 
  2
, : ,
1
, .
j l j l
K
j l
i x x k i k ii
CR k X x x
C  
   
  
 
Якщо ввести функцію ( )k x

, що кожному прикладу ставить у 
відповідність номер його кластеру, то можна також записати цей критерій 
так: 
 
     
2
,
1
, 1 ( ) 1 ( ) ,
1 ( )
j l
K
j l j l
i x xx X
CR k X k x i k x i x x
k x i

     
   
   
  
де 
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1,  якщо умова виконується,
1 (умова)=
0, якщо умова не виконується. 



 
Розглянемо найпростіший випадок коли маємо лише 2 кластери, тобто 
( ) {0,1}k x 

. Виконаємо «пом’якшення» вихідної задачі – дозволимо функції 
( )k x

 приймати значення у всьому діапазоні [0;1], тобто для прикладу x

 
значення функції ( )k x

 буде задавати щось подібне до ймовірності належності 
цього прикладу до кластеру 1; відповідно, значення 1 ( )k x

 задає певний 
аналог ймовірності належності прикладу до кластеру 0. У цьому випадку 
«пом’якшений» варіант критерію матиме наступний вигляд: 
   
    
2
,
2
,
1
, ( ) ( )
( )
1
                                  1 ( ) 1 ( ) ,
1 ( )
j l
j l
j l j l
x xx X
j l j l
x xx X
CR k X k x k x x x
k x
k x k x x x
k x


 
     


 
 
   

   

 
де перша складова визначає вклад кластеру з номером 1, а друга – кластеру з 
номером 0. 
Якщо ж маємо певну «модель поверхні, розділяючої кластери» у вигляді 
функції ( ; ) [0,1]k x w 
 
, що залежить від певного вектору параметрів w

 і є 
диференційованою за цими параметрами – то критерій C(k,X) також буде 
диференційованою функцією від вектору w

, а отже для його мінімізації вже 
можна використовувати весь апарат мінімізації неперервних нелінійних 
диференційованих функцій, який останнім часом дуже бурхливо розвивається! 
Отже, «пом’якшений» варіант задачі кластеризації на 2 кластери можна 
вирішити як задачу неперервної нелінійної оптимізації, наприклад шляхом 
використання певної модифікації алгоритму градієнтного спуску. 
Для розв’язання пом’якшеного варіанту задачі кластеризації на K 
кластерів можна застосувати підхід «один проти всіх» – спочатку розділяємо 
усі приклади на 2 кластери, після чого обираємо кластер з більшою 
середньою відстанню між його точками, і розбиваємо його на 2 кластери і так 
далі, поки не отримаємо потрібну кількість кластерів. 
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Мабуть, найпростішою моделлю розділяючої кластери поверхні є
логістична сигмоїда: 1( ; )
1
Tw x
k x w
e
   
  . По суті така модель буде певною
апроксимацією лінійної розділяючої гіперповерхні, що задається вектором
параметрів – по один її бік, для прикладів значення моделі буде
приблизно дорівнюватиме 1, по інший бік, для прикладів –
приблизно дорівнюватиме 0. Тобто, використовуючи таку модель, при
мінімізації критерію будемо намагатися розділити усі приклади «майже
лінійною» гіперповерхнею на 2 кластери так, щоб сумарна середня відстань
цих кластерів була мінімальною.
Очевидно, що така модель дуже проста, і не буде працювати добре
якщо кластери у наявній множині прикладів не є лінійно роздільними. У
цьому випадку потрібні більш складні моделі розділяючої гіперповерхні, а
саме – нейронні мережі. Єдине обмеження – потрібно, щоб вихід мережі був
у діапазоні , але для цього пропустити вихід мережі через вище згадану
логістичну сигмоїду.
Зважаючи на переваги мереж з одним прихованим шаром нейронів
типу sigm_piecewise, наведених у другому розділі, пропонується
застосовувати саме ці мережі у якості моделей поверхонь, розділяючих
кластери. Незалежно від обраної моделі, сам алгоритм м’якої кластеризації на
основі моделей можна повністю абстрагувати від неї, представивши модель у
вигляді функції . Тоді отримуємо наступний загальний опис цього
алгоритму:
Входи алгоритму:
 множина прикладів ;
 кількість кластерів , на яку потрібно розділити усі приклади;
 деяка модель розділяючої кластери поверхні , що залежить
від вектору параметрів і є диференційовною по ньому.
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Кроки алгоритму:
1. Виконується розділення усієї множини прикладів на 2 кластери:
1.1. Випадковим чином ініціюється початковий вектор параметрів 0w
 .
1.2. Виконується певна модифікація градієнтного спуску для
мінімізації значення критерію ( ).C w Для цього використовуються наступні
формули похідних:
 22 ,
2
2 ,
2
1 ( , ) ( , ) ( , )
( , )
( , )1 ( , )( , ) ( , )
( , )
1
( , )
j l
j l
j l j lx x x
t t
x
j l
j l l jx x
t t
x
x
CR k x w k x w k x w x x
w wk x w
k x w k x wx x k x w k x w
w wk x w
n k x w
            
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x xt
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x x t tx
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k x w k x wx x k x w k x w
k x w w w
           
                
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1.3. В результаті виконання отримуємо налаштований вектор
параметрів .
1.4. Усі приклади розділяються на 2 кластери – ті приклади, для яких
значення моделі  ; 0,5ff x w   відбираються у кластер 0, усі інші приклади
(тобто такі, для яких  ; 0,5ff x w   – у кластер 1.
2. Якщо поточна кількість кластерів < K, то для обох кластерів
розраховується їх середня відстань відстань між точками по формулі:
2
,
1( ) ,
2 j i j ix x C
MD C x x
C 
     
і кластер, у якого значення ( )MD C більше обирається у якості нової множини
прикладів для подальшого розділення на кластери, після чого виконується
перехід на перший крок алгоритму. В іншому випадку отримані K кластерів і
є результатом роботи алгоритму.
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Розглянемо роботу запропонованого алгоритму на штучно
згенерованих даних.
Для цього згенеруємо 3 кластери з нормальним розподілом прикладів у
кожному кластері (рис. 4.18).
Рис. 4.18. Згенеровані 3 кластери з нормальним розподілом прикладів
у кожному кластері
У якості моделі розділяючої кластери поверхні використаємо
логістичну сигмоїду, що приблизно відповідає певній прямій у просторі R2,
яка відносить усі приклади з одного свого боку до одного кластеру і усі інші
приклади – до другого.
Після налаштування параметрів обраної моделі згідно описаного
алгоритму отримаємо приблизно наступну розділяючу кластери
гіперплощину (рис. 4.19).
Як бачимо, при даних параметрах роздільна гіперплощина дійсно
відокремлює один кластер від двох інших. Далі обираємо кластер з більшим
значенням середньої відстані між точками, і повторюємо для нього
аналогічну процедуру. Отримуємо приблизно наступну розділяючу
гіперплощину (рис. 4.20).
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Рис. 4.19. Отримана розділяюча кластери гіперплощина
Рис. 4.20. Отримана розділяюча гіперплощина
Огляд існуючих методів, що враховують можливу неоднорідність
наявної вибірки представлено в додатку Д.4.5.5.
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Запропонований алгоритм має певну схожість з алгоритмами нечіткої
кластеризації [18], [19]. Аналогічно з цими алгоритмами замість «жорсткого»
розподілення прикладів по кластерам використовується «м’який», або
нечіткий розподіл – тобто кожному прикладу ( )ix ставиться у відповідність
вектор розподілу належностей цього прикладу до кожного кластеру (тобто
використовується ідеї нечіткої логіки [20]:
( ) ( ) ( ), 1, 0.i K i ij jjR       
Однак, на відміну від алгоритмів нечіткої кластеризації, які напряму
шукають оптимальні вектори ( )i для кожного прикладу ( )ix , даний алгоритм
використовує модель розділяючої гіперповерхні  ( ) ( );i if x w    , що залежить
від певного вектору параметрів, та для прикладу ( )ix повертає відповідний
вектор належностей ( )i , і намагається знайти оптимальний вектор
параметрів для моделі. Таким чином, алгоритм використовує кількість
параметрів, що є незалежною від розміру навчальної вибірки – і для великих
вибірок це дозволяє значно зменшити кількість параметрів, які необхідно
налаштовувати. Крім того, запропонований алгоритм не потребує
знаходження центрів кластерів – таким чином, він дозволяє потенційно
знаходити кластери, які не є «центрованими» відносно деякої точки-центру.
4.5 Загальний підхід прогнозування неоднорідних вибірок на основі
використання методів кластеризації та ШНМ
Даний алгоритм складається з наступних етапів:
1. Навчається нейронна мережа прямого поширення з використанням
всієї множини наявних прикладів  ( , ) : 1i iS x y i n   . У якості опції
помилки мережі використовується стандартна середньоквадратична помилка:
 2
1
net( ) .
n
i i
i
E x y

 
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Ваги g даної мережі є інформацією про глобальний характер
прогнозованого процесу. Питання вибору оптимальної структури нейронної
мережі і оптимального алгоритму навчання у цій дисертаційній роботі не
розглядаються – використовується звичайний багатошаровий персептрон з
одним прихованим шаром з 10 нейронів, з гіперболічним тангенсом у якості
активаційної функції прихованого шару, і лінійної функції в якості
активаційної функції вихідного шару; для навчання використовувався
алгоритм Rprop [3].
2. Виконується кластеризація вибірки S . У ідеалі, кожен кластер
jC повинен містити приклади, які найкращим чином описуються деяким
єдиним набором ваг мережі , 1...j j k 

, де k – кількість кластерів, тобто,
виконуючи кластеризацію, передбачається, що схожі приклади повинні
описуватися схожими вагами моделі. Природно, якість прогнозування в
такому випадку буде сильно залежати від використаного методу
кластеризації.
3. Навчаються k нейронних мереж – по одній на кожен кластер.
Навчання виконується наступним чином:
a) ваги кожної мережі ініціалізуються попередньо знайденими вагами
;g
б) мережа net j навчається тільки на прикладах із кластера jC з
використанням наступної функції помилки:
2 2(net ( ) ) ( ) ,
i j l j
g
j j i l l
x C
E x y
  
        
де  – параметр регуляризації.
Таким чином, при навчанні ваги мережі будуть прагнути як зменшити
помилку мережі на прикладах зі свого кластера, так і не віддалятися занадто
сильно від початкових ваг g – тобто не буде втрачена інформація про
глобальний характер процесу [3].
4. Після навчання локальних мереж прогнозування для нових
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прикладів виконується наступним чином: для вхідного вектора знаходиться
відповідний йому кластер hC , шляхом знаходження найближчого центру
кластера, і для прогнозу використовується мережа, навчена на прикладах
цього кластера.
4.6  Алгоритм прогнозування на основі загального підходу
Загальний підхід, описаний у попередньому розділі, не визначає
конкретний алгоритм кластеризації та конкретну нейронну мережу (тобто її
структуру та топологію), які повинні використовуватися для побудови
фінальної прогнозуючої моделі. Розглянемо одну з можливих конкретизацій
цього підходу, а саме: використання алгоритму м’якої кластеризації на основі
розділяючих гіперповерхонь з одношаровим персептроном з нейронами
sigm_piecewise у якості моделі розділяючої гіперповерхні та використання
аналогічного одношарового персептрону з нейронами sigm_piecewise у якості
локальних прогнозуючих моделей.
Входи алгоритму:
 вектор спостережень часового ряду T1[ ,..., ]ny y y ;
 значення горизонту прогнозування h ;
 розмірність вкладення часового ряду d ;
 очікувана кількість станів K .
Алгоритм:
1. Виконується вкладення часового ряду з параметрами h та d, в
результаті чого отримується матриця вхідних прикладів m dX R  та вектор
цільових змінних mo R , де 1m n d h    .
2. Застосовується алгоритм жадібного переднавчання мереж з одним
прихованим шаром з нейронів sigm_piecewise для автоматичного визначення
оптимальної кількості нейронів у прихованому шарі, після чого отримана
мережа донавчається використовуючи алгоритм Rprop. Згідно загального
підходу, на обох етапах навчання використовується стандартна
середньоквадратична помилка:
265
 2
1
net( ) .
n
i i
i
E x y

 
3. Виконується кластеризація векторів прикладів із матриці X на K
кластерів, використовуючи алгоритм м’якої кластеризації на основі
розділяючих гіперповерхонь, де у якості моделі розділяючої гіперповерхні
використовується мережа, отримана на попередньому кроці, додавши
фінальний нейрон з логістичною сигмоїдою у якості активаційної функції. У
результаті, для кожного вектору прикладу , 1,...,ix i m отримуємо
відповідний йому номер кластеру {1,..., }, 1,...,ik K i m  .
4. Знаходяться локальні мережі для кожного кластеру згідно з
загальним підходом – тобто ваги мережі для кластеру {1,..., }k K
ініціалізуються вагами «глобальної» мережі, навченої на другому кроці, і для
її навчання використовується наступна функція помилки:
 2 2net ( ) ( ) .
i k l k
g
j k j j l l
x S
E x y
  
        
5. Використання навчених локальних мереж для отримання прогнозу
на нових даних виконується згідно загального підходу – для вхідного вектора
знаходиться відповідний йому кластер k (застосовуючи навчену модель
розділяючої кластери гіперплощини), і для прогнозу використовується
мережа, навчена на прикладах цього кластера.
Запропоновані методи та підходи було перевірено як на штучно
згенерованих даних, так і на реальних вибірках. Для перевірки на штучних
даних було згенеровано вибірку наступного вигляду:
2sin( * ) (0, ), 1,...,300t ty w t N t    ,
де 21:100 101:200 201:300
3 6 1, , , 0,01
2 2 2
w w w       , тобто фактично маємо
графік, що складається із трьох різних синусоїд з додаванням шуму з
нормальним розподілом (рис. 4.21).
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Рис. 4.21. Графік, що складається з 3 різних синусоїд з додаванням шуму
з нормальним розподілом: помаранчевий графік (1) – «чистий» сигнал;
синій (2) – зашумлений
Очевидно, що даний часовий ряд є неоднорідним. Далі було
застосовано метод вкладення часових рядів з розмірністю вкладення 5d  та
прогнозом на два кроки вперед, у результаті чого отримано вибірку X ,y  ,
яку було випадковим чином розбито на навчальну – train, trainX_ y_  та
тестову – test, testX_ y_  . Після навчання на навчальній вибірці простого
двошарового перцептрону з 12 нейронами типу ReLU в обох прихованих
шарах та лінійним вихідним нейроном було досягнуто значення
середньоквадратичної помилки 0.0984, середньоабсолютної помилки – 0,2006
(рис. 4.22).
Рис. 4.22. Помаранчевий графік – часовий ряд, синій – прогноз перцептрону
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Далі було навчено прогнозуючу модель згідно з методом суміші
експертів з трьома експертами, де у якості моделей експертів та стробуючої
моделі застосовувалися одношарові перцептрони з 12 нейронами типу ReLU
в прихованому шарі. Після навчання було досягнуто значення
середньоквадратичної помилки 0,0825, середньоабсолютної помилки – 0,1745
(рис. 4.23).
Рис. 4.23. Помаранчевий графік – часовий ряд, синій – прогноз методу суміші
експертів
Як добре видно з графіку – модель на основі методу суміші експертів
має значно кращі прогнози для 3-го «стану» процесу, тобто для останньої
синусоїди. У останню чергу було побудовано та навчено прогнозуючу модель
на основі методу регуляризованої суміші експертів з тими ж значеннями
гіперпараметрів, що використовувалися при побудові моделі на основі
класичного методу суміші експертів. Після навчання було досягнуто значення
середньоквадратичної помилки 0.0797, середньоабсолютної помилки – 0.1627
(рис. 4.24).
Як видно з графіку – регуляризація дозволила отримати модель з
точнішими прогнозами в усіх 3 «станах» процесу.
Для перевірки на реальних вибірках було використано дані, що
надаються онлайн Федеральним Резервним банком Сент-Луїса, а саме
вибірка з індексом T10Y2Y (рис. 4.25).
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Рис. 4.24. Помаранчевий графік – часовий ряд, синій – прогноз методу
регуляризованої суміші експертів
Рис. 4.25. Вибірка під індексом T10Y2Y, доступ до якої надається онлайн
Федеральним Резервним банком Сент-Луїса
Для цієї вибірки було застосовано метод вкладення часових рядів з
розмірністю вкладення d = 10 та прогнозом на 2 кроки вперед, після чого
повторено усі кроки, виконані для штучних даних з тими ж самими
значеннями гіперпараметрів. Отримано наступні значення помилок моделей:
Як видно з табл. 4.3, застосування методу суміші експертів до даного
часового ряду призвело до погіршення точності прогнозу моделі по
відношенню до застосування єдиної мережі – на практиці ця проблема
виникає доволі часто, і вона може бути спричинена багатьма різними
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факторами, одним з яких є перенавчання локальних експертів. В даному
випадку, застосування регуляризованої суміші експертів дозволило
«виправити» цю проблему, і отримати найліпшу з точки зору обраних
критеріїв модель.
Таблиця 4.3
Помилки різних моделей на тестовій вибірці
Модель Середньоквадратичнапомилка
Середньоабсолютна
помилка
Єдина нейронна мережа
(двошаровий перцептрон) 0.0057 0.0571
Метод суміші експертів 0.0064 0.0625
Метод регуляризованої
суміші експертів 0.0052 0.0551
Використання запропонованих підходів для вирішення прикладних
завдань розглянуто в додатку Д.4.6.
Програмне забезпечення системи прогнозування часових рядів
представлена в додатку Д.4.7.
Висновки до розділу 4
1. Розроблено гібридний алгоритм прогнозування, заснований на
використанні одношарових мереж з нейронами sigm_piecewise і методу
МГУА, що дозволяє виділити найбільш інформативні входи і тим самим
скоротити час навчання і підвищити якість прогнозування.
2. Розроблено метод прогнозування, заснований на використанні
комплексування оцінок, отриманих за допомогою різних моделей, отриманих
в результаті перебору варіантів розбиття вихідної вибірки на підвибірки і
перебором різних методів прогнозування. Вагові коефіцієнти визначаються
за допомогою зовнішнього критерію оптимальності моделей.
3. Розроблено метод прогнозування з регуляризацією, який може
використовуватися в разі неоднорідності даних і заснований на використанні
алгоритму кластеризації і локальних ШНМ, по одній на кожен кластер,
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навчання яких здійснюється тільки на прикладах з одного кластера, що
підвищує точність прогнозування.
4. Розроблено гібридний метод вирішення задач прогнозування, який
реалізує підхід глибокого навчання, заснований на використанні регресійних
нейронних мереж, побудованих із застосуванням методу МГУА і навчених з
«учителем», з подальшим навчанням всієї мережі в цілому методом
зворотного поширення похибки з метою знаходження глобального
екстремуму, що підвищує точність прогнозування.
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РОЗДІЛ 5
АВТОМАТИЗОВАНА СИСТЕМА КЕРУВАННЯ
ДОРОЖНІМ РУХОМ
5.1 Аналіз ситуації на перехрестях і методів розподілу потоків
транспорту
У даний час спостерігається різке збільшення кількості автомобільного
транспорту, за відносно повільного розширення дорожньої мережі, що
призводить до значного збільшення втрати часу в автомобільних пробках [1].
Навіть в тих містах, де під час будівництва міста вже закладалося різке
збільшення кількості автотранспорту, відбуваються значні ускладнення під
час руху автотранспорту, це відбувається через те, що пропускна «здатність
більшості проїжджих частин вичерпана і це сприяє утворенню великої»
кількості пробок. У зв’язку з цим виникає завдання скорочення простою
машин.
Одним із шляхів вирішення даного завдання є розширення та
модифікація існуючої дорожньої мережі. Принципово інший підхід, що
відрізняється від існуючого – створення нових видів транспорту. Однак і
один, і другий підходи є довгостроковими та вимагають значних витрат часу
і грошей. Безумовно, необхідно розвивати обидва підходи, однак потрібен
спосіб, що дозволяє домогтися швидкого ефекту при відносно низькій
собівартості.
Таким способом є підвищення ефективності руху транспорту шляхом
створення будь-яких систем розподілу: потоків транспорту. Це імовірно
дозволить з мінімальними витратами на модифікацію існуючої системи
дорожнього руху забезпечити скорочення втрат часу і грошей через простої в
заторах.
Якщо перехрестя має просту конфігурацію і основний потік транспорту
йде прямо по ходу руху (транспорт продовжує рух в своєму напрямку), то
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визначається середнє співвідношення потоків транспорту на різних
напрямках і, відповідно, встановлюється співвідношення тривалості сигналів
світлофора. Вибираючи співвідношення тривалості сигналів світлофора
враховуються прийняті обмеження, наприклад, мінімальна тривалість
сигналу світлофора з урахуванням часу перемикання сигналів (жовтий
сигнал).
Якщо перехрестя має складну конфігурацію, розподіл здійснюється
шляхом використання допоміжних сигналів світлофора. На перехресті
виділяються основні потоки транспорту і їх щільність. Залежно від напрямку
і щільності руху транспорту розставляють світлофори. Потоки транспорту з
малою інтенсивністю направляються за допомогою допоміжних сигналів
світлофора – стрілок. Як правило, потік транспорту направляється стрілками
для вирішення ситуації перетину потоків транспорту в різних напрямках.
Приклад ділянки дорожньої мережі з використанням стрілочних світлофорів
представлений на рис. 5.1, а.
Крім використання світлофорів, додатковим елементом управління
потоком транспорту є використання дорожньої розмітки та знаків
дорожнього руху. Приклад ділянки дорожньої мережі з використанням
дорожньої розмітки представлено на рис. 5.1, б.
а б
Рис. 5.1. Приклад перехрестя з використанням: а – стрілочних світлофорів;
б – дорожньої розмітки
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Як переваги даного підходу у розподілі потоків транспорту можна
віднести простоту реалізації системи, високу надійність і повсюдну
застосовність. До недоліків можна віднести відсутність можливості
реагування на зміну ситуації на дорозі. Дана система розподілу потоків
транспорту може працювати в одному з декількох режимів:
– звичайний режим;
– черговий режим, включається якщо потік транспорту малий,
сигналізує миготливим жовтим сигналом світлофора, як правило, у нічні
години;
– режим пікового навантаження, який включається в години пік,
відрізняється від звичайного короткою тривалістю кожного з сигналів
світлофора.
Перевагами такого підходу є простота реалізації і незалежність від
конфігурації дорожньої мережі. Автоматичні світлофори можуть бути
поставлені на будь-якому перехресті.
До недоліків можна віднести жорстко заданий режим роботи. У разі зміни
інтенсивності руху потоку транспорту світлофори продовжують працювати в
заданому режимі, навіть якщо це стає неефективно.
Крім того, для настройки світлофорів при даному підході до розподілу
потоків транспорту необхідно зібрати достатньо повну інформацію про рух
транспорту в різні години, узгодити рух потоків транспорту через ряд
перехресть, і т. ін.
5.2 Аналіз підходів до розподілу потоків транспорту на основі
штучного інтелекту
Традиційні методи розподілів потоків транспорту є маловживаними для
вирішення завдань з високим ступенем невизначеності. З іншого боку
накопичений досвід застосування інтелектуальних (нечітка логіка, нейронні
мережі) методів для вирішення різних завдань, в тому числі тих, що погано
формалізуються [4], дозволяє застосувати ці методи до задачі розподілу
потоків транспорту.
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5.2.1 Підхід із застосуванням алгоритмів нечіткої логіки
Описуючи потоки транспорту вводяться такі припущення: транспорт
рухається через перехрестя прямолінійно; потік транспорту на зустрічних
напрямках розглядається як єдиний. Розглядаються два потоки, умовно
позначаються як «потік транспорту праворуч» і «потік транспорту зверху».
Для опису ситуації на перехресті пропонується наступний набір
лінгвістичних змінних (ЛЗ): CarsRight – потік транспорту праворуч; CarsUp
– потік транспорту зверху; LightLen – тривалість зеленого сигналу
світлофора для потоку транспорту праворуч; DeltaLight – зміна тривалості
зеленого сигналу світлофора для потоку транспорту праворуч [2].
Змінні CarsRight та CarsUp характеризують потік транспорту, що
приходить на перехрестя з різних напрямків, і описуються наступними
наборами термів: CarsRight = {Zero, Small, Medium, Large}, CarsUp =
{Zero, Small, Medium, Large}.
Вводяться функції належності для опису лінгвістичних змінних.
Приклад функцій належності для опису лінгвістичних змінних CarsRight,
CarsUp наведено на рис. 5.2.
Для лінгвістичних змінних LightLen, DeltaLight пропонуються набори
термів: LightLen = {Small, Medium, Large}, DeltaLight = {Negative, Zero,
Positive}.
Zero       Small    Medium     Large
Рис. 5.2. Приклад функцій належності лінгвістичних змінних
CarsRight і CarsUp
Кожне перехрестя описується у вигляді сполучення вхідних і вихідних
доріг. У загальному випадку їх кількість може бути різною. Повний набір
вхідних і вихідних доріг описується відповідно такими наборами:
I= {I1, I2, ..., Im}, О = { О1, О2, ..., Оn}. (5.1)
277
Аналіз руху потоків транспорту через перехрестя проводиться шляхом
прямого перебору всіх можливих поєднань потоків транспорту. Оскільки
навіть для досить складної конфігурації перехрестя ця кількість поєднань
відносно невелика, то проводиться повний перебір всіх варіантів. Для
перехрестя з п'яти вхідних і п'яти вихідних дуг загальна кількість варіантів
складе: N = 5 (С51 + С52 + С53 +С54 +С55) = 5 (5 +10 +10 + 5 +1) = 155.
В роботі [3] запропоновано структуру системи розподілу потоків
транспорту на основі нечіткої логіки (НЛ).
Для реалізації підходу, заснованого на НЛ, і перевірки його
ефективності; в роботі було розроблено інструментальний засіб, який
дозволяє задавати конфігурацію перехрестя характеристики потоків
транспорту, формувати набір лінгвістичних, змінних і, набір правил,
виконувати модельний експеримент протягом заданого часу, збирати
інформацію про процес моделювання (рис. 5.3).
Рис. 5.3. Компонент інструментального засобу на основі нечіткої логіки для
перехрестя довільної конфігурації
Для середньої інтенсивності дорожнього руху нечіткий алгоритм
забезпечив якість розподілу потоків транспорту аналогічну автоматичним
світлофорам. Для високої інтенсивності дорожнього руху: нечіткий алгоритм
показав трохи кращі результати порівняно з автоматичними світлофорами.
Нечіткий алгоритм розподілу потоків транспорту забезпечує більш
хороший розподіл у порівнянні з традиційним автоматичним регулятором з
фіксованими інтервалами, особливо, якщо інтенсивність руху транспорту
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висока. Основними труднощами у застосуванні нечіткого регулятора є
складності під час вибору форми і параметрів функцій належності, від яких
значною мірою залежить якість розподілу потоків транспорту.
5.2.2 Підхід із застосуванням нейронних мереж
Дорожня мережа описується у вигляді орієнтованого графа, дугами
якого є дороги, а вершинами – перехрестя [2]. Кожна дуга графа є
орієнтованою, і напрямок дуги відповідає напрямку руху транспорту. Дороги
з двостороннім рухом представляються у вигляді комбінації двох зустрічно
спрямованих дуг. Приклад ділянки дорожньої мережі в такому представленні
наведено на рис. 5.4.
Рис. 5.4. Приклад ділянки дорожньої мережі, що представляється у вигляді
орієнтованого графа
У роботі пропонується наступний підхід до побудови системи на основі
нейронних мереж (НМ).
Кожне перехрестя керується своєю НМ, при цьому можливе
зв'язування різних НМ для побудови мережі керованих перехресть. На входи
НМ подається інформація про потоки транспорту на кожній вхідний дузі, а
також інформація про інтервали роботи сигналів світлофорів. На виходах НМ
матимемо сигнал для зміни тривалості сигналів світлофорів. У цьому
завданні НМ розв’язує задачу апроксимації складної функції. Аргументом,
функції є нормалізовані значення потоків транспорту і інтервали роботи
світлофорів, а значенням функції – нові інтервали роботи світлофорів.
Для побудови інструментального засобу використовувалася структура
НМ типу «багатошаровий персептрон». Кількість прихованих шарів і
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кількість нейронів у кожному прихованому шарі визначається; виходячи з
критерію якості розподілу потоків транспорту. Чим складніше кероване
перехрестя або мережа перехресть, тим більше шарів і нейронів у кожному
шарі повинна мати НМ.
Навчання НМ проводиться за наступною схемою.
1. Навчання НМ спільно з будь-якою іншою системою розподілу
потоків транспорту, наприклад, з традиційною на основі автоматичних
світлофорів.
2. Донавчання НМ за участю людини; якщо в будь-яких ситуаціях
якість керування залишає бажати кращого.
3. Донавчання НМ на різних критичних (аварійних) ситуаціях, що
дозволяє забезпечити керування транспортом навіть у разі дуже складних
ситуаціях.
Проведення модельного експерименту показало, що нейромережевий
алгоритм пропустив, на 14–15% більше машин в порівнянні з традиційним
алгоритмом, і на 4–5% – в порівнянні з нечітким алгоритмом за приблизно
рівної інтенсивності потоків транспорту [5]. Розподіл потоків транспорту
склав 49% та 51% – аналогічно нечіткому алгоритму.
5.3 Керування потоком транспорту на перехресті довільної
конфігурації
5.3.1 Розробка вимог до системи
Розглядається постановка завдання розподілу потоків транспорту для
перехрестя довільної конфігурації. Пропонується підхід до опису перехрестя
довільної конфігурації, що дозволяє сформулювати завдання керування;
стосовно будь-якого перехрестя і узагальнити його для реалізації системи
розподілу потоків транспорту. Пропонуються підходи до розподілу потоків
транспорту в умовах складної конфігурації перехрестя.
У загальному випадку будь-яке перехрестя можна представити у
вигляді набору входів і виходів. Приклад перехрестя наведено на рис. 5.5.
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Кожен вхід і вихід має деяку ємність – максимальну кількість машин,
яка може пройти через цей вхід або вихід. Позначимо вхідні дуги як І, а
вихідні – як О. Очевидно, що вихідними дугами повинна пройти така ж
кількість машин, що і вхідними (рис. 5.6). Тоді для даного перехрестя можна
записати наступну умову:
I1 + I2 + I3 + I4 + …+ In = О1 + О2 + О3 + О4 + …+ Оn . (5.2)
Рис. 5.5. Приклад перехрестя довільної конфігурації
Рис. 5.6. Приклад формального опису перехрестя довільної конфігурації
Хоча в даному випадку кількість вхідних і вихідних дуг збігається, це
не є обов'язковою умовою. Тоді у загальному вигляді для довільної
конфігурації перехрестя це можна записати так:
1 1
,
m n
i j
i j
I O
 
 
(5.3)
де m, n – кількість вхідних і вихідних дуг відповідно.
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Оскільки за вхідними дугам не обов’язково йтиме максимальний потік
машин, то умова змінюється наступним чином:
1 1
.
m n
i j
i j
I O
 
 
(5.4)
Завдання розподілу потоків транспорту можна сформулювати
наступним чином: для кожного входу необхідно знайти такий набір ,iU щоб
 1 2
1
, , ..., : .
n
i i
n j i
j
U u u u u I

 
(5.5)
Нехай V(Ii) – кількість машин на вході Ii. Тоді цільову функцію можна
описати так:
1
( ) min.
m
i
i
C V I

  (5.6)
Для розподілу потоків транспорту пропонується наступний спосіб.
На відміну від традиційного підходу пропонується змінювати
співвідношення тривалості сигналів світлофора на різних напрямках. Тоді на
тому напрямку, де потік транспорту більш інтенсивний, тривалість зеленого
сигналу збільшується, і навпаки, якщо потік зменшуватиметься –
скорочується тривалість зеленого сигналу, а збільшується тривалість
червоного сигналу [5].
Система розподілу потоків транспорту представлена в загальному
вигляді на рис. 5.7, на вхід якого надходять відомості про наявність
відповідних машин (про їх кількість) до кожного перехрестя (в загальному
випадку хк+1 . . . х1) – вхідний потік і хl-1 . . . хп – вихідний потік який є вхідним
для іншого перехрестя в нашому випадку х8... x10 (pис. 5.8), а для іншого
перехрестя x11 . . . х13 буде вхідним).
Конфігурація перехресть (х1 тобто в нашому випадку задане Т-подібне)
і вулиць (у загальному випадку х2 . . . хk а в нашому випадку х2 . . . х7 це
пропускна здатність кожної вулиці), їх з’єднуючих, задані. Загалом, вектор
входу виглядає так  T1 2 1 1... ... ... .k k l l nx x x x x x x x 
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Рис. 5.7. Система розподілу потоків транспорту
Рис. 5.8. Опис перехрестя
У разі, якщо вихід перехрестя розгалужується, то передбачається, що
кожна машина що підходить до нього з однаковою ймовірністю піде по
кожному з розгалужень. Керуючому пристрою потрібно вирішити який сигнал
світлофора і якої тривалості (Y) повинен бути на кожному з перехресть
1 ,
1
m
i i
i l
a x w
Y
e 



(5.7)
де w = (wl . . . wn)Т – вектор вагових коефіцієнтів; Y – тривалість зеленого
сигналу світлофора.
5.3.2 Розробка структури системи
Розглянутий підхід до опису перехрестя довільної конфігурації
дозволяє побудувати систему розподілу потоків транспорту на основі
нейронної мережі [6].
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Для реалізації керування на основі НМ достатньо на входи такої мережі
подати значення вхідних змінних, після чого на виході отримати сигнали для
світлофорів.
Перевагами застосування НМ є відносна простота побудови системи
керування потоком транспорту та висока надійність. Простота побудови
системи керування пояснюється тим, що використовуються однотипні
пристрої перетворення інформації – нейрони, структура яких описується
дуже простими співвідношеннями. Крім того, сам процес функціонування
НМ описується досить простими співвідношеннями. Висока надійність
забезпечується властивостями НМ, а саме збереженням здатності до
функціонування у разі відмови деяких нейронів.
Висока надійність системи розподілу потоків транспорту пояснюється
тим, що у разі відмови будь-яких нейронів загальна працездатність системи
керування зберігається.
До недоліків системи розподілу потоків транспорту на основі НМ
можна віднести необхідність навчання такої мережі перед практичним
використанням. При цьому в залежності від складності керованої системи
перехресть час навчання може бути досить значним.
Розглянемо наступний підхід до формалізації завдання.
Нехай є дорожня мережа, що складається з ділянок доріг і перехресть.
Таку мережу можна представити у вигляді графа, вершинами якого є
перехрестя, а дугами – ділянки доріг між перехрестями. Оскільки існують
дороги з одностороннім рухом, то дуги графа мають бути спрямованими. В
цьому випадку дорожня мережа описується орієнтованим графом. Дороги з
двостороннім рухом пропонується описувати у вигляді двох зустрічно
спрямованих дуг. З урахуванням напрямку доріг приклад ділянки дорожньої
мережі буде виглядати, як показано на рис. 5.9.
Для кожного перехрестя і кожної дороги введемо свої характеристики.
Для перехрестя це будуть наступні характеристики:
– кількість пересічних доріг D;
– допустимі напрямки руху транспорту через перехрестя W.
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Рис. 5.9. Приклад ділянки дорожньої мережі, що представляється у вигляді
орієнтованого графа
Для дороги пропонуються наступні характеристики:
– ширина дороги Н;
– кількість смуг руху n;
– якість покриття Q;
– максимальна дозволена швидкість руху Vmax.
Для реалізації керування в рамках взаємозалежного набору перехресть
необхідні такі дані, як інформація про потоки транспорту, що рухаються з
сусідніх перехресть. Для нейронної мережі вхідна інформація надходить на
входи безпосередньо у вигляді даних про кількість машин, що стоять перед
перехрестям або рухаються з сусіднього перехрестя. У зв’язку з цим
пропонується наступна схема керування.
Система координації роботи нейронних мереж (СКР НМ) являє собою
обчислювальний комплекс великої потужності. В задачу СКР НМ входить
збір інформації про кількість машин на самих перехрестях в кожному
напрямку, інформації про потік транспорту між перехрестями, тривалості
сигналу світлофора, інформації про стан кожної НМ і на основі зібраної
інформації, здійснює коригування параметрів кожної НМ. Блок НМ являє
собою обчислювальний комплекс, який реалізує нейронну мережу. На основі
інформації про потік транспорту на перехресті і даних СКР НМ відбувається
постійне навчання НМ. Для збору інформації про стан потоку транспорту
пропонується використовувати датчики, які реєструють кількість машин.
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Використання такої схеми взаємодії дозволяє врахувати зміни в потоці
транспорту, який надходить на кожне перехрестя. Якщо нейронна мережа
використовується не на кожному перехресті, замість зв’язку з іншими
перехрестями можна використовувати тільки інформацію про потік
транспорту, що йде з сусіднього перехрестя. Звідси випливають різні
варіанти включення НМ:
– окрема НМ на одному перехресті;
– взаємозв’язок всіх НМ;
– змішаний варіант, що включає як керовані традиційно перехрестя, так
і перехрестя, керовані НМ.
Можливі варіанти включення НМ з урахуванням зробленого
припущення наведено на рис. 5.10.
а б
с
Рис. 5.10. Можливі варіанти включення НМ в дорожню мережу:
а – сусідні перехрестя не керуються НМ; б – сусідні перехрестя керуються НМ;
в – змішаний варіант
Кожен варіант підключення може використовуватися в різних
випадках. Розглянемо можливі застосування кожного з варіантів.
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Варіант підключення окремої НМ використовується, наприклад, на
початковому етапі впровадження НМ в розподіл потоків транспорту (у разі
поступового впровадження), коли навколишні перехрестя ще не обладнані
системою розподілу потоків транспорту на основі НМ. Другий варіант –
наявність досить великого транспортного вузла в оточенні малокритичних
перехресть. В цьому випадку впроваджувати НМ для розподілу потоків
транспорту на кожному з невеликих перехресть недоцільно, в той час як на
великому перехресті розподіл потоків транспорту є необхідним.
Варіант підключення всіх НМ в єдину мережу застосовується у разі
розподілу потоків транспорту в дорожній мережі, що складається з безлічі
великих транспортних вузлів – перехресть з високою інтенсивністю руху.
Змішаний варіант підключення застосовується або для граничних
перехресть – розташованих на межі великого транспортного вузла, в
результаті чого частина сусідніх перехресть керується НМ, інша частина – не
керується. На практиці цей варіант також може виникнути в разі відмови
однієї з систем розподілу потоків транспорту на будь-якому перехресті. Для
збереження здатності до функціонування системи розподілу потоків
транспорту на інших перехрестях пропонується пов’язати НМ: з системою
розподілу потоків транспорту на сусідньому перехресті, з джерелом
інформації про потік транспорту з сусіднього перехрестя, який не залежить
від системи розподілу потоків транспорту. У разі такого підключення навіть
у випадку відмови системи розподілу потоків транспорту на сусідньому
перехресті зберігається джерело даних про потік транспорту з сусіднього
перехрестя.
5.4. Розробка нейромережевих моделей
5.4.1 Аналіз можливостей нейромережевих моделей і методів
навчання
У випадку задачі розподілу потоків транспорту, НМ застосовується для
розв’язання задачі апроксимації функції [2]. При цьому аргументом функції є
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дані про потік транспорту, а функцією – керуючі сигнали для світлофорів. У
загальному вигляді цю функцію можна описати таким чином:
   1 2 1 2, ,..., , ,..., ,m nF x x x u u u (5.8)
де хi – аргументи функції, що апроксимується; iu – значення функції, що
апроксимується.
Деякі типи перехресть, які зустрічаються найчастіше, показані на
рис. 5.11.
а                                      б                                       в
Рис. 5.11. Типи перехресть, які зустрічаються найчастіше: а – перетин двох доріг;
б – перетин доріг, на одній з яких смуги розділені досить великим проміжком;
в – стик трьох доріг
Перехрестя, схему якого наведено на рис. 5.11,a є найбільш простим
типом перехрестя, і утворюється перетином двох доріг.
Позначимо кожну з доріг відповідно до напрямку однією з букв N, S, W,
Е, (північ, південь, захід, схід). Для даного перехрестя використовуються
наступні вхідні змінні:
– інформація про транспорт, що знаходиться перед перехрестям –
всього чотири змінних NN, NS, NW, NE, які характеризують потік машин на
кожному напрямку;
– інформація про майбутній потік транспорту від сусідніх перехресть –
також чотири змінних FN, FS, FW, FE.
Вихідними змінними є керуючі сигнали для світлофорів, їх кількість
залежить від основних потоків транспорту на перехресті.
Для реалізації «хорошої» системи розподілу потоків транспорту
необхідно провести навчання НМ на відомих наборах тестових даних. Місце
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НМ в контурі керування на етапі навчання в рамках системи керування
дорожнім рухом наведено на рис. 5.12.
Дорожня мережаСистема розподілупотоків транспорту
Нейронна мережа
Рис. 5.12. Схема включення нейронної мережі в контур розподілу потоків
транспорту для навчання
Навчання нейронної мережі здійснюється з використанням одного з
методів, наведених у розділі 2.
Контроль якості розподілу потоків транспорту можна здійснити
шляхом контролю щільності потоку машин, що йде через перехрестя, і
середньої довжини затору перед перехрестям на кожній вхідний дузі. Якість
розподілу потоків транспорту можна вважати прийнятною, якщо в результаті
реалізації вироблених керуючих впливів ситуація на дорозі покращилася. Під
поліпшенням ситуації будемо мати на увазі скорочення довжини затору
перед перехрестям, відповідно погіршення ситуації – збільшення довжини
затору. Можна вважати, що якість розподілу потоків транспорту є
прийнятною, якщо сумарна довжина заторів на всіх вхідних дугах в
результаті розподілу потоків транспорту зменшилася. При цьому виникає
питання про якість розподілу потоків транспорту в разі, коли одноразово
виникнувший великий потік транспорту різко збільшує сумарну довжину
заторів  на даному перехресті. Тому будемо вважати якість розподілу потоків
транспорту прийнятною, якщо за кілька циклів світлофора система розподілу
потоків транспорту на основі НМ забезпечила більш хороше керування
порівняно з традиційним: регулятором на основі автоматичних світлофорів.
Для реалізації системи розподілу потоків транспорту обрано модуль
нейронних мереж, опис якого та алгоритмам навчання наведено у розділі 2.
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5.4.2 Аналіз обраних для дослідження нейронних мереж і методів
їх реалізації
На вхід модуля НМ надходить інформація про стан дорожнього руху,
куди входить інформація про вхідні потоки транспорту, про пропускну
здатність вихідних дуг, а також про потоки транспорту, що рухаються з
сусідніх перехресть. На виходах нейронної мережі – інтервали роботи
сигналів світлофора. У якості функції активації пропонується
використовувати сигмоїдну функцію. Це пов’язано з тим, що на виході
необхідно отримувати сигнал від «0» до «1», що відповідає частці зеленого
сигналу в повному циклі роботи світлофора.
Перевагами використання модуля НМ для розглянутої задачі є:
– можливість донавчання у процесі функціонування;
– забезпечення безлічі вхідних змінних і безлічі вихідних змінних без
якісного ускладнення структури системи;
– збереження системою працездатності у разі частково неповного
набору вхідних даних;
– збереження системою працездатності у разі відмови будь-яких
елементів.
Розглянемо більш докладно ці переваги. Донавчання в процесі
функціонування дозволяє реагувати на зміни в системі дорожнього руху –
наприклад, при модернізації дорожньої мережі існуюча система розподілу
потоків транспорту зберігає свою працездатність без переналагодження і
настройки.
Оскільки для НМ використовується велика кількість однотипних
елементів (нейронів), і всі взаємозв’язки між ними також однотипні, то
нарощування кількості входів і виходів системи зберігає незмінною
принципову структуру НМ, змінюється тільки тривалість навчання.
Оскільки пам’ять НМ формується всіма зв’язками між нейронами НМ,
то у разі відмови будь-яких нейронів загальна працездатність системи
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розподілу потоків транспорту зберігається, хоча відмова деяких нейронів
може привести до зниження якості керування.
5.5 Синтез системи координації роботи мережі перехресть
Для реалізації завдання керування дорожнім рухом розроблена
адаптивна система координації [1, 2, 18]. Архітектура системи базується на
розкладанні завдань оцінювання і керування на два ієрархічних рівня, що
дозволяє розділити систему на логічні підсистеми з різними обов’язками
(рис. 5.13):
– локальне керування перехрестями;
– координація роботи мережі перехресть.
Рис. 5.13. Архітектура дворівневої адаптивної системи
Рівень координації роботи мережі перехресть являє собою центр
обчислень, який отримує інформацію про завантаженість потоків руху, а
також поточні значення параметрів керування від кожного перехрестя. На
даному рівні виконується знаходження найбільш завантажених напрямків і
перехресть – базових. Визначається базова довжина світлофорного циклу.
Також для кожного перехрестя, знаючи дані про завантаженість руху
на попередніх для нього перехрестях проводиться прогнозування параметрів
управління QIJ й CIJ, відповідні прогнозу довжини черги перед перехрестям
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на момент початку відповідної фази (QIJ) і інтенсивності руху перехрестям
під час цієї фази (CIJ).
На основі значення параметра QIJ відбувається визначення тимчасового
зсуву (Offset) для кожного перехрестя відносно базового.
У центрі керування відбувається координація роботи всієї системи. З
нижнього рівня – отримані поточні значення характеристик дорожнього руху
для кожної ділянки BIJ дорожнього графа, а саме: середня швидкість для
ділянки, інтенсивність руху, довжина черги, часовий інтервал між авто.
Маючи ці дані на даному рівні виконується знаходження найбільш
завантаженого базового напрямку руху і перехрестя. Знаходиться базова
довжина світлофорного циклу.
За допомогою нейронної мережі (окремої для кожного перехрестя)
виконується прогнозування завантаженості на наступний цикл (рис. 5.14).
Рис. 5.14. Схема роботи системи верхнього рівня
Система отримує і агрегує докладні дані відносно значень параметрів
дорожнього руху.
5.5.1 Розрахунок базової завантаженості мережі перехресть
Вибираємо сумарно найбільш завантажене для всіх напрямків
перехрестя. Вибір здійснюється за допомогою критерію ступеня насичення
перехрестя, що визначається як
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де хi – ступінь насичення напрямку руху, представляє відношення середньої
кількості автомобілів, які прибувають у даному напрямку до перехрестя
протягом циклу, до максимальної кількості автомобілів, які можуть покинути
це перехрестя протягом основного такту відповідної фази.
Ц / ( ),i i Hi Oix I T M t
де Ii та HiM – відповідно інтенсивність руху і потік насичення.
У даному випадку розглянуті найбільш завантажені перехрестя (як
пляшкове горлечко), де зустрічаються кілька напрямків з великим ступенем
насичення.
Вибираємо найбільш завантажений напрямок руху.
Для цього вибираємо max(xi) для найбільш завантаженого перехрестя.
Для обраного напрямку вибираємо сусідні перехрестя (як в прямому, так і в
зворотному напрямку) поки не дійдемо до кордонів району. Графічне
зображення базового напрямку руху в мережі показано на рис. 5.15.
Рис. 5.15. Базовий напрямок руху в мережі
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Формуємо всі ці дані в масив, який представляє найбільш
завантажений напрямок, наприклад: A{a (21), a (22), a (23), а (33), а (43)}.
5.5.2 Координація роботи системи перехресть за допомогою
нейронних мереж
Для кожного перехрестя району координації на верхньому рівні
відбувається знаходження керуючого впливу, який дозволяє прогнозувати
завантаження перехрестя на наступний цикл [1].
Для цього на кожному напрямку руху використовується нейронна
мережа, яка отримує на вхід дані про інтенсивність руху, а результатом є
значення керуючого впливу, що передається на локальний рівень для
керування обраним перехрестям (рис. 5.16).
Рис. 5.16. Зв’язок перехресть в мережі
Потоки автомобілів прибувають на перехрестя для кожного напряму з
попередніх перехресть. Тому для прогнозування завантаженості на
наступному циклі роботи системи, можемо використовувати дані по
інтенсивності руху потоків I і часу руху між вузлами системи. Час руху T
визначається за інформацією про довжину перегону і середню швидкість на
ньому. Час руху є параметром, що характеризує вплив інтенсивності потоку
на прогнозування значення керуючих параметрів.
5.5.3 Структурно-параметричний синтез нейронної мережі
верхнього рівня координації роботи перехресть
В якості вхідних даних для НМ вибираємо:
– інтенсивність руху Iij на виході з трьох попередніх перехресть;
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– час руху Tij від кожного з трьох попередніх перехресть до того, для
якого проводиться розрахунок (див. рис. 5.16).
Відповідно відбувається нормалізація цих даних.
В якості НМ верхнього рівня було використано модуль НМ структуру
якого наведено в розділі 2.
На виході отримуємо значення керуючих параметрів відносно довжини
черги TQ на перехресті на початку фази, а також значення СІ, що являє
собою керуючий вплив за кількістю авто, які прибудуть на перехрестя при
тривалості відповідної фази. Ці значення використовуються як керуючі
впливи для локальної нейронної мережі, яка координує роботу окремого
перехрестя. А також значення TQ використовується для визначення
тимчасового зсуву перехрестя відносно попереднього.
5.5.4 Обчислення значення часового зсуву початку циклу для
перехрестя
Тимчасове зміщення початку циклу для перехрестя, відносно
попереднього перехрестя має сенс розраховувати на локальному рівні,
оскільки воно залежить від двох параметрів – часу проходження цієї ділянки
,Lij ij ijT L V який залежить від довжини ділянки, середньої швидкості і
прогнозованого значення.
Час необхідний для проходження автомобілями даної ділянки
визначається як .Lij ij ijT L V Оптимальне тимчасове зміщення між
перехрестями дозволить пропустити чергу автомобілів, які вже стоять перед
перехрестям, а також врахувати, щоб найбільший потік автомобілів з
попереднього перехрестя прибув до цього перехрестя, коли всі, або майже всі
автомобілі з черги вже проїхали перехрестя. Це дозволить мінімізувати
втрати основного потоку автомобілів на гальмування перед перехрестям і
набір швидкості.
Для цього визначимо тимчасове зміщення як
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,Oij ij ij qijT L V t 
де ,Oij ij ij qijT L V t  – час, необхідний для проходження черги автомобілів
через перехрестя, перед яким вони зупинилися (рис. 5.17).
Рис. 5.17. Знаходження тимчасового зсуву (offset) між перехрестями
На фінальному етапі обчислення за заданою довжиною циклу
знаходяться довжини кожної фази, а також значення тимчасового зсуву в
секундах. Для цього аналізуються дані про довжину ділянки (l), середню
швидкість на ній (V), а також кількість автомобілів в черзі
,o q
lt t
v
 
де qt – час, необхідний для проходження черги автомобілів через перехрестя,
перед яким вони зупинилися.
5.5.5 Імітаційне моделювання адаптивного керування дорожнім
рухом
Для проведення імітаційного моделювання було створено програмне
забезпечення на базі мови програмування C # і технології .Net Framework.
Для моделювання є можливість вибирати два типи керування системою
– статичний і нейромережевий. У разі вибору статичного керування потоки
моделюються згідно експериментально отриманих даних, підлаштовані під
вибрані інтенсивності руху, про що буде сказано нижче. Якщо вибрано
нейромережеве керування, то вхідні дані у вигляді інтенсивностей
(переводяться у кількість машин за допомогою програмних засобів)
296
подаються на вхід нейронної мережі, обробляються і здійснюється
регулювання тривалості фаз світлофора.
Для проведення моделювання був обраний відрізок вулиці
Червоноармійської м. Києва.
Загальну довжину світлофорного циклу встановлено рівним 120 с. При
цьому довжина світлофорних фаз задається статично для певного часу доби,
без урахування конкретної завантаженості перехрестя в даний конкретний
момент. Також близько 4 с витрачається на перемикання фаз (жовтий сигнал
світлофора).
Моделювання було проведено для двох випадків.
1. Статичне регулювання: довжини фаз і тимчасове зміщення задано
статично і не змінюється.
2. Адаптивне регулювання зі змінними довжинами фаз:
а) довжини фаз визначаються в залежності від вхідних параметрів
нейронної мережі;
б) значення тимчасового зсуву визначається залежно від швидкості
автомобілів і прогнозованої довжини черги.
Для проведення моделювання були створені пуассоновскі потоки, які
генерувалися для кожної фази з певною інтенсивністю. Для кожної з
модельованих фаз створювалися відповідні черги. При зеленому сигналі
світлофора проводиться обслуговування одного з потоків. Інтенсивність
обслуговування заздалегідь задана і однакова для обох потоків. В якості
критеріїв оптимальності була обрана мінімізація середнього часу
знаходження авто в черзі [7].
Дані критерії є універсальними і дозволяють оптимальним чином
керувати транспортними потоками для зменшення часу простою авто перед
перехрестям, зменшувати витрати палива, а також зменшувати екологічні
збитки.
Результати проведення моделювання показано на рис. 5.18.
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В ході моделювання було встановлено, що запропонована система
адаптивного керування дозволяє знизити затримки транспортних засобів на
15–25% в залежності від інтенсивності і характеристик транспортних
потоків, що дозволяє підтвердити відповідність даного підходу до
поставленого завдання підвищення ефективності керування дорожнім рухом.
Рис. 5.18. Імітаційне моделювання мережі перехресть
Експериментальне визначення кількісних характеристик транспортних
потоків на перехресті вулиць Володимирської та Толстого міста Києва
наведено у додатку 5.2.
Висновки до розділу 5
1. Визначено сучасні тенденції в керуванні дорожнім рухом, наведені
основні критерії оптимальності, визначені два класи систем керування
дорожнім рухом: адаптивні і магістральні, для яких виконано огляд існуючих
сучасних систем АСУДР.
2. Розроблено структуру дворівневої адаптивної системи керування
дорожнім рухом (нижній рівень – локальне керування перехрестями, верхній
рівень – координація роботи мережі перехресть, заснованої на використанні
гібридних нейронних мереж, що дає можливість підвищити ефективність
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роботи магістральної системи керування дорожнім рухом, збільшивши
пропускну здатність.
3. Розроблено алгоритм структурно-параметричного синтезу
нейронної мережі верхнього рівня, входами якої є:
– інтенсивність руху Iij на виході з трьох попередніх перехресть;
– час руху Tij від кожного з трьох попередніх перехресть до того, для
якого проводиться розрахунок.
4. Розроблено систему імітаційного моделювання дворівневої системи
адаптивного керування дорожнім рухом. Моделювання (відрізок вулиці
В. Васильківської) було проведено для двох випадків: статичне регулювання
(довжини фаз і тимчасове зміщення задано статично і не змінюється),
адаптивне регулювання зі змінними довжинами фаз (довжини фаз
визначаються в залежності від вхідних параметрів нейронної мережі,
значення тимчасового зсуву визначається в залежності від швидкості
автомобілів і прогнозованої довжини черги). В ході моделювання було
встановлено, що запропонована система адаптивного керування дозволяє
знизити затримки транспортних засобів на 15-25% (залежно від інтенсивності
і характеристик транспортних потоків, що дозволяє стверджувати
відповідність даного підходу поставленому завданню підвищення
ефективності керування дорожнім рухом.
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РОЗДІЛ 6
ПОБУДОВА ІНТЕЛЕКТУАЛЬНИХ ДІАГНОСТИЧНИХ СИСТЕМ
У МЕДИЦИНІ
6.1 Інтелектуальна система діагностики патології щитовидної
залози
Діагностика злоякісних пухлин виконується на підставі проведення
наступних видів досліджень [2, 3, 6, 8 – 11]: консультація лікаря,
рентгенологічні методи, ультразвукова, комп'ютерна томографія,
ендоскопічний метод, магнітно-резонансна томографія, радіоізотопна
діагностика, радіоімуносцинтиграфія, термографія.
В даний час для постановки діагнозу захворювання щитовидної залози
лікарі проводять обстеження за певною схемою, яка складається з
обов'язкового діагностичного мінімуму (ОДМ) і сукупності додаткових
обстежень.
Ознаки, що визначають вид патології щитовидної залози [4] за
результатами УЗД зображені на рис. 6.1.
Значеннями факторів, які визначаються за результатами УЗД і
використовуються в якості входів НМ інтелектуальної системи діагностики, є
[11]: тип обідка новоутворення, структура новоутворення, ехогенність
новоутворення, розмір новоутворення.
Додатковий факторами, які використовують в якості входів НМ, є:
загальний аналіз крові, раково-ембріональний антиген (РЕА), рівень гормону
тиреокальцитонін, рівень ТТГ, рівень Т4, рівень Т3, шийна лімфаденопатія,
тверда консистенція вузла, захриплість і осиплість голосу,опромінення шиї і
голови в анамнезі,вік, стать.
Загальну структуру системи діагностики показано на рис. 6.2.
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Рис. 6.1. Ознаки, що визначають вид патології щитовидної залози
за результатами УЗД
Рис. 6.2. Загальна структура системи діагностики
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Види (методи) обстежень з ОДМ відрізняються різним ступенем
важливості. Для їх аналізу пропонується ступінь важливості оцінити за
допомогою рангового коефіцієнта важливості (РВ), одержуваного
експертним шляхом. Під РВ розуміється номер рядка в списку методів,
ранжируваному (відсортованому) за порядком зменшення їх важливості. Для
основних методів ОДМ значення РВ представлені в табл. 6.1.
На основі РВ, а також відносної кількості одержуваних діагностичних
параметрів n1 і їх загальної кількості N, можна визначити індекс
діагностичної значущості (ІДЗ) для даних методів досліджень за такою
формулою:
max
max
1IЗД 100%,i iі
РВ РВ n
РВ N
   (6.1)
де i – номер метода діагностичного мінімуму; 1,i M ; РВi – ранг важливості
i-го методу; РВmах – максимальний ранг важливості; пi – кількість
діагностичних параметрів, які отримуються i-м методом; М – загальна
кількість методів діагностичного мінімуму; N – загальна кількість
одержуваних у діагностичному мінімумі параметрів:
1
.
M
i
i
N n


Ідеальне діагностичне обстеження на основі формули (6.1) буде мати
ІДЗ = 100%, якщо у нього РВ = 1, а n = N, що відповідає відсутності
результатів обстежень іншими методами (М = 1). Реально такого ІДЗ досягти
неможливо. При цьому, чим більший сумарний ІДЗ сукупності видів
обстежень, тим точніша діагностика на його основі.
Значення ІДЗ і РВ для основних методів діагностичного мінімуму
наведено в табл. 6.1.
Сукупність обстежень доцільно розбити на 3 групи:
1) сильної значимості (види 6 і 7, для яких ІДЗ ≥ 14%);
2) середньої значимості (види 1, 3, 4 і 5, для яких 9% < ІДЗ ≤ 13%);
3) слабкої значимості (види 2 і 8 для яких ІДЗ < 3,5%).
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Таблиця 6.1
Види (методи) обстеження із діагностичного мінімуму
Номер
методу (і) Назва методу Опис методу РВ ІДЗ
1 Опитування
та огляд
Запис основних параметрів організму,
скарг, опис видимих частин органів і
систем (охрипливість та осипловість
голосу)
2 13%
2 Пальпація Промацування щитовидної залози з
метою визначення лімфаденопатії
4 3,4
3 Загальний
аналіз крові
Визначення ШОЕ (швидкість осідання
еритроцитів), вмісту гемоглобіну,
кров’яних тілець
3 9
4 Біохімічний
аналіз крові
Визначення вмісту ряда хімічних
речовин
3 9
5 Онкомаркери Визначення раково-ембріонального
антигена (РЕА)
2 11
6 Аналіз крові
на гармони
Визначення рівня ТТГ, Т4, Т3,
тіреокальцитоніна
1 14
7 УЗД Дослідження щитовидної залози 1 18
8 ЕКГ Виявлення порушення серцево-судинної
системи (ССС)
4 1,7
У зв'язку з цим можна зробити висновок про необхідність проведення
обстежень видів 3-ї групи тільки у разі неможливості проведення обстежень
1-ї і 2-ї груп.
Структурну схему інтелектуальної діагностичної системи (ІДС)
представлено на рис. 6.3.
Інформація від пацієнта надходить в систему через інтерфейс і включає
дані згідно табл. 6.1. Відеозображення у цифровій формі поступають в блоки
фільтрації та усунення геометричних спотворень для ліквідації впливу
шумів. Після цього відеозображення надходить у блок виділення аномальної
області, який реалізовано на базі згорткової нейронної мережі (див. розділ 3).
Оцінювання ознак, що визначають вид патології щитовидної залози за
результатами УЗД виконується у блоці оцінювання аномальної області.
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Рис. 6.3. Структурна схема інтелектуальної діагностики
Потім проводиться порівняння параметрів ознак, отриманих із аналізу
зображень, з нормальним станом органу, який досліджується і з
патологічними змінами, що знаходяться у базі даних. У ній зберігаються дані
обстеження і типові, заздалегідь сформовані за допомогою блоку
статистичної обробки, ознаки захворювань. Даний блок взаємодіє з блоком
підтримки прийняття рішення і створення медичних документів. На підставі
даних, отриманих з блоку інформації про сукупність патогенетичних
факторів (СПФ), блок багатофакторного аналізу дозволяє скласти для них
рівняння регресії. Далі, за допомогою вирішальних правил з однойменного
блоку формується рекомендоване рішення.
Блок прийняття рішень і створення медичних документів формує і
виводить на монітор спеціальні дані у зручній для лікаря формі, а також
оцінює їх інформаційну достовірність та дає рекомендації лікарю для
постановки діагнозу, враховуючи на чинники, що впливають на захворювання.
6.2 Алгоритми визначення діагностично-значимих ознак
захворювань на основі обробки відеозображень УЗД
Методи та алгоритми попередньої обробки зображень з метою
усунення впливів шумів наведено у додатку до розділу 3.
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При використанні у складі ІДС різних апаратів УЗД досліджень, які
мають різні характеристики, виникає необхідність налаштування деяких
параметрів функції обробки. Алгоритм налаштування показано на рис. 6.4.
Для налаштування параметрів фільтрації відповідної функції в
середовищі технічного моделювання Matlab можливі зміни максимальних
значень Smax, які обмежують розміри S ковзного вікна, в межах якого
оцінюються середнє і середньоквадратичне відхилення значень яскравості.
Ще один параметр noise встановлює потужність гауссова шуму, яким
пошкоджено зображення. Цей параметр визначається з апріорних відомостей
про зображення. Якщо це зробити не вдається, то при виконанні функції
фільтрації wiener2 параметр noise можна не розглядати. У цьому випадку
потужність шуму оцінюється автоматично.
Корекція геометричних спотворень проводиться на основі методу
нелінійного передспотворення зображення, яке забезпечує компенсацію
очікуваних спотворень [12, 13]. Для цього зображення переводиться в
полярну систему координат, і вносяться радіальні інверсні спотворення за
допомогою поліноміальної функції третього порядку:
3,S r ar 
де r – радіус-вектор полярної системи координат (θ, r); a – амплітуда
перетворення.
Алгоритм корекції помилок представлено на рис. 6.5.
У відповідності до рис. 6.1 розглянемо алгоритми оцінювання ознак,
що визначають вид патології щитовидної залози за результатами УЗД.
У відповідності до функціональної схеми (рис. 6.3) інтелектуальної
діагностичної системи підтримки прийняття рішень (СППР) розглянемо
алгоритми її налаштування та роботи.
Алгоритм налаштування СППР показано на рис. 6.6, де розглянуто
визначення діапазонів вхідних і вихідних величин факторів.
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Рис. 6. 4. Алгоритм налаштування параметрів підсистеми оброблення
відеозображень
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Рис. 6.5. Алгоритм корекції геометричних спотворень
Рис. 6.6. Алгоритм налаштування СППР: ПНП – правило нечітких продукцій;
ЛЗ – лінгвістична змінна
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Далі обчислюються коефіцієнти парної кореляції Сij, що відображають
зв'язки між факторами. Даний процес можна описати за допомогою
алгоритму, показаного на рис. 6.7.
Рис. 6.7. Алгоритм обчислення коефіцієнтів зв’язку між факторами
Спочатку визначаються стовпці таблиці експериментальних даних, для
яких буде проводитися обчислення коефіцієнта зв'язку. Потім визначається
кількість можливих значень факторів в кожному стовпці, і кількість пар, які
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можуть утворити дані значення. Обчислюється коефіцієнт кореляції, що
відображає зв'язок між даними факторами.
Далі отримане значення порівнюється з пороговим, яке визначається на
основі думок експертів. У разі перевищення порогового значення робиться
висновок про сильну зв'язку між i-м і j-м чинниками. Внаслідок цього
відбувається видалення j-го стовпця з таблиці експериментальних даних.
Після цього проводиться додавання відповідного правила нечітких продукцій
(ПНП) наступного вигляду: «ЯКЩО ВхЛЗ, – є ЛЗнk, ТО ВхЛД є приблизно
ЛЗнp», де ЛЗн – значення лінгвістичної значущості; ЛД – значення
лінгвістичної достовірності; «приблизно» позначає стандартний модифікатор
нечіткої множини ступеня  = 0,5, а k і р – номери значень i-й та j-й ВхЛЗ,
для яких встановлено відповідність на основі одночасної появи в таблиці
вихідних даних, що враховується при обчисленні fij.
Відповідно до структурної схеми інтелектуальної діагностики (рис. 6.3)
після виявлення аномальної області в результаті обробки відео зображення
УЗД за допомогою ЗНМ необхідно оцінити її ознаки (блок оцінювання
параметрів аномальних областей, підсистеми обробки зображень). Ця задача
вирішується за допомогою класифікатора на базі глибокої нейронної мережі
(розділ 3), для навчання якої необхідно створення навчальної вибірки
(підрозділ 3.4.4).
6.3 Отримання навчальної вибірки
6.3.1 Попередня обробка зображення
Характеристиками програми попередньої обробки зображення [1] є:
– зображення з апарату надходить в формі відеоряду і недостатньо
контрастне;
– програма автоматично збільшує контрастність до потрібного рівня
(звіряючись зі шкалою ехогенності).
Приклад попередньої обробки зображення показано на рис. 6.8.
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Рис. 6.8. Попередня обробка зображення
6.3.2 Виділення контурів
Приклад виділення контурів показано на рис. 6.9, де виділені контури
показані на правому знімку.
Рис. 6.9. Виділення контурів
Виділення підозрілих ділянок проводиться за допомогою спеціального
алгоритму зображено на рис. 6.10. Підозрілий контур виділено червоним.
Вирішено проблему розривів і несуттєвих даних всередині контуру.
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Рис. 6.10. Виділення підозрілих ділянок
6.3.3 Отримання автокореляційних функцій
Отримання автокореляційних функцій (АКФ), які відповідають певним
формам контурів показано на рис. 6.11.
Рис. 6.11. Отримання автокореляціонних функцій
Результати УЗД пацієнта ДТ показані на рис. 6.12.
Після обробки зображення, отримали чотири контури. Один з них
вдалося класифікувати.
Новоутворення ізоехогенні, так як середній тон знаходиться у
відповідному місці на шкалі ехогенності. Ехоструктура неоднорідна.
Присутні кістозні утворення.
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Рис. 6.12. Контури результатів УЗД пацієнта ДТ
На підставі відповідності певного шаблону АКФ був зроблений
висновок про «неправильну» форму новоутворення, показаний на рис. 6.13.
На підставі аналізу околу контура був зроблений висновок, що контур з
чіткими границями. За допомогою другої проекції і методу Brunn був
визначений обсяг новоутворення: 25,86.
Рис. 6.13. Висновок про «неправильну» форму новоутворення результатів УЗД
пацієнта ДТ
313
Додатково до нейронної мережі було введено такі дані: вік: 33 роки;
стать: жіноча. Діагноз на виході нейронної мережі: папілярна карцинома.
Результати УЗД пацієнта БВ показано на рис. 6.14.
Після обробки зображення, отримали три контури. Один з них вдалося
класифікувати.
Рис. 6.14. Контури результатів УЗД пацієнта БВ
Новоутворення гіпоехогенний, оскільки середній тон знаходиться у
відповідному місці на шкалі ехогенності. Ехоструктура неоднорідна.
Присутні гіперехогенні кальцифікати.
На підставі відповідності певного шаблону АКФ був зроблений
висновок про «неправильну» форму новоутворення, показаний на рис. 6.15.
На підставі аналізу околу контуру був зроблений висновок, що контур
без чітких меж. За допомогою другої проекції і методу Brunn був визначений
обсяг новоутворення: 11,03.
Додатково в нейронну мережу були введені такі дані: вік: 58 років;
стать: жіноча. Діагноз на виході нейронної мережі: папілярна карцинома.
Результати УЗД пацієнта БВ зображені на рис.6.16.
Після обробки зображення, отримали 6 контурів. Один з них вдалося
класифікувати.
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Рис. 6.15. Висновок про «неправильну» форму новоутворення результатів УЗД
пацієнта БВ
Рис. 6.16. Контури результатів УЗД пацієнта БВ
Новоутворення гіпоехогенний, так як середній тон знаходиться у
відповідному місці на шкалі ехогенності. Ехоструктура однорідна.
На підставі відповідності певного шаблону АКФ був зроблений
висновок про «правильну» форму новоутворення, показаний на рис. 6.17.
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Рис. 6.17. Висновок про «неправильну» форму новоутворення результатів УЗД
пацієнта БВ
На підставі аналізу околу контуру був зроблений висновок, що контур з
чіткими кордонами. За допомогою другої проекції і методу Brunn був
визначений обсяг новоутворення: 22,18 [7].
Додатково в нейронну мережу були введені такі дані: вік: 34 роки;
стать: жіноча. Діагноз на виході нейронної мережі: пухлина А-клітин
(фолікулярна аденокарцинома).
Результати УЗД пацієнта ДС показані на рис. 6.18
Після обробки зображення, отримали чотири контури. Один з них
вдалося класифікувати.
Новоутворення гіпоехогенне, так як середній тон знаходиться у
відповідному місці на шкалі ехогенності. Ехоструктура неоднорідна.
Присутні гідрофільні утворення.
На підставі відповідності певного шаблону АКФ був зроблений
висновок про «правильну» форму новоутворення, зображений на рис. 6.19.
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Рис. 6.18. Контури результатів УЗД пацієнта ДС
Рис. 6.19. Висновок про «правильну» форму новоутворення результатів УЗД
пацієнта ДС
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На підставі аналізу околу контуру був зроблений висновок, що контур з
чіткими гідрофільними межами. За допомогою другої проекції і методу
Brunn був визначений обсяг новоутворення: 14,64.
Додатково в нейронну мережу були введені такі дані: вік: 25 років; стать:
жіноча. Діагноз на виході нейронної мережі: вузловий аденоматозний зоб.
Результати УЗД пацієнта НЛ показані на рис. 6.20.
Після обробки зображення, отримали чотири контура. Один з них
вдалося класифікувати.
Новоутворення ізоехогенні, так як середній тон знаходиться у
відповідному місці на шкалі ехогенності. Ехоструктура неоднорідна.
Присутні масивні кістозні утворення.
На підставі відповідності певного шаблону АКФ був зроблений
висновок про «правильну» форму новоутворення, зображений на рис. 6.21.
Рис. 6.20. Контури результатів УЗД пацієнта НЛ
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Рис. 6.21. Висновок про «правильну» форму новоутворення результатів УЗД
пацієнта НЛ
На підставі аналізу околу контуру був зроблений висновок, що контур з
чіткими гідрофільними межами. За допомогою другої проекції і методу
Brunn був визначений обсяг новоутворення: 43,57.
Додатково в нейронну мережу були введені такі дані: вік: 53 роки;
стать: чоловіча. Діагноз на виході нейронної мережі: вузловий зоб.
Результати УЗД пацієнта ВН зображені на рис. 6.22.
Після обробки зображення, отримали чотири контури. Один з них
вдалося класифікувати.
Новоутворення ізоехогенні, оскільки середній тон знаходиться у
відповідному місці на шкалі ехогенності. Ехоструктура неоднорідна.
Присутні масивні кістозні утворення.
На підставі відповідності певного шаблону АКФ був зроблений
висновок про «правильну» форму новоутворення, зображений на рис. 6.23.
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Рис. 6.22. Контури результатів УЗД пацієнта ВН
Рис. 6.23. Висновок про «правильну» форму новоутворення результатів УЗД
пацієнта ВН
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На підставі аналізу околу контура був зроблений висновок, що контур з
чіткими гідрофільними межами. За допомогою другої проекції і методу
Brunn був визначений обсяг новоутворення: 17,19.
Додатково в нейронну мережу були введені такі дані: вік: 52 роки;
стать: жіноча. Діагноз на виході нейронної мережі: вузловий зоб.
Результати УЗД пацієнта ПВ показані на рис. 6.24.
Після обробки зображення, отримали чотири контури. Один з них
вдалося класифікувати.
Новоутворення ізоехогенні, так як середній тон знаходиться у
відповідному місці на шкалі ехогенності. Ехоструктура неоднорідна.
Присутні масивні кістозні утворення
Рис. 6.24. Контури результатів УЗД пацієнта ПВ
На підставі відповідності певного шаблону АКФ був зроблений
висновок про «правильну» форму новоутворення, зображений на рис. 6.25.
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На підставі аналізу околу контура був зроблений висновок, що контур з
чіткими межами. За допомогою другої проекції і методу Brunn був
визначений обсяг новоутворення: 28,87.
Додатково в нейронну мережу були введені такі дані: вік: 51 рік; стать:
чоловічий. Діагноз на виході нейронної мережі: номофолікулярна аденома
(насправді папілярна карцинома).
Результати УЗД пацієнта РС зображені на рис. 6.26.
Після обробки зображення, отримали три контури. Один з них вдалося
класифікувати.
Новоутворення ізоехогенні, так як середній тон знаходиться у
відповідному місці на шкалі ехогенності. Ехоструктура неоднорідна.
Присутні гідрофільні утворення.
На підставі відповідності певного шаблону АКФ був зроблений
висновок про «правильну» форму новоутворення, показаний на рис. 6.27.
Рис. 6.25. Висновок про «правильну» форму новоутворення результатів УЗД
пацієнта ПВ
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Рис. 6.26. Контури результатів УЗД пацієнта РС
Рис. 6.27. Висновок про «правильну» форму новоутворення результатів УЗД
пацієнта РС
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На підставі аналізу околу контура був зроблений висновок, що контур з
чіткими гідрофільними межами. За допомогою другої проекції і методу
Brunn був визначений обсяг новоутворення: 13,69.
Додатково в нейронну мережу були введені такі дані: вік: 44 роки;
стать: жіноча. Діагноз на виході нейронної мережі: аденоматозний вузловий
зоб (насправді цистаденома).
Результати УЗД пацієнта АВ зображені на рис. 6.28.
Після обробки зображення, отримали три контури. Один з них вдалося
класифікувати.
Новоутворення ізоехогенні, так як середній тон знаходиться у
відповідному місці на шкалі ехогенності. Ехоструктура неоднорідна.
Присутні масивні кістозні утворення.
На підставі відповідності певного шаблону АКФ був зроблений
висновок про «правильну» форму новоутворення, показаний на рис. 6.29.
Рис. 6.28. Контури результатів УЗД пацієнта АВ
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Рис. 6.29. Висновок про «правильну» форму новоутворення результатів УЗД
пацієнта АВ
На підставі аналізу околу контура був зроблений висновок, що контур з
чіткими гідрофільними межами. За допомогою другої проекції і методу
Brunn був визначений обсяг новоутворення: 15,51.
Додатково в нейронну мережу були введені такі дані: вік: 13 років;
стать: жіноча. Діагноз на виході нейронної мережі: вузловий зоб.
У відповідності до структурної схеми інтелектуальної діагностичної
системи після виділення аномальних областей в результаті обробки відео
зображень УЗД, необхідно оцінити їх параметри, а саме: тип обідка
новоутворення, включення, структуру новоутворення, розмір та ехогенність
новоутворення (див. рис. 6.2). Тип обідка, структура новоутворення та
наявність включень визначаються за рахунок побудови автокореляційних
функцій фрагментів аномальної області з подальшим порівнянням з
еталонними кореляційними функціями, які відповідають можливим видам цих
параметрів, наприклад, для включень це такі варіанти: немає, точечні
включення, лінійні включення, «хвіст комети». Ехогенність новоутворення
визначається на основі використання бібліотеки PIL (Piton Image Library).
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6.4 Підсистема підтримки прийняття рішень на основі нечіткого
логічного висновку
6.4.1 Опис вхідних та вихідних лінгвістичних змінних
В даний час побудова більшості систем нечіткого виводу базується на
основі 6 етапів:
1) формування бази правил логічного висновку;
2) фазифікації вхідних змінних;
3) агрегування підумови;
4) активація підвисновків;
5) акумулювання висновків;
6) дефазифікація.
Для реалізації алгоритму нечіткого виведення необхідно провести ряд
попередніх дій, які необхідні для структурування і конкретизації вихідних і
підсумкових даних. Розглянемо систему нечіткого виводу у вигляді моделі
«чорного ящика». Система для УЗД виконує функцію перетворення
сукупності значень симптоматичних (СФ) і патогенетичних (ПФ) факторів як
вхідних змінних системи в рекомендації з постановки діагнозу як вихідних
змінних. Розглянемо більш докладно опис ВхЛЗ і ВихЛЗ, виконане на
наступних трьох попередніх етапах.
Попередній етап 1. Опис вхідних лінгвістичних змінних.
ВхЛЗ в даній системі є сукупність факторів (СФ і ПФ). Значення
змінних заносяться лікарями різної спеціалізації в історію хвороби пацієнта.
Фактори можуть бути або якісними (початково-лінгвістичні змінні (ЛЗ)), або
кількісними (початково-числові змінні (ЧЗ), що приводяться до
лінгвістичних за допомогою фазифікації). Сукупність ВхЛЗ для
інтелектуальної діагностичної системи у разі захворювань щитовидної залози
можна представити у вигляді табл. 6.2.
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Фактори можна розділити на чіткі і нечіткі, і незалежно від цього на
симптоматичні і патогенетичні. Таку класифікацію можна представити у
вигляді табл. 6.3.
В якості пухлин щитовидної залози розглянуто наступні: злоякісні
(папілярна (ЗПП), фолікулярна (ЗФП), медулярна (ЗМП), анапластична
(ЗАП)), інші захворювання (ІнЗ) (доброякісна фолікулярна аденома (ДФП),
інші (Ін)).
Таблица 6.2
Сукупність факторов для ІДС
№ Назва Скорочення Чіткість Тип
фактора
Початково
ЛЗ або ЧЗ
1 Відчуття комка або
стороннього тіла в горлі
ВК СТГ + СФ ЛЗ
2 Порушення ковтання ПК + СФ ЛЗ
3 Біль в області шиї БОШ + СФ ЛЗ
4 Кашель і осиплість голосу КАШ + СФ ЛЗ
5 Задишка З + СФ ЛЗ
6 Онкотести Онт + СФ ЛЗ
7 Біопсія Б + СФ ЛЗ
8 Геометрична форма
патології
ГФП + СФ ЛЗ
9 Вигляд границі ВГр – СФ ЛЗ
10 Ехогенність Е + СФ ЛЗ
11 Наявність обідка Наяв. об - СФ ЛЗ
12 Геометричні розміри
патології
ГРП + СФ ЛЗ
13 Вік Вік + ПФ ЧЗ
14 Стать Ст – ПФ ЛЗ
15 Обтяжена спадковість ОС + ПФ ЛЗ
16 Паління Пал + ПФ ЧЗ
17 Вживання міцних спиртних
напоїв (>10°)
Алк + ПФ ЧЗ
18 Фізичні і нервово-
психологічні
перевантаження
ФНП – ПФ ЛЗ
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Таблица 6.3
Класифікація факторів
Попередній етап 2. Опис вихідних лінгвістичних змінних
ВихЛЗ даної системи нечіткого логічного висновку є рекомендації
лікаря під час постановки діагнозу. Вони містять відомості про наявність
захворювання у пацієнта, виді патології і ступеня впевненості системи у
правильності наданих рекомендацій (їх діагностичної достовірності). Дані
характеристики визначаються для кожного захворювання, що розпізнається
системою. Ступінь впевненості обчислюється у вигляді числового
коефіцієнта впевненості і значення ЛЗ «Впевненість в діагнозі» (Вп Д),
розрахунок яких описаний на етапі 6.
Розроблена система нечіткого виведення дозволяє визначити види
раку щитовидної залози, а саме: доброякісні (ДЯ) (фолікулярна аденома,
тощо) та злоякісні (ЗЯ) (фолікулярна карцинома, папілярна карцинома,
медулярна карцинома, тощо).
Таблиця 6.4
Можливі значення вихідних ЛЗ
ВихЛЗ Можливі значення
Вп ЗПП Швидше за все, захворювання нема
Швидше нема, чим є
Швидше є, чим нема
Швидше за все, захворювання є
Вп ЗФП Швидше за все, захворювання нема
Швидше нема чим є
Швидше є, чим нема
Нечіткі Чіткі
СФ ВГр, Наяв об ВК СТГ, ПК, БОШ, КАШ, З, Онт, Б, ГФП, Е
ПФ ФНП, Ст Вік, ОС, Пал, Алк
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Швидше за все, захворювання є
Вп ЗМП Швидше за все, захворювання нема
Швидше нема чим є
Швидше є, чим нема
Швидше за все, захворювання є
Швидше за все, захворювання нема
Вп ЗАП Швидше нема чим є
Швидше є, чим нема
Швидше за все, захворювання є
Швидше за все, захворювання нема
Швидше нема чим є
Вп Д ІнЗ Швидше за все, захворювання нема
Швидше за все, захворювання є
Вибір одного або кількох значень ВихЛЗ виробляється на основі
числового коефіцієнта впевненості, що буде описано пізніше. Назвемо
змінні, представлені в табл. 6.4, первинними ВихЛЗ. Крім того, до вихідних
змінним слід віднести ЛЗ «Вид захворювання» (Вид З) і «Наявність
захворювання» (Наяв З). Назвемо їх вторинними. Значення даних змінних
виходять за допомогою чітких логічних перетворень з значень раніше
описаних ВихЛЗ (які можуть набувати значень логічних «0» і «1»), що
схематично може бути зображено на рис. 6.30.
На представленому рисунку блоки «АБО» і «І» позначають стандартні
операції диз'юнкції і кон'юнкції чіткої логіки.
Попередній етап 3. Визначення областей значень BxЛЗ і ВихЛЗ.
Наступним попереднім етапом є визначення значень які може
приймати кожна ВхЛЗ і ВихЛЗ. Дані відомості можна наочно відобразити в
табл. 6.5.
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Рис. 6.30. Отримання вторинних ВихЛЗ в результаті узагальнення первинних
Таблиця 6.5
Значення вхідних ЛЗ
Тип
ЛЗ
Наз
ва
ЛЗ
Зн. 1 Зн. 2 Зн. 3 Зн. 4 Зн. 5 Зн. 6 Зн. 7 Зн. 8 Зн. 9
В
х 
Л
З ВК
СТГ
Нема Є Є Є Є Є Є Є Є
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ПК Нема Є Є Є Є Є Є Є Є
БО
Ш
Нема Є Є Є Є Є Є Є Є
КА
Ш
Нема Є Є Є Є Є Є Є Є
З Нема Є Є Є Є Є Є Є Є
ОН
Т
N N N N >N >N >N >N >N
Б Ні Ні Ні Ні Ні Ні Так Так Так
ГФ
П
Прави
льна
Прави
льна
Прави-
льна
Прав
ильна
Неправ
ильна
Неправи
льна
вуглават
а
ВГр
Гібро
фільна
Гібро
фільна
із
стовщ
енням
Гіперех
огенна
Чітка
Гіброф
ільга з
розрив
ами
Нечітка
Нечітка
гіперех
огенна
Нечітк
а
гіпоех
огенна
Нечіт
ка
ізоехо
генна
Е
Знач-
но
зниже
на
Помір
но
зниже
на
Ізогенн
ість
Гіпоехог
енність
Ная
в об
Нема Є Є Є Є Є
ГРП <N N >N >N >N >N >N >N
Вік
Дітя-
чий
Моло-
дий
Серед-
ній
Похи
лий
Старий
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Ст
Чоло-
віча
Жіно-
ча
ОС
Необ-
тяже-
на
Слабо
обтяж
ена
Сильно
обтяже
на
Пал Ні
Мало і
рідко
Багато і
часто
АЛ
К
Ні
Мало і
рідко
Багато і
часто
ФН
П
Ні Іноді Часто
Скорі
ше ні,
чим є
Скоріше є, чим ні
Швидше за все
захворювання є
В
их
 Л
З
ВпД
ЗП
П
Скоріше за все
захворювання нема
Скорі
ше ні,
чим є
Скоріше є, чим ні
Швидше за все
захворювання є
ВпД
ЗФ
П
Скоріше за все
захворювання нема
Скорі
ше ні,
чим є
Скоріше є, чим ні
Швидше за все
захворювання є
ВпД
ЗМ
П
Скоріше за все
захворювання нема
Скорі
ше ні,
чим є
Скоріше є, чим ні
Швидше за все
захворювання є
ВпД
ЗА
П
Скоріше за все
захворювання нема
Скорі
ше ні,
чим є
Скоріше є, чим ні
Швидше за все
захворювання є
ВпД
ІнЗ
Скоріше за все
захворювання нема
Скорі
ше ні,
чим є
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6.4.2 Етапи нечіткого логічного висновку в підсистемі підтримки
прийняття рішень
Етап 1. Формування сукупності правил нечітких продукцій
Результат об'єднання вхідних змінних для обчислення вихідних в
системі з чіткою логікою може бути заданий за допомогою правил нечітких
продукцій (ПНП). Вони за структурою близькі до мовних конструкцій і тому
легко можуть бути складені безпосередньо лікарями, а також технічними
фахівцями на основі інформації про предметну область: даних літературних
джерел, думок експертів. Набір правил може змінюватися в процесі роботи
системи.
Сукупність ПНП може бути розділена на групи відповідно до ВхЛЗ і
ВихЛЗ, які входять у них.
Нехай ПНП має вигляд:
ЯКЩО: «Умова1 = істина»
І «Умова 2 = істина»
:
І «Умова n = істина»
ТО: «Висновок1 = істина»
І «Висновок2 = істина»
:
І «Висновокm = істина»
Умови, з'єднані в ПНП через «АБО», не розглядаються. При наявності
даної логічної операції в умові ПНП розбивається на кілька дрібніших
правил. Якщо ПНП містить «АБО» в заключній частині, то воно не володіє
необхідною для діагностики специфічністю.
Для стислості і зручності читання будемо записувати ПНП у вигляді
спеціальних таблиць. У графі «ЯКЩО» помістимо висловлювання умовної
частини кожного правила: «Умова1», «Умова2», ..., «Умоваn». У графі «ТО»
запишемо «Висновок1», «Висновок2», ..., «Висновокm» для кожного ПНП.
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Кожну із зазначених граф розділимо на підграфи назви і значення ЛЗ, що
входять у висловлювання через логічну операцію «АБО». Таким чином,
отримуємо табл. 6.6.
Таблиця 6.6
ПНП для СФ
ПНП ЯКЩО ТО
ЛЗ Значення ЛЗ Значення
ПНП1 ВК СТГ 1. Є
Можливість ЗПП Набагато вище
ПК Є
БОШ Є
КАШ Є
ЗАД Є
ПНП2 ВК СТГ Є
Можливість ЗФП Набагато вище
ПК Є
БОШ Є
КАШ Є
ЗАД Є
ПНП3 ВК СТГ Є
Можливість ЗМП Набагато вище
ПК Є
БОШ Є
КАШ Є
ЗАД Є
ПНП4 ВК СТГ Є
Можливість ЗАП Набагато вище
ПК Є
БОШ Є
КАШ Є
ЗАД Є
ПНП5 ВК СТГ Є
Можливість ІнЗ Набагато вищеПК Є
КАШ Є
ЗАД Є
ПНП6 ГФП Неправильна
Можливість ЗППНеправильна вуглавата
ВГр Гідрофільна з
розривами
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Нечітка
Нечітка гіперехогенна
Нечітка гіпоехогенна
Нечітка ізоехогенна
Є Ізоехогенність
Гіпоехогенність
Наяв. об. Є
ПНП7 ГФП Неправильна
Неправильна вуглавата
Можливість ЗФП
ВГр Гідрофільна з
розривами
Нечітка
Нечітка гіперехогенна
Нечітка гіпоехогенна
Нечітка ізоехогенна
Є Ізоехогенність
Гіпоехогенність
Наяв. об. Є
ПНП8 ГФП Неправильна
Неправильна вуглавата
Можливість ЗМП
ВГр Гідрофільна з
розривами
Нечітка
Нечітка гіперехогенна
Нечітка гіпоехогенна
Нечітка ізоехогенна
Є Ізоехогенність
Гіпоехогенність
Наяв. об. Є
ПНП9 ГФП Неправильна
Можливість ЗАП
Неправильна вуглавата
ВГр Гідрофільна з
розривами
Нечітка
Нечітка гіперехогенна
Нечітка гіпоехогенна
Нечітка ізоехогенна
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Є Ізоехогенність
Гіпоехогенність
Наяв. об Є
ПНП10 ГФП Правильна
Можливість ІнЗ
ВГр Гідрофільна
Гідрофільна із
стовщенням
Гіперехогенна
Чітка
Є Значно знижена
Помірно знижена
Наяв. об Є
ПНП11 ОНТЗПП Так Можливість ЗПП Набагато вище
ПНП12 ОНТЗФП Так Можливість ЗФП Набагато вище
ПНП13 ОНТЗМП Так Можливість ЗМП Набагато вище
ПНП14 ОНТЗАП Так Можливість ЗАП Набагато вище
ПНП15 БЗПП Так Можливість ЗПП Набагато вище
ПНП16 БЗФП Так Можливість ЗФП Набагато вище
ПНП17 БЗМП Так Можливість ЗМП Набагато вище
ПНП18 БЗАП Так Можливість ЗАП Набагато вище
Далі, враховуючи, що патогенетичні фактори (ПФ) однаково
впливають на ВХШ і ВХДПКТК, замінимо ці захворювання для стислості на
ВХ. Тоді таблиця ПНП для ПФ матиме наступний вигляд (табл. 6.7).
Таблица 6.7
ПНП для ПФ
ПНП ЯКЩО ТО
ЛЗ Значення ЛЗ Значення
ПНП19 Вік Середній Можливість ЗПП Вищі
ПНП20 Вік Похилий Можливість ЗПП Набагато вищі
Старий
ПНП21 Вік Дитячий Можливість ЗПП Нижчі
Молодий
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ПНП22 Ст Чол Можливість ЗПП Вищі
ПНП23 Ст Жін Можливість ЗПП Нижчі
ПНП24 ОС Нема Можливість ЗПП Нижчі
ПНП25 ОС Слабо Можливість ЗПП Вищі
ПНП26 ОС Сильно Можливість ЗПП Набагато вищі
ПНП27 Пал Нема Можливість ЗПП Нижчі
ПНП28 Пал Мало і рідко Можливість ЗПП Вищі
ПНП 29 Пал Багато і часто Можливість ЗПП Набагато вищі
ПНП 30 Алк Нема Можливість ЗПП Трохи нижчі
ПНП 31 Алк Мало і рідко Можливість ЗПП Трохи вищі
ПНП32 Алк Багато і часто Можливість ЗПП Вищі
ПНП33 ФНП Нема Можливість ЗПП Трохи нижчі
ПНП34 ФНП Інколи Можливість ЗПП Трохи вищі
ПНП35 ФНП Часто Можливість ЗПП Вищі
ПНП36 Вік Середній Можливість ЗФП Вищі
ПНП37 Вік Похилий Можливість ЗФП Набагато вищі
Старий
ПНП38 Вік Дитячий Можливість ЗФП Нижчі
Молодий
ПНП39 Ст Чол Можливість ЗФП Вищі
ПНП40 Ст Жін Можливість ЗФП Нижчі
ПНП41 ОС Нема Можливість ЗФП Нижчі
ПНП42 ОС Слабо Можливість ЗФП Вищі
ПНП43 ОС Сильно Можливість ЗФП Набагато вищі
ПНП44 Пал Нема Можливість ЗФП Нижчі
ПНП45 Пал Мало і рідко Можливість ЗФП Вищі
ПНП 46 Пал Багато і часто Можливість ЗФП Набагато вищі
ПНП 47 Алк Нема Можливість ЗФП Трохи нижчі
ПНП 48 Алк Мало і рідко Можливість ЗФП Трохи вищі
ПНП49 Алк Багато і часто Можливість ЗФП Вищі
ПНП50 ФНП Нема Можливість ЗФП Трохи нижчі
ПНП51 ФНП Інколи Можливість ЗФП Трохи вищі
ПНП52 ФНП Часто Можливість ЗФП Вищі
ПНП53 Вік Середній Можливість ЗМП Вищі
ПНП54 Вік Похилий Можливість ЗМП Набагато вищі
Старий
ПНП55 Вік Дитячий Можливість ЗМП Нижчі
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Молодий
ПНП56 Ст Чол Можливість ЗМП Вищі
ПНП57 Ст Жін Можливість ЗМП Нижчі
ПНП58 ОС Нема Можливість ЗМП Нижчі
ПНП59 ОС Слабо Можливість ЗМП Вищі
ПНП60 ОС Сильно Можливість ЗМП Набагато вищі
ПНП61 Пал Нема Можливість ЗМП Нижчі
ПНП62 Пал Мало і рідко Можливість ЗМП Вищі
ПНП 63 Пал Багато і часто Можливість ЗМП Набагато вищі
ПНП 64 Алк Нема Можливість ЗМП Трохи нижчі
ПНП 65 Алк Мало і рідко Можливість ЗМП Трохи вищі
ПНП66 Алк Багато і часто Можливість ЗМП Вищі
ПНП67 ФНП Нема Можливість ЗМП Трохи нижчі
ПНП68 ФНП Інколи Можливість ЗМП Трохи вищі
ПНП69 ФНП Часто Можливість ЗМП Вищі
ПНП70 Вік Середній Можливість ЗАП Вищі
ПНП71 Вік Похилий Можливість ЗАП Набагато вищі
Старий
ПНП72 Вік Дитячий Можливість ЗАП Нижчі
Молодий
ПНП73 Ст Чол Можливість ЗАП Вищі
ПНП74 Ст Жін Можливість ЗАП Нижчі
ПНП75 ОС Нема Можливість ЗАП Нижчі
ПНП76 ОС Слабо Можливість ЗАП Вищі
ПНП77 ОС Сильно Можливість ЗАП Набагато вищі
ПНП78 Пал Нема Можливість ЗАП Нижчі
ПНП79 Пал Мало і рідко Можливість ЗАП Вищі
ПНП 80 Пал Багато і часто Можливість ЗАП Набагато вищі
ПНП 81 Алк Нема Можливість ЗАП Трохи нижчі
ПНП 82 Алк Мало і рідко Можливість ЗАП Трохи вищі
ПНП83 Алк Багато і часто Можливість ЗАП Вищі
ПНП84 ФНП Нема Можливість ЗАП Трохи нижчі
ПНП85 ФНП Інколи Можливість ЗАП Трохи вищі
ПНП86 ФНП Часто Можливість ЗАП Вищі
Після визначення системи ПНП і ЛЗ, які входять до неї, необхідно
привести до лінгвістичного типу спочатку чіткі числові змінні.
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Для цього треба поставити у відповідність чіткій множині значень 
сукупність терм-множин ЛЗ в процесі фаззифікації. 
Етап 2. Фазифікації ВхЛЗ 
Будемо визначати функції належності   чіткої величини нечіткій терм-
множині, яке відповідає одному із значень ВхЛЗ, за допомогою методів 
експертної оцінки. Нехай експерт Е1 вважає, що конкретне значення х* 
належить нечіткій терм-множині для а1 ≤ х* ≤ b1; експерт Е2 – а2 ≤ х* ≤ bg; ... ; 
експерт Еg – ag ≤ х* ≤ bg. Тоді функція належності (ФН) терма може бути 
отримана наступним чином (рис. 6.31). 
 
Рис. 6.31. Отримання ФН терма 
На представленому рис. 6.31 по осі х відкладаються значення чіткої 
фаззифіціруємої змінної 1,i g  – номер експерта, g – їх кількість. По 
вертикальній осі   відкладається частка всіх експертів, які вважають, що 
дане значення х належить даному лінгвістичному значенню лінгвістичної 
змінної. При цьому спочатку ділянки функції належності для 
   min( ), max( ) min( ), max( )i i i ii ii ix a a b b   виходять криволінійними і 
приводяться до лінійного вигляду за допомогою методу найменших 
квадратів. 
Серед ВхЛЗ чіткими і, отже, такими що вимагають фазифікації для 
обробки їх значень за допомогою системи нечіткого логічного висновку є 
наступні змінні (перераховані за скороченнями з табл. 6.2): Вік, ОС, ОнТ, 
Пал, Алк. Отримані для них ФН представлені на рисунках 6.32 – 6.36. 
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Рис. 6.32. ФН для ВхЛЗ «Вік»
Рис. 6.33. ФН для ВхЛЗ «ОС»
Рис. 6.34.ФП для ВхЛП «ОнТ»
Рис. 6.35. ФН для ВхЛЗ «Пал»
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Рис. 6.36. ФН для ВхЛЗ «Алк»
Решта ЛЗ є нечіткими або лінгвістичними від самого початку.
Етап 3. Агрегування
Даний етап дозволяє визначити ступінь істинності умови на основі
відомих ступенів істинності підумови. Виходячи з результатів етапу 1,
необхідно реалізувати етап агрегування для 1, 6, 10, 11 - 18 правил. Решта
ПНП містять умови з однієї підумови. Результатом його агрегування буде
значення функції належності ВхЛЗ як ступінь істинності умови.
Правила нечітких продукцій з номерами 1, 6, 10, 11 - 18 мають вигляд:
ЯКЩО: «BxЛЗ1 = Зн11» АБО «Bx ЛЗ1 = Зн12» АБО ... АБО «Bx ЛЗ1 =
Зн1m»
І «BxЛЗn = Знn1» АБО «BxЛЗn = Знn2» АБО ... АБО «BxЛЗn =
Знnm»
:
І «ВхЛЗn = Знn1» АБО «ВхЛЗn = Знn2» АБО ... АБО «ВхЛЗn =
Знnm»
ТО: «BиxЛЗ1 = Зн1»
І «ВихЛЗ2 = Зн2»
:
І «ВихЛЗр = Знр»
Кожна із n умов ««BxЛЗi = Зні1» АБО «BxЛЗi = Зні2» АБО... АБО
«BxЛЗi = Зніj»» складається з m підумов «BxЛЗi = Зніj», де Зніj – j-е значення
i-ї ЛЗ у підумові. Нехай його номер визначається номером значення вхідної
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ЛП: ij. Позначимо ступені істинності підумови (ПУ) з номером ij відповідно
ij . Для всіх підумов даного ПНП отримуємо матрицю М:
11 12 1
21 22 2
1 2
...
...
...
m
m
n n nm
             
M     .
Тоді для ПНПк можна записати для істиності умови Ук:
 кУ 1 1ПУ min max( ) ,n m ij iji j i j         
де 1, , 1, , {1, 2, 5, 8, 9}.i n j m k  
Таким чином, отримуємо функцію належності для умовної частини
кожного ПНП шляхом реалізації операцій диз'юнкції і кон'юнкції нечіткої
логіки над функціями належності  відповідно до обраного алгоритму
виведення, тобто min і max.
Етап 4. Активація
Далі на етапі активації обчислюється ступінь істинності висновків (В)
виходячи з ступенів істинності умов і вагових коефіцієнтів правил. Для цього
спочатку необхідно визначити діагностичну значимість правила, яка є
нечіткою величиною. Для ваг Fk правил ПНПк ФН виходить за тим же
принципом, що і ФН на етапі фазифікації – на основі знань експертів або
літературних джерел. По осі z будемо відкладати інтервали, які обрали
експерти для нечіткого ваги правила. Область можливих значень ваг
обмежена відрізком [0;1]z . і-й експерт висловлює думку, що конкретна
вага k-го правила дорівнює приблизно від Fka1 до Fkb1. Тоді, проаналізувавши
думки всіх експертів, функцію належності для ваги k-го ПНП можна
представити таким чином (рис. 6.37).
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Рис. 6.37. Отримання ФН для ваги Fk
Вагу Fk правила ПНПК у чіткому вигляді можна получити за
допомогою дефаззифікації нечіткого вагового коефіцієнта. Виконаємо цю
операцію методом центра ваги:
1
0
1
0
( )
.
( )
k
z z dz
F
z dz





Припустимо, що відомі коефіцієнти ваг правил Fk, 1, ,k q де q –
кількість ПНП. Тоді функцію належності для висновків правил можна
отримати з наступного виразу
 к кЗ У min max( ) ,k iji jF    
де [0;1].kF  Однак, фактично, необхідно обчислити функції належності
термів вихідних ЛЗ для кожного ПНП. Для термів ВихЛЗ ( )
kuv u
y
знаходиться за допомогою правил нечіткої композиції:
  ( ) ( ) min max ( ) ,kuv u uv u k ij ii jy y F x   
де ( )uv uy – ФН v-гo терма u-й ВихЛЗ початкова; ( )kuv uy – ФН v-гo терма
u-й ВихЛЗ, змінена виходячи із k-го правила; уu – змінна, відповідна ВихЛЗ
u , значення уu – раціональні числа.
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Нехай quv – кількість ПНП, де насамкінець визначається ФН терма
uВихЛЗv. 0kF  тільки для одного із термів однієї з ВихЛЗ. Для інших
ВихЛЗ і інших термів даної ВихЛЗ Fk = 0. Тоді
  
1
1
min max ( )
( ) ( ) .
uv
uv
q
k ij ii jk
uv u uv u q
k
k
F x
y y
F
 


  



Етап 5. Акумуляція
Метою даного етапу є знаходження єдиної ФН для кожної ВихЛЗ.
Необхідність акумуляції виникає в зв'язку з тим, що підвисновки, що
відносяться до однієї і тієї ж ВихЛЗ, належать різним ПНП.
Нехай Cuv – нечітка множина, що відповідає v-му терму и-ї ВихЛЗ.
Розглядаючи далі послідовно кожну ВихЛЗ u W  і пов'язані з нею нечіткі
множини Cu1, Cu2,…, Cuv, …, Cu1, Cu2,…, Cuv, ... , отримуємо ФН для вихідних
змінних. Аналітично результат акумуляції визначається як об'єднання ФН
термів ( )uv uy
 для кажої ВихЛЗ:
    ( ) max ( ) max ( ) min max( ) .u uv u uv u k ijiv v jx y y F     
Позначимо через quv кількість правил нечітких продукцій, які містять в
підвисновках v-й терм і-й ВихЛЗ. Тоді в разі quv > 1 можна обчислити ФН
наступним чином:
  
1
1
min max ( )
( ) max ( ) .
uv
uv
q
k ij ii jk
u u uv u qv
k
k
F x
y y
F


        



Етап 6. Дефазифікація
Далі, відповідно до обраного алгоритму, наступним є етап
дефазифікації. У системах нечіткого виведення з його допомогою
виконується процедура знаходження чіткого значення для кожної з вихідних
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ЛЗ множини  1 2, , ..., ,sW     де s – загальна кількість ВихЛЗ в базі
правил системи нечіткого виведення.
Для здійснення дефазифікації виберемо метод центру
тяжіння:
max
min
max
min
( )
,
( )
u u u
u
u u
y y dy
y dy

 



де uy – змінна з раціональними значеннями, що відповідає ВихЛЗ ;u ( )uy
– ФН, що відповідає ВыхЛЗ u після етапу акумуляції; u – результат
дефазифікації; min, mах – ліва і права межі інтервалу носія розглянутої
ВихЛЗ u .
Підставляючи отримані на попередніх етапах вирази у дану формулу,
отримуємо:
  
  
max
1
min
1
max
1
min
1
min max ( )
max ( )
.
min max ( )
max ( )
uv
uv
uv
uv
q
k ij ii jk
u uv u uqv
k
k
u q
k ij ii jk
uv u uqv
k
k
F x
y y dy
F
F x
y dy
F




              
 
 


Проміжні змінні «Можливість ЗПП» і «Можливість ЗФП»,
«Можливість ЗМП», «Можливість ЗАП» мають однакові терми. ФП значення
даних ЛЗ і відповідних цим значенням ВихЛЗ можна представити в
наступному вигляді (рис. 6.38):
Було встановлено, що значення ВихЛЗ випливають на основі значень
проміжних ЛЗ, взятих через одне, і застосування логічної зв'язки «АБО» з
сусідніми значеннями. В результаті максимум ФН терма ВихЛЗ
спостерігається при перевазі 1, 6, 10, 11 – 18  термів проміжної ЛЗ над
сусідніми. Решта точок добудовувалися з розрахунку того, що за будь-якого
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уи сума ФН для всіх термів дорівнює одиниці. Ця залежність проміжної ЛЗ і
ВихЛЗ побудована на основі експертних оцінок.
Рис. 6.38. ФП проміжних і вихідних ЛЗ
6.4.3 Застосування штучних нейронних мереж для визначення ваг
правил нечітких продукцій в системі нейро-нечіткого логічного висновку
Розглянута вище схема побудови системи нечіткого логічного висновку
використовує знання експертів для визначення ступеня важливості ПНП.
Однак ваги правил змінюються в залежності від появи нових фактів, а також
висновків, ще точніше доводять або, навпаки, спростовують відомі раніше
дані. Нарівні з цим, існують такі ПНП, вагу яких не представляється
можливим визначити, або вони мають дуже велику ступінь нечіткості.
Експерти сильно розходяться в думках, а іноді вони і зовсім суперечливі. Але
все ж і в сумнівних випадках необхідно ставити діагнози, а їх правильність
можна оцінити згодом при періодичному обстеженні пацієнта .
З метою усунення даної невизначеності пропонується для
налаштування ваг ПНП подати систему логічного висновку у вигляді
гібридної ШНМ.
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Структура нечіткої нейронної мережі ідентична багатошаровій. Однак
шари в ній відповідають етапам нечіткого логічного висновку [14–18], за
якими послідовно виконуються наступні функції:
– вхідний шар виконує функцію фазифікації (приведення до нечіткості)
на основі заданих вхідних функцій належності;
– вихідний шар реалізує функцію дефазифікації (приведення до
чіткості);
– приховані шари відображають сукупність ПНП і наступні етапи
виведення: агрегування, активацію і акумуляцію.
З огляду на це, структуру гібридної ШНМ можна представити в
наступному вигляді (рис. 6.39).
У порівнянні зі звичайною багатошаровою ШНМ, у даній мережі
ускладнилася структура, це видно із рис. 6.39. Однак така мережа дозволяє
чітко простежити логіку роботи системи виведення. Відсутність такої
можливості у звичайних ШНМ є їх істотним недоліком. Крім того, нарівні з
прозорістю структури, отриманої від системи нечіткого виведення,
перевагою мережі є адаптивність. Така мережа проявляється у вигляді
підстроювання ваг ПНП в процесі навчання ШНМ.
Крім описаних вище, на рис. 6.39 введені також наступні позначення.
Нейрони з позначеннями min, max і Σ працюють як відповідні математичні
функції. Нейрони, позначені знаком «×», передають на вихід результат
добутку вхідних сигналів, знаком «» – встановлюють відповідність між
проміжними ЛЗ і ВихЛЗ. « » – нейрони, що реалізують операцію
фазифікації, різні для кожного терма кожної ВхЛЗ. Вузол «а/b» призначений
для поділу на суму ваг активних правил згідно з формулою на етапі
активації. Нейрон «def» реалізує функцію дефазифікації зазначеним раніше
методом центра ваги. Кожна вхідна змінна через блок фазифікації
підключена до кожного ПНП, як показано на рис. 6.39. Вибір входження
ВхЛЗ в умови правил здійснюється у вигляді ваг логічних рівнів «0» і «1», на
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які множаться відповідні функції належності ( )ij ix де, як і зазначалося
раніше, 1,i n – номер ВхЛП, a 1,j m – номер її терма.
1,j m i n 
1,j m
i n


max1,k y v v 
q
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k j
F

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Рис. 6.39. Структура гібридної нейронної мережі
Навчання даної ШНМ здійснювалося за алгоритмом зворотного
поширення помилки, модифікованого для застосування в нечітких нейронних
мережах [19]. Зміни полягали в наступному:
– мережа навчалася по частинах, за кожним ПНП окремо;
– при навчанні налаштовувалися тільки ваги ПНП (шар 4), а інші
параметри або вважалися незмінними, або такими, що змінюються згідно до
заздалегідь відомого закону.
Таким чином, з огляду на те, що шари нейронів з точно визначеними
параметрами були представлені одним шаром зі складною активаційною
функцією, то нечітка ШНМ, представлена на рис. 6.39, ідентична тришаровій
ШНМ (з одним прихованим шаром). Таким чином, навчання нейронечіткої
мережі звелося до навчання тришарового персептрона. Штучну нейронну
мережу було навчено в процесі налаштування системи після виконання
алгоритму налаштування параметрів СППР, представленого на рис. 6.6.
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Отримані в результаті навчання коефіцієнти F1 – Fq явно увійшли до складу
СППР у вигляді ступенів значущості для ПНП.
Нечітка нейронна мережа в процесі роботи СППР не використовується
і застосовується тільки у разі зміни структури СППР (зміни сукупності ПНП,
вхідних або вихідних ЛЗ), а також у разі появи в літературі або медичній
практиці нових фактів, які доводять або спростовують відомі раніше дані.
6.4.4 Практична цінність
Застосування даного дослідження на практиці дозволить:
– знизити кількість пацієнтів, які потраплять на біопсію;
– скоротити витрати на проведення лікувальних і профілактичних
обстежень;
– прискорити і спростити роботу медичного персоналу;
– виступати в якості додаткового експерта при ухваленні рішення про
проведення операції;
– уточнити діагностику при множинності вузлів;
– дасть можливість проводити первинний огляд в регіонах, де немає
можливості провести повноцінне дослідження.
Висновки до розділу 6
1. Проаналізовано проблему діагностики злоякісних пухлин, визначено
етапи розпізнавання: консультація лікаря, рентгенологічні методи
(рентгенографічне обстеження, рентгенівська комп'ютерна томографія,
мамографія), комп’ютерна томографія, ультразвукова томографія
(сонографія), магніторезонансна томографія, система онкотест, морфологічні
дослідження, лабораторні дослідження, цитогістологічні методи, показано,
що тільки комплексування результатів досліджень дозволяє поставити
достовірний діагноз.
2. Обґрунтовано необхідність створення інтелектуальної системи
діагностики злоякісних пухлин, основними елементами якої є підсистеми
обробки зображень УЗД, КТ, МРТ на основі використання згорткових
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нейронних мереж з метою виділення підозрілих областей, визначення їх
геометричних розмірів, прийняття попереднього рішення на підставі форми
області та її ехогенності щодо належності до злоякісної та підтримки
прийняття рішень на основі використання нечіткого логічного висновку і
гібридних штучних нейронних мереж для визначення ваг правил нечітких
продукцій в системі нейро-нечіткого логічного висновку.
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РОЗДІЛ 7
ІНФОРМАЦІЙНІ СИСТЕМИ ПОЖЕЖНОГО СПОСТЕРЕЖЕННЯ
7.1 Необхідність системи централізованого пожежного
спостереження
На сьогодні кількість об'єктів, які були виведені на пульти пожежного
спостереження, це 51359, що становить 13% від загальної кількості об'єктів,
обладнаних пожежною автоматикою. Якщо брати аналіз за минулий рік, то в
Україні було обладнано системами пожежної автоматики 12277 об'єктів, а на
пульти виведено 9440. Це при тому, що сюди не входять тільки об'єкти, які
обладнані пожежною автоматикою на поточний період, а ті об'єкти, які,
скажімо, були обладнані за попередній період.
Вимоги ДСТУ не виконуються. На сьогодні ситуація складається таким
чином, що якщо об'єкт і обладнано системою сучасної пожежної сигналізації,
сигнал про пожежу, в кращому випадку, надійде на пульти централізованого
спостереження пожежного спостереження, а в більшості випадків на
автономні сповіщувачі. Але навіть в першому випадку необхідні десятки
секунд, а то і хвилин, щоб пройшов сигнал на пункт призначення. Як бачимо
процес отримання та обробки, реагування на сигнали про пожежі не замкнені
в єдину систему, а ті рамки системи управління, які проводять сьогодні,
засновані на застарілій техніці та такому ж програмному забезпеченні. Як
результат низької технічної оснащеності пожежної охорони - пізнє
реагування на сигнал про пожежу. На сьогодні в системі проведення
тривожних повідомлень є ряд проблемних питань, які і роблять цю систему
недосконалою. В першу чергу – це неможливість передачі сигналів про
пожежу на ОДС головних управлінь, неможливості проведення моніторингу
доставки тривожного сповіщення в УМНС, відсутність гарантованості і
підтвердження доставки повідомлення.
У більшості УМНС на ОДС не встановлено робочі місця для пультів
пожежного спостереження, тривожні сповіщення передаються диспетчерами
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комерційних пультів по загальній телефонної лінії, яка призводить до
затримки передачі сигналів на 5–9 хвилин, обмеження інформації про об'єкт,
від якого приходить сигнал, відсутність нормативної бази , яка б чітко
регламентувала вимоги до проведення таких робіт. Як видно такий алгоритм
передачі тривожного сигналу є повністю неефективним і морально
застарілим. Тобто, на сьогодні підрозділи МНС не мають фізичної
можливості приймати і обробляти автоматичні сигнали від пультів
пожежного спостереження. Диспетчерські центри можуть приймати тільки
усні повідомлення про пожежу по телефону.
Провівши аналіз багатьох систем, ми прийшли до висновку, що
економічно і функціонально доцільно будувати трирівневу систему, яка
складається з верхнього рівня (єдина база даних МНС), середнього рівня
(ГУМНС в областях) і нижнього рівня (комерційні пульти пожежного
спостереження) [3]. Така система, на нашу думку, забезпечить гарантовану і
своєчасну передачу оповіщення про пожежу, який прийшов від комерційного
пульта пожежного спостереження до автоматичного робочого місця
оператора. Функції глобальної системи пожежного спостереження [7]:
 реєстрація і архівація повідомлень про пожежу;
 реєстрацію пультів пожежного спостереження відповідно до
встановлених правил;
 накопичення інформаційної основи для оперативної звітності та
подальшого стратегічного аналізу виникнення пожеж, відмов систем
централізованого спостереження;
 відображення інформації про виникнення на об’єктах ситуацій з
розповсюдження пожеж;
 можливість приймати тривожні повідомлення як через єдину базу
даних, так і через регіональний сегмент;
 можливість отримання додаткової інформації по об'єкту
(водопостачання та інше);
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 можливість встановлення адреси об’єкта і прокладки маршруту
руху пожежного підрозділу до нього.
Що стосується нормативно-правової бази, на сьогодні видані накази.
Це наказ №393 – «Про побудову системи централізованого спостереження»
травень 2010 року, №40 – «Про створення системи централізованого
спостереження» від 14.01.2011, якими передбачено розробку технічної
документації, програмного забезпечення і планів побудови системи
централізованого пожежного спостереження. Відповідно до цих наказів, було
додатково розроблено графік встановлення та проведення пуско-
налагоджувальних робіт системи централізованого пожежного
спостереження. Вже розроблені і затверджені МНС технічні вимоги для
програмного забезпечення системи. Протягом останніх років було
затверджено п'ять основних будівельних норм і правил.
На сьогодні стан пожежної автоматики, за останні 5–7 років, доведено
до такого стану, коли системи пожежної автоматики успішно спрацьовують у
2 рази краще. Якщо раніше цей показник становив 50%, то сьогодні він
представляє 90–95.
Система централізованого пожежного спостереження - комплекс
технічних засобів, призначений для передачі в заданому вигляді повідомлень
про виникнення пожеж і технічний стан установок пожежної автоматики з
об'єкта протипожежного захисту на пункт центрального пожежного зв'язку, а
також їх прийняття, обробка, передача та реєстрація [5].
Сучасні системи централізованого пожежного спостереження (СЦПС)
являють собою дворівневу роздільну систему, яка побудована за принципом
відкритих систем.
Структура СЦПС ілюструється за допомогою рис. 7.1 [8].
Перший рівень являє собою пульт централізованого спостереження,
обладнаний комп'ютерами різного призначення (сервери, робочі станції) і
пристрій з'єднання пультові (ПЗП).
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Рис. 7.1. Структура системи централізованого пожежного спостереження:
ПЦПЗ – пункт центрального пожежного зв'язку; ПЦПС – пульт централізованого
пожежного спостереження; ПЗП – прилади з'єднання пультові; ПЗО – прилади
з'єднання об'єктові
Другий рівень (об'єктне обладнання) забезпечує безпосереднє
узгодження з приймально-контрольним приладом пожежним, що
встановлений на об'єкті.
Класифікувати пульти централізованого пожежного спостереження
можна за кількома ознаками (рис. 7.2). За тактикою спостереження
(автоматизована, неавтоматизована - застаріла, але ще використовується), по
каналах зв'язку (що комутуються і виділені провідні лінії, GSM і радіо, є
моделі, які використовують супутниковий зв'язок, комплексні), по місткості
(системи малої, середньої та великої ємності). Сучасні системи, як правило,
будуються за модульним принципом, і характеристики підбираються під
конкретне завдання. На не телефонізовані об'єкти встановлюється
радіоустаткування.
На телефонізовані – провідне. Для віддалених об'єктів, розташованих в
місцевості зі складним рельєфом і поганою прохідністю прямого
радіосигналу, використовується GSM. На великих підприємствах може
використовуватися внутрішня оптоволоконна мережа.
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Рис. 7.2. Класифікація пультів централізованого пожежного спостереження
Для об’єктів особливої важливості бажано передбачити можливість
використання дублюючих каналів (наприклад: радіо провідні лінії) [6]. Це
значно збільшить ступінь їх захищеності.
З урахуванням стрімкого розвитку і впровадження сервісів всесвітньої
інформаційної мережі Інтернет, не важко спрогнозувати, що в недалекому
майбутньому в якості шляхів передачі інформації від об'єктних приладів до
ПЦПС будуть використовуватися канали цієї мережі, наприклад, вже зараз
існують так звані ІР-відеокамери, які підключаються до мережі Інтернет і
передають в режимі реального часу зображення з об’єкта, який охороняється.
Структурна схема ПЦПС приведена на рис. 7.3.
До обладнання ПЦПС висуваються такі вимоги:
- автоматизація, полягає в формуванні сигналу «Готовий до
прийому» і «Підтвердження прийому» для об’єктного ППКП;
- контроль каналу зв’язку, встановлення з'єднання з ППКП в
режимі «Автодозвон»;
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Рис. 7.3 Структурна схема ПЦПС: ДБЖ- джерело безперебійного живлення;
БЖ – блок живлення; ЦП – центральний процесор; М РК – модуль спорядження з
радіоканалом; M GSM – модуль спорядження з GSM каналом; М ТК – модуль
спорядження з телефонним каналом; РС – радіо станція; ПЕВМ – персональна
обчислювальна машина; ТЛ – телефонна лінія; GSM Т – мобільний телефон GSM
формату або GSM – модем
 стійкість до імітацій тривожних повідомлень і крипто захист,
досягається використанням шифровки при передачі повідомлень по
протоколах Ademco slow, Franklin, Contact ID, Silent Knight Fast, Radionics;
 висока інформативність і вибірковість, яка забезпечує поділ
сигналів про несправності і про пожежу, а також зміну параметрів ліній
зв'язку;
 можливість використання різноманітних ліній (каналів) зв’язку;
 формування, обробка і збереження баз даних про стан об’єктів, які
захищаються;
 уніфікація технічних засобів, тобто можливість об’єднання різних
пристроїв в єдиний програмно-апаратний комплекс централізованого
спостереження.
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7.2 Розробка інтелектуальної системи підтримки прийняття рішень
7.2.1 Визначення категорії приміщення щодо вибухопожежної та
пожежної небезпеки
Перший параметр, який необхідний як ІС пожежної безпеки, так і
оператору - категорія приміщення або будівлі з вибухопожежної та пожежної
небезпеки.
Виходячи з властивостей речовин і матеріалів, умов їх застосування і
обробки і у відповідності з ОНТП 24-86 «Визначення категорій приміщень і
будинків по вибухопожежній і пожежній небезпеці» приміщення з
вибухопожежної та пожежної небезпеки поділяються на п'ять категорій - А,
Б, В, Г, Д [10].
– до категорії А належать приміщення, де перебувають горючі та
легкозаймисті рідини з температурою спалаху, а що не перевищує 28 (С, а
також речовини і матеріали здатні вибухати і горіти при взаємодії з водою,
киснем або однин з одним, при утворенні вибухонебезпечних сумішей
розвивається розрахунковий надлишковий тиск вибуху 5 кПа.
– до категорії Б належать приміщення, в яких є пил і волокна,
легкозаймисті рідини з температурою спалаху більше 28 (С та горючі рідини
в такій кількості, що можуть утворюватися вибухонебезпечні пилоповітряні
та пароповітряні суміші, у разі спалахування яких розвивається
розрахунковий надлишковий тиск вибуху 5 кПа.
– до категорії Г належать приміщення, в яких є вогнетривкі речовини
і матеріали в гарячому, розпеченому або розплавленому стані, а також горючі
гази, рідини і тверді речовини, які спалюються або утилізуються як паливо;
процес їх обробки супроводжується виділенням променевої теплоти, іскор та
полум’я.
– до категорії Д належать приміщення, в яких є вогнетривкі речовини
і матеріали в холодному стані.
Сама система визначає категорію приміщення за планом або будь-яким
супутнім даними не в змозі. Тому критично важливо, щоб в картці об'єкта
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була вказана така інформація. Тим більше, що категорія приміщень та
будівель з вибухопожежної та пожежної небезпеки розраховується на етапі
проектування будівлі.
7.2.2. Визначення площі пожежі
Картка об’єкта містить план приміщень у векторному вигляді і
координати пожежних датчиків в цих приміщеннях. Виходячи з цих даних
можна оцінити площу пожежі. Для початку визначимо площу всього
приміщення за відомим планом.
Багатокутник (не обов’язково опуклий, оскільки ми вирішуємо
загальну задачу) задається на площині з перерахуванням координат вершин в
порядку обходу його сторін.
Нехай заданий довільний багатокутник ABCDE (рис.7.4).
Рис. 7.4. Довільний багатокутник
Кількість вершин n = 5.
З кожної вершини опустимо перпендикуляр на вісь OХ.
Площу нашого багатокутника можна порахувати через інтеграли:
S = ∫AB – ∫CB + ∫CD – ∫ED + ∫EA.
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Кожен інтеграл - це площа відповідної трапеції. Наступним чином:
S = SABJH – SCBJF + SCDIF – SEDIG + SEAHG.
Інакше кажучи, у нас є дві вершини: n та n +1. Якщо вершина n +1
знаходиться праворуч від вершини n, то цю площу ми додаємо, якщо зліва -
віднімаємо.
трап
1 ( ) ,
2
S a b h 
де a, b – основана трапеції; h – висота трапеції.
Щоб позбутися від 1/2, помножимо все вираз на 2.
2S = (y2 + y1) (x2 – x1) – (y2 + y3) (x2 – x3) + (y4 + y3) (x4 – x3) – (y4 + y5)·
· (x4 – x5) + (y1 + y5) (x1 – x5) = y2x2 – y2x1 + y1x2 – y1x1 – y2x2 + y2x3 – y3x2 +
+ y3x3 + y4x4 – y4x3 + y3x4 – y3x3 – y4x4 + y4x5 – y5x4 + y5x5 + y1x1 – y1x5 +
+y5x1 – y5x5 = x1 y5 – y2) + x2 (y1 – y3) + x4 (y3 – y5) + x5 (y4 – y1).
Очевидно, що
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7.2.3 Визначення сил і засобів
7.2.3.1 Вибір технології реалізації
За основу можна взяти одну з двох ідей:
1. Використовувати «Методику розрахунку сил і засобів,
необхідних для гасіння пожеж у будівлях і на територіях різного
призначення» (Наказ МНС України 16.12.2011 № 1341).
2. Використовувати нейронну мережу для класифікації
надзвичайної ситуації і підібрати спосіб її вирішення за рахунок
попереднього досвіду [4].
Перший варіант є офіційним рішенням. У наказі містяться таблиці з
тактико-технічними характеристиками обладнання та формули для
розрахунку сил і засобів, необхідних для гасіння. Основний недолік такого
підходу полягає в тому, що ніяк не враховується досвід гасіння пожеж, який
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був отриманий після виходу наказу. Самі формули складалися з досвіду,
безперечно. Але до виходу нового наказу отриманий досвід не стане
врахований. Варто зауважити, що в наказі не враховується характеристика
приміщення. Там даються тільки основні установки і способи розрахунку
необхідних даних.
Другий варіант – нейронна мережа – складніше для реалізації і
впровадження. Оскільки був обраний саме цей варіант, як основа СППР, то
варто розглянути переваги та недоліки нейромережі докладніше.
Переваги
– паралельність обчислення. Нейронна мережа не поступається
швидкістю в розрахунках. А для складних моделей навіть показує кращі
результати;
– нейронна мережа стійка до нечітких або зашумлених даних;
– нейромережа сама знаходить зв’язки між вхідними даними і
вихідними. Вона не програмується, а вчиться на прикладах. Це означає, що
якщо процес дуже складний, або не досліджений на 100%, тим легше і
надійніше навчити нейронну мережу, ніж програмувати алгоритм;
– нейромережа донавчається в процесі свого функціонування. Це
означає, що вона адаптується до нових умов і постійно видає коректні дані. Її
розрахунки не застарівають з часом.
Недоліки
Основним недоліком є те, що нейронна мережа функціонує як чорний
ящик. Її структуру і зв'язки важко інтерпретувати.
7.2.3.2 Структурно-параметричний синтез
Структурно-параметричний синтез – це процес, в результаті якого
визначається структура об’єкта і знаходиться значення параметрів складових
її елементів. Очевидно, що цей процес складається з двох етапів:
структурний синтез і параметричний синтез. Розглянемо на прикладі
нейронної мережі:
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1) Структурний синтез – етап, на якому визначається тип мережі,
кількість шарів і зв'язків, її структура і алгоритм навчання.
2) Структурний синтез – етап, на якому визначається тип мережі,
кількість шарів і зв’язків, її структура і алгоритм навчання.
Розглянемо мережу з одним прихованим шаром (рис. 7.5). Згідно з
теоремою Цибенко, штучна нейронна мережа прямого зв’язку (англ. Feed-
forward, у яких зв’язки не утворюють циклів) з одним прихованим шаром
може апроксимувати будь-яку безперервну функцію багатьох змінних з будь-
якою точністю. Умовами є достатня кількість нейронів прихованого шару,
вдалий підбір параметрів нейронної мережі.
Рис. 7.5. Приклад нейронної мережі з одним прихованим шаром
Відзначимо, що проблема прийняття рішень в умовах надзвичайних
ситуацій безпосередньо пов’язана з класифікацією (класифікація
надзвичайних ситуацій та вибором відповідних дій на її основі). Тому в
якості базової структури мережі обраний персептрон Розенблатта. Як відомо
з теореми збіжності персептрона, елементарний персептрон визначається за
методом корекції помилки (незалежно від того з квантуванням або без
нього), а також незалежно від вихідного стану вагових коефіцієнтів,
послідовності появи стимулів – завжди призведе до досягнення рішення за
певний проміжок часу.
Структурно-параметричний синтез – необхідний крок в побудові
нейронної мережі, але мало оптимізований. На кожному кроці виникають
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певні проблеми. При виборі типу мережі вирішальним фактором є рішення
інженера проектувальника, яке в свою чергу залежить від його досвіду.
Неправильний вибір типу НМ призведе до втрати колосальної кількості часу
і неробочих напрацювань. Кількість шарів і зв’язків між ними також
обираються проектувальником. Не існує чітких правил, якими потрібно
керуватися на цьому етапі, є тільки рекомендації. Так що і тут грає роль
людський фактор.
Параметричний синтез навпаки, не вимагає втручання людини. Замість
цього він споживає велику кількість комп’ютерних ресурсів. Існують
спеціалізовані алгоритми навчання, які покликані прискорити цей процес, але
все одно час навчання великих мереж на сьогоднішній день не задовільний.
Одна зі спроб вирішити частину цих проблем приведена в роботі. В
роботі вирішена задача автоматизації побудови нейро-фаззі мереж. Наукова
новизна роботи полягає в методі структурно-параметричного синтезу нейро-
фаззі мереж на основі дерев рішень (ДР), який, для побудованого за
навчальною вибіркою ДР, автоматично формує нечітке розбиття простору
ознак і виділяє правила, на основі яких формує структуру мережі і визначає
значення її параметрів, що дозволяє синтезувати моделі з невеликою
кількістю нейроелементів, які характеризуються високим рівнем
узагальнення, і не вимагають вирішення завдань оптимізації для
налаштування значень параметрів моделі.
У даній роботі пропонується інший підхід [9, 10]. На початку навчання
ми маємо повнозв'язний персептрон Розенблатта. У міру навчання, ваги, які
зводилися до «0», відкидалися як непотрібні. Так, персептрон перероджувався
в неповнозв'язний, але оптимальний для вирішення даного завдання.
Для даної СППР вибір входів і виходів не складав труднощів, так як ці
дані були вказані ще на етапі постановки завдання. Складність викликає
тільки пошук шляху, тому це завдання було виділено окремо і вирішувалася
хвильовим алгоритмом пошуку оптимального шляху. В якості входів НМ
залишилися: загальна кількість датчиків в приміщенні, кількість датчиків які
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спрацювали, площа приміщення, категорія приміщення з вибухопожежної та
пожежної небезпеки (існує 5 категорій – А, Б, В, Г, Д, кожній з яких
присвоєно своє число, 2, 4, 6, 8, 10 відповідно), наявність системи
пожежогасіння (задається як логічна змінна: 0 або 1). До вихідних даних
належить маршрут руху пожежних до епіцентру пожежі, який
розраховується окремо, площа пожежі та всі інші параметри (кількість
особового складу, обсяг води і піни і ін.), Виходячи з цієї площі і тактико-
технічних характеристик наявних пожежних стволів.
Навчання мережі відбувалося за допомогою алгоритму зворотного
поширення помилки на вибірці, складеної за формулами з «Методики
розрахунку сил і засобів, необхідних для гасіння пожеж у будівлях і на
територіях різного призначення» (Наказ МНС України 16.12.2011 № 1341).
Сформованої вибірки розміром в 50 кб виявилося досить для навчання
нейромережі.
7.3 Побудова інформаційної системи організації оптимального
виходу людей з будівель під час пожежі
7.3.1. Постановка завдання пошуку оптимального шляху виходу
людей з будівель під час пожежі
Розглянемо графічне представлення об’єкта, для якого необхідно
вирішити задачу евакуації (рис. 7.6). Як об'єкт обраний торговий зал,
розташований на одному з поверхів багатоповерхового торгового центру.
Тут є окремі магазини, перегороджені гіпсокартонними конструкціями,
які можуть перебувати з двох сторін ТЗ (пронумеровані від 1 до 18).
Всередині ТЗ можуть перебувати торгові точки без стін, ресторани, кафе
(позначені колами).
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Рис. 7.6. Графічне представлення завдання евакуації
В підлогу ТЗ, з певною дискретністю, вмонтовані світлодіодні
світильники різного кольору (на малюнку позначено точками), які
включаються в момент виникнення пожежі, складаючи маршрут евакуації
(світло одного кольору горіння визначає один можливий маршрут. Принцип
їх перемикання буде вказано нижче). Визначено аварійні виходи з ТЗ
(пронумеровані від 1 до 8), причому в двері кожного магазину встановлено
датчики входу / виходу, чиї дані обробляються з метою визначення в кожен
момент часу кількості людей в даному магазині і їх передачі на пульт
управління пожежної сигналізації ТЦ. Кількість людей, що знаходяться в ТЗ
поза магазинами можна визначити тільки приблизно.
Топологію ТЗ можна представити як кінцевий, спрямований і зважений
граф G(N, L, W) де N – множина вузлів, L – множина ребер графа. Ребра
графа характеризуються їх кінцевими вузлами, наприклад ребро , :o el o N –
початковим вузлом і o N кінцевим вузлом (рис. 7.7), для якого визначені
наступні вихідні дані:
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1)  , 1,iA a i n  – множина магазинів і торгових точок в ТЗ;
кожному елементу ia відповідає пара  , , 1,i ix y i n – координати
розміщення магазину;
2)  , 1,iB b i n  – кількість відвідувачів, що перебувають в даний
момент в магазинах;
3)  , 1,kC c k m  – множина місць виходу з ТЗ з координатами
 , , 1, ;k kx y k m
4)  , 1,pD d p l  – множина магазинів, в яких сталася пожежа з
координатами  , , 1, ;p px y p l
5)  , 1,jE e j q  – множина точок виникнення пожежі в ТЗ з
координатами  , , 1, ;j jx y j q
6)  , 1,hF f h v  – множина світлодіодних світильників,
вмонтованих в підлогу ТЗ з координатами  , , 1, .h hx y h v
Вершини графу пронумеровані цифрами від 1 до 6, кожної з них
відповідає окремий елемент. Так вершинам 1–18 відповідає множина
магазинів, вершинам 19–58 відповідає множина світлодіодних світильників, а
вершинам 59–56 відповідає множина місць виходу.
Ставиться завдання визначення оптимальних шляхів евакуації
відвідувачів з магазинів і ТЗ в разі виникнення пожежі в одному або
декількох магазинах з багатьох D і/або в одній або декількох точках ТЗ з
багатьох Е. Кожен із шляхів повинен бути підсвічений певним кольором,
бути мінімальної довжини і забезпечувати евакуацію максимальної кількості
людей за мінімальний час. Таким чином, критерій оптимальності можна
задати у вигляді:
1
,
n
i
i
I l

 де ( 1, )il i n довжина і-го ребра графа рис. 7.7.
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Рис. 7.7. Зв’язковий граф графічної моделі
7.3.2 Використання гібридних нейронних мереж для розв’язання
задачі оптимізації
Дане завдання відноситься до класу оптимізаційних. Для вирішення
таких завдань в даній роботі використовується нейронна мережа Хопфілда.
Застосування мереж Хопфілда для розв’язання задач оптимізації
ґрунтується на існуванні функції Ляпунова, яка зменшується в той час як
мережа спонтанно розвивається. Отже, мінімуми функції енергії повинні
збігатися з стійкими станами мережі [1, 2].
Нейронна мережа Хопфілда – це рекурентна одношарова нейронна
мережа, де вихід кожного з нейронів пов’язаний зі входами інших нейронів
зворотним зв’язком (рис. 7.8).
Динамічна модель кожного нейрона, яка використовується для
поновлення ваг і виходів представлена як
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де Xj (t) внутрішній стан нейрона; Yi (t) – вихід i-го нейрона для .i j
В цій моделі N – кількість нейронів; bj – зміщення j-го нейрона;
 – постійна часу; ai – коефіцієнт підсилення; Т – матриця ваг мережі.
Рис. 7.8. Типова мережа Хопфiлда с N нейронами
Рішення і моделювання рішень проблем пошуку шляху вимагає
оптимізації вагових коефіцієнтів, які піддаються комплексами обмежень.
Вагові функції можуть вважатися функціями енергії, які підходять для
моделювання рішень нейронними мережами шляхом мінімізації функцій
енергії в мережі Хопфілда.
Топологія мережі може бути представлена як кінцевий, спрямований і
зважений граф G(N, L, W) де N – множина вузлів, L – множина ребер графа.
Ребра графа характеризуються їх кінцевими вузлами, наприклад ребро
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, :o el o N – початковим вузлом і e N кінцевим вузлом. Довжина кожного
ребра l L може бути представлена як значення вагового коефiцiєнта
нейронної мережi ;lW W кожному ребру l можна поставити у відповідність
позитивне число: ,L R де R+ позначає набір упорядкованих позитивних
цілих чисел. З’єднання двох вузлів позначається як ( , ) ,s dR де ,s d N
початковий і кінцевий вузол, і мета – знайти найкоротший шлях від
початкового вузла s до кінцевого вузла d.
У задачі пошуку найкоротшого шляху кожне ребро l має різну вартість
(довжину) і алгоритм вибору найкоротшого шляху вибирає шлях з
мінімальною вартістю поширення даних від початкового вузла до кінцевої
точки.
Шлях ,s dR визначається послідовністю вузлів з початкового вузла s до
кінцевого вузла d з’єднаних ребрами:
 
 
, , , , ..., ,
                             , , ..., ,
i i j k
s d i j k
sn n n n d
P s n n n d
l l l


,
де
isn
l – ребро, що з’єднує вузол s i вузол ni.
Вартість кожного шляху – це сума вартостей (вагових коефіцієнтів)
всіх ребер на цьому шляху
, ... .sn n n n di i j kPs d L l LC C C C   
Мета визначення найкоротшого шляху – мінімізувати вартість
з’єднання шляхів між парою вузлів (s, d) для всіх ,s d N
 ,Minimize , .s dPC s d N 
Для побудови найкоротшого шляху, використовуючи мережу
Хопфiлда, граф (див. рис. 7.8) представлений у вигляді матриці суміжності
A=[N × N] з нульовими елементами головної діагоналі. Якщо елемент
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матрицi 1,ijA  то мiж вузлами графа є зв’язок, що вiдповiдає шляху мiж
точками i, j.
У структурі нейронної мережi Хопфiлда стан нейрона ставиться у
вiдповiднiсть до наявностi зв’язку мiж вузлами графа (стан нейрона (вихiд
нейрона) (i, j) вiдповiдає включенню ребра i, j графа як складової
оптимального шляху)
Динамічна модель типового нейрона на позиції (i, j) описується як
1 1
( ) ( )
( ) ,
i
N N
ij ij
ijk ki ij
i j
dX t X t
T Y t b
dt  
    
де ( )ijX t – внутрiшнiй стан нейрона в позиції (i, j);  – постiйна часу
нейронної мережi;
iijk
T – вага зв’язку між нейроном на позиції (i, j) і нейроном
(k, l); ijb – значення зміщення нейрона (i, j). Крiм того, для розрахункiв
зв’язкiв потрiбна матриця зв’язкiв K=[N × N–1] де елемент ijK дорівнює 1,
коли ланка від вузла i до вузла j не існує. Вартість з’єднання ланки з вузла i
до ланки j позначено як Gij – кінцеве дійсне позитивне число. Вартість
неіснуючих ланок приймається такою, що дорівнює нулю.
Для того, щоб вирішити проблему маршрутизації використовуючи
модель Хопфілда, спочатку визначається функція енергії, процес мінімізації
якої призводить нейронну мережу в її нижчий енергетичний стан. Стабільний
стан мережі відповідатиме вирішенню завдання маршрутизації. У даній
роботі використовуємо функцію енергії, що будується наступним чином:
1 1 2 2 3 3 4 4 5 5 ,E z E z E z E z E z E     (7.1)
де складові функції енергії описуються наступним чином:
1
1 1
1 ,
2
N N
ij ij
i j
j i
E G Y
 
  (7.2)
2
1 1
1 ,
2
N N
ij ij
i j
j i
E K Y
 
  (7.3)
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2
3
1 1 1
1 ,
2
N N N
ij ij
i j j
j i j i
E Y Y
   
     
   (7.4)
 4
1 1
1 1 ,
2
N N
ij ij
i j
j i
E Y Y
 
  (7.5)
 5 1 1 .2 dsE Y  (7.6)
У рівнянні (7.1) мета множника z1 – мінімізація загальної вартості
шляху з урахуванням вартості існуючих зв'язків, компонент z2 запобігає
включення в шлях неіснуючих ланок. Компонент z3 засвідчується, що якщо
вузол був введений він також буде використовуватися в дорозі. Компонент z4
потрібен для підтвердження того, що стан нейронної мережі сходиться до
дійсного маршруту з найменшим значенням енергії. Компонент z5
використовується для забезпечення побудови шляху, який повинен виходити
з початкового вузла s і закінчуються в вузлі призначення d
Мережа виявляє внутрішню активацію, щоб зменшити загальну
енергію і нейрони оновлюють свiй стан, де dE
dY
розраховується
безпосередньо і є сумою всіх множникiв енергii. Це i є дискретним підходом
до вирішення диференціального рівняння, що описує зв’язок між функцiєю
активації і енергетичними термінами [1, 2].
Рівняння поновлення стану нейронів задано як:
1 2 3 4 5
1 2 3 4 5 ,
ijdX X dE dE dE dE dEz z z z z
dt dY dY dY dY dY
           (7.7)
де
 1 1 1 ,2 ij id jsdE GdY     (7.8)
 2 1 1 ,2 ij id jsdE KdY     (7.9)
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   3
1 1
,
N N
ik ki jk kj
j j
j i j i
dE Y Y Y Y
dY   
     (7.10)
 4 1 1 2 ,2 ijdE YdY   (7.11)
5 1 ,
2 id js
dE
dY
   (7.12)
де ij – символ Кронекера, який приймає значення 1 для i = j і 0, інакше.
Після розв’язання цієї системи отримаємо зміну вихідної напруги
нейрона.
Ставлячи вхідні значення нейронів Uxi у момент t = 0, розвиток стану
нейронної мережі в часі моделюється чисельним розв’язком (7.11). Це
відповідає розв’язанню системи з n*(n – 1) нелінійних диференціальних
рівнянь, де змінні є вихідними напругами нейронів Yxi. Для цього вибираємо
метод Рунге–Кутта четвертого порядку, оскільки він досить точний і простий
в реалізації. Відповідно, моделювання полягало в спостереженні і оновленні
вихідних напруг на нейронах на покрокових кроках за часом t . Крім того,
встановлюється постійна часу  для кожного нейрону задано 1 і для
простоти припустимо, що xi   та xig g , всі незалежні від індексу (x, i).
Моделювання показало, що краще значення для t – це 105. Подальше
зменшення цього значення збільшує час симуляції без поліпшення
результатів. Іншим важливим параметром в моделюванні є початкова вхідна
напруга нейронів Uxi. Якщо нейронна мережа не має переважного
уподобання для певного шляху, усі Uxi повинні бути встановлені такими, що
дорівнють нулю. Однак деякий початковий випадковий шум –0,0002 t  Uxi
 + 0,0002 допоможе порушити симетрію, викликану симетричними
топологіями мережі, а також можливістю мати більше одного найкоротшого
шляху. Моделювання зупиняється, коли система досягає стійкого кінцевого
стану. Передбачається, що це відбувається, коли всі вихідні напруги нейронів
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не змінюються більш ніж на порогове значення 510thY  від одного
поновлення до наступного. У цьому стабільному стані кожен нейрон або
входить в шлях для ( 0,5xiY  ) або ні ( 0,5xiY  ).
Для прикладу використовуємо мережу, яку показано на рис. 7.9.
Пропонована мережа складається з 4-х вузлів і 5-ти ланок. Найкоротший
шлях між парою вузлів (1, 4) пропонується де S = 1 і D = 4. Модель
пропонованої мережі включає в себе 12 нейронів. Початковий стан всіх
нейронів випадковим чином розглядається в діапазоні [0,1], константа τ = 1
для всіх нейронів, а інші параметри мережі розглядаються в такий спосіб;
5
1 2 3 4 5950; 2500; 1500; 475; 2500; 10 .z z z z z t
      
Для мережі на рис. 7.9 шлях  1,4 1; 2; 4P  був знайдений як
найкоротший, а вартість (довжина) найкоротшого шляху –
1,4
0,875,PC  що є
мінімумом між вартістю всіх можливих шляхів. Найкоротший шлях був
знайдений після 2558 ітерацій.
Рис. 7.9. Топологія мережі прикладу
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Висновки до розділу 7
1. Проаналізовано різні підходи до функціональності програмного
забезпечення існуючих автоматизованих систем пожежного та техногенного
спостереження, які забезпечують надійність доставки тривожних
повідомлень, контроль за прийняттям сигналу про пожежу, загрозу
виникнення або виникненні надзвичайної ситуації, а диспетчером ОДС ОКЦ
для обробки, ведення обліку про об'єкти пожежного та техногенного
спостереження, протоколювання інформаційних обмінів між підсистемами,
передачу / отримання даних у відповідному форматі, забезпечення
резервування функціональних модулів, оптимізації розподілу процесів
формування і обробки інформації, оптимізації комплексної інформаційної
структури.
2. Розроблено трирівневу архітектуру СЦПЗ, визначено необхідний
склад функціональних і транспортних модулів, розподіл інформації між
єдиною базою даних об’єктів спостереження МНС і регіональними
сегментами ЄБД, необхідні критерії формування тривожних повідомлень, і їх
форма для забезпечення оперативної обробки диспетчером ОДС ОКЦ, і
циклограма обробки тривожних повідомлень.
3. Розроблено структуру системи централізованого пожежного
техногенного спостереження, для якої реалізовано структурний розподіл
інформації і програмно-технічних засобів її обробки з урахуванням принципу
розподіленої відповідальності, необхідним для забезпечення ефективної
взаємодії підсистем на різних стадіях обробки інформації про стан
спостережуваних об’єктів, раціональне зменшення (мінімізація)
інформаційних потоків між підсистемами.
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4. Визначено структуру інтелектуальної системи підтримки прийняття
рішення при визначенні сил і засобів, необхідних для гасіння пожежі, яка
вирішує наступні завдання: визначає площу пожежі, категорію пожежі,
необхідну кількість особового складу, кількість рукавів, обсяг води, обсяг
пінної суміші, кількість піногенераторів, прогнозує площу поширення пожежі.
5. Розроблено інформаційну систему евакуації відвідувачів і
співробітників великих торгівельних центрів у разі виникнення пожежі, яка
заснована на використанні гібридних нейронних мереж і теорії графів, що
дозволяє знайти субоптимальні шляхи евакуації за мінімальний час.
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В И С Н О В К И
1. Розроблено нову методологію синтезу гібридних нейронних мереж,
в якій на першому етапі оптимальним чином вибирається базова нейронна
мережа (БНМ); на другому етапі, в результаті розв’язання задачі
багатокритеріальної оптимізації вона модифікується за рахунок зміни
кількості прихованих шарів, нейронів в них, перехресних зв’язків; на
третьому етапі вирішується завдання структурно-параметричного синтезу
модуля, до складу якого входить модифікована базова нейронна мережа; на
четвертому етапі вирішується завдання структурно-параметричного синтезу
ансамблю, який складається з модулів, що дозволяє підвищити точність
роботи систем за їх мінімальної складності.
2. Розроблено новий метод модифікації базової нейронної мережі
(БНМ), в якому для підвищення ефективності (збільшення точності і
зниження складності БНМ) розв’язання задачі здійснюється в два етапи: на
першому етапі використовується гібридний багатокритеріальний
еволюційний алгоритм для локалізації зони пошуку оптимальної структури і
вагових коефіцієнтів НМ, а на другому – для більш точного визначення
кількості нейронів в прихованих шарах застосовується адаптивний алгоритм
об’єднання і нарощування, уточнення вагових коефіцієнтів здійснюється на
підставі використання методів зворотного поширення помилки і
найшвидшого спуску (стохастичного градієнтного спуску).
3. Розроблено новий метод розв’язання задачі структурно-
параметричного синтезу модуля нейронних мереж, до складу якого входять
базова нейронна мережа і двонаправлена асоціативна пам’ять, а його
навчання здійснюється в два етапи: на першому – навчається двонаправлена
асоціативна пам’ять, а на другому – базова нейронна мережа, що дозволяє
підвищити точність роботи гібридної нейронної мережі.
4. Розроблено новий алгоритм структурно-параметричного синтезу
ансамблю модулів гібридних нейронних мереж, оптимальну структуру якого
визначено у вигляді паралельного з’єднання модулів нейронних мереж з
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шаром об’єднання, вибір і навчання яких здійснюється в результаті
оптимізації критеріїв точності та різноманітності з використанням
запропонованого алгоритму спрощення та методу динамічного усереднення,
що дозволяє підвищити точність роботи при мінімальній складності
ансамблю.
5. Вперше запропоновано нову модель штучного нейрону, яка
базується на використанні трьох зважених суматорів та відповідної функції
активації, яка залежить від трьох змінних, що дозволяє отримати модель, яка
апроксимує певну просту кусково-лінійну функцію, і при цьому дозволяє
незалежно налаштовувати параметри гіперплощини, яка задає півпростори з
різними лінійними функціями – і, як наслідок, має покращені апроксимуючі
властивості.
6. Розроблено новий гібридний алгоритм формування топології
нейронної мережі глибокого навчання для якого параметри основної мережі, а
отже і кількість обмежених машин Больцмана (автоенкодерів) для
попереднього навчання визначаються в результаті почергового виконання
кожної ітерації пошуку послідовно кожним із базових алгоритмів (рою
частинок і генетичного), порівнянням знайдених кожним алгоритмом
результатів і заданням найкращого зі знайдених розв’язків в кожен алгоритм,
що дозволяє підвищити точність і швидкість роботи мережі за мінімальної
складності.
7. Удосконалено методологію обробки відеозображень на базі
згорткових нейронних мереж (ЗНМ) і класифікаторів глибокого навчання для
виявлення неформалізованих дескрипторів, де в результаті визначення
суттєвих параметрів розв’язано задачу структурно-параметричного синтезу
ЗНМ на основі використання генетичного алгоритму; навчальна вибірка
формується в результаті використання системного підходу, що включає:
видалення шумів на зображенні, сегментацію зображення, виділення границь
на картинці, формалізацію дескриптора об’єкта, класифікацію дескриптора,
що дає можливість підвищити точність розпізнавання.
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8. Розроблено гібридний метод вирішення завдань прогнозування, в
якому реалізується підхід глибокого навчання, заснований на використанні
мережі з нейронами типу sigm_piecewise, побудованої із застосуванням
методу МГУА, з подальшим навчанням всієї мережі в цілому методом
зворотного поширення помилки з метою знаходження глобального
екстремуму, що підвищує точність прогнозування.
9. Розроблено метод прогнозування з регуляризацією, який може
використовуватися в разі неоднорідності даних і заснований на використанні
алгоритму м’якої кластеризації, у якому в якості моделі поверхні, яка
розділяє кластери, використовуються нейрони sigm_piecewise, і локальні
ШНМ, по одній на кожен кластер, навчання яких здійснюється тільки на
прикладах з одного кластера, що підвищує точність прогнозування.
10. Обґрунтовано необхідність створення інтелектуальної системи
діагностики злоякісних пухлин, основними елементами якої є підсистеми
обробки зображень УЗД, КТ, МРТ на основі використання згорткових
нейронних мереж з метою виділення підозрілих областей, визначення їх
геометричних розмірів, прийняття попереднього рішення на підставі форми
області та її ехогенності щодо належності до злоякісної та підтримки
прийняття рішень на основі використання нечіткого логічного висновку і
гібридних штучних нейронних мереж для визначення ваг правил нечітких
продукцій в системі нейро-нечіткого логічного висновку.
11. Визначено структуру інтелектуальної системи підтримки прийняття
рішення для визначення сил і засобів, необхідних для гасіння пожежі, яка
вирішує наступні завдання: визначає площу пожежі, категорію пожежі,
необхідну кількість особового складу, кількість рукавів, обсяг води, обсяг
пінної суміші, кількість піногенераторів, прогнозує межі поширення пожежі.
12. Розроблено інформаційну систему евакуації відвідувачів і
співробітників великих торгівельних центрів у разі виникнення пожежі, яка
заснована на використанні гібридних нейронних мереж і теорії графів, що
дозволяє знайти субоптимальні шляхи евакуації за мінімальний час.
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Слід відзначити наступне практичне значення результатів дослідження:
нова методологія синтезу гібридних нейронних мереж, яка включає нові
методи модифікації базової нейронної мережі, структурно-параметричного
синтезу модуля ГНМ, новий алгоритм структурно-параметричного синтезу
ансамблю ГНМ є теоретичним підґрунтям для формування напрямків
розвитку нових топологій ГНМ при розв’язанні задач діагностики,
насамперед медичної – при виявленні злоякісних пухлин та захворюваннях
печінки; запропонована нова модель штучного нейрону може
використовуватися при побудові одношарових НМ, які входять до складу
ГНМ, для створення інтелектуальних систем підтримки прийняття рішень в
задачах медичної діагностики, гасіння пожеж, керування дорожнім рухом;
методологія структурно-параметричного синтезу згорткових нейронних
мереж може використовуватись для оброблення зображень УЗД, КТ, МРТ з
метою виділення підозрілих областей, визначення їх геометричних розмірів;
гібридний метод вирішення завдань прогнозування, в якому реалізується
підхід глибокого навчання, заснований на використанні мережі з нейронами
типу sigm_piecewise доцільно використовувати для визначення динаміки
росту злоякісних пухлин в системах діагностики, прогнозу поширення
пожежі в інформаційних системах евакуації.
Разработаны подсистема поддержки принятия решений в виде
нечеткой нейронной сети, обобщенный алгоритм настройки ее параметров, а
также алгоритм для вычисления коэффициентов корреляции между
факторами. На их основе определены степени важности факторов и
признаков заболеваний, а также сформирована совокупность правил
нечетких продукций и построены их функции принадлежности. Обоснован
выбор математических основ построения подсистемы и вид алгоритма ее
функционирования. Выявлено, что наилучшим образом соответствует
задачам видеоэндоскопии алгоритм Ларсена.
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ДОДАТОК 1
Д. 1.1 Огляд методів навчання
Навчання з учителем. Концептуально наявність вчителя передбачає
наявність знань про навколишнє середовище у вигляді пар вхід-вихід. Саме
середовище невідоме нейронній мережі. На вхід мережі подається
навчальний вектор, результат роботи мережі з цим вектором порівнюється з
вектором бажаних результатів і обчислюється сигнал похибки. Сигнал
похибки - різниця між бажаним сигналом і поточним відгуком мережі. У
подальшому, залежно від розміру сигналу похибки відбувається
налаштування параметрів. Таким чином, після N ітерацій мережа повинна
найбільш точно відтворювати знання вчителя.
Навчання без вчителя [1, 3]. Навчання без вчителя є альтернативною
парадигмою і підкреслює відсутність керівника в процесі налаштування
вагових коефіцієнтів. В даному підході не існує маркованих прикладів, за
якими проводиться навчання мережі. Глобально навчання без вчителя можна
розділити на власне навчання без вчителя і навчання з підкріпленням.
У навчанні з підкріпленням система, що випробовується (агент)
навчається, взаємодіючи з деяким середовищем. Відгуком середовища (а не
спеціальної системи управління підкріпленням, як це відбувається в навчанні
з учителем) на прийняті рішення є сигнали підкріплення, тому таке навчання є
окремим випадком навчання з учителем, але вчителем є середовище або його
модель. Також потрібно мати на увазі, що деякі правила підкріплення
базуються на неявних вчителях, наприклад, в разі штучного нейронного
середовища, на одночасній активності формальних нейронів, через що їх
можна віднести до навчання без учителя.
При навчанні без учителя навчальна множина складається лише з
вхідних векторів. Навчальний алгоритм підлаштовує ваги мережі так, щоб
виходили узгоджені вихідні вектори, тобто щоб пред'явлення досить
близьких вхідних векторів давало однакові виходи. Процес навчання виділяє
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статистичні властивості навчальної множини і групує подібні вектори в
класи. Пред'явлення на вхід вектора з даного класу дасть певний вихідний
вектор, але до навчання неможливо передбачити, який вихід буде
проводитися даним класом вхідних векторів. Отже, виходи подібної мережі
повинні трансформуватися в деяку зрозумілу форму, зумовлену процесом
навчання. Це не є серйозною проблемою. Зазвичай не складно
ідентифікувати зв'язок між входом і виходом, встановлений мережею.
Для вирішення завдання класифікації найбільш часто застосовуються
нейронні мережі, які навчаються згідно з концепцією корекції похибок.
Алгоритми, що відносяться до цієї групи, діляться на три групи: градієнтні,
генетичні та гібридні, які частково включають в себе дві попередні групи.
Градієнтними алгоритмами є метод зворотного поширення похибки,
метод найшвидшого спуску і їх модифікації. Основна їхня ідея полягає в
знаходженні мінімуму на поверхні помилок за найменше число циклів.
Істотним недоліком таких методів є можливість застрягання в точках
локального мінімуму, що робить недосяжним необхідний результат.
Перевагою подібних алгоритмів є можливість їх модифікації під різні
завдання  і відносно висока швидкість роботи.
Генетичні алгоритми працюють повільніше, проте набагато краще
забезпечують знаходження точок глобального мінімуму на поверхні і
уникають застрягання в локальних екстремумах за допомогою операцій
інверсії. Так як передбачається робота мережі з різними типами даних, які
породжують складні поверхні похибок, необхідно використовувати
генетичний алгоритм для налаштування мережі.
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Д. 1.2  Попередня обробка вхідних даних нейромереж
Д. 1.2.1 Математичні моделі вхідних даних
Серед можливих входів гібридних нейронних мереж можна виділити
чотири основні групи вхідних даних:
– чіткі змінні;
– нечіткі змінні;
– лінгвістичні змінні;
– бінарні змінні.
Розглянемо детальніше кожну з цих груп.
Чіткі змінні
Чітка змінна – величина, яка характеризується універсальною
множиною (в математиці множина, що містить всі об’єкти і всі множини,
якщо універсальна множина існує, то вона єдина) Х – область значень, які
може приймати змінна, при цьому X R , де R – безліч дійсних чисел.
Приклади чітких змінних: -8; 1,25; 135.
Нечіткі змінні
Нечітка змінна може бути описана трійкою параметрів <a, X, А>, де a –
ім'я нечіткої змінної; Х– універсальна множина, на якій задані значення
змінної а; A– нечітка підмножина універсальної множини X, для кожного
елемента якого визначена функція μ(x), що задає ступінь належності даного
елемента до множини А.
Параметр A може бути заданий табличним або аналітичним способом.
Для аналітичного задання параметра А використовуються функції
належності різного типу. Найбільш поширені функції належності наведені
нижче:
– трикутна функція (рис. Д.1.2.1):
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(Д.1.2.1)
де a, b, c – задані числові константи.
– трапецевидна функція (рис. Д.1.2.2):
(Д.1.2.2)
де a, b, c – задані числові константи.
Рис. Д.1.2.1. Трикутна функція належності
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Рис. Д.1.2.2. Трапецевидна функція належності
– дзвоновидна функція (рис. Д.1.2.3):
(Д.1.2.3)
де a, b, c – задані числові константи.
Рис. Д.1.2.3. Дзвоновидна функція належності
– функція Гаусса (рис. Д.1.2.4):
(Д.1.2.4)
де a, b – задані числові константи.
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Рис. Д.1.2.4. Функція належності Гаусса
Приклади нечітких змінних наведено в табл. Д.1.2.1.
Таблиця Д.1.2.1
Приклади нечітких змінних
Аналітичне представлення Табличне представлення
a = «Низький зріст» b = « Високий зріст»
X – множина натуральних чисел N X – множина натуральних чисел N
A = {150/0 + 160/0.1 + 170/ 0.2 + 180/0.5 +
190/0.7 + 200/0.9 + 210/1}
Лінгвістичні змінні
Лінгвістична змінна – змінна, яка може набувати значень фраз з
природної або штучної мови. Фрази, значення яких приймає змінна, в свою
чергу є іменами нечітких змінних і описуються нечіткою множиною, тобто
лінгвістична змінна – це безліч нечітких змінних.
Лінгвістичною змінною називається п'ятірка {x, T (x), X, G, M}, де: x –
ім'я змінної; T(x) – деяка множина значень лінгвістичної змінної x, кожна з
яких є нечіткою змінною на множині X; G – синтаксичне правило для
утворення імен нових значень x; M – семантична процедура, що дозволяє
перетворити нове ім'я, утворене процедурою G, в нечітку змінну (задати вид
функції належності), асоціює ім'я з його значенням, поняттям.
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T(x) також називають базовою терм-множиною, оскільки вона задає
мінімальну кількість значень, на підставі яких за допомогою правил G і M
можна сформувати інші допустимі значення лінгвістичної змінної. Безліч
T(x) і нові утворені за допомогою G і M значення лінгвістичної змінної
утворюють розширену терм-множину.
Приклад лінгвістичної змінної:
х – товщина виробу;
Т = { «мала товщина», «середня товщина», «велика товщина»}
Х = [10,80];
G – правило утворення нових термів - нові терми утворюються за
допомогою модифікаторів «дуже», «не», «злегка»;
М – на Х = [10,80] задані нечіткі підмножини А1 = "мала товщина»,
А2=«середня товщина», А3 = «велика товщина».
Бінарні змінні
Бінарні змінні можуть приймати тільки два значення: «0» або «1».
Можуть означати наявність або відсутність будь-яких умов, відповідь так /ні
на питання, тощо.
Прикладом інформації, яка містить дані кожного типу, може
послужити результат комплексного медичного обстеження:
– чіткі дані – томографія, розміри обстежуваного органу на УЗД і т.ін.;
– нечіткі дані – результати різних аналізів;
– лінгвістичні – результати усного опитування хворого лікарем;
– бінарні дані – результати тестів, які визначають наявність вірусів
(тест на ВІЛ, тест на гепатит, тощо).
Під час роботи з подібним набором даних різного типу неминуче
виникає необхідність переходу від нечітких або лінгвістичних даних до
чітких і навпаки. Операції, які реалізують цей перехід називаються
відповідно дефазифікація і фазифікація.
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Д.1.2.2 Опис процесів фазифікації і дефазифікації
Фазифікація
Фазифікація – це процес визначення міри належності вхідної чіткої
змінної заданій нечіткій множині (нечіткої змінної, терму лінгвістичної
змінної).
Фазифікація відбувається шляхом застосування до чіткого значення
певної функції належності. Основні функції належності представлено на
рис. Д. 1.2.1 – Д. 1.2.4.
Дефазифікація
Дефазифікація – процес перетворення нечіткої змінної в чітку.
Існує кілька методів дефазифікації .
1. Центроїдний метод – чітке значення знаходиться за однією з
наступних формул:
– для безперервно заданої функції
(Д. 1.2.5)
де Х – отримане чітке значення, x – нечітка змінна, μ(x) – функція належності
заданої нечіткої змінної, [a, b] – область визначення нечіткої змінної;
– для дискретно заданої змінної;
(Д. 1.2.6)
де Х – отримане чітке значення; Хij – елемент нечіткої множини;
j – значення функції належності відповідного елемента; k – кількість
дискрет.
2. Перший максимум – чітке значення знаходиться як найменше
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значення, при якому досягається максимум стогової нечіткої множини
. (Д. 1.2.7)
3. Середній максимум – чітке значення знаходиться по одній з
наступних формул:
– для безперервно заданої функції
(Д. 1.2.8)
де Х – отримане чітке значення; x – нечітка змінна; [a, b] – область значень,
що максимізують μ(x);
– для дискретно заданої змінної
(Д. 1.2.9)
де Х – отримане чітке значення; Xij – елемент нечіткої множини з області
максимальних значень; k – кількість елементів, для яких μ(x) приймає
максимальне значення.
Д. 1.3 Попередня обробка даних
Обчислювальна процедура навчання НМ пов’язана з проведенням
великих обсягів обчислень з даними [2], діапазони зміни яких можуть істотно
відрізнятися і які мають випадкові розкиди, обумовлені похибкою їх
вимірювання або задання.
Оскільки обробка таких даних виконується на комп'ютерах, що мають
обмежений діапазон представлення чисел і обмежену точність виконання
операцій множення і алгебраїчного додавання в арифметиці з плаваючою
точкою, то необхідно вжити певних заходів, щоб така обробка не призвела до
втрати точності.
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Попередня обробка даних є важливим кроком при застосуванні НМ, що
навчаються з учителем, і визначає швидкість навчання, величини похибок
навчання, узагальнення та інші властивості мережі.
Для попередньої обробки кількісних величин найчастіше застосовують
лінійний зсув інтервалу значення ознаки, наприклад, в інтервал [-1,1].
Формула перерахування значення ознаки x для i-го прикладу вибірки в
інтервал [a, b]    minmax min ,
i
l
x x b a
x a
x x
   де min max,x x – мінімальні і максимальні
вибіркові значення ознаки.
За відсутності жорстких обмежень на діапазон значень попередньо
обробленої ознаки може бути виконане масштабування, що дає нульову
середню і одиничну дисперсію попередньо обробленій величині, за
формулою
 
  ,il
x M xx
x
  де    ,M x x – вихідне вибіркове середнє і
середнє квадратичне відхилення. Отримання нульових середніх для вхідних
сигналів мережі прискорює градієнтне навчання, оскільки знижує
відношення максимального та мінімального ненульового власних чисел
матриці других похідних цільової функції за параметрами мережі.
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ДОДАТОК 2
Д. 2.1 Опис топологій
Д. 2.1.1 Мережа ANFIS
Структурну схему нейронної мережі ANFIS наведено на рис. Д.2.1.1.
Рис. Д.2.1.1. Структура мережі ANFIS
Шар 1. Нейрони першого шару обчислюють значення функції
належності ( )in nX за заданою формулою, наприклад
2
1( ) .
1
in nX x a
b
      
Шар 2. Нейрони цього шару виконують операцію AND над вхідними
сигналами. В результаті на виході маємо:
 1 1min ( ), ..., ( ) ,i i in nw X X  
де iw – ступінь відповідності змінної до існуючих правил.
Шар 3. Обчислюється нормована сила кожного правила
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0
,ii n
i
j
ww
w



де n – кількість правил.
Таким чином, на кінцевий результат найбільше впливатиме правило,
яке найбільше відповідає значенню wi.
Шар 4. Обчислюються виходи правил
,i i iy w f 
де if – довільна функція обчислення виходу правила.
Шар 5. Проводиться агрегація виходів нечітких правил і обчислюється
вихід мережі:
0
0
.
n
i i
i
n
i
i
w y
Y
w





Навчання ANFIS
Передбачається, що в мережі L шарів, в кожному з яких K нейронів.
Тоді позицію нейрона можна позначити як (k,i), де k – номер шару, а
(0, )i K номер нейрону [2].
Вихід кожного нейрона можна формалізувати як kiO .
Оскільки вихід кожного нейрона залежить від вхідного сигналу і
значення параметрів функції належності 1{ , }
n
i i ia b  , n – кількість функцій
належності, то
 1 11 1 1( ,..., ), , .nk k ki K i i iO O O a b  
Припустимо, що навчальна вибірка містить P навчальних прикладів.
Помилка для кожного р-го прикладу обчислюється як сума квадратів
помилок:
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 ( ) 2, ,
1
,
K L
L
p m p m p
m
E T O

 
де ,m pT бажаний вихід нейрона m в навчальному прикладі p , а ,
L
m pO –
фактичний вихід цього нейрона.
Загальна помилка обчислюється як сума помилок для всіх прикладів:
1
.
P
p
p
E E


Далі застосовується алгоритм градієнтного спуску.
1) Обчислюється помилка вихідних нейронів ( , )L i :
 , ,
,
2 .p Lm p m pL
i p
E
T O
O
   
2) Для внутрішніх нейронів ( , )k i
11
,
1
1, , ,
,
kK
p p i p
k k k
mi p m p i p
E E O
O O O



    
де 1 1.k L  
Помилка внутрішніх нейронів обчислюється як лінійна комбінація
помилок на наступних шарах.
3) Якщо  – один із параметрів, то
*
*,
*
p p
O S
E E O
O
    
де S – безліч всіх нейронів, на які впливає параметр .
4) Тоді параметр  впливає на сумарну помилку наступним чином
1
.
P
p
p
EE

  
5) Формула для поновлення параметра приймає такий вигляд
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1 ,t t t
E     
де t – номер ітерації;  – швидкість навчання.
Для параметрів мережі ANFIS:
1 ,t t t
Ew w
w
   
1 .t t t
Ep b
p
   
6) Навчання триває, поки помилка E більше заданого порогу min
(критерій зупину)
min .E  
Модифікація мережі ANFIS
Модифікована мережа ANFIS зображена на рис. Д. 2.1.2. Доданий шар
0 містить перетворюючий блок для нечітких і лінгвістичних змінних. Решта
шарів мережі залишилися без змін [3].
Рис. Д. 2.1.2. Будова модифікованої мережі ANFIS
Формування навчальної вибірки при навчанні модифікованих мереж.
Результати експериментів
Для навчання використовувалася вибірка, аналогічна описаній в Д. 2.1.
Формат цієї вибірки наступний:
– 6 чітких числових параметрів, один з яких бінарний;
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– три нечітких параметра;
– один лінгвістичний параметр;
– розмір навчальної вибірки 200 значень;
– розмір тестової вибірки 50 значень.
Приклад рядка вибірки:
52.4, 11.2,  MEDIUM,  0.3 to 0.6, 1.2 to 1.6, 2 to 3, 1.1, 126.4, 1, 13.1.
Результати навчання мережі ANFIS наведено в табл. Д. 2.1.1.
Таблиця Д. 2.1.1
Результати навчання мережі ANFIS
Час навчання, с Точність навчання Кількість правил
Кількість циклів
навчання
6 0.001 28 240
Результати роботи мережі ANFIS з тестової вибіркою наведено в
табл. Д. 2.1.2.
Таблиця Д. 2.1.2
Результати роботи мережі ANFIS з тестової вибіркою
Час роботи, с Точність робити, %
9 90.92
Висновок по роботі мережі.
Д. 2.1.2 Мережа NEFPROX
Система NEFPROX має тришарову послідовну структуру,
представлену на рис. Д. 2.1.3 [1].
1. Перший шар являє вхідні дані і зазвичай не змінює їх значення. В
роботі [2] нейрони першого шару використовуються для нормалізації вхідних
даних. Вихід шару обчислюється за формулою
.xU x
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2. Нейрони прихованого шару (Шар 2) містять нечіткі правила,
наприклад нечітке правило Rj набирає вигляду:
Якщо x1 належить (1)k , x2 належить (2)l , … , xn належить ( )np , то
результат апроксимації зразка з вхідними параметрами (x1 … xn)
обчислюється за допомогою функції f(x), де (1) … ( )n – функції належності.
Рис. Д. 2.1.3. Структура мережі NEFPROX
У загальному випадку функція належності для мережі NEFPROX має
такий вигляд:
, ,
( ) , ,
0
x a a x b
b a
c xx b x c
c b
        
(Д. 2.1.3)
де c, a, b – настроювані в ході навчання параметри. Кількість функцій
належності задається довільним чином, збільшення кількості функцій
належності веде до поліпшення точності. Формула виходу може приймати
наступний вигляд:
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1. Поліном:
1 1 2 2( ) ... .R n nU f x x x x        (Д. 2.1.4)
2. Функція належності довільного вигляду. У даній роботі
використовується сигмоїдальна функція належності такого вигляду:
 
( ) .1
exp
1
1
R
ij i j
U f x
w x p
 
 
(Д. 2.1.5)
3. Третій шар складається з суматора, який завершує процедуру
логічного висновку та формує кінцевий результат.
.c R
j
U U (Д. 2.1.5)
Структурне навчання мережі NEFPROX
Дана навчальна вибірка L , що складається з навчальних прикладів
( , )p t L , де p – вектор вхідних даних, а t – бажаний вихід мережі [2].
Необхідно створити базу правил kR .
1) Для ix p  вибирається функція належності, яка задовольняє
наступній умові:
1...
max{ ( )},iij j ij x  
де j – кількість функцій належності.
2) Якщо не існує правило вигляду
1
1 1: ( , ) ... ( , ) ,
n
j n jnR W x R W x R    ,
то таке правило додається в базу правил.
3) Правила 1–2 повторюються, поки не будуть використані всі
можливі поєднання значень функцій належності всіх вхідних змінних.
База правил, створена в результаті правило 3 називається повною
базою правил.
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4) Проводиться параметричне навчання бази правил і обчислюється
коефіцієнт продуктивності правила
R R pperfomance perfomance c  ,
де pc набуває таких значень
1, ,
1, ,p
y t
c
y t
   ,
де y – вихід навченої мережі; t – бажаний вихід з прикладу який навчає.
5) Для всіх правил в базі kR виконується наступне:
Якщо 0Rperfomance  , то правило видаляється з бази.
6) Проводиться повторне параметричне навчання.
7) Правила 4–6 можна повторювати довільну кількість разів. База
отримана в результаті вважається оптимальною базою правил.
Параметричне навчання мережі NEFPROX
1. Для навчального прикладу знаходимо різницю між еталонним
значенням і значенням, отриманим в результаті роботи мережі [2]:
.c e ry y  
2. Обчислюємо помилку правил R :
3
(1 ) ( , ) ,R R R c
c U
U U W R c

   
де RU – вихід шару правил; ( , )W R c – вага з’єднання нейрона правил з
нейроном виходу. В даній роботі ( , ) 1W R c  .
3. Знаходимо такий вхідний параметр x , значення якого відповідає
передумовам правила, тобто
'
'( , ) min{ ( , ) }xxW x R U W x R U ,
де ''( , ) xW x R U – функція належності.
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4. Для функцій належності першого шару визначаємо величини, на які
необхідно змінити значення параметрів
( )( ),b r c a x b   
( ) ,a r bc a    
( ) ,c r bc a    
де  – швидкість навчання.
5. Змінюємо параметри, відповідно до кроку 4:
1 ,t t aa a
   
1 ,t t bb b
   
1t t
cc c
    ,
де t – номер ітерації.
6. Змінюємо параметри вихідної функції належності:
1
(3) ,
t t
pp p
   
1
(3) ,
t t
ww w
   
де (3) – номер шару нейронів.
7. Обчислюємо помилку правила
3
(1 ) (2 ( , ) 1) .R R c
c U
E U U W R c

   
Комплексний критерій зупину:
1) Помилка менше заданого мінімуму
.E  
2) Помилка не змінюється протягом кількох ітерацій
0.t t nE E  
Модифікована мережа NEFPROX
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Модифікована мережа NEFPROX зображена на рис. Д. 2.1.4. Доданий
шар «0» містить перетворюючий блок для нечітких і лінгвістичних змінних.
Інші шари мережі залишилися без змін. Навчання відбувається без змін.
Рис. Д. 2.1.4. Будова модифікованої мережі NEFPROX
Результати експериментів
Навчальна та тестова вибірки такі ж, як і в Д. 2.1.1.
Результати навчання мережі NEPROX наведені в табл. Д. 2.1.3.
Таблиця Д. 2.1.3
Результати навчання NEFPROX
Кількість
функцій
належності
Час
навчання, с
Точність
навчання
Кількість
правил
Кількість
циклів
навчання
10 4 0.001 21 200
20 9 0.001 26 200
Результати роботи мережі NEFPROX з тестовою вибіркою наведені в
табл. Д. 2.1.4.
Таблиця Д. 2.1.4
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Результати роботи мережі NEFAROX з тестовою вибіркою
Кількість функцій
належності
Час роботи, с Точність роботи, %
10 2 80,13
20 6 91,82
Д. 2.1.3 Мережа NEFCLASS
Мережа NEFCLASS належить до класу тришарових нечітких
персептронів, до яких так само належать NEFCON і NEFPROX та їх
різноманітні модифікації.
Система NEFCLASS має 3-шарову послідовну структуру, яку
представлено на рис. Д. 2.1.5. [2].
Рис. Д.2.1.5. Структура мережі NEFCLASS
1) Перший шар представляє вхідні дані і не змінює їх значення. У
роботі  нейрони першого шару використовуються для нормалізації вхідних
даних. Вихід шару обчислюється за формулою
Ux = x.
2) Нейрони прихованого шару (шар 2) мають нечіткі правила вигляду,
наприклад нечітке правило Rj набирає вигляду: якщо x1 належить (1)k , x2
належить (2)l ,…, xn належить ( )np , то зразок (x1,…, xn) належить класу m і
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вихід нейрона з правилом Rj дорівнюватиме 1, де (1) , … ( )n – функції
належності. У загальному випадку функція належності для мережі
NEFCLASS має наступний вигляд:
, ,
( ) , ,
0
x a a x b
b a
c xx b x c
c b
        
(Д. 2.1.3)
де с, a, b – параметри, які настроюються в ході навчання. Кількість функцій
належності задається довільним чином, збільшення кількості функцій
належності веде до покращання точності. Вихід другого шару формально
можна записати у такий спосіб:
min( ( , ) ) min( ( )).R xU W x R U x  
Так само функції належності ( )x називають передумовами правил.
3) Третій шар складається з вихідних нейронів, кожен з яких
відповідає одному з класів. Значення виходу обчислюється за принципом
«переможець забирає все», тобто враховується вихід тільки одного правила:
max( ) ( , ),c RU U W c R (2)
де ( , ) {0;1}W c R  – ваговий коефіцієнт з’єднання між нейроном правил і
нейронами виходу, який має значення 1 тільки для одного нейрона виходу.
Структурне навчання мережі NEFCLASS
Дана навчальна вибірка L , що складається з навчальних прикладів,
( , )p t L , де p – вектор вхідних даних, а t – бажаний вихід мережі.
Необхідно створити базу правил kR .
1) Для ix p  вибирається функція належності, яка задовольняє
наступній умові:
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1...
max{ ( )},iij j ij x  
де j – кількість функцій належності.
2) Якщо не існує правило вигляду
1
1 1: ( , ) ... ( , ) ,
n
j n jnR W x R W x R   
то таке правило додається в базу правил.
3) Правила 1–2 повторюються, поки не будуть використані всі
можливі поєднання значень функцій належності всіх вхідних змінних.
База правил, створена в результаті правила 3 називається повною
базою правил.
4) Проводиться параметричне навчання бази правил і обчислюється
коефіцієнт продуктивності правила
R R pperfomance perfomance c  ,
де pc набуває таких значень:
1, ,
1, ,p
y t
c
y t
  
де y – вихід навченої мережі; t – бажаний вихід із навчаючого приклада.
5) Для всіх правил у базі kR виконується наступне:
якщо 0Rperfomance  , то правило видаляється з бази.
6) Виробляється повторне параметричне навчання.
Правила 4-6 можна повторювати довільну кількість разів. База
отримана в результаті вважається оптимальною базою правил.
Параметричне навчання мережі NEFCLASS
1. Для навчального прикладу знаходимо різницю між еталонним
значенням і значенням, отриманим в результаті роботи мережі
c e ry y  
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2. Обчислюємо помилку правил R :
3
(1 ) ( , )R R R c
c U
U U W R c

    ,
де RU – вихід шару правил; ( , )W R c – вага з’єднання нейрона правил з
нейроном классу.
3. Знаходимо такий вхідний параметр ,x значення якого відповідає
передумовам правила, тобто
( , ) min{ ( , ) },x xW x R U W x R U 
де ( , ) xW x R U  – функція належності.
4. Для функцій належності визначаємо величини, на які необхідно
змінити значення параметрів:
( )( ),b r c a x b     ( ) ,a r bc a    
( ) ,c r bc a    
де  – швидкість навчання.
5. Змінюємо параметри, відповідно до кроку 4:
1 ,t t aa a
    1 ,t t bb b    1t t cc c    ,
де t – номер ітерації.
6. Вычисляем ошибку правила
3
(1 ) (2 ( , ) 1) .R R c
c U
E U U W R c

   
Комплексний критерій зупину:
1) Помилка менша заданого мінімуму
.E  
2) Помилка не змінюється протягом кількох ітерацій
0.t t nE E  
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Модифікована мережа NEFCLASS
Модифікована мережу NEFCLASS зображена на рис. Д. 2.1.7. Доданий
шар 0 містить перетворюючий блок для нечітких і лінгвістичних змінних
(розділ 1.7). Інші шари мережі залишилися без змін.
Рис. Д. 2.1.7. Топологія модифікованої мережі NEFCLASS
Результати проведених тестів
Результати навчання мережі NEFCLASS (див. рис. Д. 2.1.6) наведено в
табл. Д. 2.1.5.
Таблиця Д. 2.1.5
Результати навчання NEFCLASS
Вид мережі
К
іл
ьк
іс
ть
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і
Ча
с 
на
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ан
ня
, с
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чн
іс
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на
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К
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ра
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л
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лі
в
на
вч
ан
ня
Стандартна
топологія
10 4 0.001 17 200
20 9 0.001 24 200
Модифікована
топологія
10 6 0.008 17 200
20 11 0.085 24 200
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Результати роботи мережі NEFCLASS з тестової вибіркою наведені в
табл. Д. 2.1.6.
Таблиця Д. 2.1.6
Результати роботи мережі NEFCLASS з тестовою вибіркою
Вид мережі
Кількість функцій
належності
Час навчання, с Точність роботи, %
Стандартна
топологія
10 2 82,41
20 6 94,02
Модифікована
топологія
10 3,5 79,11
20 9 88,14
П.2.1.4. Мережа  TSK
Мережа TSK  не так чутлива до попередньої нормалізації вхідних
даних, тому що її вихід складається з двох компонент, одним з яких є
нормалізуючий сигнал [2]. З представлених топологій дана мережа володіє
найбільшою надмірністю, так як вхідні змінні використовуються двічі для
логічного висновку. Подібна надмірність дозволяє точніше регулювати вихід
мережі, однак вимагає набагато більших обсягів пам'яті, збільшує час
навчання і час роботи.
Структурна схема топології TSK представлена на рис. Д. 2.1.8.
X1
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Xn
...
...
... ANDn Nn 2wn
………………………. S Y
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Рис. Д. 2.1.7. Будова мережі TSK
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Розглянемо детальніше кожен шар даної мережі [3]:
Шар 1. Кожен нейрон даного шару є нейроном, який перетворює
вхідний чіткий сигнал за допомогою функції належності (фазифікатор).
Використовуємо функцію:
2
1( ) ,
1
jkb
j jk
jk
x
x c
      
де с, b і σ – константи, що підлягають адаптації в процесі навчання.
Шар 2. Нейрони цього шару виконують агрегування ступенів
істинності передумов кожного правила, моделюючи логічну операцію AND і
посилають на вихід:
 
1
.
N
k k j
j
t x

 
Шар 3. Нейрони цього шару генерують значення висновків нечітких
правил
  0
1
  .
N
k k
k i j j
j
w t w w x

 
  
Шар 4. На даному шарі відбувається агрегація m правил виводу і
нормалізуючого сигналу
1
1
2
1
; 
    .
m
k k
k
m
k
k
y w w
y w






Шар 5. На цьому шарі отримуємо вихідний сигнал нейронної мережі і
виконуємо дефазифікацію результатів:
1
1 2
2
( , , , )   .N
yY x x x
y
 
Тоді загальна математична модель мережі:
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1 1
2
0
1
0
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1
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1
1
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k j j jk
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Nn
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k
N
k k
j j
j
N
k k
j j
k
k
jj j j
j
w
x c
Y
x c
w w x
w w x
  
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   
  
 



 


 
Навчання топології TSK
Для навчання TSK використовується гібридний алгоритм.
У гібридному алгоритмі підлягаючі адаптації параметри поділяються на
дві групи. Перша з них складається з лінійних параметрів kjw третього шару, а
друга група – з параметрів нелінійної функції належності першого шару.
Уточнення параметрів проводиться в два етапи.
На першому етапі при фіксації певних значень параметрів функції
належності (В першому циклі – це значення, отримані в результаті
ініціалізації) шляхом рішення системи лінійних рівнянь розраховуються
лінійні параметри kjw . При відомих значеннях функції належності залежність
(*) можна уявити в лінійній формі
0
0
1 1
( ) ,
N
k k
j j
m
k
k j
y x w w x
 
  
      
де 10
1 1
( )
const,
( )
N
k j
j
k NN
r j
r j
x
x

 

     

 
для k = 1, 2, …, M.
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При p навчальних вибірках (x(l), d(l))(l = 1, 2, .., p) і заміні вихідного
сигналу мережі очікуваним значенням d(l) отримаємо систему з p лінійних
рівнянь виду
1
0
0 0 (1) 0 (1) 0 0 (1) 0 (1) (
11 11 1 11 1 1 1 1 1
0 0 (2) 0 (2) 0 0 (2) 0 (2)
21 21 1 21 2 2 1 2
0 0 ( ) 0 ( ) 0 0 ( ) 0 ( ) 0
1 1 1 1 1
N M m m N
N
N M m m N
m
p p p p
p p p N pM pm pm N
m
N
w
x x x x d
w
x x x x
w
x x x x
w
                                       
  
       
   
1)
(2)
( )
,
p
d
d
      

де w'ki позначає рівень активації (вага) умови i-го правила при пред'явленні k-
го вхідного вектора x. Цей вислів можна записати в скороченій матричній
формі
.w dA
Розмірність матриці А рівна 1( ) ,p N M при цьому зазвичай кількість
рядків значно більша кількості стовпців ( 1)N M . Вирішення цієї системи
рівнянь можна отримати за один крок за допомогою псевдоінверсії матриці А
,w d +A
На другому етапі після фіксації значень лінійних параметрів kjw
розраховуються фактичні вихідні сигнали y(i) мережі для 1,2, ,i p  , для
чого використовується лінійна залежність
(1)
(2)
( )
,
p
y
y
y w
y
       
A
вслід за ними - вектор помилки ( )y d   . Сигнали помилок направляються
через підключену мережу у напрямку до входу мережі (зворотне поширення)
аж до першого шару, де можуть бути розраховані компоненти градієнта
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цільової функції щодо конкретних параметрів , ,jk jk jkc b . Після формування
вектора градієнта параметри уточнюються з використанням одного з
градієнтних методів навчання. Якщо застосовується найпростіший метод
найшвидшого спуску, то відповідні формули адаптації приймають форму:
( )
( 1) ( ) ,
n
n n
jk jk
jk
Ec c
c
   
( )
( 1) ( ) ,
n
n n
jk jk
jk
E     
( )
( 1) ( ) ,
n
n n
jk jk
jk
Eb b
b
   
де n позначає номер чергової ітерації.
Після уточнення нелінійних параметрів знову запускається процес
адаптації лінійних параметрів функції TSK (перший етап) і нелінійних
параметрів (другий етап). Цей цикл повторюється аж до стабілізації всіх
параметрів процесу.
При практичній реалізації гібридного методу навчання нечітких мереж
домінуючим фактором їх адаптації вважається перший етап, на якому ваги kjw
підбираються з використанням псевдоінверсії за один крок. Для
врівноваження його впливу другий етап (підбір нелінійних параметрів
градієнтним методом) багаторазово повторюється в кожному циклі.
Модифікована мережа TSK
Модифікована мережа TSK зображена на рис. Д. 2.1.9. Доданий шар 0
містить перетворюючий блок для нечітких і лінгвістичних змінних. Інші
шари мережі залишилися без змін.
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Рис. Д. 2.1.9. Будова модифікованої мережі TSK
П. 2.2 Математичні моделі НМ
П. 2.2.1 Повнозв'язні послідовні НМ
У разі послідовних зв'язків вихідний сигнал шару НМ є вхідним
наступного шару. Під повними послідовними зв'язками розуміються такі
зв'язки між нейронами, при яких кожен нейрон j-го шару мережі пов'язаний з
усіма нейронами ( 1)j  -го шару (див. рис. 2.1, а, б). Неповнозв'язна БНМ є
окремим випадком повнозв'язної, в ній деякі вагові коефіцієнти дорівнюють
нулю.
Математичну модель j-го нейрона в шарі l представлено у такий спосіб
0 1
1
,
lL
jl jl jl ijl jl
i
y f w w y 

     (Д. 2.2.1)
де jlу – вихідний сигналу j-го нейрона l-го шару; jtf – функція активації;
0 jlw – порогове значення (bias); lL – кількість нейронів шару l; tjlw – ваговий
коефіцієнт; jty – вихідний сигнал j-го нейрона (l – 1)-го шару і одночасно
вхідний сигнал для j-го нейрона l-го шару.
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Вираз (Д. 2.2.1) використовується для обчислення виходу всіх нейронів
всіх шарів в БНМ; при цьому уi0=хi, де хi - i-а компонента вхідного вектора.
Якщо всі нейрони мають однакову функцію активації, то
1
( ) ( )jf x f x для
, 1,2,..., ,i j L  – це однорідна БНМ. Надалі будемо розглядати однорідні
мережі. Застосовувані в НМ функції активації можуть бути лінійними,
монотонними і обмеженими, граничними і так далі.
Математична модель для k-го нейрона однорідної тришарової мережі
МНМ (перший шар – вхідний – сприймає вхідний вектор X з компонентами
, 1,  2,  ..., ,jX j п де п – кількість компонент вектора; другий – прихований
шар L1 і третій – вихідний шар – L2)
2 1
2 2 1 10 0
1 1
,
L L
k k ki i ji j
i j
y f w w f w w x
 
          (Д. 2.2.2)
де kу – k-та компонента вихідного вектора; 10iw – порогове значення i-го
нейрона першого шару;
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w – порогове значення k-го нейрона другого шару;
1ij
w -й ваговий коефіцієнт j-го нейрона першого шару;
2ij
w – i-й ваговий
коефіцієнт j-го нейрона другого шару; f – функція активації; 1 2,L L – кількість
нейронів в прихованому і вихідному шарі відповідно.
Д. 2.2.2 Модель НМ з перехресними зв’язками
Модель НМ з перехресними зв’язками містить зв’язки деяких нейронів
шару j, з будь-яким попереднім шаром (див. рис. 2.1, в). У випадку моделі з
повними перехресними зв'язками маємо:
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1 1
,
Lf
jt jt hjt ih
h t
y f w w y

 
     (Д. 2.2.3)
де hjtw – ваговий коефіцієнт між i-м нейроном h-го шару.
У виразі (Д. 2.2.3) послідовні зв’язки (від попереднього шару)
розглядаються як окремий випадок перехресних. Варіант НМ з неповними
перехресними зв’язками може бути отриманий обнулінням деяких вагових
коефіцієнтів w у (Д. 2.2.3).
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П. 2.2.3 Нейронна мережа з латеральними зв’язками
Нейронна мережа називається мережею з латеральними зв’язками,
якщо будь-який k-й нейрон (  1,..., )k L j-го шару (Lj – кількість нейронів у
j-му шарі) в якості вхідних приймає сигнал від всіх нейронів j-го шару (в
окремому випадку включаючи самого себе, що еквівалентно наявності петлі
на графі НМ – рис. 2.1, е).
Вихід нейрона j в шарі l обчислюється за такою формулою:
1
0 1
1 1
,
j iL L
jt jt ijl il ikl kl
i k
y f w w y w y


 
       (Д. 2.2.4)
де w – ваговий коефіцієнт латеральних зв'язків.
У нейронних мережах з неповними латеральними зв'язками деякі вагові
коефіцієнти в (Д. 2.2.4) дорівнюють нулю.
Таким чином, в залежності від типу міжнейронних зв’язків і
застосовуваних функцій активації будуть використовуватися різні
математичні моделі нейронів.
У більш загальному вигляді скалярний вихід нейрона y та його
n-мірний векторний вхід X пов’язані співвідношеннями
1
(net( , )),
net( , ) ( ),
n
i i
i
y X W
X W wu x


 (Д. 2.2.5)
де функція net(X, W) – дискримінанта функція; кожна компонента ( )iu X є
функцією вхідного вектора X; f.(net) – функція активації.
Дискримінантна функція являє собою скалярний добуток п-мірного
вектора вагових коефіцієнтів і вектора U, структура якого задає властивості
нейрона.
Функція net (X, W) може представляти собою відрізок багатовимірного
ряду Тейлора ступеня l. Якщо ступінь l = 1, то відповідний нейрон
називається нейроном першого порядку, в іншому випадку говорять про
нейрони вищих порядків. В цьому випадку коефіцієнти розкладання відрізка
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багатовимірного ряду Тейлора утворюють вектор вагових коефіцієнтів W.
Дискримінантна функція нейрона першого порядку має вигляд:
1 0
1
net ( , ) ,
n
j j
j
X W w w x

 
де 0 1( , ,... )nw w wW – вектор вагових коефіцієнтів нейрона;
1 2(1, , ,U x x T..., )nx – розширений вектор входу нейрона, а хj – j-та
компонента п-мірного вхідного вектора X.
Для нейрона другого порядку дискримінантна функція дорівнює:
2 0
1 1
net ( , ) ,
n n
j j jk j k
j j
X W w w x w x x
 
    (Д. 2.2.6)
де 0 , , 1, , , 1, , 1,j jkw w j n w j n k j   – компоненти вектора, а розширений
вхідний вектор має вигляд:
2 2 T
1 1 2 1(1, , ..., , , , ..., ) .n nU x x x x x x (Д. 2.2.7)
Компоненти вектора і можуть бути більш складними функціями, ніж
функції в (П. 2.2.7), що утворюють відрізок ряду Тейлора, що дозволяє
створювати НМ з різними математичними властивостями.
Д.2.3 Опис програмного пакету
Загальна характеристика пакету Fuzzy Logic Toolbox
У даній роботі для моделювання та дослідження роботи нечітких
нейронних мереж був використаний пакет Fuzzy Logic Toolbox.
Fuzzy Logic Toolbox – це пакет розширення Matlab, який містить
інструменти для проектування систем нечіткої логіки.
Пакет дозволяє створювати експертні системи на основі нечіткої
логіки, проводити кластеризацію нечіткими алгоритмами, а також
проектувати нечіткі нейронні мережі. Пакет включає графічний інтерфейс
для інтерактивного покрокового проектування нечітких систем, функції
командного рядка для розробки програм, а також набір спеціальних модулів
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для побудови нечітких ШНМ. Всі функції пакета написані на відкритій мові
Matlab, що дозволяє контролювати виконання алгоритмів, змінювати
вихідний код, а також створювати свої власні функції і процедури.
Ключові особливості:
• графічний інтерфейс для інтерактивного покрокового проектування
нечітких систем;
• функції для створення експертних систем на основі нечіткої логіки;
• підтримка логіки І, АБО і НЕ в настроюваних правилах;
• стандартні типи систем нечіткої логіки (Mamdani, Sugeno);
• генерація С-коду і незалежних додатків, що реалізують системи
нечіткої логіки.
Розглянемо більш докладно основні можливості цього пакета.
Д.2.4 Редактор функцій належності
Редактор функцій належності – редактор, призначений для того, щоб
задавати наступну інформацію про терм-множини вхідних і вихідних
змінних:
• кількість термів;
• найменування термів;
• тип і параметри функції належності, які необхідні для подачі
лінгвістичних термів у вигляді нечітких множин.
Редактор функцій належності може бути викликаний з будь-якого GUI-
модуля, який використовується з системами нечіткого логічного висновку
командою Membership Functions ... меню Edit або комбінацією клавіш
Ctrl+2. Загальний вигляд редактора функцій надлежности з зазначенням
функціонального призначення основних полів графічного вікна приведений
на рис. Д.2.4.1.
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Рис. Д.2.4.1. Редактор функцій належності
Редактор функцій належності містить чотири меню – File, Edit, View,
Type і чотири вікна введення інформації – Range, Display Range, Name и
Params. Ці чотири вікна призначені для того, щоб визначати діапазон зміни
поточної змінної, діапазон виведення функцій належності, найменування
поточного лінгвістичного терма і параметрів його функції належності
відповідно.
Меню Edit
Загальний вигляд меню приведений на рис. Д.2.4.2.
Рис. Д.2.4.2. Вид меню Edit
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Команда Add MFs ... що дозволяє додати терми до терм-множини,
використовується для лінгвістичної оцінки поточної змінної. При виборі цієї
команди з'явиться діалогове вікно (рис. Д. 2.4.3), в якому необхідно вибрати
тип функції належності і кількість термів. Значення параметрів функцій
належності будуть встановлені автоматично таким чином, щоб рівномірно
закрити область визначення змінної, заданої у вікні Range. При зміні області
визначення параметри функцій належності будуть промасштабовані.
Команда Add Custom MF ... дозволяє додати один лінгвістичний терм,
функція належності якого відрізняється від вбудованих. Після вибору цієї
команди з'явиться графічне вікно (рис. Д. 2.4.4), в якому необхідно задати
лінгвістичний терм (поле MF name), ім’я функції належності (поле M-
function name) і параметри функції належності (поле Parameter list).
Рис. Д. 2.4.3. Вікно вибору кількості термів
Рис. Д. 2.4.4. Задання лінгвістичного терма
417
Команди Remove Selected MF і Remove All MFs видаляє поточний і
всі терми з терм-множини поточної змінної відповідно. Команда Rules ...
відкриває редактор бази знань, докладніше описаний в розділі 4.3.
Меню Type
Це меню дозволяє встановити тип функцій належності термів,
використовуваних для лінгвістичної оцінки поточної змінної. Меню Type, в
якому вказані можливі типи функцій належності приведено на
рис. Д. 2.4.5.
Рис. Д. 2.4.5. Меню Type
Д. 2.5 Редактор бази знань
Редактор бази знань (Rule Editor) призначений для формування і
модифікації нечітких правил. Редактор бази знань може бути викликаний з
будь-якого GUI-модуля, який використовується з системами нечіткого
логічного висновку, командою Rules ... меню Edit. Загальний вигляд
редактора бази знань із зазначенням функціонального призначення основних
полів графічного вікна приведений на рис. Д. 2.5.1. Редактор функцій
належності містить чотири системних меню File, Edit, View, Options, меню
вибору термів вхідних і вихідних змінних, поля встановлення логічних
операцій І, АБО, НЕ, і ваги правил, а також кнопку редагування і перегляду
правил.
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Рис. Д. 2.5.1. Редактор бази знань
Для введення нового правила в базу знань необхідно вибрати
відповідну комбінацію лінгвістичних термів вхідних і вихідних змінних,
встановити тип логічного зв'язку (І АБО) між змінними всередині правила,
встановити наявність або відсутність логічної операції НЕ для кожної
лінгвістичної змінної, ввести значення вагового коефіцієнта правила і
натиснути кнопку Add Rule.
Для модифікації або видалення правила бази знань необхідно вибрати
це правило і натиснути кнопку Edit Rule і Delete Rule відповідно.
Д. 2.6 Використання пакету Fuzzy Logic Toolbox для моделювання
роботи нечітких ШНМ
Розглянемо методику моделювання нечітких нейронних мереж на
прикладі ANFIS-редактора.
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ANFIS-редактор дозволяє автоматично синтезувати з
експериментальних даних нейронечіткі мережі. Загрузка ANFIS-редактору
здійснюється по команді anfisedit. В результаті виконання цієї команди
з'явиться графічне вікно, зображене на рис Д. 2.6.1.
ANFIS-редактор містить 3 верхніх меню – File, Edit і View, область
візуалізації, область властивостей ANFIS область завантаження даних,
область генерування вихідної системи нечіткого логічного висновку, область
навчання, область тестування, область виведення поточної інформації, а
також кнопки Help і Close, які дозволяють викликати вікно довідки і закрити
ANFIS-редактор відповідно.
Область візуалізації
У цій області виводиться два типи інформації:
• при навчанні системи - крива навчання у вигляді графіка залежності
помилки навчання від порядкового номера ітерації;
• при завантаженні даних і тестуванні системи - експериментальні дані
і результати моделювання.
Експериментальні дані та результати моделювання виводяться у
вигляді безлічі точок в двовимірному просторі. При цьому по осі абсцис
відкладається порядковий номер рядка даних у вибірці (навчальної, яка
тестує або контрольної), а по осі ординат – значення вихідної змінної для
цього рядка вибірки. Використовуються наступні маркери:
• блакитна точка (.) – тестуюча вибірка;
• блакитна окружність (o) - навчальна вибірка;
• блакитний плюс (+) - контрольна вибірка;
• червона зірочка (*) - результати моделювання.
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Рис. Д. 2.6.1. Основне вікно ANFIS-редактора
Область властивостей ANFIS
В області властивостей ANFIS (ANFIS info) виводиться інформація про
кількість вхідних і вихідних змінних, про кількість ФП для кожної вхідної
змінної, а також про кількість рядків в вибірках. У цій області розташовано
дві кнопки Structure і Clear Plot.
Натискання кнопки Structure відкриє нове графічне вікно, в якому
система нечіткого логічного висновку представлена у вигляді нейронечіткої
мережі. В якості ілюстрації на рис. Д. 2.6.2 приведена нейронечітка мережа,
яка містить чотири вхідних змінних і одну вихідну. У цій системі по три
лінгвістичних терма використовуються для оцінки кожної з вхідних змінних і
чотири терма для вихідної.
Натискання кнопки Clear Plot дозволяє очистити область візуалізації.
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Рис. Д. 2.6.2. Приклад структури нейронечіткої мережі
Область завантаження даних
В області завантаження даних (Load data) розташовані:
• меню вибору типу даних (Type), що містить альтернативи:
- Training - навчальна вибірка;
- Testing - тестуюча вибірка;
- Checking - контрольна вибірка;
- Demo - демонстраційний приклад;
• меню вибору джерела даних (From), що містить альтернативи:
- Disk - диск;
- worksp - робоча область MatLab;
• кнопка завантаження даних Load Data ..., після натискання якої
з'являється діалогове вікно вибору файлу, якщо завантаження даних
відбувається з диска, або вікно введення ідентифікатора вибірки, якщо
завантаження даних відбувається з робочої області;
• кнопка очищення даних Clear Data.
Область генерування вихідної системи нечіткого логічного висновку
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В області генерування (Generate FIS) розташовані меню вибору
способу створення вихідної системи нечіткого логічного висновку. Також
можуть бути доступними наступні альтернативи:
 Load from disk – завантаження системи з диска;
 Load from worksp – завантаження системи з робочої області
MatLab;
 Grid partition – генерування системи за методом решітки (без
кластеризації);
 Sub. clustering – генерування системи за методом субкластеризації.
В області також розташована кнопка Generate, після натискання якої
генерується вихідна система нечіткого логічного висновку.
При виборі Load from disk з'являється стандартне діалогове вікно
відкриття файлу.
При виборі Load from worksp з'являється стандартне діалогове вікно
введення ідентифікатора системи нечіткого логічного висновку.
При виборі Grid partition з'являється вікно введення параметрів
методу решітки (рис. Д. 2.6.3), в якому потрібно вказати кількість термів для
кожної вхідної змінної і тип функцій належності для вхідних і вихідних
змінних.
Область навчання
В області навчання (Train FIS) розташовані меню вибору методу
оптимізації (Optim. Method), поле завдання необхідної точності навчання
(Error tolerance), поле завдання кількості ітерацій навчання (Epochs) і
кнопка Train Now, натискання якої запускає режим навчання. Проміжні
результати навчання виводяться в область візуалізації і в робочу область
MatLab.
В ANFIS-редакторі реалізовані два методи навчання:
• backpropa – метод зворотного поширення помилки, заснований на
ідеях методу найшвидшого спуску;
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• hybrid – гібридний метод, який об'єднує метод зворотного поширення
помилки з методом найменших квадратів.
Рис. Д. 2.6.3. Вікно введення параметрів
Область тестування
В області тестування (Test FIS) розташовані меню вибору вибірки і
кнопка Test Now, після натискання якої проходить тестування нечіткої
системи з виведенням результатів в область візуалізації.
Область виводу поточної інформації
У цій області виводиться істотна поточна інформація, наприклад,
повідомлення про закінчення виконання операцій, значення помилки
навчання або тестування тощо.
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Д. 2.7 Розробка блоку перетворення
Для розширення функціональності існуючих штучних нейронних
мереж в підрозділі 1.7 був запропонований блок перетворення, який дозволяє
ШНМ працювати з вхідними даними різних типів.
Даний блок використовується на етапі попередньої обробки даних і
реалізований у вигляді окремого програмного додатка з використанням мови
програмування Java.
Цей додаток працює в консольному режимі, приймаючи в якості
параметра файл з розширенням * .csv, що визначає структуру і формат:
• кожен рядок файлу містить один елемент навчальної вибірки (набір
вхідних параметрів і бажаний вихід);
• вхідні параметри відокремлені один від одного і від виходу символом
«;»;
• чіткі змінні представляються звичайним способом (наприклад, 7.5);
• нечіткі змінні представляються у вигляді <a to b>, де a і b – відповідні
коефіцієнти функції належності Гаусса (1.18);
• лінгвістичні змінні представляються іменами термів (наприклад,
HIGH);
• бінарні змінні представляються у вигляді true або false.
Приклад вхідного файлу input.csv:
7.4; <0,40 to 1,00>; 34.0;HIGH; <3,21 to 3,81>; true; 5.0
7.8; <0,58 to 1,18>; 67.0; MEDIUM; <2,90 to 3,50>; false; 6.0
7.8; <0,46 to 1,06>; 54.0; HIGH; <2,96 to 3,56>; true; 5.0
Вихідний файл з перетвореними даними автоматично створений в тій
же директорії з ім'ям «ім'я вхідного файлу»_defuzzy.csv.
Приклад вихідного файлу input_defuzzy.csv:
7,40; 0,70; 34,00; 1,00; 3,51; 1; 5,00
7,80; 0,88; 67,00; 0,99; 3,20; 0; 6,00
7,80; 0,76; 54,00; 1,00; 3,26; 1; 5,00
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Д. 2.8 Використання багатокритеріальної оптимізації для розв'язання
задачі структурно-параметричного синтезу нейронних мереж
Д.2.8.1 Парето-оптимальність
Критерії оптимізації можуть бути узгодженими, нейтральними або
суперечливими. У першому випадку оптимізація одного з критеріїв
призводить до поліпшення інших. У другому випадку оптимізація одного
критерію ніяк не впливає на інші. Інтерес представляє випадок
конфліктуючих (суперечливих) критеріїв, коли спроба поліпшити один з них
призводить до погіршення інших. У такому випадку рішення можливо тільки
на основі компромісу. Математична модель компромісу в оптимізації
зазвичай будується на основі поняття множини Парето, названого так на
честь італійського економіста, першим досліджував такі моделі на початку
20-го століття.
Рішення x ∈ D називається ефективним (недомінованим, паретовсь-
ким, непокращуваним), якщо в множині допустимих альтернатив D не існує
рішення, яке за цільовими функціями було б не гірше, ніж x, і принаймні за
одною цільовою функцією було б строго краще, ніж x. (Паретовська точка не
може бути поліпшена за сукупністю всіх цільових функцій).
Подане визначення ефективного рішення можна конкретизувати,
ввівши поняття домінування за Парето, яке є основним у теорії
багатокритеріального вибору і більш точно розкриває сутність
формулювання «одне рішення краще іншого».
Концепція домінування за Парето
Будемо вважати, що вирішується завдання мінімізації для N критеріїв.
Тоді поняття Парето-домінування для двох будь-яких векторів визначається
трьома можливими варіантами:
1. Рішення а домінує рішення b: а b, якщо .
2. Рішення а слабо домінує рішення b: a ≽ b, якщо
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3. Рішення а й b непорівнянні: а ≈ b, якщо
Таким чином, якщо вектор х недомінований щодо D, то він називається
Парето-оптимальним, тобто якщо не існує у ∈ D: y x, то x є Парето-
оптимальним.
Множина і фронт Парето
Множина всіх ефективних точок називається множиною Парето в
просторі змінних (альтернатив), а їх образ в критеріальному просторі -
фронтом Парето.
З усього вищесказаного можна зробити наступний висновок. Для будь-
якої допустимої точки, що лежить поза множиною Парето, знайдеться точка
в множині Парето, яка дає для всіх цільових функцій значення не гірше, ніж
в цій точці і хоча б по одній цільовій функції – строго краще. Звідси
випливає, що рішення багатокритеріальної задачі оптимізації доцільно
вибирати з множини Парето, тому що будь-яке інше, очевидно, може бути
покращено деякою точкою Парето як мінімум за одним критерієм без
погіршення інших критеріїв.
З точки зору математики деяке рішення з множини Парето не може
бути визнане кращим за інше рішення з множини Парето, тому після
формування множини Парето задача багатокритеріальної оптимізації може
вважатися математично вирішеною.
Д.2.8.2 Підходи до призначення пристосованості і селекції
Перемикання цільових функцій (NCGA)
У еволюційних алгоритмах цього класу замість об'єднання цільових
функцій для отримання скалярного значення пристосованості, на фазі
селекції проводиться перемикання між цільовими функціями. Кожен раз при
виборі індивіда для репродукції, рішення про його прийняття до проміжну
популяцію приймається щодо різних цільових функцій. Наприклад, можна
заповнювати проміжну популяцію рівними порціями щодо різних цільових
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функцій. Міняти порядок або вибирати випадковим чином порядок
перегляду цільових функцій.
Агрегація (згортка) цільових функцій
В даному випадку цільові функції як в класичних підходах згортаються
в одну параметризовану цільову функцію, однак параметри цієї функції не
змінюються при різних оптимізаційних прогонах, а варіюються під час
одного запуску.
Деякі підходи використовують зважений метод, коли кожен індивід
оцінюється, використовуючи певну вагову комбінацію. Таким чином, всі
члени популяції оцінюються різними цільовими функціями, а оптимізація
здійснюється одночасно з багатьох напрямків.
Використання поняття Парето-домінування (SPEA, SPEA2)
Всім недомінованим індивідам присвоюється ранг 1 і тимчасово вони
видаляються з популяції. Далі, наступним недомінованим індивідам,
призначається ранг 2 і вони також прибираються з розгляду. Цей процес
триває, поки всім індивідам не буде призначений певний ранг щодо інших
членів популяції. В результаті ранг індивіда визначає його значення
пристосованості.
Таким чином, пристосованість пов'язана з усією популяцією, в той час
як в інших підходах значення пристосованості індивіда обчислюється
незалежно від інших індивідів.
Д.2.8.3 Підходи до підтримки різноманітності популяції
Найпоширеніші підходи наведені нижче.
Розподіл загальної пристосованості
Формуються і підтримуються підпопуляції, так звані ніші, в яких
індивіди повинні ділити ресурси. Чим більше індивідів знаходиться в
найближчому сусідстві до певного індивіду, тим істотніше зменшиться
значення його пристосованості.
Ніша – це група індивідів, які мають однакову пристосованість. У разі
багатокритеріальної оптимізації для зменшення пристосованості індивідів,
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які потрапили в одну і ту ж нішу, зазвичай використовується підхід, який
називається діленням загальної пристосованості. Це робиться для того, щоб
запобігти сходженню популяції до одного рішення. Таким чином, можуть
утворюватися стійкі підпопуляції, кожна з яких відповідає різним оптимумам
функції.
Обмежене схрещування
Двом індивідам дозволено схрещуватися, тільки якщо вони знаходяться
на деякій відстані один від одного. Як і при розподілі пристосованості, відстань
між двома індивідами може визначатися з використанням різних метрик. Варто
відзначити, що даний підхід не набув широкого поширення в практиці.
Ізоляція за допомогою дистанціювання
При цьому механізмі кожному індивіду призначається певне
положення в популяції. І, загалом, розрізняються два підходи: або
визначається просторова структура однієї популяції, таким чином, що
утворюються просторові ніші; або популяція розбивається на окремі
підпопуляції, які лише зрідка обмінюються індивідами, при цьому мають
місце так звані міграції випадкових індивідів.
Перевизначення
Відповідно до цього методу, індивіди складаються з активної і
неактивної частин: перша визначає закодований вектор рішень, а неактивна
частина не використовується. Таким чином, інформація може бути
«прихована» в особині, так як під час еволюції активна і неактивна частини
можуть мінятися місцями.
Перезапуск
Інший підхід, який використовується для запобігання передчасної
збіжності, полягає в «перезапуску» всієї або частини популяції після певного
періоду часу або в разі, якщо пошук впадає в стагнацію (протягом декількох
поколінь не відбувається поліпшень).
429
У даному випадку під «перезапуском» мається на увазі заміна усіх або
частини індивідів популяції на згенерованих випадковим чином, тобто,
повторення початкової ініціалізації популяції або її частини.
Ущільнення (кластеризація)
Тут нові індивіди (нащадки) замінюють схожих індивідів в популяції. В
даному випадку, на відміну від загального еволюційного алгоритму, в
селекції, рекомбінації і мутації бере участь не вся популяція, а лише мала
частина індивідів.
Д.2.8.4 Використання елітизму для підтримки різноманітності
популяції
Використання елітизму гарантує, що максимальна пристосованість
популяції не буде зменшуватися від покоління до покоління, а може тільки
збільшуватися. На противагу методам, розглянутим в попередньому пункті,
застосування концепції елітизму в генетичному алгоритмі зазвичай сприяє
більш швидкій збіжності популяції. Тому, цей підхід хороший при
оптимізації унімодальних функцій, а при розв’язанні задач
багатокритеріальної оптимізації може викликати передчасну збіжність.
Відповідно, на відміну від однокритерійної оптимізації, використання
концепції елітизму при багатокритеріальній оптимізації є більш складною
процедурою, пов'язаною з поняттям домінування. Замість одного кращого
індивіда тут створюється елітарна множина, чий розмір може бути
порівняний з розмірами самої популяції. У зв’язку з цим виникають питання:
Яких саме індивідів і як довго зберігати в елітарному безлічі?
Яких індивідів і коли повертати в популяцію?
Загалом, розрізняють два основних елітарних підходи:
1. Безпосередньо копіювати недомінованих індивідів в наступну
популяцію. Іноді використовуються варіанти з обмеженнями, коли тільки N
індивідів, оптимальних за якоюсь певною функції передаються в наступну
популяцію незалежно від значень за іншими критеріями.
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2. Часто використовується концепція підтримки зовнішньої множини
індивідів (архіву). Таким чином, в кожному поколінні певний відсоток
популяції заповнюється або замінюється представниками архіву, які
вибираються випадково, або згідно якомусь критерію, наприклад, після
закінчення часу, протягом якого індивід повинен залишатися в архіві.
Д.2.8.5 Основні алгоритми багатокритеріальної оптимізації
NCGA
Особливістю алгоритму NCGA (Neighborhood Cultivation Genetic
Algorithm) є використання особливого типу кроссовера - neighborhood
crossover:
Вибір особин для схрещування відбувається НЕ випадковим чином –
обираються дві найближчі одна до одної особини. За рахунок такого
підходу, отримані після схрещування особини знаходяться близько до своїх
батьків.
Опис алгоритму:
Крок 0. Ініціалізація: Задаємо параметри алгоритму: розмір популяції
– N, максимальна кількість ітерацій пошуку – Т.
Генерується початкова популяція P0.
Початкова популяція P0 копіюється в архів A0. Розмір архіву також N.
Встановлюємо номер ітерації t = 0.
Крок 1. Починаємо нову ітерацію пошуку: t = t +1. Генеруємо нову
популяцію Pt = At–1 (тобто, P1 = A0 = P0 – початкова популяція).
Крок 2. Обчислюємо значення функції пристосованості для кожної
особини на даному кроці.
Критерій оптимізації, що використовується для розрахунку функції
пристосованості по черзі змінюється на кожній з ітерації. Наприклад, якщо
задача включає три критерії для оптимізації, то на першій з ітерацій для
розрахунку функції пристосованості використовується перший критерій, на
другій ітерації – другий критерій, на третій ітерації – третій критерій, на
четвертій ітерації – знову перший і т.д.
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Крок 3. Ранжування: Особини в популяції сортуються за значеннями
функцій пристосованості за спаданнями (від найкращої особини до
найгіршої).
Крок 4. Групування: особини діляться на групи, кожна з яких
складається з двох особин. Ці дві особини обираються з початку списку
відсортованих особин.
Крок 5. Схрещування і мутація: в кожній зі сформованих груп
відбувається схрещування (кроссовер) та мутація.
В даному алгоритмі використовується варіант одноточкового
кроссоверу – два вибраних «батьки» перерізуються у випадково обраній
точці, після чого їх хромосоми обмінюються своїми фрагментами (рис. 2.14,
розділ 2.)
Мутація пов’язана з випадковою зміною одного чи декількох генів у
хромосомі так, як це показано на рис. 2.15, розділ 2.
Як видно, тут випадково обраний біт змінює свій стан на протилежний.
З двох батьківських особин формується дві дочірні особини.
Батьківські особини видаляються з групи.
Крок 6. Усі дочірні особини об’єднуються у одну групу, яка стає
новою популяцією Pt.
Крок 7. Обчислюються значення функції пристосованості для кожної
особини з нової популяції Pt. В якості критерію для оцінки використовується
той же критерій, що був використаний на другому кроці цієї ітерації.
Крок 8. Оновлення архіву: Популяція Pt та архів At–1 об’єднуються
разом. Зі сформованого об’єднання (яке буде містити 2N особин) необхідно
обрати N особин, які формують новий архів At. Для виконання цього вибору
використовується підхід алгоритму SPEA2 – Environment Selection .
Крок 9. Перевірка умови зупинки: якщо умова зупинки досягнута
(t > Tmax), то пошук закінчується. У протилежному випадку переходимо до
кроку 1.
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Алгоритм SPEA2
У порівнянні з класичним генетичним алгоритмом метод SPEA має такі
особливості:
 для розрахунку значення функції пристосованості використовують
поняття «парето-оптимальності» (оптимальності за Парето);
 індивіди, недоміновані щодо інших членів популяції, зберігаються
зовні в спеціальному зовнішньому архіві;
 для зменшення кількості індивідів, що зберігаються в зовнішньому
архіві, виконується кластеризація, що в свою чергу ніяк не впливає на
придбані в процесі пошуку властивості індивідів.
Головні вдосконалення алгоритму SPEA2 у порівнянні з класичним
SPEA:
 вдосконалена процедура визначення пристосованості особин, яка
для кожної з особин враховує кількість особин, які домінують дану особину і
кількість особин, які вона домінує
 новий метод зменшення розміру архіву, який гарантує зберігання
граничних розв’язків
Опис алгоритму
Вхід:
N (розмір популяції),
NA (розмір архіву),
Т (максимальне число поколінь),
Вихід: А (множина недомінованих особин).
Крок 0. Ініціалізація: Створити початкову популяцію Р0, згідно 1
етапу схеми загального еволюційного алгоритму, і порожній архів А0 = ∅.
Задати t = 0.
Крок 1. Визначення пристосованості: Обчислити значення
пристосованості індивідів в Рt і Аt.
Крок 2. Модернізація архіву (Environmental selection): Скопіювати
всі недоміновані особини в Рt і Аt до Аt+1.
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Якщо розмір Аt+1 перевищив NA, тоді зменшити Аt+1 з використанням
процедури Environmental selection, інакше, якщо розмір Аt+1 менше, ніж NA,
тоді заповнити Аt+1 домінованими особинами з Рt і Аt .
Крок 3. Зупинка: Якщо t ≥ Т або виконується якийсь інший критерій
зупинки, тоді Аt+1 – є шукана множина розв’язків.
Крок 4. Селекція: Покласти Аt* = ∅ (mating pool) і для s = 1, N
виконати:
а) випадковим чином вибрати двох індивідів i, j ∈ Аt+1,
б) якщо F (i) <F (j), то Аt* = Аt*+ {i}, інакше Аt* = Аt* + {j} (в разі
мінімізації).
Крок 5. Схрещування: Схрещування здійснюється аналогічно
схрещуванню в класичному генетичному алгоритмі.
Крок 6. Мутація: Мутація здійснюється аналогічно мутації в
класичному генетичному алгоритмі
Крок 7. Зберегти результат виконання операцій схрещування та мутації
над множиною особин Аt* як нову популяцію Рt+1. Збільшити лічильник
ітерацій t = t+1 і перейти до кроку 1.
Варто відзначити, що етап визначення функцій пристосованості в схемі
методу SРЕА/SPEA2 здійснюється не так, як в класичному генетичному
алгоритмі, а являє собою модифіковану процедуру, засновану на концепції
Парето-домінування. Поряд з цим етапом, механізм кластеризації, який
використовується для зменшення кількості індивідів в архіві, також
здійснюється за особливою схемою. Алгоритми покрокової реалізації обох
процедур представлені нижче.
Обчислення пристосованості в методі SРЕА2:
Для уникнення ситуації, коли особини доміновані однаковими членами
архіву мають однакові значення функцій пристосованості, в алгоритмі
SPEA2 для кожної особини враховується кількість особин, які її домінують і
якими вона домінується.
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1. Кожному індивіду i ∈ At , присвоюється значення S(i) ∈ [0,1), яке
називають «силою» індивіда (відображає пристосованість недомінованого
рішення), яке пропорційно кількості членів популяції j ∈ Рt, для яких f(i) ≽ f( j).
Нехай n – кількість особин в архіві At, які домінуються індивідом і, N –
загальна кількість індивідів у архіві. Тоді «сила» індивіда і буде визначатися
як
2. На основі значення S(i) розраховується «грубе» (raw) значення
функції пристосованості R(i) особини i, яке обчислюється за допомогою
підсумовування «сил» всіх індивідів j, які домінують або слабко домінують
даний індивід і.
3. Також для розрахунку значення функції пристосованості
використовується значення щільності розташування особин:
Для кожної особини і вираховується декартова відстань від неї до
решти особин j в архіві та популяції. Всі розраховані відстані для даної
особини додаються у список і сортуються за зростанням. k-й елемент такого
списку для особини і позначимо як σki.
Розраховуємо значення щільності D(i) для особини i:
4. Остаточне значення функції пристосованості F(i) для особини і
визначається, як F(i) = R(i) + D(i).
Механізм кластеризації в методі SPEA2 (Environmental Selection):
У деяких випадках, архів з Парето-оптимальних рішень може бути
занадто великим або навіть містити безліч точок-рішень. Однак, з точки зору
особи, яка приймає остаточне рішення, щодо вибору оптимального розв’язку,
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занадто велика кількість варіантів для вибору є недоліком. Більше того,
кількість особин в архіві впливає на поведінку SPEA/SPEA2 – занадто велика
кількість недомінованих рішень зменшує «конкуренцію» між індивідами
(selection pressure) і може сповільнити пошук. Також, для отримання якісних
результатів, які б покривали усю допустиму область Парето, необхідно щоб
усі індивіди були рівномірно розподілені в просторі критеріїв:   якщо ж точки
в архіві А розподілені нерівномірно, то в ході обчислення функцій
пристосованості (та утворення нової популяції), можливе зміщена в бік
певних областей простору, що призводить до незбалансованості популяції і
як наслідок – нерепрезентативності отриманого в результаті пошуку рішення.
Таким чином, зменшення і перерозподіл особин з архіву ( зі збереженням при
цьому основних характеристик знайдених індивідів) є бажаним або навіть
обов’язковим.
На відміну від механізму кластеризації, що використовувався в
алгоритмі SPEA, відповідна процедура в алгоритмі SPEA2 має дві
особливості:
 кількість особин, які зберігаються в архіві стала і не змінюється з
часом;
 граничні розв’язки не видаляються з архіву.
1. Всі недоміновані особини (значення функцій пристосованості яких
менше 1) з архіву і популяції копіюються в архів наступної ітерації:
2. Якщо розмір утвореного архіву відповідає бажаному ( ),
то кластеризація завершується. Інакше можливі дві ситуації:
1) Розмір утвореного архіву менше бажаного ( ). У цьому
випадку особини з об’єднаної множини Рt + Аt сортуються у порядку
зростання значень  їх функцій пристосованості і перші особин з
відсортованої множини копіюються в архів Аt+1.
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2) Розмір утвореного архіву більше бажаного ( ). У цьому
випадку починається процедура зменшення розміру архіву, яка ітеративно
видаляє особини з Аt+1, поки :
а) для кожної особини і обчислюється її декартова відстань d(i, j) до
всіх решти особин j. Найменша з отриманих відстаней додається до списку
D = D + di, di = min d(i, j);
б) значення отриманого списку D сортуються за зростанням. Особина,
що відповідає найменшому значення зі списку D видаляється з архіву;
в) даний процес повторюється, поки архів не досягне бажаного розміру
( ).
Д.2.8.6 Алгоритм паретівського локального пошуку
Головна ідея локального пошуку - існування околиці, яка представляє
собою деякий безліч рішень, близьких до поточного рішенням.
Ітераційна процедура локального пошуку (в разі завдання мінімізації)
може бути описана наступним чином.
1. Вибрати деяку початкову допустиму точку X.
2. Вибрати будь-яку точку Y з околу точки Х, таку, що F (Y) <F (X)
3. Якщо такої точки Y не існує, то зупинитися. Точка X - точка
мінімуму.
4. Інакше, покласти Х = Y. Перейти на крок 2.
Цей алгоритм починає роботу з довільної початкової допустимої точки
і переглядає всі точки навколо точки Х для пошуку кращого рішення в околі
точки X. Якщо вдалося знайти краще рішення, то воно запам'ятовується і
пошук триває по околу знайденого кращого рішення. Якщо кращого рішення
знайти не вдалося, то поточна точка і є локальний мінімум.
Таким чином, пошук оптимального рішення в алгоритмі локального
пошуку здійснюється за допомогою перегляду точок околу, змінюючи
компоненти булевого вектора рішень (мутації вектора розв’язку). А рішення
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про перенесення пошуку в нову точку приймається після перегляду
найближчих точок околу. При цьому розрізняють 2 способи перегляду околу:
1) найшвидшого спуску, коли проглядається увесь окіл і здійснюється
перехід в точку з найкращим значенням функції;
2) перехід після першого покращення – очевидна альтернатива
найшвидшому спуску, який слід застосовувати в умовах, коли відсутня
специфічна інформація, яка дає привід сподіватися, що метод
«найшвидшого» спуску буде дійсно найшвидшим.
Розглядаючи багатокритеріальні задачі маємо справу з так званим
паретовським локальним пошуком (ПЛП). Паретовський локальний пошук
являє собою оригінальний метод локального спуску в просторі бінарних
змінних з переходом по першому покращенню. Його відмінною рисою є
спосіб визначення кращого рішення – порівняння сусідніх точок. В даному
випадку рішення чи є точка, отримана на даному етапі, краща за попередню,
отриманої до цього, ґрунтується на принципі Парето, тобто перехід в сусідню
точку здійснюється, якщо вона домінує поточну за сукупністю критеріїв.
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ДОДАТОК 3
Д. 3.1 Типи шумів на зображенні
Фундаментальною проблемою в області обробки зображень є
ефективне видалення шуму зі збереженням важливих для наступного
семантичного опису/розпізнання деталей зображення. Складність рішення
даної задачі суттєво залежить від моделі шуму, що розглядається [6].
Розглянемо існуючі види шумів.
Білий шум – стаціонарний шум, спектральні складові якого рівномірно
розподілені по всьому діапазону задіяних частот. Під категорію білих шумів
підпадають будь-які шуми, спектральна щільність яких однакова (або ледь
відрізняється) на діапазоні частот, що розглядається. Характеристики білого
шуму:
2
1 2 1 2 1 2
( ) { ( )} 0;
( , ) { ( ) ( )} ( ),
w
ww
t t
t t t t t t
  
   
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R w w
(Д. 3.1.1)
де w – вектор випадкових чисел; R – коваріаційна матриця; ( )w t –
математичне очікування вектора w.
Спектр даного сигналу (рис. Д. 3.1.1) має наступний вигляд.
Рис. Д. 3.1.1. Спектр білого шуму
Гаусів шум – різновид білого шуму, який зазвичай виникає на етапі
формування цифрових зображень. Охарактеризувати даний шум можливо з
 440
додаванням до кожного пікселю зображення значень із гаусового розподілу з 
нульовим математичним очікуванням 
2 2 2( )/(2 )
2
1
, [ ] 0,
2
i je M   
i,j i,j
N N                       (Д. 3.1.2) 
де i,jN  матриця характеристики шуму; σ- стандартне відхилення розподілу 
Гауса. 
Гаусів шум має ті ж самі характеристики, що і білий шум. 
Кольоровий шум – сигнал, спектральна щільність якого має свої 
визначення кольору відповідно до аналогії між спектрами сигналів кольорів 
видимого світла. Найчастіше можна зустріти шуми: рожевий, червоний, 
синій, фіолетовий та сірий. Характеристики даних шумів: 
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                                  (Д. 3.1.3) 
де w – вектор випадкових чисел; R – коваріаційна матриця;  ( )w t  – 
математичне очікування вектора w. 
Рожевий шум – сигнал, спектральна щільність якого перебуває в 
зворотно-пропорційній залежності від його частоти. Іншими словами, цей 
сигнал рівномірно зменшується по логарифмічній шкалі частот. В деяких 
випадках рожевим шумом називають будь-який шум, у якого спектральна 
щільність зменшується зі збільшенням частоти (рис. Д. 3.1.2). 
 
Рис. Д. 3.1.2. Спектр рожевого шуму 
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Броунівський (червоний) шум – шум, який має великий запас
потужності на низьких частотах, в порівнянні з високими. Якщо порівнювати
червоний шум з вище названими, то білий шум буде сприйматись більш
приглушеним (рис. Д. 3.1.3).
Рис. Д. 3.1.3. Спектр червоного шуму
Синій (блакитний) шум – сигнал, спектральна густина якого
збільшується зі зростом частоти. Синій шум виходить, якщо
продиференціювати рожевий шум – їх спектри дзеркальні (рис. Д. 3.1.4).
Рис. Д. 3.1.4. Спектр синього шуму
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Фіолетовий шум – сигнал, спектральна щільність якого пропорційна
квадрату частоти і, аналогічно до білого шуму, на практиці він має бути
обмежений по частоті. Фіолетовий шум виходить, якщо продиференціювати
білий шум. Спектр фіолетового шуму дзеркально протилежний спектру
червоного (рис. Д. 3.1.5).
Рис. Д. 3.1.5. Спектр фіолетового шуму
Сірий шум – сигнал, який має однакову щільність на всіх частотах.
Спектр сірого шуму виходить, якщо додати спектри броунівського та
фіолетового шумів. Спектр даного шуму містить великий «провал» на
середніх частотах (рис. Д. 3.1.6).
Рис. Д. 3.1.6. Спектр сірого шуму
 443
Імпульсний шум. Під імпульсним сигналом розуміємо спотворення 
сигналу імпульсами, тобто викидами з дуже великими позитивними та 
негативними значеннями і малою тривалістю. Імпульсний шум 
характеризується зміною частини пікселів на зображенні значеннями 
фіксованої або випадкової величини. Така модель шуму пов’язана, 
наприклад, з похибками при передачі зображень [5]. 
Під час обробки зображень імпульсний шум виникає, наприклад, в 
наслідок похибки декодування, які призводять до появи чорних і білих точок 
на зображенні. Тому його часто називають точковим шумом. 
Даний шум можна охарактеризувати двома різними моделями. 
Імпульсний шум. Модель 1. Поява викиду шуму в кожній точці (i, j) 
зображення має імовірність р і не залежить ні від наявності шуму в інших 
точках зображення, ні від початкового зображення. Закон розподілу даного 
шуму можна представити так: 
 
з імовірністю
0 з імовірн с 1
[ ]
тю
,
і
d
p
M d
p 
 
 
i,j i,jN N             (Д. 3.1.4) 
де i,jN  матриця характеристики шуму. 
Оскільки викид шуму не залежить від наявності шуму в інших точках 
зображення, коваріаційна матриця для даного закону розподілу буде мати 
вигляд одиничної матриці. 
Імпульсний шум. Модель 2. Ця модель відрізняється від моделі 1 
лише тим, що спотворені точки набувають випадкові, а не фіксовані, 
значення Zi,.j. Передбачається, що вони є незалежними випадковими 
величинами. Шумову матрицю можна подати у такому вигляді: 
 
з імовірністю
0 з імовірністю 1
[ ] / 2,
d p
p
M d
 
  
 
i,j i,jN N             (Д. 3.1.5) 
2 2 2( )/(2 )
, ,2
1
, [ ] 0,
2
i j
i j i jZ e M Z
   

                      (Д. 3.1.6) 
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де i,jN  матриця характеристики шуму; σ  стандартне відхилення розподілу
Гауса.
Оскільки викид шуму не залежить від наявності шуму в інших точках
зображення, коваріаційна матриця для даного закону розподілу буде мати
вигляд одиничної матриці.
В реальному зображенні можна зустріти як адитивний, так і
імпульсний шум, такий шум називається комбінованим. Під комбінованим
шумом розуміють, найчастіше, спотворення сигналу Гаусовим імпульсним
шумом.
1 2 1 2 1 2, , , 1 1 2 2
1 2, 0, 1, 0, 1,m m m m m mG F m M m M      N N (Д. 3.1.7)
де N1 іN2 – матриці характеристики гаусового імпульсного шумів
відповідно.
Найбільш адекватним з точки зору використання в практичних задачах
є моделі Гаусового, імпульсного шуму і комбінованого шуму.
Д.3.2 Системний підхід до розв’язання задачі розпізнання
зображень
Задача розпізнання зображень в поточному формулюванні є досить
важкою комплексною задачею з рядом обмежень. Тому раціонально
провести структурну декомпозицію для полегшення рішень (див. рис. 3.15,
розділ 3).
Для розпізнання образів обов’язково необхідний дескриптор об’єкту.
Його можна досить ефективно записати, проаналізувавши контур об’єкту.
Тому однією з підзадач буде визначення границь об’єктів на зображенні,
формалізація їх контурів і подальша класифікація підозрілих контурів.
Для аналізу контуру об’єкта необхідно коректно виділити межі об’єкта
на зображенні. Але виділення меж об’єктів має суттєвий недолік – часто
виникають похибки на зашумлених несегментованих зображеннях, тому,
перед виділенням меж, зображення необхідно сегментувати.
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Сегментація – це процес розподілу цифрового зображення на декілька
сегментів (множину пікселів, також можуть називатись суперпікселями).
Результатом сегментації можна вважати бінарне зображення.
Бінарне зображення – різновид цифрових растрових зображень, коли
кожен піксель може представляти лише один з двох кольорів.
Оскільки зображення на вхід надходить зашумленим, то перед будь-
якими подальшими перетворюваннями його необхідно очистити від шумів.
Отже, структура задачі розпізнання зображень полягає в наступних під-
задачах:
1.Видалення шумів на зображенні.
2. Сегментація (бінарізація) зображення.
3.Виділеняя меж на зображеннях.
4. Формалізація дескриптора об’єкта.
5. Класифікація дескриптора.
Далі кожна підзадача буде розглянута окремо.
Д.3.3 Задача фільтрації шумів на зображенні
Д.3.3.1 Постановка задачі фільтрації шумів на зображенні
Розглянемо модель зашумленого зображення:
1 2 1 2 1 2, , , 1 1 2 2
, 0, 1, 0, 1,m m m m m mG F N m M m M      (Д.3.3.1)
де
21,mm
G  матриця зашумленого зображення;
1 2,m m
F  матриця вихідного
зображення;
1 2,m m
N  матриця характеристики шуму.
Ставиться задача відновити
1 2,m m
F з
1 2,m m
G (рис. П.3.3.1).
Рис. Д. 3.3.1. Структурна схема процесу відновлення зображення
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Д.3.3.2 Типи шумів на зображенні
Фундаментальною проблемою в області обробки зображень є
ефективне видалення шуму зі збереженням важливих для наступного
семантичного опису\розпізнання деталей зображення. Складність рішення
даної задачі суттєво залежить від моделі шуму, що розглядається (див. Д. 3.1)
Д.3.3.3 Огляд методів рішення задачі фільтрації шумів на
зображенні
Алгоритми шумоподавлення зазвичай спеціалізуються на подавленні
якогось конкретного виду шуму. Поки що не існує універсальних фільтров,
детектируючих і подавляючих всі види шумів. Однак численні шуми можна
досить добре приблизити моделлю білого Гаусового шуму, тому більшість
алгоритмів орієнтовано на подавлення саме цього виду шуму. Приведемо
класифікацію фільтрів (Рис. Д.3.3.8)
Рис. П. 3.3.8. Класифікація фільтрів
Нижче розглянемо наступні фільтри [7]:
1. Лінійний фільтр
2. Фільтр Вінера
3. Фільтр Гауса
4. Медіанний фільтр
5. Екстремальний фільтр
6. Фільтр Kuwahara
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П.3.3.3.1 Алгоритми дискретної згортки  і адаптації апертури
Для дискретної згортки і адаптації апертури (рис. Д. 3.3.9 – Д. 3.3.11)
використовуються наступні поняття:
 вихідне зображення
1 2,m m
G ;
 результуюче зображення
1 2,m m
F ;
 x,y-координати поточного пікселя на зображенні;
 ,i jC – матриця згортки;
 I, J – розмірність згортки;
    0,1, , , 0,1, ,r R q Q      ;
 ,i j – зважена різниця;
 v – бінарна матриця належності елементів , ;i jG
 P – поріг, значення якого залежить від розмірів апертури і числа
рівнів квантування яскравості;
 ,i jh – контур і шум зображення ,i jG .
Рис. Д. 3.3.9.Дискретна згортка і адаптація апертури
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Рис. Д. 3.3.10. Алгоритм дискретної згортки
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Рис. Д. 3.3.11. Адаптація апертури
Д.3.3.3.2. Алгоритм лінійної фільтрації зображення
Приміняється для подавлення Гаусового шуму.
1 2, , ,
.m m i j x i y j
i j
F C G   (Д. 3.3.9)
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В першому випадку, значенню інтенсивності в центральній точці
присвоюється середнє значення інтенсивностей сусідів. В інших випадках –
зважене середнє у відповідності з коефіцієнтами [4].
Приклад роботи алгоритму (рис. Д. 3.3.12).
а б
Рис. Д. 3.3.12. Лінійна фільтрація: а – вихідне зображення; б – оброблене
зображення
Д.3.3.3.3 Алгоритм фільтра Вінера
Приміняється для подавлення Гаусового шуму.
2
2
( , )1ˆ ( , ) ( , ),
( , ) ( , ) ( , ) / ( , )f
H u v
F u v G u v
H u v H u v S u v S u v
     
(Д. 3.3.10)
де H(u, v), F(u, v) – Фур’є-образи спотворюючої функціїі функції початкового
зображення; S – енергетичні спектри шуму.
( , ), ( , ) ( , ) ( , ) ( , ),G u v G u v H u v F u v N u v  (Д. 3.3.11)
де G(u, v) – результат спотворення; N(u, v) – адитивний шум.
Приклад роботи алгоритму (Рис. Д. 3.3.13).
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а б
Рис. Д. 3.3.13. Фільтрація за допомогою фільтра Вінера: а - вихідне
зображення; б - оброблене зображення
Д.3.3.3.4 Алгоритм згладжуючої фільтрації по Гаусу
Застосовується для подавлення імпульсного та адативного шумів.
Його імпульсною перехідною функцією є функція Гауса.
Застосовується для подавлення імпульсного та адативного шумів.
Він використовує операцію згортки по формулі і алгоритму як вказано
на Рис. Д. 3.3.14 з  ядром виду
(Д. 3.3.11)
де радіус размиття r2 = u2 + v2; σ стандартне відхилення розподілу Гауса.
У випадках двох вимірів ця формула задає поверхність, що має вигляд
концентричних окружностей з розподілом Гауса від центральної точки.
Приклад роботи фільтру.
2 2 2( )/(2 )
, 2
1 ,
2
i j
i jC e
   
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а б
Рис. Д. 3.3.14. Фільтрація за допомогою фільтра Гауса (10% розмиття):
а - вихідне зображення; б - оброблене зображення
Д.3.3.3.5. Алгоритм медіанної фільтрації
Застосовується для подавлення імпульсного та адативного шумів.
Медіанний фільтр, так як і будь-який згортковий фільтр, має вигляд
ковзаючого по полю зображення вікно W, охоплюючи непарну кількість
елементів. Центральний відлік змінюється медіаною всіх елементів
зображення, що потрапили до вікна. Медіанною дискретною послідовністю
x1, x2, ..., xLдля непарного Lназивають такий елемент, для якого існують
(L – 1) / 2 елементів, менших або рівних йому за величиною, і (L – 1) / 2
елементів, більших або рівних йому за величиною.
    , median , ,B x y N x y (Д. 3.3.12)
де  ,B x y – точка опрацьованого зображення;  ,N x y – точка початкового
зображення.
Приклад роботи фільтру (рис. Д. 3.3.15).
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а б
Рис. Д. 3.3.15. Медіанна фільтрація: а - вихідне зображення; б - оброблене
зображення
Д.3.3.3.6 Алгоритм екстремальної фільтрації
Застосовується для подавлення імпульсного та адативного шумів.
 
 
min
max
, min{ ( , )};
, max{ ( , )}.
B x y N x y
B x y N x y

 (П. 3.3.13)
П.3.3.3.7 Алгоритм згладжуючої фільтрації Kuwahara
Застосовується для подавлення імпульсного шуму (рис. Д.3.3.16).
Крок 1.Обчислення середнього арифметичного значення m дисперсії
для областей abcd з врахуванням розширення розмірності:
,
0 0
,
0 0
;1
1 .
m n
k i
k i
m n
k i
k i
As A
m n
Ds D
m n
 
 
 
 


 (Д. 3.3.14)
454
a a a/b b b
a a a/b b b
a/c a/c a/b/c/d b/d b/d
c c c/d d d
c c c/d d d
Рис. Д. 3.3.16. Ядро фільтру Kuwahara розмірністю 5
Крок 2. Визначення області з найменшою дисперсією.
1 1
2 2
3 3
4 4
( , ),  ( , ) min ( , );
( , ),  ( , ) min ( , );
( , )
( , ),  ( , ) min ( , );
( , ),  ( , ) min ( , ),
i i
i i
i i
i i
m x y x y x y
m x y x y x y
x y
m x y x y x y
m x y x y x y
             
(Д. 3.3.15)
Крок 3. Призначення відклику як найменшого середнього значення
області з найменшою дисперсією.
Приклад роботи фільтру (Рис. Д.3.3.17).
а б
Рис. Д. 3.3.17. Фільтрація за допомогою фільтраKuwahara (4% розмиття): а -
вихідне зображення; б - оброблене зображення
Д.3.3.4 Порівняльний аналіз алгоритмів фільтрації зображення
Нижче наведено порівняльний аналіз для алгоритмів фільтрації
(табл. Д.3.3.1).
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Таблиця Д.3.3.1
Порівняльний аналіз для алгоритмів фільтрації
Алгоритм Тип Переваги Недоліки
Медіанний
Згладжуючий
Фільтр не змінює
ступінчаті і
пилоподібні функції;
фільтр добре подавляє
поодинокі імпульсні
перешкоди і випадкові
шумові викиди
відліку.
Недостатньо
ефективний проти
адативного шуму
Екстремальний
Фільтр дозволяє
компенсувати не
тільки шум, але і
усувати (частково)
наслідки змазу
зображення.
Неефективний проти
імпульсного шуму.
Вінера Частотний
Має перевагу широкої
адаптації; для деяких
проблем передаточну
функцію фільтру
можна отримати точне
рішення, і , відповідно
використання
компонентів простої
фізичної конфігурації
мережі фільтру
Вінера.
Зображення
розглядається не у
вигляді функції від
матриці пікселів.
Лінійний
Згортковий
Ефективний проти
імпульсного шуму.
Недостатньо
ефективний проти
адитивного шуму.
Гауса
Ефективно прибирає
шум.
Втрачає інформацію
про межі.
Kuwahara
Ефективно прибирає
шум не втрачаючи
інформацію про межі
зображення.
Втрачає частину
несуттєвої
інформації.
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Д.3.4  Задача сегментації зображення
Д.3.4.1  Постановка задачі сегментації
Сегментація – процес розподілу цифрового зображення на декілька
сегментів (велику кількість пікселів, також названих суперпікселями). Мета
сегментації полягає у спрощенні і\або зміні представлення зображення, щоб
його було простіше і легше аналізувати. Сегментація зображень найчастіше
використовується для того, щоб виділити об’єкти та межі (лінії, криві, і т.д.)
на зображеннях. Більш точно, сегментація зображень – це процес присвоєння
таких міток кожному пікселю зображення, що піксель з однаковими мітками
мають загальні візуальні характеристики [5].
Результатом сегментації зображення є множина сегментів, які разом
покривають все зображення.
Нехай є зображення
21,mm
F . Сегментацією зображення буде такий процес
переносу частини вхідної матриці
21,mm
F , де 11 Mk  а 22 Mk  на зображенні
до певного сегменту.
Отже, сегментація –це розшук такої множини матриць
G = {
11 12 21 22 1 2, , ,
, ,
n nk k k k k k
F F F },
де 11 Mkl  а 22 Mkl  , nl ..1 кожен елемент якого (кожна матриця), має загальні
характеристики.
Д.3.4.2  Огляд методів розв’язання задачі сегментації
Для сегментації використовується ряд підходів в залежності від
представлення зображення, тому:
 метод Бернсена;
 метод Еквеля;
 метод Ніблека;
 метод Яновица і Брукштейна;
 методи засновані на кластеризації (наприклад k-середніх,
середнього зсуву);
 метод з використанням гістограми;
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 методи розростання областей (активні контури);
 методи розрізу графа;
 метод вододілу;
 алгоритм адаптивной бінаризації.
Метод Бернсена. Часто використовується метод Бернсена. Для
схематичних та картографічних зображень.
Для кожного пікселя(x;y) обирається поріг яскравості
  min max; ( ) / 2,B x y B B  (Д.3.4.1)
де minB , maxB – відповідно, найнижчий та найвищий рівні яскравості пікселей із
квадратної околиці пікселя (x;y).
Якщо рівень контрасту (різниця найвищого та найнижчого рівнів)
перевищує деякий поріг, то піксель вважається або білим, або чорним. Для
всього зображення цей поріг контрасту є константой і має обиратись
інтерактивно.
Має ряд недоліків: після обробки монотонних областей яскравості
формуються сильні паразитичні перешкоди, в деяких випадках призводить до
появи хибних чорних плям. Недоліки можуть бути компенсовані за
допомогою додаткової обробки – постпроцесингу. Метод є найбільш
швидким серед інших, навіть в сукупності з етапом постпроцесингу.
Приклад роботи методу (Рис. Д.3.4.1).
а б
Рис. Д.3.4.1. Метод Бернсенаа - вихідне зображення; б - оброблене зображення
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Метод Еквеля. Одним з найпродуктивніших  методів є метод Еквеля.
Його часто застосовують для опрацювання чітких та контрастних зображень.
Відповідно до цього методу зображення опрацьовується за допомогою
двох концентричних вікон: маленького – S і великого L
(Рис. Д.3.4.2).Зазвичай форма вікон приймається квадратною. Обидва вікна
послідовно зліва направо зверху вниз накладаються на зображення з кроком
рівним стороні маленького вікна S. Для вікна L розраховується поріг B так,
щоб поділити пікселі на два кластери. Якщо математичні очікування рівня
яскравості в двох кластерах мають різницю, що перевищує деякий заданий
користувачем рівень / μ1 - μ2 / ≥ l, то всі пікселі всередині вікна S
бінаризуются відповідно до порогу T. В іншому випадку, яскравість пікселів
з вікна S замінюється деяким близьким значенням .
Рис. Д.3.4.2. Переміщеннявікон в методіЕквеля
На результуючому зображенні в місцях низької контрастності
з'являються розриви і помилкові чорні області, які можна видалити тільки за
допомогою постпроцесингу (рис. Д.3.4.3). При обробці тонких пересічних
ліній можуть виникати розриви, тому метод хороший для товстих ліній і
великих об'єктів.
а б
Рис. П.3.4.3. Результуюче зображення: а - вихідне зображення; б - оброблене
зображення
459
Метод Ніблека. Простота методу Ніблека локальної адаптивної
бінаризації дозволяє досягти високу швидкість обробки зображень. Метод
використовується на практиці для швидкої фільтрації контрастних
зображень, на яких відсутні сильно зашумлені області з плавними
переходами яскравості.
Ідея даного методу полягає в варіюванні порогу яскравості B
бінаризації від точки до точки на підставі локального значення стандартного
відхилення. Поріг яскравості в точці (x, y) розраховується так:
B(x, y)=m(x, y)+ks(x, y), (Д.3.4.2)
де m (x, y) s (x, y) – середнє і стандартне відхилення вибірки для деякого
околу точки. Розмір околу повинен бути мінімальним, але таким, щоб
зберегти локальні деталі зображення. У той же час розмір повинен бути
досить великим, щоб знизити вплив шуму на результат (для зображень,
наведених тут, радіус околу становить 16 пікселів). Значення k визначає, яку
частину межі об'єкта взяти в якості самого об'єкта. Значення k = – 0,2 задає
досить гарний поділ об'єктів, якщо вони представлені чорним кольором, а
значення k = + 0,2, – якщо об'єкти представлені білим кольором.
У місцях плавного переходу яскравості метод дає неправдиві об'єкти з
невеликим шумом (pис. Д.3.4.4, б). Метод отримав своє поширення на
практиці завдяки його інтеграції з етапом постпроцесингу. При цьому
швидкість обробки падає в 3 рази, і кількість помилок скорочується на 20%.
а б
Рис. Д.3.4.4. Метод Ніблека локальної адаптивної бінаризации:
а – вихідне зображення; б – бінаризація методом Ніблека
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Метод Яновица і Брукштейна. Найбільш ефективним для обробки
сканованих паперових картографічних зображень є метод Яновица і
Брукштейна (рис. Д.3.4.5). Таким зображенням властива зональна
нерівномірність яскравості, при якій одні і ті ж об'єкти зображення в різних
частинах мають значні відмінності яскравості (до 20-50%).
а б
Рис. П.3.4.5.  Метод Яновица и Брукштейна: а – вихідне зображення;
б– бінаризація методом Яновица і Брукштейна
Як порогова поверхня бінаризації використовується поверхня
потенціалів, що будується на основі локальної максимізації градієнта
яскравості. Значення градієнта яскравості часто розраховується за
допомогою контурного оператора Собеля або Кенні [5]. Зображення
фільтрується з метою отримання контурних ліній товщини в 1 піксель, а
потім усереднюється фільтром 3 × 3, і потенційна поверхня, тепер, будується
за ітераційно інтерполюючою схемою. Розрахунок поверхні йде по порядку,
починаючи від контурних пікселів. Для кожного не контурного пікселя
розраховується інтерполяційний залишок R (x, y) і нове значення пікселя
P (x, y) на n + 1-му кроці має розраховуватися відповідно до формул:
   
     
   
, ,  ( , ) / 4;
, 1,
, 1 , 1 4 ( ,
1,
.)n n n
n l n n
n n n
P x y P x y R x y
R x y P x y P x y
P x y P x y P x y
  
    
    
(Д.3.4.3)
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Автори методу пропонують використовувати значення β в межах
1 ≤ β ≤ 2 для швидкої збіжності.
Метод не дає паразитного шуму на бінарному растрі. Помилка розриву
лінійних об'єктів низька. Але серед методів локальної бінаризації він
найменш продуктивний.
Методи засновані на кластеризації. Так як методи даної групи мають
схожі переваги і недоліки, незважаючи на велику ефективність методу
середнього зсуву, розглядатися буде метод k-середніх. k-середніх – це
ітеративний метод [5], який використовується, щоб розділити зображення на
K кластерів . Базовий алгоритм наведено нижче (рис. Д.3.4.6).
Рис. Д.3.4.6. Базовий алгоритм, алгоритм k-середніх
Тут в якості відстані зазвичай береться Евклідова метрика (сума
квадратів або абсолютних значень різниць між пікселем і центром кластера).
Різниця зазвичай заснована на кольорі, яскравості, текстурі і
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місцезнаходженні пікселя, або на зваженій сумі цих факторів. K може бути
обрано вручну, випадково або евристично.
Цей алгоритм гарантовано сходиться, але він може не привести до
оптимального рішення. Якість рішення залежить від початкової множини
кластерів і значення K.
Істотним недоліком методу є припущення про відомість кількості
кластерів до початку сегментації. Як правило, така інформація або
недоступна, або вимагає окремого, серйозного дослідження.
Приклад роботи сегментації (рис. Д.3.4.7).
а б
Рис. Д.3.4.7. Сегментація за допомогоюk-средніх: а – вихідне зображення;
б – оброблене зображення
Метод з використанням гістограми. Цей метод, заснований на поділі
зображення на сегменти залежно від кольоровості пікселів, по так званому
«порогу» [5]. Його також називають пороговою фільтрацією. Гістограма
яскравості на зображенні – це графік статистичного розподілу елементів
цифрового зображення з різною яскравістю, в якому по горизонтальній осі
представлена яскравість, а по вертикалі – відносне число пікселів з
конкретним значенням яскравості. У цьому підрозділі гістограма буде
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позначатися за допомогою «функції яскравості» Wf (Fm1, m2). Ступінь
яскравості буде позначений за допомогою f відповідно.
Порогова обробка півтонованого зображення полягає у виконанні
поелементного перетворення вигляду
max 0
min 0
, ;
, ,
f f f
f
f f f
   (Д.3.4.4)
де f0 – деяке «порогове» значення яскравості.
При виконанні порогової обробки основне питання полягає у виборі
порога f0. (рис. Д.3.4.8).
Рис. Д.3.4.8. Завдання встановлення порога на зображенні
Одним з методів вибору порогів – є метод Гавріледіса [7].
Значення «функції яскравості» знаходиться в межах [0 ... 255], так як
тон пікселя в цифровому вигляді, змінюється від 0 до 255. Тоді головний пік
на гістограмі:
255
0
( ) max ( ),M M IW W f W f  (Д.3.4.5)
де fM – точка максимуму на гістограмі.
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Алгоритм Гаврілідіса представлений на рис. Д.3.4.9.
Рис. П.3.4.9. Алгоритм виділення порогів Гавріледіса
Методи з використанням гістограми дуже ефективні, коли
порівнюються з іншими методами сегментації зображень, тому що вони
вимагають тільки один прохід по пікселям.
Один недолік цього методу – те, що йому може бути важко знайти
значні мінімуми і максимуми на зображенні. Підходи, засновані на
використанні гістограм, можна також швидко адаптувати для декількох
кадрів, зберігаючи їх перевагу в швидкості за рахунок одного проходу.
Однак, якщо, в силу спотворень вироблених в результаті впливу шуму
на зображення, на зображенні утворилися «розриви» в тональності пікселів
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на краю сегмента, то даний метод сприйме розрив як частину сегмента. Через
це, даний метод можна застосовувати тільки до дуже якісних зображень.
Приклад роботи сегментації (рис. Д.3.4.10).
а б
в г
Рис. Д.3.4.10. Сегментація за допомогою гістограми: а – вихідне зображення;
б – оброблене зображення; в – бінаризоване зображення для піку 2;
г – бінаризоване зображення для піку 1
Метод розростання областей (активні контури)
В даному випадку розглядається ціла група методів, заснованих на
«деформованих моделях» [7].
Пик 2
Пик 1
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Деформована модель – це шаблон деякої форми, який під впливом
різних сил змінює свою форму, підлаштовуючись під вхідні дані. В
результаті з шаблону, ініційованого в приблизне місцезнаходження шуканого
об'єкта, отримуємо явний опис межі об'єкта.
Моделі можна класифікувати таким чином (рис. Д.3.4.11).
Рис. П.3.4.11. Типи деформульованих моделей
Моделі вільної форми засновані на сплайнах можуть працювати без
попередньо заданого шаблону форми об'єкта, але вимагають безперервний і
гладкий контур. Що в реальності досягти вкрай складно. Виходить, вони
мають такий же недолік, як і метод, заснований на гістограмах.
Модель же заснована на активному контурі - це деформована модель,
шаблон якої задано у формі параметричної кривої, ініціалізований вручну
набором контрольних точок, що лежать на відкритій або замкненій кривій на
вхідному зображенні. Завдання сегментації за допомогою моделі активного
контуру полягає у знаходженні такої функції, яка буде максимально
підходити для опису контуру. Модель активного контуру, слабо залежить від
гладкості та безперервності контуру буде представлена нижче в методі
вододілу.
Параметрично деформовані моделі в свою чергу, вимагають заздалегідь
відому структуру об'єкта, і не так сильно залежать від безперервності і
гладкості контуру.
Аналітично задані параметричні деформовані моделі описуються
набором примітивів, деяким чином пов'язаних між собою.
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Прототипні моделі описуються прототипом форми об'єкта і деяким
набором відхилень від нього.
Загальний алгоритм роботи методів сегментації на підставі розростання
областей (рис. Д.3.4.12).
Ці моделі можна ефективно використовувати при розпізнаванні і
сегментації вже відомих об'єктів, таких як номерні знаки. Але абсолютно не
підходить для застосування в сегментації заздалегідь невідомих за формою
об'єктів на перекручених шумом зображеннях.
Приклад роботи сегментації (рис. Д.3.4.13).
Рис. П.3.4.12. Алгоритм розростання областей: A, B, C – області;
I (A) – яскравість пікселя А; CIavg (B) – середня яскравість області B;
CIavg (С) – середня яскравість області С;  – емпіричний поріг
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Методи розрізу графа
У цих методах зображення представляється як зважений
неорієнтований граф [7]. Зазвичай піксель або група пікселів асоціюється
вершиною, а ваги ребер визначають (не) схожість сусідніх пікселів. Потім
граф (зображення) розрізається згідно з критерієм, створеному для
отримання «хороших» кластерів. Кожна частина вершин (пікселів), яку
отримують ці алгоритми, вважається об'єктом на зображенні. Критеріями
схожості пікселів можуть служити:
 відстань;
 яскравість;
 колір;
 текстура.
Для знаходження об'єктів на такому графі знаходять мінімальний
кістяк графа. Наприклад за допомогою методу Краскала. Алгоритм Краскала
будує каркас - мінімальний кістяк даного графа.
а б
Рис. П.3.4.13. Сегментація за допомогою розростання: а - вихідне зображення;
б - оброблене зображення
До початку роботи алгоритму необхідно впорядкувати ребра по вазі.
Після чого компоненти зв'язності зручно зберігати в вигляді системи
непересічних множин.
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Найзручніше проілюструвати алгоритм на прикладі (рис. Д.3.4.14).
Рис. Д.3.4.14. Алгоритм Краскала
Ребра AD і CE мають мінімальну вагу, рівний 5. Довільно вибирається
ребро AD (виділено на малюнку).
Тепер найменшу вагу, рівний 5, має ребро CE. Так як додавання CE не
утворює циклу, то вибираємо його в якості другого ребра.
Аналогічно вибираємо ребро DF, вага якого дорівнює 6.
Наступні ребра – AB і BE з вагою 7. Довільно вибирається ребро AB,
виділене на рис. Д.3.4.14. Ребро BD виділено червоним, так уже існує шлях
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(зелений) між B і D, тому, якщо б це ребро було вибрано, то утворився б
цикл ABD.
Аналогічним чином вибирається ребро BE, вага якого дорівнює семи.
На цьому етапі червоним виділено набагато більше ребер: BC, тому що воно
створить цикл BCE, DE, тому що воно створить цикл DEBA, і FE, тому що
воно сформує цикл FEBAD.
Алгоритм завершується додаванням ребра EG з вагою
Мінімальний кістяк побудовано.
Приклад роботи сегментації (рис. Д.3.4.15).
а
б
Рис. Д.3.4.15. Сегментація за допомогою графів: а - вихідне зображення; б -
оброблене зображення
Метод вододілу
Даний метод є одним з методів, заснованих на активних контурах.
Узагальнений алгоритм «вододілу» (рис. Д.3.4.16).
Щоб проілюструвати алгоритм, потрібно представити зображення у
вигляді «топологічної карти». Ступінь яскравості пікселя визначає рівень
«висоти» на карті. Найсвітліший піксель відповідатиме вершині, а
найтемніший – западині. Нижче показана частина зображення (лінія
шириною в один піксель) для ілюстрації методу (рис. Д.3.4.17).
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Рис. Д.3.4.16. Узагальнений алгоритм «вододілу»
Рис. П.3.4.17. Ілюстрація алгоритму «вододілу»
Зображення моделюється як частково-гладка функція (функція,
визначена на безлічі дійсних чисел, диференційована на кожному з
інтервалів, що становлять область визначення).
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Нехай зображення
21,mm
F може бути розділене на дві області
11 12,k k
F та
21 22,k k
F , причому
1 2 11 12 21 22, , ,m m k k k k
F F F  . Потрібно побудувати таку
криву
1 2,
( , ) m mC x y F , далі просто С, яка ділить області 11 12,k kF та 21 22,k kF .
Для вирішення завдання запропоновано модифікований функціонал
Маммфорда-Шаха [7].
Так як значення будь-якого елементу матриці
1 2,m m
F означає ступінь
тональності зображення в точці з координатами елемента, введемо
«топологічну функцію зображення» 0 ,( , ) x yu x y F .
Алгоритм вододілу починається з якогось допущення про криву С. Далі
форма кривої змінюється таким чином, щоб в результаті вийшла шукана
крива.
Мамфорд і Шах запропонували для цього мінімізувати функціонал
такого вигляду :
1 2
,1 2
,1 2,1 2
2
, 0
2
,
( , ) ( ( , ) ( , )) ( , )
( ( , )) ( , ) arg min ( )
m m
m m
m m
MS
m m
F
F CF
F F C u x y u x y d x y
u x y d x y L C
   
   

 (П.3.4.6)
де ,і  якісь емпіричні коефіцієнти, які контролюють «ступінь
згладженості сегментів»; L (C) - довжина кривої С; ( , )u x y - змінена в часі
«топологічна функція зображення».
З огляду на незначний вплив другого доданка в функціоналі, часто
використовують таке спрощення для нього:
1 2
,1 2,1 2
2
, 0
,
( , ) ( ( , ) ( , )) ( , ) argmin ( ).
m m
m m
MS
m m
F CF
F F C u x y u x y d x y L C     (П.3.4.7)
Так як в результаті все одно буде присутній тільки двокольорове
зображення, можна спростити «топологічну функцію зображення» в
функціоналі до 2-х значень. Що і пропонується автором:
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1
2
, якщо  всередені ;
( , )
, якщо  поза .
с x C
u x y
с x C
  (П.3.4.8)
В результаті функціонал набуде вигляду:
1 2
,1 2
1 2
,1 2
2
, 1 0 1
внутри
2
2 0 2
,вне
( , ) ( ( , ) ) ( , )
( ( , ) ) ( , ) arg min ( ) ( ),
m m
m m
MS
m m
F C
ins
С С CF C
F F C u x y c d x y
u x y c d x y L C S C
   
     


(П.3.4.9)
де  Sins(C) – площа всередині кривої.
Для мінімізації використовується метод набору рівнів. Вводиться
функція Хевісайда .
1, якщо   0,
( )
0, якщо    0.
s
H s
s
  
(П.3.4.10)
І функція набору рівнів φ(x, y), така, що  1 2, ( , ) 0 .m mC x F x y   
Використовуючи функцію Дірака (s), яка буде похідною від H(s)
( ( ) ( )H x x   ). Отримаємо
, ,1 2 1 2
( ) ( ( , ) ( , ); ( ) ( ( , )) ( , ).
m m m m
ins
F F
L C H x y d x y S C H x y d x y      (П.3.4.11)
Тоді (П.3.4.11) можна переписати як
, ,1 2 1 2
, ,1 2 1 2
2 2
1 0 1 2 0 2
внутри вне
( ) ( ( , ) ) ( , ) ( ( , ) ) ( , )
( ( , )) ( , ) ( ( , )) ( , ),
m m m m
m m m m
MS
F C F C
F F
F u x y c d x y u x y c d x y
H x y d x y H x y d x y
       
     
 
 
(П.3.4.12)
де
,1 2
,1 2
0
1
( , ) ( ( , ) ( , )
,
( ( , )) ( , )
m m
m m
F
F
u x y H x y d x y
с
H x y d x y

 

 (П.3.4.13)
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,1 2
,1 2
0
2
( , )(1 ( ( , )) ( , )
.
(1 ( ( , )) ( , )
m m
m m
F
F
u x y H x y d x y
с
H x y d x y
 
  

 (П.3.4.14)
Щоб мінімізувати функціонал (П.3.4.14) виписується рівняння Ейлера-
Лагранжа. Параметризувавши напрямок спуску за допомогою штучного часу
t> 0, вийде така система:
2
1 0 1
2
2 0 2
( ( , ) )( , , ) ( , ) , 0,
( ( , ) )
( , )( , ,0) ( , ), 0.
div u x y cx y t H x y t
t
u x y c v
H x yx y x y
n
                 
     
(П.3.4.15)
При досягненні стійкого стану даного рівняння, отримана φ буде
шуканою для мінімізованого стану функціоналу. Таким чином, можна
отримати криву С.
Приклад роботи сегментації (рис. Д.3.4.18).
а б
Рис. П.3.4.18. Сегментація за допомогою вододілу: а - вихідне зображення;
б - оброблене зображення
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Алгоритм адаптивної бінаризації
Алгоритми адаптивної бінаризації зображень базуються на
використанні локальної або глобальної гістограми зображення [5]. Підхід,
заснований на використанні гістограми яскравості пікселів, є одним з
найвідоміших і, безумовно, найбільш простим.
Оптимальна порогова сегментація заснована на наближенні гістограми
зображення до деякої кривої з використанням вагових сум двох або більше
ймовірностей інтенсивності з нормальним розподілом. Тоді поріг - це набір
найближчих рівнів яскравості, відповідних мінімуму ймовірності між
максимумами двох або більше нормальних розподілів (рис. Д.3.4.19).
Для визначення оптимального порогу бінаризації запропоновано
велику кількість різних підходів. Найбільш вдалим з них представляється
підхід Отсу , який передбачає не тільки визначення оптимального порогу
бінаризації, а й обчислення деякого критерію бімодальності, тобто оцінку
того, чи дійсно досліджувана гістограма містить саме дві моди (два
виражених піка). Ідея даного підходу полягає в наступному.
Рис. Д.3.4.19. Оптимальна порогова сегментація: а – функції розподілу
об'єкта і фону; б – відповідні гістограми і оптимальний поріг
Нехай зображення являє собою двовимірний масив Im розміру X × Y,
причому його елементи (пікселі) приймають цілочисельні значення на
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відрізку ~ [0, 255]. Тоді гістограма цього зображення являє собою
одномірний масив Hist [.], в кожній комірці якого Hist [0 ... 255] міститься
число пікселів зображення, що мають рівне значення. Розглянемо тепер
«подгістограмму» Hist [k ... l], 0 ≤ k ≤ l ≤ 255. Для будь-якої такої
підгістограмми (вікна) [k, l] можна обчислити оцінку дисперсії яскравості
DISP (k, l).
   0, ( 1,255)1 .
(0,255)
DISP t DISP t
SC T
DISP
   (Д.3.4.16)
Критерій SC (t) завжди приймає значення на відрізку [0, 1], причому
значення його тим більше, чим краще роздільність яскравісного розподілу на
два класи відносно порога. Алгоритм Отсу передбачає обчислення SC () для
всіх t = {0 ... 255}, після чого оптимальний поріг Отсу визначається як
 argmax ;
{0, ,255}.
T SC t
t

  (Д.3.4.17)
Цей алгоритм має ясний статистичний сенс і, як показує практика, є
ефективним і стійким способом визначення адаптивного порога для
бінаризації бімодальних зображень.
Д.3.4.3  Порівняльний аналіз алгоритмів сегментації зображення
Нижче наведено порівняльний аналіз для алгоритмів сегментації
(табл. Д.3.4.1).
Таблиця Д.3.4.1
Порівняльний аналіз для алгоритмів сегментації
Алгоритм Тип Переваги Недоліки
k-средніх
Класте-
ризація
Проста в реализації
Потрібно знати
кількість кластерів до
початку сегментації
Гістограмна – Проста в реализації
Не враховує характер
об'єктів
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Розростання
областей
А
кт
ив
ні
ко
нт
ур
и
Враховує структуру і характер
об'єкта
Не враховує розриви
Розрізу графа
Вододілу
Враховує структуру, характер
об'єкта та розриви
Важка в реалізації
k-средніх Проста в реализації
Потрібно знати
кількість кластерів до
початку сегментації
Той факт, що метод вододілу враховує розриви в контурах об'єктів і
саму структуру регіонів гарантує його найкраще застосування для задачі
сегментації з подальшим виділенням контурів.
Д. 3.5. Задача виділення меж
Задача виділення меж тісно пов’язана із задачею сегментації. Так,
відразу після сегментації дуже зручно виділяти межу на бінарному
монохромному зображенні.
Д. 3.5.1. Постановка задачі виділення меж
Межі на зображенні – це такі місця на зображенні в околі яких
яскравість зображення різко змінюється (рис. Д. 3.5.1).
а б
Рис. Д. 3.5.1. Типи меж: a – ступінчаста; б – розмита
Так як на звичайному зображенні частіше зустрічаються розмиті ніж
ступінчасті межі, то модель межі можна записати таким чином.
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Нехай є зображення
1 2,m m
F , яке має строго один край в точці (m1, m2).
Тоді, його можна змоделювати як:
1 2
1 2
,
{ , } 1 ,
2 2
r l
m m l
I I m mF erf I         
(Д. 3.5.1)
тут
22( ) .
u
t
o
erf u e dt   (Д. 3.5.2)
Зліва від межі яскравість ,
,
lim ,l x y
x y
I F
 
 справа – ,
,
lim .r x y
x y
I F
 

Параметр  називається розміром розмиття межі.
Далі характеристикою межі буде позначатися двовимірна функція f
(m1, m2), яка задовольняє умову (Д. 3.5.2).
Отже, завдання стоїть в знаходженні деякої кривої на зображенні, яка
задається набором точок
1 2, 1 2 1 2
,{ , ( , )}k kC k k f k k відповідала умовам (Д. 3.5.2).
Знаходження області зміни яскравості можна організувати через аналіз
першої та другої похідної функції f (рис. Д. 3.5.2).
Рис. Д. 3.5.2. Функція і її похідні в точці меж
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Найбільша зміна функції відбувається в напрямку градієнта.
Величина змінної
( , ) ( , ), ( , ) .f ff x y x y x y
x y
        (Д. 3.5.3)
Д.3.5.2. Огляд рішень задачі виділення меж
Існує два основні підходи для виділення меж:
• методи, засновані на пошуку максимумів.
• методи, засновані на пошуку нулів.
Методи, засновані на пошуку максимумів, полягають в обчисленні
«сили межі» і визначення її напрямку за допомогою градієнта.
Напрямок межі задається перпендикулярно градієнту (рис. Д. 3.5.3)
Рис. Д. 3.5.3. Межа функції і її градієнт в різних випадках
Отже, напрямок градієнта визначається наступним чином:
arctan .f f
y x
        (Д. 3.5.4)
«Сила межі» - абсолютна величина градієнта:
22
( , ) ( , ) ( , ) .f ff x y x y x y
x y
             (Д. 3.5.5)
Іноді обчислюється приблизне значення градієнта:
( , ) ( , ) ( , ) .f ff x y x y x y
x y
     (Д. 3.5.6)
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До цього класу методів відносять: оператор Робертсона, оператор 
Собеля, оператор Щарри, оператор Прьюітт, метод виділення меж Кенні, 
метод Ротуелла, метод Лапласа, метод Кірша, статистичний метод. 
Методи, засновані на пошуку нулів, складаються в пошуку перетину 
осі абсцис і виразу другої похідної. 
Похідні можуть бути пораховані методом диференціального виділення 
меж. Для цього в кожній точці зображення вводиться локальна система 
координат (u, v), де v - напрямок паралельний градієнту. Передбачається, що 
зображення було згладжено фільтром Гаусса, і масштабну виставу f (x, y; t) 
було визначено на масштабі t. Величина градієнта масштабного виразу, яке 
дорівнює першій похідній у напрямку fv в v-напрямку, буде мати першу 
похідну в v-напрямку, рівну нулю 
( ) 0,v vf                                          (Д. 3.5.7) 
в той час як друга похідна в v-напрямку від fv повинна бути негативною, так 
як нас цікавлять тільки максимуми, тобто 
( ) 0.vv vf                                            (Д. 3.5.8) 
Записане в якості явного вираження від локальних приватних похідних, дане 
визначення краю може бути виражено як нульові лінії диференціального 
інваріанту 
2 2 22 0,v vv x xx x y xy x yyf f f f f f f f f                       (Д. 3.5.9) 
який задовольняє наступну умову: 
3 3 2 2 33 3 0,v vvv x xxx x y xxy y x xyy y yyyf f f f f f f f f f f f            (Д. 3.5.10) 
де fx, fy ... fyyy позначають приватні похідні, пораховані на масштабному 
поданні f, отриманому за допомогою фільтрації вихідного зображення 
фільтром Гаусса. 
В даному випадку межі будуть автоматично представляти собою 
безперервні криві з піксельною точністю. До отриманих меж може бути 
додатково застосовано виділення за допомогою порогів з запізненням. 
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На практиці, перші похідні можуть бути пораховані так, як
описувалося раніше, в той час як другі похідні можуть бути вирахувані з
масштабного уявлення f
( , ) ( 1, ) 2 ( , ) ( 1, ),
( 1, 1) ( 1, 1) ( 1, 1) ( 1, 1)( , ) ,
4
( , ) ( , 1) 2 ( , ) ( , 1),
xx
xy
yy
f x y f x y f x y f x y
f x y f x y f x y f x yf x y
f x y f x y f x y f x y
    
          
    
відповідають наступним операціям:
 
1 101 4 4
1 2 1 , 2 , 0 0 0 .
1 1 10
4 4
xx yy xyf f f f f f
                      
(Д. 3.5.11)
Похідні вищих порядків можуть бути пораховані аналогічно.
До цього класу методів, наприклад, відносять оператор Лапласа.
Спочатку будуть розглянуті методи пошуку максимумів, а потім
диференціальні оператори і методи виділення кордонів.
Оператор Робертсона
Оператор обчислює градієнт яскравості зображення, в кожній точці
використовуючи операцію дискретної згортки матриці зображення з ядром
фільтра (рис. Д. 3.5.4).
Один з найбільш ранніх методів виділення кордонів. Оператор
використовує ядра 2 × 2, які обчислюють суму квадратів різниці між
діагонально суміжними пікселями. Ядра виглядають наступним чином [8]:
1 0 0 1
,   .
0 1 1 0y x
C C
            
(П. 3.5.12)
Приклад роботи алгоритму:
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а б
Рис. П. 3.5.4. Виділення меж за допомогою оператора Робертса: а – вихідне
зображення; б – оброблене зображення
Оператор Робертса все ще використовується заради швидкості
обчислень, але він програє в порівнянні з альтернативами з його значною
проблемою чутливості до шуму. Такий недолік слабше виражений у
наступного оператора.
Оператор Собеля
Оператор Собеля використовує ядра 3 × 3, з якими згортають вихідне
зображення для обчислення наближених значень похідних по горизонталі і
по вертикалі. Ядра виглядають наступним чином:
1 2 1 1 0 1
0 0 0 ,   2 0 2 .
1 2 1 1 0 1
y xC C
                    
(Д. 3.5.14)
Координата x тут зростає «направо», а y - «вниз». У кожній точці
зображення розраховується наближене значення величини градієнта.
Приклад роботи алгоритму (рис. Д. 3.5.5).
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а б
Рис. Д. 3.5.5. Виділення меж за допомогою оператора Собеля: а – вихідне
зображення; б – оброблене зображення
Оператор Щаррі
Оператор Собеля згладжує паразитні ефекти на зображенні, що
викликаються чисто центрально-диференціальним оператором, але не
володіє повною обертальною симетрією. Поліпшення цієї властивості
досліджував Щарр і знайшов, що кращі результати дає наступне ядро [5]:
3 10 3 3 0 3
0 0 0 ,   10 0 10 .
3 10 3 3 0 3
y xC C
                    
Приклад роботи алгоритму (Рис. Д. 3.5.6).
а б
Рис. Д. 3.5.6. Виділення меж за допомогою оператора Щаррі: а – вихідне
зображення; б – оброблене зображення
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Оператор Прьюітт. Це оператор був створений Джудіт Прьюітт (Judith
Prewitt) для виявлення меж медичних зображень. Ядра виглядають наступним
чином:
1 1 1 1 0 1
0 0 0 ,   1 0 1 .
1 1 1 1 0 1
y xC C
                    
(Д. 3.5.15)
Приклад роботи алгоритму (рис. Д. 3.5.7).
а б
Рис. Д. 3.5.7. Виділення меж за допомогою оператора Прьюітта: а – вихідне
зображення; б – оброблене зображення
Виділення меж Кенні. При розробці даного методу метою Кенні було
отримати оптимальний алгоритм виявлення меж, що задовольняє трьом
критеріям:
• хороше виявлення (Кенні трактував цю властивість як підвищення
відносин сигнал / шум);
• хороша локалізація (правильне визначення положення меж);
• єдиний відгук на одну межу.
Він показав, що шуканий фільтр є сумою чотирьох експонентів [4]. Він
також показав, що цей фільтр може бути добре наближений до першої
похідної Гауссіана. Кенні ввів поняття Non-Maximum Suppression
(придушення НЕ-максимумів), яке означає, що пікселями меж оголошуються
пікселі, в яких досягається локальний максимум градієнта в напрямку
вектора градієнта.
Загальна схема роботи алгоритму представлена на рис. Д. 3.5.8.
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Рис. Д. 3.5.8. Алгоритм роботи «детектора Кенні»
Алгоритм Кенні використовує чотири ядра для виявлення
вертикальних, горизонтальних і діагональних ребер. Як правило,
використовуються ядра Собеля (Д. 3.5.5) або Прьюітта (Д. 3.5.7).
Придушення немаксимумів полягає в тому, що пікселями меж
оголошуються пікселі, в яких досягається локальний максимум градієнта в
напрямку вектора градієнта. Значення напрямку повинне бути кратним 45 °.
Принцип проілюстрований на рис. Д. 3.5.9.
Майже всі пікселі в прикладі «мають орієнтацію вгору», тому значення
градієнта в цих точках буде зрівняно з нижчерозташованими і
вищерозташованими пікселями. Обведені білим контуром пікселі залишаться
в результуючому зображенні, інші – будуть придушені.
Рис. Д. 3.5.9. Принцип придушення «детектора Кенні»
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Подвійна порогова фільтрація полягає в застосуванні порога, щоб
визначити знаходиться чи ні межа в даній точці зображення. Чим менше
поріг, тим більше меж буде знаходитися, але тим більш сприйнятливим до
шуму стане результат, виділяючи зайві дані зображення. Навпаки, високий
поріг може проігнорувати слабкі края або отримати межу фрагментами.
Виділення меж Кенні використовує два порога фільтрації: якщо
значення пікселя вище верхньої межі – він приймає максимальне значення
(межа вважається достовірною), якщо нижче - піксель пригнічується, точки зі
значенням, що потрапляють в діапазон між порогів, приймають фіксоване
середнє значення (вони будуть уточнені на наступному етапі).
Трасування області неоднозначності зводиться до виділення груп
пікселів, які отримали на попередньому етапі проміжне значення, і
віднесенню їх до межі (якщо вони пов'язані з однією з встановлених меж) або
їх придушення (в іншому випадку). Піксель додається до групи, якщо він
стикається з нею по одному з 8-ми напрямків.
Приклад роботи алгоритму представлений на рис. Д. 3.5.10.
а б
Рис. П. 3.5.10. Виділення країв за допомогою методу Кенні: а - вихідне зображення;
б - оброблене зображення
Даний алгоритм вважається одним з кращих в завданні виділення меж.
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Метод Ротуелла
Даний метод використовує оператор для виявлення меж.  Придушення
немаксимумів некоректно працює на переходах в зображеннях через процес
згладжування. Від гістерезу автори відмовилися через переконання, що
яскравість краю не має принципового значення для більш високого рівня
візуальної обробки, зокрема, в розпізнаванні об'єктів. Набагато важливіше
для них була контрастність [5].
Загальна схема роботи алгоритму представлена на рис. Д. 3.5.11.
Рис. Д. 3.5.11. Алгоритм роботи «методу Ротуелла»
Субпіксельна локалізація. Для кожного пікселя, де фактично будуть
лежати крайові пікселі, використовується техніка пошуку локальних
максимумів оператора Кенні.
Визначення порога зображення. Вибір порога в даному методі
здійснюється оператором.
Витончення. Процес визначення порогу дає зображення безлічі
елементів, членами якого є пов'язані крайові пікселі. Елемент є «сусідом»
іншого елемента, якщо він знаходиться на відстані не більше 1 пікселя від
нього, тобто, належить квадрату 3 × 3, центром якого є другий елемент.
Ширина більшості часто дорівнює двом або трьом точкам і тому не
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представляє топології цифрової кривої. Підмножини тоншають до ланцюгів
одиничної товщини. Витончення розглядає всі елементи більшості в рівній
мірі, так, наприклад, сильні межі можуть бути прибрані на відміну від більш
слабкої точки. Так що зберігається локалізація хребтів.
Отримання топологічного опису використовує «топологічну функцію».
Топологічно, кутова точка визначається при зустрічі двох кутових ланцюгів
що містяться в межах одного ребра. Сегментація краю в таких кутових
точках не проводиться. Як тільки вершини отримані, здійснюється прохід по
крайовим ланцюгах між ними за допомогою маски 3 × 3. Оскільки кожен
край видобутий, його субпіксель також записуються в список.
Приклад роботи алгоритму представлений на рис. Д. 3.5.12.
Оператор Лапласа. Це диференційний оператор, який діє в лінійному
просторі гладких функцій, і позначається символом  :
2 2
2 1 2 1 2
1 2 2 2
1 2
( , ) ( , )( , ) .f x x f x xf x x
x x
        (Д. 3.5.16)
а б
Рис. П. 3.5.12. Виділення країв за допомогою методу Ротуелла: а – вихідне
зображення; б – оброблене зображення
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У дискретному випадку оператор Лапласа можна реалізувати у вигляді
процедури лінійної згортки зображення вікном 3 × 3. Другі похідні можна
апроксимувати другими різницями:
2
1 2
1 2 1 2 1 22
1
2
1 2
1 2 1 2 1 22
2
( , ) ( 1, ) 2 ( , ) ( 1, ),
( , ) ( , 1) 2 ( , ) ( , 1).
f x x f n n f n n f n n
x
f x x f n n f n n f n n
x
     
     
(Д. 3.5.17)
Ядро виглядає наступним чином:
0 1 0
1 4 1 .
0 1 0
C
      
(П. 3.5.18)
Приклад роботи алгоритму представлений на рис. Д. 3.5.13.
а б
Рис. Д. 3.5.13. Виділення країв за допомогою оператора Лапласа: а – вихідне
зображення; б – оброблене зображення
Метод Кірша
Метод Кірша працює з двовимірної апертурою 3 × 3 такого виду:
0 1 2
7 3
6 5 4
.
A A A
A F A
A A A
     
(Д. 3.5.19)
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Спочатку знаходяться всі значення змінних Si і Ti, де i змінюється від 0
до 7, за формулами, в яких «(+)» означає додавання за модулем 8:
( )1 ( )2
( )3 ( )4 ( )5 ( )6 ( )7
,
.
i i i i
i i i i i i
S A A A
T A A A A A
 
    
  
    
Після знаходяться значення модуля різниці | 5* 3* |i iS T для кожного i
від 0 до 7 і значення максимуму серед цих модулів (рис. Д. 3.5.14).
'
0..7 0..7
max max | 5 3 | .i ii iF S T  
а б
Рис. Д. 3.5.14. Виділення країв за допомогою методу Кірша: а – вихідне
зображення; б – оброблене зображення
Статистичний метод. Статистичний метод є двопроходовим і
застосовується для будь-якої апертури, навіть для прямокутної. На першому
етапі обчислюється середнє значення яскравості за поточним робочим вікном:
1 1
1 ( , ).
M N
i j
F i j
mn  
   (Д. 3.5.20)
Далі обчислюється значення середньоквадратичного відхилення
значень елементів робочого вікна від середньоарифметичного значення:
  2
1 1
1 ( , ) .
M N
i j
F i j
mn  
   (Д. 3.5.21)
Потім значення всіх елементів робочого вікна домножуються на
отримане відхилення:  ' , σ ( , ).F i j F i j
Приклад роботи алгоритму представлений на рис. Д. 3.5.15.
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а б
Рис. Д. 3.5.15. Виділення країв за допомогою статистичного методу:
а – вихідне зображення; б – оброблене зображення
Д. 3.5.3. Порівняльний аналіз алгоритмів виділення меж
Нижче наведено порівняльний аналіз для алгоритмів для виділення
меж (табл. Д. 3.5.1).
Таблиця Д.3.5.1
Порівняльний аналіз алгоритмів виділення меж
Алгоритм Тип Переваги Недоліки
Оператор
Робертсона
Гр
ад
іє
нт
ни
й
Вкрай швидкий Чутливий до шумів
Оператор
Собеля
Не чутливий до шумів
Не враховує паразитні
центральні ефекти
(згладжує)
Оператор
Щарра
Враховує паразитні центральні
ефекти
Чи не виділяє частину
контурів
Оператор
Прьюітт
Заточений під медичні
зображення
Чи не виділяє частину
контурів
Метод
Кенні
Якісне виділення, локалізація і
єдиний відгук на кордон
Складний в реалізації
Метод
Ротуелла
Краще ніж Кенні працює на
переходах тону
Складний в реалізації,
залежить від оператора
Оператор
Лапласса
Дифе-
ренціа-
льний
Точно локалізує контур
Вкрайчутливий до шумів,
складний в реалізації
Як видно з таблиці, після сегментації і бінаризації зображення,
практично будь-який алгоритм буде давати хороші результати для виділення
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контурів. Тому для роботи раціонально вибрати найпростіший. Наприклад,
оператор Робертсона.
Д.3.6. Завдання формалізації дескриптора контуру
Контуром називається така сукупність точок, яка відокремлює об’єкт
від фону. Так як в попередніх розділах об’єкти були чітко відокремлені від
фону, контуром буде сукупність точок утворена після операції виділення меж
зображення.
Як було визначено в підрозділі 3.4.5, після того як успішно виділені
контури об’єктів, для класифікації та розпізнавання образів слід описати
дескриптори контурів виділених на зображенні.
Д.3.6.1.Форми представлення  дескрипторів
У практичних завданнях використовують дві форми подання
дескрипторів у вигляді:
• векторів ознак;
• дерев (графів).
Образи, представлені у вигляді векторів мають форму:
1
1 ,
n
x
x
x
x
       
 (Д.3.6.21)
де х – признаки.
Образи в такому випадку представляються вектор стовпцями.
Наповнення вектора-стовпчика залежить від застосовуваного підходу і
застосовуються в кількісних дескрипторах.
Образи у вигляді дерев використовуються в тих випадках, коли
зручніше задавати дескриптор контуру не за кількісними ознаками, а
структурними зв'язками. Даний підхід зручно застосовувати при
використанні методики сегментації за допомогою графів, або, наприклад,
розпізнаванні відбитків пальців, коли важливі зв'язки між «дрібними
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деталями». Тоді дані ознаки відіграють роль примітивів, і разом з їх
відносними розмірами і розташуванням описують властивості деталей
об'єкта.
Але, саме вектор ознак надалі буде використовуватися для запису
дескриптора для контуру, так як контур це сукупність точок і є кількісною
ознакою відповідно.
Д.3.6.2. Форми подання вектор-ознак
Передбачається що основний показник складності контуру – кількість
«фрагментів» в контурі. Відповідно в якості системи таких ознак
приймається сукупність відношення довжин і кутів нахилу прямолінійних
відрізків контуру [5]. Лінії контуру, як правило, кодуються при обході його
за годинниковою стрілкою і запису.
Елементарний вектор (ЕВ) – вектор, що з'єднує центри або вузли
сусідніх «заповнених контуром» пікселів на матриці зображення.
Елементарний напрямок (ЕН) – аргумент ЕВ. Існують наступні способи
кодування контурів .
1. Кодування за трьома ознаками: довжині поточного ЕВ, напрямку
повороту при переході до наступного ЕВ.
2. Кодування поточного ЕВ числом від 0 до 7-ми. Даний код був
запропонований Фріменом (рис. Д. 3.6.1) .
а б
Рис. Д. 3.6.1. Кодування контуру кодом Фрімена: а – таблиця кодування;
б – закодований контур
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3. Подання контуру за допомогою проведення в області зображення
ряду рівносторонніх перетинів паралельно координатної осі і визначенні
точок перетину з контуром.
4. Кодування двома проекціями на вісь координат – двомірний код
(рис. Д. 3.6.2).
Рис. Д. 3.6.2. Координати елементарного вектор контуру при двомірному кодуванні
5. Полігональне представлення контуру, що отримується при
апроксимації контуру лінійними сегментами. Для реальних контурів, як
правило пов'язане з сильною втратою інформації.
6. Завдання контуру радіус-векторами наведеними з центру ваги
фігури. Даний метод несе додаткову складність у вигляді завдання
знаходження центру ваги для контуру.
7. Подання лінії контуру у вигляді функції комплексної змінної.
8. Задання ЕВ контуру двомірним кодом з комплексними числами.
Даний спосіб завдання контуру є узагальненням ланцюгового коду Фрімена.
Так як останній вектор контуру завжди призводить до початкової
точки, додатковим бонусом такого способу задання буде факт того що сума
ЕВ такого контуру буде дорівнює 0.
В силу зручності математичних перетворень, що проводяться з
комплексними числами, в подальшому буде використовуватися саме така
форма задання контуру.
Сама послідовність ЕВ називається вектор-контуром (ВК).
Вектор-контури далі будуть позначені великими грецькими буквами, а
їх елементарні вектори - малими грецькими буквами (рис. Д. 3.6.3).
Таким чином, вектор-контур Г довжини k можна позначити як
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0 1 1( , ,..., ).k     (Д. 3.6.1)
Нижче буде розглянуто спосіб аналізу контуру заданого таким вектор-
контуром.
Рис. Д. 3.6.3. Кодування контуру комплексної змінної
Д.3.6.3. Аналіз контурів заданих вектор-контуром
Для початку слід виписати деякі властивості ЕВ.
1. Сума ЕВ замкнутого контуру дорівнює нулю. Це тривіально –
оскільки елементарні вектори приводять в початкову точку, значить їх сума
дорівнює нуль-вектору.
2. Контур-вектор не залежить від паралельного перенесення вихідного
зображення. Оскільки контур кодується відносно початкової точки, то цей
спосіб кодування інваріантний зсуву вихідного контуру.
3. Поворот зображення на певний кут рівносильний повороту кожного
ЕВ контуру на той же кут.
4. Зміна початкової точки веде до циклічного зсуву ВК. Оскільки ЕВ
кодуються відносно попередньої точки, то зрозуміло, що при зміні
початкової точки послідовність ЕВ буде та ж сама, але першим ЕВ буде той,
який починається в початковій точці.
5. Зміну масштабу вихідного зображення можна розглядати як
множення кожного ЕВ контуру на масштабний коефіцієнт.
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Скалярним добутком контурів Г і N називається таке комплексне
число:
1
0
( , ) ( , ).
k
n n
n


      (Д. 3.6.2)
де k – розмірність ВК; γn – n-й елементарний вектор контуру Г; νn – n-й ЕВ
контуру N; (γn, νn) – скалярний добуток комплексних чисел, що обчислюється
як:
( , ) ( )( ) ( )a ib c id a ib c id ac bd i bc ad         .
Скалярний добуток дорівнює добутку довжин векторів на косинус кута
між ними. Це означає, що два перпендикулярних вектора завжди матимуть
нульовий скалярний добуток. Колінеарні ж вектори - навпаки, будуть давати
максимальне значення скалярного добутку. Ці властивості добутку
дозволяють використовувати його як певну міру близькості векторів. Чим
воно більше - тим менше кут між векторами, тим «ближче» вони один до
одного.
Нормований скалярний добуток (НСД)
( , ) .    (Д. 3.6.3)
де |Г| и |N| – норми (довжини) контурів, обчислювані як:
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0
( ) .
k
n
n


   (Д. 3.6.4)
При множенні комплексних чисел, їх модулі (довжини)
перемножуються, а аргументи (кути) – додаються. Значить будь-який контур
μN це той же контур N, але повернений і промасштабований. Масштаб і
поворот визначається комплексним числом μ.
Отже, модуль НСД досягає максимального значення – одиниці, тільки
якщо контур Г є тим же контуром N, але поверненим на деякий кут і
промасштабованим на певний коефіцієнт.
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Якщо розглянути скалярне множення контуру самого на себе, але
повернутого на певний кут. Так, якщо порахувати НСД вектора самого на
себе, то ми отримаємо НСД = 1, якщо повернути контур на 90 °, ми
отримаємо НСД = 0 + i, поворот на 180 ° дасть НСД = - 1. При цьому дійсна
частина НВВ буде нам давати косинус кута між контурами, а модуль НСД
завжди буде дорівнювати одиниці.
Отже, модуль нормованого скалярного добутку контурів дасть
одиницю тільки в тому випадку, якщо ці два контури рівні з точністю до
повороту і масштабу (рис. Д. 3.6.4). В іншому випадку, модуль НСД буде
строго менше одиниці. Модуль дає міру подібності контурів, а аргумент НСД
(рівний atan (b / a)) - дає нам кут повороту контурів відносно один одного.
Рис. Д. 3.6.4. Властивості нормованого скалярного твори векторів
Наступна рівність досягається, тільки якщо початкові точки контурів -
збігаються. Якщо ж контури однакові, але відлік ЕВ починається з іншої
початкової точки, то модуль НСД таких контурів не повинен буде
дорівнювати одиниці.
  (Д. 3.6.5)
Поняття взаємокореляційної функції (ВКФ) двох контурів:
( )( ) ( , ),   0,.., 1mm m k      (Д. 3.6.6)
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де N(m) – контур, який отримализ N шляхом циклічного зсуву його ЕВ на m
елементів.
Для прикладу, якщо N = (n1, n2, n3, n4), то N (1) = (n2, n3, n4, n1), N(2)=
(n3, n4, n1, n2) і так далі.
Значення цієї функції показують наскільки схожі контури Г і N, якщо
зрушити початкову точку N на m позицій.
Величина, що має максимальний модуль серед значень ВКФ
max
( )max ,  0,.., 1,m m k
        
(Д. 3.6.7)
де τmax є мірою схожості двох контурів, інваріантною переносу,
масштабування, обертання і зсуву початкової точки. Модуль | τmax | показує
ступінь схожості контурів, і досягає одиниці для однакових контурів, а
аргумент maxarg( ) дає кут повороту одного контуру, відносно іншого.
Автокореляційна функція (АКФ)
Автокореляційна функція є ВКФ для якої N = Г. По суті це скалярний
добуток контуру самого на себе при різних зсувах початкової точки:
( )( ) ( , ),   0,.., 1.mm m k     (Д. 3.6.8)
Виходячи з визначення ВКФ, можна зробити наступні висновки:
1. Автокореляційна функція не залежить від вибору початкової точки
контуру.
2. Модуль АКФ симетричний щодо центрального відліку k / 2.
Отже, виходячи з властивостей ВКФ, АКФ, НСД і вектор-контуру
можна прийти до головного висновку.
Автокореляційна функція для контуру не залежить від масштабу,
положення, обертання і вибору початкової точки контуру. Відповідно АКФ
можна брати мірою схожості контурів і служити дескриптором для них.
Отримавши такий інваріантний дескриптор для контуру можна робити
наступний крок: класифікація дескриптора.
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Д. 3.7 Обмежена машина Больцмана
Обмежена машина Больцмана (ОМБ) – нейронна мережа у вигляді
двочасткового графа. Від звичайної машини Больцмана відрізняється тим, що
нейрони одного шару не мають зв’язків один з одним[1 – 3]. Структуру ОМБ
наведено на рис. Д. 3.7.1. Нейрони vi формують видимий шар нейронів,
нейрони hi – прихований шар.
Рис. Д. 3.7.1.Структура обмеженої машини Больцмана
У загальному випадку обидва шари мають бінарні значення, тобто «0»
або «1».
Основний критерій ОМБ – це енергетична функція. У матричному
вигляді енергетична функція записується в такий спосіб
( , ) T T TE v h b v c h h Wv    ,
де h – вектор станів нейронів схованого шару, v – вектор станів нейронів
видимого шару, c – вектор зсувів схованого шару, b – вектор зсувів видимого
шару, W – матриця ваг.
Якщо переходимо до скалярного вигляду, одержуємо енергетичну
функцію вигляду
.( , ) i i j i j ij
i vis j hid
jE v h b v c h v h w 
     
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Розподіл імовірності для пари станів (v, h) знаходиться в такий спосіб
1( , ) exp( ( , )),p v h E v hZ 
де Z – нормалі затор, наступного вигляду.
( )
.i j
E v h
i j
Z e (Д.3.7.1)
З формули (Д. 3.7.1) бачимо, що повна ймовірність вектора v
обчислюється як сума ймовірностей по h, тобто
.
( , )1( ) ( , ) jE v hj
j j
p v p v h eZ
  
Розглянемо ймовірність того, що для даного v один із прихованих
станів hk = 1. Для цього представимо один нейрон, тоді енергія системи для
«1» буде E1, а для «0» – E0, тоді ймовірність «1» буде дорівнювати
сигмоідній функції від лінійної комбінації поточного нейрона з вектором
станів шару, який обдивляється, разом зі зсувом, тобто
1
0 1 01
1 1( 1| ) sigm
1 1
i ik
i
i ik
i
E
k E E EE b v w b v w
eP h v
e e e e

   
   
       

(Д.3.7.2)
Оскільки в ОМБ нейрони одного шару не зв’язані між собою, то всі hk
не залежать один від одного, тоді ( | ) ( | ).j
j
P h v P h v
Аналогічний висновок слушний і для значень вектора v, тобто
ймовірність значень нейронів видимого шару для даних значень невидимого
обчислюється в такий спосіб
( | ) ( | ).
i
iP v h P v h
З формули (Д.3.7.2) бачимо, що ймовірності станів залежать від
енергетичної функції. Енергетична функція (Д.3.7.1) призначена для робіт з
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бінарними даними. Однак існують завдання, які вимагають роботи з
реальними даними, які задані розподілом Гаусса або Пуассона.
Отже, якщо за умови v R , а {0,1}h , і розподіл v нормальний, то
необхідно адаптувати енергетичну функцію для форми Гаусса–Бернуллі:
2
,
( , )
2
i i i
j j j ij
i vis i j ij hidi
cv b vE v h h h w
 
      ,                (Д.3.7.3)
де  – середньоквадратичне відхилення; 2 – дисперсія.
Для аналізу тексту використовується ОМБ, яка моделює функцію
Softmax (4683). При цьому значення нейронів видимого шару kv показує,
скільки разів слово k з’являється в документі зі словником розміру K.
Енергетична функція приймає вигляд:
,( , ) j jk k k kj
jk vis j hid k
jE v h b v M c h v h w 
      (Д.3.7.4)
де kkM v – кількість слів у документі.
Існує так само багатомодульна (multimodal) ОМБ, яка складається,
наприклад, з двох ОМБ, об’єднаних разом одним шаром репрезентацій.
Подібну структуру показано на рис. Д.3.7.2.
Рис. Д.3.7.2. Багатомодульна ОМБ
Для такої структури характерна енергетична функція вигляду
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(1) (1) (1)T (2) (2)T .( , )E v h v W h h W h   (Д.3.7.5)
Головна мета навчання машини Больцмана – привести відновлений
видимий шар до такого стану, щоб він максимально відповідав початковому
вектору, тобто максимізувати ймовірність p(v).
Знайдемо частинні похідні за параметрами моделі:
( , ) ;i
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E v h v
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( , ) ;i
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E v h v
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( , ) .i
i
E v h h
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  
Для подальшої роботи так само знадобляться похідні від експоненти
негативної енергії.
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Також продиференціюємо статсуму Z:
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r t
N M
r E v h
i
r ti
Z v e
a
   ( ) ( )( ) ( , ).r t
N M
t E v h
j
r ti
Z h e
b
  
Частинна похідна ймовірності p(v) за вагами дорівнюватиме
( ) ( )
( ) ( ) ( ) ( )
( )
( ) ( ) ( , )
2
( , ) ( ) ( ) ( , )
( ) 1
                                  .
k t
k t r t
k M
k t E v h
i j
tij
M N M
E v h k t E v h
i j
t r t
P v v h e
w Z
e v h e

 
      
        

 
Візьмемо похідну від логарифма натурального цієї ймовірності, після
спрощення формула матиме вигляд:
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   ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )ln ( ) , .k M N Mk t t k r t t ki j i j
t r tij
P v v h P h v v h P h v
w
    
Із визначення математичного очікування одержуємо наступний вираз.
( )
( )
data model
ln ( ) .
k
k
i j i j
ij
P v M v h M v h
w
        
Таким чином, завдання навчання зводиться до мінізації критерію
(Д.3.7.5). При цьому варто відмітити, що обчислення математичного
очікування від не є важким завданням, тому що vi(k) є частиною навчальної
вибірки, але обчислення другого параметра вимагає апроксимації.
Для цього Дж. Хінтон застосував алгоритм незалежної розбіжності.
Зміст алгороитма полягає в тому, що математичні очікування заміняються
безпосередніми значеннями, від яких беруться ці очікування, тобто
( )
( )
data
,
( )ki jk
i j
ij
E v h
M v h w
   
  model .
( )i j
i j
ij
E v h
M v h w
   
 
Пара ( )i jv h знаходиться після деякої кількості ітерацій семпліювання
за Гіббсоном.
Алгоритм семпліювання Гіббса виглядає наступним чином:
Нехай є спільний розподіл  1,..., dp x x для d випадкових величин,
причому d може бути дуже великим. Нехай на кроці t вже вибрали якесь
значення { }.tiX x На кожному кроці робляться наступні дії:
1. Вибирається індекс  : 1 .i i d 
2. 1tix
 вибирається за розподілом  1 1,..., , ,...,t t t ti i i i dp x x x x x  , а для інших
індексів значення не міняється: 1 ( ).t tj jx x j i
  
На практиці, зазвичай, індекс вибирають не випадково, а послідовно.
У випадку обмеженої машини Больцмана за xi при семпліюванні
приймаються значення нейронів vi і hj. Оскільки нейрони прихованого шару
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не зв'язані між собою операції семпліювання можуть відбуватися паралельно,
що прискорює обчислення параметрів прихованого шару.
Опис алгоритму незалежної розбіжності наведено нижче.
1) Початкові значення v0 задати рівними вхідним даним.
2) Обчислити ймовірність того, що стан нейрона прихованого шару
буде дорівнювати «1»:
1
( 1| ) ,
m
j ij i i
i
p h v w v b

    
   (Д.3.7.6)
де bi – зсув прихованого шару, а σ – функція
.11 xe  (Д.3.7.7)
3) Присвоїти нейрону прихованого шару значення виходячи з ймовірності
(якщо ймовірність 0.9, то з імовірністю 90% нейрон буде «1», а з
імовірністю 10% – «0»)
4) Вирахувати ймовірність того, що стан нейрона видимого шару буде
дорівнювати «1»:
1
,( 1| )i j
m
ij j
j
hp v h w c

    
   (Д.3.7.8)
де cj – зсув видимого шару, а σ – функція (Д.3.7.7)
5) Привласнити нейрону видимого шару значення виходячи з
імовірності
6) Повторювати крок 2, якщо номер ітерації менше k
7) Обчислити ймовірності прихованого шару.
Початкові значення параметрів:
1) Стани нейронів схованого шару задаються вхідними даними
2) Початкові значення ваг нейронних зв'язків задаються малим числом
(близько 0) з гаусовским розподілом.
3) Зсуви видимого шару задаються як log( /1 )i ip p
4) Зсуви прихованого шару задано «0».
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Модифікація параметрів:
1) синаптичних зв'язків ( 1) ( ) ( (0) (0) ( ) ( ))ij ij i j i jw t w t v h v k h k   
2) зсувів видимого шару ( 1) ( ) ( (0) ( ))i i iv vt t v v kc c    
3) зсувів схованого шару ( 1) ( ) ( (0) ( ))j j jh ht t h h kc c   
 – швидкість навчання
Модифікація алгоритму навчання:
Математичною основою алгоритму Cd-k є енергетична функція.
Виходячи з формул зміна енергетичної функції спричинить зміни у формулах
розрахунків параметрів мережі на кожній ітерації алгоритму. Наприклад, для
вхідного шару з розподілом Гаусса й енергетичною функцією вигляду
(Д.3.7.3) одержимо зміни в розрахунках імовірності стану h = 1 невидимого
шару й розрахунку змін ваг мережі.
 
2 22
11 ,
1
i
iji
k vb w
P h v
e
  
   mod
( )i
el
j i
i j j
ij
E v h vM v h hw 
    
 
Аналогічно виводяться зміни параметрів для функції Д.3.7.4.
Слід зауважити, що використовуючи розподіл Гаусса необхідно
попередньо обчислити його середньоквадратичне відхилення й дисперсію.
Якщо точно обчислити ці параметри неможливо, то використовують їх
оцінки.
Для багатомодульної мережі з енергетичною функцією (Д.3.7.5)
алгоритм Cd-k у стандартному виді не підходить. Для навчання обмеженої
машини Больцмана використовується інший алгоритм навчання,
представлений у роботі.
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ДОДАТОК 4
Д.4.1 Первинна обробка даних
При вирішенні задачі прогнозування даний етап часто є важливішим етапу
складання моделі прогнозу. Неправильна обробка даних (або її відсутність)
може значно погіршити прогнозуючі якості побудованої моделі, і навпаки.
Розглянемо постановку задачі попередньої обробки даних для подальшого
прогнозування [10, 11].
Д.4.1.1 Постановка задачі
Задана вибірка даних виду  , 1, ,tx t T  x , де x – прогнозований
процес, і передбачається, що значення прогнозованого процесу в будь-який
момент часу однозначно визначається деякою функцією, яка залежить від
значення істинної моделі процесу в цей момент часу tf , і деякої випадкової
складової ( ): ,t t t ty h f   .
Зазвичай вважається, що функція ( , )h x y є або функцією
підсумовування  ,h x y x y  , або мультиплікації  ,h x y x y спільне
завдання попередньої обробки даних розбивається на 2 підзадачі.
1. По можливості з огляду на інформацію про випадкову величину t ,
спробувати таким чином перетворити вектор вихідних даних x , щоб
максимально позбавитися від випадкової складової.
2. З огляду на особливості обраного методу, рішення задачі
прогнозування, перетворити вектор x , отриманий в результаті рішення
попередньої підзадачі, щоб максимально поліпшити ефективність
застосування обраного методу.
Особливо важливою є попередня обробка даних при використанні ІНМ
як метод прогнозування. Правильна обробка може значно прискорити процес
навчання мережі і навіть допомогти їй знайти більш глибокий мінімум СКП
[10]. В роботі [7] показано вплив неврахованих викидів у вихідній вибірці
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даних на прогнозні властивості мережі (зокрема на середньоквадратичну
помилку (СКП) прогнозу на перевірочній вибірці, яка значно збільшується
при наявності викидів в більш ніж 10% вихідних даних).
Далі будуть розглянуті основні методи попередньої обробки даних для
ІНМ.
Д.4.1.2 Поліпшення інформативності вибірки
Оскільки нейронна мережа навчається, то кожен приклад в навчальній
вибірці даних вносить свій внесок у зміну вагів між нейронами мережі. Як
наслідок, наявність великої кількості однакових прикладів призведе до того,
що мережа фактично підлаштується під ці приклади. Тому для поліпшення
інформативності вибірки вихідних даних слід виключити часто повторювані
однакові приклади (якщо тільки не ставиться вимога незмінності вихідної
вибірки) [11].
Д.4.1.3 Масштабування вихідних даних
Даний метод використовується при більшості основних методів
прогнозування, оскільки він спочатку «зрівнює» вплив незалежних змінних
на прогнозований процес.
Існує кілька основних методів центрування і нормалізації змінних.
1. н ii
x
x xx   , де ,
н
ix ix – нормовані і вихідні значення змінної
відповідно; x – середнє значенння; x – середньоквадратичне відхилення.
2. ( ) / .i i
нx x x x 
3. min
max min
н i
i
x xx
x x
  , де minx , maxx – мінімальне і максимальне значення
змінної відповідно.
Д.4.1.4 Згладжування вихідних даних
Згладжування вихідних даних застосовується для спроби позбавлення
від випадкової складової і викидів в прогнозованому процесі. Існує безліч
509
методів згладжування - перерахуємо основні: метод змінного середнього,
експоненціальне згладжування, медіанний фільтр, алгоритм Tukey 53H.
Метод змінного середнього
Метод [22] ґрунтується на простій моделі, яка передбачає, що поточне
значення ty ,  1...t n ряду  1 2, ,..., ny y y є сумою середнього арифметичного
деякої кількості попередніх значень і деякої випадкової складової: ,t ty C 
де -
1
1 p
t i
i
C y
p 
  , де p – кількість врахованих попередніх значень, так званий
«розмір передісторії»; t – випадкова складова.
Експоненціальне згладжування
Наступним кроком в модифікації моделі є припущення про те, що
більш пізні значення ряду більш адекватно відображають ситуацію. Тоді
кожному значенню присвоюється вага тим більша, чим більше «свіже»
значення додається:
;t ty C 
-
1
1
,
p
i t i
i
p
i
i
y
C 






де i – відповідність ваги значень.
Медіанний фільтр
Медіанний фільтр [22] – один з видів цифрових фільтрів, широко
використовуваний в цифровій обробці сигналів і зображень для зменшення
рівня шуму. Медіанний фільтр є нелінійним КІХ-фільтром.
Значення відліків усередині вікна фільтра сортуються в порядку
зростання (спадання); і значення, що знаходиться в середині упорядкованого
списку, надходить на вихід фільтра. У разі парного числа відліків у вікні
вихідне значення фільтра дорівнює середньому значенню двох відліків в
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середині упорядкованого списку. Вікно переміщається уздовж фільтруючого
сигналу і обчислення повторюються.
Алгоритм Tukey 53H
Алгоритм Tukey 53H [22] використовує принцип, згідно з яким медіана
є робастною оціночною функцією середнього значення, щоб обчислити
«гладку» тимчасову послідовність, яка може бути в подальшому вирахувана
із вихідного сигналу для знаходження викидів. Алгоритм складається з
наступних кроків.
1. Складається послідовність (1)ix як медіана 5 точок з 2.ix по 2.ix
2. Складається послідовність (2)ix як медіана 3 точок з
(1)
1ix  по
(1)
1.ix 
3. Складається послідовність (3) (2 ) (2 ) (2 )( 1) ( 1)1 / 4( 2 )i i i ix x x x    .
4. Складається послідовність (3)| |,i i ix x   тоді точка ix вважається
викидом, якщо σi k  , де  – середньоквадратичне відхилення ряду ix ;
k – наперед заданий поріг, зазвичай k = 3…9.
Слід зауважити, що згладжування вихідних даних слід застосовувати з
обережністю, оскільки можливе згладжування інформативних і важливих
значень.
Д.4.1.5 Перетворення вихідних даних
У теорії обробки сигналів важливе місце займає перетворення Фур'є
[12], яке дає можливість переходу від часових координат до частотних, що
дозволяє доставити нову інформацію про сигнал і певним чином обробляти
його.
Наступним кроком після перетворення Фур’є стало вейвлетне
перетворення [3], яке здійснювало перехід від часових координат до
координат масштаб-час, що, по суті, давало чітку прив'язку спектра різних
особливостей сигналів до часу.
Таким чином, можливі два підходи попередньої обробки даних для
прогнозування при використанні перетворень.
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1) Вихідні дані обробляються перетворенням, після чого проводиться
будь-яка обробка (наприклад, приглушення високих частот для позбавлення
від шуму при використанні перетворення Фур’є) і виконується зворотне
перетворення, після чого вже оброблені дані використовуються для побудови
прогнозуючої моделі.
Вихідні дані обробляються перетворенням, після чого отримані дані
будуть використовуватися для побудови моделі, яка буде прогнозувати
процес, використовуючи в якості входів перетворені дані (наприклад,
деталізуючі коефіцієнти і коефіцієнти апроксимації в разі вейвлетного
перетворення). Таким чином, перед безпосереднім прогнозуванням потрібно
буде виконувати відповідне перетворення.
Д.4. 2 Огляд методів прогнозування
Д.4. 2.1 Регресійний аналіз
У разі застосування регресійного аналізу [21] для вирішення завдання
прогнозування регресорів буде або час t, або деякі незалежні змінні zi, а
критеріальною (залежною) змінною - сам прогнозований процес.
У разі, коли регресором є час, вихідними даними є вибірка
 , 1, , ,tx x t T   і потрібно знайти рівняння регресії виду ( )x f t . У
найпростішому випадку використовується лінійна регресія виду
2
0 1 2 ,
n
nx b b t b t b t    де вектор коефіцієнтів знаходиться за допомогою
методу найменших квадратів [17]. Відповідно, для прогнозування значення
процесу в певний момент часу ,
VT T
t  потрібно просто підставити цей час в
рівняння регресії.
У другому випадку вихідними даними буде вибірка виду
 ; 1, , ; 1, ,ikZ z i N k K     , і набір відповідних значень  ,kx x де N –
кількість незалежних змінних; K - кількість точок у вибірці (кожен вектор
виду  1 , , Tk Nkz z є однією точкою вибірки). Потрібно знайти рівняння регресії
виду  1 , , Nx f z z  . Знову ж таки, в загальному випадку використовується
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лінійна регресія 0 1 1x b b z   2 2 ,N Nb z b z  де коефіцієнти знаходяться 
аналогічно. Для прогнозування значення 1( , , )Nx z z  при деяких певних 
значеннях незалежних змінних 1, , Nz z   потрібно підставити ці значення в 
рівняння регресії. 
Згідно з теоремою Гаусса–Маркова, якщо виконується певний набір умов, 
то оцінки параметрів лінійної моделі, отримані за допомогою методу 
найменших квадратів, будуть ефективні (тобто володіти найменшою 
дисперсією) в класі незміщене оцінок (тобто таких оцінок, математичне 
очікування яких одно істинним значенням параметрів). Розглянемо п'ять умов, 
необхідних для отримання ефективних оцінок при використанні методу 
найменших квадратів: 
Перша умова: правильно задана модель, тобто справжня залежність 
між вхідними і вихідний змінними дійсно лінійна, помилка впливає на вихід 
моделі по аддитивному закону і відсутня недовизначеність (упущені важливі 
чинники) або перевизначених (враховані непотрібні фактори).  
Друга умова: всі вхідні змінні детерміновані і не всі рівні між собою. 
Третя умова: помилки не носять систематичного характеру. 
Випадковий член може бути іноді позитивним, іноді негативним, але він не 
повинен мати систематичного зсуву ні в якому з двох можливих напрямків. 
Якщо рівняння регресії включає постійний член, то ця умова найчастіше 
виконується автоматично, так як постійний член відображає будь-яку 
систематичну, але постійну складову  вихідної змінної, якій не враховують 
пояснюючі змінні, включені в рівняння регресії. 
Четверта умова: дисперсія помилок однакова. Однаковість дисперсії 
помилок також прийнято називати гомоскедастичність. Не повинно бути 
апріорної причини для того, щоб випадковий член породжував велику 
помилку в одних спостереженнях, ніж в інших. Оскільки   0iE i    і 
теоретична дисперсія відхилень i  дорівнює  2iE  , то ця умова можна 
записати так:  2 2iE i    . Одне із завдань регресійного аналізу полягає в 
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оцінці стандартного відхилення випадкового члена. Якщо розглядається
умова не виконується, то коефіцієнти регресії, знайдені за методом
найменших квадратів, будуть неефективні, а більш ефективні результати
будуть виходити шляхом застосування модифікованого методу оцінювання
(зважений МНК або оцінка ковариационной матриці за формулою Уайта або
Девідсона-Маккінона [6, 13, 14, 15]).
П’ята умова: i розподілені незалежно від j при .i j Ця умова
передбачає відсутність систематичної зв'язку між значеннями випадкового
члена в будь-яких двох спостереженнях. Якщо один випадковий член
великий і позитивний в одному напрямку, не повинно бути систематичною
тенденції до того, що він буде таким же великим і позитивним (те саме
можна сказати і про малих, і про негативні залишках). теоретична коваріація
,i j  повинна дорівнювати нулю, оскільки:
          , 0.i j i i j j i j i jE E E E E E                     
Теоретичні середні для і дорівнюють нулю в силу третього умови
теореми. При невиконанні цієї умови оцінки, отримані за методом
найменших квадратів, будуть також неефективні.
Перевагами використання лінійної регресії як моделі і методу
найменших квадратів для знаходження параметрів цієї моделі є простота,
обчислювальна та практична ефективність. Під практичної ефективністю
розуміється гарна якість прогнозу (з точки зору мінімуму
середньоквадратичної помилки), отриманого з використанням цього методу
для багатьох реальних задач прогнозування.
Недоліками даного підходу є необхідність повного перерахунку
параметрів при появі нової інформації і вимога явного вибору моделі
прогнозування – при невідповідності обраної і істинної моделі отримані
параметри будуть зміщеними - тобто їх математичне очікування буде
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відрізнятися від дійсних значень параметрів. Для ілюстрації цього недоліку
розглянемо наступний приклад:
1. Генеруємо навчальні дані, задавши справжню модель таку, як у =
0,8х +2, для всіх х = 1, 2, …, 100, додаючи нормальну випадкову перешкоду з
параметрами    0, 5E      . Графік одного з нескінченної кількості
можливих прикладів показаний на рис. Д.4. 1.
Рис. Д.4.1. Графік одного з нескінченної кількості можливих прикладів
2. Для згенерованого прикладу отримаємо параметри двох моделей,
використовуючи метод найменших квадратів:
1 11 10y a x a  ,
3 2
2 23 22 21 20y a x a x a x a    .
3. Запам’ятаємо отримані параметри, і повторимо пункти 1, 2 ще 9999
раз, кожного разу запам’ятовуючи параметри.
4. Усереднити отримані вектори параметрів по всіх експериментів.
Таким чином, ми отримаємо оцінку математичного очікування параметрів
обраних моделей. Результати
11 100.8, 2.0039,a a 
23 22 21 200.00001, 0.0000, 0.7985, 2.0211.a a a a   
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Як добре видно з результатів, математичне очікування оцінок
параметрів моделі у2 дійсно злегка зміщене від істинних значень, в той час як
математичне очікування оцінок параметрів моделі y1 (яка збігається з
істинною) збігається зі справжніми значеннями параметрів.
Д.4.2.2  ARIMA
Інтегрована модель авторегресії – змінного середнього (модель Бокса-
Дженкінса, англ. AutoRegressive Integrated Moving Average) [11] – одна з
математичних моделей, що використовуються для аналізу і прогнозування
стаціонарних часових рядів в статистиці. Є розширенням моделей ARMA
(AutoRegressive Moving Average) [11] для нестаціонарних часових рядів, які
можна зробити стаціонарними взяттям різниць деякого порядку від вихідного
часового ряду (так звані інтегровані або різницево-стаціонарні тимчасові
ряди). Модель ARIMA(p, d, q) означає, що різниці часового ряду порядку d
підкоряються моделі ARIMA(p, q).
Моделлю ARIMA(p, q), де p і q – цілі числа, що задають порядок
моделі, називається наступний процес генерації тимчасового ряду  tx :
1 1 ,p qi it i t i i t ix c x        
де c – константа;  t – білий шум, тобто послідовність незалежних і однаково
розподілених випадкових величин (як правило, нормальних), з нульовим
середнім, а 1,..., p  та 1,..., q  – дійсні числа, авторегресійні коефіцієнти і
коефіцієнти змінного середнього, відповідно.
Модель ARIMA(p, d, q) для нестаціонарного часового ряду tX має
вигляд:
1 1 ,d dp qi jt i t i j t i tX c X b           
де t – стаціонарний часовий ряд; , ,i jc a b – параметри моделі; d –
оператор різниці часового ряду порядку d (послідовне взяття d раз різниць
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першого порядку – спочатку від тимчасового ряду, потім від отриманих
різниць першого порядку, потім від другого порядку і т. д.)
Також дана модель інтерпретується як ARIMA(p + d, q) – модель з d
одиничними коренями. Якщо d = 0 маємо звичайні ARMA-моделі.
ARIMA-моделі дозволяють моделювати інтегровані або різницево-
стаціонарні тимчасові ряди (DS-ряди, diference stationary).
Часовий tX ряд називається інтегрованим порядку k ( зазвичай пишуть
( )tX I k ), якщо різниці ряду порядку k, тобто d tX є стаціонарними, в той
час як різниці меншого порядку (включаючи нульового порядку, тобто сам
тимчасовий ряд) не є стаціонарними щодо деякого тренда рядами (TS-
рядами, trend stationary). Зокрема (0)I – це стаціонарний процес.
Порядок інтегрованості тимчасового ряду і являє собою систему d
моделі ARIMA(p, d, q). Для побудови ж моделі ARMA по серії спостережень
необхідно визначити порядок моделі (числа p та q), а потім і самі
коефіцієнти. Для визначення порядку моделі може застосовуватися
дослідження таких характеристик часового ряду, як його автокореляційна
функція і приватна автокореляційна функція. Для визначення коефіцієнтів
застосовуються такі методи, як метод найменших квадратів і метод
максимальної правдоподібності [11].
Д.4. 2.3 МГУА
Метод групового урахування аргументів (МГУА) [14] – сімейство
індуктивних алгоритмів для математичного моделювання
мультипараметричних даних. Метод заснований на рекурсивному
селективному відборі моделей, на основі яких будуються більш складні
моделі. Точність моделювання на кожному наступному кроці рекурсії
збільшується за рахунок ускладнення моделі [6, 12].
Найпростіший ітераційний багаторядний алгоритм МГУА полягає в
наступних етапах.
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1. Дано дані спостережень: , .x y

 Необхідно побудувати найкращу в 
певному сенсі модель  1,..., .nY x x  
2. Важливим етапом МГУА є розбиття вихідної вибірки на дві (в 
деяких випадках три) підвибірки: навчальну і перевірочну (іноді ще 
виділяють екзаменаційну вибірку). Навчальна вибірка буде надалі 
використовуватися для знаходження параметрів моделей,що перебираютсья, 
а перевірочна – для перевірки їх придатності і відбору найкращих моделей 
(при наявності екзаменаційної вибірки на ній буде перевірятися остаточна 
модель). Існує кілька основних способів поділу даних на перевірочну і 
навчальну вибірки: 
– в навчальну вибірку відбираються перші n k  прикладів, де n  – 
загальна кількість прикладів; k  – коефіцієнт що налаштовується (в 
перевірочну вибірку - залишилися останні приклади); 
– всі приклади ранжуються по дисперсії, і в навчальну вибірку 
відбираються n k  вузлів з найбільшою дисперсією, а в перевірочну – решта 
вузлів. 
– вузли відбираються в перевірочну і навчальну вибірку через один. У 
загальному випадку, то, яким чином вихідна вибірка розбивається на 
підвибірки, може значно вплинути на прогнозуючі якості майбутньої моделі.  
1. Вибирається загальний вигляд моделей, що перебираються, так звані 
опорні функції. Часто використовується поліном Колмогорова–Габора: 
 1 0
1 1 1 1 1 1
,..., ....
n n n n n n
n i i ij i j ijk i j k
i i j i j k
Y x x a a x a x x a x x x
     
           
2. Використовуючи опорні функції, будуються різні варіанти моделей 
для деяких або всіх аргументів. Наприклад, будуються поліноми з однією 
змінною, поліноми з різними парами змінних, поліноми з різними трійками 
змінних, тощо, поліном з усіма змінними. Для кожної моделі визначаються її 
коефіцієнти методом регресійного аналізу [6, 12].  
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3. Серед всіх моделей вибираються кілька найкращих. Якість моделей
визначається коефіцієнтом детермінації, або середньоквадратичним
відхиленням помилки, або кореляції Y і вихідних даних.
4. Якщо знайдена досить «хороша» модель або досягнута максимально
допустима складність моделей, то алгоритм закінчується. Інакше, знайдені на
3-му кроці моделі використовуються як аргументи  1,..., nx x для опорних
функцій наступного етапу ітерації (перехід на 2-й пункт). Тобто вже знайдені
моделі беруть участь у формуванні більш складних [15].
Зазвичай ступінь полінома опорної функції вибирається не вище N–1,
де N – кількість точок вибірки. Часто буває досить використовувати в якості
опорних функцій поліноми другого порядку. В такому випадку на кожному
кроці ітерації ступінь результуючого полінома подвоюється.
Для вирішення завдання прогнозування можна за допомогою нечіткого
методу групового урахування аргументів (НМГУА) синтезувати модель
 1,..., ,ny f x x
адекватну вихідній безлічі даних, причому отримана модель буде
відображати залежність між вхідними даними і результатом прогнозування.
Даний алгоритм використовує поняття лінійної інтервальної моделі:
0 0 1 1 ... ,m mY A z Az A z   
де Аі – нечіткі числа трикутного виду, які описуються парою параметрів:
 інт інт, ,iA C 
де інт – центр інтервалу; інтC – його ширина.
Тоді Y – нечітке число, його параметри визначаються наступним чином:
– центр інтервалу
0
;
m T
y i i
i
z z

    
– ширина інтервалу
0
.
m T
y i i
i
C C z C z

 
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Наприклад, для часткового опису виду 
2 2
0 1 2 3 4 5( , ) ;i j i j i j i jf x x A A x A x A x x A x A x       
маємо 
2 2
0 1 2 3 4 51, , , , , .i j i j i jz z x z x z x x z x z x       
Для того, щоб інтервальна модель була коректна, необхідно, щоб 
дійсне значення залежної величини навчальної вибірки належало інтервалу, 
який визначається формулами: 
T T
T T
,
.
a z C z Y
a z C z Y
  

 
 
Залежно від виду нечіткого числа Аі  завдання оцінки параметрів 
лінійної інтервального моделі ставиться по-різному. Як приклад розглянемо 
нечітке число з трикутної функцією належності і побудуємо для нього 
відповідну модель. 
Д.4.2.4 Нечіткий логічний висновок 
Використовуваний для вирішення завдання прогнозування механізм 
нечітких висновків [18] у своїй основі має базу знань, що формується 
фахівцями предметної області у вигляді сукупності нечітких предикатних 
правил вигляду: 
1 1 1
2 2 2
: якщо    ,  то    є  ,
: якщо    ,  то    є  ,
        
: якщо    ,  то    є  ,n n n
П x A у B
П x A у B
П x A у B

 
де x – вхідна змінна (ім'я для відомих значень даних); y – змінна виводу (ім'я 
для значення даних, яке буде обчислено); A та B – функції належності, 
визначені відповідно на x та y.  
Пояснимо більш детально. Знання експерта A → B відображає нечітке 
причинне відношення передумови і висновку, тому його можна назвати 
нечітким відношенням і позначити як  
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R = A → B,
де « → » називають нечіткою імплікацією.
Відношення R можна розглядати як нечітку підмножину прямого
добутку X × Y повної безлічі передумов X та  висновків Y. Таким чином,
процес отримання (нечіткого) результату виведення B′ з використанням
даного спостереження A′ та знання A → B можна представити у вигляді
композиційного правила нечіткий «modus ponens»
( ),B A R A A B     
де «•» — операція згортки.
Як операцію композиції, так і операцію імплікації в алгебрі нечітких
множин можна реалізовувати по-різному (при цьому буде відрізнятися і
одержуваний результат), але в будь-якому випадку загальний логічний
висновок здійснюється за наступні чотири етапи.
1. Введення нечіткості (фазифікації, fuzzification). Функції належності,
визначені на вхідних змінних, застосовуються до їх фактичних значень для
встановлення степеня істинності кожної передумови кожного правила.
2. Логічний висновок. Обчислення значення істинності для передумов
кожного правила застосовується до висновків кожного правила. Це
призводить до однієї нечіткої підмножини, яка буде призначена кожній
змінній виведення для кожного правила. В якості логічного висновку
зазвичай використовуються тільки операції min (МІНІМУМ) або prod
(Множення). У логічному висновку МІНІМУМУ функція належності
виведення «відсікається» по висоті, що відповідає обчисленню степеня
істинності передумови правила (нечітка логіка «І»). У логічному висновку
МНОЖЕННЯ функція належності виведення масштабується за допомогою
обчислення степеня істинності передумови правила.
3. Композиція. Всі нечіткі підмножини, призначені до кожної змінної
виводу (у всіх правилах), об’єднуються разом, щоб сформувати одну нечітку
підмножину для всіх змінних виведення. При подібному об’єднанні зазвичай
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використовуються операції max (МАКСИМУМ) або sum (СУМА). При
композиції МАКСИМУМУ комбінований висновок нечіткої підмножини
конструюється як поточечний максимум за всіма нечітким підмножини
(нечітка логіка «АБО»). При композиції СУМИ комбінований висновок
нечіткої підмножини формується як сума по точкам за всіма нечітким
підмножини, призначеним змінної виводу правилами логічного виводу.
4. Приведення до чіткості (дефазифікація, defuzzification).
Використовується, якщо потрібно перетворити нечіткий набір висновків в
чітке число.
Д.4.2.5  Штучні нейронні мережі
Штучні нейронні мережі (ШНМ) [20] являють собою систему з’єднаних
і взаємодіючих між собою простих процесорів – штучних нейронів.
Нейронні мережі не програмуються в звичному сенсі цього слова, вони
навчаються. З математичної точки зору, навчання нейронних мереж – це
багатопараметричне завдання нелінійної оптимізації. Можливість навчання –
одне з головних переваг нейронних мереж перед традиційними алгоритмами.
Технічно навчання полягає в знаходженні коефіцієнтів зв'язків між
нейронами. У процесі навчання нейронна мережа здатна виявляти складні
залежності між вхідними даними і вихідними, а також виконувати
узагальнення [10].
Здібності нейронної мережі до прогнозування безпосередньо
випливають з її здатності до узагальнення і виділення прихованих
залежностей між вхідними та вихідними даними [10].
Великою перевагою ШНМ перед іншими методами прогнозування є
непотрібність явно задавати рівняння моделі прогнозованого процесу, що
значно спрощує процес прогнозування, а також прибирає можливість вибору
неправильного рівняння, яке погано б відповідало реальному процесу [10].
Другим вагомим аргументом в сторону вибору ШНМ для вирішення
завдання прогнозування є їх універсальність: апарат нейронних мереж
успішно використовується як для прогнозу часових рядів, так і для прогнозу
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значень залежної змінної від вектора значень незалежних змінних,
кластеризації вибірки даних і багатьох інших завдань. Це дозволяє
використовувати єдиний математичний апарат ШНМ для вирішення декількох
різних завдань прогнозування (схожою універсальністю володіє МГУА, де в
ньому потрібно явно задавати рівняння приватних описів) [15].
В роботах [10, 24, 25] детально розглянуто застосування різних
архітектур ІНМ для вирішення безлічі практичних завдань, включаючи
завдання прогнозування часових рядів. Якщо при вирішенні цього завдання
обмежитися тільки використанням ІНМ, то, мабуть, найбільш детальний
огляд наведено саме в [2, 10], тому далі наведемо основні моменти з розділу
«Прогнозування часових рядів за допомогою нейронних мереж» з цієї
роботи.
Оскільки в загальному випадку природа послідовності, що
спостерігається невідома, цілком адекватним методом прогнозування в даній
ситуації є застосування штучних нейронних мереж, що дозволяють по
минулим спостереженнями відновлювати нелінійне відображення вигляду [10]
            1 , 2 , , ( )Ax k F x k x k x k n e k x k e k       
де ( )x k – оцінка (прогноз) значення ( )x k , отримана на виході нейромережі,
що представляє в даному випадку нелінійну авторегресійну (NAR) модель,
( )e k – помилка прогнозування. Можливість і ефективність використання
NAR-моделі в задачах прогнозування визначається теоремою Текенса про
дифеоморфізми [8, 10, 19], що встановлює існування порядку моделі яка
забезпечує таке мале значення помилки ( )e k , і універсальними
апроксимуючими властивостями ШНМ.
В якості основи для побудови NAR-моделей найчастіше
використовуються багатошарові мережі з прямою передачею інформації,
вхідний (нульовий) шар яких утворений лініями елементів чистої затримки з
відводами.
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Архітектуру багатошарової мережі наведено на рис. Д.4.2.2, а на
рис. Д.4. 3. – схема стандартного формального статичного нейрону l-го шару, l
= 1, 2, …, L.
Рис. Д.4.2. L-шарова нейронна мережа з прямою передачею інформації
На перший прихований шар мережі надходить  11 A An n n n   – мірний
вектор  1x , сформований в нульовому шарі за допомогою елементів
затримки 1 1 ( ) ( 1))(z z x k x k    , і освічений минулими значеннями
прогнозованого тимчасового ряду       11 , 2 , , Ax k x k x k n    . Вихідним
сигналом першого прихованого шару є 2( 1)n  − вектор  2 ,x подається на
вхід другого прихованого шару і т.д. На виході l-го (вихідного) шару
з'являється прогнозний 1Lm n  -мірний вектор xˆ . Таким чином кожен шар
має ln входів і 1ln  виходів і характеризується  1 1l ln n     матрицею
синаптичних вагів  lW і 1 1( )l ln n  –діагональним оператором  l , освіченим
нелінійними активаційними функціями  
1, 1, 2, ,
l
j lj n    .
Рис. Д.4.3. Статичний нейрон
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«Будівельним блоком» такої мережі є стандартний статичний нейрон, 
який реалізує нелінійне відображення 
                
0
1 1
0
1        ,
l ln nl l l l l l l l
j j j j ji i
i i
j jix u u w x
  
 
           
   
   
1ln   синаптичних ваг 
  ljiw  якого підлягають уточненню в процесі навчання 
нейронної мережі. 
Всього мережа містить 1 1( 1)
L
l l ln n   невідомих параметрів, які можна 
настроїти за допомогою процедури зворотного поширення помилок, і 
складається, по суті, з двох частин: статичної ШНМ, що відповідає за 
нелінійне відображення, і динамічної пам’яті на елементах затримки, що 
дозволяє сформувати на виході сигнал, який є функцією часу. Саме ці мережі 
відомі також як ШНМ з тимчасовими затримками отримали найбільш 
широке поширення в задачах прогнозування часових послідовностей самої 
різної природи. 
Загальним недоліком прогнозуючих нейронних мереж на статичних 
нейронах є надзвичайно велике число налаштовуючих вагів і низька 
швидкість навчання, що, природно, викликає серйозні проблеми, особливо 
при роботі в реальному часі. 
У зв’язку із цим було запропоновано [4, 10] в прогнозуючих нейронних 
мережах замість статичних нейронів використовувати їх динамічні аналоги, у 
яких синаптичні ваги утворені цифровими адаптивними нерекурсивними 
фільтрами з кінцевою імпульсною характеристикою (КІХ-фільтри, FIR-
фільтри) так, як це показано на рис. Д.4.4.  
І хоча динамічний нейрон містить   1 1ll An n    параметрів, що 
перевищує кількість синаптичних вагів звичайного нейрона, мережа, 
побудована з таких вузлів, містить набагато менше параметрів, ніж 
стандартна архітектура на статичних нейронах з лініями затримки на вході. В 
роботі [10] було доведено, що в мережі на статичних нейронах з лініями 
затримки кількість параметрів зростає в геометричній залежності від nA, в той 
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час як в ІНМ на динамічних нейронах число налаштовуючих синаптичних
вагів є лінійна функція від nA і L, крім того така мережа має універсальні
динамічні апроксимуючі властивості. Для навчання ІНМ на динамічних
нейронах була введена градієнтна процедура, що отримала назву зворотного
поширення помилок у часі (Temporal error backpropagation – TBP).
Рис. Д.4.4. Синапс – КІХ-фільтр
Нейронна мережа на динамічних нейронах може працювати в двох
режимах: навчання та власне прогнозування, при цьому, завдяки внутрішній
пам'яті КІХ-нейронів, в режимі навчання на вхід ШНМ досить подавати
лише одне значення прогнозованої послідовності так, як це показано на
рис. Д.4.5.
Рис. Д.4.5. Динамічна нейронна мережа в процесі навчання
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Більш глибока передісторія сигналу формується в динамічних нейронах
прихованих шарів. Таким чином, при прогнозуванні одновимірних часових
рядів ІНМ має тільки один вхід, в той час як використання статичних нейронів
призводить до того, що мережа повинна мати, як мінімум, nA входів.
Режим прогнозування, що ілюструється на рис. Д.4.6, реалізується ще
простіше, при цьому вихідний сигнал-прогноз мережі по зворотньому зв'язку
через елемент затримки 1z подається на її вхід.
Рис. Д.4.6. Динамічна нейронна мережа в режимі прогнозування
Таким чином, нейронна мережа що прогнозується на динамічних
нейронах – КІХ-фільтрах, маючи стандартну архітектуру багатошарової
ШНС з прямою передачею інформації, має меншу кількість параметрів
синаптичних вагів, а отже, більш високу швидкість навчання.
Однак у звичайних НМ для вирішення завдання прогнозування
неможливо використовувати апріорну інформацію про процес, яка
традиційно задається у формі правил «ЯКЩО-ТО» в просторі лінгвістичних
змінних. Саме таку інформацію можна задати в НМ, заснованих на нечіткій
логіці (нечітких нейронних мережах – ННМ), скорочуючи число необхідних
циклів навчання і підвищуючи точність прогнозу.
Широко поширені такі класи ННМ, як нечіткі контролери Мамдані і
Цукамото.
У контролері Мамдані використовуються трикутні і гаусові функції
належності, а в Цукамото – при нелінійних функціях належності (ФН).
Навчання нечіткого контролера на базі ННМ
На вхід нечіткого контролера подається навчальна вибірка, яка має
вигляд
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{x1, x2, …, xn, y},
де xi – вхідні параметри для прогнозу; y – значення прогнозу.
Процес навчання визначається нечіткою помилкою і працює
паралельно для кожного нечіткого правила. Після того як значення прогнозу
О вироблено контролером, обчислюється помилка
E = 0,5(О – y)2,
яка поширюється в зворотному напрямку. Кожне правило аналізує свій
внесок у вихід управління і оцінює свій висновок (тобто призвело воно до
збільшення або зменшення помилки). При цьому, якщо правило діяло в
потрібному напрямку, то воно повинно стати більш чутливим і виробити
висновок, який збільшує управління. І навпаки, якщо діяло в неправильному
напрямку, то воно повинно стати менш чутливим. З огляду на те, що ФП
описуються двома параметрами (ai, bi), то один з них фіксується, а другий
змінюється. В даному випадку змінюється ai.
Виходячи з вищевикладеного, в якості основних методів для дослідження
були обрані ШНМ і МГУА – обидва методи дозволяють знаходити нелінійні
залежності між даними без необхідності явного завдання моделі.
Д.4.3 Аналіз даних при вирішенні задачі прогнозування
Як було сказано при розгляді постановоки задачі прогнозування,
вибірка, що використовується для прогнозування, майже завжди містить
деяку випадкову перешкоду, яка взаємодіє з «чистим» сигналом по деякому
закону (найчастіше аддитивному або мультиплікативному). Далі розглянемо
найбільш поширені моделі випадкових перешкод.
Д.4.3.1 Білий шум
Білий шум – стаціонарний шум, спектральні складові якого рівномірно
розподілені по всьому діапазону задіяних частот.
Безперервний у часі випадковий процес w(t), де t R, є білим шумом
тоді і тільки тоді, коли його математичне очікування і автокореляційна
функція задовольняють наступним рівностям відповідно:
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тобто це випадковий процес з нульовим математичним очікуванням, має 
автокорелляціонную функцію, яка є дельта-функцією Дірака. Така 
автокореляційна функція передбачає таку спектральную щільність 
потужності   2 ,ww wS w    так як перетворення Фур’є дельта-функції дорівнює 
одиниці на всіх частотах. З огляду на те, що спектральна щільність 
потужності однакова на всіх частотах, білий шум і отримав свою назву (по 
аналогії з частотним спектром білого світла). 
Більшість розроблених методів прогнозування і обробки часових рядів 
є оптимальними за умови, якщо перешкода, що впливає на чистий сигнал, є 
білим шумом (або деяким його підвидом, наприклад нормальним білим 
шумом [22]).  
Д.4.3.2 Рожевий шум 
Рожевий шум [22] або шум 1 / (іноді так званий флікер-шум) є 
сигналом або процесом з таким спектром частот, що спектральна щільність 
потужності (енергія або потужність на Гц) обернено пропорційна частоті 
сигналу. При рожевому шумі, кожна октава містить рівну кількість 
потужності шуму. 
У науковій літературі термін рожевий шум іноді використовується 
трохи вільніше і може ставитися до будь-якого шуму зі спектральною 
щільністю потужності у вигляді ( )1 / ,S f f 
 
де f  – частота і 0 2   , з 
показником   зазвичай близько до 1. Ці схожі на рожеві шуми широко 
поширені в природі. 
 Через те, що потужність рожевого шуму велика на низьких частотах, 
його практично неможливо відфільтрувати, не «зачепивши» чистий 
інформаційний сигнал, тому що тренд інформаційного сигналу зазвичай 
«займає» низькі частоти. 
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Д.4.3.3 Броунівський (червноний) шум
Спектральна щільність червоного шуму пропорційна 21/ f , де f –
частота. Це означає, що на низьких частотах шум має навіть більше енергії,
ніж рожевий шум.
Червоний шум може бути отриманий шляхом інтегрування білого
шуму. Тобто, тоді як (дискретний) білий шум може бути отриманий шляхом
випадкового вибору кожного відліку незалежно один від одного, червоний
шум може бути отриманий шляхом додавання до кожного відліку сигналу
випадкової величини для отримання наступного відліку: 1 ,k k kx x   де
  k – білий шум.
Д.4.3.4 Чорний шум
Під чорним шумом [22] зазвичай розуміють випадковий процес зі
спектральною щільністю виду 1 ,
f 
де β>2. Цю модель часто
використовують для моделювання катастроф природного походження [23].
Д.4.4 Результати прогнозування часових рядів з використанням
нейронних мереж
Результати прогнозування різними методами при різній глибині
прогнозування наведені в табл. Д.4.1 – Д.4.14.
Таблиця Д.4.1
Похибки для багатошарового персептрону, для прогнозування на глибину
прогнозу ≥ 2 – навчалася пряма модель
№
ряду/глибини
прогнозу
1 2 3 4 5 6
1 0.0006 0.0006 0.0010 0.0008 0.0008 0.0007
2 0.0001 0.0002 0.0003 0.0003 0.0004 0.0006
3 0.0018 0.0037 0.0057 0.0083 0.0105 0.0129
4 0.0015 0.0044 0.0074 0.0094 0.0123 0.0161
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5 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
6 0.0015 0.0023 0.0025 0.0020 0.0014 0.0016
7 0.0029 0.0084 0.0110 0.0171 0.0179 0.0185
8 0.0002 0.0003 0.0004 0.0006 0.0007 0.0008
9 0.0118 0.0409 0.0549 0.0554 0.0530 0.0581
10 0.1627 0.1168 0.0419 0.2450 0.0789 0.2367
11 0.0508 0.0478 0.0924 0.0603 0.1383 0.0552
Таблиця Д.4.2
Похибки для багатошарового персептрона, для прогнозування на глибину
прогнозу ≥ 2 – рекурсивно використовувалася модель з глибиною прогнозу=1
№
ряду/глибини
прогнозу
1 2 3 4 5 6
1 0.0006 0.0008 0.0012 0.0020 0.0030 0.0042
2 0.0001 0.0002 0.0003 0.0004 0.0004 0.0005
3 0.0018 0.0055 0.0090 0.0130 0.0183 0.0249
4 0.0015 0.0043 0.0073 0.0105 0.0141 0.0176
5 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
6 0.0015 0.0022 0.0029 0.0033 0.0035 0.0037
7 0.0029 0.0066 0.0098 0.0143 0.0193 0.0259
8 0.0002 0.0003 0.0004 0.0006 0.0007 0.0008
9 0.0118 0.0289 0.0486 0.0555 0.0553 0.0594
10 0.1627 0.4729 0.8197 1.0199 1.0214 0.9813
11 0.0508 0.0504 0.0512 0.0516 0.0516 0.0510
Таблиця Д.4.3
Похибки для багатошарового персептрона, для прогнозування на глибину
прогнозу ≥ 2 – використовувався гібридний підхід
№
ряду/глибини
прогнозу
1 2 3 4 5 6
1 0.0006 0.0011 0.0021 0.0038 0.0032 0.0013
2 0.0001 0.0002 0.0003 0.0004 0.0004 0.0005
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3 0.0018 0.0046 0.0060 0.0088 0.0106 0.0127
4 0.0015 0.0050 0.0073 0.0093 0.0123 0.0157
5 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
6 0.0015 0.0026 0.0032 0.0026 0.0019 0.0024
7 0.0029 0.0079 0.0106 0.0159 0.0174 0.0207
8 0.0002 0.0003 0.0004 0.0006 0.0007 0.0008
9 0.0118 0.0591 0.0629 0.0699 0.0666 0.1246
10 0.1627 0.3699 0.1159 0.5874 0.2129 0.2490
11 0.0508 0.0503 0.0498 0.0505 0.0499 0.0498
Таблиця Д.4.4
Похибки для dbn, для прогнозування на глибину прогнозу≥ 2– навчалася
пряма модель
№
ряду/глибини
прогнозу
1 2 3 4 5 6
1 0.0067 0.0099 0.0093 0.0126 0.0085 0.0076
2 0.0030 0.0047 0.0049 0.0038 0.0053 0.0050
3 0.0071 0.0141 0.0110 0.0149 0.0154 0.0180
4 0.0076 0.0098 0.0134 0.0164 0.0206 0.0220
5 0.0074 0.0053 0.0062 0.0077 0.0081 0.0073
6 0.0067 0.0084 0.0118 0.0085 0.0075 0.0121
7 0.0136 0.0178 0.0249 0.0244 0.0265 0.0280
8 0.0049 0.0043 0.0046 0.0045 0.0046 0.0061
9 0.0334 0.1145 0.1098 0.0720 0.1075 0.1116
10 2.3094 0.0777 0.0905 0.1412 0.2024 2.2249
11 0.0502 0.0491 0.0528 0.0525 0.0496 0.0500
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Таблиця Д.4.5
Похибки для dbn, для прогнозування на глибину прогнозу ≥ 2 – рекурсивно
використовувалася модель з глибиною прогнозу = 1
№
ряду/глибини
прогнозу
1 2 3 4 5 6
1 0.0076 0.0087 0.0095 0.0115 0.0115 0.0108
2 0.0031 0.0032 0.0034 0.0035 0.0037 0.0043
3 0.0064 0.0093 0.0120 0.0148 0.0176 0.0190
4 0.0075 0.0111 0.0142 0.0172 0.0184 0.0214
5 0.0062 0.0068 0.0071 0.0083 0.0076 0.0096
6 0.0078 0.0074 0.0105 0.0108 0.0098 0.0112
7 0.0143 0.0211 0.0249 0.0270 0.0348 0.0368
8 0.0047 0.0050 0.0048 0.0053 0.0055 0.0065
9 0.0330 0.0661 0.0830 0.0957 0.1029 0.0977
10 2.3095 2.2830 2.2495 2.2283 2.2298 2.2249
11 0.0523 0.0501 0.0491 0.0499 0.0497 0.0499
Таблиця Д.4.6
Похибки для dbn, для прогнозування на глибину прогнозу ≥ 2 –
використовувався гібридний підхід
№
ряду/глибини
прогнозу
1 2 3 4 5 6
1 0.0075 0.0078 0.0092 0.0104 0.0102 0.0088
2 0.0029 0.0033 0.0035 0.0036 0.0040 0.0043
3 0.0068 0.0099 0.0119 0.0155 0.0177 0.0180
4 0.0084 0.0095 0.0144 0.0173 0.0208 0.0226
5 0.0073 0.0090 0.0074 0.0100 0.0080 0.0072
6 0.0070 0.0079 0.0101 0.0092 0.0097 0.0105
7 0.0143 0.0204 0.0251 0.0288 0.0289 0.0289
8 0.0047 0.0048 0.0049 0.0056 0.0054 0.0058
9 0.0354 0.1013 0.1147 0.0826 0.1082 0.1214
10 2.3095 2.2830 2.2495 2.2283 2.2298 2.2249
11 0.0493 0.0507 0.0490 0.0484 0.0506 0.0498
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Таблиця Д.4.7
Похибки для МГУА + deep learning, для прогнозування на глибину прогнозу ≥
2 – навчалася пряма модель
№
ряду/глибини
прогнозу
1 2 3 4 5 6
1 0.0035 0.0036 0.0065 0.0064 0.0102 0.0022
2 0.0002 0.0002 0.0003 0.0004 0.0007 0.0007
3 0.0014 0.0128 0.0121 0.0178 0.0213 0.0286
4 0.0023 0.0059 0.0142 0.0147 0.0154 0.0222
5 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
6 0.0058 0.0057 0.0049 0.0058 0.0060 0.0022
7 0.0057 0.0106 0.0264 0.0224 0.0308 0.0583
8 0.0002 0.0003 0.0004 0.0007 0.0007 0.0008
9 0.1120 0.0957 0.1117 0.1170 0.1249 0.0891
10 0.0643 0.0688 0.0743 0.1319 0.0909 0.1868
11 0.1781 0.1895 0.1943 0.1827 0.1948 0.2257
Таблиця Д.4.8
Похибки для МГУА + deep learning, для прогнозування на глибину прогнозу
≥ 2 – рекурсивно використовувалася модель з глибиною прогнозу = 1
№
ряду/глибини
прогнозу
1 2 3 4 5 6
1 0.0035 0.0035 0.0086 0.0086 0.0126 0.0208
2 0.0002 0.0002 0.0004 0.0004 0.0005 0.0006
3 0.0014 0.0041 0.0068 0.0097 0.0126 0.0155
4 0.0023 0.0050 0.0080 0.0108 0.0137 0.0165
5 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
6 0.0058 0.0058 0.0058 0.0058 0.0058 0.0029
7 0.0057 0.0145 0.0291 0.0446 0.0644 0.0757
8 0.0002 0.0003 0.0004 0.0006 0.0007 0.0009
9 0.1120 0.1121 0.1121 0.1121 0.1515 0.1553
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10 0.0643 0.0644 0.1670 0.1510 0.2559 0.1912
11 0.1781 0.1784 0.1791 0.1536 0.1545 0.1563
Таблиця Д.4.9
Похибки для МГУА + deep learning, для прогнозування на глибину прогнозу
≥ 2 – використовувався гібридний підхід
№
ряду/глибини
прогнозу
1 2 3 4 5 6
1 0.0035 0.0035 0.0086 0.0086 0.0126 0.0208
2 0.0002 0.0002 0.0004 0.0004 0.0005 0.0006
3 0.0014 0.0041 0.0068 0.0097 0.0126 0.0155
4 0.0023 0.0050 0.0080 0.0108 0.0137 0.0165
5 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
6 0.0058 0.0058 0.0058 0.0058 0.0058 0.0029
7 0.0057 0.0145 0.0291 0.0446 0.0644 0.0757
8 0.0002 0.0003 0.0004 0.0006 0.0007 0.0009
9 0.1120 0.1121 0.1121 0.1121 0.1515 0.1553
10 0.0643 0.0644 0.1670 0.1510 0.2559 0.1912
11 0.1781 0.1784 0.1791 0.1536 0.1545 0.1563
Таблиця Д.4.10
Похибки для ЛР, для прогнозу на глибину прогнозування ≥ 2 – навчалася
пряма модель
№
ряду/глибини
прогнозу
1 2 3 4 5 6
1 0.8796 0.8608 0.8515 0.8513 0.8645 0.8520
2 0.9262 0.9258 0.9275 0.9230 0.9155 0.9314
3 0.9657 0.9342 0.9372 0.9251 0.9651 0.9433
4 0.9005 0.9235 0.9225 0.9171 0.9229 0.9218
5 0.8220 0.8105 0.8562 0.7868 0.8462 0.8044
6 0.8689 0.8821 0.9329 0.8935 0.9078 0.8879
7 0.8865 0.9013 0.8965 0.8820 0.8940 0.9479
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8 0.8775 0.8976 0.8865 0.8924 0.8945 0.8920
9 0.8889 0.9375 0.9525 0.9464 0.9412 0.9383
10 0.9119 0.9098 0.8285 0.9165 0.9538 1.0628
11 1.0005 0.9949 1.0025 1.0015 1.0023 0.9917
Таблиця Д.4.11
Похибки для ЛР, для прогнозування на глибину прогнозу ≥ 2 – рекурсивно
використовувалася модель з глибиною прогнозу = 1
№
ряду/глибини
прогнозу
1 2 3 4 5 6
1 0.8796 3.1644 8.3671 14.3899 20.1825 26.9489
2 0.9262 3.7974 8.4052 12.5146 19.2729 27.9018
3 0.9657 5.4719 13.9170 27.0365 44.0240 64.1238
4 0.9005 4.7463 11.6585 21.4175 34.0003 46.7762
5 0.8220 4.8022 12.7054 24.9228 42.8266 69.7677
6 0.8689 2.2652 4.7799 7.1398 9.3162 10.0117
7 0.8865 3.6820 7.8786 15.8896 25.9148 33.1210
8 0.8775 2.9999 6.1574 10.4190 15.6701 22.1458
9 0.8889 4.9101 12.1251 18.9831 22.8391 21.3816
10 0.9119 5.7938 16.6513 31.5903 44.8661 54.5327
11 1.0005 1.2310 1.3565 1.1095 1.0755 1.6121
Таблиця Д.4.12
Похибки для ЛР, для прогнозування на глибину прогнозу
≥ 2 – використовувався гібридний підхід
№
ряда/глубина
прогноза
1 2 3 4 5 6
1 0.8796 3.1247 4.4676 2.8963 2.4073 3.6306
2 0.9262 3.7963 3.5678 2.6028 4.6045 3.7345
3 0.9657 5.3568 3.3990 4.1873 3.4843 3.7940
4 0.9005 4.8054 3.3362 3.6048 3.6027 2.9141
5 0.8220 4.7519 3.0958 3.3725 3.6569 3.8562
6 0.8689 2.2745 3.4720 2.9106 2.6736 2.1868
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7 0.8865 3.7124 3.2212 4.7273 3.1474 2.3392
8 0.8775 3.0307 3.2773 3.4620 3.4563 3.5727
9 0.8889 5.0239 3.1216 2.4105 2.8882 2.2333
10 0.9119 5.7429 3.2073 2.6818 2.6206 3.9676
11 1.0005 1.2303 1.3281 1.0601 1.0762 1.6408
Таблиця Д.4.13
Похибки для МГУА, для прогнозування на глибину прогнозу ≥ 2 –
навчалася пряма модель
№
ряда/глубина
прогноза
1 2 3 4 5 6
1 0.0010 0.0010 0.0008 0.0013 0.0018 0.0009
2 0.0001 0.0002 0.0003 0.0004 0.0004 0.0005
3 0.0014 0.0039 0.0066 0.0089 0.0113 0.0130
4 0.0016 0.0042 0.0070 0.0098 0.0120 0.0141
5 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
6 0.0016 0.0020 0.0020 0.0021 0.0022 0.0016
7 0.0036 0.0071 0.0104 0.0146 0.0165 0.0125
8 0.0002 0.0003 0.0004 0.0005 0.0007 0.0008
9 0.0157 0.0360 0.0583 0.0593 0.0535 0.0530
10 0.0138 0.0489 0.0403 0.0363 0.0426 0.0380
11 0.0496 0.0488 0.0476 0.0486 0.0491 0.0532
Таблиця Д.4.14
Похибки для МГУА, для прогнозування на глибину прогнозу ≥ 2
використовувався гібридний підхід
№
ряда/глубина
прогноза
1 2 3 4 5 6
1 0.0010 0.0015 0.0017 0.0021 0.0023 0.0013
2 0.0001 0.0002 0.0003 0.0004 0.0004 0.0005
3 0.0014 0.0040 0.0066 0.0089 0.0114 0.0131
4 0.0016 0.0042 0.0071 0.0099 0.0120 0.0141
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5 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
6 0.0016 0.0023 0.0021 0.0021 0.0022 0.0018
7 0.0036 0.0095 0.0122 0.0159 0.0134 0.0126
8 0.0002 0.0003 0.0004 0.0005 0.0007 0.0008
9 0.0157 0.0928 0.0653 0.0662 0.0613 0.0618
10 0.0138 0.0662 0.0430 0.0393 0.0470 0.0409
11 0.0496 0.0489 0.0489 0.0564 0.0566 0.0529
Д.4.5 Прогнозування часових рядів при неоднорідній вибірці
Д.4.5.1 Неформальний опис проблеми
В якості прикладів прогнозування процесів з неоднорідною вибіркою
розглянемо наступні:
 Економіка – при прогнозуванні майже будь–якого економічного
показника мікрорівня потрібно розуміти, що він певним чином залежить від
стану макроекономіки та багатьох інших показників. Наприклад, графік ціни
акції компанії IBM з 1978 року показано на рис. Д.4.7.
Навіть візуально можна виділити 2–3 періоди з різним характером
зміни ціни акції. Доволі різкий спад цін акції починаючи з 2007 р. і
повернення до попереднього рівня у 2010 р. звичайно ж пояснюється
світовою кризою, що мала місце приблизно у той самий період – так виглядає
індекс Доу–Джонса, один з основних макроекономічних показників
(рис. Д.4.8).
Рис. Д.4.7. Графік ціни акції компанії IBM з 1978 року по сьогодні
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Рис. Д.4.8. Графік індексу Доу–Джонса з 1978 року по сьогодні
 Прогнозування кліматичних показників – багато кліматичних
показників мають певну сезонність — найпростіший випадок неоднорідності,
коли з самого означення показника витікають стани, у яких «поведінка»
спостережуваного показника буде суттєво відрізнятися. Однак, для деяких
показників ці стани можуть бути не такими очевидними. Наприклад, якщо
проаналізувати графік відхилень середньорічних значень температури повітря
по усій земній кулі (рис. Д.4.9), то можна помітити, що починаючи приблизно з
1970 р. з’являється певний позитивний тренд, відсутній до цього.
Рис. Д.4.9. Графік відхилень середньорічних значень температури повітря по усій
земній кулі
 Прогнозування потреби/рівня споживання певного ресурсу.
Наприклад, достатньо росповсюдженою та досліджуваною проблемою є
прогнозування навантаження на електромережу. Проводився аналіз
навантаження по дням тижня, і було виділено 5 станів, де поведінка процесу
навантаження дещо відрізняється. Кожен стан відповідав певному дню тижня
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або декільком дням, а саме: 1 стан – понеділок, 2 стан – вівторок, середа,
четвер, 3 стан – п’ятниця, 4 стан – субота, 5 стан – неділя. Для порівняння –
ось графіки навантаження на електромережу у понеділок та у неділю
(рис. Д.4.10 та Д.4.11).
Рис. Д.4.10. По-півгодинний графік навантаження на електромережу у понеділок
для 6 різних тижнів
Рис. Д.4.11. По-півгодинний графік навантаження на електромережу у неділю
для 6 різних тижнів
Як добре видно з графіків, поведінка процесу навантаження дійсно
суттєво відрізняється у цих двох станах.
Д.4.5.2 Класифікація неоднорідних вибірок
У залежності від того, які саме ймовірнісні характеристики процесу
змінюються значним чином у спостережуваній вибірці, виділяють наступні
типові види неоднорідних вибірок:
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 різні стани відрізняються лише різним математичним очікуванням
(рис. Д.4.12);
 різні стани відрізняються лише дисперсією (рис. Д.4.13);
 різні стани відрізняються лише значеннями автокореляційної
функції (рис. Д.4.14);
 різні стани відрізняються лише розподілом ймовірностей
(рис. Д.4.15);
 різні стани відрізняються комбінацією попередніх характеристик,
наприклад математичним очікуванням та дисперсією, розподілом та
математичним очікуванням тощо.
Рис. Д.4.12. Приклад неоднорідної вибірки з різним математичним
очікуванням станів
Рис. Д.4.13. Приклад неоднорідної вибірки з різним дісперсією у кожного зі станів
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Рис. Д.4.14. Приклад неоднорідної вибірки з різною функцією автокореляції
для кожного стану
Рис. Д.4.15. Приклад неоднорідної вибірки з різним розподілом ймовірностей
для кожного стану (але однаковим математичним очікуванням та дисперсією):
перший стан – нормальний розподіл, другий стан – рівномірний розподіл, третій
стан – логнормальний розподіл
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4.5.3 Приховані марковські моделі
При використанні прихованих марковських моделей [5] вважається що
часовий ряд Tnyyy ],...,[ 1 був згенерований певним об’єктом, що має
прихований стан, і множина усіх прихованих станів є дискретною та
скінченною множиною {1,2,..., }Z m , і з плином часу об’єкт може переходити
з одного прихованого стану в інший. Тоді в кожний момент часу t
спостереження ty вважається прогенерованим згідно з розподілом ( )tzP y –
( )
tt z
y P y , тобто кожний стан tz Z задає відповідний розподіл ( )tzP y . Отже,
потрібно знайти прихований стан для кожного моменту часу t та оцінити
параметри розподілів 1( ),..., ( )mP y P y . Якщо виконується припушення
марковських моделей, що прихований стан в момент часу t залежить лише
від попереднього прихованого стану в момент часу 1t  – тобто
1 1 1( / ,..., ) ( / )t t t tP z z z P z z  , і крім того ймовірнісний розподіл 1( / )t tP z z  не
залежить від часу t , то для знаходження вектору прихованих станів
1[ ,..., ]
T
nz z z та параметрів розподілів 1( ),..., ( )mP y P y можна використати
алгоритм Баума-Велша. Недоліки цього підходу:
 потрібно оцінювати відносно велику кількість параметрів, а отже
також потрібно більше прикладів, щоб уникнути проблеми перенавчання;
 кількість станів має бути задана наперед.
Побудова локальних моделей, що враховують глобальні тренди
Моделі, що будуються окремо для кожного кластеру у підході з
кластерізацією назвемо локальними, оскільки вони враховують лише певну
«локальну» підмножину прикладів. Моделі, що будуються на усіх наявних
прикладах назвемо глобальними. У обох видів моделей є переваги та
недоліки. Переваги глобальних моделей:
 менш чутливі до розміру навчальної вибірки;
 здатні знаходити глобальні тренди.
Переваги локальних моделей:
 при правильно обраній підмножині прикладів для навчання і
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достатній кількості прикладів у цій підмножині – здатні знаходити локальні
для станів тренди.
Згідно методу прогнозування з регуляризацією [1, 22] спочатку
будуються глобальні моделі, після чого при побудові локальних моделей на
певних підмножинах навчальної вибірки до критерію навчання додається
регуляризуюча складова, що контролює «близькість» локальних моделей до
глобальних моделей – таким чином «нейтралізуються» недоліки локальних
моделей: проблема перенавчання при малій кількості прикладів у кластері та
проблема втрати глобальної інформації.
У двох розглянутих підходах – «кластеризація та побудова моделі для
кожного кластеру/сегменту» та «глобально-локальні моделі» важливу роль
грає етап кластерізації – якщо до одного кластеру потраплять приклади з
різних справжніх станів то і локальна модель для цього кластеру буде
навчатися на прикладах з різних станів, що з великою вірогідністю призведе
до погіршення прогнозуючих якостей цієї моделі. Тому варто окремо
приділити увагу саме задачі кластерізації часового ряду.
Д.4.5.4 Огляд методів кластеризації
Д.4.5.4.1  Задача сегментації
Дуже часто розглядають підвид задачі кластеризації – задачу
сегментації. У задачі сегментації усі значення з одного кластеру повинні бути
розташовані в певному сегменті вихідної послідовності – таким чином уся
послідовність розбивається на сегменти–кластери:
Рис. Д.4.16. Приклад сегментації деякої послідовності на 3 сегменти, де
моменти зміни сегментів позначені як 1t та 2t
Приклад сегментації деякої послідовності, що відповідає 3 сегментам:
1 1 2 21: 1 : 1 :
, ,t t t t ny y y  показано на рис. Д.4.16. Таким чином задача сегментації є
1t 2t n1
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підвидом задачі кластеризації, де розглядаються лише кластери, що
відповідають певним обмеженням – а саме є послідовними сегментами. За
рахунок цього обмеження задачу сегментації можна розглядати також як
задачу пошуку точок зміни сегментів 1 1, ..., ,1 , ,m i j jt t t n t t   
, 1, ..., , 1, ..., 1m n i m j m    , таких, що відповідні сегменти представлені у
вигляді вектору номерів сегментів s мінімізують функцію втрат ( , )L y s  .
Д.4.5.4.2 Кластеризація підпослідовностей часового ряду
Іншим важливим підвидом задачі кластеризації часового ряду є
кластеризація його підпослідовностей. В основному, для побудови
прогнозуючої моделі виконують трансформацію вихідного часового ряду
T
nyyy ],...,[ 1 у пару ,m d mX R o R    шляхом застосування методу
вкладення часових рядів, де X – матриця векторів вхідних прикладів,
o – вектор цільових змінних, d – розмірність вкладення, 1m n d h    –
кількість векторів прикладів розмірності d , які можна отримати при
трансформації часового ряду з n спостережень та при горизонті
прогнозування h . Згідно методу вкладення, вектори вхідних прикладів та
вектор цільових змінних формуються наступним чином:
1 2
2 3 1 1
1 2
...
...
,
... ... ... ... ...
...
d d h
d d h
n h d n d h n h n
y y y y
y y y y
X o
y y y y

  
      
                   
 ,
тобто перший вхідний вектор прикладів отримується з перших d значень
часового ряду і значення d hy  використовується як відповідна перша цільова
змінна, другий вхідний вектор отримується зі значень 2 1,..., dy y  і так далі.
При застосуванні такого підходу для отримання навчальної вибірки
разом з кластеризацією вихідного часового ряду може виникнути проблема,
коли декілька сусідніх значень ряду потрапляють до різних кластерів – і в
цьому випадку до одного вектору прикладу в будь-якому разі потраплять
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значення із різних кластерів. Для уникнення цієї ситуації кластеризацію
виконують після виконання процедури вкладення, тобто виконують
кластеризації матриці прикладів X , і в такому випадку кажуть, що
кластеризують підпослідовності початкового часового ряду, оскільки кожний
вектор-приклад в матриці X відповідає деякій підпослідовності початкого
часового ряду 1[ ,..., ]
T
ny y y .
Д.4.5.4.3 Класифікація методів кластеризації вибірок
Отже, описану задачу кластеризації неоднорідних вибірок у наведеній
постановці можна розділити на 2 підзадачі: формування функції втрат ( , )L y c 
і знаходження вектору номерів кластерів *с , що мінімізує визначену функцію
втрат. Якщо функція втрат не визначена попередньо або задана неформально,
то перша підзадача зазвичай є більш складною, ніж друга. Власне, більшість
методів можна поділити на 2 класи в залежності від того, яку підзадачу вони
вирішують:
1) Методи першого класу роблять акцент на мінімізації функції втрат –
або певної конкретної функції, або функцій з певного класу функцій, або
взагалі будь–якої функції. У цьому класі варто виділити 2 підкласи методів:
 методи, які мінімізують функції втрат, що мають складову, яка
залежить від помилки деякої моделі прогнозування, параметри якої у свою
чергу залежать від розподілу прикладів за кластерами. Тобто формально,
побудову прогнозуючої моделі і отримання її прогнозу для наявних даних
можна представити у вигляді функції ˆ( , )f y c y   , тоді функція втрат методів
даної групи буде мати вигляд ( , ) [ ( ( , ), ), ( , )]f cL y c S L f y c y L y c       , де функція
( , )S x y зазвичай є сумою: ( , ) .S x y x y  Таким чином, методи цієї групи
використовуються лише при заданому способі побудови моделі прогнозування
для певної послідовності даних і її кластеризації, і знаходять таку
кластеризацію, що є оптимальною з урахуванням як прогнозу моделі,
побудованої для цієї кластеризації, так і «якості» кластеризації. Наприклад, у
якості моделі прогнозування може виступати константна функція y c , а
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прогноз для певного значення iy  розраховуватися просто як середнє 
арифметичне усіх значень, що входять до кластеру з номером сі: 
ˆ ( : , 1,2,.., )i j j iy avg y c c j n   . Тоді, один з найрозповсюдженіших варіантів 
функції втрат має наступний вигляд 2ˆ( , ) ( ) ,i i
i
L y c y y m      де m – 
загальна кількість кластерів,   – певний коефіцієнт, який або задається вручну, 
або вибирається з певного діапазону з використанням валідаційної вибірки; 
 методи, які мінімізують функцію втрат, що залежить лише від 
вхідних даних та їх кластеризації. До цих методів можна віднести звичайні 
методи кластеризації як k–means, нейромережеві автоенкодери та інші. 
Розглянемо деякі методи з цього класу. 
Бінарна сегментація  
Бінарна сегментація є одним з найбільш відомих та використовуваних 
методів для сегментації часових рядів. Ідея методу полягає в рекурсивному 
використанні будь–якого методу, що вміє розділяти послідовність на два 
сегменти: тобто спочатку вихідна послідовність розбивається на два 
сегменти, після чого рекурсивно виконується сегментація отриманих 
сегментів і так далі. Розділення на два сегменти може і не виконуватися, якщо 
не має такого розділення, функція втрат якого буде меншою за значення 
функції втрат на цілому сегменті. Тобто для кожного сегменту [ ,..., ],i jy y i j  
перевіряється, чи існує такий індекс ,s i s j  , що 
: 1 : :( ) ( ) ( )i s s j i jL y L y SC L y    , де SC  – штраф за розбиття одного сегменту на 
два сегменти. Якщо такого індексу не знайдено – виконання цієї гілки методу 
зупиняється. У іншому випадку сегмент розбивається на два відповідних 
«підсегменти», і метод запускається рекурсивно на цих підсегментах.  
Перевагою методу бінарної сегментації є його простота та швидкість, 
оскільки він має обчислювальну складність ( * log( ))O n n , де n  – розмір 
початкової послідовності. Однак, метод не гарантує, що знайдена сегментація 
буде мати мінімальне значення функції втрат. 
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Метод оптимального розподілу на сегменти  
Метод оптимального розподілу дозволяє знаходити розбиття на 
сегменти, що мінімізує функції втрат наступного вигляду 
1
1
: 1 0 1
1
( , ) ( ) , 1, 1,
i i
m
t t m
i
L y t Ls y m t t n


 

    

 
де m – кількість сегментів, Ls  – функція втрат, що залежить від значень 
послідовності, що входять до сегменту, T1[ ,..., ]mt t t

 – вектор точок зміни 
сегментів. Метод використовує парадигму динамічного програмування для 
знаходження оптимального розподілу. Дійсно, для оптимального розподілу, 
що задається вектором точок змін сегментів * * * T1[ ,..., ]mt t t

, можна записати 
значення функції втрат у наступному вигляді 
* * * * *
1
* *
1: 1 0: 1 : 1: 1 :
1
( , ) ( ) ( 1) ( ) ( , ) ( ) , 1,
i i m
m
m
m
mt t t n t t n
i
L y t Ls y m Ls y L y t Ls y t

 

 
          
 

    
тобто значення функції втрат для певного розподілу точок зміни сегментів на 
послідовності y

 є сумою 2 складових: значення функції втрат на 
послідовності *1: 1mty 
  до останньої точки зміни сегменту плюс штраф за 
останній сегмент. При цьому, якщо розподіл *t

 є оптимальним для y

, то 
розподіл *1: 1mt 

 має бути оптимальним для *1: 1mty 
 . Отже, рекурсія для 
знаходження оптимального розподілу може бути записана наступним чином 
*
1: 1 :
{1.. } '
arg min ( , ) arg min[arg min ( , ') ( ) ],tl tl n
t tl n t
t L y t L y t Ls y

     
     
тобто для пошуку оптимального розподілу потрібно перебрати усі можливі 
позиції останньої точки зміни сегменту, знайти оптимальний розподіл на 
послідовності, що закінчується в цій позиції, додати до відповідного 
значення функції втрат значення штрафу за сегмент, що включає усі значення 
з цієї позиції і до кінця послідовності. Використовуючи підхід динамічного 
програмування на основі цієї рекурсії, отримуємо алгоритм для пошуку 
оптимального розподілу послідовності на сегменти, що має обчислювальну 
складність 2( )O n . 
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Входи алгоритму:
 вектор значень T1[ ,..., ]ny y y ;
 функція втрат для сегменту Ls ;
 коефіцієнт  , що задає вплив штрафу на кількість сегментів.
Алгоритм:
1. (0) , (0) []F t   .
2. Для кожного значення * 1,...,n  :
 *** ( 1):0( ) min[ ( ) ( ) ]F F Ls y        ;
 *
* ( 1):0
' arg min[ ( ) ( ) ]F Ls y  
      ;
 * T( ) [ ( '), ']t t    .
Вихід алгоритму: вектор точок змін сегментів, що знаходиться у
змінній ( )t n .
Цей алгоритм має гіршу обчислювальну складність ніж алгоритм
бінарної сегментації – 2( )O n замість ( log( ))O n n , але гарантовано знаходить
сегментацію, що мінімізує функцію втрат.
Алгоритм k-means [16].
На відміну від задачі сегментації, задача кластерізації навіть для
простого випадку коли функція втрат є сумарною евклідовою відстаню точок
до центру свого кластеру при фіксованій кількості кластерів є NP складною
[16], тому для її вирішення використовують різноманітні евристичні методи,
найвідомішим з яких є алгоритм k-means. Один з варіантів алгоритму має
наступний вигляд:
Входи алгоритму:
 множина прикладів 1{ ,..., }, dn iX x x x  ;
 кількість кластерів K ;
Алгоритм:
1. Встановлюються початкові центри кластерів як випадково обрані
унікальні K приклади:
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(0 ) : , {1,.., }, {1,..., }; {1,..., }, {1,.., } :
jj r j j t
c x j K r n t K j K t j r r         
2. : 0it  .
3. Для кожного прикладу , {1,..., }ix i n знаходиться і запам’ятовується
найближчий до нього центр кластеру:
( )
{1,..., }
: arg min{| |}.iti i j
j K
nc x c

 
4. Розраховуються нові центри кластерів як усереднення усіх
прикладів, для яких найближчим був поточний центр кластеру:
 ( 1)
: :
1: , 1, 1,..., .
i i
it
j i j
i nc j i nc jj
c x n j K
n

 
   
5. Якщо хоча б для одного значення  1,...,j K новий центр кластеру
відрізняється від поточного – ( 1) ( )it itj jc c
  – то присвоюється : 1it it  і
виконується нова ітерація алгоритму, починаючи з кроку 3. В іншому випадку
алгоритм зупиняється, і поточний розподіл по кластерам разом з центрами
кластерів є виходами алгоритму.
Вихід алгоритму: вектор номерів кластерів для кожного прикладу
   T1[ ,..., ] , 1, ..., , 1, ...,n ic c c c K i n   , та центри відповідних кластерів
1{ ,..., }Kcc cc cc .
2) Методи другого класу роблять акцент на побудові функції втрат.
Зазвичай ці методи базуються на обчисленні певної міри різності розподілів
ймовірностей на двох сегментах вхідної послідовності значень. Один з
розповсюджених підходів складається з наступних кроків:
1. Вихідна послідовність T1[ ,..., ]ny y y розбивається на
підпослідовності розміру k : T1[ ,..., ] , 1,2,..., 1.j j j kY y y j n k    
2. Розглядається послідовність, що складається з підпослідовностей
jY :
T
1 2 1[ , ,..., ]n kY Y Y Y  

.
3. Вона знову розбивається на підпослідовності розміру l :
1 1[ , ,..., ], 2o o o o lY Y Y o n k l        .
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4. Розглядаються дві підпослідовності ,t t l  , та розраховується
певна міра різностей розподілів ймовірностей у цих підпослідовностях. Різні
методи застосовують різні міри та навчають їх параметри на наявних даних
по різному.
5. Маючи розраховані міри різностей для усіх підпослідовностей
певним чином вирішується, де «розставити» точки розподілу вхідної
послідовності y на сегменти, де усі значення з сегменту будуть належати до
одного кластеру. Графік значень міри різності у часі зазвичай має приблизно
такий вигляд:
Рис. Д.4.17. Приклад графіку зміни міри різності розподілів підпослідовностей у часі
Тобто, маючи вже вектор значень міри різностей d

, ми можемо
побудувати різноманітні функції втрат, наприклад: якщо два значення
, ,i jy y i j були призначені до однакового кластеру c , а серед усіх значень
міри різностей , ,...,kd k i j є хоч один «пік» (тобто локальний максимум),
такий що kd T , де T – певне порогове значення, то до значення функції
втрат для такого розподілу за кластерами додається 1. Мінімальне значення
такої функції втрат дорівнює 0, і воно досягається, коли кластери
відповідають сегментам, розділеним локальними максимумами міри
різностей, що більші за порогове значення.
Д.4.5.5 Огляд існуючих методів, що враховують можливу
неоднорідність наявної вибірки
Локальна лінійна регресія [21]. Ідея методу локальної регресії
(англійською LOcal regrESSions – "LOESS" або LOcally WEighted Scatterplot
Smoother – "LOWESS") полягає в побудові багатьох «локальних» лінійних
регресій на деяких підмножинах оригінальної навчальної вибірки, і подальше
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їх використання для отримання прогнозуючої моделі. Формальний опис
найпростішого варіанту методу локальної лінійної регресії складається з
наступних кроків:
Входи алгоритму:
 ( ) ( ) ( ), : ,| |t t tX X y X X n    , де ( )tX – «навчальна» множина
прикладів, іноді ще використовують назву «навчальна вибірка об’єктів», X –
множина усіх можливих об’єктів, зазвичай нескінченна, y – функція, що
ставить у відповідність кожному навчальному прикладу ( )tx X деяке число
( )y x  ;
 метрика :d X X  , використовуючи яку можна кожній парі
об’єктів 1 2,x x поставити у відповідність певну «відстань» 1 2( , ) 0d x x  ;
 параметр «згладжування» 2 ,1
n
    .
Алгоритм:
1) Для кожного прикладу ( )tx X :
 Знаходиться підмножина прикладів, що будуть використовуватися
для побудови локальної регресії для даного прикладу. Для цього
відбираються n   (тут x   – найменше ціле число y , таке, що y x )
найближчих прикладів з навчальної вибірки, позначимо цю підмножину як
( )( ), ( ) tXc x Xc x X . Тобто «згладжувальний» параметр  впливає на кількість
прикладів, що увійдуть до підмножин для побудови локальних регресій – при
1 кожна локальна регресія буде будуватися на усій навчальній вибірці, при
2
n
  для побудови локальних регресій будуть використовуватися лише два
приклади.
 Для прикладів з підмножини ( )Xc x будується зважена лінійна
регресія, де вага кожної точки ' ( )x Xc x розраховується за допомогою
певного ядра, зазвичай трикубічного ядра [21]
3 3( ') (1 ( , ') ) * [ ( , ') 1]w x d x x I d x x   , де [ ]I cond
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дорівнює 1, якщо умова cond (у даному випадку ( , ') 1cond d x x  )
виконується, і 0 – навпаки. Графік трикубічного ядра для одновимірного
випадку та евклідової функції відстані ( , ') 'd x x x x  показано на рис. Д.4.18.
Рис. Д.4.18. Графік залежності трикубічної функції від різниці між прикладами
x та 'x
Отже, приклади найближчі до прикладу x будуть мати вагу, близьку до
1, і при віддалені прикладів їх вага буде поступово зменшуватися до 0.
2) Фінальна прогнозуюча модель ( ),f x x X  використовує
побудовані локальні регресії наступним чином: серед усіх прикладів з
навчальної вибірки ( )tx X знаходиться приклад *x , найближчий до заданого
вхідного прикладу x :
( )
*
'
arg min{ ( ', )}
tx X
x d x x

 , після чого регресія, що була
побудована для цього прикладу використовується для отримання прогнозу
( )f x .
Вихід алгоритму: прогнозуюча модель ( )f x .
Переваги методу:
 відсутня потреба у кластерізації вхідної вибірки (фактично, кожний
приклад із вибірки і є окремим кластером)
 хоча у якості локальних моделей використовуються лінійні моделі
фінальна модель є нелінійною
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Недоліки методу:
 Потребує великої кількості обчислень – для кожного прикладу у
навчальній вибірці будується окрема регресія
Метод k-найближчих сусідів – простий непараметричний метод, де
для прогнозування використовуються k найближчих (зазвичай у сенсі
евклідової відстані) об’єктів з наявної навчальної вибірки. Тобто
вибираються k прикладів з навчальної вибірки, до яких відстань нового
прикладу найменша, і значення вихідної величини для цих прикладів
використовуються для розрахунку прогнозованого значення вихідної
величини для нового прикладу. Тобто формально метод складається з
наступних кроків:
1. На вході методу маємо навчальну вибірку вигляду
( ) ( ) ( ), : ,| |t t tX X y X X n    , де ( )tX – «навчальна» множина прикладів,
іноді ще використовують назву «навчальна вибірка об’єктів», X – множина
усіх можливих об’єктів, зазвичай нескінченна, y – функція, що ставить у
відповідність кожному навчальному прикладу ( )tx X деяке число ( )y x  .
2. На виході потрібно побудувати деяку прогнозуючу модель
:f X  , що б для кожного можливого об’єкта видавала відповідне
значення прогнозу ( )f x .
3. Прогнозуюча модель ( )f x у методі k найближчих сусідів будується
дуже просто, і має наступний вигляд:
 згідно з деякою метрикою :d X X  обираються k найближчих
до заданого прикладу x прикладів 1,..., kx x з навчальної множини
( )tX ;
 значення прогнозу обчислюється як зважене арифметичне середнє
відповідних значень 1( ),..., ( )ky x y x :
1
( ) * ( )
k
i i
i
f x w y x

 ,
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де значення ваг 1,..., kw w зазвичай певним чином розраховуються на основі
відповідних відстаней 1( , ),..., ( , )kd x x d x x .
Таким чином, метод k найближчих сусідів є повністю локальним
методом, і відповідна прогнозуюча модель може враховувати неоднорідність
наявної вибірки ( )tX якщо:
 обрана метрика d «відповідає характеру неоднорідності», тобто для
прикладів з різних станів значення метрики повинно бути більшим, ніж для
прикладів з одного стану;
 обране значення k відповідає характеру неоднорідності наявної
вибірки, тобто при цьому k для будь–якого прикладу x X найближчих k
сусідів з вибірки ( )tX будуть мати «близькі» ймовірнісні характеристики.
Д.4.6. Використання запропонованих підходів для вирішення
прикладних завдань
Розглянемо практичне застосування вищеописаних методів на
конкретних прикладах.
Д.4.6.1 Прогнозування продажів авіаційної техніки
Прогнозування попиту є одним з найбільш важливих питань управління
запасами. Прогнозування становить основу для планування рівня запасів і є,
ймовірно, найбільш значимою проблемою в ремонтній промисловості. Одна
загальна проблема, що стоїть перед авіакомпаніями в усьому світі, -
необхідність знати короткостроковий прогноз попиту на авіаційну техніку з
максимально можливим ступенем точності. Висока вартість сучасних літаків і
запасних частин, що підлягають ремонту, таких як авіаційні двигуни і авіоніка,
становить більшу частину від загального обсягу вкладень багатьох
авіаперевізників. Виробництво недостатньої кількості літаків може привести
до великих фінансових втрат, а перевиробництво в свою чергу призводить до
простою техніки.
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Методики прогнозування еволюціонували протягом багатьох років і
широко використовуються в авіації в даний час. Через спорадичний характеру
попиту на авіаційну техніку, його прогнозування є важливим завданням, що
вимагає сучасних і точних методів прогнозування.
Далі розглянемо приклад прогнозування попиту на авіаційну техніку.
Дані для цього прикладу були взяті з публічно-доступного архіву даних по
посиланню [9]. Вони являють собою кількість щорічно проданих літаків з 1947
по 2011 рр. (65 точок) (рис. Д.4.19).
Як добре видно на візуалізації даних, прогнозований «процес» не є
циклічним і не має видимих викидів.
Для прогнозування використовуємо алгоритм, заснований на ІНМ і
МГУА. Параметри алгоритму задамо наступним чином
1) Розмір змінного вікна для отримання матриці навчальних прикладів
   5.k 
Рис. Д.4.19. Вихідні дані
2) Співвідношення розмірів навчальної вибірки і перевірочної вибірки
– 0,7 / 0,3 ,m m де m – вихідне число прикладів. Перші 0,7m прикладів
використовувалися для побудови навчальної вибірки.
3) Опорні функції виду:  2 2, , , , ,l i j i j i jf f x x x x x x 25l 1 ,C 
1 5,  1 5,i j i j     .
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4) Структура нейронної мережі: один вихідний нейрон, один
прихований шар з трьома нейронами, п'ять вхідних нейронів.
5) Середньоквадратична помилка для відбору мереж розраховується
на всіх вихідних прикладах (як на прикладах з навчальної вибірки, так і на
прикладах з перевірочної вибірки).
6) При конструюванні вихідної матриці для наступної ітерації в якості
нових змінних вибиралися виходи трьох мереж з кращою помилкою, а також
дві вихідні змінні, які були входами мережі з найменшою СКП.
В якості методу прогнозу, що використовується для порівняння
результатів застосування описаного алгоритму, був обраний багатошаровий
персептрон з одним вихідним нейроном, одним прихованим шаром з 8
нейронами в ньому і десятьма входами. МП, як і алгоритм, навчався лише на
навчальній вибірці. Як алгоритм навчання був обраний алгоритм Левенберга-
Марквардта. Оскільки відомо, що ІНМ схильні до «застрявання» в локальних
мінімумах функції помилки, було побудовано і навчено близько десяти
претендентів, і серед них був обраний багатошаровий персептрон з
мінімальною середньоквадратичною помилкою на всій вибірці.
Порівняння результатів, отриманих з використанням ІНМ і
запропонованого алгоритму, показано на рис. Д.4.20.
Д.4.6.2 Прогнозування метеорологічних величин
Коротко охарактеризуємо предметну область метеорологічного
прогнозування.
До кінця ХХ століття світове метеорологічне співтовариство досягло
значних успіхів в короткостроковому і середньостроковому прогнозуванні
погоди. До таких успіхів можна віднести:
– наукові досягнення в розумінні глобальних атмосферних процесів і
динаміки атмосфери, в математичному описі надходження від Сонця радіації,
перенесення, відображення, поглинання короткохвильового і довгохвильового
випромінювання, процесів конденсації і випаровування, танення / замерзання
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опадів, механізмів перемішування повітряних мас, включаючи конвекцію і
турбулентність, процесів взаємодії із сушею і океаном;
а
б
Рис. Д.4.20. Порівняння результатів прогнозування, отриманих з використанням
ІНМ (а) і запропонованого алгоритму (б): 1 – вихідні дані; 2 – прогноз
– розробку в ряді країн глобальних, регіональних і мезомасштабних
гідродинамічних чисельних моделей загальної циркуляції атмосфери, що
дозволяють прогнозувати поля метеорологічних елементів на 5–7 діб з
прийнятною для багатьох споживачів точністю;
– створення у великих метеорологічних центрах, оснащених потужною
обчислювальною технікою унікальних технологій, що дозволяють
впровадити ці моделі в оперативну практику;
– створення і організацію безперервного функціонування глобальних
міжнародних систем спостережень, телезв’язку і обробки даних, що
дозволяють здійснювати спостереження за погодою, передачу даних
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спостережень в метеорологічні центри і поширення продукції в прогностичні
центри Національних метеорологічних служб.
Міжнародний характер системи прогнозування. Оперативне складання
прогнозів по гідродинамічним моделям загальної циркуляції вимагає
постійної підтримки дорогих систем спостережень і автоматизованих
технологій збору і обробки глобальної метеорологічної інформації, а також
наявність потужного наукового потенціалу для розвитку і вдосконалення
самих моделей. Тому в сфері моніторингу та прогнозування погоди більше
130 років існує тісна міжнародна співпраця по лінії Всесвітньої
метеорологічної організації (ВМО). Всесвітня метеорологічна організація
представляє собою комплексну систему, що складається з національних
засобів і послуг, які належать окремим країнам, які є членами ВМО. Члени
ВМО беруть на себе відповідно до своїх можливостей зобов’язання за
узгодженою схемою з тим, щоб всі країни могли отримувати вигоди від
об’єднаних зусиль. В рамках ВМО створена міжнародна прогностична
індустрія, що складається зі світових і регіональних метеорологічних центрів,
обладнаних сучасними засобами і технологіями за рахунок країн, що взяли на
себе добровільні зобов'язання щодо функціонування таких центрів.
Продукція світових і регіональних метеорологічних центрів у вигляді
чисельних аналізів і прогнозів метеорологічних полів представляється для
використання всім членам ВМО через їх національні метеорологічні центри.
Зміни в технології підготовки прогнозу погоди оперативним
метеорологом. В результаті наукових досягнень технологія складання
прогнозу погоди метеорологом в конкретному пункті або районі докорінно
змінилася в порівнянні з колишніми роками. Успіхи в розвитку чисельного
моделювання атмосфери привели до централізації і навіть глобалізації
основного етапу прогнозу – прогнозу полів метеорологічних величин,
спираючись на який оперативний метеоролог складає прогноз елементів і
явищ погоди для конкретного пункту, району або території. Разом з тим
зберігається найважливіша роль прогнозиста в інтерпретації вихідної
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продукції чисельних моделей і використанні при складанні прогнозу
об'єктивних методів прогнозу метеорологічних величин і явищ погоди, а
також оперативних даних різних наглядових систем. Ця роль особливо
важлива при складанні прогнозу небезпечних явищ погоди.
Обмеження передбачуваності погоди. Оперативні моделі,
використовувані у великих метеорологічних центрах, мають межу
передбачуваності в 5–7 діб і відрізняються один від одного за своїми
характеристиками, застосовуваним чисельним процедурам, технології
обробки даних і потужності обчислювальних засобів. Тому прогностичні
значення метеорологічних величин можуть мати різні, хоча і можна
порівняти значення. Важливо також зазначити, що великий прогрес в
чисельному моделюванні атмосфери стосується, головним чином, великомас-
штабних погодних систем. Дрібномасштабні освіти протяжністю кілька
десятків і навіть сотень кілометрів, з якими пов'язані небезпечні гідрометео-
рологічні явища, поки не можуть бути спрогнозовані чисельними моделями.
Прогноз таких утворень складається фахівцем - синоптиком на основі
інтерпретації продукції чисельних моделей і використання додаткової
інформації, що відбиває розвиток мезомасштабних процесів (даних
радіолокаційних спостережень, супутникових даних і ін.). Тому, незважаючи
на розвиток мезомасштабних чисельних моделей і автоматизованих засобів
спостережень, прогнози локальної погоди завжди будуть пов'язані з деякою
невизначеністю щодо конкретного місця розташування, часу та інтенсивності
метеорологічних явищ. Особливо це стосується екстремальних явищ, які
виникають рідко і раптово, існують нетривалий час і які можливо зачасту
спрогнозувати тільки з невеликою (1–3 години) завчасністю.
Боротьба з невизначеністю. Строго кажучи, невизначеність властива
не тільки прогнозами погоди, а й навіть ступеню оцінки поточного стану
атмосфери. Якби можна було виразити властиву невизначеність кількісним
чином, то цінність прогнозів для осіб, які приймають рішення, значно б
зросла. Вирішення цієї проблеми полягає у використанні групи прогнозів
(ансамблю) по ряду початкових умов що відрізняються для однієї моделі або
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групи моделей чисельного прогнозу з різними, але рівноможливими
наближеннями. Ансамбль прогнозів охоплює ряд можливих результатів,
забезпечуючи діапазон даних, де можуть зростати невизначеності. В
результаті по ансамблю прогнозів можна автоматично отримати інформацію
про можливості, стосовно до вимог споживачів.
Довгострокові прогнози погоди. Деталізовані прогнози метеорологічних
величин і явищ погоди або послідовності метеорологічних систем на місяць,
на сезон і далі є ненадійними. Хаотичний характер рухів в атмосфері визначає
основна межа передбачуваності порядку 10 днів для таких детерміністичних
прогнозів. Однак, деяка передбачуваність середніх аномалій температури і
опадів існує протягом більш тривалого періоду завдяки, в основному,
взаємодії між атмосферою і океаном, а також поверхнею суші і льоду. Разом з
тим, в порівнянні з атмосферою океан вивчений мало, і тому подальший
прогрес в довгостроковому прогнозуванні погоди неможливий без активізації
досліджень регіональних і глобальних процесів в океані.
Передбачення клімату. У прогнозуванні клімату найважливішими
вступними даними моделей є майбутні зміни в парникових газах і інших
радіаційно-активних речовинах. Вони змінюють радіаційний вплив на
планету і викликають кліматичні зміни в дуже тривалих часових масштабах.
Тому при моделюванні можливого стану майбутнього клімату слід вживати
термін «перспективна оцінка», а не «прогноз» або «передбачення».
Фізичні процеси, які не є важливими в прогностичних моделях
загальної циркуляції на термін 5–7 діб і навіть при довгостроковому
прогнозуванні стають визначальними при моделюванні клімату. Особливо це
стосується динаміки океанічної циркуляції, зміни ландшафту підстилаючої
поверхні і еволюції сніжно-льодового покриву. Вивчення цих процесів
потребує значних зусиль, перш ніж з'явиться можливість відтворювати
багато аспектів клімату реалістично. Разом з тим, незважаючи на складність
фізичних процесів, є певна впевненість в тому, що існуючі моделі клімату
забезпечують корисну перспективну оцінку його зміни.
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Вже в даний час багато моделей дозволяють задовільно моделювати
клімат. Більш того, моделювання цілком у змозі відтворити спостережені
великомасштабні зміни, що відбулися в приземній температурі повітря за
двадцяте сторіччя. Ця великомасштабна узгодженість між результатами
моделювання і спостереженнями надає впевненість в оцінках темпів
потепління, розрахованих на наступне століття. Моделювання природної
мінливості, що спостерігається (наприклад, явища Ель–Ніньо, мусонної
циркуляції, північно-атлантичного коливання) також покращився.
З іншого боку, систематичні помилки все ще занадто великі. Одним з
факторів, що обмежують впевненість у перспективній оцінці зміни клімату, є
невизначеність зовнішнього впливу (наприклад, майбутньої концентрації
атмосферної двоокису вуглецю та інших парникових газів і аерозольних
навантажень).
Як і у випадку з прогнозами, на середні терміни із довгостроковими
прогнозами, перспективні оцінки клімату по ансамблю також є надзвичайно
важливими. Ансамблі дозволяють виділити більш чітко статистично
значимий сигнал зміни клімату.
Незважаючи на те, що в промислових масштабах для прогнозування
метеорологічних величин використовують зумовлені фізичні моделі,
інтелектуальні методи прогнозування все одно можуть давати непогані
результати, що буде показано далі.
Для прикладу прогнозу візьмемо дані з сайту [26], а саме середньорічну
температуру району Індії з 1901 по 2002 рр. (рис. Д.4.21). Як добре видно з
графічного представлення даних, прогнозований процес є циклічним, і в
ньому присутня невелика кількість викидів. Тому дані слід позбавити від
викидів, наприклад, за допомогою алгоритму Tukey 53H (рис. Д.4.22).
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Рис. Д.4.21. Вихідні дані - середньорічна температура району Індії
з 1901 по 2002 рр
Рис. Д.4.22. Дані оброблені алгоритмом Tukey 53H
Прогнозування буде здійснюватися на один рік вперед, навчальні
приклади для всіх методів будуть складатися на безперервній основі вікна з
розміром вікна 5k  .
Отже, почнемо з методу групового обліку аргументів. В якості опорних
функцій виберемо стандартні поліноміальні функції від двох аргументів
0 1 1 2 2.by a a x a x  
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В якості алгоритму МГУА виберемо поліноміальні нейронні мережі.
Як критерій для перебору моделей будемо використовувати скоригований
критерій Акаіке. Отримана модель матиме СКП на перевірочної вибірці
1.4429e-04 (рис. Д.4.23).
Рис. Д.4.23. Прогноз, отриманий за допомогою МГУА: 1 – вихідні дані;
2 – прогноз
Наступна модель – багатошаровий персептрон. Задамо наступні
параметри:
– алгоритм навчання – Левенберга–Марквардта;
– кількість прихованих шарів – один;
– кількість нейронів в прихованому шарі – вісім;
– активаційні функції нейронів в прихованому шарі – сигмоїд,
активаційна функція вихідного – лінійна;
Отримана модель матиме СКП на перевірочної вибірці 2,4392e-04
(рис. Д.4.24).
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Рис. Д.4.24. Прогноз отриманий за допомогою ІНМ: 1 – вихідні дані; 2 – прогноз
Далі – алгоритм, заснований на ІНМ і МГУА. Параметри алгоритму:
– топологія нейронних мереж, які використовуються в якості опорних
функцій – багатошаровий персептрон;
– вид опорних функцій –  2 21 2 1 2 1 2, , , ,f x x x x x x ;
– кількість нейронів в єдиному прихованому шарі використовуваних
МП-3;
– інші параметри МП – як в попередньому алгоритмі.
Отримана модель матиме СКП на перевірочної вибірці 2,1200e-04
(рис. Д.4.25 і Д.4.26).
Рис. Д.4.25. Прогноз отриманий за допомогою комбінації МГУА та ІНМ:
1 – вихідні дані; 2 – прогноз
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Рис. Д.4.26. Прогноз отриманий за допомогою комплексування декількох
алгоритмів: 1 – вихідні дані; 2 – прогноз
І, нарешті, використовуємо комплексування всіх трьох уже
використаних методів. Параметри методів при цьому міняти не будемо.
Отримана модель матиме СКП на перевірочної вибірці 1.3824e-04
(рис. Д.4.26).
Підсумуємо:
– комплексування всіх трьох алгоритмів, як і очікувалося, дало
найкращий результат;
– на другому місці – МГУА, на третьому – алгоритм, заснований на
МГУА та ІНМ, на останньому – ІНМ;
– відрив між комплексуванням алгоритмів і МГУА дуже невеликий, а з
огляду на ресурсомісткість комплексування відразу трьох алгоритмів, в
даному випадку слід віддати перевагу МГУА;
– з графіків, показаних на рис. Д.4.25 і Д.4.26 видно, алгоритми,
засновані на ІНМ, на цьому завданню поводяться «нестабільно» – їх виходи
значно перевищують реальні значення, в той час як прогнози, отримані за
допомогою чистого МГУА ікомплексування трьох алгоритмів , поводяться
порівняно «спокійно». Як можливий варіант поліпшення якості прогнозу
алгоритмів, заснованих на ІНМ, слід провести більш ретельну попередню
обробку даних, після чого переучити моделі.
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Д.4.7 Програмне забезпечення системи прогнозування часових
рядів
Використовуючи вищеописані методи прогнозування розроблено
програмну систему прогнозування часових рядів (ПСПЧР).
Дана система складається з п’яти основних компонентів.
1. Компоненти попередньої обробки даних – дані компоненти дають
користувачеві можливість застосовувати до даних різні перетворення І / АБО
фільтри (як то фільтр змінного середнього, медіанний фільтр і так далі).
2. Компоненти побудови прогнозуючої моделі – дані компоненти
дозволяють будувати прогнозуючу модель, використовуючи різні методи
прогнозування (ШНМ, МГУА).
3. Компонент побудови графіків – компонент дозволяє візуалізувати
тимчасові ряди, в тому числі кілька рядів на одному графіку.
4. Компонент завантаження даних – дозволяє завантажувати тимчасові
ряди з файлів.
5. Компонент збереження даних – дозволяє зберігати тимчасові ряди в
файл.
Далі будуть описані: структура системи, список основних вирішуваних
завдань, опис входів-виходів для кожного завдання, схема алгоритму роботи
системи, опис інтерфейсу користувача і приклади роботи з системою.
Д.4.7.1 Структура системи
Структура системи відповідає стандартній трирівневій схемі
«Интерфейс користувача»  «Логіка додатка»  «Доступ до даних», де
кожен рівень може «спілкуватися» тільки з сусідніми рівнями. Також, для
спілкування між рівнями використовуються «інтерфейси» рівнів – тобто, не
кожен клас або компонент певного рівня може безпосередньо спілкуватися з
будь-яким класом (компонентом) рівня-сусіда – це призвело б до дуже
сильної і непередбачуваної пов’язаності між компонентами програми, а
тільки одному спеціально призначеному «інтерфейсному» класу дозволено
спілкуватися з інтерфейсними класами рівнів-сусідів.
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Високорівнева структура додатка виглядає наступним чином.
Контролер головної форми додатка реагує на дії користувача
(перетягування елементів, з'єднання елементів, кліки по елементах), і передає
(при необхідності) інформацію про дії користувача в інтерфейсний клас рівня
«Логіка додатка».
Інтерфейсний клас рівня «Логіка додатка» також реагує на дії
користувача і сигналізує (при необхідності) контролеру головної форми про
необхідність оновити форму. Для реагування на дії користувача
інтерфейсний клас рівня «Логіка додатка» може також використовувати
інтерфейсний клас рівня «Доступ до даних» або інтерфейси внутрішніх
компонентів рівня «Логіка додатка» – кожен елемент («Вхідні дані»,
«Обробка», «Побудова моделі». ) має власний інтерфейс, і викликається (при
необхідності) інтерфейсним класом рівня «Логіка додатка». Цей клас також
відповідає за злагоджену роботу всіх компонентів рівня «Логіка додатка» в
цілому, оскільки самі компоненти не знають про існування інших
компонентів – вони являють собою відокремлені одиниці, які можна
використовувати повторно (reusable components).
Інтерфейс рівня «Доступ до даних» взагалі «не знає» нічого про логіку
додатка, він лише надає методи виду «Дістати дані з файлу», «Завантажити
дані в файл» і тощо.
Форма настройки кожного елемента працює тільки з відповідним
елементом за чітко визначеним інтерфейсом виду «Встановити значення по
ключу» і «Отримати значення по ключу». Таким чином, коли користувач
налаштовує значення певного параметра, контролер форми настройки просто
викликає інтерфейсний метод «Встановити значення по ключу» для
відповідного ключа, а вже сам компонент реагує належним чином.
Найбільш інтенсивне застосування всієї структури програми
починається після запуску змодельованої користувачем системи на
виконання. При цьому:
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– інтерфейсний клас рівня «Логіка додатка» відшукує всі «вхідні» (ті,
що тільки генерують дані) елементи зі списку всіх елементів, і асинхронно
викликає у них метод «Виконати» (всі елементи реалізують відповідний
інтерфейс базового елементу);
– вхідні елементи відпрацьовують (при цьому вони можуть викликати
методи інтерфейсного класу «Доступ до даних»), кожен елемент після
закінчення сигналізує інтерфейсному класу «Логіка додатка» що він
закінчив. Якщо під час виконання виникає виняткова ситуація – робота
елемента припиняється негайно, і про це також сигнализируется
интерфейсному класу «Логіка додатку».
Інтерфейсний клас рівня «Логіка додатка» реагує на закінчення роботи
наступного елемента, і якщо відбулося виключення – причина виключення
запам'ятовується, після чого він очікує закінчення всіх вже запущених
елементів, і повідомляє контролеру головної форми про «аварійне»
закінчення разом з його можливою причиною. Якщо ж робота закінчилася
нормальним чином – відшукуються всі елементи, які очікували закінчення
цього елемента і якщо вони готові почати – у них також асинхронно
викликається метод «Виконати». Якщо елемент, який закінчив роботу,
останній – про це повідомляється контролеру головної форми, щоб він міг
відключити режим очікування.
Д.4.7.2 Список основних розв’язуваних задач
1. Завантаження даних із зовнішнього джерела.
2. Відображення даних у вигляді графіка.
3. Попередня обробка даних (згладжування даних, отримання похідної
ряду, дискретне перетворення Фур’є).
4. Прогнозування тимчасового ряду:
а) побудова прогнозуючої моделі, використовуючи навчальні дані;
б) використання побудованої моделі для прогнозування нових
даних.
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5. Налаштування параметрів систем, які використовуються
(прогнозуючої системи, системи попередньої обробки даних).
6. Збереження даних у зовнішнє джерело (файл).
Д.4.7.3 Приклад роботи з додатком
Складемо найпростішу схему, в якій перші 180 точок деякого
тимчасового ряду будуть використані для побудови моделі, використовуючи
простий багатошаровий персептрон, а 120 точок, що залишилися будуть
прогнозуватися побудованою моделлю. Так само, для позбавлення від
непотрібних шумів слід попередньо обробити тимчасовий ряд медіанним
фільтром.
Отже, спочатку подивимося, як будуть виглядати вихідні і згладжені
медіанним фільтром дані. Для цього перетягнемо компоненти «Джерело
даних», «Обробка даних» і «Графік» і з’єднаємо їх потрібним чином
(рис. Д.4.27).
Рис. Д.4.27. Приклад роботи з додатком – побудова графіка
Після цього запустимо побудовану схему і отримаємо наступний
графік (рис. Д.4.28).
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Далі добудуємо схему таким чином, щоб модель будувалася за допомогою
МП з цих 180 точок, а прогноз робився за знайденими 120 точкам, які
знаходяться в іншому файлі (рис. Д.4.29).
Рис. Д.4.28. Приклад роботи з додатком – побудований графіка
Рис. Д.4.29. Приклад роботи з додатком – побудова системи для прогнозування
часового ряду
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Запустимо побудовану схему на виконання і отримаємо наступний
результат (рис. Д.4.30).
Рис. Д.4.30. Приклад роботи з додатком - результат прогнозу
Як бачимо, побудована модель дійсно є адекватною і добре виконала
узагальнення даних.
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ДОДАТОК 5
Д.5.1 Адаптивні стратегії керування
Адаптивні стратегії керування використовують алгоритми, які
виконуються в режимі реального часу для оптимізації роботи світлофорів на
основі поточних умов руху, інтенсивності і пропускної здатності системи.
Прикладом може служити система ACS Lite, яка включає в себе програмне
забезпечення, що регулює розділення сигналу, зсув, тривалість фази [3].
Основним завданням адаптивного керування є мінімізація затримок і
зменшення кількості зупинок. Системи вимагають великих обсягів
спостережень, як правило, у вигляді детекторів транспорту і пішоходів, які
взаємодіють з центральними і / або локальними контролерами. Система ACS
відрізняється від інших більш традиційних систем керування трафіком
завдяки можливості адекватного регулювання на кожному циклі, з
інформації, яка одержується в режимі реального часу. Теоретично, ACS
дозволяє створити нескінченну кількість часових планів.
Традиційними технологіями ACS є австралійський SCATS (Sydney
Coordinated Adaptive Traffic System) і англійський SCOOT (Split, Cycle, Offset
Optimization Technique). У Лос-Анджелесі розвинули і впровадили програму
під назвою ATSC (Automated Traffic Surveillance and Control). Нові алгоритми
адаптивного керування розвиваються і тестуються в США під назвою ACS.
Алгоритми OPAC (Optimized Policies for Adaptive Control) і RHODES (Real-
Time Hierarchical Optimized Distributed Effective System) розробляються і
впроваджуються за підтримки Федеральної адміністрації швидкісних доріг
(FHWA). Обидва алгоритми використовуються на артеріальних перехрестях.
Інша нова система адаптивного керування RTACL (Real-Time Traffic
Adaptive Control Logic) була протестована в Чикаго на рубежі другого
тисячоліття. Алгоритм RTACL був розроблений для мережі вулиць.
Переваги були продемонстровані в декількох областях, де були
розгорнуті традиційні технології адаптивного керування (наприклад, SCOOT,
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SCATS). Інші проблеми адаптивного керування включають в себе технічне
обслуговування детекторів і проблеми зі зв’язком. Зараз мало інформації про
переваги нових адаптивних стратегій таких як OPAC, RHODES, і RTACL, а
висновки про ACS беруться в основному з досвіду SCOOT і SCATS.
Д.5.1.1 Рівні розгортання
Розгортання ACS відбувається переважно в Сполучених Штатах. На
додаток до цих восьми систем було дві інші платформи: Broward County,
штат Флорида, і Newark / Wilmington, Делавер. Одне з перших і найбільших
впроваджень ACS почалося в окрузі Окленд, Мічиган, в рамках проекту
FAST-TRAC. Система почала функціонувати в 1992 р, і більше 350
перехресть знаходяться під контролем SCATS у даний момент. Крім того, за
станом 1994 р ATSC система в Лос-Анджелесі включає 1170 перехресть і
4509 детекторів для оптимізації сигналів таймінгу. Розвиток міст і ступеня
використання в них систем показано у табл. Д.5.1.1. На додаток до цих міст,
в даний час у польових умовах проводиться випробування OPAC і RHODES
на шосе 18 в Нью-Джерсі і в Тусоні, штат Арізона, відповідно.
Система ACS має ряд переваг у порівнянні з традиційними системами,
які використовують фіксовані плани. З системою ACS плани часу
генеруються в режимі реального часу і можуть більш ефективно реагувати на
коливання завантаженості руху. В ідеалі, ACS краще працює у випадках з
високим рівнем часових заторів, спричинених дорожньо-транспортними
інцидентами і спеціальними заходами на дорогах, а також в районах з
коливаннями завантаженості. Хоча для ACS було показано, що вона
забезпечує переваги, однак важко дати узагальнений огляд переваг над
кожною з систем, оскільки кожна технологія працює по-різному, і кожне
розгортання системи унікальне і налаштоване для цього конкретного
розгортання. Обсяг переваг залежить від декількох факторів, у тому числі:
кількість перехресть і відстань між ними, розмір досліджуваної території,
структура навантаження, використовуваний тип адаптивного керування.
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Завдяки використанню ACS замість планів з фіксованим часом, три
функціональні області показали поліпшення або потенціал для поліпшення.
Було скорочено затримки, підвищено безпеку і знизилася вартість
обслуговування.
Таблиця Д. 5.1.1
Використання ACS
Місто / Округ Система Кількість перехресть
Лос Анджелес ATSC 1170
Окленд SCATS 350 +
Хенеппін SCATS 71
Арлінгтон SCOOT 65
Міннеаполіс SCOOT 60
Анахайм SCOOT 20
Дархем SCATS невідомо
Д.5.1.2 Зменшення обсягу затримок
У відповідь на зміну завантаженості в режимі реального часу, ACS
налаштовує тимчасовий план для того щоб мінімізувати затримки і кількість
зупинок, що є основною метою системи ACS. Кожна система виконує таку
оптимізацію аналогічним чином. Скорочення затримок було зареєстровано в
п’яти розгортаннях. Вигода від 19 до 42%. Діапазон, в якому затримка може
бути пов’язана з відмінностями у визначенні затримок (наприклад, час
зупинки на перехресті або час руху по коридору, або вільний час в дорозі) і
стан базового сценарію вивчення. Найбільші скорочення затримки були
випробувані в графстві Бровард, штат Флорида, де тестову систему SCATS
було встановлено на п’яти перехрестях. Оцінка департаменту транспорту
Флориди показала, що SCATS зменшила затримки більш ніж на 42%, а час у
дорозі до 20% (TransCore 2000). Дослідження в графстві Окленд, штат
Мічиган, показали значне скорочення затримок завдяки розгортанню SCATS.
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Тривалість подорожі було знижено з 7 до 32% в порівнянні з системою
фіксованих тимчасових планів. Середнє зниження часу руху для пікових
періодів становить до 8% (середня швидкість збільшилася з 25 до 27 миль/год).
Попереднє вивчення розгортання SCOOT на 56-ти перехрестях в
Міннеаполісі показує 19-відсоткове скорочення затримок під час особливих
подій.
Д.5.1.3 Безпека
Зменшення кількості зупинок призводить до зниження шансів наїзду
ззаду. Система ACS має можливість зменшити кількість зупинок в коридорі
за рахунок поліпшення координації. У порівнянні з повністю оптимізованою
системою фіксованого часу, SCATS було показано зменшення кількості
зупинок на 40%. Після впровадження системи SCATS в графстві Бровард,
кількість зупинок знизилася на 28%. Польові дослідження в графстві Окленд,
штат Мічиган, показали 33-відсоткове зменшення кількості зупинок. Система
ATSC в Лос-Анджелесі зменшила зупинки, за оцінками, на 41%.
Д.5.1.4 Експлуатація та технічне обслуговування
Швидкий розвиток міських районів дає наочний приклад переваг
гнучких адаптивних тимчасових планів. Поки немає інструкцій, які вказують
оптимальну тривалість часу оптимізації трафіку між сигналом. Аналіз
розгортання показує, що тільки 27% відомств дорожнього контролю в 78-ми
найбільших мегаполісах змінили тривалість сигналів. Трохи менше, ніж
третина повідомляють про відновлення синхронізації їх сигналів в міру
необхідності. Проте, практики, які брали участь в круглому столі, який
відбувся на Міжнародній Конференції ITE 2000 вважають, що відновлення
синхронізації швидше за все відбувається за наявності фінансових і кадрових
ресурсів. У районах з високими темпами зростання синхронізація сигналів
швидко стає застарілою. Здатність ACS реагувати в реальному часі
компенсує недоліки сигналу часу у відповідь на зміни навантаження.
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Система ACS може знизити операційні та експлуатаційні витрати,
пов’язані з сигналом відновлення синхронізації.
Д.5.1.5 Проблеми розгортання ACS
Система ACS має обмежене розгортання в Сполучених Штатах.
Декілька факторів обмежили її використання, включаючи вартість,
складність системи, і невизначеність у перевагах адаптивних систем. Поточні
переваги систем адаптивного керування, не довели до уваги інженерів.
Система ACS особливо чутлива до установки. Наприклад, обмеження
установка SCOOT в Анахаймі, Каліфорнія, створило невелике поліпшення,
проте в деяких випадках, насправді затримки збільшилися. Під час пікових
періодів, система викликала затримки, які були на 10% більше, ніж при
початкових умовах. Однак, під час не пікових періодів, затримка був знижена
на 5%. За даними Міністерства транспорту США показана оцінка системи, є
причиною неоптимальної продуктивності, швидше за все, через розміщення
детекторів.
Крім того, переваги ACS залежать від стану базового варіанту. У
районах, що характеризуються коливаннями попиту на перевезення і
низьким зростанням, ACS пропонує кілька переваг у порівнянні з добре
підтримуваними сигналами фіксованого часу.. Консенсус інженерів на
круглому столі ITE полягає в тому, що вигоди від використання ACS замість
традиційних, більш упорядкованих систем планам фіксованого часу, не
доведені (хоча, як було показано раніше, такі добре підтримувані плани
фіксованого часу є винятком з правил).
У графстві Хеннепін, штат Міннесота, систему SCATS вважають
складною для навчання. Оператори зазнавали труднощів у роботі зі складним
інтерфейсом.
Аналогічним чином, системи ACS сильно залежать від зв’язку з
мережею, а також від детекторів транспорту. Якщо виникають проблеми з
комунікаціями, система не працює ефективно, як це сталося в Хеннепін, штат
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Міннесота, де система зв’язку була ненадійною, і світлофори на перехресті
«відчували» тимчасові втрати зв’язку.
Нарешті, вартість є основною перешкодою на шляху широкого
поширення ACS, навіть для тих, хто виступає за її переваги. Ця проблема
поширюється на установку, експлуатацію та технічне обслуговування ACS.
Наприклад, один з найбільших аргументів «за», запропонованих
прихильниками ACS є те, що у довгостроковій перспективі, системи є більш
економічно вигідними, ніж традиційні підходи до синхронізації сигналу.
Вони стверджують, що оперативні та експлуатаційні витрати, пов’язані з
ACS набагато нижчі, ніж ті, які пов'язані з сигналом відновлення
синхронізації. Однак тут не все так просто: в той час як сигнал для
відновлення синхронізації стоїть нижче, інші витрати, наприклад,
експлуатаційна підтримка системи, ростуть.
Більш того, навіть якщо оперативні та експлуатаційні витрати були
нижче, на ділі інженери висловили заклопотаність з приводу великих
капітальних витрат, пов'язаних з ACS. У той час як ці витрати варіюються в
широких межах залежно від розміру розгортання, вони можуть бути дуже
значними. Навіть деякі з користувачів системи, які дійсно відчули переваги
ACS, намагаються виправдати ці витрати з труднощами в забезпеченні
великих обсягів фінансування, необхідних для розгортання ACS. Більшість
муніципальних бюджетів не здатні забезпечити такі великі, одноразові
витрати на її установку.
Д.5.1.6  Перспективи впровадження ACS
Згідно з базою даних впроваджень Міністерства транспорту США,
тільки п'ять систем адаптивного керування планується розгорнути до 2005 р,
що є дуже сумною перспективою для ACS.
Крім того, незважаючи на досить низький рівень внутрішнього
впровадження, ACS досить широко використовується за межами Сполучених
Штатів. Наприклад, SCOOT було впроваджено в більш ніж в ста містах по
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всьому світу, в той час SCATS було впроваджено в дев'яти країнах.
Наприклад, деякі користувачі стверджують, що ці традиційні, іноземні
продумані системи дуже чутливі до кількості унікальних, але критичних
аспектів керуючого сигналу, таких як значення пішохідного зазору т.п.
Нарешті, це питання можна вирішити в частині адаптивних систем
управління, що розробляються в даний час. Ці системи, зараз проходять
польові випробування, включають RHODES, OPAC, і RTACL і можуть
показувати значні переваги і бути простіше у використанні, ніж традиційні
системи. Оскільки ціна є одним з основних обмежувальних факторів,
Федеральне управління шосейних доріг також розглядає такі рішення, як
спрощені, більш дешеві ACS, які також можуть бути використані в
невеликих і середніх містах і не вимагають повної заміни поточних пристроїв
керування дорожнім рухом.
Д. 5.2   Експериментальне визначення кількісних характеристик
транспортних потоків на перехресті
Д.5.2.1 Реалізація запропонованого математичного забезпечення
в реальній системі
У дисертаційній роботі досліджується оптимальне керування
транспортними потоками в умовах простого перехрестя [1, 2]. Предметом
дослідження обрано перехрестя вулиць Володимирської та Толстого.
Обґрунтовуючи цей вибір, відзначимо, що на перетині цих вулиць
накопичується значна кількість транспортних засобів у години пік.
Для вивчення нейронної системи необхідно отримати такі показники:
– кількість машин, що стояти перед кожним світлофором під час
червоного сигналу;
– кількість машин які проїхали на зелене світло на кожній з фаз руху;
– кількість машин, що залишилися стояти перед світлофором після
закінчення зеленого сигналу;
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– у разі, коли всі машини в черзі проїхали, а час зеленого сигналу не
скінчився;
– кількість машин, що проїхали не знаходячись в черзі до цього;
– кількість машин, які за правилами дорожнього руху повертали
праворуч під час червоного сигналу;
– час світлофорного циклу і тривалості зеленого і червоного сигналів
по кожній з фаз;
Шляхом візуальних спостережень за транспортним потоком, можна
помітити, що єдиною незалежною його характеристикою, в контексті одного
конкретного перехрестя, є швидкість прибуття автомобілів. Такі ж
характеристики транспортного потоку, як швидкості відбуття автомобілів на
зелене і жовте світло є величинами, які залежать від:
– пропускної здатності, технічних характеристик і оснащення
перехрестя, закладених під час його проектування і будівництва;
– швидкості прибуття автомобілів на перехрестя;
– швидкості відбуття, як на зелене, так і на жовте світло, є реакцією на
зміну .
Очевидно, що при зростанні , зменшується дистанція між
автомобілями в черзі, водії починають реагувати швидше і  і k ростуть
відповідно. У разі зменшення , через деякий час спостерігається зменшення
 і k.
Також зрозуміло, що швидкості відбуття автомобілів на зелений і
жовтий сигнали в сумі повинні бути більше швидкості прибуття автомобілів,
інакше спостерігається стрибкоподібне зростання черг, що зводить
ефективність оптимального керування до нуля.
Для зручності позначимо на схемі перехрестя вихідні пункти
спостереження відмітками (рис. Д.5.2.1 і Д.5.2.2).
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Рис. Д.5.2.1. Схема перехрестя
Рис. Д.5.2.2. Досліджуване перехрестя: 1 – напрямок по прямій вул. Толстого (схід-
захід); 2 – вул. Толстого (захід-схід); 3 – вул. Володимирська (північ-південь)
Фрагмент досліджуваних характеристик наведено у табл. Д.5.2.1,
причому вказані показники для кожного з пунктів в тому ж циклі
регулювання.
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Таблиця Д.5.2.1
Досліджувані характеристики
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1 21 8 11 3 7 0
2 20 4 10 7 1 0
3 25 8 1 4 0 0
1 23 10 12 2 0 0
2 18 6 7 10 0 0
3 23 5 12 10 0 0
1 28 15 7 3 4 8
2 26 8 12 2 0 11
3 30 5 8 10 1 13
1 33 10 5 2 5 16
2 29 4 8 13 0 12
3 28 2 10 9 1 14
Д.5.2.2  Навчальна вибірка
Для проведення навчання НМ було створено навчальну вибірку, яка
вміщує 250 значень (табл. Д.5.2.2).
Дані для навчальної вибірки були нормалізовані за відповідними
правилами (Розділ 1.1) для того, щоб за допомогою них було можливо
навчати будь-яку НМ для будь-якого перехрестя в незалежності від його
параметрів. Таких як мінімальна і максимальна довжина фази і пропускна
здатність.
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Таблиця П 5.2.2
Навчальна вибірка
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1 0.22 0.21 0.2 0.1 0.2 0.33
2 0.58 0.21 0.19 0 0.2 0.17
3 0.89 0.29 0.02 0.1 0.2 0.14
4 0.21 0.54 0.04 0.1 0.2 0.53
5 0.5 0.5 0.13 0 0 0.44
6 0.84 0.52 0.03 0 0.2 0.21
7 0.29 0.84 0.14 0 0 0.82
8 0.54 0.88 0.12 0 0.2 0.56
9 0.86 0.86 0.13 0 0 0.45
10 0.2 0.2 0.65 0.1 0.2 0.41
11 0.6 0.21 0.62 0 0 0.26
12 0.84 0.29 0.57 0.1 0.1 0.18
13 0.25 0.56 0.52 0.1 0.1 0.68
14 0.55 0.56 0.63 0.1 0.1 0.55
15 0.8 0.54 0.51 0.1 0.1 0.3
16 0.22 0.81 0.54 0.1 0 0.94
17 0.58 0.86 0.64 0 0.2 0.69
18 0.83 0.81 0.62 0 0 0.58
19 0.21 0.23 0.98 0 0.2 0.64
20 0.58 0.3 0.93 0.1 0.1 0.32
21 0.86 0.3 0.82 0.1 0 0.25
22 0.28 0.6 1 0.1 0.1 0.72
23 0.57 0.56 0.8 0.1 0 0.54
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24 0.82 0.58 0.82 0 0 0.4
25 0.25 0.9 0.95 0.1 0.2 0.93
26 0.58 0.81 0.81 0.1 0.1 0.77
27 0.8 0.86 0.95 0 0 0.65
28 0.21 0.21 0.05 0.3 0.2 0.26
29 0.52 0.27 0.02 0.2 0.1 0.12
30 0.83 0.29 0.04 0.2 0.1 0.07
31 0.23 0.59 0.15 0.2 0.1 0.49
32 0.5 0.55 0.2 0.3 0 0.38
33 0.87 0.52 0.16 0.3 0 0.21
34 0.2 0.82 0.14 0.3 0.1 0.77
35 0.5 0.88 0.06 0.2 0.1 0.55
36 0.88 0.8 0.18 0.2 0.1 0.43
37 0.24 0.26 0.62 0.3 0.1 0.42
38 0.56 0.3 0.7 0.2 0.1 0.21
39 0.89 0.2 0.7 0.2 0 0.84
40 0.25 0.59 0.6 0.3 0.1 0.67
41 0.57 0.53 0.59 0.2 0 0.45
42 0.9 0.59 0.7 0.2 0.2 0.29
43 0.24 0.85 0.65 0.3 0.2 0.8
44 0.5 0.86 0.55 0.3 0.1 0.65
45 0.82 0.81 0.66 0.2 0.1 0.51
46 0.23 0.23 0.94 0.2 0.2 0.54
47 0.57 0.28 0.86 0.2 0.1 0.3
48 0.87 0.25 0.98 0.2 0.1 0.14
49 0.22 0.6 1 0.2 0.1 0.73
50 0.5 0.55 0.87 0.3 0.2 0.46
51 0.9 0.51 0.87 0.3 0.2 0.35
52 0.3 0.81 0.97 0.3 0.1 0.87
586
53 0.54 0.81 0.98 0.2 0 0.71
54 0.89 0.9 0.9 0.3 0.1 0.59
55 0.28 0.28 0.01 0.6 0.1 0.27
56 0.57 0.23 0.11 0.5 0 0.16
57 0.8 0.26 0.19 0.6 0.1 0.08
58 0.23 0.58 0.09 0.5 0 0.43
59 0.51 0.55 0.1 0.5 0.2 0.26
60 0.82 0.51 0.2 0.5 0.1 0.18
61 0.24 0.82 0.05 0.5 0.2 0.77
62 0.55 0.81 0.18 0.6 0.1 0.42
63 0.87 0.81 0.08 0.6 0.1 0.37
64 0.29 0.27 0.66 0.5 0 0.38
65 0.54 0.3 0.63 0.5 0.1 0.23
66 0.86 0.3 0.65 0.6 0.1 0.79
67 0.25 0.53 0.64 0.5 0 0.63
68 0.59 0.56 0.65 0.5 0.2 0.45
69 0.82 0.52 0.59 0.5 0.2 0.24
70 0.28 0.84 0.64 0.6 0.1 0.83
71 0.59 0.8 0.5 0.6 0.1 0.54
72 0.82 0.9 0.64 0.5 0 0.48
73 0.21 0.2 0.8 0.6 0.1 0.49
74 0.56 0.25 0.9 0.6 0.1 0.24
75 0.88 0.28 0.99 0.6 0.2 0.2
76 0.27 0.55 0.86 0.5 0.2 0.69
77 0.54 0.59 0.85 0.6 0.2 0.46
78 0.89 0.58 0.83 0.6 0.1 0.36
79 0.23 0.82 0.8 0.6 0 0.87
80 0.58 0.85 1 0.6 0.1 0.75
81 0.85 0.84 0.95 0.5 0.1 0.52
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82 0.27 0.22 0.08 0.9 0 0.25
83 0.51 0.24 0.2 0.8 0.2 0.08
84 0.86 0.23 0.18 0.8 0.2 0.09
85 0.25 0.55 0.03 0.9 0.1 0.44
86 0.59 0.59 0.05 0.8 0 0.29
87 0.86 0.58 0.13 0.9 0 0.14
88 0.27 0.84 0.12 0.8 0 0.71
89 0.5 0.85 0.15 0.9 0.1 0.45
90 0.85 0.85 0.02 0.8 0.1 0.31
91 0.3 0.3 0.67 0.9 0.2 0.41
92 0.54 0.25 0.57 0.8 0.1 0.21
93 0.85 0.24 0.61 0.8 0 0.79
94 0.28 0.55 0.51 0.9 0.1 0.57
95 0.52 0.55 0.65 0.9 0.1 0.37
96 0.81 0.55 0.5 0.9 0.1 0.2
97 0.24 0.88 0.63 0.8 0.1 0.79
98 0.56 0.9 0.66 0.8 0.1 0.56
99 0.89 0.85 0.61 0.8 0.1 0.38
100 0.22 0.2 0.88 0.9 0.1 0.43
101 0.51 0.24 0.85 0.9 0.1 0.3
102 0.84 0.26 1 0.9 0.1 0.17
103 0.24 0.55 0.96 0.9 0.1 0.57
104 0.55 0.54 0.87 0.8 0.1 0.46
105 0.88 0.59 0.9 0.9 0 0.35
106 0.29 0.8 0.98 0.9 0.1 0.82
107 0.54 0.89 0.91 0.9 0.2 0.7
108 0.81 0.86 0.84 0.9 0.1 0.58
109 0.25 0.21 0.18 0 0.6 0.48
110 0.58 0.28 0.07 0.1 0.5 0.37
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111 0.89 0.28 0.14 0.1 0.7 0.2
112 0.22 0.54 0.04 0.1 0.5 0.67
113 0.58 0.59 0.12 0 0.7 0.51
114 0.81 0.52 0.11 0.1 0.6 0.33
115 0.25 0.81 0.19 0.1 0.6 0.94
116 0.5 0.84 0.07 0.1 0.7 0.67
117 0.9 0.81 0.05 0 0.6 0.52
118 0.25 0.3 0.6 0 0.6 0.55
119 0.57 0.2 0.66 0 0.5 0.34
120 0.86 0.2 0.56 0 0.6 0.25
121 0.29 0.58 0.65 0.1 0.6 0.79
122 0.57 0.53 0.6 0 0.6 0.57
123 0.9 0.52 0.66 0 0.7 0.42
124 0.28 0.85 0.66 0 0.6 0.91
125 0.55 0.88 0.67 0 0.5 0.7
126 0.88 0.85 0.64 0.1 0.5 0.61
127 0.26 0.22 0.85 0 0.6 0.67
128 0.56 0.26 0.97 0.1 0.6 0.41
129 0.81 0.26 0.87 0.1 0.5 0.32
130 0.23 0.57 0.9 0 0.5 0.8
131 0.6 0.57 0.87 0 0.6 0.67
132 0.9 0.57 0.98 0 0.5 0.45
133 0.26 0.88 0.83 0.1 0.5 0.94
134 0.56 0.84 0.87 0.1 0.7 0.85
135 0.82 0.9 0.85 0 0.6 0.73
136 0.23 0.27 0.11 0.2 0.5 0.33
137 0.51 0.23 0.07 0.3 0.5 0.25
138 0.8 0.22 0.16 0.2 0.6 0.9
139 0.25 0.59 0.19 0.3 0.6 0.56
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140 0.6 0.51 0.07 0.2 0.6 0.46
141 0.84 0.53 0.05 0.2 0.7 0.28
142 0.27 0.82 0.17 0.3 0.5 0.81
143 0.52 0.9 0 0.2 0.6 0.61
144 0.84 0.88 0.1 0.3 0.7 0.44
145 0.25 0.24 0.62 0.2 0.6 0.45
146 0.57 0.26 0.7 0.3 0.6 0.28
147 0.9 0.23 0.69 0.2 0.6 0.9
148 0.2 0.55 0.53 0.3 0.5 0.64
149 0.58 0.53 0.69 0.3 0.6 0.5
150 0.8 0.59 0.58 0.2 0.6 0.34
151 0.2 0.82 0.51 0.3 0.6 0.94
152 0.57 0.86 0.55 0.2 0.6 0.7
153 0.81 0.9 0.57 0.2 0.6 0.55
154 0.23 0.22 0.98 0.2 0.6 0.58
155 0.5 0.2 0.88 0.2 0.7 0.38
156 0.86 0.22 1 0.3 0.7 0.2
157 0.2 0.58 0.8 0.3 0.5 0.7
158 0.51 0.55 0.94 0.2 0.6 0.55
159 0.84 0.58 0.83 0.3 0.6 0.43
160 0.21 0.9 1 0.3 0.6 0.89
161 0.55 0.82 0.84 0.2 0.6 0.83
162 0.84 0.84 0.8 0.3 0.7 0.7
163 0.21 0.25 0.07 0.5 0.6 0.36
164 0.52 0.21 0.08 0.5 0.6 0.26
165 0.86 0.3 0.2 0.6 0.6 0.2
166 0.26 0.54 0.08 0.5 0.6 0.51
167 0.55 0.58 0.05 0.6 0.6 0.37
168 0.9 0.53 0.15 0.6 0.6 0.26
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169 0.23 0.85 0.13 0.6 0.6 0.78
170 0.51 0.81 0.12 0.6 0.6 0.46
171 0.83 0.8 0.1 0.6 0.5 0.49
172 0.2 0.25 0.66 0.6 0.7 0.4
173 0.56 0.23 0.54 0.6 0.6 0.32
174 0.82 0.22 0.51 0.6 0.7 0.87
175 0.2 0.58 0.7 0.6 0.6 0.71
176 0.57 0.57 0.65 0.6 0.6 0.43
177 0.9 0.51 0.6 0.5 0.6 0.34
178 0.29 0.83 0.6 0.6 0.5 0.88
179 0.59 0.88 0.63 0.6 0.7 0.65
180 0.89 0.84 0.64 0.6 0.6 0.59
181 0.26 0.27 0.89 0.6 0.6 0.5
182 0.5 0.22 0.96 0.5 0.7 0.42
183 0.86 0.29 0.97 0.6 0.6 0.21
184 0.21 0.58 0.89 0.5 0.7 0.76
185 0.52 0.54 0.98 0.6 0.6 0.5
186 0.83 0.51 0.93 0.5 0.6 0.36
187 0.25 0.89 0.88 0.5 0.6 0.91
188 0.6 0.86 0.97 0.5 0.6 0.73
189 0.8 0.86 0.95 0.6 0.6 0.68
190 0.21 0.21 0.14 0.9 0.5 0.29
191 0.59 0.28 0.04 0.8 0.7 0.19
192 0.84 0.24 0.08 0.9 0.5 0.12
193 0.21 0.56 0.04 0.9 0.6 0.46
194 0.52 0.6 0.1 0.9 0.7 0.33
195 0.89 0.56 0.18 0.9 0.6 0.26
196 0.2 0.81 0.04 0.9 0.7 0.79
197 0.57 0.88 0.2 0.9 0.6 0.48
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198 0.83 0.88 0.12 0.9 0.6 0.44
199 0.26 0.23 0.7 0.9 0.7 0.42
200 0.54 0.28 0.61 0.8 0.6 0.25
201 0.89 0.3 0.65 0.8 0.6 0.88
202 0.29 0.5 0.51 0.9 0.5 0.64
203 0.56 0.55 0.53 0.8 0.6 0.51
204 0.83 0.57 0.5 0.9 0.6 0.39
205 0.2 0.85 0.64 0.8 0.6 0.89
206 0.55 0.85 0.66 0.9 0.6 0.56
207 0.83 0.8 0.67 0.9 0.5 0.52
208 0.2 0.25 1 0.8 0.6 0.53
209 0.59 0.25 0.98 0.9 0.5 0.38
210 0.84 0.29 0.82 0.9 0.5 0.27
211 0.27 0.58 0.89 0.9 0.5 0.72
212 0.59 0.55 0.8 0.9 0.5 0.5
213 0.8 0.56 0.87 0.9 0.7 0.42
214 0.24 0.88 0.9 0.8 0.5 0.89
215 0.55 0.89 0.8 0.8 0.7 0.74
216 0.89 0.82 0.81 0.9 0.6 0.6
217 0.24 0.3 0.18 0 0.9 0.59
218 0.53 0.26 0.08 0 1 0.5
219 0.9 0.24 0.11 0 0.8 0.3
220 0.25 0.6 0.04 0 1 0.75
221 0.59 0.6 0.1 0.1 1 0.6
222 0.84 0.53 0.07 0 1 0.47
223 0.24 0.84 0 0.1 0.9 1.05
224 0.53 0.88 0.11 0 0.8 0.74
225 0.87 0.9 0.04 0.1 1 0.68
226 0.26 0.22 0.51 0.1 1 0.61
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227 0.5 0.21 0.57 0.1 0.9 0.5
228 0.89 0.25 0.6 0 0.9 0.34
229 0.28 0.56 0.55 0.1 0.9 0.89
230 0.52 0.57 0.51 0 0.8 0.68
231 0.82 0.53 0.68 0.1 0.9 0.49
232 0.26 0.84 0.64 0 0.9 1.04
233 0.57 0.8 0.54 0 0.9 0.82
234 0.83 0.89 0.64 0.1 0.8 0.76
235 0.26 0.23 0.9 0.1 0.9 0.78
236 0.51 0.2 0.9 0.1 0.9 0.54
237 0.89 0.29 0.98 0 0.8 0.41
238 0.3 0.53 0.92 0 0.9 0.88
239 0.52 0.54 0.91 0 1 0.7
240 0.84 0.51 0.95 0 0.9 0.52
241 0.23 0.86 0.85 0 1 0.97
242 0.53 0.81 0.97 0.1 0.9 0.88
243 0.86 0.82 0.88 0 0.9 0.78
244 0.27 0.3 0.02 0.3 1 0.44
245 0.56 0.25 0.14 0.2 0.9 0.37
246 0.89 0.2 0.04 0.2 0.8 0.23
247 0.26 0.54 0.02 0.2 1 0.25
248 0.5 0.59 0.01 0.3 1 0.56
249 0.87 0.55 0.19 0.2 1 0.38
250 0.29 0.84 0.15 0.2 0.9 0.91
Д.5.2.3 Результати роботи мережі
Для вирішення завдання використовується гібридна топологія, яка
представляє собою ансамбль з трьох НМ, а саме мережа Кохонена, мережа
TSK, мережа Хеммінга. Структуру ансамблю зображено на рис. Д.5.2.3.
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TSKXi yi МережаХеммінга
y i`Мережа
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Рис. Д.5.2.3. Гібридна мережа для вирішення завдання
Головним елементом цієї мережі є нечітка мережа TSK. Параметри
мережі, яка навчається складаються з нечітких правил і функцій належності.
Як результат – навчання складено з шести нечітких правил.
Отримано матрицю правил наступного формату: для кожного i-го
правила значення 1,5j  відповідають функціям належності відповідних
вхідних параметрів, а саме «1» відповідає терму «Мала», «2» – терму
«Середня», «3» – терму «Велика». Комою відокремлені терми вихідної
змінної (внаслідок навчання було визначено, що оптимальна кількість термів
для вихідної змінної дорівнює шести).
Матриця приймає такий вигляд (рис. Д.5.2.4).
3 1 1 1 1, 1
3 2 1 1 1, 2
1 3 1 3 1, 3
2 3 3 3 1, 4
2 3 3 1 3, 5
1 2 3 2 2, 6
Рис. Д.5.2.4 Матриця нечітких правил
Візуальне відображення нечітких правил а також вигляд функцій
належності показано на рис. Д.5.2.5.
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Рис. Д.5.2.5. Вигляд нечітких правил
Функції належності кожної змінної задані в форматі
y = gauss2mf(x,[sig1 c1 sig2 c2]), яка відповідає функції Гаусса.
2
2
( )
2( ; , ) .
x c
f x c e
 
  (Д.5.2.1)
Приклад функцій належності отриманих в результаті навчання
наведено нижче.
[Input1]
NumMFs=3
MF1='mf1':'gauss2mf',[0.1359 -0.04 0.12365 0.0385]
MF2='mf2':'gauss2mf',[0.1359 0.4573 0.13645 0.5376]
MF3='mf3':'gauss2mf',[0.1353 0.9600 0.1359 1.04]
[Input2]
NumMFs=3
MF1='mf1':'gauss2mf',[0.1359 -0.04 0.13708 0.0408]
MF2='mf2':'gauss2mf',[0.1345 0.4609 0.13613 0.5401]
MF3='mf3':'gauss2mf',[0.1372 0.9597 0.1359 1.04]
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Результати роботи з тестовим прикладом наведено в табл. Д.5.2.3 і Д.5.2.4.
Порівняння роботи стандартної і гібридної топологій наведено на рис. Д.5.2.6
і Д.5.2.7.
Таблиця Д.5.2.3
Результати роботи з тестовою вибіркою
Тестова
вибірка
Результати роботи
топології NEFPROX
Результати роботи
гібридної мережі
0,250 0,275 0,300
0,880 0.968 0,968
0,640 0,832 0,640
0,510 0,561 0,510
0,390 0,468 0,468
0,890 0,890 1,068
0,560 0,616 0,560
0,520 0,520 0,572
0,530 0,689 0,583
0,380 0,456 0,380
0,270 0,270 0,270
0,720 0,936 0,792
0,500 0,600 0,550
0,420 0,462 0,462
0,890 0,979 0,979
0.740 0,888 0,888
0.600 0,600 0,660
0.590 0,649 0,649
0,500 0,500 0,550
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Таблиця Д.5.2.4
Точність роботи стандартної і гібридної нейронних мереж
Робоча мережа Точність роботи
Стандартна топологія (NEFPROX) 83,54%
Гібридна структура 91,52%
Рис. Д.5.2.6. Порівняння результатів роботи: 1 – еталонна мережа;
2 – мережа NEFPROX; 3 – гібридна мережа
Рис. Д.5.2.7. Порівняння точності роботи: 1 – мережа NEFPROX;
2 – гібридна мережа
597
Д. 5.3  Розробка програмного забезпечення
Д. 5.3.1 Вибір програмної платформи і технологій
Перед написанням будь-якого програмного продукту перед
розробниками стоїть завдання вибору мови програмування і середовища
виконання, виходячи з технічних вимог до програмного забезпечення (ПЗ) і
наявних ресурсів.
В якості операційної системи (ОС) було обрано Microsoft Windows,
оскільки це найбільш поширена ОС з великою кількістю засобів розробки.
Щодо середовища виконання та мови програмування, розглянуто кілька
варіантів.
1. Середовище виконання ОС Windows. У цьому випадку програма
повинна компілюватися в машинний код, прийнятний для виконання. Для
цього використовуються такі мови програмування, як C, C ++, Pascal, Delphi,
а також будь-які мови, які компілюються в native win32 code. Головною
перевагою такого підходу є швидкодія кінцевої програми. До недоліків
відносяться: погана переносимість, порівняно низька швидкість розробки,
великі тимчасові в і витрати на налагодження.
2. Віртуальні машини проміжного коду (.NET Common Language
Runtime, Java Runtime Environment і т. п.). Такі середвища динамічно
транслюють і виконують проміжний код (так званий byte-code), який
генерується компіляторами мов цих платформ. Вони є компромісом між
швидкодією кінцевих програм, швидкістю розробки і надійністю.
3. Скриптові мови і їх інтерпретатори. Перевагою цих мов є їх
динамічна типізація і простота, що дає дуже високу швидкість розробки.
Недоліком є порівняно низька швидкодія.
Для середовища розробки даного продукту були визначені наступні
вимоги:
– мова повинна підтримувати високорівневі конструкції, за допомогою
яких зручно описувати математичні моделі;
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– мова і середовище виконання повинні підтримувати автоматичний
менеджмент пам’яті (так званий «збірник сміття»);
– програма повинна мати можливість запуску на всіх версіях Windows,
починаючи з ХР (сумісність з іншими системами не є критичною);
– мова повинна мати зручні у використанні бібліотеки для створення
графічного інтерфейсу і візуалізації;
– швидкодія виконання скомпільованого коду має бути вище
середнього, оскільки завдання передбачає складні математичні розрахунки.
Спираючись на ці вимоги, для розробки ПЗ було обрано платформу
.NET Framework 4 і мову C #.
Платформа .NET Framework – це інтегрований компонент Windows,
який підтримує створення і виконання нового покоління додатків і веб-служб
XML. При розробці платформи .NET Framework враховувалися наступні цілі.
1. Забезпечення узгодженого об’єктно-орієнтованого середовища
програмування: для локального збереження і виконання об’єктного коду, для
локального виконання коду, розподіленого в Інтернеті, або для віддаленого
виконання.
2. Забезпечення середовища виконання коду, що мінімізує конфлікти
при розгортанні програмного забезпечення та керуванні версіями.
3. Забезпечення середовища виконання коду, що гарантує безпечне
виконання коду, включаючи код, створений невідомим або не повністю
довіреним стороннім виробником.
4. Забезпечення середовища виконання коду, що виключає проблеми з
продуктивністю середовищ виконання.
5. Забезпечення єдиних принципів роботи розробників для різних типів
додатків, таких як додатки Windows і веб-додатки.
6. Розробка взаємодії на основі промислових стандартів, що
забезпечить інтеграцію коду платформи .NET Framework з будь-яким іншим
кодом.
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Двома основними компонентами платформи .NET Framework є
загальномовне середовище виконання (CLR) і бібліотека класів .NET
Framework. Основою платформи .NET Framework є середовище CLR. Середу
виконання можна вважати агентом, який керує кодом під час виконання і
надає основні служби, такі як керування пам’ятю, керування потоками і
віддалена взаємодія. При цьому накладаються умови суворої типізації та інші
види перевірки точності коду, що забезпечують безпеку і надійність.
Фактично основним завданням середовища виконання є керування кодом.
Код, який звертається до середовища виконання, називають керованим
кодом, а код, який не звертається до середовища виконання, називають
некерованим кодом. Інший основний компонент платформи .NET Framework
– бібліотека класів, представляє повну об'єктно-орієнтовану колекцію типів,
які застосовуються для розробки додатків, починаючи від звичайних, що
запускаються з командного рядка або з графічним інтерфейсом користувача, і
закінчуючи додатками, що використовують останні технологічні можливості
ASP.NET , такі як веб-форми і веб-служби XML.
Платформа .NET Framework може розміщуватися некерованими
компонентами, які завантажують середу CLR у власні процеси і запускають
виконання керованого коду, створюючи таким чином програмне середовище,
що дозволяє використовувати засоби як керованого, так і некерованого
виконання. Платформа .NET Framework не тільки надає кілька базових
середовищ виконання, але також підтримує розробку базових середовищ
виконання незалежними виробниками.
Д.5.3.2 Опис вхідних та вихідних даних
До програмного забезпечення, в якості вхідних, повинні надходити такі
дані:
– кількість машин в черзі;
– стан покриття;
– час світлофорного циклу, час кожної з фаз світлофора.
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А також:
– файл навчальної вибірки (якщо процес моделюється вперше);
– дані інтенсивності руху по кожній з вулиць перехрестя
(регулюються);
– дані інтенсивності проїзду транспортними засобами (регулюються);
– швидкість моделювання (регулюється).
Ці дані подаються через графічний інтерфейс, де користувач може
регулювати інтенсивність руху, які програмно перетворюються в числові
значення параметрів для генератора випадкових чисел, який моделює
конкретні значення кількості транспортних засобів, які подаються на
перехрестя. Більш детально описано в пунктах Д. 5.3.4 і Д. 5.3.5.
В якості вихідних даних програма видає зміну тривалості зеленого
сигналу для кожного світлофора. Вихід нейронної мережі дає керуючий
сигнал, а на кінцевий вихід програми подається вже приведений до чіткого
вигляду результат зміненого часу тривалості сигналу.
Д.5.3.3 Блок-схема роботи програми та її пояснення
У загальному випадку, завдання зводиться до виконання алгоритму,
показаного на рис. Д. 5.3.1.
Цей випадок є часним, але він дозволяє розробити загальний підхід для
інших випадків, які є більш складними:
1) складна конфігурація перехрестя, що включає перетин кількох доріг;
2) рух потоку транспорту в різних напрямках з різною інтенсивністю;
3) система взаємопов’язаних перехресть і відповідна виникаюча задача
координації керування на різних перехрестях.
Запропонований алгоритм дозволяє забезпечити керування потоком
транспортних засобів в умовах простого перехрестя. Процес керування
потоком транспортних засобів на основі нечіткої логіки розділено на кроки,
що відповідають одному циклу роботи світлофора. Один крок моделювання
включає наступні етапи.
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1. Визначення значень вхідних змінних – визначення кількості машин
на різних напрямках руху, а також тривалості сигналу світлофора, збір інфор-
мації про стан системи керування. Зокрема, на даному етапі можна ввести в
систему керування інформацію про різні фактори (наприклад, про прове-
дення дорожніх робіт, про події ДТП, тощо, які впливають на дорожній рух).
Рис. Д. 5.3.1. Блок-схема загального процесу виконання керуючих дій
2. Фазифікація значень вхідних змінних – перехід від чітких значень до
лінгвістичних змінних.
3. Вироблення рішення – на основі лінгвістичних змінних і їх функцій
належності.
4. Дефазифікація значень вихідних змінних – перехід від лінгвістичних
змінних до чітких значень. У даній роботі застосовується підхід, заснований
на використанні методу центру тяжіння. Цей метод був обраний через його
високу точності результатів.
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Оскільки в цьому випадку використовуються тільки трикутні й
трапецієподібні функції належності, то обчислювальні витрати, пов’язані з
використанням даного методу дефазифікації, незначні і не роблять помітного
впливу на швидкодію системи. При використанні інших функцій належності
може виникнути необхідність використання інших методів дефазифікації.
Моделювання транспортних потоків, використане в цьому
програмному продукті, описане більш детально у пункті Д. 5.3.5 і
представлено у вигляді блок-схеми на рис. Д. 5.3.2.
Рис. Д. 5.3.2. Моделювання транспортних потоків
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Д. 5.3.4 Інтерфейс користувача
При початковому завантаженні програми перед користувачем постає
перша вкладка – «Настройка перехрестя» (рис. Д.5.3.3). Ці настройки
призначені для того, щоб ініціювати параметри перехрестя.
Потрібно вказати кількість фаз, загальну тривалість циклу, а також
діапазон тривалості кожної з фаз. Це допомагає надати індивідуальний підхід
до вирішення проблеми керування будь-яким перехрестям.
Як нечіткий параметр виступає оцінка якості дорожнього покриття і
ускладнення руху, який регулюється в межах, зручних для сприйняття (0 ... 8),
а потім переводиться в нечітку форму.
Для кожного з випадків (в залежності від кількості фаз) буде
змінюватися структура нейронної мережі, а саме – кількість нейронів на
кожному з шарів.
Рис. Д. 5.3.3. Налаштування перехрестя
Другим кроком буде здійснення навчання нейронної мережі.
Інструментарій на вкладці «Навчання» (рис. Д.5.34) дає можливість вибирати
кількість проходів навчальної вибірки через нейрони сітки, щоб налаштувати
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ваги. Навчання здійснюється за окремими навчальними вибірками для
нечіткої та результуючої частин.
Рис. Д. 5.3.4. Навчання нейронної мережі
На етапі моделювання (рис. Д.5.3.5) у відповідній вкладці є можливість
отримати дані, як для статичного моделювання з жорстко визначеними
тривалостями фаз світлофора, так і адаптивного способу. Вибрати той чи
інший варіант можна, якщо позначити певний з них, як показано на
рис. Д. 5.3.6.
Рис. Д. 5.3.5. Моделювання транспортних потоків і отримання результатів
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Рис. Д. 5.3.6. Вибір варіанту моделювання
У разі вибору статичного керування, потоки моделюються згідно
експериментально отриманим даним, підстроєних під вибрані інтенсивності
руху.
Якщо вибрано нейромережеве керування, то вхідні дані у вигляді
інтенсивностей (переводяться у кількість машин за допомогою програмних
засобів) подаються на вхід нейронної мережі, обробляються і здійснюється
регулювання тривалості фаз світлофора.
Параметрами, які можна змінювати, є: швидкість перебігу моделю-
вання, інтенсивності руху заданими вулицями, інтенсивності проїзду
перехрестя (рис. Д. 5.3.7). Дані, отримані в результаті підстроювання під
конкретні умови перехрестя, аппроксимируются згідно навчальної вибірки,
отриманої експериментальним шляхом.
Рис. Д. 5.3.7. Вибір параметрів перехрестя
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Отже, надаються всі параметри перехрестя, які були вказані в розділах
вище як такі, котрі впливають на стан проїзду.
Д.5.3.5 Проведення моделювання перехрестя на контрольному
прикладі
Д.5.3.5.1 Опис моделювання
Для проведення моделювання було обрано перехрестя вулиць
Володимирської та Толстого м. Києва.
Дане перехрестя має дві фази світлофорного регулювання:
– зелене світло для машин з вул. Володимирської;
– зелене світло для машин з вул. Толстого.
Загальна довжина світлофорного циклу дорівнює 100 с. При цьому
довжина світлофорних фаз задається статично для певного часу доби, без
урахування конкретної завантаженості перехрестя в даний конкретний
момент. Також близько 4 с витрачається на перемикання фаз (жовтий сигнал
світлофора).
Моделювання проводилося для двох випадків.
1. Статичне регулювання:
– довжина першої фази (вул. Володимирська) дорівнює 56 с;
– довжина другої фази (вул. Толстого) дорівнює 40 с.
2. Адаптивне регулювання зі змінними довжинами фаз: довжини фаз
визначаються в залежності від вхідних параметрів нейронної мережі.
П.5.3.5.2 Моделювання транспортних потоків за законом Пуассона
Для проведення моделювання були створені пуассоновскі потоки, які
генерувалися для кожної з фаз з певною інтенсивністю. Для кожної з
модельованих фаз створювалися відповідні черги. Під час зеленого сигналу
світлофора проводиться обслуговування одного з потоків. Інтенсивність
обслуговування заздалегідь задана і однакова для обох потоків.
Інтенсивність надходження авто в чергу визначено дослідним шляхом.
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Параметри, які були використані для проведення нейросетевого
моделювання показані на рис. Д. 5.3.8.
Кількість фаз дорівнює двом. Довжина світлофорного циклу дорівнює
120 с (для порівняння зі стандартним регулюванням). Параметри фаз
задавалися як показано на рис. Д. 5.3.9.
Рис. Д. 5.3.8. Налаштування параметрів перехрестя
Рис. Д. 5.3.9. Параметри фаз
Для фаз задано наступні параметри – мінімальна довжина дорівнює
20 с, максимальна – 80 с.
Оскільки, якість дорожнього покриття на цьому перехресті досить
висока, то за 10-ти бальною шкалою отримуємо оцінку 8.
Моделювання проводилося протягом однієї години. На вхід для
кожного з випадків подавалися однакові потоки зі змінною інтенсивністю.
Відповідно за одну годину в обох випадках через перехрестя проїхала майже
однакова кількість машин – 2699 (2704) шт.
Як критерії оптимальності обрано мінімізацію:
– середнього часу знаходження авто у черзі;
– довжини середньої черги в кінці фази (при загорянні жовтого сигналу
світлофора).
Дані критерії є універсальними і дозволяють оптимальним чином
керувати транспортними потоками для зменшення часу простою автомобілів
перед перехрестям, зменшення витрат палива, а також зменшення
екологічного збитку.
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П. 5.3.5.3 Контрольний приклад моделювання
Для початку проведемо дослідження при статичному керуванні, і
заданих интенсивностях руху і проїзду перехрестя. У разі статичного
моделювання (статичне значення довжини фаз) середнє значення затримки
автомобілів перед світлофором становить 50 с, як показано на рис. Д. 5.3.10.
У разі адаптивного моделювання середнє значення затримки
автомобілів становить 43 с, що показано на рис. Д. 5.3.11.
Рис. Д. 5.3.10. Результат статичного моделювання
Графік зміни довжини фаз при нейромережевому регулювання
показано на рис. Д. 5.3.12.
Дані отримані шляхом моделювання для критерію мінімізації часу
очікування в черзі представлені у табл. Д. 5.3.1.
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Рис. Д. 5.3.11. Результат адаптивного моделювання
Рис. Д. 5.3.12. Графік зміни довжини світлофорних фаз у разі адаптивного
регулювання
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Таблиця Д. 5.3.1
Різниця часу очікування транспортних засобів проїзду
№
експ. Час доби
Кількість
автомобілів
на годину
Tсер очікування
Статичне
керування, с
Адаптивне
керування, с Різниця, %
1 8.00–9.00 3500 108 82 -24 %
2 13.00–14.00 2700 50 43 -14 %
3 18.00–19.00 3700 122 99 -19 %
Дані отримані шляхом моделювання для критерію мінімізації довжини
черги, яка залишилася після загоряння червоного світла представлено у
табл. Д. 5.3.2.
Таблиця Д. 5.3.2
Різниця кількості автомобілів в чергах при різних типах регулювання
№ експ. Час доби
Кількість
автомобілів на
годину
Кількість автомобілів у черзі
Статичне
керування
Адаптивне
керування Різниця, %
1 Ранок 3600 48 32 -33%
2 День 2700 10 8 -20%
3 Вечір 3800 63 39 -38%
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ДОДАТОК 6
Проблема діагностики злоякісних пухлин
Як було наведено у розділі 6 діагностика злоякісних пухлин
виконується на підставі проведення наступних видів досліджень [14 – 20]:
консультація лікаря, рентгенологічні методи, ультразвукова, комп’ютерна
томографія, ендоскопічний метод, магнітно-резонансна томографія,
радіоізотопна діагностика, радіоімуносцинтиграфія, термографія.
Застосування різноманітних методів діагностики необхідно для
виявлення пухлинного процесу, визначення його стадії і вибору тактики
лікування хворих, які страждають на онкологічні захворювання. У багатьох
випадках для диференціальної діагностики необхідно провести кілька
досліджень, використовуючи різні методи. Плануючи дослідження, перш за
все, необхідно враховувати індивідуальні особливості пацієнта і особливості
перебігу захворювання, а також знати принципи, можливості і обмеження
кожного з методів, щоб забезпечити максимально ефективну діагностику і
лікування [10].
Консультація лікаря
Консультація лікаря у випадку захворювання щитовидної залози і
підозри на злоякісну пухлину включає визначення: відчуття комка або
стороннього тіла в горлі; порушення ковтання; біль в області шиї; кашель і
осиплість голосу; задишка. Крім того у хворого є специфічною для злоякісної
пухлини [11]: невмотивована слабкість, швидка стомлюваність; схуднення;
анемізація (недокрів'я, що проявляється блідістю); психічна депресія.
Проведена пальпація дозволяє визначити лімфаденопатію.
Крім наведених у розділі 6 видів діагностичних досліджень, а саме:
загальний аналіз крові; біохімічний аналіз крові: онкомаркери; фналіз крові на
гармони велике значення мають апаратні засоби досліджень: рентгенологічні
методи [2] (рентгенографічне обстеження [12], рентгенівська комп'ютерна
томографія [4]); ультразвукова томографія [13] (УЗД, сонографія [4]);
612
ендоскопічний метод [11], [5]; магнітно-резонансна томографія (МРТ) [3],
[13]; радіоізотопна діагностика злоякісних новоутворень [10], [2];
радіоіммуносцинтиграфія; термографія [5]. Методи та алгоритми, які
використовуються для обробки зображень, отриманих за допомогою даних
технічних засобів, наведено в роботах [6] – [9].
Система онко-тестів
У даний час під пухлинними маркерами (онкомаркерами)
розуміються специфічні речовини (різної хімічної природи), які є продуктами
життєдіяльності злоякісних клітин і клітин, асоційованих зі злоякісним
ростом, і таких, що виявляються в крові і / або сечі онкологічних пацієнтів.
Онкомаркери, що утворюються в самих пухлинних клітинах (пухлино-
асоційовані онкомаркери), вивільняються з них у кров під час розвитку
онкологічного захворювання. Онкомаркери можуть перебувати всередині або
на поверхні клітини, їх частина секретується в кров, що дає змогу визначати
їх методом імунологічного (імуноферментного, радіоімунного) аналізу.
Визначення пухлинних маркерів дозволяє не тільки діагностувати
онкологічні захворювання на ранніх стадіях його формування, а й судити про
ефективність і тактику лікування, яке проводиться, про прогноз
захворювання.
В даний час відомо більше 200 сполук, що відносяться до пухлинних
маркерів, проте діагностичну значимість набуло визначення близько
двадцяти біологічно важливих речовин.
Основними маркерами є: Альфа-фетопротеїн (АФП, AFP) [1]; Антиген
вуглеводний (раковий) 125 (СА 125); Антиген вуглеводний (раковий) 15-3
(СА 15-3); Антиген вуглеводний (раковий) 19-9 (СА 19-9); Антиген
вуглеводний (раковий) 242 (СА 242); Антиген вуглеводний (раковий) 72-4
(СА 72-4); Бета-2-мікроглобуліну (Бета2МГ); Кальцитонін;
Простатспецифічний антиген (ПСА, PSA); Раковий ембріональний антиген
(РЕА, СЕА); Сіалові кислоти; Тиреоглобулін (ТГ); Тиреоглобулінові
антитіла; Феритин; Хоріонічний гонадотропін людини (ХГЛ).
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ДОДАТОК 7
Д.7.1 Аналіз протипожежної системи в Україні
Останнім часом в Україні все більш актуальною є проблема боротьби з
надзвичайними ситуаціями техногенного і природного характеру, що
виникають в результаті пожеж, вибухів, аварій на хімічно небезпечних
об'єктах, зсувів, катастрофічних повеней тощо, щороку матеріальні збитки і
кількість жертв від них неухильно ростуть і досягають значних розмірів. Так,
в 2009 р на об’єктах і в житловому секторі зареєстровано 44013 пожеж та
загорань, економічні втрати від яких склали 1058524 тис. грн. Під час пожеж
загинуло 3190 осіб (з них 66 дітей) та 1635 отримали травми.
За даними масивів карток обліку пожеж, що надійшли в УкрНДІЦЗ з
ГУ (У) Державної служби України з надзвичайних ситуацій в АР Крим,
областей, міст Києва і Севастополя, за 2 місяці 2013 р складена таблиця
статистичних даних пожеж в Україні.
Протягом 2-х місяців 2013 року в Україні зареєстровано 7008 пожеж. В
результаті пожеж загинуло 645 осіб, з них 6 дітей. Загибель людей в
результаті пожеж зменшилася на 339 осіб (–36,3%), дітей і підлітків до 18
років загинуло на 32 дитини менше. Матеріальні втрати від пожеж склали
343 млн 963 тис. грн. (з них прямі збитки становлять 88 млн 996 тис. грн., А
побічні – 254 млн 967 тис. грн.).
Щодня в Україні в середньому виникало 119 пожеж. Кожною пожежею
державі наносилися прямі збитки на суму 12,7 тис. грн.
Кожен день в результаті пожеж гинуло десять і отримувало травми
п’ятеро людей, гинула одна голова худоби, вогнем знищувалося
(ушкоджувалося) 52 будівлі та 9 одиниць техніки.
Більше половини пожеж (68,4%) припадає на міста і селища міського
типу (СМТ). У містах і селищах міського типу України виникло 4796 пожеж.
Їх кількість, у порівнянні з аналогічним періодом минулого року, зменшилася
на 18,8%.
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У сільській місцевості України зареєстровано 2215 пожеж (–36,0%),
прямі збитки склали 30 млн 37 тис. грн. (–43,6%), Побічні – 76 млн 775 тис.
грн. (–43,0%).
На пожежах загинуло на 185 осіб менше (313 проти 498), на 21 випадок
зменшилася кількість загиблих дітей (6 проти 27).
На підприємствах, в організаціях, установах кількість пожеж у
порівнянні з минулим роком зменшилася на 23,9% і становить 350, що
становить 5,0% від їх загальної кількості.
Найгірше протипожежний стан на цих об’єктах у Закарпатській області,
де відсоток пожеж від їх загальної кількості по області перевищує 10%.
Найбільша кількість пожеж сталося на об'єктах приватної власності –
219 (62,6% від кількості пожеж на підприємствах в організаціях, установах),
суб'єктах права колективної власності – 75 (21,4%) і на об'єктах
загальнодержавної власності – 40 (1,1% ).
Прямі збитки від пожеж на підприємствах, в організаціях, установах
склали 20 млн. 666 тис. грн. (23,2% від загальної кількості прямих збитків по
країні).
На транспортних засобах виникло 517 пожеж (–11,3%). Прямі збитки
на цих об’єктах зменшилися на 19,8% і склали 19 млн. 318 тис. грн., Побічні
збитки склали 28 млн 731 тис. грн. (–39,9%).
Від необережного поводження з вогнем загинуло 396 осіб (66,4%), від
порушення правил встановлення та експлуатації електроустановок – 92
(15,4%), 89 осіб (14,9%) – від порушення правил влаштування та експлуатації
пічного опалення та теплогенеруючих агрегатів, і установок, з інших причин
загинуло 19 осіб (2,5%).
Завдання забезпечення надійної охорони об’єктів від вогню і
надзвичайних ситуацій техногенного та природного характеру потребують
підвищення технічної оснащеності підрозділів МНС України. Тому в останні
роки в МНС України, обласних апаратах і аварійно-рятувальних підрозділах
МНС України приділяють значну увагу пошуку можливостей придбання
нових сучасних пожежних автомобілів, приладів і агрегатів, підвищення
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оснащеності бойових бригад механізованим і електрифікованим
інструментом, збільшилася кількість підрозділів, на озброєнні яких
перебувають нові ізолюючі протигази тощо. Значна увага приділяється також
бойовій підготовці особового складу пожежної охорони.
Але, ні оснащення підрозділів новою технікою, ні високий
професіоналізм рятувальників не дозволять досягти успіху в гасінні пожеж і
локалізації, і ліквідації надзвичайних ситуацій без надійної системи
централізованого спостереження за пожежною автоматикою (ПА) і
автоматизованими системами раннього виявлення надзвичайних ситуацій та
оповіщення (АСРВО), встановлених на об’єктах спостереження.
В останні роки удосконалювалася організація робіт по впровадженню
систем ПА і АСРВО, розроблялися нові керівні документи і методичні
матеріали. Кількість систем ПА і АСРВО, які монтуються на різних об'єктах,
неухильно зростає. Завдяки їх роботі щорічно зберігаються сотні людських
життів і матеріальних цінностей на мільйони гривень.
Постійні зміни в нашому суспільстві, розробка нових технологій
вимагають удосконалення організаційної структури аварійно-рятувальних
підрозділів та систем управління нею. Автоматизовані системи раннього
виявлення надзвичайних ситуацій та оповіщення і системи ПА, що
забезпечують своєчасне надходження в оперативно-диспетчерські служби
підрозділів МНС відповідних тривожних сповіщень є невід’ємними
складовими частинами системи управління в підрозділах МНС. Тому
проведення подальших робіт з цього напрямку необхідно для ефективної
роботи всіх аварійно-рятувальних підрозділів МНС.
Використання сьогодні нових телекомунікаційних технологій і
управління в практичній діяльності аварійно-рятувальних підрозділів
дозволяє істотно підвищувати ефективність їх роботи, яка забезпечується за
рахунок впровадження нових методів отримання, передачі та обробки
управлінської інформації. За оцінками фахівців, потенційний позитивний
ефект від використання нових інформаційних технологій розподіляється
наступним чином:
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Управління профілактикою пожеж і виникнення надзвичайних
ситуацій техногенного та природного характеру – 80–90%;
Оперативне управління силами і засобами аварійно-рятувальних
підрозділів при гасінні пожеж і ліквідації наслідків аварій і стихійних лих, в
тому числі обслуговування викликів – 50–60%;
Управління організаційно-господарською діяльністю аварійно-
рятувальних підрозділів до 9–15%.
На сьогодні, якщо об’єкт і обладнаний сучасною ПА то сигнал від неї,
у кращому випадку, надійде на комерційні пульти централізованого
пожежного спостереження, а в більшості випадків – на автономні
світлозвукові оповіщувачі систем ПА. Але навіть в першому випадку
необхідні десятки секунд, а іноді і хвилини, коли сигнал про пожежу надійде
в ту чергову частину, яка по територіальності обслуговує об’єкт
спостереження.
У випадку з АСРВО, інформація про загрозу виникнення або
виникнення НС надається в ОДС ОКЦ ГУ (У) МНС здійсненням
автоматичного обдзвону і передачею тривожного мовного оповіщення,
інформативність якого недостатня для прийняття управлінських рішень щодо
ефективних дій по локалізації та ліквідації НС.
Як бачимо, процес отримання, обробки та реагування на тривожні
сповіщення не замкнутий в єдину систему, а ті ланки системи управління, які
працюють сьогодні, засновані на застарілій техніці радянських часів
середини 80-х років і такому ж програмному забезпеченні.
Як наслідок низької технічної оснащеності аварійно-рятувальних
підрозділів – пізнє надходження в ОДС інформації і відповідно реагування на
подію.
Згідно з постановою Кабінету Міністрів України від 21 жовтня 1999 р.
№ 1943 МНС України має забезпечити здійснення державного пожежного
нагляду за станом пожежної безпеки в населених пунктах і на об’єктах
незалежно від форм власності з використанням сучасних технологій. Одним з
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таких напрямків щодо підвищення рівня державного пожежного, ПА і
виведення їх сигналів в ОДС МНС України.
З метою покращення протипожежного захисту об’єктів незалежно від
форм власності та своєчасного реагування з боку аварійно-рятувальних
підрозділів МНС на спрацьовування систем ПА, МНС України, починаючи з
1996 року, було прийнято низку заходів щодо впровадження системи
пожежного спостереження.
Затверджено наказом МНС України від 15.05.2006 р. № 288 та
зареєстровані в Міністерстві юстиції України 05.07.2006 р. за № 785/12659
Правила будови експлуатації та технічного обслуговування систем раннього
виявлення надзвичайних ситуацій та оповіщення людей у разі їх виникнення,
що регламентують передачі тривожних повідомлень і повідомлень про
загрозу виникнення або виникнення НС до пультів централізованого
спостереження. Для виконання цього наказу, починаючи з 2009 року,
вживалися заходи щодо впровадження систем спостереження за АСРВО.
Світовий досвід і вітчизняна практика показала доцільність створення
інтегрованих систем централізованого спостереження.
Для врегулювання прогалин у нормативно-правовому забезпеченні за
даним напрямком діяльності, на сьогодні розробляються державні стандарти,
норми і правила, які дозволять чітко регламентувати діяльність таких систем
централізованого пожежного та техногенного спостереження, встановити
єдині вимоги до обладнання та встановити порядок їх випробувань. Такі
нормативні акти вже тривалий час діють в європейських державах, США,
Китаї та зобов'язують власників об’єктів виводити тривожні сповіщення до
служб оперативного реагування.
Д.7.2 Приклад технічної реалізації систем пожежного
спостереження та їх порівняльний аналіз
На теперішній час на ринку України представлений досить широкий
асортимент обладнання, який виконує функції пульта централізованого
пожежного зв’язку (ПЦПЗ).
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Можливість гнучкого підходу до підключення об’єкта в залежності від
розташування і комунікаційних можливостей замовника, завдяки
використанню 3-х видів каналів передачі інформації, закладено в
«Дунай ХХ», «АI-Грифон», «Кронос-СК». З них, по використанню провідних
комунікацій, лідирує компанія «Венбест». Ця система демонструє високий
рівень при градозахищеності та антисаботажності.
Як радіоканал у якості лідера виступає «Кронос» завдяки алгоритму
кодування, який виправляє помилки передачі, і використанню високих частот
професійного діапазону (150–174 МГц).
Ситуація з GSM-каналом неоднозначна. Раніше для передачі даних в
основному використовувалися SMS, що не завжди зручно. Об’єктна
телеметрія може спізнюватися, губитися, особливо це стосується періодів
підвищеної завантаженості мобільних мереж. GPRS поки є недостатньо
надійною альтернативою цьому формату. Більш стабільно працює голосовий
GSM-канал і система передачі цифрових даних, яка використовується,
наприклад, «Кронос-СК».
Недолік об’єктного обладнання, яке працює в мобільних мережах, -
ненадійність моделей на основі серійних телефонів. При використанні GSM-
модемів ця проблема знімається.
Цікавий формат зв’язку Орлана. При тому, що як несучий канал
використовується тільки GSM, зв’язок може здійснюватися за трьома
форматами: голосовий, цифровий, SMS. Ще одна особливість Орлана –
об’єктні прилади «Лунь-5М» можна використовувати в якості тривожної
кнопки.
Система централізованого спостереження «Інтеграл» спочатку була
призначена для роботи з провідними телекомунікаціями, відрізняючись
підвищеною надійністю і криптозахистом, це зробило її лідером
«телефонного» напряму. У протоколі зв’язку була передбачена спільна
робота з обладнанням «Центр», «Нева», «Озон», «Комета», «Десна»,
«Оріон», «Циклон». Однак в цей час розробник на базі ПТК «Інтеграл»
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розгортає глобальну систему моніторингу, покликану об’єднати практично
всі існуючі канали зв’язку: телефонні, оптичні, радіо, мережі операторів
стільникового зв’язку, Інтернет та ін. Наскільки це завдання здійсненне,
покаже час. Але вже зараз в Києві використовуються прилади «Інтеграл» з
блоком GSM.
У деяких випадках (наприклад, це стосується «LARS») розширення
систем має на увазі необхідність оновлення програмного забезпечення при
зростанні кількості абонентів [3].
На основі обладнання «Оріон» можна створити тільки локальний
пульт. Для розширення можливостей об’єктні прилади підключають на ПЦС
систему типу «Центр-м», «ЦЕНТР-КМ», «НЕВА-10», «030Н», «NEMROD-
40» (застарілі); «Атлас-3», «Атлас-6», АИУС «Каштан» (вже не
виробляється), КІСЦО «Дунай», ПТК «Інтеграл».
Кількість зон охорони ППК знаходиться в межах оптимального числа
4–24, яке відповідає основним запитам споживачів. Деякі виробники
пропонують велику ємність (Венбест – до 128), але така потреба виникне
рідко. Ємність систем в середньому становить до 2000 абонентів,
виключення – VIRIAL-RFM (65536×8), «Оріон» (локальний пульт 64
абоненти по 8 шлейфів). В цілому ж більшість систем допускають
можливість до комплектації для розширення ємності.
Серед можливих недоліків систем необхідно виділити наступні:
– при роботі на радіоканалі може виникнути необхідність встановлення
дорогих ретрансляторів при тому, що в більшості систем необхідності в
ретрансляторних мережах немає. Ця проблема вирішується двома способами:
використовується мережа GSM, телефонні лінії або об'єктні прилади самі
працюють як ретранслятори («Дунай», «Скіф»);
– не завжди існує можливість інтеграції обладнання пульта з
об’єктними приладами інших систем і можливість використання власних
ППКП з ПЦС інших виробників.
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Д.7.3 Вимоги до структури та функціонування системи
Нижче наводиться базова схема (рис. Д.7.3.1), яка відображає
структуру побудови і функціонування системи централізованого пожежного
спостереження (СЦПС).
Рис. Д.7.3.1. Базова схема побудови СЦПС
Система централізованого пожежного спостереження повинна
складатися з таких підсистем:
– підсистема маршрутизації (доставки) і прийому сповіщень про
пожежу;
– підсистема реєстрування пультів пожежного спостереження і карток
об’єктів пожежного спостереження;
– підсистема інтеграції з системно оперативно диспетчерського
управління (СОДУ) і системою 112;
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– підсистема резервування функцій СЦПС і регіонального розподілу
Єдиної Бази Даних (ЄБД) СЦПС;
– підсистема забезпечення контрольованого доступу до карток об’єктів,
які містяться в ЄБД СЦПС;
– підсистема моніторингу каналів зв’язку;
– підсистема архівації тривожних сповіщень;
– підсистема документування дій оператора АРМ СЦПС;
– підсистема управління СЦПС.
Підсистема маршрутизації (доставки) і прийому сповіщень про пожежу
повинна забезпечувати маршрутизацію (доставку) тривожних сповіщень до
Регіонального сегменту ЄБД і ЄБД СЦПС (для забезпечення резервування
сповіщення про пожежу), що приходять від пультів пожежного
спостереження по певних каналах зв’язку. Сповіщення, які приходять до ЄБД
СЦПС пересилаються до регіонального сегменту ЄБД.
Підсистема реєстрування пультів пожежного спостереження і карток
об'єктів пожежного спостереження повинна забезпечувати реалізацію
механізмів реєстрації оператором СЦПС пультів пожежного спостереження і
карток об’єктів пожежного спостереження за допомогою технології Web-
доступу. Процедура реєстрації повинна відповідати правилам пожежного
спостереження.
Підсистема інтеграції з СОДУ і Системою 112 повинна забезпечувати
зв’язок СЦПС з Системою оперативно-диспетчерського управління та
Системою 112 за відповідними інтерфейсами, а саме:
– передачу сповіщення про пожежу в Систему Оперативно
Диспетчерського Управління для здійснення оперативного реагування і
висилки бойових розрахунків пожежної охорони;
– передачу повідомлення про пожежу в Систему 112 для висування і
координації дій відомств, що мають бути залученими до ліквідації пожежі та
її наслідків.
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Підсистема резервування функцій СЦПС і регіонального розподілу
Єдиної Бази Даних СЦПС повинна забезпечувати:
– виконання вимог ДСТУ pr ЕМ 50136-1 щодо надійності СЦПС
шляхом резервування функцій системи;
– реплікацію і відновлення (шляхом реплікації, у разі збою) інформації
по пультах пожежного спостереження, які працюють в Україні між ЄБД
СЦПС і всіма регіональними сегментами ЄБД в повному обсязі;
– регіональний розподіл інформації ЄБД СЦПС між регіональним
сегментом ЄБД в частині об’єктів пожежного спостереження, які знаходяться
в межах юрисдикції конкретного (окремого) Головного Управління МНС;
– регіональний розподіл статистичних даних ЄБД СЦПС між
регіональним сегментом ЄБД в частині об’єктів пожежного спостереження,
які знаходяться в межах юрисдикції конкретного (окремого) Головного
Управління МНС. Статистичні дані повинні вміти виконувати відмічені
вибірки:
- реєстр об’єктів;
- кількість підключених / відключених об’єктів, в тому числі за
вказаний проміжок часу;
- кількість циклів пожежної автоматики в частині пожежа /
помилковий виклик, в тому числі за вказаний проміжок часу;
- кількість підключених об’єктів за видами пожежної автоматики, в
тому числі за вказаний проміжок часу; Порівняння динаміки зростання
пожеж / помилкових викликів, в тому числі за вказаний проміжок часу;
- кількості об’єктів, які тимчасово зняті з пожежного спостереження;
- резервування функцій взаємодії СЦПС з СОДУ і Системою 112;
Підсистема забезпечення контрольованого доступу до карток об’єктів,
що містяться в ЄБД СЦПС повинна забезпечувати контроль доступу до
карток об’єктів за технологією Web-доступу шляхом видачі даних
ідентифікації співробітника пультової організації в розрізі об'єктів, які
приписано до конкретного пульта пожежного спостереження, і оператора
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АРМ СОДУ в розрізі карток об’єктів, що знаходяться на спостереженні в
межах регіону (області) відповідальності цього СОДУ.
При реєстрації пульта пожежного спостереження в ЄБД СЦПС,
пультовій організації повинні надаватися конфіденційні ім’я користувача і
код доступу.
Коди доступу повинні надаватися в два рівні. Верхній рівень доступу
надається начальнику пульта. Нижній рівень доступу отримують
адміністратори пульта, які заносять в ЄБД СЦПС картки об'єктів. При цьому
начальник пульта повинен мати можливість, у разі зміни персоналу,
зупиняти права доступу нижнього рівня і реєструвати нові. Підсистема
моніторингу каналів зв'язку повинна забезпечувати контроль функціонування
каналів зв'язку, по яких передаються оповіщення про пожежу на об'єкти
автоматизації, відповідно до вимог ДСТУ ІЕС 60839-5-1-2003, ДСТУ ІЕС
60839-5-2, ГОСТ МЕК 60839-5-4, ГОСТ CLS- TS 50136-4, ДСТУ pr ЕN
50136-1.
Підсистема архівації тривожних сповіщень повинна при надходженні
оповіщення про пожежу забезпечувати його архівацію з подальшим записом
в журнал (протокол) подій з можливістю відновлення.
Підсистема документування дій оператора АРМ СЦПС повинна
проводити документування (зберігання в архіві) послідовності дій оператора
АРМ по обробці тривожного сповіщення з можливістю відтворення подій за
певний проміжок часу і в режимі реального часу. Підсистема
адміністрування СЦПС повинна забезпечувати можливість конфігурації
системи в цілому і всіх її підсистем для їх безумовної роботи. Контроль
доступу до підсистеми конфігурування має забезпечуватися згідно з
існуючим регламентом доступу МНС. Конфігурація всіх підсистем, за умови
достатності може здійснюватися з одного АРМ. При цьому повинно
здійснюватися документування дій користувача (з його ідентифікацією і час
втручання), що конфигурирує систему.
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Зв’язок між серверним обладнанням (за участю телекомунікаційного
обладнання) ЄБД СЦПС, серверним обладнанням ЄБД СЦПС і АРМ СЦПС,
серверним обладнанням ЄБД СЦПС і СЗДР і Системою 112 має
здійснюватися із внутрівідомчим ІР-каналом МНС (основним і резервним)
згідно з чинними регламентами передачі даних МНС.
Для передачі тривожних повідомлень можуть бути використані будь-які
канали зв’язку за умови їх відповідності вимогам ДСТУ 50136-1.
Система централізованого пожежного спостереження повинна
функціонувати у таких режимах:
1. В автоматичному режимі в частині обміну даних (в тому числі обмін
квитками підтвердженням каналу зв’язку) і доставкою тривожного
сповіщення на СЗДР і Системою 112.
2. В автоматизованому режимі в частині обробки тривожних,
повідомлень, потребуватиме додаткових відомостей за подією.
3. Система повинна забезпечувати безумовну працездатність у разі
некваліфікованого втручання.
4. Система повинна забезпечувати роботу в режимі навчання персоналу
СЦПС.
Технологічні і технічні умови реалізації режимів функціонування
обґрунтовуються розробником і узгоджуються з замовником системи на етапі
робочого проекту.
Діагностування системи повинно проводитися на трьох рівнях.
1. Централізоване (комплексне) діагностування системи в цілому (що
стосується працездатності системи в розрізі функціонування підсистеми
резервування функцій СЦПС і регіонального розподілу Єдиної Бази Даних
СЦПС).
2. Діагностування системи в розрізі працездатності Регіонального
сегмента ЄБД (автономне).
3. Діагностування системи в частині тестування передачі сповіщень по
пожежі.
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Діагностування повинно влаштовуватися за наступними критеріями.
1. Повна готовність виконання покладених функцій.
2. Обмежена здатність виконання покладених функцій.
3. Збій системи.
Для здійснення безперебійної роботи СЦПС, на об’єктах автоматизації
необхідно забезпечити:
– цілодобове чергування операторів АРМ;
– особа, яка відповідає за налагодження і супровід СЦПС, введення
карток об’єктів працює згідно режиму роботи об'єкта автоматизації;
– режими роботи персоналу повинні відповідати законодавству
України.
Система централізованого пожежного спостереження повинна
забезпечувати:
– цілодобове безперебійне і гарантоване отримання та отримання
сповіщень про пожежу від пожежної автоматики об'єктів спостереження;
– у разі отримання сповіщення про пожежу слід забезпечити передачу
певної інформації в СЗДР і Системи 112 для гарантованої висилки пожежних
підрозділів (і інших відомчих груп реагування) до місця пожежі;
– отримання посадовими особами довідок і звітів.
Показники надійності СЦПС повинні відповідати вимогам ДСТУ
50136-1 і становити не менше 99.8%. Показники доступності СЦПС повинні
бути не нижче значення, зазначені в ГОСТ 50136-1.
Вимоги до надійності технічних засобів і програмного забезпечення
визначаються їх розробниками і повинні становити не менше 10 років.
Система централізованого пожежного спостереження працює в режимі
постійної готовності до застосування, без перерв на профілактичні заходи.
Часткове відключення системи можливо тільки за умови активації гарячого /
холодного резерву та проведення реплікації баз даних.
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У разі виникнення критичного збою основної системи, має
забезпечуватися перемикання в автоматичному режимі на резервну систему.
Кількість резерву визначається окремо і вказується в технічному проекті.
Порядок експлуатації, ремонту, технічного обслуговування СЦПС
повинен відповідати вимогам Законодавства України, керівних документів
СЦПС по експлуатації засобів автоматизації і зв’язку.
Експлуатація СЦПС повинна здійснюватися фахівцями спеціально
введених штатних структурних підрозділів об’єктів автоматизації.
У разі зникнення електричного струму на об’єктах СЦПС повинна бути
забезпечено відновлення електроживлення з додаткових джерел без впливу
на працездатність СЦПС, тобто автоматичне перемикання на альтернативні
джерела електроживлення без втрат інформації в системі.
Якщо відновити електроживлення з технічних причин неможливо,
СЦПС повинна автоматично зберегти всі дані та коректно завершити роботу
без втрати даних.
Для зберігання інформації СЦПС використовує сервери Баз Даних, що
забезпечують:
– виконання файлових операцій у вигляді окремих транзакцій з
веденням журналу транзакцій з можливістю відкату або завершення в будь-
який момент;
– можливість використання відмовостійкості масиву жорстких дисків
(RАID);
– можливість резервного копіювання даних (на магнітну стрічку і / або
інші носії);
– можливість підключення інтелектуальних, програмно-керованих ДБЖ,
що дозволяють автоматично безаварійно зупиняти сервер у випадках збоїв в
мережі електропостачання.
Контроль вхідних даних, що надходять в СЦПС відбувається в момент
їх введення в систему.
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Відновлення даних ЄБД СЦПС і регіонального сегмента ЄБД
відбувається з систем, що забезпечують гаряче / холодне резервування
функцій і / або:
– відновлення ЄБД СЦПС відбувається по всіх регіональних сегментів
ЄБД;
– відновлення регіонального сегмента ЄБД відбувається з ЄБД СЦПС з
урахуванням принципу регіональної відповідності даних.
Живучість і стійкість до зовнішніх впливів повинна забезпечуватися за
рахунок наявності гарячих / холодних резервів компонентів системи,
резервування даних регіональних сегментів ЄБД в ЄБД СЦПС, і навпаки –
всі регіональні сегменти ЄБД разом з даними обсягу ЄБД СЦПС. Також,
періодично має здійснюватися резервне копіювання даних на зовнішні носії.
Система централізованого пожежного спостереження повинна включати
в свій склад тільки ті програмні або апаратні елементи, за якими немає
обмежень використання в межах України.
Система централізованого пожежного спостереження повинна
забезпечувати можливість роботи в режимі підготовки (навчання) персоналу
до практичної роботи. Цей режим призначений для якісної підготовки
операторів АРМ для виконання своїх посадових інструкцій в складі чергових
змін.
Д.7.4 Огляд існуючих інформаційних систем пожежної безпеки
До складу комплексу (рис. Д.7.4.1) входить пультове програмне
забезпечення (ПЗ) «Система передачі тривожних повідомлень «СОС 112» і
об'єктове обладнання-комунікатор С112У. Під час розробки комплексу
враховувалися рекомендації та напрацювання шведської служби порятунку
SOS Alarm (номер «112»), яка визнана найкращою в Євросоюзі, досвід
використання пультів інших виробників, розвиток сучасних вимог пожежної і
техногенної безпеки, а також необхідність диспетчеризації віддаленого
технологічного обладнання (наприклад, житлово-комунального господарства).
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СОС112 ідеально інтегрується з системою CoordCom виробництва Ericsson і
іншими європейськими системами служби порятунку «112».
Це програмне забезпечення призначене для виконання функцій
спостереження за системами пожежної, охоронної та техногенної
автоматики. Система дозволяє не тільки здійснювати передачу сповіщень на
пульт спостереження від апаратної частини комплексу – об'єктових
комунікаторів С112У, а й підтримувати з ним постійний зв'язок, що робить
можливим цілодобовий online-моніторинг об'єкту. Повідомлення
передаються по GSM-каналах зв'язку, за допомогою технології передачі
даних GPRS [2].
Рис. Д.7.4.1 «Система передачі тривожних повідомлень «СОС 112»
Система розроблена з можливістю резервувати канали зв'язку. Кожен
комунікатор має дві незалежні SIM-карти, а пульт спостереження – два
незалежних інтернет-канали, через які здійснюється прийом повідомлень.
Програмне забезпечення пульта дозволяє заповнювати, змінювати базу
даних об'єктів і апаратури; переглядати журнали, звіти та статистику, проте
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основною його функцією є цілодобове спостереження за станом об'єктів, що
захищаються.
У разі прийому тривожного сповіщення на моніторі оператора
включається звукова і світлова індикація, на екран виводиться інформація
про об'єкт – назва, адреса, карта, тип прийнятого повідомлення та ін.
Оператор може переглянути графічний план із зазначенням точного місця
розташування сповіщувача, отримати повну картину і відстежувати порядок
розвитку подій на об'єкті, можливість доступу до списку відповідальних осіб
об'єкта і право на автоматичні дзвінки або відправлення SMS цим особам.
Програма також може автоматично, без втручання оператора,
виконувати деякі дії, наприклад, відправлення клієнту SMS або повідомлень
по е-mail та інформування центральної диспетчерської служби міста в
протоколі SOS Access V3 з можливістю інтеграції в систему CoordCom або в
будь-якому іншому заданому протоколі передачі даних. Також у функції
програми входить контроль дотримання графіків технічного обслуговування
систем автоматики, встановлених на об'єктах, і термінів дії ліцензій та
договорів організацій, які обслуговують об'єкти.
Ергономіка інтерфейсів відповідає прийнятим стандартам ситуативних
і антикризових центрів в європейських службах порятунку і диспетчеризації.
Ідеологія і концепція побудови комплексу базуються на рекомендаціях
шведських фахівців з використанням програмно-апаратних напрацювань, які
застосовуються при створенні європейських служб порятунку. Подібні
принципи використовуються в усіх системах служб порятунку і приватних
європейських компаніях, що займаються наданням послуг безпеки.
Головними особливостями комплексу є:
– можливість інтеграції з системами європейських служб порятунку
«112»;
– можливість взаємодії з системою CoordCom;
– мобільність комплексу: об'єктовий комунікатор і пульт можна
розмістити навіть на автомобілі. Вони можуть використовуватися як
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пультових організаціями та оперативними групами реагування різного
призначення, так і обслуговуючими організаціями;
– універсальність об'єктового комунікатора, тобто можливість його
роботи з будь-яким об'єктовим ПКП для передачі як простих повідомлень
(тривога, несправність), так і повного протоколу подій з об'єкта, що
захищається. Комунікатор може також працювати з GPS-модулями і
використовуватися для спостереження в ситуаційному центрі за
переміщенням на електронній карті мобільних груп;
– можливість передачі тривожних повідомлень, як першого, так і
другого типів, згідно з новими вимогами ДСТУ EN 54, ч. 21;
– можливість програмування декількох рівнів прийому на Z-входах
комунікатора;
– наявність у комунікатора власного акумулятора (третє джерело
живлення), який дозволить передати сигнал про повну відсутність основного
і резервного живлення;
– можливість графічного відображення на пульті розвитку подій на
об’єкті;
– автоматичний контроль термінів договірних і ліцензійних зобов'язань
організацій, які обслуговують об’єкт;
– контроль повноти проведення техобслуговування працівниками
відповідних організацій.
Треба відзначити, що розроблений комплекс вийшов сучасним,
перспективним, надійним, легко адаптованим до будь-яких відкритих
європейськиї протоколів передачі даних і об’єктовим пристроям (при
наявності протоколу обміну даних), а також ергономічним, простим і
зручним в експлуатації. Крім того, до нього можна підключити необмежену
кількість користувачів (АРМ) і спостережуваних об’єктів. Комплекс може
бути і стаціонарним, і мобільним, адаптуватися до виконання інших
моніторингових завдань, таких як відеоспостереження, диспетчеризація,
охорона пересувних об’єктів.
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Даний комплекс ефективно використовується для створення пультів
пожежного, охоронного та техногенного спостереження, пультів
централізованого спостереження за технологічним обладнанням (промислові
системи, ЖКГ), для моніторингу рухомих об’єктів, а також для комплексного
збору сигналів і спостереження за системами диспетчеризації об'єктів.
Найбільш ефективно він проявив себе при створенні корпоративних
ситуаційних центрів зі збору та передачі автоматичних сигналів і параметрів
з регіональних підрозділів.
З усіх існуючих на ринку пропозицій тільки «СОС 112» надає можливість
повної інтеграції прийому на один ситуаційний центр всіх автоматичних
сигналів тривоги, лиха і диспетчеризації і відповідає європейським нормам,
що робить його не тільки надійним і ефективним, але і перспективним.
Д.7.5. Розробка структури інформаційної системи пожежної безпеки
Д.7.5.1 Основні принципи розвитку і побудови
Система централізованого пожежного та техногенного спостереження
(СЦПТС) відноситься до класу інформаційно-телекомунікаційних систем і
повинна складатися з територіально-розподілених регіональних підсистем і
пультів спостереження, розташованих у суб’єктів господарювання до яких
підключаються системи ПА і АСРВО, з’єднаними між собою каналами
зв'язку, які повинні забезпечувати гарантовану доставку тривожних
повідомлень за регламентований час.
Під час функціонування підсистем в умовах виникнення масштабних
надзвичайних ситуацій техногенного, природного та воєнного характеру,
коли існує значна ймовірність дезінтеграції і відмов каналів зв’язку,
відключень мереж електроживлення, необхідне забезпечення максимально-
можливої локальної автономії.
Для забезпечення функціональної та економічної ефективності СЦПТС
необхідно передбачити [1, 5, 6, 7]:
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– структурний розподіл інформації і програмно-технічних засобів її
обробки з урахуванням принципу розподіленої відповідальності, необхідним
для забезпечення ефективної взаємодії підсистем на різних стадіях обробки
інформації про стан спостережуваних об’єктів;
– раціональне зменшення (мінімізацію) інформаційних потоків між
підсистемами.
Принцип системності – у даному випадку є основоположним при
створенні даної системи, він дозволяє розглядати СЦПТС як єдине ціле;
виявляти на цій основі різні типи зв’язків між структурними елементами, які
забезпечують цілісність системи. Системний підхід передбачає проведення
двоаспектного аналізу, так званих «макро-і микропідходів».
При проведенні мікроаналізу система або її елемент розглядається як
частина системи вищого порядку. Основна увага приділяється
інформаційним зв’язкам, тобто, встановлюється їх кількість
(відокремлюються і аналізуються ті зв’язки, які зумовлені метою вивчення
системи), а далі відбираються перспективні, реалізують задану цільову
функцію. При мікроаналізі вивчається структура, аналізуються її складові
елементи за функціональними характеристиками, які проявляються через
зв'язки з іншими елементами та зовнішнім середовищем.
Для СЦПТС характерна багаторівнева ієрархія з вертикально
субпідрядними елементами (підсистемами). Так, ієрархічна структура в
СЦПТС створює відносну самостійність дій над окремими елементами для
кожного рівня системи і можливість різних поєднань (комбінацій) локальних
критеріїв оптимальності функціонування системи в цілому, забезпечує
відносну гнучкість системи, і можливості її пристосування постійно
змінюються, підвищує надійність, за рахунок можливості введення
елементарної надмірності, реалізації напрямків потоків інформації.
Практичне значення системного підходу і моделювання полягає в тому,
що вони дозволяють в доступній для аналізу формі не тільки відібрати все
необхідне, а й використати ЕОМ для дослідження поведінки системи в
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конкретних, заданих експериментатором умовах. Тому в основу створення
СЦПТС в сучасних умовах покладено метод моделювання на базі системного
підходу, що дозволяє знаходити оптимальний варіант структури системи і,
таким чином, забезпечувати її ефективне функціонування.
Принцип розвитку полягає в тому, що СЦПТС створюється з
урахуванням можливості постійного поповнення та оновлення функцій
системи і видів її забезпечення. Передбачається, що дана система має
нарощувати свої обчислювальні можливості, оснащуватися новими
технічними і програмними засобами, бути здатною постійно розширювати і
оновлювати коло завдань і інформаційний фонд, створюваний у вигляді баз
даних.
Принцип сумісності полягає в забезпеченні здатності взаємодії СЦПТН
з іншими системами в процесі їх спільного функціонування. Реалізація цього
принципу дозволить підвищити ефективність управління силами і засобами,
що залучаються до реагування на подію.
Принцип стандартизації та уніфікації полягає в необхідності
застосування типових і стандартизованих елементів функціонування
системи. Реалізація цього принципу дозволяє скоротити часові, трудові та
вартісні витрати на створення СЦПТС до максимально можливого
використання набутого досвіду в формуванні проектних рішень.
П.7.5.2 Функціональна структура інформаційної системи
пожежної безпеки
Система передавання тривожних сповіщень (СПТС) «СОС 112»
складається з наступних програмних модулів:
– модуль узгодження з апаратними засобами (ПМАЗ);
– серверний модуль (ПМСМ);
– модуль оператора та адміністратора (ПМОА);
– база даних (БД);
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Типова конфігурація системи з використанням основного і резервного
сервера показана на рис. Д.7.5.1.
Модуль ПМАЗ відповідає за взаємодію з пультовими і об’єктовими
комунікаторами. У його функції входить прийом повідомлень від об’єктових
комунікаторів і передача їх в серверний модуль, а також передача команд від
серверного модуля до об’єкта комунікатора. Для прийому сповіщень модуль
відкриває порт TCP / IP, на який приходять повідомлення від комунікаторів
через інтернет. Відповідно, сервер, на якому працює цей модуль, повинен
мати статичний IP-адресу [3].
Рис. Д.7.5.1. Функціональна схема пульта пожежного спостереження
З пультовими комунікаторами модуль з’єднується через СОМ-порти. До
одного модулю ПМАЗ може бути підключено скільки завгодно
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комунікаторів. Їх кількість визначається кількістю підключених об’єктів і
періодом їх опитування.
З серверним модулем ПМАЗ з’єднується по протоколу TCP/IP.
Параметри з’єднання (сервер і порт) прописуються в ini-файлі.
Модуль ПМАЗ не має з’єднання з базою даних.
Серверний модуль (СМ) – це центральне ядро системи. Воно
координує роботу всіх модулів. У функції серверного модуля входить:
 прийом повідомлень від модулів ПМАЗ і збереження їх в БД. Для
кожного прийнятого оповіщення СМ визначає категорію оповіщення і, якщо
потрібно, створює спрацьовування;
 відстеження змін в спрацьовуванні (це може бути виконання дії або
прийом нового оповіщення) та розсилки зміненого спрацьовування всім
операторам;
 виконання автоматичних дій в спрацюваннях;
 відстеження зв’язку з кожним оператором. У разі зникнення зв’язку
всі спрацьовування, які були в роботі у цього оператора, перенаправляються
всім іншим;
 автоматична перевірка зв’язку з об’єктовими комунікаторами.
Період опитування задається в картці кожного комунікатора;
 автоматична передача повідомлень на резервний сервер.
В системі може бути тільки один робочий серверний модуль. Резервний
модуль працює в режимі очікування і не здійснює ніяких операцій [6].
Оскільки серверний модуль не має графічного інтерфейсу, основні
настройки здійснюються за допомогою ini-файлу, доступ до якого повинні
мати тільки адміністратори системи. Всі інші параметри зчитуються з бази
даних.
Модуль оператора – це графічний інтерфейс користувача, який
дозволяє:
– працювати з тривогами і несправностями від об’єктів;
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– заповнювати і редагувати бази даних об’єктів і апаратури;
– заповнювати і редагувати довідники;
– переглядати різні журнали;
– переглядати статистику;
– виконувати сервісні операції з об’єктовою апаратурою;
– контролювати проведення ремонтних і регламентних робіт на
апаратурі об’єкта;
– налаштовувати права доступу до системи.
Після запуску модуля оператора з’являється вікно для введення імені
користувача і його пароля. Список користувачів зберігається в базі даних.
Після введення імені та пароля модуль оператора передає цю інформацію
серверному модулю. Серверний модуль перевіряє, чи дозволений доступ, і
які права має користувач. Якщо доступ дозволений, відкривається основне
вікно програми.
Д.7.5.3 Розробка функціональної схеми інформаційної системи
пожежної безпеки
Загальну схему системи централізованого пожежного та техногенного
спостереження (ЦПТС) наведено на рис. Д.7.4.
Система ЦПТС «СОС 112» складається з наступних модулів
(рис. Д.7.5.2):
• серверний модуль;
• модуль оператора, статистики та адміністратора;
• WEB-сторінка реєстрації пультів пожежного спостереження;
•база даних.
Серверний модуль повинен складатися з наступних підсистем:
– моніторинг системи;
– генерація і обробка тривог;
– менеджер по роботі з БД;
– контроль сесій;
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– контроль доступу;
– система налаштувань;
– черга повідомлень;
– прийом, перетворення, передача повідомлень.
Підсистема прийому, перетворення і передачі повідомлень:
– приймає вхідні оповіщення від пультів пожежного спостереження з
міжнародного протоколу SOS Access V3.
– перетворює вхідні оповіщення у внутрішній формат і записує в
буфер;
– відсилає відповідь пульта, від якого надійшло повідомлення, якщо
такий пульт зареєстрований в системі.
Рис. Д.7.5.2. Функціональна схема ЦПТС
Підсистема генерації і обробки тривоги виконує наступні функції:
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– читає наявні оповіщення з буфера (черги повідомлень);
– щойно прийняте оповіщення записує в БД для його захисту;
– за кодом оповіщення визначає тип тривоги;
– видає інформацію на підсистему контролю сесій;
– обробляє оповіщення згідно дій оператора.
Підсистема контролю сесій:
– встановлює з’єднання з операторами на запит;
– відповідно до прав, які читаються з модуля контролю доступу,
повинен за вимогою надати необхідну інформацію;
– виконує контроль роботи операторів;
– відсилає необхідні оповіщення на певних операторів.
Д.7.5.4 Визначення комплексу технічних і програмних засобів
Для роботи серверної частини системи потрібна операційна система
Windows 2000 / XP / 2003 / Vista / 7 з об’ємом операційної пам’яті не менше
512 Мб. Для повної установки потрібно близько 50 Мб на жорсткому диску.
Але, з огляду на те, що база даних може заповняться дуже швидко, потрібно
тримати вільним не менш 500 Мб.
Не залежно від того, яка кількість об’єктів, що охороняються
підключена до пульта спостереження, потрібно тримати великий обсяг
вільного дискового простору. У разі виникнення неполадок в роботі
апаратури, що забезпечує канали зв’язку, неполадок в роботі об’єктових
комунікаторів, або збоїв у програмі, може виникнути безперервний потік
повідомлень, що потребують велику кількість дискового простору для
зберігання.
Д.7.6 Математичні моделі розповсюдження пожежі
Д.7.6.1 Постановка завдання прогнозування поширення пожежі
Будівельні конструкції класифікують за вогнестійкістю та здатністю
поширювати вогонь. Показником вогнестійкості Po є межа, яка визначається
часом до настання одного з граничних станів:
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– втрати несучої здатності;
– втрати цілісності;
– втрати теплоізолюючої здатності..
Показником здатності будівельної конструкції поширювати вогонь Ps є
межа поширення вогню, і за цим показником їх ділять на три класи:
– межа поширення вогню дорівнює нулю:
– межа поширення вогню M  25 см для горизонтальних конструкцій і
M  40 см − для вертикальних;
– межа поширення вогню M > 25 cм для горизонтальних конструкцій і
M > 40 cм – для вертикальних.
Таким чином, для особливо небезпечних об’єктів відомі показники
вогнестійкості і можливість поширення вогню для окремих будівельних
конструкцій. Іншими факторами, що впливають на динаміку пожежі, є
середня швидкість поширення горіння V0 на різних об’єктах (в основному –
приміщеннях певного типу) і швидкість вигоряння деяких твердих
матеріалів Vv.
Існуючі методи визначення часу досягнення вогнем певної точки
базуються на досвіді, інтуїції керівника гасінням пожежі та полягають в
підсумовуванні часів його поширення по різних приміщеннях і через
перешкоди. Точність такого розрахунку є досить низькою через
невизначеність значень багатьох факторів, їх неповноти і невідомості для
особи, що приймає рішення [4].
Здійснимо формалізовану постановку задачі. Нехай t0 − час загоряння,
M(x0, y0) − точка виникнення пожежі. Необхідно визначити tk − час досягнення
пожежею точки K(xk, yk). Вважаємо, що для особливо небезпечних об'єктів
відома структура приміщень, розташування предметів, що підсилюють або
уповільнюють поширення вогню, а також наявність і розташування технічних
отворів. Зауважимо, що кожна точка об'єкту має координатну прив'язку на
площині. Точка з нульовими координатами знаходиться в нижньому лівому
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кутку. Кожне приміщення, коридори мають просторові обмеження,
зафіксовані в базі даних.
Не обмежуючи спільність, припустимо, що кількість приміщень рівне
N, форма поширення пожежі в коридорах є прямокутною, в інших
приміщеннях має вигляд кругового сектора.
Вихідна інформація включає в себе:
– середню швидкість поширення вогню 0 , 1,
iV i N в кожному з N
приміщень;
– наявність, координати і швидкість вигоряння, , 0,ij iV j k j -го типу
обладнання в N-м приміщенні.
Д.7.6.2 Огляд методів моделювання процесу розповсюдження
пожежі в просторі і часі
Зонна модель [5] використовується для передбачення розвитку пожежі в
частково замкнутих просторах (в розрахунках можуть враховуватися вікна,
дверні проходи, вентиляція), таких як одна або кілька кімнат. Дана модель
першою отримала широке поширення, будучи найменш складною. У даній
моделі приміщення ділиться на однорідні зони (області), і в кожній з цих
областей вирішуються рівняння, що виражають закони збереження. Типове
розбиття складається з двох областей – верхньої і нижньої. У верхній зоні
зосереджені гарячі гази (продукти горіння), а в нижній зоні знаходиться
холодне повітря, яке ще не вступило в реакцію. Полум'я в даному випадку
переносить ентальпію з нижньої зони в верхню. Цей підхід має свої недоліки і
переваги. Так, припущення про поділ простору на зазначені зони справедливо
лише частково, так як постійно відбувається перемішування повітряних мас, а
швидкість перемішування залежить від конкретних параметрів приміщення,
таких як форма (особливо стелі), особливостей вентиляції приміщення і т. п.
Але в багатьох випадках, коли не потрібно знати розподіл параметрів в межах
області, це припущення дозволяє передбачити розвиток пожежі з необхідною
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точністю. Ця модель також є обчислювально не надто складною, що
розширює сферу її застосування. До серйозних недоліків зонної моделі слід
віднести і те, що прийняті спрощення перешкоджають подальшому якісному
розвитку цієї моделі.
У зонній моделі використовуються наступні основні рівняння:
.i
i
dm m
dt
 (Д.7.6.1)
.p d i i
i
dT dPc m A Z Q h m
dt dt
   (Д.7.6.2)
,p RT (Д.7.6.3)
де im – приток маси з i-й області; Q – загальний приплив енергії в область,
обумовлений випромінюванням, конвекцією і теплопровідністю; ih – питома
ентальпія i-ї зони; i i
i
h m – сумарний приплив ентальпії з усіх областей в
дану.
Інтегральна модель. Будівля розглядається як сукупність приміщень,
з'єднаних один з одним прорізами (дверима). Приміщення також можуть
мати отвори (вікна) назовні. Прорізи забезпечують перетікання гарячого
задимленого повітря з приміщення з джерелом вогню в інші приміщення, а
також з будівлі в атмосферу.
Основні рівняння інтегральної моделі наведені нижче.
Для витрати повітря через отвори прийнята виведена із закону Бернуллі
спрощена формула
(2 ),G F P  (Д.7.6.4)
де G – витрата повітря через отвір, кг/с; F – площа перетину повітряного
потоку, м2;  – щільність повітря в потоці, кг/м3; P – середній перепад
тисків між приміщеннями, Па.
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Напрямок потоку повітря визначається співвідношенням тисків. Повітря
рухається через отвір з приміщення з великим тиском в приміщення з
меншим тиском. У деяких випадках в отворі є два зустрічних потоки повітря.
У верхній частині прорізу гаряче задимлене повітря випливає з приміщення з
джерелом пожежі. У нижній частині отвору в приміщення втікає
компенсуючий потік холодного повітря. Кордон між вихідним і вхідним
потоками лежить на так званій площині рівних тисків.
Для кожного приміщення використовується диференціальне рівняння
балансу маси повітря
,i
i
dm G
dt
  (Д.7.6.5)
де m – маса повітря в приміщенні, кг;  – швидкість вигоряння пожежного
навантаження, кг/с; i
i
G – сума витрат повітря через отвори з урахуванням
їх знака, кг/с.
Рівняння балансу енергії має вигляд
г к ,p i i
i
dU Q Q c TG
dt
   (Д.7.6.6)
де U – внутрішня енергія повітря в приміщенні, Дж; гQ – швидкість
виділення тепла при горінні, Джг/с; кQ – швидкість поглинання тепла
конструкціями, Дж/с; p i i
i
c TG – сума потоків тепла, що переноситься
повітрям через отвори, з урахуванням їх знака.
У зонної моделі використовуються аналогічні рівняння, але для кожної
зони в кожному приміщенні.
Польовая модель. Розвиток методів обчислювальної гідродинаміки і
збільшення потужності комп’ютерів дало поштовх до розвитку нового класу
моделей пожежі – польових моделей, заснованих на рівняннях Нав’є–Стокса.
Ця модель, також як і зонна, використовується для передбачення розвитку
пожежі в приміщеннях. У польовий моделі також використовується розбиття
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простору на області і рішення рівнянь, що виражають закони збереження.
Але тут число областей значно більше (1000–1000000). Це дозволяє
підвищити точність передбачення в більш складних приміщеннях
(рис. Д.7.6.1). Основою польової моделі є рівняння, що виражають закони
збереження маси, імпульсу, енергії і мас компонентів в аналізованому
малому контрольному обсязі.
Рис. Д.7.6.1. 3D-графічне представлення результатів розрахунку за моделями полів
з використанням SOFIE
Рівняння збереження маси:
  0.j
j
u
t x
     (Д.7.6.7)
Рівняння збереження імпульсу:
    .ijj j i i
j i j
u u u g
t x x x
             (Д.7.6.8)
Для ньютонівських рідин, що підкоряються закону Стокса, тензор
в'язких напруг визначається формулою:
2 .
3
ji k
ij ij
j i k
uu u
x x x
            
(Д.7.6.9)
Рівняння енергії
 ( ) ,Rjj
j j p j j
qhh u h
t x t x c x x
                  
(Д.7.6.10)
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де
0
0
T
p k kT
k
h h c dT Y H   – статична ентальпія суміші; kH – теплота
перетворення k -го компонента; Rjq – радіаційний потік енергії в напрямку jx .
Рівняння збереження хімічного компонента k :
 ( ) .kk j k k
j j j
YY u Y D S
t x x x
              
(Д.7.6.11)
Для замикання системи рівнянь (Д.7.6.7) – (Д.7.6.11) використовується
рівняння стану хімічного компонента ідеального газу. Для суміші газів воно
має вигляд:
0 ,k
k k
Yp R T
M
  
де 0R – універсальна газова константа; kM – молярна маса k -го компоненту.
Еволюційне моделювання використовується переважно для оптимізації
дискретнозначних функцій. Еволюційні методи мають відмінності, але
спільним є наявність цільової функції або функції пристосованості. Існують
два підходи до подання потенційних рішень. У першому випадку такі
рішення становлять як генотипи, тобто відповідні бінарні хромосоми,
оскільки відомо, що таке уявлення має максимальну інформаційну
насиченість. Другий підхід базується на фенотипному поданні, при якому
рішення мають десятковий вигляд. Для нього характерно отримання нових
рішень з використанням нормально розподілених зсувів і без рекомбінації. У
нейромережевих моделей і еволюційних методів є як переваги, так і
недоліки. На користь еволюційного моделювання свідчить відсутність вимог
до цільових функцій і передбачена всередині алгоритмів операція мутації, що
дозволяє мінімізувати ризик отримання локальних оптимумів. Перевагою
нейромережевих технологій є визначається алгоритмами монотонного
прагнення цільової функції до задовільного значення. Ефективність
використання тієї чи іншої технології залежить від кількості ділянок
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проходження пожежі, кількості експертів та процедури використання
навчальної та контрольної послідовностей [1].
Д.7.6.3 Програмні засоби моделювання процесу розповсюдження
пожежі в просторі і часі
Забезпечення пожежної безпеки людей вимагає, за рідкісними
винятками, організації їх безпечної евакуації. Критерії безпечної евакуації
людей – своєчасність і безперешкодність – зараз перевіряються на основі
розрахунків за допомогою тих чи інших моделей людського потоку (або
ширше – моделей евакуації, реалізованих в виконавчих алгоритмах для ЕОМ.
На сьогоднішній день, в світі налічується кілька десятків моделей, які
використовують різні способи представлення внутрішнього середовища
будинку (точна або груба мережа), моделювання руху людей (індивідуальне,
групове / потокове), по-різному враховують психологічні аспекти поведінки
людей (дії при отриманні сигналу про пожежу, вибір маршруту, вплив
небезпечних факторів пожежі).
Сітіс Еватек. Даний програмний комплекс може бути використаний
для різних типів будівель. Реалізовано алгоритм згідно ГОСТ 12.1.004-91.
Тип моделі: часткова модель поведінки / модель руху. За
замовчуванням моделюється тільки рух. Користувач може задати кілька
різних профілів, ролей агентам і сценарії їхньої поведінки:
• розрахунок часу евакуації людей з урахуванням особливостей
індивідуального руху людей в потоці на основі російських стандартів
швидкості людини від щільності людей в прямокутній області навколо людини;
• введення вихідних даних для розрахунку за допомогою вбудованого
графічного редактора, можливість імпорту геометрії з DXF файлів;
• відображення карти щільності, пройдених і поточних шляхів всіх
агентів;
• можливість відтворення і запису результатів розрахунку;
• 2D / 3D режими візуалізації руху;
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• формування звіту, включаючи вихідні дані, результати моделювання,
графіки максимальної і середньої щільності в моменти часу, відсоток
використовуваних виходів;
• експорт оформленого звіту в формат DOC-файлу.
СітісФлоутек. Даний програмний комплекс може бути використаний
для різних типів будівель. Реалізовано алгоритм згідно ГОСТ 12.1.004-91.
Тип моделі: модель руху.
Основні характеристики системи:
• введення вихідних даних для розрахунку за допомогою вбудованого
графічного редактора на основі сканованих планів будівлі.
• підтримка параметризації.
• робота з єдиним файлом проекту в складі комплексу програм СІТІС
для розрахунку пожежного ризику.
• можливість створення декількох сценаріїв евакуації.
• відображення карти розрахункових ділянок та шляхи евакуації.
• 2D / 3D анімація руху людських потоків з можливістю покрокового
перегляду.
• перегляд основних параметрів для кожної розрахункової області.
• формування звіту, включаючи вихідні дані, таблиці розрахунку часу
евакуації з кожного приміщення, таблиці часу виходу з поверхів, таблиці
ділянок із затримкою руху, зведену таблицю часу евакуації для всіх
сценаріїв, карти ділянок розрахунку, зображення шляхів евакуації.
Еvacnet 4. Даний програмний продукт може бути використаний для
різних типів будівель, таких як офіси, стадіони, висотні будівлі, готелі,
ресторани і школи.
Основним завданням моделі є оптимізація евакуації з будівлі. Це
означає, що зводиться до мінімуму час евакуації з будівлі.
Тип моделі: модель руху.
Структура моделі: мережева модель.
Поведінка агентів: немає.
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BuildingExodus. Метою цієї системи є моделювання евакуації великої
кількості людей з різних типів будівель. У BuildingEXODUS зроблена спроба
розглянути «Люди-люди, люди-пожежа і взаємодія людей». Модель
складається з шести підмоделей, деякі з них взаємодіють один з одним для
передачі інформації про процес евакуації моделювання, даних про агентів,
рух, поведінку, токсичність, небезпеку і геометрію.
Simulex. Евакуаційна модель з можливістю моделювання великого
числа людей з будівель зі складною геометричною архітектурою.
Тип моделі: частково поведінкова модель. Спирається на відстань між
агентами, від чого залежить їх швидкість. Крім того, модель дозволяє
здійснювати обгін, повороти, рух боком і рух назад.
Структура моделі: «регулярна сітка». План поверху і сітки розділені на
комірки розмірами 0,2 × 0,2 м. Модель містить алгоритм, який розраховує
відстань від кожного блоку до кожного виходу. А отримані дані
відображаються на карті.
Поведінка агентів: прихована поведінка. Рух агентів: флуктуація в
швидкості руху, кроки в бік і деформація тіла, обгін, тощо, заснований на
результатах багатьох відеоспостережень і на аналізі окремих рухів, і
додаткові результати ряду наукових дослідників.
«CІГМА ПБ»
Комп'ютерний програмний комплекс «CІГМА ПБ» призначений для
виконання розрахунків поширення небезпечних факторів пожежі та евакуації
з багатоповерхових будинків, споруд і будівель різних класів функціональної
пожежної небезпеки (є складовою частиною програмного комплексу
«Єнісей» з оцінки та розрахунку пожежного ризику в будівлях різного
призначення, розповсюджуваного нашим партнером НДІ ППБ).
Програмний комплекс містіть наступні компоненти:
 будівник тривимірного каркаса будівлі, розрахункової сітки і
геометрії об'єкта;
 конструктор сценаріїв евакуації;
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 модуль, який реалізує розрахунок розвитку пожежі (обчислювальне
ядро SigmaFire);
 модуль, який реалізує розрахунок евакуації людей (обчислювальне
ядро SigmaEva);
 модуль 3D-візуалізації, тимчасового і просторового аналізу
евакуації і поширення пожежі.
Для виконання розрахунків поширення небезпечних факторів пожежі
(НФП) і евакуації використовуються обчислювальні ядра вітчизняних
програм SigmaFire © і SigmaEva © відповідно, в яких реалізовані польова
модель пожежі і модель евакуації індивідуально-потокового типу.
Програма «CІГМА ПБ» має наступні переваги перед російськими і
закордонними аналогами:
• єдине програмне середовище з єдиним полем інформаційних ресурсів
і форматом даних для вирішення задач розрахунку руху людей і поширення
НФП;
• власний будівник об'єктів;
• власні розрахункові модулі;
• 3D-візуалізація евакуації і поширення НФП в тривимірному
віртуальному середовищі об'єкта з можливістю змінювати позицію
спостерігача.
Вбудований модуль 3D-візуалізації розрахунків дозволяє в різних
частинах будівлі спостерігати процес евакуації і поширення полів
небезпечних факторів пожежі:
1) тепловий потік;
2) температура навколишнього середовища;
3) концентрація СО (чадний газ);
4) концентрація СО2 (вуглекислий газ);
5) концентрація HCl (хлороводень);
6) концентрація O2 (кисень);
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7) видимість в диму, на висоті 1,7 м від підлоги, а також поле щільності
людського потоку.
За запитом користувача видається статистика за сценарієм:
 час евакуації з поверхів і будівлі в цілому,
 час блокування шляхів евакуації,
 тривалість щільних (> 6 чол / м2) скупчень,
 кількість людей, які зазнали впливу НФП, що перевищують
гранично допустимі значення.
PyroSim
PyroSim є графічний інтерфейс користувача для FDS, який дозволяє
швидко і зручно створювати, редагувати і аналізувати складні моделі
розвитку пожежі.
PyroSim дозволяє виконати моделювання поширення небезпечних
факторів пожежі по польовій моделі, побудувати поля небезпечних факторів
і визначити час блокування шляхів евакуації. Модель відповідає «Методиці
визначення розрахункових величин пожежного ризику в будівлях, спорудах і
будівлях різних класів функціональної пожежної небезпеки» (затвердженої
наказом МНС Росії №382 від 30.09.2009, з урахуванням змін, внесених в
методику наказом МНС Росії №749 від 12.12.2011) , а також «Методикою
визначення розрахункових величин пожежного ризику на промислових
об’єктах» (затвердженої наказом МНС Росії № 404 від 10.07.2009).
PyroSim дозволяє імпортувати з AutoCAD файли в форматах DXF і
DWG. При імпорті 3D-грані перетворюються в перешкоди, а решта всіх
даних (лінії, криві, тощо) – у незалежні CAD-об’єкти.
Крім того, PyroSim дозволяє завантажувати зображення у форматі GIF,
JPG або PNG в якості підкладок, допомагаючи швидко створювати об'єкти на
їх основі.
У PyroSim є інструменти, які допомагають створювати і керувати
кількома сітками. Кілька сіток в моделі дозволяють використовувати
паралельні обчислення для прискорення розрахунків, спрощувати геометрію
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для зменшення кількості осередків сітки в моделі (зменшуючи тим самим час
розрахунку), змінювати дозвіл в різних частинах моделі.
У PyroSim можна створювати і використовувати бібліотеки
властивостей для різних об’єктів (реакції, поверхні, матеріали, тощо). Це
прискорює створення моделі і зменшує ймовірність помилок.
PyroSim дозволяє інтерактивно переглядати і редагувати властивості
об'єктів в моделі. Такий візуальний зворотний зв'язок прискорює створення
моделі і зменшує ймовірність помилок. На слайді видно поверхню, яка
використовує тангенціальну швидкість для моделювання засувки
вентилятора.
У будь-який момент під час створення моделі або розрахунку ви
можете запустити програму SmokeView, розроблену NIST. Ця програма
дозволяє наочно побачити поширення диму, побудувати поля температур,
швидкостей і інших небезпечних факторів. Крім того, PyroSim має
вбудований інструмент для побудови двовимірних графіків залежності
величин від часу.
Pathfinder
Pathfinder – програма для моделювання евакуації в надзвичайних
ситуаціях, включає в себе користувальницький графічний інтерфейс для
створення моделі і модуль для перегляду анімованих тривимірних результатів.
Pathfinder дозволяє виконати розрахунок часу евакуації та часу
існування скупчень по індивідуально-потоковій моделі руху. Модель
відповідає «Методиці визначення розрахункових величин пожежного ризику
в будівлях, спорудах і будівлях різних класів функціональної пожежної
небезпеки» (затвердженої наказом МНС Росії №382 від 30.09.2009, з
урахуванням змін, внесених в методику наказом МНС Росії №749 від
12.12.2011), а також «Методикою визначення розрахункових величин
пожежного ризику на промислових об’єктах» (затвердженої наказом МНС
Росії № 404 від 10.07.2009).
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Д.7.7 Розробка програмного забезпечення для організації
оптимального виходу людей з будівель під час пожежі
Алгоритм рішення
Нехай задані: зв’язний граф кінцево-автоматної моделі А, множини
 , 1,iA a i n  і  , , (1, )},C c j j m  ряд пар , 1, , 1,i jf f i n j m  –
вихідний-кінцевий стан (варіанти шляхів евакуації) і безліч дуг (число
варіантів шляхів) моделі  ,p i jN f f з’эднуючих кожну пару
, 1, , 1, .i jf f i n j m 
Потрібно вибрати єдиний шлях ijkP , де (множина дуг) між кожою
парою i jf f з таким розрахунком, щоб мінімізувати час проходження на
кожній з ділянок шляху
0
,
r
ijk i
i
t t

  де r – кількість задіяних світлодіодних
світильників, відповідних k-му шляху між станами, а it – позначає вагу
відповідної дуги між двома сусідніми станами k-го шляху. Тоді задача буде
являти собою мінімізацію функції
( )
1 1 1
( ) min ,
pN jn m
ijk ijk
i j k
P P t
  
     (Д.7.7.1)
при обмеженнях:
– між кожною парою i jf f обирається строго один шлях:
( )
1
1 ( ),
pN i
ijk p
k
P k N j

   (Д.7.7.2)
– загальна кількість найкоротших шляхів має становити m n :
( )
1 1 1
( ) .
pN jn m
ijk
i j k
P P m n
  
     (Д.7.7.3)
Завдання знаходження найкоротшого шляху полягає у виборі пари
1 2 311 11 11
, ,P P P для станів і пари
122
P або
222
P для з’єднання. Допустимим або
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шуканим буде рішення, яке задовольняє умові (Д.7.7.1) при виконанні
обмежень (Д.7.7.2), (Д.7.7.3).
Д.7.8. Структура програмного забезпечення для організації
оптимального виходу людей з будівель під час пожежі
Панель вводу вихідних даних виглядає так, як показано на рис. Д.7.8.1.
Панель для відображення схеми будівлі зображена на рис. Д.7.8.2.
Рис. Д.7.8.1. Панель введення вихідних даних
Рис. Д.7.8.2. Панель для відображення схеми будівлі
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Д.7.9 Контрольний приклад роботи програмного забезпечення для
організації оптимального виходу людей з будівель під час пожежі
Нехай в магазині №7 сталася пожежа. Кількість людей в магазині було
700 чоловік, в торговому залі (ТЗ) – 500 осіб.
В першу чергу здійснюється виведення людей, що знаходяться в
безпосередній близькості з місцем займання.
Згідно запропонованого алгоритму і на основі роботи нейронної мережі
визначено маршрут евакуації, показаний на рис. Д.7.9.1.
Рис. Д.7.9.1. Схема евакуації в разі виникнення пожежі в одному з магазинів
Тут червоною крапкою позначене вогнище спалаху, чорними точками
позначені магазини і торгові точки, зеленими точками позначені місця
евакуаційних виходів. Стрілками різних кольорів позначені маршрути
евакуації для різних магазинів і торгових точок.
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ДОДАТОК 8
Акти впровадження






