Markov Chain Monte Carlo (MCMC) methods have a drawback when working with a target distribution or likelihood function that is computationally expensive to evaluate, specially when working with big data. This paper focuses on Metropolis-Hastings (MH) algorithm for unimodal distributions. Here, an enhanced MH algorithm is proposed that requires less number of expensive function evaluations, has shorter burn-in period, and uses a better proposal distribution. The main innovations include the use of Bayesian optimization to reach the high probability region quickly, emulating the target distribution using Gaussian processes (GP), and using Laplace approximation of the GP to build a proposal distribution that captures the underlying correlation better. The experiments show significant improvement over the regular MH. Statistical comparison between the results from two algorithms is presented.
INTRODUCTION
Markov Chain Monte Carlo (MCMC) algorithms are widely applied in numerous fields of science, engineering and statistics [1] to sample from a target probability distribution. In this paper we focus on the Metropolis-Hastings (MH) algorithm, one of the premier algorithms under this class. MH, typically runs for a large number of iterations where, for each iteration, a new point on the parameter space is proposed using a proposal distribution; and the target function needs to be evaluated at the proposed point, based on which the algorithm decides whether to move to the proposed point or to stay in the same location. Thus, the target function needs to be evaluated many times. Reducing the number of steps is not an option as that diminishes the quality of the samples. For many physics based models, the forward simulations are expensive and performing these for each iteration incur large computational cost and becomes a performance bottleneck. Moreover, the initial samples of the Markov chain usually follow a distribution that is different from the target, and have to be discarded until the convergence to the target -termed as burnin period -which is wasteful. In this work, we propose an enhanced MH algorithm, named MHGP that addresses these problems.
Different approaches have been proposed to make MCMC faster -using parallelization through multithreading [2] ; distributed algorithms to achieve better performance [3] ; reducing the computational cost of the accept/reject step by using smaller fraction of data [4] or using log-likelihood estimator to work with random subset of the observations [5] . These methods, while, trying to reduce the cost of the target evaluation, do not actually reduce the number of times the target is evaluated. Gaussian process model has been proposed to offload some of the computational work in Hybrid Monte Carlo [6] ; approximation methods have been proposed [7] where acceptance probabilities are calculated on a local approximation and the actual target is only evaluated once the proposal has been accepted. However, it would still require large number of target evaluations once the chain reaches high density region as more of the proposals are accepted there. Gaussian process approximation of the target distribution was used by the authors to decrease expensive function calls [8] . But, as more numbers are added to the GP, the computational cost increases as the time complexity for GP is O(N 3 ). To improve the proposal distribution in MCMC, an adaptive approach has been used [9, 10] where information from simulation is utilized to adapt the proposal distribution. In Ref. [11] , a multistep proposal distribution was introduced to speed up convergence by adjusting the proposal. The adaptive approach has the limitation that for high dimensional space the stationary distribution tends to be biased, which reduces the domain of the set of problems where this approach can be applied.
In this paper we propose an enhanced MH method. It uses Bayesian optimization to speed up the burn-in process and quickly reach high density region. Next, continuing with the GP obtained from the Bayesian optimization, Laplace approximation of the GP is taken around the peak to get the covariance matrix for an informed proposal distribution; and then, guided by this proposal, sample-generating iterations run as more training points are added to the GP, which con-tinues to gain better approximation of the unnormalized target distribution. Due to positivity of probability density functions (pdf), GP is used to approximate the log of the target pdf instead of using it directly to the original pdf. The uncertainty measure of the GP predictions provides the uncertainty for the acceptance rate, which is then used to decide whether the objective function needs to be evaluated or it can be read from the GP approximation -resulting in fewer forward simulations as the iterations progress. Local Gaussian process [12, 13] was used to avoid expensive calculations involving cumulative sampled points. The proposed algorithm was evaluated for different benchmark problems, two of which are presented here. The obtained samples are compared with those from plain MH and DRAM methods which reveal that samples from MHGP have no statistically significant difference from the established methods but is able to achieve similar target approximation with far fewer target evaluations.
METHODOLOGY

MHGP starts with initiation of a Gaussian process for Bayesian
Optimization, which is a sequential approach to optimize an objective function by balancing between exploitation and exploration, controlled by an acquisition function [14] . It enables MHGP to reach the high probability region of the function in a handful of iterations. The optimized point and the GP provided by Bayesian optimization is used in the next step to come up with an informed proposal distribution that captures and approximate shape of the target distribution. We calculate Hessian of the GP at the mode of the distribution to apply Laplace approximation and thus obtain a multivariate Gaussian distribution with mean at the optimized point and a covariance matrix that we will use as the covariance of our proposal distribution for the following stages.
As Bayesian Optimization often requires only a few steps to reach the optimized region, the Gaussian process may not be good enough to approximate the target distribution at the end of the first phase and the covariance of the proposal may not be positive semi-definite. In order to get a better approximation, a random walk, governed by some isotropic Gaussian proposal, is initiated starting from the optimized point obtained in the first phase of the algorithm. New points are added to GP by evaluating the objective function. The number of steps this needs to go on can be pre-specified or can be adaptively controlled by checking the uncertainty in the GP estimation on subsequent steps.
Next, MHGP enters its sample generating iterations. At each iteration, a new point is proposed centering at the current point with a covariance obtained from the previous phase. If the GP prediction at the proposed point has high uncertainty, the target needs to be evaluated and added to the GP training set, otherwise it is provided by the GP approximation. A highlevel pseudo-code of MHGP is presented here: Set proposal distribution Q to be the covariance obtained from Laplace approximation of GP
5:
Set x (0) to be the optimized point 6: for i = 0 to N -1 do 7:
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A(x (i) , x * ) = min {1, acceptanceRatio} 12: if u < A(x (i) , x * ) then 13: x (i+1) = x * 14: µ, Σ = LocalGP (predict(x * , x (i) )) 3: if e σ 2 xx +σ 2
x * x * −2σ 2 xx * − 1 > threshold then 4: if p(x) was obtained by evaluating target then Evaluate p(x); add to GP training set 8: if ratio is still greater than threshold then 9:
Evaluate p(x * ); add to GP training set 10: else 11: get p(x * ) from LocalGP's prediction 12: end if 13: end if 14:
else 15: get p(x * ) from LocalGP's prediction 16: end if 17: Return predicted or evaluated p(x * ) 18: end procedure For the current point x and new proposed point x * the GP prediction gives us the covariance matrix containing σ 2 xx , σ 2
x * x * , σ 2 xx * where σ 2 xx and σ 2
x * x * are the mean-squared errors at points x and x * , respectively, and σ 2 xx * is the covariance between x and x * . GP is built on the log of the target pdf. Thus, each of the values ln p(x * |D) and ln p(x|D) are Gaussian distributed. It makes the log of the acceptance ratio (the ratio between p(x * |D) and p(x|D)) also Gaussian and the acceptance ratio a log-normal random variable, mean of which is used as the measure for the acceptance ratio. The mean formula e µ+σ 2 /2 for log-normal distribution gives
Each time a new point x * is proposed from the proposal distribution, we measure how certain our GP is about the acceptance probability, a, there. The measurement is done by computing V ar[a]/E[a] and a check is made whether it is larger than some threshold value. Based on the value of the computation being larger than the threshold or not, we decide whether to read the p(x * ) from the GP or to evaluate the target distribution. To calculate V ar[a]/E[a] for the log-normal distribution, we use the standard mean and variance formula for log-normal, which give us √ e σ 2 − 1 as our desired ratio. Since ln a was a subtraction of two Gaussian random variables, the value of σ 2 will be σ 2 xx + σ 2
x * x * − 2σ 2 xx * . To limit the time required to train the GP on all the accepted points after each evaluation, we instead used local Gaussian process before making a prediction that considered only the points in the vicinity of the current and the proposed points. We used the well known squared exponential kernel for GP along with automatic relevance determination (ARD). The covariance for the proposal (obtained from Laplace approximation) was scaled down by a configurable parameter.
EXPERIMENTAL RESULTS
Experiment 1. The comparison between the plain MH and the proposed MHGP was done using a number of experiments, two of which are presented here. The model for the first experiment was the banana distribution [10, 15] . Both the algorithms were run 15000 iterations to generate samples from the same banana distribution. For plain MH, each iteration needs one target evaluation. MHGP, in contrast, needed less than 200 evaluations during all these iterations with 50 additional evaluations during the Bayesian optimiza- tion phase. Figure 1 shows 500 random samples generated by both the methods along with the actual distribution and it illustrates that MHGP achieves very similar results as MH but with far less computational cost. The performance gain from using Bayesian Optimization is evident from Figure 2 . Both the algorithms started far from the high density region. The plot shows that plain MH required significantly larger number of evaluations compared to the Bayesian optimizer in MHGP.
Experiment 2. Model for the second example is a more complex ordinary differential equation to model a chemical kinetics problem. Here, a two step reaction A → B → C was considered with temperature dependent reaction rates [10, 16] . The dataset consists of two batches of data for two temperature settings where both the batches contain the relative concentrations of A and B over different time steps. There are six unknowns in the model: two reaction rate parameters, two activation energies, and for both the batches -the initial concentration of A. For both MHGP and MCMC DRAM, 500 random samples out of the accepted samples along each dimension are shown in Figure 3 . The samples from MHGP again has similar distribution to that of the established method. We performed statistical test based on the energy distance [17] measures between the two sets of samples generated by the two methods to find if the samples indeed come from the same distribution. No statistically significant difference was found between the two sets with p-value of 0.12 for the kinetics example and 0.15 for the banana distribution. The fact that MHGP, driven by the uncertainty measurement from Gaussian process, requires less and less target evaluations as the algorithm advances through the iterations, can be observed in Figure 4 . GP starts with high uncertainty and many of the initially proposed points need to be evaluated. But gradually it gains a better approximation of the target and very few evaluations are needed in later stages. 
CONCLUSION
The key challenge in this work was to reduce the number of costly evaluations while ensuring efficient convergence to the target distribution. As our experiments and corresponding comparative study have indicated, MHGP offers an efficient alternative to the plain Metropolis-Hastings. It has short burnin period with the help of Bayesian optimization, an informed proposal distribution using Laplace approximation, and fewer target evaluations due to Gaussian process with quantified uncertainty. It, however, suffers from the same limitations that the MCMC methods typically do, such as lack of support for multi-modal distributions. Also, since the method is based on a GP approximation of the target, adherence to the detailed balance property cannot be established. Nevertheless, we believe the method can have significant practical value for different areas of science and engineering where forward simulations are expensive. 
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