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1. INTRODUCTION 
On 9-11 June 1983, Utah State University hosted its third annual 
mathematics conference at the Dean F. Peterson Engineering Building on the 
Utah State University campus in Logan, Utah. This year’s topic was Matrix 
Theory and Its Application. Previous topics were Differential Geometry and 
Fuzzy Information Processing. Funding for these conferences comes entirely 
from the office of the Vice President for Research at Utah State University. 
There were 34 participants representing 13 states, 4 Canadian provinces, 
Ireland, and the People’s Republic of China. Of these 34 participants, 16 
contributed 2@minute talks and 6 presented invited addresses. Summaries of 
the invited addresses will follow in section 2 of this report. Section 3 is a 
report on an informal Problem Session, which was proposed and moderated 
by Charles Johnson. In addition to the Problem Session, there was an informal 
session on the teaching of linear algebra, which was moderated by David 
Carlson. While there was no formal final consensus, it was generally agreed 
that the teaching of linear algebra in the future must reflect the existence of 
the microcomputer and, in fact, of all levels of computing machinery easily 
available to the student. 
We conclude this section with a list in alphabetical order, of contributed 
papers. We wish to thank those contributors, for without their efforts this 
conference would not have been a success. 
Anderson, Ian M., Utah State University 
Multilinear maps which vanish on linear dependent sets 
LINEAR ALGEBRA AND ITS APPLZCATZONS 59:183-211 (1984) 183 
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Anderson, William N., East Tennessee State University (joint work with George E. 
Trapp, West Virginia University) 
Ladder networks and the geometric mean of matrices 
Barrett, Wayne, Brigham Young University 
A survey of matrices with banded inverses 
Chen, Ji Cheng, Zhougshaw University, China (currently visiting the University of 
British Columbia) 
The nonnegative rank factorizations of nonnegative matrices 
Demko, Stephen, Georgia Institute of Technology 
The decay of inverses 
Grone, Robert, Auburn University (joint work with Charles Johnson, University of 
Maryland) 
Maximizing 1 (Ax, y ) 1 
Hong, Yoo Pyo, Johns Hopkins University 
Canonical forms under conjugate similarity 
Howland, James L., University of Ottawa 
Further ways to approximate the exponential of a matrix 
Johnson, Charles, University of Maryland (paper written by Roger A. Horn, Johns 
Hopkins University, who had to cancel his trip at the last minute due to medical 
difficulties) 
Simultaneous diagonalization of Hermitian and symmetric matrices by congruence 
Laffey, Thomas J., University College, Dublin 
Maximal commutative subalgebras of matrix algebras 
Olesky, Dale D., University of Victoria (joint work with Pauline van der Driessche, 
University of Victoria) 
M-matrix products having positive principal minors 
Robinson, Donald W., Brigham Young University (joint work with Roland Pugstjens, 
Rijksuniversiteit Gent, Belgium) 
EP morphisms 
Sloane, Neil J. A., Bell Laboratories (joint work with R. L. Graham, Bell Laboratories) 
Anti-Hadamard matrices 
Styan, George P. H., McGill University 
On some inequalities associated with ordinary least squares and the Kantorovich 
inequality 
Westwick, Roy, University of British Columbia 
Spaces of linear transformations of equal rank 
Wolkowicz, Henry, University of Alberta 
Optimization and matrix problems 
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2. SUMMARIES OF INVITED TALKS 
During the conference there were seven addresses presented by six invited 
speakers. These talks represent the core of the conference. The summaries are 
in order of presentation. 
Matrix-Valued lnequalities 
Robert C. Thompson 
University of California-Santa Barbara 
A is an n x n matrix, its matrix absolute value is 
IAl = diag(s,,...,s,) 
where si > . . . > s, are the singular values of A. For matrices A and B, the 
following matrix valued inequalities are discussed: 
(1) The matrix triangle inequality, 
IA + BI < UIAIU-’ +VIBIV-‘; 
(2) The matrix norm inequality, 
(1) 
lABI <+(UIA(IBIU’+VlAlIBIV-I). (2) 
The inequality symbol signifies that the difference of the two sides is positive 
semidefinite, and U and V are unitaries that depend on A and B. The 
inequality (1) is a theorem, (2) a conjecture. The case of equality in (1) is 
known (equality when A and B have polar factorizations with a common 
unitary factor), and (1) is also known for quatemionentried matrices. As for 
(2), results weaker than (2) are known that establish the existence of a 
matrix-valued norm inequality, with (2) conjectured as the sharpest version of 
such an inequality. Both (1) and (2) would be false without the presence of U 
and V. 
Extensions of (1) to operators are known: under suitable restrictions on 
the nature of the operators on Hilbert space, (1) is a theorem with U and V 
isometries. If U and V are required to be unitaries, then in place of (1) the 
sharpest known result is 
IA + BI < UIAIU-‘+VIBIV+ + EZ 
for each real number e > 0. As for (2), nothing has been proved for operators. 
Now let A be a matrix of rational or padic numbers. Take the (Smith) 
invariant factors of A (over the ring of padic integers) to be 
P e1 e” >...,P > e,<-.- <en, 
186 LEROY BEASLEY AND E. E. UNDERWOOD 
and define the p-adic matrix absolute value of A by 
IAl,=diag(@Q,...,@), P = I/P* 
(If A is singular, e, = + co.) If B is another matrix, with invariant factors 
Pfi> . . . . Pf,, fi<... <f,, 
let t, < . . . 6 tz, be e, ,..., e,, fi , . . . ,f, put into weakly increasing order, and 
now define the operation max on IAlp, lBlp by 
m~(IAl,,lBl,)=diag(ptl,...,p’n). 
Then the p-adic versions of the matrix triangle and matrix norm inequalities 
are 
IA + BI, < max( [Alp, IBlp) < UIA(,U-l + VIBI,V’, 
WI, G S( WY,I~I,~-’ +WlpI~I,V-‘) 
for suitable unitaries U and V. 
(3) 
(4) 
The inequality (3) is a theorem, (4) a conjecture. Results weaker than (4) 
show that a matrix-valued padic norm inequality does exist; the conjecture 
concerns its sharpest form. Without U and V, the inequalities are invalid. 
Extensions of (3) and (4) to operators have not been attempted, but surely 
exist. 
Various facets of these inequalities were presented in the lecture, includ- 
ing a number of open questions. A major question is to find a reasonably 
analytic formula for the unitaries U and V in the matrix triangle inequality. 
Since this inequality is valid for quatemion-entried matrices, the analytic 
formula (if one exists) must not use commutativity of scalars. 
REFERENCES 
1 C. A. Akemann, J. Anderson, and G. K. Pedersen, Triangle inequalities in operator 
algebras, Linear and M&linear Algebra 11:176-178 (1982). 
2 R. C. Thompson, The case of equality in the matrix valued triangle inequality, 
PucZfic J. Math., 82:279-280 (1979). 
3 R. C. Thompson, unpublished manuscripts. 
Matrix Problems in Synchronizable Coding 
L. J. Cummings 
University of Waterloo, Canada 
Synchronizuble codes have the property that knowledge of the last m 
symbols of any encoded message suffices to determine the separation of code 
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words. The least such m is the synchronization delay of the code. We are 
concerned here only with codes of fixed block length n over a finite alphabet 
Z. Comma-flee codes are a special class of synchronizable codes defined by 
the property that they never contain three codewords of the form a = a, * . . 
a,,, b= b,.. eb,,, and ~=a~+~...a,b,.+*b~, for some i=l,...,n-1. A 
codeword of the form c is called an overlap of the words a and b. The 
synchronization delay of a comma-free code is always at most 2n - 1. If 
a=IZI<2n, the i 
d’ 
strictly increasing sequences of length n form a 
comma-free code. so the nonconstant weakly increasing sequences of length 
n on the alphabet Z = (0, l} form a comma-free code, but this is not true of 
any larger alphabet. The class of comma-free codes with block length n on an 
alphabet of u letters is denoted by CF(n, a). We will denote by cf(n, a) the 
maximum number of words in any CF(n, a) code. 
No comma-free code can contain a periodic codeword, since every such 
word is an overlap of itself. Consequently no linear code can be comma-free, 
since it must contain 0 1 * * 0. Comma-free codes can be found as cosets of 
linear codes, however [4]. The best known upper bound for cf( n, a) was given 
by Golomb, Gordon, and Welch [2] in 1958: 
where p is the Mobius function of elementary number theory. 
They conjectured that (1) was exact for all odd n. Six years later, Eastman 
[ 11 found a construction which resolved their conjecture affirmatively. Scholtz 
[3] gave an easily implemented version of this algorithm. 
THEOREM 1. Any CF(n, u) code with w(n, a) words is a coset of a 
ZineurcodeifundonZyif(n,u)=(2,2)or(n,u)=(3,2). 
Nevertheless, it is important to determine which cosets of linear codes can 
be comma-free, since the error-correcting properties of a linear code are 
inherited by each of its cosets. J. J. Stiffler [4] showed that an (n, k) cyclic 
code has a comma-free coset if and only if k < I( n - 1)/2]. To improve 
Stiffler’s result we represent the codewords of a CF(n, a) code as either 
vertices or edges of the appropriate de Bruijn graph. Our results can be 
expressed as either statements about @l matrices or subgraphs of these 
directed graphs. For conciseness in this report we chose the latter. 
The de Bruijn graph G,, (I is a directed graph whose vertices are the u” 
words of length n over the alphabet Z = { 0,. . . , n - l}. There is a directed 
edge from a = a, . . . a, to b = b, . . . b,, in G,,, precisely when us . . . a, = 
b, . . * b,_ 1. The edge is labeled by a 1 . . . a,_ 1 b,,. The de Bruijn graph is 
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thus regular with indegree and outdegree equal to u at every vertex and 
contains u”+’ directed edges among which are u loops at each vertex 
a . . . a,a E Z. 
If we order the vertices of the de Bruijn graph lexicographically, then row 
i of the vertex-vertex incidence matrix A of the graph has the form 
0 . . . 0 1 ... 1 0 ... 0 
with t = (i - l)U(& O”Vl) initial O’s followed by u consecutive 1’s. It follows 
that A” = J, where J is the u” x u” matrix of all 1’s. 
A bipartite subgraph of G,, (I is a collection of edges in G,, (I not containing 
a directed path of length 2. 
THEOREM 2. In G,,, with 2 < u any collection of cf(3, a) = (a” - a)/3 
edges is a bipartite subgraph of G,,. if and only if the edges correspond to a 
maximum CF(3, a) code. 
We remark that Theorem 2 is false for u = 2, nor is it true in Gs,,. 
THEOREM 3. Let 5 < n. If a collection of edges 9 in G,_l,. is a 
comma-free code with w(n, a) words, then 59 is a bipartite subgraph of 
G n-1,Cl’ 
OPEN PROBLEM. Determine the Euler circuits of G,_ i, ~ which pack the 
words of a given CF(n, a) code most efficiently. 
REFERENCES 
1 W. L. Eastman, On the construction of comma-free codes, IEEE Trans. Inform. 
Theory 11:263-267 (1965). 
2 S. W. Golomb, B. Gordon, and L. R. Welch, Comma-free codes, Cunad. J. Math. 
10:202-209 (1958). 
3 R. A. Scholtz, Codes with synchronization capability, ZEEE Trans. Znfon. Theory 
12:135-142 (1966). 
4 J. J. Stiffler, Comma-free error-correcting codes, IRE Trans. Inform. Theory 
11:107-112 (1965). 
What Are Schur Complements, Anyway? 
David Carlson 
Oregon State University 
1. Introduction. Let 
(1) 
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be in IF”‘,“, the set of m X n matrices over an arbitrary field F, with A E IFk, k 
and nonsingular. The Schur complement of A in M is the matrix S E IF m ~ k, n-k 
given by the formula 
S = D - CA-‘B. (2) 
The idea of the Schur complement matrix goes back to Sylvester [ 121, who 
defined the entries of S in terms of minors of M. The formula (2) for the 
Schur complement was first used by Schur [ll]. The term Schur complement 
was introduced by Haynsworth [7]. 
For a nonnegative definite Hermitian M E C n,n partitioned as in (1) (so 
that C = B*), Anderson [l] defined the shorted matrix 
where A+ E C k* k is the Moore-Penrose inverse of A; his terminology comes 
from a use of shorted matrices in electrical networks. 
Since then, many papers have been written about Schur complements, 
shorted matrices, and their generalizations; see the surveys of Cottle [6] and 
Ouellette [lo]. These papers contain a number of different characterizations 
of versions of the object under discussion. The purpose of this paper is to give 
a unified treatment of these characterizations, where they arose, and how 
they are related. 
2. CZussicaZ Results. Applying Gaussian elimination (without pivoting) 
successively to the first k rows of the matrix (1) with A nonsingular yields 
thus the Schur complement arises naturally in discussions of Gaussian elimina- 
tion. Applying column operations to (4) to eliminate B yields 
_,a-1 ;)(“c ;)(:, -A;lB)=(; ;)’ (5) 
from which several facts are clear: 
(i) If p(M) is the rank of M, p(M) = p(A)+ p(S). 
(ii) IfMisnXn,thendetM=detA.detS. 
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(iii) If M is nonsingular, then S is also nonsingular, and from (5), 
Z -A-‘B A-’ 
0 Z )( o Snl)( -,a-’ y) 
= A-’ + A-‘BS-%A-’ 
_ S-‘CA-’ (f-3 
(iv) If F = C and M is Hermitian, then S is also Hermitian and In M = 
In A + In S, where In M is the inertia of M. It follows that M is nonnegative 
definite iff A and S are. 
3. Semiclassical Generalizations Using Generalized Inverses. Given M 
E F”,“, the matrix m E IF”,” is a generalized inverse of M if MmM = M. Let 
M(l) denote the set of generalized inverses of M. If M is nonsingular, then 
M-l is the unique generalized inverse of M. If M is singular, then it has many 
generalized inverses. If also IF = C, the Moore-Penrose inverse M+ E M(l). 
Now let M E IF”,” have the form (l), with A E IF h, k. Extending the 
previous definition (2), the Schur complements of A in M are the matrices 
S= D-CaB, 
where a E A(“. The Schur complement of A in M is independent of the 
choice of A E A(‘) iff B = 0, or C = 0, or 
R(A)sR(B) and R(Af)zR(Bt), (7) 
where R(A) is the range of A. 
Two principal results of this semiclassical era extend classical facts (i) and 
(iii): 
THEOREM 1 (Carlson, Haynsworth, and Markham [5], Marsaglia and Styan 
[8]. For evey a E A”‘, p(M) > p(A)+ p(S), with equality iff 
C( Z - aA) 
(Z-YIa)B 0 
= PW. (8) 
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THEOREM 2 (Bhimasankaram [3]. Zf A E A(') and s E S(l), then 
m= a+aBsCu ( UBS - scu s 1 
is a generalized inverse of M iff (8) holds. 
Note that (7) implies (8), so that we have p(M)=p(A)+p(S) and 
m E MC’) under (7). We believe the natural setting for results in Schur 
complements is the set of matrices M satisfying (7), for which the Schur 
complement is unique. (This set contains the matrices M with A nonsingular, 
and for lF = C the nonnegative definite matrices.) Results in later sections will 
yield additional evidence for this claim. 
4. Complementable Matrices and Schur Complements. It is clear that 
for M of the form (1) one should be also able to define Schur complements of 
B, C, and D in M, and that a general procedure should be available to do so. 
This procedure might go even further and be coordinate-free, in terms of 
subspaces rather than block matrices. 
Ando [2] proposed a coordinate-free definition of a Schur complement for 
an n X n complex matrix relative to a subspace of C”. Mitra and Puri [9] 
generalized this definition to m x n matrices over C, in terms of a subspace of 
Cm and a subspace of C “. Independently, Carlson and Haynsworth [4] 
carried out this generalization for arbitrary fields. 
Matrix P E IF”,” is a projection matrix if P2 = P. Let Pl E F m, m and 
P, E IF”,” be projection matrices. The matrix M E IF m, ” is ( Pl, P, >compZemen- 
table if there exist M, E IF”‘,“‘, M, E IF”,” for which 
M,P, = M,, PJ, = M,, 
M, MP, = MP, , P,MM, = P,M. (9) 
If M is (Pl, P,)-complementable, the matrices 
Mc~,,~,j = M,MM, = M,M = MM,, 
M/(~,,~,j = M - M,MM, = (I - M,)M(Z - M,) 
are called the Schur compression and Schur complement of M relative to 
(Pl, P,). It turns out that if M is ( Pr, P, )-complementable, Mcpl, p,j and MAP,, p,j 
depend only on (Pl, P,), not on (M,, M,). If M has the form (l), it is 
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(I’[, P’)-complementable for 
iff (7) holds, and then 
M(43 P,) =(“c ZB)’ M/v!, P ) = 0 s (” Oj* 
5. The Schur Complement as Solution of Optimal-Rank Problems. Let 
us return to MEIF’“,” of the form (l), with A E IF h, k. Under (7), 
M=(AC ciB)+(:: 9 (11) 
with 
We shall drop the assumption (7), and consider all decompositions 
In two different ways X = S yields a “largest” summand of M with nonzero 
entries only in the (2,2) block. 
THEOREMS. ForM~lF”‘s” of form (l), there exists a unique X minimix- 
ing 
( 
A B 
p c D-X 1 
iff (7) holds; and then X = S. 
If M=M,+M, and p(M)=p(M,)+p(M,), we shall call M, and M, 
(singly or together) complementary summunds of M. Under (7), (11) provides 
us with one pair of complementary summands of M. 
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COROLLARY. IfMElF"," offi (1) satisfies (7), then there is a unique 
complementa y summand 0 0 
( 1 
o X of maximal rank; and then X = S. 
6. Schur Complements Are Shorted Matrices. Mitra and Pm-i [9] re- 
cently generalized Anderson’s definition of shorted matrix. Given a field IF, 
and subspaces S, of IF” and S, of IF “, a shorted matrix of M E IF”‘, n relative to 
(S,, S,) is a matrix 2 E IF” for which R(Z) c S,, R(Z’)c S,, and if U E IF”,” 
satisfies R(U) c S,, R(Ut) G S,, then P(M - U) > P(M - Z). Clearly in gen- 
eral a Schur complement of A in M is a shorted matrix of M relative to 
(S,= (eh+,,...,e,), S,= (fk+r,..., f,)); and a Schur complement of M rela- 
tive to ( Pl, P,) is a shorted matrix of M relative to (S, = R(Z - P1), S, = R(Z - 
P,‘)). Note that, curiously, this last Schur complement actually depends not on 
Pl and P, but rather on S, = R(Z - Pl) and S, = R(Z - P,‘); for any Q1 and Q,. 
for which R(Z - Ql) = R(Z - Pl) and R(Z - Q,) = R(Z - P,), we should obtain 
the same Schur complement. 
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Matrices of Algebraic Integers 
Robert C. Thompson’ 
University of California-Santa Barbara 
Let R be the algebraic integer ring of a finite-dimensional extension field 
of the rational number field. Usually R is not a principal-ideal domain, but it 
is known that a larger ring R’ in a further finite-dimensional extension exists 
such that each ideal generated by elements of R becomes principal in R’. 
Usually R’ is not a principal-ideal domain either. Let ?i be the ring of all 
algebraic integers. We discuss the behavior of some classical matrix theorems 
under extension of the ring R to R’ or to i?. Unprimed symbols indicate that 
the elements involved lie in R, primed symbols that the elements he in R’, 
and barred symbols that the elements he in R. 
THEOREM 1 (Completion theorem). Given algebraic integers aI,. . . , a,, 
let their greatest common divisor be 6’. Then a matrix u’ exists with top row 
aI,. . . , a, and determinant 8’. 
THEOREM 2 (Her-mite theorem). Given a matrix A, a unimodular matrix 
U’ exists such that U’A is in Hermite (echelon) form. 
COROLLARY 3. If f is a left ideal of n x n matrices with matrix entries 
$om R, then #becomes a principal ideal when extended to a left ideal 3’ of 
matrices over R’. That is, if ring R’ induces each R ideal of scalars to become 
principal, it also induces each R ideal of matrices to become principal. 
THEOREM 4 (Smith theorem). Given a matrix A, unimodular matrices U 
andV’existsuchthatU’AV’=diag(s;,...,s:,)withs;~...~s~. 
Thus a matrix of algebraic integers has invariant factors, which live in the 
ring making each ideal from the ground ring become principal. And the 
matrices effecting the transformation to diagonal form have their entries in 
this extension ring. ( I denotes divisibility.) 
THEOREM 5 (Schur theorem). Given A, a unimodular matrix u exists -- 
such UAW-’ is triangular. 
This theorem leads to the question of the relationship between the 
invariant factors and the eigenvalues of a matrix of algebraic integers. 
‘The work presented below is joint with Morris Newman. 
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THEOREM 6. There exists a matrix of algebraic integers having given 
algebraic integer eigenvalues E,, . . . , ii,, and given algebraic integer invariant 
factors 5, I . f. I S,, if and only if 
5, . * ~skIcii,*+ii, 
for all indices with l<i,<+.. <i,<n, k=l,...,n-1; and S,-e-S,, and 
El. . . E, are associates. 
Theorem 1 can be deduced from results due to Gus&on, Moore, and 
Reiner [2]. Theorem 2, Corollary 3, and Theorem 4 appear to be new. 
Theorem 5 may be in the literature, and is closely related to a number of 
results of 0. Taussky and E. Dade. Theorem 6 is due to E. Marques de Sa. A 
short proof of Theorem 6 due to R. M. Guralnick was presented. 
We have two types of proofs: elementary and advanced. The advanced 
proofs use the Krull-Chevalley theory of modules over Dedekind rings, 
whereas the elementary ones use only primitive matrix theory and ideal 
theory. The elementary proofs usually secure only weaker results, though. 
However, the elementary proof of Theorem 1 produces a weaker result only if 
theideal(a,,..., cu,) is already principal in R but one of the ideals (or,. . . , a,.) 
is not, 1 < k < n. The proof of Theorem 2 is elementary, but requires that 
zeros be introduced into the row echelon form a row at a time instead of the 
usual column-at-a-time method. The elementary proof of Theorem 4 only 
succeeds in showing that the transforming matrices U’,V’ have entries in R 
instead of R’, whereas the nonelementary proof obtains the full result. A key 
tool that led to the nonelementary proof of Theorem 4 was a paper of L. Levy 
[3] studying the Smith form over Dedekind rings, which in turn was based on 
early work of Krull and Steinitz. 
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The Toda Flow and Other Isospectral Flows 
David S. Watkins 
Washington State University 
The Toda flow is a dynamical system whose dependent variables may be 
viewed as the entries of a symmetric tridiagonal matrix. The spectrum of the 
matrix is invariant in time, and as t -+ 00 the off-diagonal entries tend to zero, 
exposing the eigenvalues on the main diagonal. 
The Toda flow is the motion of the Toda lattice, a system of points with 
unit mass, constrained to lie on a line, such that each point interacts with its 
nearest neighbors according to an exponential force law. Toda [8] considered 
infinite lattices and lattices satisfying periodicity conditions. Our interest will 
center on the finite nonperiodic Toda lattice studied by Moser [6]. The ith 
point pi is repelled by pi_ 1 and pi+ 1 with forces exp(x,_ I - xi) and 
- exp(x, - xi+ r ), respectively. Using Newton’s second law, we arrive at the 
system of equations 
ki = vi 
~i=exp(xi_l-xi)-eXp(xi-Xi+l) i 
i=l,...,n, 
LX”= -W, x n+l ‘00. 
This is the finite, nonperiodic Toda flow. The system can be simplified by the 
change of variable si = exp(x, - xi+ r ), which gives a system of quadratic 
differential equations. A much more interesting change of variable was 
introduced by Flaschka [3]). He made the substitutions 
bi =iexp(+(xi -xi+,)), 1 a, = - 2ui, 
which lead to 
cii = 2(4? - bF__,), i=l ,...,n, 
bi = bi(ai+, - a,), i=l ,...,n - 1, 
b, = b,, = 0. 
(1) 
The advantage of this form of the equations is that they may be recast as a 
matrix differential equation having the remarkable properties listed in the first 
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B(t) = 
a1 bl 0 
b, a2 *. 
b ’ n-1 
0 ’ b,-, a,, _ 
0 - bl 0 
dB@))= I b, 0 . . * . ’ _ b *. *. n-l 
Then it is easy to check that the system (1) is eqiuvalent to the matrix 
differential equation 
B = Bq(B) - a,(B)B. 
A technique due to Lax [4] can be used to show that B(t) is orthogonally 
similar to B(0) for all t, from which it follows that the flow is isospectral; that 
is, the eigenvalues of B(t) are invariant. That the off diagonal entries bi tend 
to zero can be verified by a physical argument: Since the points of the lattice 
all repel one another, we must eventually have xi - xi+ 1 + - co. Thus 
bi = 4 exp(i( xi - xi+ r)) --, 0. We conclude that the a, converge to the eigen- 
values. 
Another interesting aspect of the Toda flow is its relationship to the QR 
algorithm, which was discovered by Symes [7]. Consider the sequence of 
matrices B(O), B(l), B(2), B(3), . . . , gotten by sampling the Toda flow at 
integer times. This sequence is related to the QR algorithm [9,11] as follows: 
if the unshifted QR algorithm is used, starting with the matrix exp( B(O)), then 
the sequence obtained is exp( B(O)), exp( B( l)), exp( B(2)), exp( B(3)), . . . . Be- 
cause of this relationship, it has been suggested that we can learn more about 
the QR algorithm by studying the Toda flow. While this is undoubtedly true, 
I believe that we are likely to learn more about the Toda flow by studying the 
QR algorithm. It has long been known that the QR algorithm is closely 
related to the power method. In fact, the algorithm may be viewed as a 
sophisticated implementation of the power method [9]. It follows that the 
Toda flow must be closely related to the power method. As we shall see 
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below, this relationship clarifies completely the convergence properties of the 
Toda flow and related isospectral flows. 
The first family of flows considered is the family of QR flows. Every real, 
square matrix C has a unique decomposition 
where rr(C) is antisymmetric and rs(C) is upper triangular. Using this 
decomposition we can define a flow by 
B=Bn,(B)-7r,(B)B= [B,m,(B)], B(O) = 8, 
or equivalently 
B= [&wq, B(O) = h, 
where B is any matrix of initial conditions. We no longer require that the 
matrix be symmetric or tridiagonal. More generally, if f is any analytic 
function for which f(B) makes sense, we can define a flow by 
Is = p4 ‘ITl(f(N)I = hrz(fW)~ 4 Y B(O) = 8. 
These flows have been studied by Deift et al. [2] and Chu [l]. We can use the 
Lax method to show that the flows are isospectral. Define matrix functions 
Q(t) and R(t) by 
Q= QdfW)~ Q(o)=L 
fi=rz(f(B))R, R(0) = I. 
Then Q(t) is orthogonal and R(t) is upper triangular with positive main 
diagonal entries. 
THEOREM. B(t)= Q(t)%Q(t)= R(t)bR(t)-? 
Therefore the eigenvalues of B(t) are invariant. 
Every nonsingular matrix C has a unique QR factorization, C = QR, 
where Q is orthogonal and R is upper triangular with positive main diagonal 
entries. The functions Q(t) and R(t) are the QR factors of some matrix 
function. 
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THEOREM. exp(f(b) = Q(t)Wt). 
This theorem allows us to connect the QR flows with the QR algorithm. It 
also allows us to connect the QR flows directly to the power method. Let 
2 = exp(f(B)). Then 2’ = Q(t)R(t). The QR factorization is a matrix imple- 
mentation of the Gram-Schmidt process: Let qi denote the ith column of 
Q(t). The ith column of 2’ is Fe,, where e, is the ith standard basis vector. 
Since B(t) is upper triangular, 
(4 l,...,qk) = (Z’q ,. . . ,Z"e,) = Z"(e,,. ..,e,). 
The latter (power method) typically converges to a k-dimensional invariant 
subspace of Z. Invariant subspaces of Z are usually invariant subspaces of h. 
Thus (4i,.**, qk) usually converges to an invariant subspace of 3. Recall that 
B(t) = Q(t)%Q(t). 
The first k columns of the transforming matrix (typically) converge to an 
invariant subspace. It follows that B(t) (typically) converges to block triangu- 
lar form, with an (12 - k)-by-k block of zeros in the lower left corner. Since 
this takes place for all k simultaneously, B(t) converges to upper triangular 
form or block upper triangular form. 
Another family of flows is the class of LU flows. Every real square matrix 
C can be expressed uniquely in the form 
c= Plw)+P,w 
where pi(C) is strictly lower triangular and ps(C) is upper triangular. Using 
this decomposition we define a family of flows by 
Define matrix functions L(t) and V(t) by 
i = Lf,(fWL L(0) = I 
CT= P2mw~ u(o) = I. 
L(t) is unit lower triangular, and U(t) is upper triangular. 
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THEOREM. B(t)=U(t)-'BU(t)=L(t)BL(t)-'. 
Therefore the eigenvalues of B(t) ace invariant. 
B(t) is not orthogonally similar to B, so there is no guarantee that B(t) 
remains bounded for all time. There may be singularities in B(t), L(t), and 
u(t). 
Most nonsingular matrices have a unique LU factorization, A = LU, 
where L is unit lower triangular and U is upper triangular. L(t) and U(t) are 
the LU factors of some matrix function. 
THEOREM. exp(f(B)t)= L(t)U(t) at all times at which exp(f(B)t) has 
an LU factorization. The times at which exp(f(B)t) does not have an LU 
factorization are exactly the times at which B( t ), L( t ), and U( t ) have 
singularities. 
This theorem allows us to connect the LU flows to the power method. The 
details are the same as for the QR flow, except that the columns of L(t) are 
not orthonormal. B(t) converges to block triangular form unless L(t) has a 
singularity at t = 00. 
A third class of flows is the Cholesky flows, which are based on the 
decomposition 
c= ul(c)+u~(c) 
where al(C) is lower triangular, aa is upper triangular, and the maindiag- 
onal entries of al(C) equal those of aa( Define flows by 
B = [BY ill = Mf(B))Y Bl Y B(0) = b. 
Define matrix functions G(t) and H(t) by 
c = Gq(f(B)), G(0) = I, 
fi = u,(f(B))K H(O) = 1. 
G(t) is lower (upper) triangular with positive main-diagonal entries. The 
main-diagonal entries of G( t ) equal those of H( t ). 
THEOREM. B(t)= G(t)-‘kG(t)= H(t)&(t)-‘. 
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The flow may have singularities, but not in the special case in which h is 
symmetric and f is real-valued. In that case B(t) is symmetric for all t, and 
H(t) = G(t)T. Let us assume from now on that b is symmetric and f is 
real-valued. Then the matrix exp(f( B)) is positive definite. Every positive 
definite matrix C has a unique Cholesky factorization, C = GGT, where G is 
lower triangular with positive main diagonal entries. 
THEOREM. exp(f(B)t)= G(t)G(t)T. 
We take a different approach.to the convergence of Cholesky flows. It is 
well known that the Cholesky variant of the QR algorithm evolves at exactly 
half the rate of the ordinary QR algorithm [ll]. The same is true of the flows, 
since 
R(t) = G(2t)T. 
Since the QR flow converges, the Cholesky flow must also converge. 
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Recent Work in Combinatorial Aspects of Matrix Theory 
Charles R. Johnson 
University of Maryland 
Three topics were discussed: (1) possible spectra of sparse nonnegative 
matrices [l], (2) sign patterns which occur among matrices with nonnegative 
inverses [2], and (3) positive definite completions of partial Hermitian matrices, 
which we describe below. 
By a partial Hermitian matrix A = (ai j) E M,,(C) we simply mean one, 
some of whose entries are specified and some of whose entries are free 
variables, subject to replacement. The specified entries must occur in a 
Hermitian way (ai j = aji) and replacement of unspecified entries is allowed 
only in a Hermitian way. We assume that all diagonal entries are specified 
and positive and consider the possibility of positive definite completions (i.e. 
specifications of the free entries which result in positive definite matrices). 
Clearly, positivity of all “specified’ principal minors is necessary for this. An 
instance of this problem in which the specified entries occur exactly in a 
banded pattern and the specified principal minors are positive has been 
considered by Dym and Gohberg [3]. They showed that in this situation (i) a 
positive definite completion always exists, (ii) there is a unique one with 
maximum determinant, and (iii) this one with maximum determinant is the 
unique one with correspondingly banded inverse. Items (ii) and (iii) may be 
thought of as a generalization of Hadamard’s determinantal inequality for 
positive definite matrices, by thinking of the O-band-width case in which only 
the diagonal entries are specified. 
We raise the following questions in the general setting. If there exist 
positive definite completions, what is the structure of the determinant maxi- 
mizing one(s)? Answer: it is unique and is the unique positive definite 
completion with O’s in its inverse in the positions corresponding to free entries 
in the original partial Hermitian matrix, This is a nice application of optimiza- 
tion to matrix theory and uses the fact that the determinant function is strictly 
concave over the positive definite matrices. Under what circumstances does 
knowledge that the specified principal minors are positive alone ensure the 
existence of a positive definite completion? Answer: exactly when the (undi- 
rected) graph of the specified entries is chordal, (An undirected graph is 
called chordal if there are no minimal simple circuits of length 4 or more.) 
This is another nice example of the interaction of graph and matrix theory. 
Using the ideas underlying these results, it is possible to specify finitely many 
(quadratic) inequalities whose solvability is equivalent to the existence of a 
positive definite completion in the general case. 
The results on topic (3) represent recent joint work with R. Grone, E. Sa, 
and H. Wolkowicz, whose visit to Maryland was supported by Air Force 
Wright Aeronautical Laboratories Contract F 3361581-K-3224. Further gen- 
UTAH STATE CONFERENCE 203 
eralizations of the Hadamard-Fischer inequalities which, for example, pre- 
cisely bound the determinant of a positive definite completion have recently 
been developed by the author and W. Barrett. 
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Detenninuntal Identities Revisited 
Richard A. Brualdi and Hans Schneider 
University of Wisconsin 
This article reports on a talk given by the second-named author which is 
based on the partly expository paper [l]. The paper contains statements and 
proofs of determinantal identities ascribed to the mathematicians whose 
names occur in the title of [l], including the “laws” of Muir and Cayley. This 
account is followed by a formal treatment of determinantal identities which 
permits us to state the laws as mathematical theorems. The proofs of the 
theorems obtained in this way are not given in the formal setting in the 
original paper, since the informal treatment given there was thought suffi- 
cient. Here we give the statements of the laws of Muir and Cayley-now 
theorems-in the formal setting, and we present proofs. The proof given here 
for Cayley’s law is simpler than the proof which is implicit in [ 11. Thus we 
concentrate here on those aspects of the talk which are not fully covered in 
PI. 
We begin by summarizing those parts of [l] required for our purpose. 
Let A be an n x n matrix over a field F which is partitioned as 
E F 
[ 1 G H’ 
where E=A[l,..., kll,..., k] is the leading principal k X k submatrix of A 
and 16 k < n. Starting with the two basic facts that Gaussian elimination 
does not change the value of a determinant and a determinant has a Laplace 
expansion, we give a collective derivation of some classical and important 
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determinantal identities. These include: 
SCHUR’S IDENTITY. If E is invertible, then 
detA=(detE)(detA/E), (1) 
where A/E = H - GE -‘F is the Schur complement of E in A. 
JACOBI’S IDENTITY relating the minors of a matrix to those of its inverse. 
If A is invertible, then 
detA_‘[i, ,..., i,lj, ,..., j,] 
=(-1) 
i,+-..+i,+ir+...+j,detA[jl+,,...,j,:Iil+,,...,i:,] , c2j 
det A 
where each of the four sequences above are strictly increasing sequences 
takenfiom 1,2 ,..., n, and {il ,..., i,,i;+l ,..., i,!,} = {jr ,..., js,jd+r ,..., jh} = 
{l,...,n}. 
The Schur complement enjoys a quotient property: if K is a leading 
principal square submatrix of E, then A/E = (A/K)/(E/K). Two proofs 
are given in [l], one relying directly on Gaussian elimination and the other on 
quotient formulas for the entries of the Schur complement. 
Muir and Cayley each formulated a method for obtaining from a given 
determinantal identity another determinantal identity. Muir called his method 
the “law of extensible minors” and called Cayley’s method the “law of 
complementarities.” A formal treatment of determinantal identities of the 
minors of a matrix enables us to give a precise statement and formal proof of 
these laws. The essential parts are as follows. 
Let integers k > 0 and I > 1 be given. For p = O,l,. . . ,Z, S[,/, or for 
brevity Sf, denotes the set of all sequences of integers (Y = (iI,. . . , iP) where 
k+l<i,<... <i, < k + Z= n. Let II, be a set of pairwise commuting, 
algebraically independent indeterminates 7r [ a I/3] over F, indexed by the set 
of ordered pairs [o I/3] with [a 1 p] EU~+(SP x Sp). Then a formula is any 
element of the polynomial domain FIIII,] generated over F by the inde- 
terminates in II,. Every nonzero formula f can be written as 
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where 0 # cq E F and q4 is a term of the form 
for some t 2 0. The formula f is called t-homogeneous if each of its terms I)~ 
has the same number t of factors. 
Now let X = [xii] be an 1 X 1 matrix whose entries are 1’ pairwise 
commuting, algebraically independent indeterminates over F. We assume its 
rows and columns are indexed by k + 1,. . . , n. The mapping 
inducesahomomorphismfromF[II,] toF[x,+,,k+l,xk+l,k+2,...,Xnn],which 
we call the determinantal h omomorphism. The formulas in its kernel are 
called the 1 x I determinantal identities. 
We can now formulate and prove Muir’s and Cayley’s laws. 
MUIR’S LAW. Suppose 
5 cq”[(Y~)Ip1q)]...7T[(YjQ)Ipt(q)] 
q=l 
(3) 
is a homogeneous determinuntal identity. If y = { 1,. . . , k}, then 
i cq7r[yucpIyupjqq -3r[yucujq)yuP,(qq (4) 
q=l 
is also a homogeneous determinuntal identity. 
Proof. Applying the determinantal homomorphism, we obtain 
2 cqdetX[(y!9)lP1q)]...detX[ajq)IP,(q)] =O. 
q=l 
(5) 
Let A = [ai j] be an n x n matrix whose entries are pair-wise commuting 
indeterminates over F. Let S = A/A[y I y] = [sij], the Schur complement of 
A[y)y]inA.Since~~~~~~~inducesahomomorphismofF[x,+,,,+,,...,x,,] 
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into the field of rational functions in the aij over F, we have 
i cqdetS((r(19)181q)]...detS[(Wjq)(P,(q’] =O. 
q=l 
(6) 
But by Schur’s identity 
Using (7) in (6) and muhiplying through by (det A[ y ) y]))‘, we obtain 
5 c,detA[yUa(,q)IyUP~q)] ...detA[yU(y19)IyUPt(4)] =O. (8) 
9=1 
Now (8) implies (4) is a determinantal identity. n 
For cx a strictly increasing sequence taken from 1,2,. . . , n, we denote by (Y’ 
the compLmentay sequence consisting of those integers in { 1,2,. . . , n } not 
appearing in (Y and arranged in strictly increasing order. 
CAYLEY’S LAW. Suppose (3) is a homogeneous d&mninuntal identity 
where we now assume k = 0. Then 
i cu?r[Pi9)‘IcuiQ)I]...~[P,(9)11a19)/] (9) 
q=l 
is also a determinantal identity. 
Proof. From (3) we again obtain (5). Let B = DX-‘D = [bij], where 
D=[dij]isthediagonalmatrixwithdii==(-1)i,i=l,...,n. Sincexij+bij 
induces a homomorphism of F[xl,, x12,. . .,xnn] into its field of rational 
functions, we have 
5 codetB[ar(14)lP19)]..,detB[a19)IP,(9)] =O. (LO) 
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Applying Jacobi’s identity, we obtain that for a = {i r,...,is}, P= {ji,...,js}, 
detE[a]j3]=( -1) il+...+i.iil+“‘j,detX-i[aIp] 
=( -1) a(i, + ... + i, + jl + + is) det X [ 0 ( CX’] 
detX ’ 
or 
detB[a:(fi] = det!di$‘a’l 
Using (11) in (10) and multiplying through by (det X 
P 
>-‘, we obtain 
01) 
c cq det X [ p{q)’ ( a\q)‘] . . . det X [ pt(q)’ 1 aiq)‘] = 0. 
q=l 
(12) 
Now (12) implies (9) is a determinantal identity. n 
References to the literature and some historical remarks can be found in 
PI. 
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3. PROBLEM SESSION 
At the suggestion of Charles Johnson a period of time near the end of the 
day was set aside for an informal session for the discussion of research 
problems. The idea was that a person could present a problem, present 
possible approaches to a known existing problem, or ask if a problem had 
been solved or studied. After the conference, participants were asked to 
submit those problems in writing for this article. The remainder of this section 
is the problems received by the organizers, with the proposer’s name and 
institution and the appropriate background. 
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Problem Proposed by Stephen Demko 
Georgia Institute of Technology 
For an N X N complex matrix J3 define 
IlBllcG : = “,” c IBGY j)l 
j 
and 
JIBlIz: = (max{ A: A is an eigenvalue of B*B})“2. 
B is called m-banded if B(i, j) = 0 for i - j > m. Let B be invertible and 
m-banded; then is there a constant C(m) depending on only m, and not on N, 
such that 
REMARKS. The exponential decay of B-’ ensures the existence of a 
constant depending on m and 11 B- ‘l12. In many cases of interest, namely 
those B’s arising in the discretization of linear differential equations, I] B-lJI, 
depends on N, so the currently available estimates of exponential decay [l] 
are not good enough even in the real symmetric case. 
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Problem Proposed by C. R. Johnson, D. D. Olesky, and P. van den Driesche 
University of Maryland and University of Victoria 
Let A denote an n-by-n real matrix, and define an annular matrix to be 
one which both is diagonally similar to a nonnegative matrix and has a 
nonnegative inverse. It follows from the Perron-Frobenius theory that if the 
eigenvalues of an annular matrix are A,, . . . , A,, with 
IAll G I&l < . . * < IAnI, 
then Xl and A, are actually real and positive. Thus all eigenvalues must fall 
within the annulus (centered at the origin) of inner radius A, and outer radius 
A n’ 
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Let D(A) denote the directed graph of A, having vertices { 1,2,. . . , n } and 
an edge from i to j if and only if a i j # 0, and m(A) denote the length of the 
longest simple circuit in D(A). Matrices of the form @=rAi, in which each 
Ai is a (nonsingular) M-matrix, m( Ai) = 2, and all D( Ai) are identical, are 
annular, and also, inverse totally nonnegative matrices are annular. Note, 
further, that a positive diagonal multiple of an annular matrix is annular, and 
that the product of annular matrices sharing the same diagonal similarity to a 
nonnegative is annular. 
QUESTION. What additional assumptions must annular matrices satisfy in 
order that they be (positive) stable (i.e., all eigenvalues have positive real 
parts)? 
Note that annularity alone does not imply stability if n > 3. For example, 
[ 
1 -2 -1 
A= -1 1 2 
-1 3 1 
is annular with eigenvalues 0.16, - 1.49,4.33. 
Problem Proposed by Walter S. Sizer 
Moorhead State University 
An action of a semigroup S on a set X is a mapping from S X X to X, 
denoted by (s, x) --, sx, such that t(sx) = (ts)x. A classical example is the 
action of a semigroup of n x IZ matrices over some field on the set of 
n-dimensional column vectors given by multiplication. The general problem, 
then, is: when can an arbitrary semigroup action be represented as a 
semigroup of matrices acting on vectors?-or, to be more precise, when do 
there exist maps f: S -+ M,(F) and g : X + I?” such that fis a homomorphism 
and the following diagram commutes? 
action 
s xX+X 
fl pl gl 
mult. 
M,(F) x F” + F” 
To avoid the trivial case where g is the zero map, and to assure that much of 
the original action is preserved, it seems reasonable to further require that g 
be injective; such a representation is called X-faithful. Thus we want neces- 
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sary and/or sufficient conditions for the existence of X-faithful representa- 
tions of semigroup actions. (The poser has some elementary results.) 
Problem Proposed by Henry Wolkowicz 
University of Alberta 
Suppose that xi, x2, xg are real numbers, and k, I, m are positive integers. 
Let L,, s = 1,2,3, denote the moments: 
kxf + lx; + mx; = L,, s = 1,2,3. 
The problem is to: 
find ri, x2, xg when k, 1, m and L,, L,, L, are given (using only cubic 
complexity), 
i.e., find a cubic for which xi, x2, or xs is a root. 
Already known: 
(a) If k = 1 = m = 1, then we can use the Newton identities (e.g. I. N. 
Herstein, Topics in Algebra, p. 208) to express the symmetric functions in 
terms of the moments, i.e. 
3 
u1 = cxj = L,, 
uz= c qxj= -b(L,-L;), 
i<j 
03 = c qpiXj = $(L3 - 2L,L, + &Li). 
h<i<j 
Then xi, xs, xg are the roots of the cubic equation 
x3 - u1x2 + u,x - a3 = 0. 
(b) If two of k, I, or m are one, say 1= m = 1, then we can use the 
Newton identities to get that x2, x3, and xi, with multiplicity n - 2, are the 
roots of the nthdegree equation, n = k + 2, 
x” - u&-l + u2xn-2 - . . . + ( - l)“u, = 0, 0) 
where only ui, u,, u, are known, since only the first three moments L,, L,, L, 
are known. If we differentiate n - 3 times, we get that x1 is a root of the 
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cubic 
u1x2 + (n - 2)!u,r - (12 - 3)!9 = 0. (2) 
Once x1 is found, we can factor and solve for x2 and x3. 
(c) In the general case, suppose we are also given the 4th moment 
kx:+lxi+mxj=L,, 
so that a, is known. Then 
p(x)= (x - x$(* - x2)“(x - XJ 
= U-IS of (l), 
and the derivative 
p’(x)= (x - x1)“-‘(X - x2)‘-‘(x - x3ylq(x) 
= nx”-’ - (n - l)~,x~-~ + . . . ( - l)“-‘un_l 
where q is of degree n - 3. Thus 
gcdb, P’> = b-x1)(x - ~2)(~-x,>, 
which is the desired cubic. We can know use the Euclidean algorithm with 
polynomial division to find gcd( p, p’). When performing the Euclidean 
algorithm one sees that exactly ul to u4, and thus L, to L,, are needed. 
It is the opinion of the organizers that this conference achieved the goals 
they had hoped for. We would like to thank, first and foremost, Dr. Bartell 
Jensen, Vice President of Research at Utah State University, not only for 
providing the finances for this confmence, but also for taking a morning of 
his time to reajj%m to us the University’s support of research and his wishes 
for a successful conference. 
We wish to thank the invited speakers who spent much time not only 
preparing the talks, but also providing us with summaries. 
Finally, we wish to thank the Department of Mathematics at USU, and in 
particular Wanda Sayer and Laurel Van Sweden, for the logistical and 
secretarial support needed to eflect this most successjid conference. 
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