In this work we use the Choquet integral as an aggregation function and we apply it in the fuzzy reasoning method of fuzzy rule-based classification systems. We study the behaviour of several fuzzy measures and we propose a genetic learning method of an appropriate fuzzy measure to model the interaction among the set of rules of each class. In the experimental study we show that the new proposal allows the performance of the fuzzy reasoning method of the winning rule to be outperformed when dealing with classification problems in which several fuzzy rules are fired to classify each example.
Introduction
Computational intelligent methods have shown to be useful tools to solve classification problems [1] . Among them, Fuzzy Rule-Based Classification Systems (FRBCSs) [2] are widely applied since they allow the inclusion of all the available information in system modelling, that is, the information that comes from expert knowledge and the one coming from empirical measures or mathematical models. Furthermore, FRBCSs provide a good balance between accuracy and interpretability through the use of linguistic labels in the antecedent part of the fuzzy rules.
The Fuzzy Reasoning Method (FRM) [3] is a key component of FRBCSs. It is the mechanism that performs the classification of new examples based on the knowledge which has been learnt beforehand. Basically, to classify an example the FRM computes the compatibility between the example and the fuzzy rules in first place. Then, it aggregates the compatibility degrees of the rules having the same class in their consequents and finally, it assigns the example to the class having the maximum aggregated value. In the aggregation stage, it is possible to take into account only the information given by the best fired rule, by a subset of the fired rules or by all the fired rules. Depending on the way in which the information is aggregated we find different classical inference procedures like the FRM of the winning rule [4, 5] or the FRM of the additive combination [6, 7] .
In this work, we propose a new FRM based on the use of the Choquet integral [8] to perform the aggregation stage. In this manner, all the fired rules are taken into account in the decision process and we provide the FRBCS with the ability to model the interaction among the fuzzy rules by means of the fuzzy measure [8, 9] . We apply several classical aggregation functions written in terms of the Choquet integral with the corresponding fuzzy measures. Furthermore, in order to exploit the use of the Choquet integral, we propose a genetic learning method of the fuzzy measure in which we compute the best fuzzy measure to model the interaction among the rules of each class.
We analyse the performance of the new FRM in forty one data-sets selected from the KEEL repository [10, 11] . We will compare the results provided when using the different fuzzy measures using the accuracy rate as measure of performance and we will support our conclusions by conducting a statistical study as recommended in the specialized literature [12, 13] . In the comparison we will study the suitability of the new FRM depending on the number of elements to be aggregated so as to show the importance of having a proper fuzzy measure.
This work is arranged as follows: in Section 2 we provide the background on both theoretical concepts and FRBCSs. The new FRM making use of the Choquet integral and the genetic learning method of the fuzzy measure is described in detail in Section 3. The experimental results and the corresponding analysis are provided in Section 4. Finally, the concluding remarks are drawn in Section 5.
Preliminaries
This section is aimed at introducing the background necessary to understand the new proposal. In first place we recall some theoretical concepts and then we introduce basic concepts about FRBCSs.
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Theoretical concepts
In this work we use fuzzy sets to model the linguistic labels composing the antecedents of the rules. [14] A fuzzy set F defined on a finite and non-empty universe U = {u 1 , ..., u n } is given by
Definition 1
The conjunction among the antecedents of the rules is modelled by means of t-norms.
Definition 2 [15, 16] A triangular norm (t-norm)
We apply aggregation functions to combine several numerical values into a single one.
Definition 3 [15, 16] An aggregation function of dimension n (n-ary aggregation function) is a non decreasing mapping
Finally, we recall the concept of fuzzy measure which is used in the aggregation function known as the Choquet integral [8] . We must point out that in the context of aggregation functions, fuzzy measures are used to model the importance of a coalition, that is, the relationship among the elements to be aggregated. In [17] , authors studied the interpretation of the Sugeno integral in a fuzzy inference system. Definition 4 [8, 9] (1) Cardinality. 
Fuzzy rule-based classification systems
A classification problem consists of m training examples x p = (x p1 , . . . , x pn , y p ), p = 1, 2, . . . , m from M classes where x pi is the value of the ith variable (i = 1, 2, . . . , n) and y p is the class label of the p-th training example.
FRBCSs are widely used in data mining to deal with classification problems, since they allow the inclusion of all the available information in system modelling, i.e, expert knowledge, empirical measures or mathematical models. They have the advantage of generating an interpretable model and therefore, allowing the knowledge representation to be understandable for the users of the system. The two main components of FRBCSs are:
• Knowledge Base: it is composed of both the Rule Base (RB) and the Data Base, where the rules and the membership functions are stored respectively. Specifically, we use fuzzy rules of the following form:
where R j is the label of the jth rule, x = (x 1 , . . . , x n ) is an n-dimensional example vector, A ji is an antecedent fuzzy set representing a linguistic term, C j is a class label, and RW j ∈ [0, 1] is the rule weight [18] .
• Fuzzy Reasoning Method: it is the mechanism used to classify examples using the information stored in the knowledge base.
In the remainder of this subsection, the FRM applied to determine the classes of new examples and the fuzzy rule learning algorithm used to generate the RB are described in detail.
Fuzzy reasoning method
Let x p = (x p1 , . . . , x pn ) be a new example to be classified, L the number of rules in the RB and M the number of classes of the problem, the steps of the FRM [3] are the following ones:
Matching degree, that is, the strength of activation of the if-part for all rules in the RB with
the example x p . To compute it we use a t-norm. 
(3) 3. Example classification soundness degree for all classes. We use an aggregation function that combines the positive association degrees calculated in the previous step.
4. Classification. We apply a decision function F over the example classification soundness degree for all classes. This function determines the class corresponding to the maximum value.
Chi et al. rule generation algorithm
Chi et al. fuzzy rule learning method [19] is the extension of the Wang and Mendel algorithm [20] to solve classification problems. This method is one of the most used learning algorithms in the specialized literature due to the simplicity of the fuzzy rule generation method.
To generate the fuzzy RB this FRBCSs design method determines the relationship between the variables of the problem and establishes an association between the space of the features and the space of the classes by means of the following steps: 
where µ Aj (x p ) is the matching degree of the example x p with the antecedent of the rule that is being generated.
We must remark that rules with the same antecedent can be generated during the learning process. If they have the same class in the consequent we just remove one of the duplicated rules, but if they have a different class only the rule with the highest weight is kept in the RB.
A fuzzy reasoning method based on the use of the Choquet integral
In this section we present our new FRM making use of the Choquet integral to aggregate the local information given by the rules in the RB. Furthermore, we propose a learning proposal of the fuzzy measure for each class of the problem in order to exploit the use of the Choquet integral in classification problems.
In first place we present the modification of the classical FRM in which the Choquet integral is applied in the third step, that is, to compute the classification soundness degree for all the classes of the problem.
Let x p = (x p1 , . . . , x pn ) be a new example to be classified, L the number of rules in the RB and M the number of classes of the problem, the new FRM applies the following steps to classify the example x p :
1. Matching degree: we compute the conjunction among the antecedents of the rules by applying a t-norm.
We must point out that in this work we apply t-norms to compute this step but functions satisfying different properties could be used, like overlap functions that are non-associative [22, 23, 24] . 2. Association degree. For each rule in the RB we weight the matching degree by the corresponding rule weight.
We aggregate by classes the positive association degrees using the Choquet integral.
where m k is the fuzzy measure considered for the k-th class of the problem. 4. Classification. We classify the example x p in the class having the maximum example classification soundness degree.
As can be observed, the Choquet integral is applied in Equation (9) . At this point, we propose to use the five fuzzy measures presented in Example 1. We must stress that these fuzzy measures are additive (the exponential cardinality is additive only when q = 1) and the cardinality and exponential cardinality are also symmetric.
The key point for the success of this algorithm is to make a proper definition of the fuzzy measure. In the new FRM, the first idea is to select one of the five fuzzy measures presented in Section 2 and to apply the Choquet integral with this fuzzy measure for each class of the problem. However, the set of rules of each class can interact in a different way depending on the class, which could be modelled by using a different fuzzy measure for each class of the problem.
For this reason, we propose to use the exponential cardinality and to apply an evolutionary algorithm to learn the most suitable value of the parameter q for each class. In this manner, a specific fuzzy measure would be constructed for the different classes of the problem, that is,
In order to accomplish this learning process, we consider the use of the CHC evolutionary model [25] , which is a genetic algorithm that presents a good trade-off between exploration and exploitation and therefore, it is a good choice in problems with complex search spaces. The CHC evolutionary model considers a population-based selection approach in order to perform a suitable global search. It makes use of a "Population-based Selection" approach, where N parents and their corresponding offspring are combined to select the best N individuals to form the next population. The CHC approach uses an incest prevention mechanism and a restarting process to provoke diversity in the population, instead of the well known mutation operator.
The incest prevention mechanism is only considered in order to apply the crossover operator. In our case, two parents are only crossed if half their Hamming distance is above a predetermined threshold, T h. Since we consider a real coding scheme, we have to transform each gene considering a Gray Code (binary code) with a fixed number of bits per gene (BIT SGEN E), which is determined by the system expert. In this way, the threshold value is initialized as:
T h = (#Genes · BIT SGEN E)/4.0
where #Genes stands for the total length of the chromosome. Following the original CHC scheme, T h is decremented by one (BIT SGEN E in our case) when there are no new individuals in the next generation. The scheme of this model is depicted in Fig. 1 . The specific components of the CHC model regarding our new proposal are the following ones:
• Coding scheme. We have a set of real parameters to be optimized (q k , with k = 1, ..., M ), where the range in which we suggest to vary each one is [0.01, 100]. However, we do not directly encode them in a chromosome but we adapt them using chromosomes in the form: 
• Initial Gene Pool. We include an individual having all genes with value 1. In this manner, we consider the well-know cardinality fuzzy measure as a smart initialization in order to obtain at least its results.
• Chromosome Evaluation. We use the most common metric for classification, i.e. the accuracy rate.
• Crossover Operator. The crossover operator is based on the concept of environments (the offspring are generated around their parents). These kinds of operators present a good cooperation when they are introduced within evolutionary models forcing the convergence by pressure on the offspring (as the case of CHC). Figure 2 depicts the behaviour of these kinds of operators, which allow the offspring genes to be around the genes of one parent, Parent Centric BLX (PCBLX), or around a wide zone determined by both parent genes BLX-α [26] . Specifically, we consider the PCBLX operator which is described as follows:
be the two real-coded chromosomes to be crossed. The PCBLX operator generates the two following offspring:
where o 1i is a randomly (uniformly) chosen number from the interval [l • Restarting Approach. To get away from local optima, this algorithm uses a restarting approach since it does not apply mutation during the recombination phase. Therefore, when the threshold value is lower than zero, all the chromosomes are regenerated randomly to introduce new diversity to the search. Furthermore, the best global solution found is included in the population to increase the convergence of the algorithm as in the elitist scheme.
Experimental analysis
The aim of the experimental study is to show the usefulness of the new FRM to tackle classification problems. Specifically, we compare the performance of the FRBCS when using the Choquet integral with the different fuzzy measures considered in this work.
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Experimental framework
We have tested the system's performance in forty one data-sets selected from the KEEL repository [10, 11] applying a 5-folder cross-validation model. 
Finally, for the use of the Dirac's measure (Delta_Dirac) we have selected the value n for the parameter i and consequently, the results provided by this fuzzy measure are the same ones than those of the well-known FRM of the winning rule. Table 2 contains the results in testing obtained by the new proposal when using the different fuzzy measures considered in this work. For each dataset the best results is highlighted in bold-face. The last column (#FiredRules) shows the average number of fired rules in each data-set, that is, we compute the average number of fired rules per class within the five folders and then we average those classes which have fired some rule. The datasets in this table are order by the average number of fired rules in order to analyse the importance of the new proposal depending on the number of elements to be aggregated.
Analysis of the usefulness of the new fuzzy reasoning method
From the results presented in Table 2 it can be observed that when the number of elements to be aggregated is less than three the behaviour of the different methods is very similar whereas when the number of elements is greater than three the performance of the proposal in which the fuzzy measure is learned for each class of the problem is clearly the best one.
In order to support these findings we have applied the Friedman aligned ranks test [27] in order to check whether there are statistical differences among the five proposals and we have depicted graphically the obtained ranks in order to easily show which is the best ranking method. Finally, we have also applied the Holm's post-hoc test [28] to study if the best ranking method statistically outperforms the remainder ones.
When applying the Friedman aligned ranks test using the datasets in which the average number of fired rules is less than three we obtain a p-value of 0.004 and the ranks shown in Figure 3 . It can be observed that the ranks associated with the different proposals are similar being the best ranking method the proposal in which we learn a different fuzzy measure per class. However, from results in Table 3 it can be concluded that under this conditions there are not statistical differences among the different proposals. Figure 3 : Rankings of the approaches tackling datasets with an average number of fired rules per class lower than 3. Figure 4 : Rankings of the approaches using datasets with an average number of fired rules per class greater than 3.
We have conducted the same statistical study when using data-sets in which more than three rules have been fired per class. In this case, the obtained p-value with the Friedman aligned ranks test is 0.001 being the best ranking method the proposal in which the fuzzy measure has been genetically learnt (see Figure 4 . Unlike the previous situation, when applying the Holm's post-hoc test, whose results are shown in Table 4 , we can conclude that the performance of the Card_GA proposal allows the results of the remainder methods to be statistically outperformed.
Conclusions
In this work we have presented a new FRM in which the aggregation step is performed by using the Choquet integral. We have considered five fuzzy measures in order to model the interaction among the Table 4 : Holm test to compare our approaches dealing with datasets with an average number of fired rules per class greater than 3.
set of rules having the same class in the consequent. The definition of the fuzzy measure is the key point for the success of the new proposal and therefore, we have proposed a learning method of the fuzzy measure associated with each class of the problem. Specifically, we have applied an evolutionary algorithm to compute the best value of the exponent when using the exponential cardinality as fuzzy measure. Throughout the experimental study it has been shown that when the number of elements, which in our case is the number of fired rules, to be aggregated is low the results provided by the use of the different fuzzy measures are very similar. However, when the number of average fired rules is greater than three it is recommendable the use of the proposal in which a proper fuzzy measure is learnt to model the interaction of the set of rules related to each class. All in all, we can conclude that: 1) the FRM of the winning rule is advisable when having few elements to be aggregated due to its low computational cost and 2) the use of the Choquet integral with the genetic learning of the fuzzy measure allows to clearly enhance the FRBCS's performance to tackle classification problems with several fired rules.
