We present a Convolutional Neural Network (CNN) regression based framework for 2-D/3-D medical image registration, which directly estimates the transformation parameters from image features extracted from the DRR and the X-ray images using learned hierarchical regressors. Our framework consists of learning and application stages. In the learning stage, CNN regressors are trained using supervised machine learning to reveal the correlation between the transformation parameters and the image features. In the application stage, CNN regressors are applied on extracted image features in a hierarchical manner to estimate the transformation parameters. Our experiment results demonstrate that the proposed method can achieve real-time 2-D/3-D registration with very high (i.e., sub-milliliter) accuracy.
INTRODUCTION
In many image guided medical interventions, 2-D/3-D registration is one of the enable technologies [1] . It brings the preoperative 3-D data and intra-operative 2-D data into the same coordinate system and spatially align them. Most 2-D/3-D registration methods in the literature are optimization-based, in which the transformation parameters are iteratively optimized to maximize an objective function reflecting the quality of the registration. Depending on the objection function to be optimized, optimization-based methods can be further divided into two categories [2] , intensity-based methods and feature-based methods.
Intensity-based methods are the most widely adopted 2-D/3-D registration methods, in which an optimizer is employed to maximize an intensity-based similarity measure between the Digitally Reconstructed Radiography (DRR) and the X-ray image [3] [4] [5] . When the optimizer converges to the true global maximum, intensity-based methods can provide very accurate result. However, intensity-based similarity measures are often highly non-convex functions, leading to a high probability for the optimizer to get trapped in local maxima. As a result, intensity-based methods typically have very small capture range, and their robustness degrades significantly as the error in the initial transformation parameters increases. In addition, intensity-based methods are computationally expensive, because numerical optimization often requires a large number of evaluations of the objective function, each evolving a rendering of the DRR and a computation of the similarity measure, both of which are computationally expensive. Therefore, intensity-based methods are typically not suitable for time-critical or real-time applications.
Feature-based methods use similarity measures that are computed based on the geometric features extracted from both 2-D and 3-D images, e.g., corners, lines and segmentations [6] [7] [8] . By utilizing geometric features, feature-based methods typically have a higher computational efficiency and a larger capture range comparing to intensity-based methods. The downside of feature-based methods lies in the fact that registration purely relies on the extracted geometric features. Therefore, the error in feature detection step is inevitably propagated into the registration result, and in some cases can be magnified [9] . As a result, feature-based methods are in general less accurate, and are not suitable for applications where feature detection itself is a challenging problem.
In this paper, we introduce a new 2-D/3-D registration framework named Hierarchical Pose Regression (HPR). In this framework, 2-D/3-D registration is formulated as a hierarchy of regression problems, where transformation parameters are regressed hierarchically using Convolutional Neural Network (CNN) from features extracted from the DRR and the X-ray image. The main advantage of HPR is that it can achieve accuracy 2-D/3-D registration with very few DRR rendering, make it highly computationally efficient and suitable for real-time applications. We demonstrate that HPR can achieve sub-milliliter registration accuracy within 60 ms.
REGRESSION-BASED 2-D/3-D REGISTRATION

X-ray Imaging Geometry
The 3-D image is denoted as J : R 3 → R. The 2-D X-ray image is denoted as I : R 2 → R. The X-ray imaging system applies a perspective transformation to transform the 3-D object to the 2-D imaging plane, denoted as P :
Given a 3-D image and a perspective transformation P, a simulated X-ray projection image (i.e., DRR) can be generated. The simulated image is denoted asÎ J,P = D(J, P), where D(·, ·) is the DRR rendering operator. The goal of 2-D/3-D registration is to find a transformation of the 3-D image to align it with the corresponding object/anatomy in the X-ray imaging system. Denoting the transformation as T : R 3 → R 3 , the transformed 3-D image is T • J. The DRR generated with the transformation T isÎ J,P,T = D(T • J, P).
A rigid-body transformation T can be parameterized by a six-dimensional vector t. We decompose rigid-body transformation into in-plane and out-of-plane transformation parameters, for the ease of estimating the parameters hierarchically. We first define in-plane transformation parameters, including 2 translation parameters, t x and t y , and 1 rotation parameter, t θ . In-plane parameters uniquely determine the object's location and orientation in the projection image. We then define 3 out-of-plane transformation parameters, including 1 translation parameter, t z , and 2 rotation parameters, t α and t β . Outof-plane parameters uniquely determine the object's scaling and shape in the projection image.
Mathematical definitions of the in-plane and out-of-plane parameters are given as follows. An example of X-ray imaging system is shown in Fig. 1 . The horizontal axes, vertical axes and normal direction of the X-ray imaging plane (e.g., film or intensifier) are denoted as e x . e y and e z , respectively. The center of the X-ray imaging plane is denoted as c p . On the object to be registered, two orthogonal axes are defined, denoted as e a and e b , and a reference point (preferably at the geometric center) is selected and denoted as c o . The translation parameters, t x , t y and t z , are defined as
The in-plane rotation parameter t θ , also referred to as "yaw", is defined as the angle between e y and the projection of e a on the 2-D imaging plane:
The out-of-plane parameter t α , also referred to as "pitch", is defined as the angle between e a and its projection on the 2-D imaging plane:
The out-of-plane parameter t β , also referred to as "roll", is defined as the angle between e b and the projection of e z on the plane perpendicular to e a :
X-ray source Fig. 1 : X-ray perspective geometry
Formulation of the Regression Problem
DRRs can be expressed asÎ(t) = D(T (t) • J, P). In the rest of this paper, J and P will be omitted for notational simplicity as they are non-varying for a given 2-D/3-D registration task. Denoting the initial and ground truth transformation as t and t 0 , the goal of 2-D/3-D registration can be seen as estimating the error ∆t = t 0 − t. In the learning stage, we train a set of hierarchical regressors to reveal the correlation between ∆t and a feature extracted from I andÎ(t), denoted as X(I,Î(t)). In the registration stage, X(I,Î(t)) is calculated and the regressors are applied to estimate ∆t.
Feature Extraction
From the transformation parameters used for rendering, we can determine the position (t x , t y ), orientation (t θ ) and size (t z ) of the object inÎ(t). We use this information to draw a rectangular region of interest (ROI) inÎ(t), which is resampled to extract a patch image with fixed size of 156×300, denoted asĤ(t), as shown in Fig. 2 . The patch image is centered at the projection of c o , tightly surrounding the target object, with the projection of its e a axis pointing upward. Another patch image is extracted from the same ROI from I, denoted as H(t). Depending on the difference between t and t 0 , the object in H(t) will have different position (caused by ∆t x and ∆t y ), scaling (caused by ∆t z ), orientation (caused by ∆t θ ) and shape (caused by ∆t α and ∆t β ) than that in H(t). Therefore, we use the difference between H(t) and H(t) to regress ∆t:
Hierarchical Regression
Our goal is to train 6 regressors f = {f x , f y , f z , f θ , f α , f β } to reveal the correlation between X and ∆t, meaning that
Considering that X only contains 2-D information, the mapping from X to ∆t could be very complex. To reduced the We first partition the space spanned by t α and t β into nonoverlapping 20×20 degree zones. A set of 6 regressors are trained for each individual zone to solve 2-D/3-D registration problems with initial t α and t β in this zone. 2-D/3-D registration tasks are dispatched into corresponding zones, according to their initial values of t α and t β . Using this strategy, each regressor only needs to reveal the correlation between X and ∆t for a small range (i.e., 20 degrees) of t α and t β , making the regression problems much simpler.
We then divide the 6 regressors into 3 groups, {f x , f y , f θ }, {f α , f β } and {f z }. The regressors in the first group are applied first to estimate ∆t x , ∆t y and ∆t θ . The estimation is then used to update the transformation and generate a new feature X. The regressors in the second group are applied on the updated X to estimate ∆t α and ∆t β . Finally, the same steps are carried out to apply the regressor in the third group to estimate ∆t z . The core idea of this strategy is to solve the simpler problem first, which simplifies the more difficult problem to be solved next. The estimation of in-plane errors ∆t x , ∆t y , and ∆t θ is considered to be the simplest problem, because they cause simple 2-D transformation of the object in the projection image. The estimation of out-of-plane rotation errors ∆t α and ∆t β is more difficult, because they cause shape/appearance change of the object in the projection image. Finally, the estimation of the out-of-plane translation error ∆t z is the most difficult problem, because a large translation only causes a subtle scaling of the object in the projection image.
The above hierarchical regressors can be applied once (single-pass mode) or multiple times (multi-pass mode). The multi-pass mode repeats the regression process for multiple times, with the result of the previous time being used as the starting position for the current time. 
Multi-task Framework
We train the regressors in the same group (e.g. in-plane and out-of-plane) in a multi-task learning framework, as shown Fig. 4 . The shared CNN is applied for all the tasks to extract corresponding feature vectors, on which separate linear regressions are applied to generate the predictions. The same CNN structure is adopted for different groups, but the CNNs for different groups are trained separately and therefore have different weights.
Each regression task has its own cost function. We use the squared prediction error:
where ∆t i and ∆t i are the predicted and the ground truth value for the i-th regression task. The global cost function for the multi-task learning is a linear combination of the cost functions for all regression tasks, summarized over all training datasets:
where λ i is the weight for the i-th regression task, and the superscript (t) indicates the index of the training image. The set G contains the indexes of the regression tasks in the same group.
Network Structure
Our network structure is shown in Fig. 4 . The input is a 156×300 image, computed from Eqn. 5, which is connected to 4 hidden layers, including two 5×5 convolutional layers and two 2×2 max-pooling layers. The 5-th hidden layer is a fully connected layer with 500 Rectified Linear Unit (ReLU) activations neurons, which generates a feature vector with 500 elements. The feature vector is then fully connected to the output neuron for each regression task. The first 5 hidden layers are shared by the regression tasks in the same group.
Training
Each group of regressors were jointly trained on 13,000 synthetically generated DRR and X-ray image pairs with randomly generated ∆t. We solely trained on synthetic data for 2 reasons: 1. it provides accurate ground truth label that can be used for supervised machine learning; 2. the amount of real X-ray data is limited. Given a training data, predictions for all regression tasks are calculated, and the corresponding gradients are back-propagated through the network. We used Xavier method to initialize the weights, and Mini-batch Stochastic Gradient Descent algorithm with batch size 64 to optimize the global cost function in Eqn 5.
EXPERIMENTS AND RESULTS
Experiment Setup
We conducted experiments on registration of a 3-D model of distal radius plate and its X-ray images. The dataset include a 3-D model of a distal radius plate and 7 X-ray images. We manually annotated the ground truth transformations for the X-ray images, which are used for quantitative evaluation of registration accuracy. For each X-ray image, 100 starting transformations were generated by randomly perturbing the transformation parameters, with the following distribution:
We performed HPR in single-pass mode (HPR 1 ), twopass mode (HPR 2 ) and three-pass mode (HPR 3 ), to evaluate how the performance of HPR is affected by the number of passes. We compared HPR against intensity-based methods using Normalized Cross Correlation (IN CC ) and Gradient Correlation (IN GC ) as objective function, both using Simplex algorithm as optimizer. We also did an experiment on applying IN GC after HPR 3 , to demonstrate the effect of combining intensity-based method with HPR. All methods were evaluated on the 7 X-ray images, each with 100 starting transformations, which gives in total 700 test cases.
Results
Registration accuracy is evaluated by the root mean squared error (RMSE) of the 6 parameters and the 2-D Target Registration Error (TRE), which measures the registration error of 6 landmarks manually selected from the 3-D model, excluding the error along e z . We excluded the error along e z , because accurate estimation of it requires multi-view 2-D/3-D registration, which is beyond the scope of this paper. Computational efficiency is evaluated by the average computation time, as well as the average number of DRR rendering needed (N DRR ) for each registration. Table 1 summarizes the experiment results. These results show that all HPR 1 , HPR 2 and HPR 3 achieved high registration accuracy (i.e., mostly sub-mm) and computational efficiency (i.e., real-time). Among these 3 modes, HPR 3 is the favored setup because it achieved the best registration accuracy, and although slower than the other two, its average computation time is still merely 81 ms, which is sufficient for real-time registration of live X-ray imaging (i.e., 10 frames per second). HPR 3 outperformed the two intensity-based methods, IN CC and IN GC , in both registration accuracy and computational efficiency. Our results also show that by using HPR as an initialization for intensity-based registration, HPR 3 +IN GC leads to the best overall registration accuracy among all tested methods. The computation time of HPR 3 +IN GC is similar to that of applying the intensity-based method alone, making it not capable of real-time registration. Therefore, HPR 3 +IN GC is suitable for less time-critical applications that requires high accuracy.
