This study performs large eddy simulation (LES) of periodic channel flow to evaluate and validate the recently developed solution verification methods for LES [Xing, T, Journal of Hydrodynamics, 27, 2015], i.e., ranging from a simple single grid estimator to more sophisticated seven equation estimators based on two hypotheses. Simulations of periodic channel flow at friction Reynolds number (Reτ) of 395 using open source computational fluid dynamics (CFD) code OpenFOAM 3.0.0 are conducted. The results of this study have potential to develop useful guidelines on selecting grid and SGS models for achieving high-fidelity LES simulations for wall bounded flow.
INTRODUCTION
Due to availability of high performance computing systems, the high resolution CFD techniques, i.e., direct numerical simulation (DNS) and large eddy simulation (LES) have been widely used nowadays. Especially, LES is being vastly used in both academic as well as industrial problems. However, due to unavailability of proper verification and validation methods, there are no guidelines for designing the numerical setup for LES. Therefore, it is possible that many of the LES simulations could be either under-resolved or overresolved. An under resolved LES could be dangerous, because it is erroneous than a Reynolds averaged Navier-Stokes (RANS) solution, due to employment of simpler models in LES as compared to RANS models. An over-resolved LES simulation is basically a DNS (or quasi DNS) with zero sub-grid stress. However, due to calculation of extra terms/equations for modelling sub-grid stresses the calculation is much slower than a DNS calculation at same grid size. Therefore, it is important to quantify the errors and uncertainties associated with a LES simulation to design an optimum LES.
The current CFD verification and validation (V&V) methods are developed for RANS turbulence models, where the sources of errors and uncertainties can be classified into modelling errors of numerical errors that can be evaluated separately. Available solution verification methods for RANS include the factor of safety method (Xing & Stern, 2010) , grid convergence index (GCI) method (Roache, 2009), and the least square method (Eca, 2014). The errors and uncertainties are difficult to estimate in a LES due to interaction between numerical and modelling error. In an implicit LES, the grid size acts as a filter width and the sub-grid scale model uses the grid size as the length scale parameter to model the sub-filter (or sub-grid) scale effects on the resolved scales. Typically, at a very fine grid both the numerical and modelling errors go to zero, however, this is in the DNS range and the cost of computation is very high. Within the LES range, both the numerical and modelling errors changes with changing the grid and may cancelling each other due to opposite signs. Meyers and Sagaut [1] observed that the grid convergence behaviour within the LES range is non-monotonous and observed that the coarse resolution solutions along a constant Nx-Ny line matches with fully resolved DNS. Therefore, error cancellation could play a significant role in LES. There have been some attempts to quantify error and uncertainties in LES simulations using single grid approach. These include sub-grid activity parameter (s) [2] , modified activity parameter (s * ) [3] , index of quality based on Kolmogorov length scale (LES_IQη) [4] and index of quality based on sub-grid scale viscosity(LES_IQν) [4] etc. The main problems of these methods are that many of the terms need to be estimated empirically which is not well tested and they don't separate out the modelling and numerical errors. Accurate quantification of numerical and modelling errors should be based on rigorous assessment using different grids and models. Klein [5] and Freitag and Klein [6] developed a method for estimation of numerical and modelling errors in LES with the assumption of Taylor series expansion. Their method doesn't consider the effect of error cancelation and also the method is not well validated. Xing [7] proposed a wide number of V&V methods for LES, ranging from a simple single grid estimator to more sophisticated seven equation estimators based on two hypotheses. In this study we will test the two hypotheses and the V&V methods using a large number of datasets from channel flow LES at various grid sizes and using different sub-grid scale models. This article presents preliminary data from our channel flow LES simulations at seven grid sizes using one equation sub-grid scale model.
COMPUTATIONAL SETUP
The classical turbulent channel flow at friction Reynolds number Re  = 395 [8] The spatial discretization is performed using 2 nd order central difference scheme (CDS) and the time integration is performed using 2 nd order implicit time stepping. The one equation eddy viscosity model [9] is used to model the effects of sub-grid scales on the resolved fields. Table 1 presents the details of the grid sizes of the LES simulation used in the present work. The computational domain extends 2πh, πh and 2h in streamwise, spanwise and wall normal directions. The time step is reduced for finer simulations to keep the peak Courant number less than 0.5. The coarsest grid simulation is perturbed using the method developed by De Villiers [10] and then simulation was run for 20 flow through times. The finer grid simulations were initialized by mapping the solution fields from the coarsest grid simulation. Once the statistically steady state is reached solutions were time averaged for 100 flow through times. Fig. 1 compares the streamwise logarithmic velocity distribution from various LES grids with that of DNS data from Kim et al. [8] . Unlike Meyers and Sagaut [1] , the data shows a monotonic convergence behavior in this range of grids. Meyers and Sagaut [1] found that there is a range of coarse LES grids with excellent agreement with the DNS data, however, their grids were not systematically refined. Fig. 1 also compares the streamwise, spanwise and wall normal velocity fluctuations form the present LES with those of the DNS data. Similar to the findings by Gullbrand (2003) , present LES data show that both vrms and wrms values are underpredicted but the errors decrease with grid refinement. Further, as the grid is coarsened, the predicted location of the peak vrms and wrms shows highly offset from the DNS data. urms is slightly underpredicted on the coarse grids but shows a much better agreement with the DNS data on the fine grids. However, urms shows unphysical rise at the two coarsest grids. at the coarsest grid. However, the ratio of the resolved to the total turbulent kinetic energy doesn't show similar trend. The different convergence characteristic of the normal and shear stresses needs further investigation and might be associated with the sub-grid stress model behavior. It is to be noted that the three finest grids in our simulation resolved more than 80% of the turbulent kinetic energy. Figure 3 compares the error estimates proposed by Xing [7] with the RANS estimates using generalized Richardson Extrapolation on multiple grid triplets (r is the grid refinement ratio). The various LES error estimators by Xing [7] include four to seven equations based on two hypotheses. The highly non-linear system of equations were solved using MATLAB 2016 optimazation solver and the correct sets of solution were chosen based on our physical understanding of the solutions. For brevity, only the error estimates based on the 2 nd hypothesis (zero coupling error) is presented in Figure 3 . However, our six and seven equation estimates show that the coupling error could be of same order of magnitude with the numerical error at fine grids. The errors in Sc, i.e., (Sc-DNS)/DNS for RANS when r = 1.414, decrease in an oscillatory manner with grid refinement. Errors using the four equation estimator (H2-4: 4 equation based on the 2 nd hypothesis) decrease monotonically. However, five equation (H2-5) and RANS with r = 2 show a monotonic increase with grid refinement. The total error prediction from H2-4, H2-5 and RANS show fair agreement, however, H2-4 and H2-5 show monotonic convergence in contrast to the oscillatory convergence using RANS estimator. The error estimates with both the H2-4 and H2-5 show that modeling and numerical errors have opoosite sign, this suggests that error cancelation could play imprortant role in LES and RANS estimates are not able to depict that.
RESULTS AND DISCUSSIONS

Fig. 3 Comparison of RANS and various LES error estimates
CONCLUSIONS
We have presented preliminary data from our turbulent channel flow LES simulations for evaluating solution verification methods for LES. The finest grid simulations from the sets of simulations is able to predict the mean and turbulence quantities reasonably. Using the six and seven grid estimators we have found that numerical and coupling error could be one order of magnitude higher than the modeling error at the finest grids. Further, our error estimates show that numerical and modeling errors have opposite signs and error cancelation could play an important part in LES simulations. The results of this study have potential to be used to develop robust and accurate solution verification methods for LES and provide guidelines on grid resolutions towards the minimum overall simulation error.
