Measurements of the proton and deuteron F2 structure functions are presented. The data, taken at Jefferson Lab Hall C, span the four-momentum transfer range 0.06 < Q 2 < 2.8 GeV 2 , and Bjorken x values from 0.009 to 0.45, thus extending the knowledge of F2 to low values of Q 2 at low x. Next-to-next-to-leading order calculations using recent parton distribution functions start to deviate from the data for Q 2 < 2 GeV 2 at the low and high x-values. Down to the lowest value of Q 2 , the structure function is in good agreement with a parameterization of F2 based on data that have been taken at much higher values of Q 2 or much lower values of x, and which is constrained by data at the photon point. The ratio of the deuteron and proton structure functions at low x remains well described by a logarithmic dependence on Q 2 at low Q 2 .
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Deep-inelastic scattering (DIS) remains a powerful tool to study the partonic substructure of the nucleon. Decades of experiments with high-energy electron and muon beams have provided a detailed map of the nucleon structure function F 2 (x, Q 2 ) over many orders of magnitude in x and Q 2 [1] . Here, Q 2 is the negative square of the four-momentum transfer of the virtual photon exchanged in the scattering process, and x = Q 2 /2M ν is the Bjorken scaling variable, with M the nucleon mass and ν the energy of the virtual photon in the target rest frame. In the region of large Q 2 and ν, the results of these DIS measurements are typically interpreted in terms of partons (quarks and gluons), where x can be interpreted as the fraction of the nucleon momentum carried by the struck parton.
In this regime, a rigorous theoretical framework is provided by perturbative Quantum Chromodynamics (pQCD), which gives logarithmic scaling violations in Q 2 [2] . However, this description starts to fail when non-perturbative effects such as interactions between the quark struck in the scattering process and other quarks or gluons in the nucleon become important. The sensitivity for such higher-twist effects increases with decreasing Q 2 , since they are proportional to powers of 1/Q 2 . Therefore, the interpretation of the nucleon structure functions in terms of partons was originally anticipated to become suspect when momentum and energy transfers get below a few GeV. Nonetheless, the perturbative descriptions were shown to hold down to surprisingly low values of Q 2 , of the order of 1 GeV 2 , provided that the energy transfer remained sufficiently large [3] .
For small values of the energy transfer, corresponding to an invariant mass W = M 2 + 2M ν − Q 2 < 2 GeV of the hadronic system, the data at low Q 2 prominently show excitation of nucleon resonances, and a simple partonic interpretation fails. Moving beyond this resonance region, the behaviour of the nucleon structure functions in the low Q 2 region is thought to shed light on the transition from perturbative to non-perturbative QCD within the partonic interpretation. However, little is known about this behaviour, since for W > 2 GeV there are few data points at low Q 2 , except for the (transverse) cross section σ T at exactly Q 2 = 0 from real-photon absorption experiments, some data from SLAC [4] , and data at very low x values (x < 0.005) from the E665, ZEUS and H1 experiments [5] [6] [7] . Here, we report on measure-ments in the range 0.009 < x < 0.45, approaching the valence-quark region, for 0.06 < Q 2 < 2.8 GeV 2 . The differential cross section for inclusive electron scattering can be written as
where the virtual-photon flux factor is given by
with K = (W 2 −M 2 )/2M , ε the virtual photon polarization, and σ L (σ T ) the longitudinal (transverse) virtualphoton absorption cross section, which depends on x and Q 2 . Usually, the cross section is written in terms of the structure functions F 1 (x, Q 2 ) and F 2 (x, Q 2 ), where F 1 is proportional to σ T and F 2 is proportional to σ L + σ T . However, the cross section can also be written in terms of F 2 and the ratio R ≡ σ L /σ T according to:
This equation shows that in the limit ε → 1, the structure function F 2 can directly be determined from the measured cross section. Otherwise, measurements have to be performed for at least two different values of ε (beam energies) at fixed values of x and Q 2 (Rosenbluth separation), or a value for R has to be assumed. Although results for the F 2 structure function have been widely reported [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] , in many cases assumptions on the value of R were made. A more limited set of experiments actually performed Rosenbluth-separations [4, 8, [10] [11] [12] [13] [14] . In this paper we present results for F 2 based on data for both hydrogen and deuterium at low values of Q 2 , utilizing both techniques: using Rosenbluth-separated data and using unseparated data in combination with a parametrization of R(x, Q 2 ). Values of R extracted from these data for those kinematics, where data were taken at more than one value of ε, were reported previously [20] . Here the full data set is used to determine F 2 .
The experiment (E99-118) was carried out in experimental Hall C at the Thomas Jefferson National Accelerator Facility (JLab). Data were obtained for 0.009 < x < 0.45, 0.06 < Q 2 < 2.8 GeV 2 by utilizing 2.301, 3.419 and 5.648 GeV electron beams at a current of I = 25 µA. The minimum scattered electron energy was E ′ ≈ 0.4 GeV and the range of the invariant mass of the hadronic system W was between 1.9 and 3.2 GeV 2 . Electrons scattered from 4 cm long liquid hydrogen and deuterium targets were detected in the High-Momentum Spectrometer (HMS) in Hall C at various angles between 10
• and 60
• . The inclusive double differential cross section for each energy and angle bin within the spectrometer acceptance was determined from the measured electron yields. The yields were corrected for detector inefficiencies, background events, and finally radiative effects to obtain the Born cross section. Internal bremsstrahlung, vertex corrections and loop diagrams were calculated using the approach by Bardin et al. [21] . The code used includes the possibility that the electron emits two hard photons (α 2 term). However, the calculation of this process is not yet fully established. Because the calculation including the α 2 term overestimates the radiative tail, perhaps because higher-order terms associated with the emission of more than two hard photons are not negligible, only half of the two hard-photon correction was applied, and the size of the correction was included in the cross section systematic uncertainty (see Ref. [22] for more details). Additional radiative effects in the target and its exit windows were determined using the formalism of Mo and Tsai [23] .
For every bin the cross section was corrected for the variation of the cross section over the acceptance with the angle θ to yield the value of the cross section at the central angle (bin-centering correction). To minimize the dependence on the model used to describe this variation and the radiative effects, an iterative procedure was employed. A similar procedure was used to center the cross sections at chosen values of x. For details regarding the analysis and the standard Hall C apparatus employed in this experiment, see Refs. [20, 22, 24, 25] .
The total uncertainty in the cross sections was calculated as the quadratic sum of statistical and systematic uncertainties. The statistical uncertainty was in most cases well below 1%. The systematic uncertainty on the cross sections from instrumental sources such as target thickness, charge integration, various efficiencies, and acceptance amounted to 1.3% -1.7%. The uncertainty in the radiative corrections is about 1%, except at low values of E ′ (E ′ < 0.8 GeV), where the measured data are dominated by events from elastic or quasi-elastic scattering with the emission of one or more photons in the initial or final state. The estimate of these uncertainties was determined by varying all relevant input cross sections within their uncertainties, and amounted to 1.5% for hydrogen and 8.5% for deuterium in the most extreme cases considered. The much larger uncertainty in the deuterium cross section is due to the contribution from quasielastic scattering, which can only be modelled approximately due to the lack of low-Q 2 (< 0.4 GeV 2 ) electron-deuteron scattering data over a sufficiently wide range of energy transfers. In addition, there is the uncertainty from the α 2 term, which can be as large as 50% in a few cases (low values of x and ε).
The results for the F 2 (x, Q 2 ) structure function for protons (deuterons) from the Rosenbluth separated data are shown as the open squares in Fig. 1 (Fig. 2) as a function of Q 2 for fixed values of x. The value of F 2 and its uncertainty are in essence the result of an extrapolation of the cross sections and their (total) uncertainties, measured at the different ε values, to ε = 1 and were cal- culated accordingly. The numerical values [26] are given in Table I .
Values of F 2 from the unseparated data were determined by inverting Eq. 3 and using a recent parametrization of R. Measurements of R(x, Q 2 ) from the present experiment reported in [20] showed a nearly constant behaviour of R down to Q 2 of about 0.1 GeV 2 at low values of x. This was contrary to expectations that R would decrease strongly at such low Q 2 . The unexpected behaviour was taken into account by extending the parameterization of Ref. [4] 
2 ) parameterization [20] . This parameterization was used to calculate F 2 for all values of x and Q 2 where cross sections from the present experiment are available that were not used already for the Rosenbluth separation. The uncertainty in F 2 is a combination of the uncertainties in the measured cross section and in the parameterization of R. For Q 2 > 1 GeV 2 the latter uncertainty was taken to be 0.075 . For Q 2 < 1 GeV existing data in this region. The influence of R on the extracted value of F 2 diminishes when ε → 1. The results are shown as the red circles in Figs. 1,2 . They agree well with the Rosenbluth-separated results, but cover a much larger kinematic range. Also, there is a very good consistency between the results at the same value of x and almost the same value of Q 2 , but different values of ε, as can be seen from the numerical values given in Table II. Both figures also show the results of previous measurements at SLAC [4] , by the EMC [13] , NMC [14, 27, 28] and BCDMS [8, 9] collaborations at CERN, the E665 [5] collaboration at Fermilab, and the H1 [15] [16] [17] and ZEUS [18, 19] collaborations at DESY. In the region of Q 2 where these overlap with the present results there is good agreement. At low x our data clearly extend the knowledge of F 2 down to much lower Q 2 . The thick dashed curves shown in Fig. 1 are the result of a next-to-next-to-leading order (NNLO) calculation based on the recent MRST parton distributions [29] , where target-mass effects have been included according to [30] . The calculations do not extend below Q 2 = 1 GeV 2 , as there a DIS approach is not assumed to be applicable anymore. The calculated results closely coincide with the data for x ≈ 0.1. Deviations can be noticed at the lower Q 2 end for the lowest (x = 0.009) and highest (x = 0.250) x-values. This could be due to uncertainties in the used parton distribution functions at low x and the influence of higher-twist effects. The solid and dot-dashed curves shown in Fig. 1 represent two existing parameterizations down to the photon point of the world's F p 2 data, termed ALLM97 and GD07. The ALLM97 parameterization [31] represents a 23-parameter fit to world's electron-proton scattering total cross section data based upon a Regge-motivated approach. It includes both Reggeon and Pomeron exchange mechanisms. Deep-inelastic scattering data covering a wide range in x and Q 2 are used, with additional constraints built in to connect smoothly to the photon point. The GD07 parameterization [32] includes recent data and converts from total cross sections to F 2 structure functions by using the parameterization of R from Ref. [33] for all data.
The solid (dot-dashed) curves shown on Fig. 2 were constructed by utilizing the mentioned ALLM97 and GD07 parameterizations of F p 2 , multiplying them by the factor (1 + F n 2 /F p 2 )/2 using a global fit to F n 2 /F p 2 data by the NMC collaboration [27] . As can be seen from Figs. 1 and 2, the existing parameterizations are in very good agreement with the measured structure functions, with deviations often less than 3% and always consistent given the error bars. The largest deviations occur for data that have large systematic uncertainties. Given that for x < 0.1 there were no data for Q 2 < ∼ 1 GeV 2 , the agreement between our data and the parameterizations is remarkable. This indicates that the constraints imposed on the parameterizations by low-Q 2 data at much smaller x and the way the transition to the real photon point at Q 2 = 0 is parametrized, seem to be sufficient to correctly predict F 2 (x, Q 2 ) in a region where it was hitherto unknown.
The ratio of the deuteron to proton structure functions, F d 2 /F p 2 is of interest because it embodies information on the neutron structure function F n 2 . This ratio can be expressed in terms of the cross section ratio
with σ d /σ p the measured cross section ratio and R d and R p both functions of x and Q 2 . For sufficiently high energy experiments, ε → 1, and the deuteron to proton cross section and F 2 ratios will equate. Similarly, the ratios equate if R p = R d , which has been found in all previous higher-Q 2 data, albeit with relatively large uncertainties, see Ref. [11, 27] . However, the data from the present experiment are at ε = 1 and, as reported earlier [20] , there may be a small reduction of R d with respect to R p at low Q 2 (Q 2 < 1.5 GeV 2 ). Such a reduction was taken into account when converting our measured σ d /σ p ratios to F 2 ) fit of all data described in the text.
systematic error in the latter ratio includes the effect of an uncertainty in the value of R d − R p , which conservatively was taken equal to the value of R d −R p .) The effect is small, decreasing the extracted ratio F Table III . The precise data from the NMC collaboration [27] have shown that the F d 2 /F p 2 ratio depends (at fixed x) logarithmically on the scale, Q 2 . The data from the present experiment extend the Q 2 range of the data in the region 0.01 < x < 0.1, thus improving the knowledge of these logarithmic Q 2 -dependences in that region. Neglecting differences in higher-twist effects in the proton and deuteron, all data for F d 2 /F p 2 were fitted with the linear function
2 from the present experiment are found to be in excellent agreement with this parameterization, see the lines in Fig. 3 .
In summary, we present F 2 structure function data taken on hydrogen and deuterium spanning the fourmomentum transfer range 0.06 < Q 2 < 2.8 GeV 2 . The data are at lower Q 2 values than hitherto reported in the range of small to intermediate x, 0.009 < x < 0.45. The data agree well with the results of phenomenological parameterizations based upon data accumulated at either much larger Q 2 , or far smaller values of x. Results of NNLO calculations agree with the data for x ≈ 0.1, but deviate at lower and higher values of x, when Q 2 drops below 2 GeV 2 . The present data extend the data set for the ratio of deuteron to proton F 2 structure functions to 
Uncertainties are shown without (∆norc) and with (∆ f ull ) the contribution from radiative corrections. II: Data for the proton and deuteron cross sections and F2 structure functions as determined via the model-dependent method. The cross sections do not include the virtual-photon flux factor Γv (see Eqs. 1,2). Uncertainties are shown without (∆norc) and with (∆ f ull ) the contribution from radiative corrections. 
