We introduce an abstract algorithm that aims to find the Bregman projection onto a closed convex set. As an application, the asymptotic behaviour of an iterative method for finding a fixed point of a quasi Bregman nonexpansive mapping with the fixed-point closedness property is analyzed. We also show that our result is applicable to Bregman subgradient projectors.
Introduction
Bregman distances provide a general and flexible framework for studying optimization problems both theoretically and algorithmically [1] - [18] . The objective of this paper is to present an iterative method for finding the Bregman projection onto a closed convex set. Our results extends those of [5] from the Euclidean distance to the Bregman distance setting.
The paper is organized as follows. Section 2 contains useful auxiliary results on Bregman distances. In Section 3, we introduce and analyze the iteration scheme for finding the Bregman projection onto a closed convex set. In Section 4, we apply our iteration scheme to quasi Bregman nonexpansive mappings that are fixed-point closed. The iterates are shown to converge to the fixed point which is the Bregman nearest point to the starting point; moreover, the total length of the trajectory in terms of the Bregman distance is finite. We conclude by pointing out that our theory applies to Bregman subgradient projectors.
Assumptions, notions and facts

Standing assumptions
We assume throughout this paper that C is a closed convex subset of a finite dimensional Euclidean space X with inner product ·, · and norm · , and that f : X → R is strictly convex and differentiable, with dom f * open.
We shall assume that the reader is familiar with basic convex and variational analysis and its notation; see, e.g., [16] , [19] , [21] , or [8] . Our assumptions imply that f is a Legendre function as hence is it Fenchel conjugate f * .
Bregman distance and projection
Definition 2.1 (Bregman distance) (See [10] .) The function
is called the Bregman distance with respect to f .
It is well known (see, e.g., [2] or [14] ) that the Bregman distance allows nonorthogonal projections in our setting:
Definition 2.2 ((left) Bregman projection)
For every y ∈ X, there exists a unique point
Note that when f = (1/2) · 2 , then ← − P C is the classical orthogonal projector.
Useful facts
The following results, which are mostly well known and which will be useful later, are recalled here for the reader's convenience.
Fact 2.3 (See, e.g., [7, Fact 2.3] .) For every x ∈ X, the projection ← − P C (x) is characterized by
equivalently, by
Moreover, ← − P C : X → C is continuous. 
(ii) (D(x n , y)) n∈N is bounded for every y ∈ X.
(iii) There exists y ∈ X such that (D(x n , y)) n∈N is bounded.
Proof. "(i)⇒(ii)": Let y ∈ X and suppose that (D(x n , y)) n∈N is not bounded. After passing to a subsequence if necessary, we assume that x n → x ∈ X and that D(x n , y) → +∞. 
Finding the Bregman projection by iteration
In this section, we present an iteration scheme to find the projection ← − P C (x 0 ). It will be convenient to set, for every (x, y) ∈ X × X,
which is either equal to X (if x = y) or to a closed halfspace (if x = y).
Algorithm 3.1 Given x 0 ∈ X and a nonempty closed convex subset C 0 of X, set n := 0.
Step 1. Take y n ∈ X and set C n+1 := C n ∩ H(x n , y n ).
Step 2. Compute
and stop if provided a stopping criterion is satisfied.
Step 3. Set n := n + 1 and go to Step 1.
Remark 3.2
Since each H(x n , y n ) is equal to either X or some closed halfspace, we note that the each set C n+1 is closed and convex; furthermore, if C 0 is a polyhedron, then so is C n+1 .
Let us collect some basic properties of Algorithm 3.1.
Proposition 3.3
Suppose that (x n ) n∈N is a sequence generated by Algorithm 3.1. Then the following hold:
is well defined.
(v) For all nonnegative integers m and n such that m < n, we have
Proof. We only show (iii) and (v) because the other properties are clear.
We now begin the convergence analysis of Algorithm 3.1.
Lemma 3.4
Suppose that (x n ) n∈N is a sequence generated by Algorithm 3.1 and that (x n ) n∈N is bounded. Then the following hold:
(ii): Since D(x n+1 , x n ) → 0 by (i), we deduce from Lemma 2.4 that x n+1 − x n → 0.
Lemma 3.5
Suppose that (x n ) n∈N is a sequence generated by Algorithm 3.1 such that for every subsequence (x k n ) n∈N of (x n ) n∈N , we have
Then every bounded subsequence of (x n ) n∈N must converge to a point in C.
Proof. Suppose that (x k n ) n∈N is a bounded subsequence of (x n ) n∈N . By Lemma 2.5, (D(x k n , x 0 )) n∈N is bounded. Hence Proposition 3.3(iv) implies that the constant β defined in (4) belongs to R + . Let m and n be in N such that m < n.
It now follows from Lemma 2.4 that x k n − x k m → 0 as n > m → +∞, i.e., (x k n ) n∈N is a Cauchy sequence. Therefore,
and there existsx ∈ X such that x k n →x.
It follows from Remark 3.2 and (3) thatx ∈ C k n and thatx ∈ H(x k n , y k n ) for every n ∈ N. By the definition of H, one has
Again from Lemma 2.4, one has (9)
Combining (8) with (9), we deduce that
This and (7) yield the result.
Lemma 3.4 and Lemma 3.5 allow us to derive the following dichotomy result.
Theorem 3.6 (dichotomy)
Suppose that (x n ) n∈N is generated by Algorithm 3.1, that (∀n ∈ N) C ⊆ C n , and that for every subsequence (x k n ) n∈N of (x n ) n∈N , we have
Then exactly one of the following holds:
(ii) C = ∅ and x n → +∞.
Proof. Note first that
(i): Assume that C = ∅. Then (x n ) n∈N is bounded by (11) and Lemma 2.5. By Lemma 3.5,
On the other hand, (11) yields
Suppose that x n → +∞. Then (x n ) n∈N contains a bounded subsequence which, by Lemma 3.5, must converge to a point in C. Therefore if C = ∅, then x n → +∞.
Fixed points of quasi Bregman nonexpansive mappings
In this section, we shall apply the results in Section 3 to find the Bregman nearest fixed point of a quasi Bregman nonexpansive mapping.
Quasi Bregman nonexpansive (QBNE) mappings
Let E be a nonempty closed convex subset of X. The fixed point set of T : E → X is Fix T := x ∈ E Tx = x . Definition 4.1 Let E be a nonempty closed convex subset of X, and let T : E → X. Then T is said to be:
It is easy to see that if T : E → X is QBNE, then Fix T ⊆ x∈E H(x, Tx). 
Finding the Bregman nearest fixed point
When applied to a quasi Bregman nonexpansive mapping with the fixed-point closedness property, Algorithm 3.1 and Theorem 3.6 together provide an iterative method for finding the Bregman nearest fixed point.
Theorem 4.3 (trichotomy)
Let E be a nonempty closed convex subset of X, let T : E → X be QBNE and fixed-point closed, let x 0 ∈ X, and let C 0 be a closed convex nonempty subset of X containing Fix T.
(ii) Fix T = ∅ and x n → +∞.
(iii) Fix T = ∅ and the sequence is not well defined (i.e., C n+1 = ∅ for some n ∈ N).
Proof. Suppose that C = Fix T and set (y n ) n∈N = (Tx n ) n∈N when (x n ) n∈N is well defined. In this case, it is clear that (10) holds because T is fixed-point closed.
. Therefore (∀n ∈ N) C ⊆ C n , and C n is nonempty, closed, and convex by Remark 3.2. Hence, the sequence (x n ) n∈N is well defined. The conclusion thus follows from Theorem 3.6.
(ii)&(iii): Assume that C = ∅. If (x n ) n∈N is not well defined, then (iii) happens. Finally, if (x n ) n∈N is well defined, then (ii) occurs, again by Theorem 3.6.
Bregman subgradient projectors
Let us now show that every Bregman subgradient projector is QBNE and that it has the fixed point closedness property. We can also arrange that C is its fixed point set. This guarantees that Theorem 4.3 is applicable to Bregman subgradient projectors.
For the remainder of this paper, we assume that g : X → R is a continuous and convex with lev ≤0 g := x ∈ X g(x) ≤ 0 = ∅, and that (∀z ∈ X)(∀z
The following result follows directly from the definitions.
Proposition 4.4
Let z ∈ X and let z * ∈ ∂g(z). Then the following hold:
(ii) H g (z, z * ) is convex, closed, and nonempty; it is a halfspace when z * = 0.
The following result is known. We now show that Q s is fixed-point closed.
Lemma 4.7 Q s is fixed-point closed.
Proof. Let (x n ) n∈N be a sequence in X such that x n →x and
We must show thatx ∈ Fix Q s . In view Lemma 4.6, it suffices to show that g(x) ≤ 0. Set (∀n ∈ N) p n := Q s (x n ). For every n ∈ N, by the definition of Q s (x n ), p n minimizes the function
Since x n →x, it follows that g(x n ) → g(x) and (s(x n )) n∈N is bounded. It therefore follows from (13) and (14) that g(x) ≤ 0, as required.
Combining Theorem 4.3, Lemma 4.6, and Lemma 4.7, we obtain the following result.
Theorem 4.8 Let x 0 ∈ X, and let C 0 be a closed convex subset of X such that lev
We conclude with a few examples of Bregman subgradient projectors illustrating that this class is quite large.
Example 4.9 Suppose that f = 1 2 · 2 and that g is differentiable on X lev ≤0 g. The Bregman subgradient projector (see (12) ) then turns into the classical subgradient projector
∇g(x) 2 ∇g(x), otherwise. By Lemma 4.6 and 4.7, Q is QBNE and fixed-point closed. We single out two special cases: e h (x) − 2h(P h (x)) 2(e h (x) − h(P h (x)))
x + e h (x) 2(e h (x) − h(P h (x))) P h (x), otherwise, where P h (x) := argmin w∈X (h(w) + 1 2 w − x 2 ) denotes the proximal mapping of h. To see (18) , we start by observing that lev ≤0 h ⊆ lev ≤0 e h = ∅ because lev ≤0 h = ∅ and e h ≤ h. By e.g. [20, Theorem 2.26], P h is single-valued and continuous, and e h is convex and continuously differentiable with ∇e h = (Id −P h ). From (17) it follows that e h (x) = h(P h (x)) + 1 2 x − P h (x) 2 ; (19) thus,
x − P h (x) 2 = 2(e h (x) − h(P h (x))). (20) Combining (19) , (20) , and (15), we obtain (18) . Note that e h (x) ≤ 0 ⇒ h(P h (x)) ≤ 0.
