The purpose of this paper is to investigate the role that the continuous-time generalised Riccati equation plays within the context of singular linear-quadratic optimal control. This equation has been defined following the analogy with the discrete-time generalised Riccati equation, but, differently from the discrete case, to date the importance of this equation in the context of optimal control is yet to be understood. This note addresses this point. We show in particular that when the continuous-time generalised Riccati equation admits a symmetric solution, the corresponding linear-quadratic (LQ) problem admits an impulse-free optimal control.
Introduction
Riccati equations are universally regarded as a cornerstone of modern control theory. In particular, it is well known that the solution of the classic finite and infinite-horizon LQ optimal control problem strongly depends on the matrix weighting the input in the cost function, traditionally denoted by R. When R is positive definite, the problem is said to be regular (see e.g. [1, 8] ), whereas when R is positive semidefinite, the problem is called singular. The singular cases have been treated within the framework of geometric control theory, see for example [6, 13, 10] and the references cited therein. In particular, in [6] and [13] it was proved that an optimal solution of the singular LQ problem exists for all initial conditions if the class of allowable controls is extended to include distributions.
In the discrete time, the solution of finite and infinite-horizon LQ problems can be found resorting to the so-called generalised discrete algebraic Riccati equation. In particular, the link between the solutions of LQ problems and the solutions of generalised discrete algebraic/difference equations have been investigated in [9, 4] for the finite horizon and in [3] for the infinite horizon. A similar generalisation has been carried out for the continuous-time algebraic Riccati equation in [7] , where the generalised Riccati equation was defined in such a way that the inverse of R appearing in the standard Riccati equation is replaced by its pseudo-inverse. Some conditions under which this equation admits a stabilising solution were investigated in terms of the so-called deflating subspaces of the extended Hamiltonian pencil. Some preliminary work on the continuous-time algebraic Riccati equation within the context of spectral factorisation has been carried out in [2] and [12] . Nevertheless, to date the role of this equation in relation to the solution of optimal control problems in the continuous time has not been fully explained. The goal of this paper is to fill this gap, by providing a counterpart of the results in [3] for the continuous case.
In particular, we describe the role that the generalised continuous algebraic Riccati equation plays in singular LQ optimal control. Such role does not trivially follow from the analogy with the discrete case.
Indeed, in the continuous time, whenever the optimal control involves distributions, none of the solutions of the generalised Riccati equation is optimising. The goal of this paper is to address this delicate issue.
Thus, the first aim of this paper is to explain the connection of the generalised continuous-time algebraic Riccati equation and of the generalised Riccati differential equation -which is also defined by substitution of the inverse of R with the pseudo-inverse -and the solution of the standard LQ optimal control problem with infinite and finite horizons, respectively. We will show that when the generalised Riccati equation possesses a symmetric solution, both the finite and the infinite-horizon LQ problems admit an impulse-free solution. Moreover, such control can always be expressed as a state-feedback, where the gain can be obtained from the solution of the generalised continuous-time algebraic/differential Riccati equation. We also provide an insightful geometric characterisation of the situations in which the singular LQ problem admits impulse-free solutions, in terms of the largest output-nulling controllability subspace and of the smallest input-containing subspace of the underlying system. 
Generalised CARE
We consider the following matrix equation
with Q, A ∈ R n×n , B, S ∈ R n×m , R ∈ R m×m and we make the following standing assumption:
Eq. 
will be referred to as constrained generalised continuous algebraic Riccati equation, and is denoted by CGCARE(Σ). Observe that from (2) we have ker R ⊆ ker S, which implies that (3) is equivalent to ker R ⊆ ker(X B).
The following notation is used throughout the paper. = BT 2 . Finally, to any X = X T ∈ R n×n we associate
Lemma 2.1 Let X be a solution of CGCARE(Σ). Then, X B 2 = 0.
Proof: From (3) and from ker R = im G, we get (S + X B) G = 0. Moreover, since Π ≥ 0, ker S ⊇ ker R.
This means that
Then, Λ ≥ 0 and GCARE(Σ) defined in (1) has the same set of symmetric solutions of the following equation:
Proof: Matrix Λ is the generalised Schur complement of R in Π. Therefore, since Π is positive semidefinite, such is also Λ. The rest of the proof is a matter of standard substitutions of F and Λ into (7) to verify that (1) is obtained.
Remark 2.1 The result established for GCARE(Σ) in Lemma 2.2 extends without further difficulties to the so-called generalised Riccati differential equation GRDE(Σ)
Indeed, we easily see that (8) has the same set of symmetric solutions of the equation:
Lemma 2.3 Let X = X T be a solution of CGCARE(Σ). Let R(F, B
2 ) be the reachable subspace of the pair (F, B 2 ). Then
Proof: (1). Let ξ ∈ ker X . Multiplying (7) to the left by ξ T and to the right by ξ , we get ξ
Since Λ ≥ 0, this implies Λ ξ = 0. Hence, ker X ⊆ ker Λ.
(2). Let ξ ∈ ker X . Post-multiplying (7) by ξ we find X F ξ = 0. This implies that ker X is F-invariant. In view of Lemma 2.2, the subspace ker X contains im B 2 . Hence, it contains R(F, B 2 ) that is the smallest F-invariant subspace containing im B 2 . This implies R(F, B 2 ) ⊆ ker X .
(3). This follows directly from the chain of inclusions
3 The finite-horizon LQ problem
with the terminal condition
admits a unique solution for all t ≤ T , and this solution satisfies P T (t) B G = 0 for all t ≤ T .
Proof: Consider a set of coordinates in the input space such that the first coordinates span im R and the second set of coordinates spans im G = ker R. In this basis R can be written as R = 
O ,
where we have used the fact that Λ R(F, B 2 ) = {0}. In this basis, since we are assuming H R(F, B 2 ) = {0}, we can write
. Consider the following matrix function
, where P 22 (t) satisfieṡ 
, where P 22 (t), t ∈ (−∞, T ], is the solution of (12-13), solves (10) and (11) . We can therefore conclude that P T (t) is the unique solution of (10-11). Moreover, this solution
Now we consider the generalised Riccati problem GRDE(Σ) (10) (11) in relation with the finite-horizon LQ problem, which consists in the minimisation of the performance index
where we only assume Π = Q S
and the constraint on the initial state x(0) = x 0 ∈ R n . The following theorem is the first main result of this paper. It shows that when CGCARE(Σ) admit a solution, the finite-horizon LQ problem always admits an impulse-free solution. 
where v(t) is an arbitrary regular function, and P T (t) is the solution of (10) with the terminal condition (11) . The optimal cost is x
Proof: Let us first assume that H R(F, B 2 ) = {0}. The cost (14) can be written for any matrix-valued differentiable function P(t) as
(t)+P(t)A+Ṗ(t) P(t)B+S
where we have used the fact that
t) P(t)ẋ(t).
Let us now consider P(t) = P T (t) to be the solution of (10) with final condition P T (T ) = H. Since, as proved in Lemma 3.1, the identity P T (t) B G = 0 holds for all t ≤ T , we have also ker(P T (t) B) ⊆ ker R for all t ≤ T . Thus, ker(P T (t) B + S) ⊆ ker R for all t ≤ T , and we can write
Q + A T P T (t) + P T (t)A +Ṗ T (t) P T (t)B + S S
T + B T P T (t) R = (P T (t)B + S) R † (S T + B T P T (t)) P T (t)B + S S T + B T P T (t) R = O (P T (t)B + S)R † R 1 2 O R 1 2 O O R 1 2 R † (S T + B T P T (t)) R 1 2 since ker(P T (t) B + S) ⊆ ker R gives (P T (t)B+S) R † R = (P T (t)B+S). Hence, J T,H (x 0 , u) = T 0 ||R 1 2 R † (S T + B T P T (t)) x(t) + R 1 2 u(t)|| 2 2 dt +x T (0) P T (0) x(0),
since P T (T ) = H. If there exists a control u(t) for which
for all t ∈ [0, T ), then the cost function is minimal in correspondence with this control and all minimising controls satisfy (17). The set of controls satisfying (17) can be parameterised as 
. On the other hand, in the optimal control defined by J T,H ′ (x 0 , u) there is a degree of freedom which is the component of the state trajectory on R (F, B 2 ) . We are now interested in studying P T (0) when the terminal condition vanishes, i.e., when H = 0, and the time interval increases. To this end, we consider a generalised Riccati differential equation where the time is reversed, and where the terminal condition becomes an initial condition, which is now equal to zero. More specifically, we consider the new matrix function X (t) = P t (0) = P T (T − t). We re-write GRDE(Σ) as a differential equation to be solved forward:
In other words, in the minimisation of J T,H
In the following theorem, the second main result of this paper is introduced. This theorem determines when the infinite-horizon LQ problem admits an impulse-free solution, and the set of optimal controls minimising the infinite-horizon cost
subject to the constraint (15). (20) is finite. Then we have:
Theorem 3.2 Suppose CGCARE(Σ) admits symmetric solutions, and that for every x 0 there exists an input u(t) ∈ R m , with t
≥ 0, such that J ∞ (x 0 , u) in(1) A solutionX =X T ≥ 0
of CGCARE(Σ) is obtained as the limit of the time varying matrix generated by integrating (18) with the zero initial condition (19).
(2) The value of the optimal cost is x T 0X x 0 .
(3)X is the minimum positive semidefinite solution of CGCARE(Σ).
(4) The set of all optimal controls minimising J ∞ in (20) can be parameterised as
with arbitrary v(t).
Proof: (1). Consider the problem of minimising
subject to (15) with assigned initial state x 0 ∈ R n . From Theorem 3.1 the optimal control for this problem exists, and the optimal cost is equal to
We have already observed that X (t) = P t (0) is an increasing flow of matrices in the sense of the positive semidefiniteness of symmetric matrices, i.e., X (t + δt) ≥ X (t) for all δt ≥ 0. We now show that X (t) is bounded. Indeed, given the i-th canonical basis vector e i of R n , we have e T i X (t) e i ≤ J ∞ (e i ,ū i ), whereū i is a control that renders J ∞ (e i ,ū i ) finite (which exists by assumption). Thus,
Therefore, X (t) is bounded. Taking the limit on both sides of (18) we immediately see thatX ≥ 0 is indeed a solution of CGCARE(Σ).
(2). Let
Clearly, x 0 , which is therefore the optimal value of the cost. Consider the cost index J T,X (x 0 , u). The optimal cost for this index is achieved by using the controls satisfying (16), where P T (t) is constant and equal toX, sinceX is a stationary solution of (10-11) and H =X. Therefore, an optimal control for this index is given by the time-invariant feedback u * (t) = −KX x(t). The optimal cost does not depend on the length T of the time interval and is given by J *
Comparing the first and last term of the latter expression we see that all the inequalities are indeed equalities, so that the infimum in (22) 
This infimum is indeed a minimum because we know that the optimal cost x T 0X x 0 can be obtained for some u * . Hence,
and for a given T > 0, let x u (t) be the state reached at time t = T starting from initial condition x(0) and
where the latter is due to the principle of optimality. Thus, u(t), t ∈ [0, ∞) minimises J ∞ if and only if
The set of controls that minimise J ∞ are those, and only those, that minimise J T,X . The optimal cost of the latter problem is independent of how big the value of T is selected. This optimal cost is achieved by using the controls given by (16), where P T (t) is constant and equal toX, sinceX is a stationary solution of (10-11) and H =X.
We conclude this section with a result that links the existence of solutions of the generalised Riccati equation with a geometric identity involving the smallest input containing subspace S ⋆ and the largest reachability output-nulling subspace R ⋆ of the underlying system, i.e., of the quadruple (A, B,C, D) , where C and D are matrices of suitable sizes such that
For more details of the underlying geometric concepts of input-containing and output-nulling subspaces, we refer to the monograph [11] . Therefore, such control must necessarily render the output non-zero. The same argument can be used to prove that S ⋆ = R(A 0 , B G), where distributions can also be used in the allowed control, since R(A, BG)
represents also the set of states that are reachable from the origin using distributions in the control law [11, p. 183] . Hence, S ⋆ = R ⋆ .
Concluding remarks
In this paper we established a new theory that showed that, when the CGCARE(Σ) admits solutions, the corresponding singular LQ problem admits an impulse-free solution, and the optimal control can be expressed in terms of a state feedback. A very interesting question, which is currently being investigated by the authors, is the converse implication of this statement: when the singular LQ problem admits a regular solution for all initial states x 0 ∈ R n , does the CGCARE(Σ) admit at least one symmetric positive semidefinite solution? At this stage we can only conjecture that this is the case, on the basis of some preliminary work, but the issue is indeed an open and interesting one.
