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(Re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Abstrat
In this paper, we develop the theory of ontrative Markov systems initiated in [8℄. We
onstrut a oding map for suh systems and investigate some of its properties.
MSC: 60J10, 28A80, 37A50
1. Introdution
In [8℄, we introdued a theory of ontrative Markov systems (CMSs) whih provides a
unifying framework in 'fratal' geometry. It extends the known theory of iterated funtion
systems (IFSs) with plae dependent probabilities, whih are ontrative on average, [1℄[3℄
in a way that it also overs graph direted onstrutions of 'fratal' sets [6℄. This theory
also is a natural generalization of the theory of nite Markov hains.
A ontrative Markov system with an average ontrating rate 0 < a < 1 is a family(
Ki(e), we, pe
)
e∈E
(see Fig. 1) where E is the set of edges of a direted (multi)graph (V,E, i, t) (V :=
{1, ..., N} is the set of verties of the direted (multi)graph (we do not exlude the ase
N = 1), i : E −→ V is a map indiating the initial vertex of eah edge and t : E −→ V
is a map indiating the terminal vertex of eah edge), K1,K2, ...,KN is a partition of a
metri spae (K, d) into non-empty Borel subsets, (we)e∈E is a family of Borel measurable
self-maps on the metri spae suh that we
(
Ki(e)
) ⊂ Kt(e) for all e ∈ E and (pe)e∈E
is a family of Borel measurable probability funtions on K (i.e. pe(x) ≥ 0 for all e ∈ E
and
∑
e∈E pe(x) = 1 for all x ∈ K) (assoiated with the maps) suh that eah pe is
zero on the omplement of Ki(e) and the system satises the following ondition of a
ontrativeness on average∑
e∈E
pe(x)d(wex,wey) ≤ ad(x, y) for all x, y ∈ Ki, i = 1, ..., N. (1·1)
† Supported by EPSRC and Shool of Mathematis and Statistis of University of St Andrews.
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This ondition was disovered by R. Isaa [4℄ for the ase N = 1.
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Fig. 1. A Markov system.
N = 3
Suh a system determines a Markov operator U on the set of all bounded Borel measur-
able funtions L0(K) by
Uf :=
∑
e∈E
pef ◦ we for all f ∈ L0(K)
and its adjoint operator U∗ on the set of all Borel probability measures P (K) by
U∗ν(f) :=
∫
U(f)dν =
∑
e∈E
∫
Ki(e)
pef ◦ wedν for all f ∈ L0(K) and ν ∈ P (K).
Remark 1 Note that eah maps we and eah probability funtion pe need to be dened
only on the orresponding vertex set Ki(e). This is suient for the ondition (1·1) and
the denition of U∗. For the denition of U , we an onsider eah we|Ki(e) to be extended
on the whole spae K arbitrarily and eah pe|Ki(e) to be extended on K by zero.
Also, the situation applies where eah vertex set Ki has its own metri di. In this ase,
one an set
d(x, y) =
{
di(x, y) if x, y ∈ Ki
∞ otherwise
and use the onvention 0×∞ = 0.
We say µ ∈ P (K) is an invariant measure of the CMS i U∗µ = µ. A Borel probability
measure µ is alled attrative measure of the CMS if
U∗nν
w∗→ µ for all ν ∈ P (K),
where w∗ means weak∗ onvergene. Note that an attrative Borel probability measure is
a unique invariant Borel probability measure of the CMS if U maps ontinuous funtions
on ontinuous funtions.
It was shown in [8℄ that operator U∗ inherits some properties from its trivial ase of a
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hain if the vertex setsK1, ...,KN form an open partition of the state spae
and the restritions of the probability funtions on their vertex sets are Dini-ontinuous
and bounded away from zero. Namely, it has a unique invariant probability measure in
an irreduible ase and an attrative probability measure in an aperiodi ase.
The oding map is an important tool in 'fratal' geometry whih allows one to represent
a onstruted set as an image of a ode spae under this map, that is, to ode elements
in this set by innite sequenes of elements of E. We shall denote Σ := EZ. Let's see
some examples.
Example 1 (deimal expansion) Consider ten maps we, e ∈ E := {0, ..., 9}, on
([0, 1], |.|) given by we(x) := 1/10x + e/10 for all x ∈ [0, 1]. Obviously, for any fam-
ily of probability funtions pe, e ∈ E, the family ([0, 1], we, pe)e∈E is a CMS. Fix an
x ∈ [0, 1]. We dene the oding map F : Σ −→ [0, 1] by
F (σ) := lim
m→−∞
wσ0 ◦ ... ◦ wσm(x) for all σ ∈ Σ, (1·2)
whih is nothing else as the deimal expansion of real numbers from [0, 1].
Example 2 (Cantor set) Consider two maps we, e ∈ E := {0, 1}, on ([0, 1], |.|) given
by we(x) := 1/3x+ e2/3 for all x ∈ [0, 1]. Again, for any family of probability funtions
pe, e ∈ E, the family ([0, 1], we, pe)e∈E is a CMS. Fix an x ∈ [0, 1]. Then the oding map
F : Σ −→ [0, 1] given by the limit (1·2), for all σ ∈ Σ, is nothing else as the binary
expansion of the Cantor set.
Example 3 Consider two maps we, e ∈ E := {0, 1}, on (R, |.|) given by w0(x) := 1/2x
and w1(x) := −2x + 3 for all x ∈ R with onstant probability funtions p0 := 3/4
and p1 := 1/4. A simple alulation shows that ([0, 1], we, pe)e∈E denes a CMS with
an average ontration rate 7/8. Fix an x ∈ R. It was shown in [2℄ that the oding
map F : Σ −→ R given by the limit (1·2) exists for P -a.e. σ ∈ Σ and is independent
of the hoie of x modulo a P -zero set where P is a Bernoulli measure on Σ given by
P ([e1, e2..., ek]) = pe1pe2 ...pek for every thin ylinder set [e1, ..., ek] ⊂ Σ.
For a CMS
(
Ki(e), we, pe
)
e∈E
with several vertex sets (as at Fig. 1), we are going to
dene the oding map as follows. For eah i, x xi ∈ Ki and set
F (σ) := lim
m→−∞
wσ0 ◦ ... ◦ wσm (xi(σm)) (1·3)
for σ ∈ Σ if the limit exists. It is a simple exerise for the reader to show that F (σ) exists
for all σ ∈ ΣG := {σ ∈ Σ : t(σm) = i(σm−1) ∀m ∈ Z}, it is independent of the hoie of
xi's and F is Hölder-ontinuous if all maps we|Ki(e) are ontrations (see [5℄ for the ase
N = 1).
We would like to illustrate it by the following example, whih is assoiated with the
notion of g-measures (see e.g. [7℄)
Example 4 Let G := (V,E, i, t) be a nite irreduible direted (multi)graph. Let Σ−G :=
{(..., σ−1, σ0) : σm ∈ E and t(σm) = i(σm−1) ∀m ∈ Z\N} (be one-sided subshift of nite
type assoiated with G) endowed with the metri d(σ, σ′) := 2k where k is the smallest
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integer with σi = σ
′
i for all k < i ≤ 0. Let g be a positive, Dini-ontinuous funtion on
ΣG suh that ∑
y∈T−1({x})
g(y) = 1 for all x ∈ ΣG
where T is the right shift map on Σ−G. Set Ki :=
{
σ ∈ Σ−G : t(σ0) = i
}
for every i ∈ V
and, for every e ∈ E,
we(σ) := (..., σ−1, σ0, e), pe(σ) := g(..., σ−1, σ0, e) for all σ ∈ Ki(e).
Obviously, maps (we)e∈E are ontrations. Therefore,
(
Ki(e), we, pe
)
e∈E
denes a CMS.
In this example, the oding map F : ΣG −→ Σ−G given by (1·3) is nothing else as the
natural projetion.
In this paper, we are onerned with the question whether limit (1·3) exists almost
everywhere and is independent of the hoie of xi up to a set of measure zero with
respet to a natural measure if the maps we are ontrative only on average and the
probabilities pe|Ki(e) are plae-dependent (see the next example). We show that this is
true under some onditions on the probability funtions.
Example 5 Let R
2
be normed by ‖.‖1. Let K1 := {(x, y) ∈ R2 : y ≥ 1/2} and
K2 := {(x, y) ∈ R2 : y ≤ −1/2}. Consider the following maps on R2:
w1
(
x
y
)
:=
( − 12x− 1
− 32y + 14
)
, w2
(
x
y
)
:=
( − 32x+ 1
1
4y +
3
8
)
, and
w3
(
x
y
)
:=
( − 12 |x|+ 1
− 34y + 18
)
with probability funtions
p1
(
x
y
)
:=
(
1
15
sin2 ‖(x, y)‖1 + 53
105
)
1K1(x, y),
p2
(
x
y
)
:=
(
1
15
cos2 ‖(x, y)‖1 + 3
7
)
1K1(x, y) and p3 := 1K2 .
A simple alulation shows that (Ki(e), we, pe)e∈{1,2,3}, where i(1) = 1, i(2) = 1 and
i(3) = 2, denes a CMS with an average ontrating rate 209/210. (By Theorem 2 in [8℄,
it has a unique (attrative) invariant probability measure.)
Our proof onsists of two parts. In the rst part, we onstrut a suitable outer measure
on the ode spae and show that, for every CMS, limit (1·3) exists almost everywhere
with respet to this outer measure and is independent of the hoie of xi's up to a set of
measure zero. It involves some measure-theoreti tehnique whih seems to be new. In
the seond part, we show that the natural measure on the ode spae, whih we all the
generalized Markov measure, is absolutely ontinuous with respet to the outer measure
if the restritions of probability funtions on their vertex sets are Dini-ontinuous and
bounded away from zero. This implies the desired result.
The oding map whih we onstrut here opens a way for various appliations. In [9℄, we
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ompute the Kolmogorov-Sinai entropy hM (S) of the generalized Markov shift assoiated
with the CMS (see Denition 6) using the oding map. We show that
hM (S) =
∑
e∈E
∫
Ki(e)
pe log pedµ,
where µ is a unique invariant Borel probability measure of the CMS. In [10℄, we prove an
ergodi theorem for CMSs using the oding map. In [11℄, we show that the generalized
Markov measure is a unique equilibrium state with respet to an energy funtion the
onstrution of whih involves the oding map.
2. Constrution with respet to an outer measure
Let
(
Ki(e), we, pe
)
e∈E
be a ontrative Markov system with an average ontrating rate
0 < a < 1 and an invariant Borel probability measure µ. We assume metri spae (K, d)
to be omplete, the set of edges E to be nite. We do not pose any onditions on the
direted graph.
Let Σ := {(..., σ−1, σ0, σ1, ...) : ei ∈ E ∀i ∈ Z}. We shall denote by d′ the metri on Σ
dened by d′(σ, σ′) := (1/2)k where k is the largest integer with σi = σ
′
i for all |i| < k. Let
S be the left shift map on Σ. We all the set m[em, ..., en] := {σ ∈ Σ : σi = ei for all m ≤
i ≤ n},for m ≤ n ∈ Z, a ylinder. Denote by A the nite σ-algebra generated by the zero
time partition {0[e] : e ∈ E} of Σ, and dene, for eah integer m ≤ 1,
Am :=
+∞∨
i=m
S−iA,
whih is the smallest σ-algebra ontaining all nite σ-algebras
∨n
i=m S
−iA, n ≥ m. Let
x ∈ K. For eah integer m ≤ 1 let Pmx be the probability measure on the σ-algebra Am
given by
Pmx (m[em, ..., en]) = pem(x)pem+1(wem (x))...pen (wen−1 ◦ ... ◦ wem(x))
for all ylinder sets m[em, ..., en], n ≥ m.
Lemma 1 Let m ≤ 1 and A ∈ Am. Then x 7−→ Pmx (A) is a Borel measurable funtion
on K.
Proof. Set
D := {A ∈ Am : K ∋ x 7−→ Pmx (A) Borel measurable } .
Then, by denition of Pmx , D ontains all ylinders of the form m[em, ..., en], n ≥ m,
whih generate Am. Furthermore, obviously it holds true that
Σ ∈ D,
A ∈ D ⇒ Σ \A ∈ D
and, for any pairwise disjoint family (An)n∈N ⊂ D,⋃
n∈N
An ∈ D,
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i.e. D is a Dynkin-system. Hene, D ontains the Dynkin-system whih is generated by
the ylinders. Sine the set of the ylinders is ∩-stable, it follows that D = Am.
Denition 1 Let ν ∈ P (K). We all a probability measure Φm(ν) on (Σ,Am) given by
Φm(ν)(A) :=
∫
Pmx (A)dν(x), A ∈ Am,
the m-th lift of ν.
Denition 2 Set
C(B) :=
{
(Am)
−∞
m=0 : Am ∈ Am ∀m and B ⊂
−∞⋃
m=0
Am
}
for B ⊂ Σ. Let ν ∈ P (K). We all a set funtion given by
Φ(ν)(B) := inf
{
−∞∑
m=0
Φm(ν)(Am) : (Am)m≤0 ∈ C(B)
}
, B ⊂ Σ,
the lift of ν.
Lemma 2 Let ν, λ ∈ P (K). Then
(i) Φ(ν) is an outer measure on Σ.
(ii) If Φm(ν)≪ Φm(λ) for all m ≤ 0 , then for all ǫ > 0 there exists δ > 0 suh that
Φ(λ)(B) < δ ⇒ Φ(ν)(B) < ǫ for all B ⊂ Σ.
Proof. It is obvious that Φ(ν)(∅) = 0.
Let B1 ⊂ B2 ⊂ Σ. Then C(B1) ⊃ C(B2) and therefore
Φ(ν)(B1) ≤ Φ(ν)(B2).
Now, we show
Φ(ν)
(
∞⋃
i=1
Bi
)
≤
∞∑
i=1
Φ(ν)(Bi)
for all Bi ⊂ Σ, i ∈ N. We an assume that the right hand side is nite. Let ǫ > 0. Then
for every i ∈ N there exists (Aim)m≤0 ∈ C(Bi) suh that
Φ(ν)(Bi) >
−∞∑
m=0
Φm(ν)(Aim)− ǫ2−i.
Sine (
⋃∞
i=1 Aim)m≤0 ∈ C (
⋃∞
i=1 Bi), it follows that
Φ(ν)
(
∞⋃
i=1
Bi
)
≤
−∞∑
m=0
Φm(ν)
(
∞⋃
i=1
Aim
)
≤
−∞∑
m=0
∞∑
i=1
Φm(ν) (Aim)
≤
∞∑
i=1
Φ(ν)(Bi) + ǫ,
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as desired.
Suppose the laim in (ii) is not true. Then there exist ǫ > 0 and a sequene of subsets
(Bn)n∈N suh that
Φ(λ)(Bn) < 2
−n
and Φ(ν)(Bn) ≥ ǫ for all n ∈ N.
Then for every n ∈ N there exist (Anm)m≤0 ∈ C(Bn) suh that
−∞∑
m=0
Φm(λ)(Anm) < 2
−n.
Set
Dm :=
∞⋂
k=1
⋃
n≥k
Anm for eah m ≤ 0.
Then, for eah m ≤ 0,
Φm(λ)(Dm) ≤ Φm(λ)

⋃
n≥k
Anm

 ≤∑
n≥k
2−n
for all k ≥ 0. Hene Φm(λ)(Dm) = 0 for all m ≤ 0. Sine Φm(ν)≪ Φm(λ) for all m ≤ 0,
this implies that
0 = Φm(ν)(Dm) = lim
k→∞
Φm(ν)

⋃
n≥k
Anm

 ≥ lim sup
k→∞
Φm(ν) (Akm)
for all m ≤ 0. Hene
lim sup
k→∞
Φ(ν)(Bk) ≤ lim sup
k→∞
−∞∑
m=0
Φm(ν) (Akm) = 0,
whih is a ontradition.
We use further the following notation.
Notation 1 Fix xi ∈ Ki for eah i ∈ {1, ..., N} and set
Pmx1...xN := Φm
(
1
N
N∑
i=1
δxi
)
and Px1...xN := Φ
(
1
N
N∑
i=1
δxi
)
for every m ∈ Z \N, where δx denotes the Dira probability measure onentrated at x.
Then
Pmx1...xN (m[em, ..., en]) =
1
N
pem(xi(em))pem+1(wemxi(em))...pen(wen−1 ◦ ... ◦ wemxi(em))
for every ylinder set m[em, ..., en].
Now, for every m ≤ 0 and n ≥ m dene a random variable
Y x1...xNmn : Σ −→ K
σ 7−→ wσn ◦ wσn−1 ◦ ... ◦ wσm (xi(σm))
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with respet to the measure Pmx1...xN .
Now, we are going to prove the main lemma whih enables us to dene the oding map.
The proof of it involves a more general version of Borel-Cantelli argument than that whih
was used by Barnsley and Elton in [2℄ (they onsidered the ase N = 1 with onstant
probabilities). Their key point, the reversion of the order of nite sequenes of the maps,
does not work here beause Pmx1...xN (m[em, em+1..., en]) 6= Pmx1...xN (m[en, en−1..., em]) in
general. That is why we rst needed to onstrut the outer measure Px1...xN . The kind
of Borel-Cantelli argument whih we apply here seems to be new in its generality.
Lemma 3 Let xi, yi ∈ Ki for eah 1 ≤ i ≤ N .
(i)
lim
m→−∞
d (Y x1...xNm0 , Y
y1...yN
m0 ) = 0 Px1...xN -a.e.,
(ii)
Fx1...xN := lim
m→−∞
Y x1...xNm0 exists Px1...xN -a.e.,
and by (i) Fx1...xN = Fy1...yN Px1...xN -a.e..
(iii) There exists a sequene of losed subsets Q1 ⊂ Q2 ⊂ ... ⊂ Σ with
∞∑
k=1
Px1...xN (Σ\Qk) <∞ suh that Fx1...xN |Qk is loally Hölder-ontinuous with the same
Hölder-onstants for all k ∈ N, i.e. there exist α,C > 0 suh that for every k there exists
δk > 0 suh that
σ, σ′ ∈ Qk with d′(σ, σ′) ≤ δk ⇒ d(Fx1...xN (σ), Fx1...xN (σ′)) ≤ Cd′(σ, σ′)α.
Proof. Applying the average ontrativeness ondition −m+ 1 times gives∑
em,...,e0
1
N
pem(xi(em))...pe0(we−1 ◦ ... ◦ wem(xi(em)))
×d(we0 ◦ ... ◦ wem (xi(em)), we0 ◦ ... ◦ wem(yi(em)))
≤ a−m+1 1
N
N∑
i=1
d(xi, yi),
i.e. ∫
d (Y x1...xNm0 , Y
y1...yN
m0 ) dP
m
x1...xN ≤ a−m+1
1
N
N∑
i=1
d(xi, yi).
So, by Markov inequality,
Pmx1...xN
(
d (Y x1...xNmn , Y
y1...yN
mn ) > a
−m+1
2
1
N
N∑
i=1
d(xi, yi)
)
≤ a−m+12 .
Set Am :=
{
σ ∈ Σ : d (Y x1...xNm0 (σ), Y y1...yNm0 (σ)) > a
−m+1
2
1
N
∑N
i=1 d(xi, yi)
}
and
A :=
−∞⋂
l=0
−∞⋃
m=l
Am.
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Then
Px1...xN (A) ≤ Px1...xN
(
−∞⋃
m=l
Am
)
≤
−∞∑
m=l
Pmx1...xN (Am) ≤
−∞∑
m=l
a
−m+1
2 ,
sine (∅, ..., ∅, Al, Al−1, ...) ∈ C
(⋃−∞
m=l Am
)
for all l ≤ 0. Hene Px1...xN (A) = 0 and for
every σ ∈ Σ \A
d (Y x1...xNm0 (σ), Y
y1...yN
m0 (σ)) ≤ a
−m+1
2
1
N
N∑
i=1
d(xi, yi)
for all m exept nitely many. This implies (i).
Now, for part (ii) set C := maxe∈E d(xt(e), we(xi(e))). Then applying the average on-
trativeness ondition −m+ 1 times reveals that∫
d
(
Y x1...xNm0 , Y
x1...xN
(m−1)0
)
dPmx1...xN ≤ a−m+1
1
N
∑
e∈E
pe(xi(e))d(xt(e), we(xi(e)))
≤ a−m+1C.
So, by Markov inequality,
Pmx1...xN
(
d
(
Y x1...xNm0 , Y
x1...xN
(m−1)0
)
> a
−m+1
2 C
)
≤ a−m+12 .
Set Bm :=
{
σ ∈ Σ : d
(
Y x1...xNm0 (σ), Y
x1...xN
(m−1)0 (σ)
)
> a
−m+1
2 C
}
and
B :=
−∞⋂
l=0
−∞⋃
m=l
Bm.
Then
Px1...xN (B) ≤ Px1...xN
(
−∞⋃
m=l
Bm
)
≤
−∞∑
m=l
Pmx1...xN (Bm) ≤
−∞∑
m=l
a
−m+1
2 ,
sine (∅, ..., ∅, Bl, Bl−1, ...) ∈ C
(⋃−∞
m=lBm
)
for all l ≤ 0. Hene Px1...xN (B) = 0 and, for
every σ ∈ Σ \B,
−∞∑
m=0
d
(
Y x1...xNm0 (σ), Y
x1...xN
(m−1)0 (σ)
)
<∞.
This implies that (Y x1...xNm0 (σ))m∈Z\N is a Cauhy sequene for Px1...xN -a.e. σ ∈ Σ, and
so Fx1...xN := limm→−∞ Y
x1...xN
m0 exists Px1...xN -a.e..
(iii) Let
Ql := Σ \
−∞⋃
m=l
Bm for all l ∈ Z \ N.
Then Ql ⊂ Ql−1 for all l ∈ Z \ N. Sine every Y x1...xNm0 is ontinuous, Bm is open for all
m ∈ Z \ N, and so, every Ql is losed. By the above,
−∞∑
l=0
Px1...xN (Σ \Ql) =
−∞∑
l=0
−∞∑
m=l
a
−m+1
2 <∞.
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Now, let σ, σ′ ∈ Ql for some l. Then
d
(
Y x1...xNm0 (σ), Y
x1...xN
(m−1)0 (σ)
)
≤ a−m+12 C for all m ≤ l.
Therefore, by the triangle inequality,
d
(
Y x1...xNm0 (σ), Y
x1...xN
(m−k)0 (σ)
)
≤
−∞∑
i=m
a
−i+1
2 C = C
1
1−√a a
|m−1|
2
for all m ≤ l, k ≥ 1.
Hene
d (Y x1...xNm0 (σ), Fx1...xN (σ)) ≤ C
1
1−√a a
|m−1|
2
for all m ≤ l.
Analogously,
d (Y x1...xNm0 (σ
′), Fx1...xN (σ
′)) ≤ C 1
1−√a a
|m−1|
2
for all m ≤ l.
Now, let δl = (1/2)
|l−1|
, α := log
√
a/ log(1/2) and d′(σ, σ′) = (1/2)|m−1| for some m ≤ l.
Then Y x1...xNm0 (σ
′) = Y x1...xNm0 (σ). Therefore,
d (Fx1...xN (σ), Fx1...xN (σ
′)) ≤ 2C
1−√a a
|m−1|
2 =
2C
1−√a d
′(σ, σ′)α.
Denition 3 We all the map
Fx1...xN : Σ −→ K,
whih is dened Px1...xN -a.e. by Lemma 3, the oding map of the CMS.
3. Denition with respet to a generalized Markov measure
Our next aim is to show that the oding map is dened almost everywhere with respet
to any outer measure Φ(ν) if eah probability funtion pe|Ki(e) is Dini-ontinuous and
bounded away from zero by δ > 0. For that, we only need to establish that Φ(ν) is
absolutely ontinuous with respet to Px1...xN in this ase.
Denition 4 We all a funtion f : (X, d) −→ R Dini-ontinuous i for some c > 0∫ c
0
φ(t)
t
dt <∞
where φ is the modulus of uniform ontinuity of f , i.e.
φ(t) := sup{|f(x)− f(y)| : d(x, y) ≤ t, x, y ∈ X}.
It is easily seen that the Dini-ontinuity is weaker than the Hölder and stronger than the
uniform ontinuity. There is a well known haraterization of the Dini-ontinuity, whih
will be useful later.
Lemma 4 Let 0 < c < 1 and b > 0. A funtion f is Dini-ontinuous i
∞∑
n=0
φ (bcn) <∞
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where φ is the modulus of uniform ontinuity of f .
The proof is simple (e.g. see [8℄).
Set Zxmn(σ) := wσn ◦ ... ◦ wσm(x) for all x ∈ K, m ≤ n ∈ Z and σ ∈ Σ.
Lemma 5 Let xi ∈ Ki for every 1 ≤ i ≤ N and x ∈ K. Let i0 ∈ {1, ..., N} suh that
x ∈ Ki0 . Then for all integers m ≤ 0 and for all ǫ > 0 there exist k ≥ m and B ∈ Am
suh that Pmx (B) < ǫ and
n ≥ k ⇒ d (Zxmn(σ), Y x1...xNmn (σ)) ≤ a
n−m+1
2 d(x, xi0 )
for all σ ∈ Σ \B.
Proof. Fix m ≤ 0. Applying the average ontrativeness ondition n−m+1 times gives∑
em,...,en
pem(x)...pen(wen−1 ◦ ... ◦ wem(x))
×d(wen ◦ ... ◦ wem(x), wen ◦ ... ◦ wem(xi(em))) ≤ an−m+1d (x, xi0 ) ,
i.e. ∫
d (Zxmn, Y
x1...xN
mn ) dP
m
x ≤ an−m+1d(x, xi0 ).
So, by the Markov inequality,
Pmx
(
d (Zxmn, Y
x1...xN
mn ) > a
n−m+1
2 d(x, xi0 )
)
≤ an−m+12 .
Set Amn :=
{
σ ∈ Σ : d (Zxmn(σ), Y x1...xNmn (σ)) > a
n−m+1
2 d(x, xi0 )
}
for m ≤ n and Bk :=⋃∞
n≥k Amn for k ≥ m. Then
∞∑
n=m
Pmx (Amn) ≤
∞∑
l=1
a
l
2 <∞.
Therefore
Pmx
(
∞⋂
k=m
Bk
)
= 0,
by the Borel-Cantelli argument. Hene, for all ǫ > 0 there exists k ≥ m suh that
Pmx (Bk) < ǫ and
n ≥ k ⇒ d (Zxmn(σ), Y x1...xNmn (σ)) ≤ a
n−m+1
2 d(x, xi0 )
for all σ ∈ Σ \Bk.
The next lemma is a generalization of Lemma 3 in [3℄. The proof of it that of Elton.
Lemma 6 Suppose that pe|Ki(e) is Dini-ontinuous and there exists δ > 0 suh that
pe|Ki(e) ≥ δ for all e ∈ E. Let xi ∈ Ki for all 1 ≤ i ≤ N and x ∈ K. Then Pmx is
absolutely ontinuous with respet to Pmx1...xN for all m ≤ 0.
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Proof. Fix m ≤ 0. Let A ∈ Am be suh that Pmx1...xN (A) = 0 and ǫ > 0. We show
Pmx (A) < ǫ.
Let i0 ∈ {1, ..., N} suh that x ∈ Ki0 . By Lemma 5, there exists nǫ ≥ m and B ∈ Am
suh that Pmx (B) < ǫ/2 and
n ≥ nǫ ⇒ d (Zxmn(σ), Y x1...xNmn (σ)) ≤ a
n−m+1
2 d(x, xi0 )
for all σ ∈ Σ \B. Let φe be the modulus of uniform ontinuity of pe|Ki(e) for eah e ∈ E
and φ := maxe∈E φe. Sine eah pe|Ki(e) is Dini-ontinuous, by Lemma 4, we an hoose
l ≥ nǫ suh that
∑∞
k=l+1 φ
(
a(k−m)/2d(x, xi0 )
)
< δ/2. Set
Qn :=


{
σ ∈ Σ : d(Zxmk(σ), Y x1...xNmk (σ)) ≤ a
k−m+1
2 d(x, xi0 ) ∀l ≤ k ≤ n
}
,
if l ≤ n
Σ, else
and Q :=
⋂
n≥mQn. Then Σ \ B ⊂ Q and therefore Px(Σ \Q) < ǫ/2. Now, for σ ∈ Qn,
if l ≤ n and (σm, ..., σn) is a path of the digraph starting in i0, then
pσm(x)...pσn (wσn−1 ◦ ... ◦ wσmx)
≤ pσm(xi(σm))...pσn(wσn−1 ◦ ... ◦ wσmxi(σm))
(
1− δ
δ
)l−m+1
×
n∏
k=l+1
[
1 +
pσk(wσk−1 ◦ ... ◦ wσmx) − pσk(wσk−1 ◦ ... ◦ wσmxi(σm))
pσk(wσk−1 ◦ ... ◦ wσmxi(σm))
]
≤ pσm(xi(σm))...pσn(wσn−1 ◦ ... ◦ wσmxi(σm))
(
1− δ
δ
)l−m+1
×
n∏
k=l+1

1 + φ
(
a
k−m
2 d(x, xi0 )
)
δ

 .
Sine
∏n
k=l+1
[
1 + φ
(
a(k−m)/2d(x, xi0 )
)
/δ
] ≤ 1 + 2∑∞k=l+1 φ (a(k−m)/2d(x, xi0 ))/δ ≤ 2,
it follows that
pσm(x)...pσn(wσn−1 ◦ ... ◦ wσmx) ≤ 2N
(
1− δ
δ
)l−m+1
1
N
×pσm(xi(σm))...pσn(wσn−1 ◦ ... ◦ wσmxi(σm)).
If l > n or (σm, ..., σn) is not a path of the digraph starting in i0, then it holds trivially
for any σ ∈ Σ.
Let △m be the algebra every element of whih is a nite union of ylinders of the form
m[em, ..., en], n ≥ m. By Caratheodory onstrution, there exists a sequene (Ak)k∈N ⊂
△m suh that A ⊂
⋃∞
k=1Ak and
∞∑
k=1
Pmx1...xN (Ak) <
ǫ
4N
(
δ
1− δ
)l−m+1
.
We an write every nite union
⋃n
k=1 Ak as a disjoint union
⊎mn
k=1 Ck of ylinders whih
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generate △m. Let Ck =m [em, ..., en] with m ≤ n. Then
Pmx (Q ∩Ck) ≤ Pmx (Qn ∩ Ck)
=
∑
(σm,...,σn):σ∈Qn∩Ck
pσm(x)...pσn(wσn−1 ◦ ... ◦ wσmx)
≤ 2N
(
1− δ
δ
)l−m+1 ∑
(σm,...,σn):σ∈Qn∩Ck
1
N
×pσm(xi(σm))...pσn(wσn−1 ◦ ... ◦ wσmxi(σm))
≤ 2N
(
1− δ
δ
)l−m+1
Pmx1...xn (Ck) .
Hene
Pmx (A) = P
m
x (Q ∩A) + Pmx (A \Q)
≤ lim
n→∞
Pmx
(
mn⊎
k=1
Ck ∩Q
)
+
ǫ
2
= lim
n→∞
mn∑
k=1
Pmx (Ck ∩Q) +
ǫ
2
≤ 2N lim
n→∞
(
1− δ
δ
)l−m+1 mn∑
k=1
Pmx1...xn (Ck) +
ǫ
2
≤ 2N
(
1− δ
δ
)l−m+1 ∞∑
k=1
Pmx1...xn (Ak) +
ǫ
2
< ǫ.
Theorem 1 Suppose that pe|Ki(e) is Dini-ontinuous and there exists δ > 0 suh that
pe|Ki(e) ≥ δ for all e ∈ E. Let xi, yi ∈ Ki for all 1 ≤ i ≤ N and ν ∈ P (K). Then:
(i) Fx1...xN is dened Φ(ν)-a.e.,
(ii) Fx1...xN = Fy1...yN Φ(ν)-a.e.. and
(iii) There exists a sequene of losed subsets Q1 ⊂ Q2 ⊂ ... ⊂ Σ with
limk→∞ Φ(ν)(Σ\Qk) = 0 suh that all Fx1...xN |Qk are loally Hölder-ontinuous with the
same Hölder-onstants.
Proof. By Lemma 6, Φm(ν) is absolutely ontinuous with respet to P
m
x1...xN for all
m ≤ 0. By Lemma 2 (ii), this implies that Φ(ν) is absolutely ontinuous with respet to
Px1...xN . The laim follows by Lemma 3.
Denition 5 We all
M := Φ(µ)
a generalized Markov measure, where µ is the invariant Borel probability measure of the
CMS. Denote the Borel σ-algebra on Σ by B(Σ).
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Proposition 1 M is a shift invariant Borel probability measure on Σ with
M (m[e1, ..., ek]) :=
∫
pe1(x)pe2 (we1x)...pek(wek−1 ◦ ... ◦ we1x)dµ(x)
for every ylinder set m[e1, ..., ek] ⊂ Σ.
Proof. First, dene a set funtion M¯ on all ylinders of Σ by
M¯(m[em, ..., en]) := Φm(µ)(m[em, ..., en]).
We show that M¯ extends uniquely to a shift invariant Borel probability measure on Σ
and
M¯ |Am = Φm(µ) for all m ≤ 0.
We only need to hek that
M¯(m[em, ..., en]) =
∑
en+1
M¯(m[em, ..., en, en+1])
and that
M¯(m[em, ..., en]) =
∑
em−1
M¯(m−1[em−1, em, ..., en]),
the rest follows by the standard extension argument. The rst equation is obvious by the
denition of Px. For the seond we need the invariane of µ.∑
em−1
M¯(m−1[em−1, em, ..., en])
=
∑
em−1
∫
pem−1(x)pem (wem−1 (x))...pen(wen−1 ◦ ... ◦ wem−1(x))dµ(x)
= U∗µ(pem ...pen ◦ wen−1 ◦ ... ◦ wem)
= µ(pem ...pen ◦ wen−1 ◦ ... ◦ wem)
= M¯(m[em, ..., en]).
Now, we show that
M¯ = M |B(Σ).
Let B ∈ B(Σ) and ǫ > 0. Sine B(Σ) is the smallest σ-algebra ontaining all Am, m ≤ 0,
it follows that for every (Am)m≤0 ∈ C(B)
M¯(B) ≤ M¯

 ⋃
m≤0
Am

 ≤ ∑
m≤0
M¯(Am) =
∑
m≤0
Φm(µ)(Am).
Hene M¯(B) ≤M(B). On the other hand, let△ be the algebra generated by all ylinders
in Σ. Then every A ∈ △ is also an element of some Am, m ≤ 0, and therefore M¯(A) ≥
M(A). By Caratheodory onstrution, there exists a sequene (Ak)k∈N ⊂ △ suh that
B ⊂ ⋃k∈NAk and
M¯(B) >
∑
k∈N
M¯(Ak)− ǫ.
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Therefore
M¯(B) ≥
∑
k∈N
M(Ak)− ǫ ≥M
(⋃
k∈N
Ak
)
− ǫ ≥M(B)− ǫ.
Hene, M¯(B) = M(B).
Denition 6 We all the measure preserving transformation S of the probability spae
(Σ,B(Σ),M) a generalized Markov shift.
Now, we state expliitly the important speial ase of Theorem 1.
Corollary 1 Suppose that pe|Ki(e) is Dini-ontinuous and there exists δ > 0 suh that
pe|Ki(e) ≥ δ for all e ∈ E. Let xi, yi ∈ Ki for all 1 ≤ i ≤ N . Then:
(i) Fx1...xN is dened M -a.e.,
(ii) Fx1...xN = Fy1...yN M -a.e.. and
(iii) There exists a sequene of losed subsets Q1 ⊂ Q2 ⊂ ... ⊂ Σ with
limk→∞M(Qk) = 1 suh that all Fx1...xN |Qk are loally Hölder-ontinuous with the same
Hölder-onstants.
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