ABSTRACT One major challenge in the current brain-computer interface research is the accurate classification of time-varying electroencephalographic (EEG) signals. The labeled EEG samples are usually scarce, while the unlabeled samples are available in large quantities and easy to collect in real applications. Semisupervised learning (SSL) methods can utilize both labeled and unlabeled data to improve performance over supervised approaches. However, it has been reported that the unlabeled data may undermine the performance of SSL in some cases. To improve the safety of SSL, we proposed a new safety-control mechanism by analyzing the differences between unlabeled data analysis in supervised and semi-supervised learning. We then develop and implement a safe classification method based on the semi-supervised extreme learning machine (SS-ELM). Following this approach, the Wasserstein distance is used to measure the similarities between the predictions obtained from ELM and SS-ELM algorithms, and a different risk degree is thereby calculated for each unlabeled data instance. A risk-based regularization term is then constructed and embedded into the objective function of the SS-ELM. Extensive experiments were conducted using benchmark and EEG datasets to evaluate the effectiveness of the proposed method. Experimental results show that the performance of the new algorithm is comparable to SS-ELM and superior to ELM on average. It is thereby shown that the proposed method is safe and efficient for the classification of EEG signals.
I. INTRODUCTION
Brain-computer interface (BCI) research has focused primarily on providing communication and control capabilities that do not depend on the brain's normal output channels of peripheral nerves and muscles [1] . Over the past few years, BCI has been extended to help individuals with disorders of consciousness and stroke [2] . At present, scalp electroencephalography (EEG) is the most practical choice for BCI [3] , as it is non-invasive, safe, inexpensive, can offer favorable temporal resolution (on the order of milliseconds) [4] , and functions in most environments. As a crucial component embodied in general EEG-based BCIs, the classification problem of EEG signals is a key focus. Unfortunately, due to the high variability of EEG recordings, the real-time, accurate classification of EEG signals remains a challenging task.
To effectively parse the various patterns of EEG signals, a number of different classification algorithms can be employed, including linear discriminant analysis (LDA), neural networks (NN), support vector machine (SVM), nonlinear Bayesian classifiers, nearest neighbor classifiers, and combinations thereof [5] - [7] . Recently, a new method, known as the extreme learning machine (ELM), has been proposed by Huang et al. [8] - [10] and demonstrated an improved learning speed and with better generalizability than well-known back propagation neural networks and SVMs. As a result, ELMs have been applied to pattern recognition tasks in images, speech, and EEG signals [11] - [14] . Unfortunately, labeled EEG samples are scarce, expensive, and time-consuming to obtain (especially when labelling requires manual effort and expertise), while unlabeled EEG data are abundant, but not fully applicable to real clinical applications. Over the past few decades, semi-supervised learning has attracted significant attention and widely applied in speech recognition [15] , object tracking [16] , and face recognition [17] .
Semi-supervised learning (SSL) attempts to exploit the information from both labeled and unlabeled data to improve learning performance, relying on the intrinsic data distribution information embedded in the unlabeled samples. Generally speaking, SSL utilizes the following assumptions on the data space: smoothness, cluster, manifold and disagreement. Of these, the manifold regularization assumption has become a particular topic of debate. It assumes that data points are distributed on some low dimensional manifold represented by a Lapacian graph and that similar instances will share similar classification outputs. Up to now, a number of algorithms have been proposed based on the manifold assumption, and these have achieved encouraging performance [18] - [20] . By using a Laplacian regularization term to learn from labeled and unlabeled data, Belkin et al. [18] proposed the Laplacian regularized least squares (LapRLS) and support vector machines (LapSVM) algorithms, and the results demonstrate that the manifold regularization technique can effectively exploit the information of unlabeled data. Gan et al. [19] presented a Laplacian regularized kernel minimum squared error (LapKMSE) method by incorporating the manifold structures of labeled and unlabeled data into the objective function of KMSE. Recently, Huang et al. [20] developed a semi-supervised extreme learning machine (SS-ELM) algorithm which introduced the manifold regularization framework into a classical ELM, and yielded better clustering results than LapSVM when applied to University of California Irvine (UCI) datasets.
The aforementioned SSL methods usually assume that all unlabeled data are safe to be exploited. This may not be the case, however, as SSL methods may yield worse performance than their supervised counterparts in some cases [21] - [23] ; when the used assumption is not consistent with data distribution, the unlabeled data may reduce the performance of semi-supervised learning. Therefore, it is necessary to design a SSL method that can safely employ unlabeled data, regardless of the distribution. Up to now, there have been few attempts to research safe SSL methods for exploiting unlabeled instances. Li and Zhou [22] proposed the S3VM-us algorithm to reduce the chance of performance degradation for S3VMs [24] . This method used a hierarchical clustering algorithm to select the unlabeled instances, which were predicted by transductive SVM (TSVM) [25] , while the remaining data were predicted by SVM. Additionally, they also developed safe semi-supervised SVMs (S4VMs) [23] . While the S3VMs sought an optimal low-density separator, S4VMs utilized the candidate low-density separators simultaneously to reduce the risk of identifying a poor separator from unlabeled instances. This led to an overall performance that was comparable to S3VMs and rarely performed worse than inductive SVMs. Wang and Chen [26] extended the semisupervised classification method based on class membership (SSCCM) to create the safety-aware SSCCM (SA-SSCCM) by designing a safety mechanism that served as a trade-off between least-square SVM (LS-SVM) and SSCCM. Experimental results then showed promising performance for the SA-SSCCM when compared to the original LS-SVM and SSCCM methods. Gan et al. [27] similarly developed a riskbased safe Laplacian regularized least squares (RsLapRLS) by analyzing the different risk degrees for unlabeled data. These methods focused on safe learning procedures for semisupervised SVM, SSCCM, and LapRLS and demonstrated the value of estimating the risk when incorporating unlabeled instances.
In the family of neural network models, ELMs have recently gained popularity due to their efficiency; they learn quickly and accurately, and require minimal human intervention [10] . To help utilize both labeled and unlabeled data, ELM has been naturally extended to allow for SSL, leading to the creation of the SS-ELM algorithm that is based on manifold regularization [20] . Unfortunately, the SS-ELM still lacks proper safety controls when attempting to exploit unlabeled data; in certain cases, the inclusion of unlabeled data instances may degrade classification accuracy of the SS-ELM instead of improving it. In this paper, we introduce the safe semi-supervised learning for SS-ELM (Safe-SSELM) algorithm for multi-classification situations, which considers how unlabeled data points are treated by supervised and semi-supervised ELMs. The basic concept is to assign a risk degree to each unlabeled data instance. This risk degree would be small if the unlabeled data is helpful in training a semi-supervised classifier and large if it is beneficial. Firstly, ELM and SS-ELM are used to separately classify the unlabeled instances. Secondly, the similarities between the obtained predictions are measured using the Wasserstein distance and risk degrees are calculated for each of the unlabeled instances. Finally, the risk degrees are utilized to construct a risk-based regularization term that is embedded into the SS-ELM algorithm. Hence, our method can be considered as a trade-off between the supervised and semi-supervised ELM approaches. The Safe-SSELM algorithm was tested on several benchmark datasets and BCI Competition IV Dataset 2a and the results demonstrate that the performance of our algorithm is highly competitive with SS-ELM. Moreover, it rarely performs significantly inferior to the ELM that only uses labeled data.
The rest of the paper is organized as follows: Section 2 presents a brief introduction to basic ELM and SS-ELM. Section 3 provides a detailed description of the proposed Safe-SSELM algorithm. Section 4 evaluates the performance of our method through a series of experiments on several benchmark datasets and motor imagery EEG datasets. Finally, the paper is concluded and future work is presented in Section 5.
II. BACKGROUND KNOWLEDGE
In this section, we introduce two predecessors -ELM [20] and SS-ELM [10] -in detail before introducing our riskbased Safe-SSELM method, which uses a novel safetycontrol mechanism that measures the risk degree by analyzing the behavior of unlabeled data in the ELM and SS-ELM algorithms.
A. BASIC ELM
Suppose we have a training set with N samples, {X, Y} =
, where each sample is denoted by x i = x i1 , x i2 , . . . , x ip T ∈ R p with a corresponding network target vector of y i = y i1 , y i2 , . . . , y iq T ∈ R q , where p and q represent the respective dimensions, and T denotes a transpose operation. Assuming that m is the number of neurons in hidden layer, the output function of ELM [8] is given by
where ∈ R m . Note that both a and b can be randomly generated according to a continuous probability distribution.
For convenience, formulation (1) can be written in matrix form:
where
T ∈ R N ×q is the target matrix of the training data and H is the hidden layer output matrix defined as
where g(·) is the activation function. By adopting a regularization technique [9] , basic ELM aims to minimize the following objective function:
where C is a penalty coefficient for the training errors and · 2 denotes the l 2 -norm of a matrix or a vector. The output weight vector β is then obtained according to the MoorePenrose principle. If the number of training data N is more than m, the solution of Eq. (4) is:
where I m is an identity matrix of dimension m. If N is less than m, the solution of Eq. (4) is:
where I N is an identity matrix of dimension N .
B. SEMI-SUPERVISED ELM
Given a training set {X, y 2 ) , . . . , (x l , y l )} is the first l labeled samples and X u = {x l+1 , . . . , x l+u } is the last u unlabeled samples in X, the objective function of SS-ELM can be written as:
where β 2 2 denotes the regularization term,
contributes the empirical risk minimization, β T H T l+u LH l+u β is the manifold regularization framework, and λ 1 is a tradeoff parameter. C is a diagonal matrix whose entries are C jj = C/N t j , where N t j is the number of training samples belonging to class t j , j = 1, 2, · · · , l. Tr(·) denotes the trace of a matrix and L = D − W is known as the graph Laplacian built from both labeled and unlabeled samples, wherein D is a diagonal matrix and W denotes the similarity matrix. It is convenient to calculate the hidden layer output matrices H l+u ∈ R (l+u)×q for X as H l+u = h θ (X), and
According to [20] , when the number of data is greater than or equal to the number of hidden neurons (l + u > m), the solution to the SS-ELM algorithm is given as
where I m is an identity matrix of dimension m. When the number of labeled data is less than the number of hidden neurons (l + u < m), which is common in semi-supervised learning, an alternative solution is given by:
where I l+u is an identity matrix of dimension l + u.
III. OUR METHOD
In this section, we present our proposed safe semi-supervised extreme learning (Safe-SSELM) method, which designs an efficient safety-control mechanism to exploit unlabeled data.
A. RISK DEGREE GENERATING ALGORITHM
The degree of risk for unlabeled data is defined by analyzing their different behaviors in ELM and SS-ELM. When the SS-ELM prediction results for unlabeled samples are significantly different from those obtained by supervised ELM, the unlabeled sample may be assigned a large degree of risk and should be classified by ELM. Otherwise, the unlabeled sample may be considered safe and assigned a small risk degree, in which case samples should be classified by SS-ELM. Given a training set {X, Y} = {{X l , Y l } , X u }, where y 2 ) , . . . , (x l , y l )} is the first l labeled samples and X u = {x l+1 , . . . , x l+u } is the last u unlabeled samples of X, the detailed steps of the risk degree generation algorithm are given as follows: VOLUME 6, 2018
Step (1): The supervised ELM and semi-supervised SS-ELM methods are used to separately predict the unlabeled samples.
The ELM classifier is trained with {X l , Y l } while the SS-ELM classifier is trained with {X, Y}, and both algorithms are subsequently used to obtain predictions of x j that belongs to the set of unlabeled samples, X u , yielding the respective probability distribution vectors ofȳ j andỹ j . The columns of the max values inȳ j andỹ j denote the predicted category labels, which are written asȳ j_label andỹ j_label respectively.
Step (2) : The Wasserstein distance is used to measure the similarity between the predictions made in Step (1) and the degrees of risk for unlabeled instances are calculated.
The risk degree s j of unlabeled data x j is determined by a difference function df (x j ). The Wasserstein distance is a general distance measure between any probability distributions. As a metric, it respects fundamental metric properties such as non-negativity, symmetry and the triangle inequality [28] . It has recently found some applications in multi-label classification [29] . In this paper, it is employed to calculate df (x j ) and its formula is given as:
where Len is the length of vectorȳ j . Next, the risky degree s j is defined as:
If the predicted labels are different (i.e.,ȳ j_label =ỹ j_label ), s j will be large, indicating that the unlabeled sample x j maybe harmful to the classifier. Otherwise, the s j value should be small, indicating that the sample is benign to classifier performance. The Wasserstein distance between the probability distribution vectorsȳ j andỹ j should match the calculated s j value; a large distance should accompany a large s j value while a small Wasserstein distance should pair with a similarly small s j value. In special cases, s j will be zero if y j =ỹ j , which will indicate that x j is safe for semi-supervised learning.
B. FORMULATION
In the following, the risk degrees for unlabeled instances are quantified by the new ''risky'' item, which is then used to modify the objective function of the basic SS-ELM algorithm. By introducing a ''risky'' item, the new objective function of the proposed Safe-SSELM method is differentiated from that of the SS-ELM in Eq. (7), which is written as:
where the first three terms are used to define the semisupervised classifier and the last term controls the tradeoff between supervised and semi-supervised learning. As a result, the new algorithm will function the same as a traditional SS-ELM in cases where λ 2 = 0.
, the modified objective function can be rewritten as:
∈ R m×q is the optimal output weights for a basic ELM, H u is the hidden layer output matrix for X u , and S is a diagonal matrix expressed as diag(s 1 , s 2 , . . . , s u ). The derivative of Eq. (13) with respect to β is then:
By setting Eq. (14) to zero, we can get:
where I is an identity matrix. For the test data X test , the ELM algorithm is first used to calculate its corresponding hidden layer output matrix H test , and the prediction result is given by:
The implementation of our Safe-SSELM method is described in Algorithm 1. It is important to highlight the key differences between the proposed Safe-SSELM method and its predecessors, including both ELM and SS-ELM. Firstly, considering the uncertainty of unlabeled data, we have designed a new safety-controlled strategy by introducing a measure of risk into the objective function of basic SS-ELM, which can lead to a safer exploitation of unlabeled data. Secondly, by building upon the traditional SS-ELM classifier, the new method inherits its advantages and is suitable for multi-classification.
IV. EXPERIMENTAL RESULTS AND DISCUSSION
Several experiments were performed on benchmark and EEG datasets, and their results are presented here to demonstrate the effectiveness of the proposed Safe-SSELM method. The new algorithm was constructed based on both the ELM and SS-ELM codes (http://www.ntu.edu.sg/home/egbhuang/elm_ codes.html), and performance was compared to the conventional ELM and SS-ELM. All the methods were implemented in the MATLAB 2014a environment on a PC with a 3.4 GHz processor and 8.0 GB RAM.
Algorithm 1 The Safe-SSELM
Input: A training set {X, Y} = {{X l , Y l } , X u }, the parameters C, λ 1 , and λ 2 . Output: the output weights β * between the hidden layer and output layer.
1: Perform supervised ELM classification using Eq. (5) or Eq. (6) and the semi-supervised SS-ELM classification using Eq. (8) 
A. EXPERIMENTS ON BENCHMARK DATASETS 1) DATASETS AND SETTINGS
In order to evaluate its performance, the proposed safe-SS-ELM method was first applied to eight popular benchmark datasets from the UCI repository [30] and two face recognition datasets [31] . These datasets are widely used to evaluate the performance of machine learning algorithms [32] , and the details for each of these multiclass datasets are shown in Table 1 . The experimental setup is described in detail in [33] . Briefly, the analysis for each of the 4 datasets followed a 3-steps procedure: (i) The data pool was randomly divided into two subsets, such that 40% of the trials served as training data while the remaining 60% comprised the testing data. Training data was then divided into two equal subsets: a labeled training set and an unlabeled training set. (ii) The training set was first normalized, and the testing set data was then normalized according to the mean and standard deviation calculated from the training set using the z-score approach. (iii) The classification process was repeated ten times, and the averaged accuracy and training time were recorded for further analysis. In the experiment, three hyperparameters C, λ 1 , and λ 2 were defined, and optimal model parameters were determined from C ∈ 10 −5 , 10 −4 , . . . , 10 4 , 10 5 , λ 1 ∈ 10 −9 , 10 −8 , . . . , 10 −1 , 10 0 , and λ 2 ∈ {10 −5 , 10 −4 , . . . , 10 4 , 10 5 }. To ensure a valid comparison between the different methods, the same ranges of possible user-specified parameters were used for cross-validation. The best parameters for each dataset were found to be: C = 10 −2 , λ 1 = 10 −6 , and λ 2 = 10 −1 . ELM-based algorithms also made use of a fourth parameter, m. According to [13] , however, the performance of ELM-based methods is not very sensitive to the number of hidden neurons, so m = 100 was chosen for all datasets.
2) EXPERIMENTAL RESULTS
In this experiment, we compared the proposed Safe-SSELM to the state-of-the-art methods ELM and SS-ELM. The classification performance was evaluated in terms of average accuracy. Table 2 summarizes the performance results for each classification method when applied to the benchmark datasets.
From the results shown in Table 2 , it is evident that our algorithm overall achieved better performance than ELM and SS-ELM. Specifically, SS-ELM performed worse than ELM in the Har1, Har2, Yale, and IRIS datasets, while the new algorithm outperformed the ELM in each of these cases. This indicates that our algorithm can be effectively used for safe semi-supervised learning. Additionally, in cases where the SS-ELM outperformed the ELM, our algorithm obtained results that were comparable to the SS-ELM. This illustrates that the safety mechanism employed by our algorithm is effective, with minimal risk for reduced performance.
3) PERFORMANCE WITH DIFFERENT RATIOS OF LABELED TRAINING DATA
In accordance with the experimental setup described in [20] , we sought to evaluate the performance of the algorithms when different proportions of labeled and unlabeled data were used for training. 60% of all the samples were first VOLUME 6, 2018 designated as the testing data set, and the training set was then selected from the remaining samples in which the ratio of labeled-to-unlabeled data varied systematically from 10%:90% to 90%:10%. Experimental results from benchmark datasets with different sample numbers are shown, wherein Waveform1 featured a large number of samples (5000), USPST and COIL20 presented a moderate sample numbers (2007 and 1440, respectively), and Wine had relatively few samples (178). Figure 1 shows the performance of the three methods when applied to the four benchmark datasets with different proportions of labeled data.
4) THE IMPACT OF THE PARAMETERS
Four regularization parameters are used in our algorithm: C, λ 1 ,m and λ 2 . Since classification performance is not very sensitive to m in ELM-based methods [33] , this section will be used to investigate the impact of the remaining three parameters (C, λ 1 and λ 2 ) on classifier performance when 30% of the data is labeled. These parameters are respectively changed within the ranges of C ∈ 10 −5 , 10 −4 , . . . , 10 4 , 10 5 , λ 1 ∈ 10 −9 , 10 −8 , . . . , 10 −1 , 10 0 , and λ 2 ∈ {10 −5 , 10 −4 , . . . , 10 4 , 10 5 }. Figure 2 shows the testing results from applying our algorithm to benchmark datasets as the parameter λ 2 changed. As can be seen, the new algorithm obtained optimal performance in almost all datasets when λ 2 = 10 −1 and results degraded when the value was too large or too small. Figure 3 shows the testing accuracies of the benchmark datasets as C and λ 1 values were varied. From these plots, we can see that the best performance was generally obtained with smaller values for both C and λ 1 .
B. EXPERIMENTS ON BCI DATASETS 1) DATASETS AND SETTINGS
This section evaluates the performance of the proposed method on MI EEG datasets from the BCI Competition IV Dataset 2a [34] . Data was comprised of MI EEG measurements from 9 subjects with 4 classes of movement; left hand, right hand, feet, and tongue. Training and evaluation sessions were recorded for each subject, where each session consisted of 288 trials of data recorded from 22 EEG channels and 3 monopolar electrooculogram (EOG) channels (with left mastoid serving as reference) [35] .
In this experiment, all 288 trials from the training session were used as the labeled training set. The remaining 288 trials from the evaluation session served as the unlabeled training set, so that both sessions were used for testing. For each trial in the BCI Competition IV Dataset 2a, EEG data from 0-2 s after the initiation of MI were segmented and processed with an 8-30 Hz band-pass filter. Preliminary features were extracted from the filtered data using the common spatial pattern (CSP) approach, as performed in [36] , yielding 24 feature dimensions. Finally, the proposed Safe-SSELM method was used to learn and classify the compact features. In this experiment, the SS-ELM parameters were set to be: C = 10 −2 , λ 1 = 10 −6 , λ 2 = 10 −1 and m = 100. 
2) EXPERIMENTAL RESULTS
Results comparing the new method to the traditional ELM and SS-ELM classifiers can be seen in Table 3 . The proposed Safe-SSELM achieved results that were comparable to the semi-supervised learning algorithm SS-ELM, and better than the ELM for all tested datasets. This demonstrates that the utilized safety-control strategy generally improved classification accuracy over traditional methods. Specifically, it was observed that the Safe-SSELM outperformed ELM in all the datasets, and surpassed the SS-ELM in 7 of the 9 subjects (1, 2, 3, 4, 7, 8, 9) . Notably, the SS-ELM performed worse than the ELM on 3 subjects (4, 7, 8) , while the new algorithm outperformed both. These results demonstrate the effectiveness of the proposed safe strategy for unlabeled data, even in the cases where the semi-supervised classification approach (SS-ELM) yields worse performance than its supervised counterpart (ELM).
V. CONCLUSION
In this paper, we have proposed a novel safe semi-supervised ELM method based on ELM and SS-ELM for multiclassification. To develop the safety-control mechanism, the characteristics of unlabeled data classification were analyzed for both the ELM and SS-ELM, and degrees of risk were assigned to each unlabeled instance using the Wasserstein distance between the respective predictions of each algorithm. This risk degree reflects how beneficial unlabeled data instances are when training a semi-supervised classifier; a small risk degree indicates the unlabeled data is helpful while a large risk degree indicates that unlabeled data is detrimental to include. The experimental results from several benchmark datasets and the BCI EEG datasets show that the performance of the Safe-SSELM algorithm is never significantly inferior to that of the ELM or SS-ELM; the new algorithm consistently matched or exceeded the best results from traditional classifiers. In future experiments, we will investigate other measures to analyze the risk degree of unlabeled data instances, such as the Kullback-Leibler divergence and Jensen-Shannon distance [37] , [38] . Additionally, it would be worthwhile to study the safe version of the other semisupervised learning algorithms, such as broad learning [39] .
