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Abstract We establish a general theory of strong error estimation for numerical ap-6
proximations of a second order parabolic stochastic partial differential equation with7
monotone drift driven by a multiplicative infinite dimensional Wiener process. The8
equation is spatially discretized by Galerkin finite element method and temporally9
discretized by drift-implicit Euler or Milstein schemes. By the monotone assumption,10
we use both the variational and semigroup approaches to derive a spatial Sobolev reg-11
ularity under the L
p
ωL
∞
t H˙
1+γ
x -norm and a temporal Ho¨lder regularity under the L
p
ωL
2
x-12
norm for the solution of the proposed equation with an H˙
1+γ
x -valued initial datum for13
γ ∈ [0,1]. In the second step, we introduce an auxiliary process and show that both14
this process and the discrete solutions are uniform unconditionally stable. Finally, we15
make full use of the monotonicity of the equation and tools from stochastic calculus16
to derive the sharp strong convergence rates O(h1+γ + τ1/2) and O(h1+γ + τ(1+γ)/2)17
for the Galerkin-based Euler and Milstein schemes, respectively.18
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1 Introduction23
There exists a general theory of strong error estimation for numerical approxima-24
tions of stochastic partial differential equations (SPDEs) with Lipschitz coefficients;25
see, e.g., [1], [5], [7], [19], [23], [24] and references therein. For SPDEs with non-26
Lipschitz coefficients driven by multiplicative noises, there does not exist a general27
theory of strong approximation yet. Since these SPDEs cannot be solved explicitly,28
one might need to develop efficient numerical techniques to study them. Depending29
on particular physical models, it may be necessary to design numerical schemes for30
solutions of the underlying SPDEs with strong convergence rates, i.e., rates in Lp(Ω)31
with respect to the sample variables for some p ≥ 1, see, e.g., [2] and references32
quoted therein.33
To deal with the nonlinearity of SPDEs, one usually applies the truncation tech-34
nique, which only produces convergence rates in certain sense such as in probabil-35
ity or pathwise which is weaker than strong sense, see, e.g., [20] for the stochastic36
Allen–Cahn equation and [26] for the stochastic nonlinear Schro¨dinger equation. A37
few recent contributions on strong error estimations for numerical approximations of38
particular types of SPDEs with non-Lipschitz coefficients by using the so-called ex-39
ponential integrability for both the exact and numerical solutions. However, such ex-40
ponential integrability is only shown to hold for several special SPDEs. In fact, up to41
our knowledge, only the two-dimensional stochastic Navier–Stokes equation [13], the42
one-dimensional stochastic Burgers equation and Cahn–Hilliard–Cook equation [17]43
and the one-dimensional stochastic nonlinear Schro¨dinger equation [9], [10] were44
proved to possess this type of exponential integrability.45
1.1 Stochastic Allen–Cahn Equation46
Currently, several works are performed to give strong error estimations for semidis-
crete or fully discrete schemes of the stochastic Allen–Cahn equation (or stochastic
Ginzburg–Landau equation) driven by an additive white or colored noises:
du= (∆u+ u− u3)dt+ dW(t), u(0) = u0. (1.1)
A major feature of the nonlinear drift term in Eq. (1.1) is that the following monotone
(more precisely, one-sided Lipschitz) condition holds:
[(x− x3)− (y− y3)](x− y)≤C(x− y)2, x,y ∈ R. (1.2)
This type of stochastic equation, arising from phase transition in materials science47
by stochastic perturbation such as impurities of the materials, has been extensively48
studied in the literatures; see, e.g., [3], [4], [29], [37] for one-dimensional equation49
with space-time white noise and [6], [8], [21], [22], [35] for d = 1,2,3-dimensional50
equation with colored noises. The main ingredient of the approaches in all of the51
aforementioned papers is the full use of additive nature of the noise in Eq. (1.1).52
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The case of multiplicative noise is more subtile and challengeable. For the d =
1,2,3-dimensional stochastic Allen–Cahn equation under periodic boundary condi-
tion driven by a multiplicativeK ∈N+-dimensionalWiener process β =(β1, · · · ,βK):
du= (∆u+ u− u3)dt+
K
∑
k=1
gk(u)dβk(t), u(0) = u0, (1.3)
the author in [34] proved that the drift-implicit Euler–Galerkin finite element scheme
(1.9) with F(um+1h ) = u
m+1
h − (u
m+1
h )
3 possesses the strong convergence rate
sup
0≤m≤M
(
E
[
‖u(tm)− u
m
h ‖
2
L2x
]) 1
2
= O
(
h
1
3−ε + τ
1
2−ε
)
,
and sharpened to h1−ε for d ≤ 2 with an infinitesimal factor ε , under certain smooth
and bounded assumptions on g :R→R (g(0) = 0) and the assumption that u0 ∈ H
2
x .
When g ∈ C 2b (in the case K = 1), this convergence rate was improved to
sup
0≤m≤M
(
E
[
‖u(tm)− u
m
h ‖
2
L2x
]) 1
2
= O
(
h+ τ
1
2−ε
)
, (1.4)
by [30] for a modified scheme of (1.9) where the nonlinear drift term F(um+1h ) was53
replaced by 1
2
(um+1h + u
m
h )(1− (u
m+1
h )
2).54
It is an interesting and difficult problem to generalize strong error estimations for55
numerical approximations of Eq. (1.3) driven by an infinite dimensional Wiener pro-56
cess. On the other hand, as is well-known that the finite element method possesses57
an optimal convergence rate for deterministic parabolic PDEs with Lipschitz coeffi-58
cients, the following question arises naturally.59
Question 1.1 Show that the drift-implicit Euler–Galerkin finite element scheme (1.9)
applied to the stochastic Allen–Cahn equation driven by a multiplicative infinite di-
mensionalQ-Wiener process with mild assumption on g satisfies
sup
0≤m≤M
(
E
[
‖u(tm)− u
m
h ‖
2
L2x
]) 1
2
= O
(
hs+ τ
1
2
)
, provided u0 ∈ H˙
s
x for s= 1,2.
The above question imposes the homogeneous Dirichlet boundary condition on60
Eq. (1.3); such question can be readily modified to cover other self-adjoint boundary61
conditions, such as periodic and homogeneous Nuemann boundary conditions.62
1.2 Main Motivations63
The proposed Question 1.1 is one of our main motivations for this study. In the finite
dimensional case, provided that the drift function f satisfies one-sided Lipschitz con-
tinuity and polynomial growth conditions and the diffusion function g satisfies global
Lipschitz condition (see Remark 2.5), it was shown in [15] that the drift-implicit
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Euler scheme (i.e., the so-called backward Euler scheme) applied to the stochastic
ordinary differential equation (SODE)
du(t) = f (u(t))dt+ g(u(t))dβ (t), (1.5)
is stable and possesses the standard strong order 1/2. A general result for the infinite-64
dimensional case under the aforementioned conditions is still unknown and remains65
an open problem. This problem forms our second motivation for this study.66
Our main purpose in the present paper is giving a general theory of strong error
estimations for numerical approximations of SPDEs with a monotone drift which
grows at most polynomially such that a similarity of the one-sided Lipschitz condition
(1.2) holds. We focus on the following second order parabolic SPDE:
du(t,x) = (∆u(t,x)+ f (u(t,x)))dt+ g(u(t,x))dW(t,x), (1.6)
on the physical time-space domain (t,x) ∈ R+×O , where O ⊂ R
d (d = 1,2,3) is a
bounded domain with smooth boundary. Eq. (1.6) is subject to the following initial
value and homogeneous Dirichlet boundary condition:
u(t,x) = 0, (t,x) ∈ R+× ∂O; u(0,x) = u0(x), x ∈O. (1.7)
Here the drift function f is only assumed to be of monotone-type with polynomial67
growth which includes the case f (x) = x−x3 for x ∈R, g satisfies the usual Lipschitz68
condition in infinite dimensional setting (see Assumptions 2.1-2.2), and {W (t) : t ≥69
0} is an infinite dimensionalQ-Wiener process in a stochastic basis (Ω ,F ,Ft ,P).70
To study Eq. (1.6), we consider an equivalent infinite dimensional stochastic evo-
lution equation (SEE)
du(t) = (Au(t)+F(u(t)))dt+G(u(t))dW(t); u(0) = u0, (1.8)
where A is the Dirichlet Laplacian, F and G are Nemytskiii operators associated to
f and g, respectively; see Section 2.2 for details. We will use different settings for
solutions of Eq. (1.8) taking advantage of these conveniences and show that they
are essentially equivalent (see Lemma 3.2). Our first main purpose is to derive the
optimal strong convergence rate of the drift-implicit Euler–Galerkin finite element
scheme
um+1h = u
m
h + τAhu
m+1
h + τPhF(u
m+1
h )+PhG(u
m
h )(W (tm+1)−W(tm)),
u0h = Phu0,
(1.9)
applied to Eq. (1.8) (see the scheme (DIEG) in Section 5.1).71
Besides the optimality of spatial Galerkin approximations, the last motivation is
to construct a temporal higher order scheme for Eq. (1.8). To construct a higher order
scheme for an SODE (1.5), a popular and impressively effective numerical scheme is
the Milstein scheme based on Itoˆ–Taylor expansion on the diffusion term. Recently,
such infinite-dimensional analog of Milstein scheme had been investigated by [19],
[23] for SPDEs with Lipschitz coefficients which fulfill a certain commutativity type
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condition. Our second main purpose is to derive the sharp strong convergence rate of
the Milstein–Galerkin finite element scheme
Um+1h =U
m
h + τAhU
m+1
h + τPhF(U
m+1
h )+PhG(U
m
h )(W (tm+1)−W(tm))
+PhDG(U
m
h )G(U
m
h )
[∫ tm+1
tm
(W (r)−W(tm))dW (r)
]
,
U0h = Phu0,
(1.10)
applied to Eq. (1.8) (see the scheme (DIEMG) in Section 5).72
1.3 Main Ideas and Results73
The main aim in the present paper is to derive the optimal strong convergence rates74
of the Galerkin-based Euler or Milstein schemes (1.9) and (1.10), respectively, and75
thus give a positive answer to Question 1.1 for a more general Eq. (1.6) with merely76
monotone drift which has polynomial growth and more general initial datum which77
belongs to H˙
1+γ
x for any γ ∈ [0,1]. To answer Question 1.1, there are two major78
difficulties. The first one is the sharp trajectory Sobolev as well as Ho¨lder regularity79
for the solution of Eq. (1.8). Another one is to deal with the non-Lipschitz drift term80
as well as the multiplicative noise term.81
To overcome the first difficulty, we combine semigroup framework and factor-82
ization method with variational framework and monotone assumption. Precisely, we83
utilize a well-posedness theory for monotone SEEs from [25] and [27] to conclude84
the H˙1x -well-posedness of Eq. (1.8) under Assumptions 2.1-2.2 (see Theorem 3.1).85
Such variational method could not handle the H˙2x -wellposedness of Eq. (1.8) since86
the second derivative of f has no upper bound under Assumption 2.1; see Remark87
3.1 for more details. To get over this obstacle, we use a bootstrapping argument and88
factorization method to lift the H˙
1+γ
x -regularity for any γ ∈ [0,1] (see Proposition 3.189
and Theorem 3.3).90
To overcome another difficulty for the drift-implicit Euler–Galerkin finite ele-91
ment scheme (1.9), we introduce an auxiliary process (4.15) and combine the factor-92
ization method with the theory of error estimation for Euler–Galerkin scheme (see93
Lemma 4.4). For the Milstein–Galerkin finite element scheme (1.10), we apply the94
Itoˆ–Taylor expansion to lift the temporal convergence rate between an analogous aux-95
iliary process (5.17) and the exact solution of Eq. (1.8) (see Lemma 5.1). By making96
full use of the variational method and the one-sided Lipschitz condition (2.3), we re-97
duce the convergence rate between the aforementioned two auxiliary processes (4.15)98
and (5.17) and the Galerkin-based fully discrete Euler or Milstein schemes (1.9) and99
(1.10), respectively, to the convergence rate between the auxiliary processes and the100
exact solution of Eq. (1.8).101
Our main results are the following strong convergence rates for both the drift-102
implicit Euler–Galerkin finite element scheme (1.9) and the Milstein–Galerkin finite103
element scheme (1.10) of Eq. (1.8).104
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Theorem 1.1 Let γ ∈ [0,1), u0 ∈ H˙
1+γ
x and Assumptions 2.1-2.2 hold. Let u and u
m
h
be the solutions of Eq. (1.8) and (1.9), respectively. Then
sup
m∈ZM
(
E
[
‖u(tm)− u
m
h ‖
2
]) 1
2
= O
(
h1+γ + τ
1
2
)
. (1.11)
Assume furthermore that u0 ∈ H˙
2
x and there exist constants θ ∈ (0,1) and ρ ≥ 1 such105
that (3.27) holds, then (4.9) is valid with γ = 1.106
Theorem 1.2 Let γ ∈ [0,1), u0 ∈ H˙
1+γ
x and Assumptions 2.1-2.2 and 5.1-5.2 hold.
Let u and Umh be the solutions of Eq. (1.8) and (1.10), respectively. Then
sup
m∈ZM
(
E
[
‖u(tm)−U
m
h ‖
2
]) 1
2
= O
(
h1+γ + τ
1+γ
2
)
. (1.12)
Assume furthermore that u0 ∈ H˙
2
x and there exist constants θ ∈ (0,1) and ρ ≥ 1 such107
that (3.27) holds, then (1.12) is valid with γ = 1.108
We note that similar convergence results in Theorems 1.1-1.2 hold true where109
O(h) is replaced by O(N−1/d) for spectral Galerkin-based fully discrete Euler and110
Milstein schemes (see Theorems 4.1 and 5.1). The obtained spatial convergence rate111
in Theorems 1.1-1.2 for finite element method is optimal, since it exactly coincides112
with the optimal exponent of Sobolev regularity of the solution in Proposition 3.1113
and Theorems 3.1 and 3.3. The rate for the fully discrete scheme (1.9) is also sharp114
which removes the infinitesimal factor appeared in (1.4), agreeing with the standard115
theory for the drift-implicit Euler scheme in the globally Lipschitz case; see [24]116
for γ ∈ [0,1). In fact, in the simple case of the stochastic heat equation where f ≡117
0 and g = Id in Eq. (1.6), [32, Theorem 1] gave a lower error bound O(τ1/2) for118
temporal numerical approximation once one only uses a total of [τ−1] evaluations of119
one-dimensional components for the drivingQ-Wiener processW .120
Associated with the aforementioned problems, the temporal approximation result121
can be considered as a generalization of the finite dimensional case in [15] to the122
infinite dimensional case without adding any smooth or bounded assumptions on123
the coefficients of Eq. (1.6) (see Remark 2.5). The spatial approximation result can124
be seen as an improvement of the convergence rates in [30] and [34]; see Remark125
2.3. Theorem 1.1 gives more than expected in Question 1.1; indeed, it shows that126
the drift-implicit Euler–Galerkin finite element scheme (1.9) applied to the general127
SPDE (1.8) which includes the stochastic Allen–Cahn equation possesses the sharp128
strong convergence rate under general regularity assumptions on the initial datum.129
Finally, the convergence rate for the Milsten–Galerkin finite element scheme (1.10)130
in Theorem 1.2 can be seen as a generalization of [19] and [23] for SPDEs with131
Lipschitz coefficients to SPDEs with non-Lipschitz but monotone coefficients.132
The rest of the paper is organized as follows.We list some preliminaries including133
frequently used notations, assumptions, stochastic tools and formulations for solu-134
tions of Eq. (1.8). In Section 3, we proposed a detailed well-posedness and regularity135
analysis for Eq. (1.8). Rigorous strong error estimations for the aforementioned two136
fully discrete schemes (1.9) and (1.10) are performed in Sections 4-5, respectively.137
The proofs of Theorems 1.1-1.2 and strong error estimations for spectral Galerkin-138
based fully discrete Euler and Milstein schemes are given in these two sections.139
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2 Preliminaries140
In this section, we first define functional spaces, norms and notations that will be141
used throughout the paper. Then we give main assumptions and different formula-142
tions of solutions for Eq. (1.8). Several techniques from stochastic calculus such as143
Burkholder–Davis–Gundy-type inequalities are given in the last part.144
2.1 Notations145
Let T ∈R∗+ = (0,∞) be a fixed terminal time. For an integerM ∈N+ = {1,2, · · ·}, we146
denote by ZM := {0,1, · · · ,M} and Z
∗
M = {1, · · · ,M}. Let (Ω ,F ,P) be a probability147
space with a normal filtration Ft := (Ft)t∈[0,T ] which forms a stochastic basis.148
Throughoutwe use the notations (Lqx := L
q(O;R),‖·‖Lqx ) for q∈ [2,∞] and (H
s
x =
Hs(O;R),‖ · ‖Hsx ) for s ∈ N+ to denote the usual Lebesgue and Sobolev spaces, re-
spectively; when q = 2, L2x is denoted by H. We will use Id to denote the identity
operator on various finite dimensional or infinite dimensional Hilbert spaces such as
R
K×K for some K ∈ N+ and H if there is no confusion. For convenience, sometimes
we use the temporal, sample path and spatial mixed norm ‖ · ‖LpωLrt L
q
x
in different or-
ders, such as
‖X‖LpωLrt L
q
x
:=
(∫
Ω
(∫ T
0
(∫ 1
0
|X(t,x,ω)|qdx
) r
q
dt
) p
r
dP(ω)
) 1
p
for X ∈LpωL
r
t L
q
x , with the usual modification for r=∞ or q=∞. For an integer s∈N+,149
(C sb ,‖ · ‖C sb ) is used to denote the Banach space of bounded functions together with150
its derivatives up to order s.151
Denote by A : Dom(A) ⊂ H → H the Dirichlet Laplacian on H. Then A is the
infinitesimal generator of an analyticC0-semigroup S(·) = e
A· onH, and thus one can
define the fractional powers (−A)θ for θ ∈R of the self-adjoint and positive operator
−A. Let H˙θx be the domain of (−A)
θ/2 equipped with the norm ‖ · ‖θ (related inner
product is denoted by 〈·, ·〉θ ):
‖u‖θ := ‖(−A)
θ
2 u‖, u ∈ H˙θx . (2.1)
In particular, one has H˙0x = H, H˙
1
x = V := H
1
0 (O;R) and H˙
2
x = V ∩H
2
x . The inner
products (and related norms) of H and V are denoted by ‖ · ‖ (and 〈·, ·〉) and ‖ · ‖1
(and 〈·, ·〉1), respectively. In the case z ∈V , the ‖ · ‖H1x -norm and ‖ · ‖1-norm of z are
equivalent. Let V ∗ = H˙−1x . Then V
∗ is the dual space of V (with respect to 〈·, ·〉);
the dualization between V and V ∗ is denoted by −1〈·, ·〉1. We will need the following
ultracontractive and smooth properties of the analytic C0-semigroup S for any t ∈
(0,T ], µ ≥ 0 and ρ ∈ [0,1] (see, e.g., [33, Theorem 6.13 in Chapter 2]):
‖(−A)µS(t)‖L (H) ≤Ct
−µ , ‖(−A)−ρ(S(t)− IdH)‖L (H) ≤Ct
ρ , (2.2)
where (L (H;H˙θx ),‖ · ‖L (H;H˙θx )) denotes the space of bounded linear operators from152
H to H˙θx for θ ∈ R and L (H) := L (H;H).153
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Let U be another separable Hilbert space and Q ∈ L (U) be a self-adjoint and
nonnegative definite operator onU . Denote byU0 :=Q
1
2U and (L θ2 :=HS(U0;H˙
θ
x ),‖·
‖
L θ2
) the space of Hilbert–Schmidt operators fromU0 to H˙
θ
x for θ ∈ R+. The spaces
U , U0 and L
θ
2 are equipped with Borel σ -algebras B(U), B(U0) and B(L
θ
2 ), re-
spectively. Let W := {W (t) : t ∈ [0,T ]} be a U-valued Q-Wiener process in the
stochastic basis (Ω ,F ,Ft ,P), i.e., there exists an orthonormal basis {gk}
∞
k=1 of U
which forms the eigenvectors ofQ subject to the eigenvalues {λQk }
∞
k=1 and a sequence
of mutually independent Brownian motions {βk}
∞
k=1 such that (see [12, Chapter 4])
W (t) = ∑
k∈N+
Q
1
2 gkβk(t) = ∑
k∈N+
√
λQk gkβk(t), t ∈ [0,T ].
2.2 Main Assumptions154
Our main conditions on the coefficients of Eq. (1.6) or the equivalent Eq. (1.8) are155
the following two assumptions.156
Assumption 2.1 f : R→ R is differentiable and there exist constants L f ∈ R, L
′
f ∈
R+ and q≥ 2 such that
( f (x)− f (y))(x− y)≤ L f (x− y)
2, x,y ∈R, (2.3)
| f (0)|< ∞, | f ′(x)| ≤ L′f (1+ |x|
q−2), x ∈R. (2.4)
Throughout, we assume that
q ∈ [2,∞), d = 1,2; q ∈ [2,4], d = 3, (2.5)
and thus the following frequently used Sobolev embedding holds (see Remark 3.2 for
the source of this technique restriction):
H˙1x →֒ L
2(q−1)
x →֒ L
q
x , d = 1,2,3. (2.6)
Remark 2.1 The monotone case (L f = 0) that ( f (x)− f (y))(x− y)≤ 0 for all x,y ∈157
R is perhaps the most important one in that a function f satisfying (2.3) with L f 6= 0158
could be reduced to a monotone function by adding a linear perturbation.159
From the one-sided Lipschitz condition (2.3) and the differentiability of f , we get
f (x)x= ( f (x)− f (0))(x− 0)+ f (0)x≤C(1+ x2), x ∈ R, (2.7)
and
f ′(x)≤ L f , x ∈R. (2.8)
Here and what follows we useC to denote a generic constant independent of various
discrete parameters which may be different in each appearance. By mean value theo-
rem and the growth condition (2.4), it is clear that f grows as most polynomially of
order (q− 1), i.e.,
| f (x)| ≤C(1+ |x|q−1), x ∈ R. (2.9)
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Example 2.1 A concrete example such that Assumption 2.1 holds is the odd poly-
nomials with negative leading coefficients. More precisely, let q− 1 ∈ N+ be an odd
number and
f (x) =−aq−1x
q−1+
q−2
∑
k=0
akx
k, aq−1 ∈ R+, ak ∈ R, k ∈ Zq−2, x ∈ R, (2.10)
then one can easily check that the conditions (2.3)-(2.4) hold true.160
Denote by q′ the conjugation of q (i.e., 1/q′+ 1/q = 1) and F : Lq
′
x → L
q
x the
Nemytskii operator associated with f , i.e.,
F(u)(x) := f (u(x)), u ∈ Lq
′
x , x ∈ O.
Denote by
L
q′
x
〈·, ·〉Lqx the dual between L
q′
x and L
q
x . Then it follows from the conditions
(2.3)-(2.4) in Assumption 2.1 on f that
F(0) ∈ L2x , F has a continuous extension from L
q′
x to L
q
x , (2.11)
L
q′
x
〈F(u)−F(v),u− v〉Lqx ≤L f ‖u− v‖
2
L2x
, u,v ∈ Lqx , and (2.12)
L
q′
x
〈F(u),u〉Lqx ≤C(1+ ‖u‖
2
L2x
), u ∈ Lqx . (2.13)
Remark 2.2 Compared with the assumption on f in [29, Assumption 2.1] in the case
of space-time white noise where instead of (2.3) the authors assumed that
( f (x)− f (y))(x− y)≤ L f |x− y|
2− c|x− y|q, x,y ∈ R. (2.14)
for some L f ∈ R and c ∈ R
∗
+, Assumption 2.1 weakens this monotone-type condition161
due to the smoothness of the noise.162
Denote by G : H →L 02 the Nemytskii operator associated with g:
G(u)v(x) := g(u(x))v(x), u ∈ H, v ∈U0, x ∈O.
Assumption 2.2 The operator G : H →L 02 is Lipschitz continuous, i.e., there exists
a constant Lg ∈ R+ such that
‖G(0)‖
L 02
< ∞, ‖G(u)−G(v)‖
L 02
≤ Lg‖u− v‖, u,v ∈H. (2.15)
Moreover, G : H →L 02 satisfies G(H˙
1
x )⊂L
1
2 and
‖G(z)‖
L 12
≤ Lg(1+ ‖z‖1), z ∈ H˙
1
x . (2.16)
The dual [G(z)Q
1
2 ]∗ of G(z)Q
1
2 ⊂ HS(U ;H) is also an Hilbert–Schmidt operator
from H to U for any z ∈ H. Moreover, Cauchy–Schwarz inequality, in conjunction
with the conditions (2.15) and (2.16), respectively, implies that
‖[G(z)Q
1
2 ]∗z‖ ≤ ‖G(z)‖
L 02
‖z‖, z ∈ H, (2.17)
‖[G(z)Q
1
2 ]∗z‖1 ≤ ‖G(z)‖L 12
‖z‖1, z ∈ H˙
1
x . (2.18)
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Remark 2.3 Under Prohl’s condition on g of Eq. (1.3) that g ∈ C 2b (R;R
K) (K = 1),
Assumption 2.2 holds. In fact, in this case we have U = RK and Q= Id and thus
‖G(u)−G(v)‖
L 02
= ‖g(u)− g(v)‖≤C‖u− v‖, u,v ∈ L2x ,
‖G(z)‖
L 12
≤
√
‖g(z)‖2+ ‖g′(z)∇z‖2 ≤C(1+ ‖z‖H1x ), z ∈ H˙
1
x ,
for some constant C depending only on ‖g‖
C 1
b
but independent of ‖g‖
C 2
b
.163
Remark 2.4 In the additive noise case G≡ Id the conditions (2.15)-(2.16) are equiv-164
alent to the assumption ‖(−A)1/2Q1/2‖HS(U;H) < ∞ which was imposed in [35, Sec-165
tion 2.1]; a multiplicative example fulfilling Assumption 2.2 is given in Example 5.1.166
Remark 2.5 Provided that f : Rr → Rr and g : Rr → Rr×K are C 1 functions such
that the following conditions hold for some constants L f ,Lg,L
′
f ∈ R+, l ∈ N and for
any x,y ∈ Rr (see [15, Assumptions 3.1 and 4.1]):
( f (x)− f (y))T (x− y)≤ L f |x− y|
2, (2.19)
‖g(x)− g(y)‖HS(RK ;Rr) ≤ Lg|x− y|, (2.20)
| f (0)|< ∞, | f (x)− f (y)|2 ≤ L′f (1+ |x|
l+ |y|l)|x− y|2, (2.21)
the authors in [15, Theorem 5.3] proved that the backward Euler scheme
um+1 = um+ τ f (um+1)+ g(um)(β (tm+1)−β (tm)), m ∈ ZM−1; u
0 = u0,
for the r-dimensional SODE (1.5) driven by a K-dimensional Wiener process β is167
convergent with mean-square order 1/2.168
The first two conditions (2.19) and (2.20) are exactly (2.3) and (2.15), respec-169
tively, in the finite dimensional case U = RK , Q = Id and H = Rr. We finally illus-170
trate that once the last condition (2.21) is valid, our condition (2.4) holds true. In-171
deed, the assumption that f ∈C 1(Rr;Rr) which satisfies (2.21) implies that | f ′(x)| ≤172
C(1+ |x|l/2) for any x ∈ R, from which we get (2.4) with q= 2+ l/2≥ 2.173
2.3 Formulations of Solutions174
We recall the following definitions of the variational and mild solutions of Eq. (1.8).175
The relation of these two types of solutions is given in [28, Appendix G]. We mainly176
focus on a solution which is an H˙1x -valued, Ft -adapted process.177
Definition 2.1 Let u= {u(t) : t ∈ [0,T ]} be an H˙1x -valued, Ft -adapted process.178
(1) u is called a variational solution of Eq. (1.8) if
u(t) = u0+
∫ t
0
(Au(r)+F(u(r))dr+
∫ t
0
G(u(r))dW (r), t ∈ [0,T ]. (2.22)
Eq. (2.22) takes values in H˙−1x and explained for any t ∈ [0,T ] and v ∈ H˙
1
x by
〈u(t),v〉= 〈u0,v〉+
∫ t
0
−1〈A(r)+F(u(r)),v〉1dr+
∫ t
0
〈G(u(r))dW (r),v〉.
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(2) u is called a mild solution of Eq. (1.8) if
u(t) = S(t)u0+ S ∗F(u)(t)+ S ⋄G(u)(t), t ∈ [0,T ], (2.23)
where S∗F(u) and S⋄G(u) denote the deterministic and stochastic convolutions,
respectively:
S ∗F(u)(·) :=
∫ ·
0
S(·− r)F(u(r))dr, S ⋄G(u)(·) :=
∫ ·
0
S(·− r)G(u(r))dW(r).
For these two types of formulations, the uniqueness of solutions are both understood179
in the sense of stochastic equivalence.180
All of the appeared equations in this paper are valid in almost surely (a.s.) sense181
and we omit the a.s. in these equations for simplicity.182
2.4 Burkholder–Davis–Gundy Inequalities183
In the regularity analysis and strong error estimation by adopting both variational and184
semigroup frameworks, we will need several types of Burkholder–Davis–Gundy in-185
equalities to control the appearing stochastic integrals in both continuous and discrete186
settings.187
We begin with a Burkholder–Davis–Gundy inequality for Hilbert space valued188
continuous martingales; see, [31, Theorem 1.1]. To make the readers’ convenience,189
we recall the definition of a Hilbert space valued martingale and refer to [12, Section190
3.4] for more details. Let (H,‖ · ‖H) be a real separable Hilbert space. An H-valued191
stochastic process {N(t) : t ∈ [0,T ]} on (Ω ,F ,Ft ,P) is called an Ft -martingale,192
if N(t) is Ft -measurable, E[‖N(t)‖H] < ∞ and E[N(t)|Fs] = N(s) a.s. for all 0 ≤193
s ≤ t ≤ T . For any square integrable H-valued martingale N, there exists a unique194
increasing Ft -adapted process 〈N〉 = {〈N〉t : t ∈ [0,T ]} starting from 0, which is195
called the quadratic variation of N, such that the process N⊗N−〈N〉 is a continuous196
martingale. In our applications, we will always take either H= R or H= H.197
Lemma 2.1 Let {N(t) : t ∈ [0,T ]} be anH-valued ca´dla´gF -martingale with N(0)=
0. Then for any p≥ 1 and any F -stopping time τF there holds that
E
[
sup
t≤τF
|N(t)|p
]
≃p E
[
〈N〉
p
2
τF
]
, (2.24)
i.e., there exists two constants C1 =C1(p) and C2 =C2(p) such that
C1 E
[
〈N〉
p
2
τF
]
≤ E
[
sup
t≤τF
|N(t)|p
]
≤C2 E
[
〈N〉
p
2
τF
]
.
Moreover, if N is continuous, then (2.24) also holds for p ∈ (0,1).198
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A direct consequence of Lemma 2.1 applied to an H-valued continuous Ft -
martingale with N(0) = 0 is that for any p> 0 there holds that
E
[
sup
t∈[0,T ]
|N(t)|p
]
≃p E
[
〈N〉
p
2
T
]
. (2.25)
If we take N(·) :=
∫ ·
0 Φ(r)dW (r) for certain integrandΦ , we get the following type of
Burkholder–Davis–Gundy inequality for stochastic integral (see, e.g., [12, Theorem
4.36]):
E
[
sup
t∈[0,T ]
∥∥∥∥∫ t
0
Φ(r)dW (r)
∥∥∥∥p]≃p E[(∫ T
0
‖Φ(r)‖2
L 02
dr
) p
2
]
, (2.26)
for any p> 0 and any Ft -adapted process Φ such that
E
[(∫ T
0
‖Φ(r)‖2
L 02
dr
) p
2
]
< ∞.
Another consequence of Lemma 2.1 is the following Burkholder–Davis-Gundy199
inequality for a sequence of H-valued discrete martingales, see [18, Lemma 4.1] for200
the scalar case.201
Lemma 2.2 Let p ≥ 2 and {Zm}m∈ZM be a sequence of H-valued random variables
with bounded p-moments, i.e., E[‖Zm‖
p]< ∞ for all m ∈ ZM , such that
E
[
Zm+1|Z0, · · · ,Zm
]
= 0, m ∈ ZM−1.
Then there exists a constant C =C(p) such that(
E
[∥∥∥∥ m∑
i=0
Zi
∥∥∥∥p]) 1p ≤C( m∑
i=0
(
E
[
‖Zi‖
p
]) 2
p
) 1
2
. (2.27)
3 Well-posedness and Regularity202
Our main aim in this part is to derive the global well-posedness and sharp trajectory203
Sobolev and Ho¨lder regularity results for Eq. (1.8) under Assumptions 2.1-2.2.204
3.1 H1x -well-posedness205
In this part, we will show the well-posedness of Eq. (1.8) in V , following a known206
result that Eq. (1.8) whose coefficients satisfy certain monotone and Lyapunov con-207
ditions has a unique variational solution {u(t) : t ∈ [0,T ]} in the sense of Definition208
2.1 which is essentially bounded a.s. in V .209
To apply the variational method, let us introduce the following Gelfand triple:
H˙1x =V →֒ H = L
2
x →֒V
∗ = H˙−1x .
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Then the embedding (2.6) yields that
V →֒ Lqx →֒H →֒V
∗ →֒ Lq
′
x .
Let {(λk,ek)}
∞
k=1 be an eigensystem of negative Dirichlet Laplacian−Awith {λk}
∞
k=1210
being an increasing order. Let N ∈N+ and VN := Span{e1, · · · ,eN}.211
By the classical stochastic variational theory, see, e.g., [25], one can prove that
the equation
du(t) = A(u(t))dt+B(u(t))dW(t), t ∈ [0,T ]; u(0) = u0, (3.1)
whose coefficients satisfy certain monotone and coercive conditions is well-posedness212
in V ; see [27, Theorem 1.1] for similar result of Eq. (3.1) with more general data.213
Lemma 3.1 Let p≥ 2, u0 is F0-measurable such that u0 ∈ L
p(Ω ;H˙1x ). Assume that
there exist a constant C such that
R ∋ λ 7→ −1〈A(u+λv),z〉1 is continuous; (3.2)
−1〈A(u)−A(v),u− v〉1+ ‖B(u)−B(v)‖
2
L02
≤C‖u− v‖2; (3.3)
〈A(uN),uN〉1 ≤C(1+ ‖uN‖
2
1); (3.4)
‖A(u)‖−1 ≤C(1+ ‖u‖
p−1
1 ), (3.5)
‖B(u)‖
L 12
≤C(1+ ‖u‖1), (3.6)
for all u,v,z ∈V and uN ∈ VN . Then Eq. (3.1) exists a unique variational solution in214
Lp(Ω ;C ([0,T ];L2x))∩L
p(Ω ;L∞(0,T ;H˙1x )).215
The following result shows that the above five conditions hold for Eq. (1.8) un-216
der Assumptions 2.1-2.2. Using Lemma 3.1, we can show that Eq. (1.8) possesses217
a unique solution which is indeed continuous a.s. in V and satisfies the following218
estimation (3.7).219
Theorem 3.1 Let p ≥ q, u0 ∈ L
p(Ω ;H˙1x ) and Assumptions 2.1-2.2 hold. Then Eq.
(1.8) exists a unique variational solution {u(t) : t ∈ [0,T ]} in Lp(Ω ;C ([0,T ];H˙1x ))
such that
E
[
sup
t∈[0,T ]
‖u(t)‖p1
]
+E
[∫ T
0
‖u(t)‖p−21 ‖∆u(t)‖
2dt
]
≤C
(
1+E
[
‖u0‖
p
1
])
. (3.7)
Proof We first check that (3.2)-(3.6) hold true with A(u) = Au+F(u), B(u) = G(u)
and p≥ q. The first statement (3.2) follows from (2.11) and the embedding (2.6); (3.3)
and (3.6) follow from the monotonicity (2.12) and the Lipschitz continuity (2.15).
Indeed, we have
−1〈(Au+F(u))− (Av+F(v),u− v〉1+ ‖G(u)−G(v)‖
2
L 02
≤ (L f +Lg)‖u− v‖
2−‖∇(u− v)‖2, u,v ∈ H˙1x .
Similarly, (3.4) follows from (2.13) and (2.8):
〈AuN +F(uN),uN〉1 ≤C(1+ ‖uN‖
2
1)−‖AuN‖
2, uN ∈VN . (3.8)
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To show (3.5), we use the dual argument and the embedding (2.6) to get
‖F(u)‖−1 = sup
v∈H˙1x
−1〈F(u),v〉1
‖v‖1
≤ sup
v∈H˙1x
‖F(u)‖
L
q′
x
‖v‖Lqx
‖v‖1
≤C
(
1+ ‖u‖q−1
L
q
x
)
≤C
(
1+ ‖u‖q−11
)
, (3.9)
and thus ‖Au+ F(u)‖−1 ≤ ‖Au‖−1 + ‖F(u)‖−1 ≤ C(1+ ‖u‖
q−1
1 ) for any u ∈ H˙
1
x ,220
which shows (3.5) with p ≥ q. Applying Lemma 3.1 and the assumption that u0 ∈221
Lp(Ω ;H˙1x ), we conclude that Eq. (1.8) exists a unique variational solution u which222
belongs to Lp(Ω ;L∞(0,T ;H˙1x )).223
It remains to show that the solution u is indeed continuous in H˙1x a.s. such that
(3.7) holds. Let t ∈ (0,T ]. To lighten the notations, here and after we omit the tempo-
ral variable when an integral appears. Applying Itoˆ formula to 1
p
‖u(t)‖p1 leads to
1
p
‖u(t)‖p1 =
1
p
‖u0‖
p
1 +(p− 2)
∫ t
0
‖u‖p−41 ‖[G(u)Q
1
2 ]∗u‖21dr
+
∫ t
0
‖u‖p−21 〈u,G(u)dW(r)〉1
+
∫ t
0
‖u‖p−21
(
〈Au+F(u),u〉1+
1
2
‖G(u)‖2
L 12
)
dr. (3.10)
By Assumptions 2.1-2.2 and the inequality (2.18), we have
〈Au+F(u),u〉1 ≤C(1+ ‖u‖
2
1)−‖Au‖
2,
‖[G(u)Q
1
2 ]∗u‖1+ ‖G(u)‖
2
L 12
≤C(1+ ‖u‖21),
for any u ∈ H˙1x . Thus by Young inequality we get
‖u(t)‖p1 + p
∫ t
0
‖u‖p−21 ‖Au‖
2dr
≤ ‖u0‖
p
1 +
∫ t
0
C(1+ ‖u‖p1)dr+ p
∫ t
0
‖u‖p−21 〈u,G(u)dW (r)〉1. (3.11)
Since
∫ ·
0 ‖u‖
p−2
1 〈u,G(u)dW(r)〉1 is a real-valued continuous martingale, by the
Burkholder–Davis–Gundy inequality (2.25), the inequality (2.18), Young and Ho¨lder
inequalities and the condition (2.16), we get an estimation of the stochastic integral
in inequality (3.11):
E
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
‖u‖p−21 〈u,G(u)dW(r)〉1
∣∣∣∣]
≤C E
[(∫ T
0
‖u‖p−21 ‖[G(u)Q
1
2 ]∗u‖21dt
) 1
2
]
≤C E
[(∫ T
0
‖u‖2p−21 ‖G(u)‖
2
L 12
dt
) 1
2
]
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≤
1
2p
E
[
sup
t∈[0,T ]
‖u(t)‖p1
]
+C
∫ T
0
(
1+E
[
‖u(t)‖p1
])
dt. (3.12)
Now taking L1ωL
∞
t -norm on both sides of inequality (3.11), we obtain
E
[
sup
t∈[0,T ]
‖u(t)‖p1
]
+ pE
[∫ T
0
‖u(t)‖p−21 ‖∆u(t)‖
2dt
]
≤ E
[
‖u0‖
p
1
]
+
∫ T
0
C
(
1+E
[
‖u(t)‖p1
])
dt,
from which we get (3.7) by Gro¨nwall inequality. It is clear from the inequality (3.11)224
that u is indeed continuous in V a.s. by the absolute continuity of Lebesgue and Itoˆ225
integrals under the estimation (3.7).226
Remark 3.1 Unlike (3.8) in Theorem 3.1, the following uniform coercive condition
does not hold in the H˙2x -framework:
〈PNF(uN),uN〉2 ≤C(1+ ‖uN‖
2
2),
since the second derivative of f has no upper bound under Assumption 2.1. Thus one227
could not use Lemma 3.1 to derive the H˙2x -wellposedness of Eq. (1.8).228
3.2 Sobolev and Ho¨lder Regularity229
In the present part, we will derive the Sobolev and Ho¨lder regularity for the solution230
u of Eq. (1.8). The first type of regularity is an estimation of u under the L
p
ωL
∞
t H˙
1+γ
x -231
norm for general γ ∈ [0,1]. Another type of regularity is a Ho¨lder-type regularity of232
u under the L
p
ωL
2
x-norm. These two types of regularity are both useful, in the rest233
Sections 4-5, to derive the optimal strong convergence rate of semidiscrete and fully234
discrete numerical approximations for Eq. (1.8).235
The main ingredient is identifying the variational and mild solutions of Eq. (1.8)236
and combining with a bootstrap approach and factorization method. We begin with237
the following equivalence between the variational and mild solutions of Eq. (1.8).238
Lemma 3.2 Under the assumptions in Theorems 3.1, the variational solution u of239
Eq. (1.8) is also its mild solution in the sense of Definition 2.1.240
Proof By [28, Remark G.0.6], the variational solution u is also a weak solution of
Eq. (1.8) in the sense that
〈u(t),v〉−
∫ t
0
〈u(r),A∗v〉dr = 〈u0,v〉+
∫ t
0
〈F(u(r)),v〉dr+
∫ t
0
〈G(u(r))dW (r),v〉,
for any v ∈ H˙2x and t ∈ [0,T ]. On the other hand, by the embedding (2.6) and Young
inequality, we get
E
[∫ T
0
‖u(t)‖dt+
∫ T
0
‖F(u(t))‖dt+
∫ T
0
‖G(u(t))‖2
L 02
dt
]
≤C
(
1+ ‖u‖q−1
L∞t L
q
ω H˙
1
x
)
,
which is bounded by (3.7) in Theorem 3.1. We conclude by [28, Proposition G.0.5(i)]241
that this weak solution is also a mild solution of Eq. (1.8).242
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Following we study the trajectory regularity for the solution u of Eq. (1.8). We243
first derive a sharp Ho¨lder regularity of u under the L
p
ωL
2
x-norm. The notation supt 6=s244
denotes the maximum value for all different t and s in [0,T ].245
One can use a bootstrap approach and factorization method as in Proposition 3.1246
and then apply Lemma 3.3 to derive a Ho¨lder regularity of u under the L
p
ωC
δ H˙
β
x -247
norm for certain δ ,β ≥ 0. However, our main interest here is to derive sharp Ho¨lder248
regularity of the solution u under the C δL
p
ωL
2
x -norm for sharp δ > 0. In this case, the249
derived strong convergence rate of numerical approximations for Eq. (1.8) is optimal250
(and without any infinitesimal factor).251
Theorem 3.2 Let p ≥ q, u0 ∈ L
p(q−1)(Ω ;H˙1x ) and Assumptions 2.1-2.2 hold. There
exists a constant C such that
sup
t 6=s
‖u(t)− u(s)‖LpωL2x
|t− s|1/2
≤C
(
1+ ‖u0‖
q−1
L
p(q−1)
ω H˙
1
x
)
. (3.13)
Proof Without less of generality, let 0 ≤ s < t ≤ T . By the mild formulation (2.23)
and Minkovskii inequality, we get
‖u(t)− u(s)‖LpωL2x ≤ I+ II+ III,
where
I = ‖(S(t− s)− Id)u(s)‖LpωL2x ,
II =
∥∥∥∥∫ t
s
S(t− r)F(u(r))dr
∥∥∥∥
L
p
ωL
2
x
,
III =
∥∥∥∥∫ t
s
S(t− r)G(u(r))dW(r)
∥∥∥∥
L
p
ωL
2
x
.
The smooth property (2.2) and the estimation (3.7) yield that
I ≤ ‖S(t− s)− Id‖
L (H;H˙−1x )
‖u(s)‖Lpω H˙1x ≤C(t− s)
1
2 (1+ ‖u0‖Lpω H˙1x ). (3.14)
For the second term II, by Minkovskii inequality, the ultracontractive and smooth
properties (2.2), the embedding (2.6) and estimation (3.7) we have
II ≤
∫ t
s
‖S(t− r)‖L (H)‖F(u(r))‖LpωL2xdr
≤C‖F(u)‖L∞t L
p
ωL
2
x
(t− s)≤C
(
1+ ‖u0‖
q−1
L
p(q−1)
ω H˙
1
x
)
(t− s). (3.15)
For the last term III, by the Burkholder–Davis–Gundy inequality (2.26), the condi-
tions (2.15)-(2.16), the smooth property (2.2) and the estimation (3.7), we get
III ≤
(∫ t
s
‖S(t− r)‖2
L (H)‖G(u(r))‖
2
L
p
ωL
0
2
dr
) 1
2
≤C‖G(u)‖L∞t L
p
ωL
0
2
(t− s)
1
2 ≤C
(
1+ ‖u0‖Lpω H˙1x
)
(t− s)
1
2 . (3.16)
Combining the above estimations (3.14)-(3.16), we conclude (3.13).252
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Next, we study the trajectory Sobolev regularity for the solution u of Eq. (1.8).253
Note that it seems impossible to use Lemma 3.1 by variational approach to derive254
the H˙2x -well-posedness of Eq. (1.8); see Remark 3.1. For simplicity, in the rest of the255
present paper, we always assume that the initial datum u0 is a nonrandom function if256
there is no illustration to avoid tedious calculations; a similar argument can handle the257
case of random initial data which possess finite, sufficiently large p-order moments.258
Themain tool is the following factorization formulas for deterministic and stochas-
tic convolutions:
S ∗F(u)(t) =
sin(piα)
pi
∫ t
0
(t− r)α−1S(t− r)Fα(r)dr, (3.17)
S ⋄G(u)(t) =
sin(piα)
pi
∫ t
0
(t− r)α−1S(t− r)Gα(r)dr, (3.18)
where α ∈ (0,1) and
Fα(t) :=
∫ t
0
(t− r)−αS(t− r)F(u(r))dr,
Gα(t) :=
∫ t
0
(t− r)−αS(t− r)G(u(r))dW (r),
for t ∈ [0,T ], see, e.g., [12], [16] and references cited therein.259
To this purpose, we need the following characterization about the convolution
operator Rα defined by
RαF(t) :=
∫ t
0
(t− r)α−1S(t− r)F(r)dr, t ∈ [0,T ]. (3.19)
It is a natural generalization of [12, Proposition 5.14] and thus we omit the details.260
For a self-contained proof of this characterization, we refer to [16, Proposition 4.1].261
Lemma 3.3 Let p> 1, 1/p< α < 1 and ρ ,θ ,δ ≥ 0. Then Rα defined by (3.19) is a262
bounded linear operator from Lp(0,T ;H˙
ρ
x ) to C
α−1/p−(θ−ρ)/2([0,T ];H˙θx ) for θ > ρ263
and α > (θ −ρ)/2+ 1/p.264
Using Lemma 3.3 and a bootstrapping argument, we have the following H˙
1+γ
x -265
regularity of the solution to Eq. (1.8) for any γ ∈ (0,1).266
Proposition 3.1 Let γ ∈ (0,1) and u0 ∈ H˙
1+γ
x . Under Assumptions 2.1-2.2, the solu-
tion u of Eq. (1.8) belongs to Lp(Ω ;C ([0,T ];H˙
1+γ
x )) for any p ≥ 1 such that
E
[
sup
t∈[0,T ]
‖u(t)‖p1+γ
]
≤C
(
1+ ‖u0‖
p(q−1)
1+γ
)
. (3.20)
Proof Let p > 2 and α ∈ (1/p,1/2). For any γ ∈ [0,1), Minkovskii and Young in-
equalities yield that
‖S ∗F(u)‖
L
p
ωL
∞
t H˙
1+γ
x
≤
∥∥∥∥∫ t
0
‖(−A)
1+γ
2 S(t− r)F(u(r))‖dr
∥∥∥∥
L
p
ωL
∞
t
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≤C
∥∥t− 1+γ2 ∗ ‖F(u)‖∥∥
L
p
ωL
∞
t
≤CT
1−γ
2 ‖F(u)‖LpωL∞t L2x .
Then we get by the growth condition (2.4), the embedding (2.6) and the estimation
(3.7) that
‖S ∗F(u)‖
L
p
ωL
∞
t H˙
1+γ
x
≤C
(
1+ ‖u‖
q−1
L
p(q−1)
ω L
∞
t H˙
1
x
)
≤C
(
1+ ‖u0‖
q−1
1
)
. (3.21)
For the stochastic convolution, we use the factorization formula (3.18). By the
growth condition (2.16), we have
‖Gα‖
p
L
p
ωL
p
t H˙
1
x
≤C
[∫ T
0
(∫ t
0
(t− r)−2αdr
) p
2
dt
](
1+ ‖u‖p
L
p
ωL
∞
t H˙
1
x
)
≤
CT p(1−2α)/2+1
p(1− 2α)/2+ 1
(
1+ ‖u0‖
p
1
)
.
Thus Lemma 3.3 with ρ = 1 and θ = 1+ γ for γ ∈ [0,1−2/p) yields that S⋄G(u) ∈
Lp(Ω ;C ([0,T ];H˙
1+γ
x )) and
‖S ⋄G(u)‖
L
p
ωL
∞
t H˙
1+γ
x
≤C‖Gα‖LpωL
p
t H˙
1
x
≤C
(
1+ ‖u0‖1
)
. (3.22)
Combining the estimations (3.21)-(3.22) with the standard estimation for S(·)u0 that
‖S(·)u0‖LpωL∞t H˙
1+γ
x
≤C‖u0‖1+γ , (3.23)
we conclude (3.20) for γ ∈ [0,1− 2/p). Taking p large enough, we prove the result267
for general γ ∈ [0,1).268
Remark 3.2 The technique requirement that q ≤ 4 when d = 3 in (2.5) comes from269
the embedding H1x →֒ L
2(q−1)
x to control ‖F(u)‖ by ‖u‖1, which is used in Lemma 3.2,270
Proposition 3.1 and (3.15) in Theorem 3.2.271
Corollary 3.1 Let u0 ∈ H˙
1
x ∩L
∞
x . Under Assumptions 2.1-2.2, the solution u of Eq.
(1.8) belongs to Lp(Ω ;C ([0,T ];H˙1x ))∩L
p(Ω ;C ([0,T ];L∞x )) for any p≥ 1 such that
E
[
sup
t∈[0,T ]
‖u(t)‖p1
]
+E
[
sup
t∈[0,T ]
‖u(t)‖pL∞x
]
≤C
(
1+ ‖u0‖
p(q−1)
1 + ‖u0‖
p
L∞x
)
. (3.24)
Proof The proof of Proposition 3.1 and the embedding H˙
1+β
x →֒ L∞x for any β ∈
(1/2,1] imply that
‖S ∗F(u)‖LpωL∞t L∞x + ‖S ⋄G(u)‖L
p
ωL
∞
t L
∞
x
≤ ‖S ∗F(u)‖
L
p
ωL
∞
t H˙
1+β
x
+ ‖S ⋄G(u)‖
L
p
ωL
∞
t H˙
1+β
x
≤C
(
1+ ‖u‖q−1
L
p(q−1)
ω L
∞
t H˙
1
x
)
+C
(
1+ ‖u‖LpωL∞t H˙1x
)
≤C
(
1+ ‖u0‖
q−1
1
)
.
Similarly to (3.23), we have ‖S(·)u0‖LpωL∞t L∞x ≤C‖u0‖L
∞
x
. Thus we get
‖u‖LpωL∞t L∞x ≤ ‖S(·)u0‖L
p
ωL
∞
t L
∞
x
+ ‖S ∗F(u)‖LpωL∞t L∞x + ‖S ⋄G(u)‖L
p
ωL
∞
t L
∞
x
≤C
(
1+ ‖u0‖
q−1
1 + ‖u0‖L∞x
)
. (3.25)
Combining the estimation (3.25) with the estimation (3.7), we derive (3.24).272
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Our next step is to show the H˙2x -regularity for the solution of Eq. (1.8). To this273
end, we need the following result.274
Lemma 3.4 Let β ∈ [0,1/2) and (2.4) hold. For any u ∈ H˙
β
x ∩ L∞x , there exists a
constant C such that
‖F(u)‖β ≤C
(
1+ ‖u‖q−1L∞x + ‖u‖
q−1
β
)
. (3.26)
Proof We assume that β ∈ (0,1/2), while the inequality (3.26) for β = 0 is trivial.
Recall that for β ∈ (0,1/2) the space H˙β coincides with the Sobolev–Slobodeckij
spaceWβ ,2 whose norm is defined by
‖u‖2
Wβ ,2
:= ‖u‖2+
∫
O
∫
O
|u(x)− u(y)|2
|x− y|d+2β
dxdy, u ∈W β ,2.
Then by mean value theorem, the growth condition (2.4), the embedding (2.6) and
Young inequality, we get
‖F(u)‖2β ≤C
(
‖F(u)‖2+
∫
O
∫
O
| f (u(x))− f (u(y))|2
|x− y|d+2β
dxdy
)
≤C
(
1+ ‖u‖
2(q−1)
L
2(q−1)
x
)
+C
(
1+ ‖u‖
2(q−2)
L∞x
)∫
O
∫
O
|u(x)− u(y)|2
|x− y|d+2β
dxdy
≤C
(
1+ ‖u‖
2(q−1)
L∞x
+ ‖u‖
2(q−1)
β
)
.
This completes the proof of (3.26).275
Theorem 3.3 Let u0 ∈ H˙
2
x and Assumptions 2.1-2.2 hold. Assume that there exist
constants θ ∈ (0,1) and ρ ≥ 1 such that G(H˙1+θx )⊂L
1+θ
2 and
‖G(z)‖
L
1+θ
2
≤C(1+ ‖z‖
ρ
1+θ), z ∈ H˙
1+θ
x . (3.27)
Then the solution u of Eq. (1.8) is in Lp(Ω ;C ([0,T ];H˙2x )) for any p≥ 1 such that
E
[
sup
t∈[0,T ]
‖u(t)‖p2
]
≤C
(
1+ ‖u0‖
pρ(q−1)
2 + ‖u‖
p(q−1)2
2
)
. (3.28)
Proof By Young inequality, the factorization formula (3.17) and Lemma 3.4, we get
for p> 1, 1/p< α < 1 and β ∈ (0,1/2) that
‖Fα‖
L
p
ω,tH˙
β
x
≤
∥∥t−α ∗ ‖F(u)‖
H˙
β
x
∥∥
L
p
ω,t
≤CT 1−α‖F(u)‖
L
p
ω,t H˙
β
x
≤CT 1−α
(
1+ ‖u‖q−1
L
p(q−1)
ω L
∞
t L
∞
x
+ ‖u‖q−1
L
p(q−1)
ω L
∞
t H˙
β
x
)
.
Since u0 ∈ H˙
2
x , Proposition 3.1 yields that u ∈ L
p(Ω ;C ([0,T ];H˙
1+γ
x ) for any p ≥ 2
and γ ∈ [0,1) such that (3.20) holds. In particular, we take γ ∈ (1/2,1) such that
H˙
1+γ
x →֒ L
∞
x . Consequently,
‖Fα‖
L
p
ω,t H˙
β
x
≤C
(
1+ ‖u‖
q−1
L
p(q−1)
ω L
∞
t H˙
1+γ
x
)
≤C
(
1+ ‖u0‖
(q−1)2
2
)
.
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As a result of Lemma 3.3 with ρ = β = 5/p (let p> 10) and α = 1−1/p, we obtain
S ∗F(u) ∈ Lp(Ω ;C ([0,T ];H˙2x )) such that
‖S ∗F(u)‖LpωL∞t H˙2x ≤C‖Fα‖Lpω,t H˙
β
x
≤C
(
1+ ‖u‖
(q−1)2
2
)
. (3.29)
For the stochastic convolution S ⋄G(u), let α ∈ (1/p,1/2). The condition (3.27)
and the estimation (3.20) yield that
‖Gα‖Lpω,t H˙1+θx
≤C
(
1+ ‖u‖
ρ
L
pρ
ω L
∞
t H˙
1+θ
x
)
≤C
(
1+ ‖u0‖
ρ(q−1)
1+θ
)
≤C
(
1+ ‖u0‖
ρ(q−1)
2
)
.
Taking for example p > 4/θ > 4 and α = 1/2− 1/p such that α ∈ (1/p,1/2) and
2α−2/p+1+θ > 2, we obtain by Lemma 3.3 that S⋄G(u) ∈ Lp(Ω ;C ([0,T ];H˙2x ))
such that
‖S ⋄G(u)‖LpωL∞t H˙2x ≤C‖Gα‖Lpω,t H˙1+θx
≤C
(
1+ ‖u0‖
ρ(q−1)
2
)
.
The above inequality, in combination with (3.29) and (3.23) with γ = 1 shows (3.28).276
Remark 3.3 One could not expect that u ∈ C ([0,T ];Lp(Ω ;H˙2+εx )) provided u0 ∈
H˙2+εx for some ε ∈ R
∗
+ under Assumption 2.2. This is due to the restriction of the
regularity for the stochastic convolution. For the additive noise case the equivalent
assumption ‖(−A)1/2Q1/2‖HS(H,H) < ∞ in Remark 2.4 is not sufficient to ensure that
E
[∥∥∥∥∫ t
0
S(t− r)dW(r)
∥∥∥∥2
2+ε
]
< ∞, t ∈ (0,T ].
In fact, one can find a counterexample that Q= (−A)−α for some α ∈ R. Then
E
[∥∥∥∥∫ t
0
S(t− r)dW(r)
∥∥∥∥2
2+ε
]
=
∫ t
0
∑
k∈N+
λ 2+ε−αk e
−2λkrdr = ∑
k∈N+
λ 1+ε−αk (1− e
−2λkt)
2
,
which is convergent for t ∈ (0,T ] if and only if
∑
k∈N+
λ 1+ε−αk < ∞, i.e., α > 1+ ε−
d
2
.
However, the assumption ‖(−A)1/2Q1/2‖HS(H,H) < ∞ is equivalent to the conver-277
gence of the above series with ε = 0.278
Finally, we give another sharp Ho¨lder regularity under H˙1x -norm for the solution279
of Eq. (1.8) with H˙
1+γ
x -valued initial datum for some γ ∈ [0,1]. It is also frequently280
used in the derivation of the strong convergence rates of numerical approximations in281
Sections 4-5.282
Corollary 3.2 Let γ ∈ [0,1], u0 ∈ H˙
1+γ
x and Assumptions 2.1-2.2 hold. Then for any
p≥ 1 and β ∈ [0,1], there exists a constant C such that
sup
t 6=s
‖u(t)− u(s)‖
L
p
ωH˙
β
x
|t− s|
1+γ−β
2 ∧
1
2
≤
{
C(1+ ‖u0‖
q−1
1+γ); , γ ∈ [0,1);
C(1+ ‖u0‖
(q−1)2
2 ), γ = 1.
(3.30)
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Proof Without less of generality, let 0≤ s< t ≤T . We use similar idea fromTheorem
3.2 to show (3.30):
‖u(t)− u(s)‖LpωH˙1x ≤ I1+ II1+ III1,
where
I1 = ‖(S(t)− Id)u(s)‖
L
p
ω H˙
β
x
,
II1 =
∥∥∥∥∫ t
s
S(t− r)F(u(r))dr
∥∥∥∥
L
p
ω H˙
β
x
,
III1 =
∥∥∥∥∫ t
s
S(t− r)G(u(r))dW (r)
∥∥∥∥
L
p
ω H˙
β
x
.
The smooth property (2.2) and the estimation (3.20) imply that
I1 ≤ ‖S(t− s)− Id‖
L (H;H˙
−1−γ+β
x )
‖u(s)‖
L
p
ω H˙
1+γ
x
≤C(t− s)
1+γ−β
2 ‖u‖
L∞t L
p
ω H˙
1+γ
x
≤
{
C(t− s)
1+γ−β
2 (1+ ‖u0‖
q−1
1+γ); , γ ∈ [0,1);
C(t− s)
1+γ−β
2 (1+ ‖u0‖
(q−1)2
2 ), γ = 1.
(3.31)
For the second term II1, by the ultracontractive property (2.2), the embedding
(2.6) and the estimation (3.7) we have
II1 ≤ ‖F(u)‖L∞t L
p
ωL
2
x
[∫ t
s
‖S(t− r)‖
L (H;H˙
β
x )
dr
]
≤C
(
1+ ‖u0‖
q−1
1
)
(t− s)1−
β
2 .
(3.32)
For the last term III1, by the Burkholder–Davis–Gundy inequality (2.26), the con-
ditions (2.15)-(2.16) and (3.27), the smooth property (2.2) and the estimations (3.7)
and (3.20), we get
III1 ≤ ‖G(u)‖L∞t L
p
ω L
1
2
(∫ t
s
‖S(t− r)‖2
L (H)dr
) 1
2
≤C
(
1+ ‖u0‖1
)
(t− s)
1
2 . (3.33)
Combining the above estimations (3.31)-(3.33), we conclude (3.30).283
4 Euler–Galerkin Scheme284
Our main aim in this section is to give a Galerkin finite element based fully discrete285
scheme and derive its optimal strong convergence rate. The proof of Theorem 1.1 is286
given at the end of Section 4.2.287
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4.1 Drift-implicit Euler–Galerkin Finite Element Scheme288
In this part, we use a Galerkin finite element based fully discrete scheme to discretize289
Eq. (1.8) and show its solvability and a uniform a priori estimation of the approximate290
solutions.291
Let h ∈ (0,1), Th be a regular family of partitions of O with maximal length h,
and Vh ⊂ V be the space of continuous functions on O¯ which are piecewise linear
over the triangulation Th and vanish on the boundary ∂O . Let Ah : Vh → Vh and
Ph : V
∗ → Vh be the discrete Laplacian and the generalized orthogonal projection
operator, respectively, defined by
〈Ahuh,vh〉=−〈∇uh,∇vh〉, uh,vh ∈Vh, (4.1)
〈Phu,vh〉= −1〈u,vh〉1, u ∈V
∗, vh ∈Vh. (4.2)
Taking u ∈ H and vh = Phu in (4.2) and using Cauchy–Schwarz inequality implies
the following H-contraction property of Ph:
‖Phu‖ ≤ ‖u‖, u ∈ H. (4.3)
The finite element approximation for Eq. (1.8) is to find an Ft -adaptedVh-valued
process {uh(t) : t ∈ [0,T ]} such that the following variational equality holds for any
t ∈ [0,T ] and vh ∈Vh:
〈uh(t),vh〉+
∫ t
0
〈∇uh(r),∇vh〉dr (4.4)
= 〈uh(0),vh〉+
∫ t
0
〈F(uh(r)),vh〉dr+
∫ t
0
〈vh,G(uh(r))dW (r)〉.
To complement (4.4), we set the initial datum to be uh(0) = Phu0. Then the finite
element approximation (4.4) is equivalent to
duh(t) = (Ahuh(t)+PhF(uh(t)))dt+PhG(uh(t))dW (t), t ∈ [0,T ];
uh(0) = Phu0.
(4.5)
LetM ∈N+ and {(tm, tm+1] : m ∈ ZM−1} be an equal length subdivision of (0,T ]
with temporal step-size τ = tm+1− tm for each m ∈ ZM−1. The drift-implicit Euler
(DIE) scheme of the finite element approximation (4.5) is to find aVh-valued discrete
process {umh : m ∈ ZM} such that
um+1h = u
m
h + τAhu
m+1
h + τPhF(u
m+1
h )+PhG(u
m
h )δWm, u
0
h = Phu0, (DIEG)
where δWm =W (tm+1)−W (tm), m ∈ ZM−1, and {0 = t0 < t1 < · · · < tM = T} is a292
subdivision of [0,T ]. We call (DIEG) the DIE Galerkin (DIEG) scheme. This DIEG293
scheme had been widely studied; see, e.g., [14], [34], [35].294
It is clear that the DIEG scheme (DIEG) is equivalent to the following compact
scheme:
um+1h = Sh,τu
m
h + τSh,τPhF(u
m+1
h )+ Sh,τPhG(u
m
h )δWm, m ∈ ZM−1, (4.6)
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with initial datum u0h = Phu0, where Sh,τ := (Id− τAh)
−1 is a space-time approx-
imation of the continuous semigroup S in one step. Iterating (4.6) for m-times, we
obtain
um+1h = S
m+1
h,τ u
0
h+ τ
m
∑
i=0
Sm+1−ih,τ PhF(u
i+1
h )+
m
∑
i=0
Sm+1−ih,τ PhG(u
i
h)δWi, m ∈ ZM−1.
(4.7)
Throughout we take τ ∈ (0,1) when L f ≤ 0 and τ < 1/(4L f ) when L f ∈R
∗
+. We295
begin with the solvability of the fully discrete scheme (DIEG) and a uniform a priori296
estimation for the DIEG scheme (DIEG).297
Lemma 4.1 Let u0 ∈ L
2(Ω ;L2x) and conditions (2.3), (2.4) and (2.15) holds. Let
{umh }m∈ZM be the solution of the DIEG scheme (DIEG). Then there exists a constant
C =C(T, p) such that
sup
m∈ZM
E
[
‖umh ‖
2
]
+ ∑
m∈ZM
E
[
‖∇umh ‖
2
]
τ ≤C
(
1+E
[
‖u0‖
2
])
. (4.8)
Proof Let m ∈ ZM−1. Testing by u
m+1
h on (DIEG), we obtain by integration by parts,
the condition (2.13)
〈um+1h − u
m
h ,u
m+1
h 〉= τ‖∇u
m+1
h ‖
2+ τ〈F(um+1h ),u
m+1
h 〉+ 〈G(u
m
h )δWm,u
m+1
h 〉
≤ τ‖∇um+1h ‖
2+Cτ(1+ ‖um+1h ‖
2)+ 〈G(umh )δWm,u
m+1
h 〉
Taking expectation on both sides of the above inequality and using the independence
between G(umh )δWm and u
m
h , Cauchy–Schwarz inequality and Itoˆ isometry, we get
E
[
〈um+1h − u
m
h ,u
m+1
h 〉
]
≤−τE
[
‖∇um+1h ‖
2
]
+Cτ
(
1+E
[
‖um+1h ‖
2
])
+E
[
〈G(umh )δWm,u
m+1
h − u
m
h 〉
]
≤−τE
[
‖∇um+1h ‖
2
]
+Cτ
(
1+E
[
‖um+1h ‖
2
])
+
τ
2
E
[
‖G(umh )‖
2
L 02
]
+
1
2
E
[
‖um+1h − u
m
h ‖
2
]
. (4.9)
The elementary identity (a−b)a= 1
2
(a2−b2)+ 1
2
(a−b)2 for a,b∈R yields that
E
[
〈um+1h − u
m
h ,u
m+1
h 〉
]
=
1
2
(
E
[
‖um+1h ‖
2
]
−E
[
‖umh ‖
2
])
+
1
2
E
[
‖um+1h − u
m
h ‖
2
]
.
Substituting the above equality into (4.9), we get by the condition (2.15) that
(1−Cτ)E
[
‖um+1h ‖
2
]
+ 2τE
[
‖∇um+1h ‖
2
]
≤Cτ +(1+Cτ)E
[
‖umh ‖
2
L 02
]
.
Summing over m ∈ Zl−1 with l ∈ ZM , and using the properties of the L
2-projection,
we obtain(
1− 2L fτ
)
E
[
‖ulh‖
2
]
+ 2τ
l−1
∑
m=0
E
[
‖∇um+1h ‖
2
]
≤C+Cτ
l−1
∑
m=0
E
[
‖umh ‖
2
]
.
We conclude (4.8) by discrete Gro¨nwall inequality.298
24 Zhihui Liu, Zhonghua Qiao
4.2 Strong Convergence Rate of DIEG Scheme299
In this part, we give the optimal strong convergence rate of the DIEG scheme (DIEG).300
Denote by Eh,τ(t) = S(t)−S
m+1
h,τ Ph for t ∈ (tm, tm+1]with m∈ZM−1. The follow-301
ing estimations of Eh,τ and smooth properties of Sh,τ play a pivotal role in the error302
estimation of the DIEG scheme (DIEG); see, e.g., [24, Lemmas 4.3 and 4.4] and [36,303
Lemma 7.3].304
Lemma 4.2 Let t ∈ (0,T ].305
1. For 0≤ ν ≤ µ ≤ 2 and x ∈ H˙νx ,
‖Eh,τ(t)x‖ ≤C(h
µ + τ
µ
2 )t−
µ−ν
2 ‖x‖ν . (4.10)
2. For 0≤ µ ≤ 1 and x ∈ H˙
−µ
x ,∥∥∥∥∫ t
0
Eh,τ(r)xdr
∥∥∥∥≤C(h2−µ + τ 2−µ2 )‖x‖−µ . (4.11)
3. For 0≤ µ ≤ 1 and x ∈ H˙
µ
x ,(∫ t
0
‖Eh,τ(r)x‖
2dr
) 1
2
≤C(h1+µ + τ
1+µ
2 )‖x‖µ . (4.12)
Lemma 4.3 For any m ∈ Z∗M and µ ∈ [0,1],
‖(−Ah)
µ
2 Smh,τPhx‖ ≤Ct
− µ2
m ‖x‖µ , x ∈ H˙
µ
x , (4.13)
τ
m
∑
i=1
‖(−Ah)
1
2 Sih,τPhx‖
2 ≤C‖x‖2, x ∈ L2x . (4.14)
To estimate the solution u of Eq. (1.8) and umh , we introduce the auxiliary process
u˜m+1h = S
m+1
h,τ u
0
h+ τ
m
∑
i=0
Sm+1−ih,τ PhF(u(ti+1))+
m
∑
i=0
Sm+1−ih,τ PhG(u(ti))δWi, (4.15)
form∈ZM−1, where the terms u
i+1
h and u
i
h in the discrete deterministic and stochastic
convolutions of (4.7) are replaced by u(ti+1) and u(ti), respectively. We start with the
following uniform boundedness of u˜mh in L
p
ωL
∞
t H˙
1
x , which can be shown in view of
the boundedness (3.7) and Lemma 4.3:
sup
m∈ZM
E
[
sup
t∈[0,T ]
‖u˜mh (t)‖
p
1
]
≤C
(
1+ ‖u0‖
p(q−1)
1
)
, (4.16)
provided u0 ∈ H˙
1
x and Assumptions 2.1-2.2 hold.306
Next, we show the strong error between the exact solution u of Eq. (1.8) and the307
auxiliary process {u˜mh }m∈ZM defined by (4.15).308
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Lemma 4.4 Let γ ∈ [0,1), u0 ∈ H˙
1+γ
x and Assumptions 2.1-2.2 hold. Let u be the
solution of Eq. (1.8) and {u˜mh }m∈ZM be given by (4.15). For any p ≥ 1 there exist a
constant C such that
sup
m∈ZM
(
E
[
‖u(tm)− u˜
m
h ‖
p
]) 1
p
≤C
(
h1+γ + τ
1
2
)
. (4.17)
Assume furthermore that u0 ∈ H˙
2
x and there exist constants θ ∈ (0,1) and ρ ≥ 1 such309
that (3.27) holds, then (4.17) holds with γ = 1.310
Proof Let m ∈ ZM−1. Subtracting the auxiliary process u˜
m+1
h defined by (4.15) from
the mild formulation (2.23) with t = tm+1, i.e.,
u(tm+1) = S(tm+1)u0+
∫ tm+1
0
S(tm+1− r)F(u(r))d(r)
+
∫ tm+1
0
S(tm+1− r)G(u(r))dW(r),
we get
Jm+1 := ‖u(tm+1)− u˜
m+1
h ‖LpωL2x ≤
3
∑
i=1
Jm+1i , (4.18)
where
Jm+11 = ‖Eh,τ(tm+1)u0‖LpωL2x ,
Jm+12 =
∥∥∥∥∫ tm+1
0
S(tm+1− r)F(u(r))dr− τ
m
∑
i=0
Sm+1−ih,τ PhF(u(ti+1))
∥∥∥∥
L
p
ωL
2
x
,
Jm+13 =
∥∥∥∥∫ tm+1
0
S(tm+1− r)G(u(r))dW(r)−
m
∑
i=0
Sm+1−ih,τ PhG(u(ti))δWi
∥∥∥∥
L
p
ωL
2
x
.
In the sequel we treat the above three terms one by one.311
The estimation (4.10) with µ = ν = 1+ γ yields that
Jm+11 ≤C
(
h1+γ + τ
1+γ
2
)
‖u0‖1+γ , γ ∈ [0,1]. (4.19)
To deal with the second term, we decompose it into the following two terms:
Jm+12 ≤
∥∥∥∥ m∑
i=0
∫ ti+1
ti
S(tm+1− r)[F(u(r))−F(u(ti+1))]dr
∥∥∥∥
L
p
ωL
2
x
+
∥∥∥∥ m∑
i=0
∫ ti+1
ti
Eh,τ(tm+1− r)F(u(ti+1))dr
∥∥∥∥
L
p
ωL
2
x
:=
2
∑
i=1
Jm+12i .
Similarly to (3.9), we have by the embedding (2.6) that
‖(−A)−
1
2 (F(u)−F(v))‖ = sup
z∈H˙1x
−1〈F(u)−F(v),z〉1
‖z‖1
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≤C
(
1+ ‖u‖
q−2
L
2(q−1)
x
+ ‖v‖
q−2
L
2(q−1)
x
)
‖u− v‖ ·
‖z‖
L
2(q−1)
x
‖z‖1
≤C
(
1+ ‖u‖q−21 + ‖v‖
q−2
1
)
‖u− v‖. (4.20)
By Minkovskii inequality, the uniform boundedness (2.2), the dual estimation (4.20)
and the Ho¨lder estimate (3.13), we get
Jm+121 ≤C
(
1+ ‖u‖
q−2
L∞t L
2p(q−2)
ω H˙
1
x
)[
sup
t 6=s
‖u(t)− u(s)‖
L
2p
ω L
2
x
|t− s|1/2
]
×
[
m
∑
i=0
∫ ti+1
ti
‖S(tm+1− r)‖L (H;H˙1x )(ti+1− r)
1
2 dr
]
≤C
(
1+ ‖u0‖
q−2
1
)(
1+ ‖u0‖
q−1
1
)
τ
1
2 .
Applying Minkovskii inequality and using (4.10) with µ = 1+ γ with γ ∈ [0,1) and
ν = 0, the embedding (2.6) and the estimations (3.7), we derive
Jm+122 ≤
m
∑
j=0
∫ t j+1
t j
‖Eh,τ(σ)F(u(tm+1− j))‖LpωL2xdσ
≤C(h1+γ + τ
1+γ
2 )‖F(u)‖L∞t L
p
ωL
2
x
[
m
∑
j=0
∫ t j+1
t j
σ−
1+γ
2 dσ
]
≤C
(
h1+γ + τ
1+γ
2
)(
1+ ‖u0‖
q−1
1
)
, γ ∈ [0,1). (4.21)
Combining the above two estimations implies that
Jm+12 ≤C
(
h2+ τ
1
2
)(
1+ ‖u0‖
q(q−1)
1 + ‖u0‖
q
L∞x
)
, γ ∈ [0,1). (4.22)
The last term Jm+13 can be decomposed as
Jm+13 ≤
∥∥∥∥ m∑
i=0
∫ ti+1
ti
Sm+1−ih,τ Ph[G(u(r))−G(u(ti))]dW (r)
∥∥∥∥
L
p
ωL
2
x
+
∥∥∥∥ m∑
i=0
∫ ti+1
ti
Eh,τ(tm+1− r)G(u(r))dW(r)
∥∥∥∥
L
p
ωL
2
x
:=
2
∑
i=1
Jm+13i .
Applying both the discrete and continuous Burkholder–Davis–Gundy inequalities
(2.27) and (2.26), respectively, and using the uniform boundedness (4.13) with µ = 0,
the conditions (2.15)-(2.16) and the estimations (3.7), (3.13) and (4.10) with (µ ,ν) =
(1+ γ,1) for γ ∈ [0,1), we get
Jm+13 ≤C
(
m
∑
i=0
∫ ti+1
ti
‖Sm+1−ih,τ Ph[G(u(r))−G(u(ti))]‖
2
L
p
ω L
0
2
dr
) 1
2
+C
(
m
∑
i=0
∫ ti+1
ti
‖Eh,τ(tm+1− r)G(u(r))‖
2
L
p
ωL
0
2
dr
) 1
2
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≤C
[
sup
t 6=s
‖u(t)− u(s)‖LpωL2x
|t− s|1/2
](
m
∑
i=0
∫ ti+1
ti
(r− ti)dr
) 1
2
+C
(
h1+γ + τ
1+γ
2
)(
1+ ‖u‖L∞t L
p
ω H˙
1
x
)
≤C
(
1+ ‖u0‖
q−1
1
)(
h1+γ + τ
1
2
)
. (4.23)
Putting the estimations (4.19)-(4.23) together results in
Jm+1 ≤C
(
1+ ‖u0‖
q(q−1)
1+γ + ‖u0‖
q
L∞x
)(
h1+γ + τ
1
2
)
, γ ∈ [0,1).
This inequality in combination with estimation on J0 that
J0 = ‖u0−Phu0‖LpωL2x ≤Ch
1+γ‖u0‖1+γ , γ ∈ [0,1],
completes the proof of (4.17) with γ ∈ [0,1).312
To show (4.17) for γ = 1, we just need to give refined estimations for the second
inequality of Jm+122 in (4.21) and J
m+1
32 provided u0 ∈ H˙
2
x and (3.27) holds. Applying
Minkovskii inequality and using (4.10) with µ = 2 and ν = β ∈ (0,1), the embedding
H˙1+θx ⊂ L
∞
x for θ > 1/2, and the estimations (3.7), (3.20) and (3.26), we derive
Jm+122 ≤C(h
2+ τ)
(
1+ ‖u‖
q−1
L∞t L
p
ω H˙
β
x
+ ‖u‖
q−1
L∞t L
p
ωL
∞
x
)[ m
∑
j=0
∫ t j+1
t j
σ−
2−β
2 dσ
]
≤C
(
h2+ τ
)(
1+ ‖u0‖
(q−1)2
2
)
. (4.24)
On the other hand, (4.10) with µ = 2 and ν = 1+ θ , the condition (3.27) and the
estimation (3.20) imply that
Jm+132 ≤C(h
2+ τ)‖G(u)‖
L∞t L
p
ω H˙
1+θ
x
(∫ T
0
σ−(1−θ)dσ
) 1
2
≤C
(
1+ ‖u0‖
q−1
2
)(
h2+ τ
)
.
(4.25)
These above two estimations (4.24)-(5.22) refine the estimations (4.22) and (4.23)313
and thus prove (4.17) for γ = 1.314
Remark 4.1 The assumption (3.27)will not needed in the additive noise case G(u)≡
G for any u ∈ H (when γ = 1). In fact, the Burkholder–Davis–Gundy inequality
(2.26) and the estimation (4.12) with µ = 1 show the following sharp estimation
of
∫ tm+1
0 Eh,τ(tm+1− r)dW(r):∥∥∥∥∫ tm+1
0
Eh,τ(tm+1− r)dW (r)
∥∥∥∥
L
p
ωL
2
x
≤C
(∫ T
0
‖Eh,τ(r)‖
2
L 02
dr
) 1
2
≤C(h2+ τ)‖G‖
L 12
.
Combining Lemma 4.4 with a variational approach under the monotone Assump-315
tion (2.1), we can proof Theorem 1.1 on the strong convergence rate between the316
solution u of Eq. (1.8) and the numerical solution umh of the DIEG scheme (DIEG),317
which gives a positive answer to Question 1.1.318
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Proof (Proof of Theorem 1.1) Let m ∈ ZM−1. By Minkovskii inequality, we get
‖u(tm+1)− u
m+1
h ‖LpωL2x ≤ ‖u(tm+1)− u˜
m+1
h ‖LpωL2x + ‖u˜
m+1
h − u
m+1
h ‖LpωL2x .
In terms of (4.17), it suffices to prove that
sup
m∈ZM
‖u˜mh − u
m
h ‖LpωL2x ≤C
(
h1+γ + τ
1
2
)
, γ ∈ [0,1]. (4.26)
Define e˜m+1h := u˜
m+1
h −u
m+1
h . Then e˜
m+1
h ∈Vh with vanishing initial datum e˜
0
h = 0.
In terms of Eq. (4.6) and (4.15), it is not difficult to show that
um+1h = u
m
h + τAhu
m+1
h + τPhF(u
m+1
h )+PhG(u
m
h )δWm,
u˜m+1h = u˜
m
h + τAhu˜
m+1
h + τPhF(u(tm+1))+PhG(u(tm))δWm.
Consequently,
e˜m+1h − e˜
m
h = τAhe˜
m+1
h + τPh(F(u(tm+1))−F(u
m+1
h ))
+Ph(G(u(tm))−G(u
m
h ))δWm.
Multiplying e˜m+1h on both sides of the above equation, we obtain
〈e˜m+1h − e˜
m
h , e˜
m+1
h 〉+ τ‖∇e˜
m+1
h ‖
2
= τ〈F(u(tm+1))−F(u˜
m+1
h ), e˜
m+1
h 〉+ τ〈F(u˜
m+1
h )−F(u
m+1
h ), e˜
m+1
h 〉
+
∫ tm+1
tm
〈(G(u(tm))−G(u
m
h ))dW (r), e˜
m+1
h 〉. (4.27)
By the dual estimation (4.20), the one-sided Lipschitz condition (2.12), Cauchy–
Schwarz inequality and the embedding (2.6), the right-hand side term of the above
equation can be controlled by
τ‖(−A)
1
2 (F(u(tm+1))−F(u˜
m+1
h )‖×‖∇e˜
m+1
h ‖+L f τ‖e˜
m+1
h ‖
2
+
∫ tm+1
tm
〈(G(u(tm))−G(u
m
h ))dW (r), e˜
m+1
h 〉
≤
1
2
τ‖∇e˜m+1h ‖
2+L f τ‖e˜
m+1
h ‖
2
+Cτ‖u(tm+1)− u˜
m+1
h ‖
2
(
1+ ‖u(tm+1)‖
q−2
1 + ‖u˜
m+1
h ‖
q−2
1
)
+
∫ tm+1
tm
〈(G(u(tm))−G(u
m
h ))dW (r), e˜
m+1
h 〉. (4.28)
The elementary identity (a−b)a= 1
2
(a2−b2)+ 1
2
(a−b)2 for a,b∈R yields that
〈e˜m+1h − e˜
m
h , e˜
m+1
h 〉=
1
2
(
‖e˜m+1h ‖
2−‖e˜mh ‖
2
)
+
1
2
‖e˜m+1h − e˜
m
h ‖
2. (4.29)
To deal with the stochastic term in (4.27), we use the martingale property of the
stochastic integral, Cauchy–Schwarz inequality and Itoˆ isometry to deduce that
E
[∫ tm+1
tm
〈(G(u(tm))−G(u
m
h ))dW (r), e˜
m+1
h 〉
]
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= E
[∫ tm+1
tm
〈(G(u(tm))−G(u
m
h ))dW (r), e˜
m+1
h − e˜
m
h 〉
]
≤
1
2
E
[
‖e˜m+1h − e˜
m
h ‖
2
]
+
1
2
E
[
‖G(u(tm))−G(u
m
h )‖
2
L 02
]
τ
≤
1
2
E
[
‖e˜m+1h − e˜
m
h ‖
2
]
+L2gE
[
‖u(tm)− u˜
m
h ‖
2
]
τ +L2gE
[
‖e˜mh ‖
2
]
τ. (4.30)
Now taking expectation in (4.27), we use (4.28)-(4.30) to get
1
2
(
E
[
‖e˜m+1h ‖
2
]
−E
[
‖e˜mh ‖
2
])
≤ L fE
[
‖e˜m+1h ‖
2
]
τ +C
(
E
[
‖u(tm+1)− u˜
m+1
h ‖
4
]) 1
2
τ
×
(
1+
(
E
[
‖u(tm+1)‖
2(q−2)
1
]) 1
2
+E
[
‖u˜m+1h ‖
2(q−2)
1
]) 1
2
)
+L2gE
[
‖u(tm)− u˜
m
h ‖
2
]
τ +L2gE
[
‖e˜mh ‖
2
]
τ.
Then by (4.15) and (4.17), we obtain(
1− 2L f τ
)
E
[
‖e˜m+1h ‖
2
]
≤Cτ
(
h1+γ + τ
1
2
)2
+
(
1+ 2L2gτ
)
E
[
‖e˜mh ‖
2
]
. (4.31)
Summing over m = 0,1, · · · , l− 1 with 1 ≤ l ≤ M, and using the properties of the
L2-projection, we obtain
(
1− 2L fτ
)
E
[
‖e˜lh‖
2
]
≤C
(
h1+γ + τ
1
2
)2
+ 2
(
L f +L
2
g
)
τ
l−1
∑
m=0
E
[
‖e˜mh ‖
2
]
.
We conclude by the classical discrete Gro¨nwall inequality that
E
[
‖e˜lh‖
2
]
≤Ce4(L f+L
2
g)T
(
h1+γ + τ
1
2
)2
.
This shows (4.26) and thus completes the proof.319
4.3 Drift-implicit Euler–Spectral Galerkin Scheme320
The parallel result, Theorem 1.1, for DIEG scheme (DIEG) in Section 4.1 is also321
valid for the spectral Galerkin-based Euler scheme of Eq. (1.8).322
Let us first recall and introduce more related notations in Section 3.1. Given a
N ∈ N+, let VN be the linear space spanned by the first N eigenvectors of Dirichlet
Laplacian, PN : H →VN be the orthogonal projection operator in H, i.e.,
PNu=
N
∑
k=1
〈u,ek〉ek, u ∈ H,
and AN = APN be the finite dimensional Laplacian restricted in VN . It is clear that
the operator PN is both H- and V -contracted, i.e.,
‖PNu‖ ≤ ‖u‖, u ∈ H, (4.32)
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‖PNv‖1 ≤ ‖v‖1, v ∈V. (4.33)
The spectral Galerkin approximation for Eq. (1.8) is to find a sequence ofFt -adapted
VN-valued processes {uN(t) : t ∈ [0,T ]} such that
duN(t) = (ANuN(t)+PNF(uN(t)))dt+PNG(uN(t))dW (t), t ∈ [0,T ], (4.34)
with initial datum uN(0) =PNu0. By the arguments in the proof of Theorem 1.1, one
can show the similar solvability and convergence results for the DIE spectral Galerkin
(DIESG) scheme
um+1N = u
m
N + τANu
m+1
N + τPNF(u
m+1
N )+PNG(u
m
N)δWm, u
0
N = PNu0.
(DIESG)
Theorem 4.1 Let γ ∈ [0,1), u0 ∈ H˙
1+γ
x and Assumptions 2.1-2.2 hold. For any p≥ 1
there exist a constant C such that
sup
m∈ZM
(
E
[
‖u(tm)− u
m
N‖
2
]) 1
2
≤C
(
N−
1+γ
d + τ
1
2
)
. (4.35)
Assume furthermore that u0 ∈ H˙
2
x and there exist constants θ ∈ (0,1) and ρ ≥ 1 such323
that (3.27) holds, then (4.35) is valid with γ = 1.324
5 Milstein–Galerkin Scheme325
Our main aim in this section is to construct a temporal higher order Galerkin-based326
fully discrete Milstein scheme for Eq. (1.8) based on Itoˆ–Taylor expansion on the327
diffusion term. We will give the proof of Theorem 1.2 at the end of Section 5.2.328
The Milstein scheme of the finite element approximation (4.5) is to find a Vh-
valued discrete process {Umh : m ∈ ZM} such that
Um+1h =U
m
h + τAhU
m+1
h + τPhF(U
m+1
h )+PhG(U
m
h )δWm
+PhDG(U
m
h )G(U
m
h )
[∫ tm+1
tm
(W (r)−W(tm))dW (r)
]
,
(DIEMG)
with initial datum U0h = Phu0. This scheme is derived by adding the last term in329
(DIEMG) to the DIEG scheme (DIEG) followed from an Itoˆ formula to G(u). We330
call (DIEMG) the DIE Milstein Galerkin (DIEMG) scheme. This type of DIEMG331
scheme had been studied and reviewed in e.g. [11], [19], [23] and references therein.332
It is clear that the DIEMG scheme (DIEG) is equivalent to the following compact
scheme for m ∈ ZM−1:
Um+1h = Sh,τU
m
h + τSh,τPhF(U
m+1
h )+ Sh,τPhG(U
m
h )δWm
+ Sh,τPhDG(U
m
h )G(U
m
h )
[∫ tm+1
tm
(W (r)−W(tm))dW (r)
]
, (5.1)
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with initial datumU0h = Phu0, where Sh,τ is given in previous section. Iterating (5.1)
for m-times, we obtain
Um+1h = S
m+1
h,τ u
0
h+ τ
m
∑
i=0
Sm+1−ih,τ PhF(U
i+1
h )+
m
∑
i=0
Sm+1−ih,τ PhG(U
i
h)δWi
+
m
∑
i=0
Sm+1−ih,τ PhDG(U
i
h)G(U
i
h)
[∫ ti+1
ti
(W (r)−W(ti))dW (r)
]
. (5.2)
It should be noted that in the case of additive noise, the last term with a double333
stochastic integral of (DIEMG) vanishes and thus the DIEMG scheme (DIEMG) re-334
duces to the DIEG scheme (DIEG) (with G(u)≡ G for any u ∈ H). In the following335
we first show the DIEMG scheme (DIEMG) or equivalently, DIEG scheme (DIEG)336
applied to Eq. (1.8) with additive noise possesses a temporal higher order of con-337
vergence. Then we pass to the DIEMG scheme (DIEMG) for Eq. (1.8) with general338
multiplicative noise which satisfies Assumption 5.2.339
5.1 Additive Noise340
In the additive noise case, for simplicity, G is a time independent constant opera-341
tor, the conditions (2.15)-(2.16) are equivalent to the assumption G ∈L 12 which was342
imposed in [35] as ‖(−A)1/2Q1/2‖HS(U;H) < ∞ whenG≡ Id. We can showmore tem-343
poral convergence order for the fully discrete scheme (DIEG). We need the following344
growth condition for the second order derivative of f .345
Assumption 5.1 f : R → R is second time differentiable and there exist constants
L′′f ∈ R
∗
+ and q˜≥ 3 with q˜ ∈ [3,∞) for d = 1,2 and q˜ ∈ [3,5] for d = 3 such that
| f ′′(x)| ≤ L′′f (1+ |x|
q˜−3), x ∈ R. (5.3)
The condition (5.3) is consistent with (2.4). In fact, for an odd (q−1)-order poly-346
nomial (2.10) with q satisfying (2.5), the conditions (2.4) and (5.3) are valid with347
q˜= q when q≥ 3 and q˜= 3 when q< 3 (i.e., q= 2).348
Corollary 5.1 Let γ ∈ [0,1], u0 ∈ H˙
1+γ
x , G ∈ L
1
2 and Assumption 2.1 and 5.1 hold.
Let u and umh be the solutions of Eq. (1.8) and (DIEG) with G(u)≡ G for any u ∈ H,
respectively. Then for any p ≥ 2 there exists a constant C such that
sup
m∈ZM
(
E
[
‖u(tm)− u
m
h ‖
p
]) 1
p
≤C
(
h1+γ + τ
1+γ
2
)
. (5.4)
Proof Let γ ∈ [0,1) and γ = 1 when (3.27) holds. According to the proof in Theorem
1.1, it suffices to show the following refined estimation between the exact solution u
and the auxliary process u˜mh defined by (4.15):
sup
m∈ZM
(
E
[
‖u(tm)− u˜
m
h ‖
p
]) 1
p
≤C
(
h1+γ + τ
1+γ
2
)
. (5.5)
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By means of the proof in Lemma 4.4, we only need to give the following two refined
estimations for Jm+121 and J
m+1
3 under the additional condition (5.3):
Jm+121 =
∥∥∥∥ m∑
i=0
∫ ti+1
ti
S(tm+1− r)[F(u(r))−F(u(ti+1))]dr
∥∥∥∥
L
p
ωL
2
x
≤Cτ
1+γ
2 , (5.6)
Jm+13 =
∥∥∥∥∫ tm+1
0
Eh,τ(tm+1− r)GdW (r)
∥∥∥∥
L
p
ωL
2
x
≤C
(
h1+γ + τ
1+γ
2
)
. (5.7)
The last estimation (5.7) have been handled by the Burkholder–Davis–Gundy
inequality (2.26) and (4.12) with µ = γ:
Jm+13 ≤C
(∫ tm+1
0
‖Eh,τ(σ)G‖
2
L 02
dσ
) 1
2
≤C‖G‖
L 12
(
h1+γ + τ
1+γ
2
)
.
To show the first estimation (5.6), note that
u(ti+1) = S(ti+1− r)u(r)+
∫ ti+1
r
S(ti+1−σ)F(u(σ))dσ
+
∫ ti+1
r
S(ti+1−σ)GdW(σ), r ∈ [ti, ti+1).
Then using the Taylor formula leads to the splitting of Jm+121 into
Jm+121 ≤
∥∥∥∥ m∑
i=0
∫ ti+1
ti
S(tm+1− r)DF(u(r))(S(ti+1− r)− Id)u(r)dr
∥∥∥∥
L
p
ωL
2
x
+
∥∥∥∥ m∑
i=0
∫ ti+1
ti
S(tm+1− r)DF(u(r))
[∫ ti+1
r
S(ti+1−σ)F(u(σ))dσ
]
dr
∥∥∥∥
L
p
ωL
2
x
+
∥∥∥∥ m∑
i=0
∫ ti+1
ti
S(tm+1− r)DF(u(r))
[∫ ti+1
r
S(ti+1−σ)GdW(σ)
]
dr
∥∥∥∥
L
p
ωL
2
x
+
∥∥∥∥ m∑
i=0
∫ ti+1
ti
S(tm+1− r)RF(u(r),u(ti+1))dr
∥∥∥∥
L
p
ωL
2
x
=:
4
∑
i=1
Jm+121i ,
where RF denotes the remainder term
RF(u(r),u(ti+1))
:=
∫ 1
0
D2F
(
u(r)+λ (u(ti+1)− u(r))
)(
u(ti+1)− u(r),u(ti+1)− u(r)
)
(1−λ )dλ
=
∫ 1
0
f ′′
(
u(r)+λ (u(ti+1)− u(r))
)(
u(ti+1)− u(r)
)2
(1−λ )dλ .
We shall estimate Jm+121i , i= 1,2,3,4, successively.349
Since for δ ∈ (3/2,2), H˙δx →֒ C , it follows by dual argument that
‖x‖−δ ≤C‖x‖L1x , x ∈ L
1
x . (5.8)
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This inequality, in conjunction with Minkovskii and Cauchy–Schwarz inequalities,
the condition (2.4), the embedding (2.6), the estimations (2.2), (3.7), (3.20) and
(3.28), yields that
Jm+1211 ≤
m
∑
i=0
∫ ti+1
ti
‖(−A)
δ
2 S(tm+1− r)‖L (H)‖DF(u(r))(S(ti+1− r)− Id)u(r)‖Lpω H˙−δx
dr
≤C
m
∑
i=0
∫ ti+1
ti
(tm+1− r)
− δ2 ‖DF(u(r))(S(ti+1− r)− Id)u(r)‖LpωL1xdr
≤C
m
∑
i=0
∫ ti+1
ti
(tm+1− r)
− δ2 ‖ f ′(u(r))‖
L
2p
ω L
2
x
‖(S(ti+1− r)− Id)u(r)‖L2pω L2x
dr
≤Cτ
1+γ
2 ‖ f ′(u)‖
L∞t L
2p
ω L
2
x
‖u‖
L∞t L
2p
ω H˙
1+γ
x
(∫ tm+1
0
r−
δ
2 dr
)
≤Cτ
1+γ
2 ×

(1+ ‖u0‖
q−2
1 )(1+ ‖u0‖1), γ = 0;
(1+ ‖u0‖
q−2
1 )(1+ ‖u0‖
q−1
1+γ), γ ∈ (0,1);
(1+ ‖u0‖
q−2
1 )(1+ ‖u0‖
(q−1)2
2 ), γ = 1.
(5.9)
Similar argument implies that
Jm+1212 ≤C
m
∑
i=0
∫ ti+1
ti
∫ ti+1
r
(tm+1− r)
− δ2 ‖ f ′(u(r))‖
L
2p
ω L
2
x
‖ f (u(σ))‖
L
2p
ω L
2
x
dσdr
≤Cτ‖ f ′(u)‖
L∞t L
2p
ω L
2
x
‖ f (u)‖
L∞t L
2p
ω L
2
x
(∫ tm+1
0
r−
δ
2 dr
)
≤Cτ
(
1+ ‖u0‖
q−2
1
)(
1+ ‖u0‖
q−1
1
)
. (5.10)
To estimate the third term Jm+1213 , we apply stochastic Fubini theorem and the dis-
crete and continous Burkholder–Davis–Gundy inequalities (2.26) and (2.27), respec-
tively, to derive
Jm+1213 =
∥∥∥∥ m∑
i=0
∫ ti+1
ti
[∫ ti+1
ti
χ[r,ti+1)(σ)S(tm+1− r)DF(u(r))S(ti+1−σ)Gdr
]
dW (σ)
∥∥∥∥
L
p
ωL
2
x
≤C
(
m
∑
i=0
∫ ti+1
ti
∥∥∥∥∫ ti+1
ti
S(tm+1− r)DF(u(r))S(ti+1−σ)Gdr
∥∥∥∥2
L
p
ωL
0
2
dσ
) 1
2
.
Then by Cauchy–Schwarz inequality, the condition (2.4) and the estimation (3.7), we
obtain
Jm+1213 ≤Cτ
1
2
(
m
∑
i=0
∫ ti+1
ti
∫ ti+1
ti
‖S(tm+1− r)DF(u(r))S(ti+1−σ)G‖
2
L
p
ωL
0
2
drdσ
) 1
2
≤Cτ
1
2
[
m
∑
i=0
(∫ ti+1
ti
‖ f ′(u(r))‖2
L
p
ω H˙
−1
x
dr
)(∫ ti+1
ti
‖S(σ)G‖2
L 12
dσ
)] 1
2
≤Cτ‖ f ′(u)‖
L∞t L
2p
ω H˙
−1
x
‖G‖
L 12
≤C
(
1+ ‖u0‖
q−2
1
)
τ. (5.11)
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Finally, we estimate the last term Jm+1214 in terms of the estimations (2.2) and (5.8)
similarly to Jm+1211 and Minkovskii and Ho¨lder inequalities by
Jm+1214 ≤C
m
∑
i=0
∫ ti+1
ti
(tm+1− r)
− δ2 ‖RF(u(r),u(ti+1))‖LpωL1xdr
≤C
m
∑
i=0
∫ ti+1
ti
(tm+1− r)
− δ2 ×
∫ 1
0
∥∥ f ′′(u(r)+λ (u(ti+1)− u(r)))∥∥L3pω L3x∥∥u(ti+1)− u(r)∥∥2L3pω L3x (1−λ )dλdr.
It follows from the condition (5.3), the embeddings (2.6) and H˙
1/2
x →֒ L3x , the mo-
ments’ estimation (3.7) and the Ho¨lder estimation (3.30) that
Jm+1214 ≤Cτ
( 12+γ)∧1
(
1+ ‖u‖q˜−3
L∞t L
3p(q˜−3)
ω L
3(q˜−3)
x
)(∫ tm+1
0
r−
δ
2 dr
)[
sup
t 6=s
‖u(t)− u(s)‖2
L
3p
ω H˙
1/2
x
|t− s|(1/2+γ)∧1
]
≤Cτ(
1
2+γ)∧1×
{(
1+ ‖u0‖
q˜−3
1
)(
1+ ‖u0‖
q−1
1
)(
1+ ‖u0‖
q−1
1+γ
)
, γ ∈ [0,1);(
1+ ‖u0‖
q˜−3
1
)(
1+ ‖u0‖
q−1
1
)
(1+ ‖u0‖
(q−1)2
2 ), γ = 1.
(5.12)
Collecting the above four estimations (5.9)-(5.12) together, we obtain (5.6) and com-350
plete the proof.351
5.2 Strong Convergence Rate of DIEMG Scheme352
Next, we consider the DIEMG scheme (DIEMG) for Eq. (1.8) with general multi-353
plicative noise under an infinite-dimensional analog of the commutativity type condi-354
tion in the SODE setting. Such commutativity condition was first introduced in [19,355
Assumption 3] where the authors observed in [19, Section 4] that a certain class of356
semilinear SPDEs with multiplicative trace class noise naturally fulfills such commu-357
tativity condition. The following assumption holds true automatically in the case of358
the additive noise case G(u)≡ G ∈L 02 for any u ∈ L
2
x .359
Assumption 5.2 G : L2x → L
0
2 be a twice continuously Fre´chet differentiable map-
ping such that for every z ∈ H˙1x , DG(z) ∈ L (H;L
0
2 ) and D
2G(z) ∈ L ⊗2(H˙
β
x ;L
0
2 )
for some β ∈ [0, 1+γ
2
]. Moreover, there exists a constant L′g ∈ R+ such that
‖DG(z)‖
L (L2x ;L
0
2 )
+ ‖D2G(z)‖
L⊗2(H˙
β
x ;L
0
2 )
≤ L′g, z ∈ H˙
1
x , (5.13)
‖DG(u)G(u)−DG(v)G(v)‖HS(U0;L 02 )
≤ L′g‖u− v‖, u,v ∈ L
2
x . (5.14)
Example 5.1 Assume that g : R → R a twice continuously differentiable function
such that
sup
x∈R
|g′(x)|+ sup
x∈R
|g′′(x)|+ sup
x,y∈R,x6=y
‖g′(x)g(x)− g′(y)g(y)‖
|x− y|
< ∞, (5.15)
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gk ∈W
1,∞ for each k ∈ N+ such that
∑
k∈N+
λQk ‖gk‖
2
W1,∞
< ∞, (5.16)
and that either g(0) = 0 or gk vanishes on the boundary ∂O (to handle the H˙
1
x -norm),
then Assumptions 2.2 and 5.2 hold true. In fact, for any u,v ∈ L2x and z ∈ H˙
1
x , we have
‖G(u)−G(v)‖
L 0
2
=
(
∑
k∈N+
λQk ‖(g(u)− g(v))gk‖
2
) 1
2
≤ sup
x∈R
|g′(x)|
(
∑
k∈N+
λQk ‖gk‖
2
L∞x
) 1
2
‖u− v‖,
and
‖G(z)‖2
L 12
≤C ∑
k∈N+
λQk
(
‖g(z)gk‖
2+ ‖g′(z)∇zgk+ g(z)g
′
k‖
2
)
≤C
(
1+ sup
x∈R
|g′(x)|2
)
∑
k∈N+
λQk ‖gk‖
2
W
1,∞
x
(1+ ‖z‖1)
2,
which show Assumption 2.2. On the other hand, for any z ∈ H˙1x ,
‖DG(z)‖
L (L2x ;L
0
2 )
+ ‖D2G(z)‖
L⊗2(H˙
β
x ;L
0
2 )
= sup
v∈L2x
(
∑k∈N+ λ
Q
k ‖g
′(z)vgk‖
2
) 1
2
‖v‖
+ sup
u,v∈H˙
β
x
(
∑k∈N+ λ
Q
k ‖(g
′′(z)uvgk‖
2
) 1
2
‖u‖β‖v‖β
≤C
(
∑
k∈N+
λQk ‖gk‖
2
L∞x
) 1
2
[
sup
x∈R
|g′(x)|+ sup
x∈R
|g′′(x)| · sup
u,v∈H˙
β
x
‖u‖L4x‖v‖L4x
‖v‖β‖z‖β
]
.
Due to the assumptions (5.15)-(5.16) and the embedding H˙β →֒ L4x with β = 1/2
when d = 1,2 and β = 3/4 when d = 3, we have
‖DG(z)‖
L (L2x ;L
0
2 )
+ ‖D2G(z)‖
L⊗2(H˙
β
x ;L
0
2 )
≤C sup
v∈L2x
(
∑
k∈N+
λQk ‖gk‖
2
L∞x
) 1
2
[
sup
x∈R
|g′(x)|+ sup
x∈R
|g′′(x)|
]
.
Moreover, for any u,v ∈ L2x ,
‖DG(u)G(u)−DG(v)G(v)‖HS(U0;L 02 )
=
(
∑
k∈N+
∑
l∈N+
λQk λ
Q
l ‖DG(u)(G(u)gk)gl−DG(v)(G(v)gl)gk‖
2
) 1
2
≤
(
∑
k∈N+
λQk ‖gk‖
2
L∞x
)
‖g′(u)g(u)− g′(v)g(v)‖ ≤
(
∑
k∈N+
λQk ‖gk‖
2
L∞x
)
‖u− v‖.
The above two estimations show Assumption 5.2 with γ ∈ [0,1] and β ∈ [0,1] when360
d = 1,2 and γ ∈ [1/2,1] and β ∈ [0,(1+ γ)/2] when d = 3.361
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We introduce a version U˜m+1h of the auxiliary process u˜
m+1
h given by (4.15) in
consistent with the DIEMG scheme (4.6), which is defined as
U˜m+1h = S
m+1
h,τ u
0
h+ τ
m
∑
i=0
Sm+1−ih,τ PhF(u(ti+1))+
m
∑
i=0
Sm+1−ih,τ PhG(u(ti))δWi
+
m
∑
i=0
Sm+1−ih,τ PhDG(u(ti))G(u(ti))
[∫ ti+1
ti
(W (r)−W(ti))dW (r)
]
, (5.17)
form∈ ZM−1, where the termsU
i+1
h andU
i
h in the discrete deterministic and stochas-
tic convolutions of (5.2) are replaced by u(ti+1) and u(ti), respectively. The bounded-
ness (3.7) and Lemma 4.3 imply the uniform boundedness of U˜mh in L
p
ωL
∞
t H˙
1
x :
sup
m∈ZM
E
[
sup
t∈[0,T ]
‖U˜mh (t)‖
p
1
]
≤C
(
1+ ‖u0‖
p(q−1)
1
)
, (5.18)
provided u0 ∈ H˙
1
x and Assumptions 2.1-2.2 and 5.2 hold. We begin with the strong362
error estimation between u and {U˜mh }m∈ZM .363
Lemma 5.1 Let γ ∈ [0,1), u0 ∈ H˙
1+γ
x and Assumptions 2.1-2.2 and 5.1-5.2 hold. Let
u be the solution of Eq. (1.8) and {U˜mh }m∈ZM be given by (5.17). Then for any p ≥ 1
there exists a constant C such that
sup
m∈ZM
(
E
[
‖u(tm)−U˜
m
h ‖
p
]) 1
p
≤C
(
h1+γ + τ
1+γ
2
)
. (5.19)
Assume furthermore that u0 ∈ H˙
2
x and there exist constants θ ∈ (0,1) and ρ ≥ 1 such364
that (3.27) holds, then (5.19) holds with γ = 1.365
Proof Let γ ∈ [0,1) and γ = 1 when (3.27) holds. For m ∈ ZM−1, define J˜
m+1 :=
‖u(tm+1)−U˜
m+1
h ‖LpωL2x . By the proofs of Lemma 4.4 and Corollary 5.1, we have
J˜m+1 ≤
2
∑
i=1
Jm+1i + J˜
m+1
3 ,
where Jm+1i , i = 1,2, are defined from (4.18) and satisfying by (4.19), (5.6), (4.21)
and (4.24) that
Jm+11 + J
m+1
2 ≤C
(
h1+γ + τ
1+γ
2
)
, (5.20)
and
J˜m+13 :=
∥∥∥∥∫ tm+1
0
S(tm+1− r)G(u(r))dW(r)−
m
∑
i=0
Sm+1−ih,τ PhG(u(ti))δWi
−
m
∑
i=0
Sm+1−ih,τ PhDG(u(ti))G(u(ti))
[∫ ti+1
ti
(W (r)−W (ti))dW (r)
]∥∥∥∥
L
p
ωL
2
x
.
Thus to prove (5.19), it suffices to show that
J˜m+13 ≤C
(
h1+γ + τ
1+γ
2
)
. (5.21)
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The term J˜m+13 can be decomposed as
J˜m+13 ≤
∥∥∥∥ m∑
i=0
∫ ti+1
ti
Hm+1i (r)dW (r)
∥∥∥∥
L
p
ωL
2
x
+
∥∥∥∥ m∑
i=0
∫ ti+1
ti
Eh,τ(tm+1− r)G(u(r))dW (r)
∥∥∥∥
L
p
ωL
2
x
:= J˜m+131 + J
m+1
32 ,
where
Hm+1i (r) = S
m+1−i
h,τ Ph[G(u(r))−G(u(ti))−DG(u(ti))G(u(ti))(W (r)−W(ti))].
By (4.23) and (4.25), the second term Jm+132 has the estimation:
J˜m+132 ≤C
(
h1+γ + τ
1+γ
2
)
×
{(
1+ ‖u0‖
q−1
1
)
, γ ∈ [0,1),(
1+ ‖u0‖
q−1
2
)
, γ = 1.
(5.22)
It remains to show the same estimation for J˜m+131 . It is clear that
Hm+1i (r) = S
m+1−i
h,τ PhDG(u(ti))[u(r)− u(ti)−G(u(ti)(W (r)−W(ti))]
+ Sm+1−ih,τ Ph
∫ 1
0
D2G
(
u(ti)+λ (u(r)− u(ti))
)
(
u(r)− u(ti),u(r)− u(ti)
)
(1−λ )dλ , r ∈ [t1, ti+1).
As a consequence of the discrete and continuous Burkholder–Davis–Gundy inequal-
ities (2.27) and (2.26), respectively, we have
J˜m+131 ≤
2
∑
i=1
√
J˜m+131i , (5.23)
where
J˜m+1311 :=
m
∑
i=0
∫ ti+1
ti
∥∥∥∥Sm+1−ih,τ PhDG(u(ti))[u(r)− u(ti)− ∫ r
ti
G(u(ti))dW (s)
]∥∥∥∥2
L
p
ωL
0
2
dr,
J˜m+1312 :=
m
∑
i=0
∫ ti+1
ti
∥∥∥∥Sm+1−ih,τ Ph ∫ 1
0
D2G
(
u(ti)+λ (u(r)− u(ti))
)
(
u(r)− u(ti),u(r)− u(ti)
)
(1−λ )dλ
∥∥∥∥2
L
p
ω L
0
2
dr.
We begin with the first term J˜m+1311 . By the boundedness (2.2), the condition (5.13),
the mild formulation (2.23) and Ho¨lder inequality, we have
J˜m+1311 ≤C
m
∑
i=0
∫ ti+1
ti
‖u(r)− u(ti)−G(u(ti)(W (r)−W (ti))‖
2
L
p
ωL
2
x
dr
≤C
m
∑
i=0
∫ ti+1
ti
‖(S(r− ti)− Id)u(ti)‖
2
L
p
ωL
2
x
dr
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+C
m
∑
i=0
∫ ti+1
ti
∥∥∥∥∫ r
ti
S(r− ti)F(u(s)ds
∥∥∥∥2
L
p
ωL
2
x
dr
+C
m
∑
i=0
∫ ti+1
ti
∥∥∥∥∫ r
ti
(S(r− s)− Id)G(u(s))dW (s)
∥∥∥∥2
L
p
ωL
2
x
dr
+C
m
∑
i=0
∫ ti+1
ti
∥∥∥∥∫ r
ti
[G(u(s))−G(u(ti))]dW (s)
∥∥∥∥2
L
p
ωL
2
x
dr.
The conditions (2.9) and (2.15), the embedding (2.6) and the estimations (2.2), (3.7),
(3.20), (3.28) and (3.13) imply that
J˜m+1311 ≤Cτ
1+γ‖u‖2
L∞t L
p
ω H˙
1+γ
x
+Cτ2
(
1+ ‖u‖q−1
L∞t L
p(q−1)
ω H˙
1
x
)2
+Cτ2
(
1+ ‖u‖L∞t L
p
ωL
1
2
)2
+Cτ2 sup
t 6=s
‖u(t)− u(s)‖2
L
p
ωL
2
x
|t− s|
≤Cτ1+γ ×
{(
1+ ‖u0‖
q−1
1
)2
, γ ∈ [0,1),(
1+ ‖u0‖
(q−1)2
2
)2
, γ = 1.
(5.24)
Next, we estimate the second term J˜m+1312 by the boundedness (4.13) with µ = 0, the
condition (5.13) with β ∈ [0, 1+γ
2
), Cauchy–Schwarz inequality and the Ho¨lder esti-
mation (3.13), we have
J˜m+1312 ≤C sup
z∈H˙1x
‖D2G(z)‖2
L ⊗2(H˙
β
x ;L
0
2 )
[
m
∑
i=0
∫ ti+1
ti
∥∥u(r)− u(ti)∥∥4L2pω H˙βx dr
]
≤C sup
t 6=s
‖u(t)− u(s)‖4
L
2p
ω L
2
x
|t− s|2(1+γ−β )∧2
[
m
∑
i=0
∫ ti+1
ti
(r− ti)
2(1+γ−β )∧2dr
]
≤Cτ2(1+γ−β )∧2
(
1+ ‖u0‖
q−1
L
2p(q−1)
ω H˙
1
x
)4
≤Cτ1+γ
(
1+ ‖u0‖
q−1
L
2p(q−1)
ω H˙
1
x
)4
. (5.25)
Collecting the estimations (5.24)-(5.25), we derive
J˜m+131 ≤Cτ
1+γ
2 . (5.26)
The above estimation (5.26) in combination with (4.25) shows (5.7) and thus com-366
pletes the proof.367
Remark 5.1 Under the conditions of Lemma 5.1 with γ ∈ [0,1] and β ∈ [0,1], the
proof of Lemma 5.1 yields that for any p≥ 1 there exists a constant C such that
sup
m∈ZM
(
E
[
‖u(tm)−U˜
m
h ‖
p
]) 1
p
≤C
(
h1+γ + τ
1+γ
2 ∧(1+γ−β )
)
.
Now we can prove Theorem 1.2 by combining Lemma 5.1 with a variational368
approach as in Theorem 1.1.369
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Proof (Proof of Theorem 1.2) Let m ∈ ZM−1. In terms of Minkovskii inequality and
the estimation (5.19), it suffices to prove that
sup
m∈ZM
‖U˜mh −U
m
h ‖LpωL2x ≤C
(
h1+γ + τ
1+γ
2
)
, γ ∈ [0,1]. (5.27)
Define êm+1h := U˜
m+1
h −U
m+1
h . Then ê
m+1
h ∈Vh with vanishing initial datum ê
0
h =
0. In terms of Eq. (DIEMG) and (5.17), it is clear that
U˜m+1h = U˜
m
h + τAhU˜
m+1
h + τPhF(u(tm+1))+PhG(u(tm))δWm
+PhDG(u(tm))G(u(tm))
[∫ tm+1
tm
(W (r)−W (tm))dW (r)
]
,
Um+1h =U
m
h + τAhU
m+1
h + τPhF(U
m+1
h )+PhG(U
m
h )δWm
+PhDG(U
m
h )G(U
m
h )
[∫ tm+1
tm
(W (r)−W (tm))dW (r)
]
.
Consequently,
e˜m+1h − e˜
m
h = τAhe˜
m+1
h + τPh(F(u(tm+1))−F(U
m+1
h ))
+Ph(G(u(tm))−G(U
m
h ))δWm+
∫ tm+1
tm
PhH
m+1(r)dW (r),
where
Hm+1(r) :=
∫ r
tm
[
DG(u(tm))G(u(tm))−DG(U
m
h )G(U
m
h )
]
dW (s), r ∈ [tm, tm+1).
(5.28)
Multiplying êm+1h on both sides of the above equation as in (4.27), we obtain
〈êm+1h − ê
m
h , ê
m+1
h 〉+ τ‖∇ê
m+1
h ‖
2 = τ〈F(u(tm+1))−F(U
m+1
h ), ê
m+1
h 〉
+ 〈(G(u(tm))−G(U
m
h ))δWm, ê
m+1
h 〉+
∫ tm+1
tm
〈Hm+1(r)dW (r), êm+1h 〉. (5.29)
Similarly to (4.29), we have
E
[
〈êm+1h − ê
m
h , ê
m+1
h 〉
]
=
1
2
(
E
[
‖êm+1h ‖
2
]
−E
[
‖êmh ‖
2
])
+
1
2
E
[
‖êm+1h − ê
m
h ‖
2
]
.
(5.30)
By analogous arguments in the proof of Theorem 1.1, we have
τ〈F(u(tm+1))−F(U
m+1
h ), ê
m+1
h 〉 ≤
1
2
τ‖∇êm+1h ‖
2+L f τ‖ê
m+1
h ‖
2
+Cτ‖u(tm+1)−U˜
m+1
h ‖
2
(
1+ ‖u(tm+1)‖
q−2
1 + ‖U˜
m+1
h ‖
q−2
1
)
, (5.31)
and
〈(G(u(tm))−G(U
m
h ))δWm, ê
m+1
h 〉
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≤
1
4
E
[
‖e˜m+1h − e˜
m
h ‖
2
]
+ 2L2gE
[
‖u(tm)−U˜
m
h ‖
2
]
τ + 2L2gE
[
‖e˜mh ‖
2
]
τ. (5.32)
To deal with the last stochastic term in (5.29), we use the martingale property of
the stochastic integral, Cauchy–Schwarz inequality and Itoˆ isometry as in (5.24) to
deduce that
E
[∫ tm+1
tm
〈Hm+1(r)dW (r), êm+1h 〉
]
≤
1
4
E
[
‖e˜m+1h − e˜
m
h ‖
2
]
+C
∫ tm+1
tm
E
[
‖Hm+1(r)‖2
L 02
]
dr.
By Itoˆ isometry, the condition (5.14) and Cauchy–Schwarz inequality, we get∫ tm+1
tm
E
[
‖Hm+1(r)‖2
L 02
]
dr
=
∫ tm+1
tm
E
[∥∥∥∥∫ r
tm
[
DG(Umh )G(U
m
h )−DG(u(tm))G(u(tm))
]
dW (s)
∥∥∥∥2
L 02
]
dr
=
1
2
τ2E
[
‖DG(Umh )G(U
m
h )−DG(u(tm))G(u(tm))‖
2
HS(U0 ;L
0
2 )
]
=
(L′g)
2
2
τ2E
[
‖u(tm)−U
m
h ‖
2
]
≤ L′2g τ
2
E
[
‖u(tm)−U˜
m
h ‖
2
]
+L′2g τ
2
E
[
‖e˜mh ‖
2
]
,
and thus
E
[∫ tm+1
tm
〈Hm+1(r)dW (r), êm+1h 〉
]
≤
1
4
E
[
‖e˜m+1h − e˜
m
h ‖
2
]
+L′2g τ
2
E
[
‖u(tm)−U˜
m
h ‖
2
]
+L′2g τ
2
E
[
‖e˜mh ‖
2
]
. (5.33)
Now taking expectation in (5.29), we use (5.30)-(5.33) and Ho¨lder inequality to
get
1
2
(
E
[
‖êm+1h ‖
2
]
−E
[
‖êmh ‖
2
])
≤ L fE
[
‖êm+1h ‖
2
]
τ +C
(
E
[
‖u(tm+1)−U˜
m+1
h ‖
4
]) 1
2
τ +L′2g τ
2
E
[
‖u(tm)−U˜
m
h ‖
2
]
×
(
1+
(
E
[
‖u(tm+1)‖
2(q−2)
1
]) 1
2
+E
[
‖U˜m+1h ‖
2(q−2)
1
]) 1
2
)
+ 2L2gE
[
‖u(tm)−U˜
m
h ‖
2
]
τ +
(
2L2gτ +L
′2
g τ
2
)
E
[
‖êmh ‖
2
]
.
Then by (5.18) and (5.19), we obtain
(
1− 2L fτ
)
E
[
‖êm+1h ‖
2
]
≤Cτ
(
h1+γ + τ
1+γ
2
)2
+
(
1+Cτ
)
E
[
‖êmh ‖
2
]
. (5.34)
We conclude (5.27) by the argument in the proof of Theorem 1.1 and the classical370
discrete Gro¨nwall inequality and thus complete the proof.371
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5.3 Milstein–Spectral Galerkin Scheme372
Similarly to Section 4.3, the parallel result in Theorem1.2 for DIEMG scheme (DIEMG)373
is also valid for the spectral Galerkin-based Milstein scheme of Eq. (1.8).374
The DIE Milstein spectral Galerkin (DIEMSG) scheme of Eq. (1.8) is to find a
Vh-valued discrete process {U
m
N : N ∈N+;m ∈ ZM} such that
Um+1N =U
m
N + τANU
m+1
N + τPNF(U
m+1
N )+PNG(U
m
N )δWm
+PNDG(U
m
N )G(U
m
N )
[∫ tm+1
tm
(W (r)−W(tm))dW (r)
]
,
(DIEMSG)
with initial datum U0N = PNu0. By the arguments in the proof of Theorem 1.2, one375
can show the similar solvability and convergence results for this scheme.376
Theorem 5.1 Let γ ∈ [0,1), u0 ∈ H˙
1+γ
x and Assumptions 2.1-2.2 and 5.1-5.2 hold.
There exist a constant C such that
sup
m∈ZM
(
E
[
‖u(tm)−U
m
N ‖
2
]) 1
2
≤C
(
N−
1+γ
d + τ
1+γ
2
)
. (5.35)
Assume furthermore that u0 ∈ H˙
2
x and there exist constants θ ∈ (0,1) and ρ ≥ 1 such377
that (3.27) holds, then (5.35) is valid with γ = 1.378
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