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In this paper we discuss ways of parallelizing methods of perturbation analysis. Applica-
tion of the perturbation method of multiple scales to vibration problems in engineering
is considered, and parallel implementation of this method on a multi-processor computer
using the Mathematica Parallel Computing Toolkit is discussed. Potential applications
of the proposed approach to other perturbation methods are outlined.
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1. Introduction
For symbolic calculations computer resources, in terms of memory and time, are becoming
crucial factors. Many computer algebra algorithms applied to problems of even moderate
dimensions become intractable when handled on serial computer architecture. Parallelism
can provide much needed hardware support for such symbolic computations.
Several parallel variants of computer algebra packages and systems have been devel-
oped by various research groups. These include the Multi Processing Data Tool (Mu-
PAD), which uses both macro and micro parallelisms (Sorgatz and Wehmeier, 1999);
PACLIB, a shared memory multi-processor version of the SACLIB computer algebra
library (Hong et al., 1995; Schreiner, 1996), two variants of parallel Maple (|Maple|, de-
veloped using the STRAND language by Siegl (1993) and Linda/Maple written in parallel
C, by Chan (1994)) and finally the Parallel Mathematica Toolkit (Maeder, 1998) which
is based on the MathLink communication protocol. There have also been discussions on
parallelizing (Fitch, 1989) as well as on using the Internet as a platform for massively
distributed symbolic computing (Weber et al., 1998; Bernardin, 1999). Thus, parallel
computation is becoming an integral part of computer algebra.
Many symbolic algorithms have already been successfully parallelized. These include
real root isolation and Gro¨bner basis computation (Vidal, 1990; Siegl, 1993; Sawada et
al., 1994); solution of Toeplitz-like linear systems (Kaltofen and Pan, 1994); indefinite
summation of rational functions (Pirastu and Siegl, 1995); Karatsuba and 3-primes fast
fourier transform algorithms (Cesari and Maeder, 1996a,b); term rewriting (Bundgen et
al., 1996), quantifier elimination and variables elimination (Hong et al., 1998); resultant
computation (Blochinger et al., 1999) and others.
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In this paper we explore ways to parallelize methods of perturbation analysis by con-
sidering the application of the perturbation method of multiple scales to weakly nonlinear
vibration problems in engineering.
The problem of finding analytical solution approximations to nonlinear equations arises
in different areas of science. In the great majority of cases only weakly nonlinear equations
(or equations which are considered as weakly nonlinear on some intervals of t) can be
successfully studied analytically. Perturbation methods are the main, and usually the
only, analytical tool for studying such nonlinear differential equations.
2. Parallelization of Perturbation Analysis
Consider the initial value problem: an n-dimensional set of ordinary differential equa-
tions with small parameter :
F
(
dx
dt
, x, t; 
)
= 0, x(0) = x0. (2.1)
Here x = x(t) is a vector function of t. If one cannot solve this differential equation
exactly (or in closed form), it is necessary to determine whether one can calculate the
asymptotic expansion of the solution by considering a sequence of simpler differential
equations governing each term in the expansion. This is the essence of all perturbation
methods from the regular perturbation method to Kolmogorov–Arnold–Mozer theory.
The perturbation procedure is based on an expansion of the unknown function x in an
asymptotic series of the small parameter 
x(t) = g0()x0(τ) + g1()x1(τ) + · · · =
N∑
j=0
gj()xj , where gk+1() = o(gk()) (2.2)
and considering a sequence of differential equations with the new time-scaling τ = τ(t)
(or scalings, as in the multiple scales method, see equation (6)). The choice of functions
gj() and time scalings τ(t) in the expansion (2.2) depends on the equation to be solved
but it remains rather heuristic with only a few well defined algorithms for determining
the right expansion being available (e.g. Nipp, 1980). An excellent survey of perturbation
techniques, illustrating features common to many examples, is given in Nayfeh (1973) or
Kevorkian and Cole (1980). The simplest and most commonly used expansion is a power
series in 
x(t) =
N∑
j=0
jxj(τ), (2.3)
where the scaling τ = t is used for regular perturbation problems. Some nonlinear prob-
lems have different behaviour in the vicinity of special (singular) points or on differ-
ent intervals. Solution of such problems starts by defining fast (τ = t) and slow time-
scales (τ = t) with corresponding expansions, so-called outer and inner solutions (e.g.
O’Malley, 1991). Matching conditions are then applied on the boundaries. Many prob-
lems, such as, for example, relaxation oscillators require the construction of several ex-
pansions which are valid only on very short time intervals (Nipp, 1980).
The newly constructed series (2.2) are substituted into the original problem (2.1), and
the perturbation equations are found by collecting terms of the same order of the small
parameter . The equations are solved first to zeroth-order , their solutions are then
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substituted back into the first-order  equations and so on. Thus, perturbation methods
have a hierarchical structure (the kth equation has to be solved before the k+1th step is
attempted), a potentially well-defined algorithmic structure, and are all based on using
asymptotic expansions. These features make the methods of perturbation analysis ideal
for computerization.
Indeed, there exist a number of packages which already efficiently implement a number
of perturbation methods in different computer algebra systems (e.g. MACSYMA: Rand
and Armbruster, 1987; Maple: Sanchez, 1996; Mathematica: Kauffman, 1997; Khanin and
Cartmell, 2000). In addition, there is a great number of computer algebra applications of
the methods of perturbation analysis to specific problems (e.g. Klimov et al. 1993; Corless
et al., 1997; Vakhidov and Vasiliev, 1997; Franciosi and Tomasiello, 1998; to mention just
a few papers). However, the implementation of perturbation methods in computer algebra
systems has been restricted to small scale problems, partly because being computationally
intensive solution of larger problems would require a lot of computer time if performed
serially.
Can perturbation analysis be performed on multiple processors? Or, in other words,
can it be efficiently parallelized? It appears, that perturbation methods have inherent
parallelism, in the sense that several series of identical computations are performed on
different sets of data. These operations include finding the correct expansions and scal-
ings, substitutions, simplifications, solutions of the perturbation equations to the kth
order of , matching procedures, and the construction of answers. At every given step k,
separate runs of these operations are independent as they usually do not need any knowl-
edge of the runs which are executed at the same time on other processors. Such operations
can be represented by mapping a function f onto a data-vector F = {F1, F2, . . . , Fn},
and instances of f(F1), f(F2), . . . , f(Fn) are executed independently of each other:
map[f, F ] = {f(F1), f(F2), . . . , f(Fn)}. (2.4)
Fj can stand for a separate equation or for a subset of equations constructed from the
original set. The solutions from all the runs at the kth step are then combined, and
the k + 1th step is started in a similar way, if necessary. Usually, only a few steps are
required to find a good approximation to the original problem on a certain time interval
(given that the initial expansion is correct, and the chosen method works well for the given
class of problems). For problems with singularities the construction of several subsequent
approximations is needed to find the solution on a given interval of time.
The mappings of functions onto a data-vector can be parallelized using a task farming
technique which includes the controller and a number of work processors (or slaves).
Each slave is assigned one or more runs and executes them in parallel with other slaves.
Generally speaking, it is not beneficial to parallelize all occurrences of map unless all the
workloads are balanced and communication overheads are kept to a minimum as should
be the case for most applications of perturbation analysis.
The flow of control in the parallelized perturbation analysis can follow the strict se-
quential order except when a parallel intrinsic or built-in procedure is called. This is the
data-parallel programming model with a single thread of control. It is a natural way for
programming parallel computers that consist of a number of simple processors which are
tightly synchronized by a controller.
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3. Multiple Scales Method
In the present paper effort has been concentrated on studying the perturbation method
of multiple scales (MS), which has been successfully applied to a wide range of problems in
physics, applied mathematics and engineering. The technique for computing normal forms
of differential equations is also associated with the method of multiple scales (Edneral,
1998; Yu, 1998).
We consider n-degree-of-freedom vibrational problems of the type
x¨(t) +Ax˙(t) +Bx(t) + εN(x, x˙, x¨) + ε
J∑
j=1
Pj cos(Ωjt+ φj)x(t)
= f0 +
K∑
k=1
fk cos(Wkt+ ξk). (3.5)
Here x(t) is a n-dimensional vector function of t; A, B, N , Pj are n × n matrices, and
  1. Nonlinearities in N are expressible as polynomials of the function x(t), or its
derivatives x˙(t), x¨(t) (usually up to the third power but sometimes higher):
N = (α1x2 + α2x3 + α3xx˙+ α4xx¨+ · · ·) = εδ
∑
k
αkx
β1k x˙β
2
k x¨β
3
k , δ ≥ 0. (3.6)
All nonlinearities and parametric excitations are to order ε, or higher.
Let us now briefly recall the essence of the method of MS. The details of this method
can be found in Nayfeh and Mook (1979). The description of the computer algorithm
for applying the method of MS, the formulation of the macro-steps for the solution
procedure and its implementation in Mathematica has been reported elsewhere (Khanin
and Cartmell, 1999, 2000). The main idea of the MS method is that the single independent
variable, t, is split up into several new variables, T0, T1, . . . , TM , and a uniformly valid
expansion of the solution is generally assumed in the form:
x(t, ε) =
M−1∑
j=0
εjxj(T0, T1, T2, . . . , TM ) +O(εTM ), Tj = εjt, ε 1. (3.7)
Here the xj are the functions to be determined and the Tj can be considered as being
independent (Gilbert, 1980).
Figure 1 shows the flow chart of the MS solution procedure, wherein each block repre-
sents a macro-step. The preliminary step is the generation of equations and the term or-
dering. Similarly to the methodology of other perturbation methods, the expansion (3.7)
is then substituted into the original problem (3.5), resulting in the perturbation equations
(Step 1). The arbitrary functions Aj appear in the general solution of the equation to
the zeroth order of  (Step 2) which is then substituted into the first order of  equations
(Step 3). The functions Aj , which, in physical terms, are the complex amplitudes, are
determined from the condition that the expansion (3.7) is uniformly valid. Namely it is
required that
εjxj = o(εj−1xj−1), for all j and T0, T1, . . . , TM . (3.8)
These conditions result in the so-called secular terms being removed and equated to zero,
yielding the solvability equations to determine the arbitrary functions Aj . The procedure
for identifying secular terms implies defining relationships between system frequencies re-
sulting in different possible forms of resonance (Step 4). Once all the resonance conditions
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Finding Resonance Conditions
1st step
2nd step
3rd step
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TFP
Serial +
TFP
TFP
TFP
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Solvability Solvability Solvability
Conditions Conditions Conditions
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7th step 7th step 7th step
Stability Stability Stability
Analysis Analysis Analysis
8th step 8th step 8th step
Figure 1. Flow chart and parallel model for the MS method solution procedure with each block rep-
resenting a macro-step. The flow of control is serial except when a parallel procedure is called. Several
macro-steps are parallelized using task farming parallelism (TFP). Others consist of serial and parallel
parts. Multiple streams (Steps 5–8) correspond to different resonances. Data decomposition is carried
out within the equations. Every step (Steps 5–8) in the analysis of each resonance case started with the
parallelized analysis for the non-resonant case (the left-hand stream), then for the first resonance case
(the middle stream) and so on until this step for the kth resonance case is completed (i.e. the right-hand
stream). Then, the next step is started in the same way. Steps marked with ∗ would greatly benefit from
the development of special parallel procedures.
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are determined, the analysis goes in independent directions. A series of computations for
each resonance case (Steps 5–8) can now be carried out completely independently of the
others. It is presented by multiple streams on Figure 1 with each stream corresponding
to a different resonance condition.
A Mathematica package MultipleScale has been developed by the authors and reported
elsewhere (Khanin and Cartmell, 2000). This package implements the MS method serially
and applies it to a wide class of nonlinear multiple degree-of-freedom vibration systems. It
allows both a semi-automatic and an automatic MS solution procedure, and provides the
user with all potential cases of resonances. Since most real-world problems (particularly in
structural engineering) are of large-scale, the MS solutions procedure will greatly benefit
from being parallelized.
4. Parallelization of the MS method
The flow of control of the MS analysis is rather straightforward. It is therefore useful
to keep the sequential flow of control for the parallelized MS solution procedure (Fig-
ure 1) except when the parallel procedure is called. The macro-steps which have inherent
parallelism include: writing the perturbation equations (Step 1); substitution of the kth
order ε solutions into the (k + 1)th order ε equations (Step 3); simplification (occurs in
several steps); identification of the secular terms and finding the resonance conditions
(Step 4); transformation of the set of solvability conditions into the autonomous mod-
ulation equations (part of Step 7). These operations perform identical computations on
different sets of data. They require little, or no, communication between processors. Each
processor can be assigned one or more of the runs, which it executes independently, and
in parallel with other processors.
Analysis for each resonance case (Steps 5–8) includes the formulation of the modu-
lation equations for the slow-time amplitudes and phases by representing the complex
amplitudes, Aj , in polar form. The singular points of the autonomous set of modulation
equations provide possible steady states of the original system, whose stability is then
analysed. Multiple streams corresponding to different resonances (Steps 5–8) can easily
be parallelized using trivial decomposition as it will simply mean running the sequen-
tial program independently on different processors with different inputs (dashed boxes).
As each run is completely independent, no communication is required between separate
runs and this technique can be used effectively on workstation clusters with poor com-
munication performance yielding an almost linear speed-up if runs take a similar length
of time. In this paper, however, we do not consider trivial decomposition performed on
resonances. Instead, we are dealing with parallelization which uses data decomposition
onto equations (or subsets of equations) using task farming technique. It is possible to
combine trivial decomposition with the task farming parallelization depending on the
facilities available and the problem size. An ideal computer configuration for using both
types of parallelization consists of several multi-processor clusters.
The advantage of using task farming parallelization would become more transparent
for large-scale problems when performed on a single processor as every step would take
an enormous amount of time and memory, possibly even resulting in crashes of the
Mathematica session in the most extreme cases. We have been using parallel analysis
for each resonance case decomposed onto the equations. Every step (Steps 5–8) in the
analysis of each resonance case started with the parallelized analysis for the non-resonant
case (the left-hand stream), then for the first resonance case (the middle stream) and so
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on until this step for the kth resonance case is done (the right-hand stream). Then, the
next step is started in the same way. The data calculated for the non-resonant case was
re-used for all resonance cases instead of being re-calculated for each resonance condition
(see also, Khanin and Cartmell, 2000).
The Mathematica package MultipleScale was extended to include a parallel implemen-
tation of the MS method. Such an implementation is based on the Parallel Computing
Toolkit (Maeder, 1998) which implements many parallel programming primitives and
includes high-level commands for parallel execution of several operations. The Toolkit
is based on the MathLink communication protocol, and amongst other features it offers
parallel versions of Evaluate[], Map[], and automatic scheduling of jobs on processors.
The authors used the preliminary version of this toolkit (package Parallel) which was
announced by R. Maeder at the Mathematica Developers’ Conference in Champaign,
Illinois, USA in October, 1997. The package was then made available for downloading
from the www.mathconsult.ch site.
According to Maeder (1998) a parallel version of the standard Mathematica func-
tion Map[], namely ParallelMap[], implements self-scheduling task farming parallelism
(TFP). In this toolkit library, parallelization of Map[f, F1, F2, . . . , Fn] implies: (i) form-
ing a queue of all f(F1), f(F2), . . . , f(Fn); (ii) sending jobs f(F1), . . . , f(Fp) to p available
processors; (iii) waiting for the job to finish and collecting the results; (iv) sending a new
job to the next available processor until all f(x1), f(x2), . . . , f(xn) have been processed.
In our implementation of the serial code for the MS solution procedure (package Mul-
tipleScale) the Mathematica Map[] and MapThread[] functions were heavily used to
apply various operations f to different subsets of equations. Parallelized versions of these
operations were built using ParallelMap[] as well as ParallelMapThread[], the par-
allel variant of MapThread[].
Let us now discuss the structure of the parallel Mathematica session on an SGI Ori-
gin 2000. The Origin 2000 has a distributed shared memory with cache coherent non-
uniform memory access, so that it supports several programming models including the
data-parallel model with global address memory and the message-passing model with
local memories for each processor. The distributed memory programming model has
been imposed by the Parallel Mathematica Toolkit wherein a controller tightly synchro-
nizes other processors. The original Mathematica kernel is run on a master processor (or
controller) which then starts, via the MathLink communication protocol, several other
Mathematica sessions each on a separate processor (slave). Therefore, each processor has
its own local memory, and no other slave can directly read or write to that local memory.
The controller dispatches appropriate instructions to available slaves using a task farming
parallelism, wherein all slaves involved perform the same operations, but on different sets
of data. Once an operation is complete, the controller collects the results, and dispatches
new instructions to the slaves according to the sequential flow of control (Figure 1).
Each macro-step (or some part of it) has been parallelized using the task farming
parallelism in the form of either the ParallelMap[] or the ParallelMapThread[] func-
tion. Several steps (Steps 2 and 6–8) also have large sequential parts and therefore would
greatly benefit from the development of special parallel algorithms. These macro-steps
include: finding the particular solutions (Step 6); solving the modulation equations for
phases and amplitudes (Step 7), and solving the perturbation equations to zeroth order
of  (Step 2). Parallelization of Step 2 would actually imply development of a parallel
solver for a set of linear ODEs with constant coefficients. This is a large problem by itself,
and was not addressed in this work. Instead, a slightly modified variant of the Mathe-
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matica function DSolve[] was used which sought for uncoupled subsets of equations.
The standard function DSolve[] was then mapped onto those subsets. Similarly, Steps 6
and 7 have been parallelized for the particular cases wherein the system of equations can
easily be de-coupled. In more general cases, the de-coupling procedure will be required.
Parallelization of the final step, construction of the final answer, is again performed
by the task farming model. The stability analysis is also included in this step. The
whole procedure of stability analysis is not simple to automate in general. For large-
scale problems it should probably be done by symbolic-numerical methods requiring user
input. At the same time, once the user develops a code for doing stability analysis for a
particular case of resonance (or type of equations), it can then be performed on multiple
processors for the other cases of the given problem.
5. Performance and Scalability
To measure the performance and scalability of the parallelized MS solution procedure,
the simulations of the MSMethod package were run on a four CPU Origin 2000 (in
the Department of Mechanical Engineering at the University of Glasgow) and then on
an eight CPU Origin 2000 (at SGI Consulting, Reading, U.K.).
Four test cases were prepared. The test cases were multi-modal nonlinear vibration
problems with different numbers of degrees-of-freedom (DOF): 4, 8, 16 and 32 DOF. The
test cases were constructed so that the form of the basic block of four equations (5.9)
remained the same though with respect to different variables. The basic block of four
equations, was taken from Cartmell and Roberts (1987):
x¨1 − x¨4(d1x1 + d3x3) + ω2b1x1 − d2x˙24x1 + 2ζbωb1x˙1 = 0
x¨2 − x¨4(d4x2 + d6x3) + ω2b2x2 − d5x˙24x2 + 2ζbωb2x˙2 = 0
x¨3 − x¨4(d7x1 + d8x4) + ω2px3 + 2ζtωpx˙3 = 0
x¨4 − f cos(Ωt)− d9(x1x¨1 + x˙21)− d10(x2x¨2 + x˙22)
−d11x˙24 − d12(x1x¨3 + 2x˙1x˙3 + x¨1x3)
−d13(x2x¨3 + 2x˙2x˙3 + x¨2x3) + ω2Bx4 + 2ζbωBx˙4 = 0. (5.9)
Denote the basic block by F (y1) = 0 wherein vector y1 = {x1, x2, x3, x4}. For an eight
DOF test case an additional basic block is added: [F (y1) = 0, F (y2) = 0], wherein y1
is the same as above, and y2 = {x5, x6, x7, x8}. For a 16 DOF test case two more basic
blocks are added to the eight DOF set (with respect to new variables x9, . . . , x16):[F (yj) =
0, j = 1, . . . , 4], yj = {x4(j−1)+1, x4(j−1)+2, x4(j−1)+3, x4(j−1)+4} and the 32 DOF system
becomes [F (yj) = 0, j = 1, . . . , 8]. In other words, there is no coupling between different
blocks in the larger systems, thus allowing a more accurate investigation into the package
performance and scalability.
The jobs of different sizes (i.e. problems of different numbers of degrees of freedom)
were run on a single CPU and then on 2, 4, 6 and 8 CPUs on a dedicated server,
thereby utilizing the full range of CPUs available. The use of system profiling tools, such
as gr osview, was the key to identifying whether the application was operating in an
efficient parallel manner.
The total run times (in seconds) for all four test cases are presented in Table 1, as
functions of the number of CPUs used. Timings are defined as a wall clock rather than
as CPU usage time.
A very important parameter of parallelization is the scalability, i.e. the speed-up on
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Table 1. Total run times. The total run times (in seconds) for jobs of different sizes (4, 8, 16 and 32
degrees-of-freedom, DOF) computed on 1, 2, 4, 6, and 8 CPUs. Jobs are constructed from the basic
block of four equations given by (9). Timings are given as a wall clock rather than as CPU usage time.
CPUs 4 DOF 8 DOF 16 DOF 32 DOF
1 185 386 795 1676
2 139 253 473 942
4 102 160 296 580
6 94 143 259 519
8 50 111 200 379
Table 2. Scalability. The speed-up ratio for the total run time on the multiple CPUs (2, 4, 6 and 8) to
the total run time on a single CPU for jobs of different sizes (4, 8, 16 and 32 degrees-of-freedom, DOF).
The last column is the ideal linear speed-up.
CPUs 4 DOF 8 DOF 16 DOF 32 DOF Ideal
1 1.0 1.0 1.0 1.0 1.0
2 1.33 1.52 1.68 1.77 2.0
4 1.81 2.41 2.68 2.88 4.0
6 1.96 2.75 3.06 3.22 6.0
8 3.7 3.47 3.97 4.42 8.0
a parallel computer compared to the serial run. Scalability results are shown in Table 2
together with the ideal linear speed-up (the last column). The overall scaling of the
program is quite good and it is maintained up to eight CPUs. The effect of parallelization
is more significant for the largest test case (the set of 32 equations) where the total run
time significantly decreases with the number of CPUs. As can be seen the program is
more than four times faster on eight CPUs than it is on one CPU for the 32 DOF case.
Performance improvement to be gained by parallelization is limited here mainly by the
fraction of serial code as well as by the communication timings when processors send
their results to the controller.
The time spent on the final two steps was consistently larger than the total time spent
on any of the other steps (see Table 4 for the 32 DOF case). The last two steps perform
the following operations: construction of an autonomous system of modulation equations
from the set of solvability conditions and construction of the final answers afterwards.
These steps are obviously the most complex because they involve many substitutions,
a large amount of checking and analysis. Furthermore, the operations of simplifications
are performed very slowly in Mathematica version 3, even on a even on a relatively fast
computer with high-speed internal communications such as the SGI Origin-2000.
The steps which are well parallelized scale well. For example, the longest running 8th
step runs almost totally in the parallel mode using ParallelMap[], and scales really
well, in particular for large job sizes (see Table 3). The next longest running Step 7, has
a serial part and a parallel part, and exhibits a four-fold speed-up when performed on
eight CPUs (see column Step 7 for the 32 DOF case in Table 4) compared with an almost
eight-fold speed-up for Step 8. A further investigation is required into ways of optimising
the solving the modulation equations, for which a parallel algorithm is to be sought.
The other steps of the MS solution procedure are, at this stage, far less important, as
even if they are running inefficiently any optimization to them would have a very limited
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Table 3. Scalability of the longest step. The speed-up ratio for the time taken for the 8th step on the
the multiple CPUs (2, 4, 6 and 8) to the total run time on a single CPU for jobs of different size (4, 8,
16 and 32 degrees-of-freedom, DOF). The last column is the ideal linear speed-up.
CPUs 4 DOF 8 DOF 16 DOF 32 DOF Ideal
1 1.0 1.0 1.0 1.0 1.0
2 1.74 1.85 1.92 1.95 2.0
4 3.03 3.33 3.42 3.52 4.0
6 4.79 4.21 4.36 4.44 6.0
8 6.388 6.1 6.16 6.32 8.0
Table 4. Run times for 32 DOF case. The run times for each step in the MS solution procedure for the
32-degrees-of-freedom (DOF) case on 1, 2, 4, 6 and 8 CPUs. Timings (in seconds) are determined as a
wall clock.
CPUs Step 1 Step 2 Step 3 Step 4 Step 5 Step 6 Step 7 Step 8 Total
1 8 2 19 11 96 71 441 1018 1676
2 16 5 17 22 55 53 235 521 942
3 9 5 9 14 33 34 165 289 580
6 5 6 7 12 26 31 173 229 519
8 5 6 5 11 21 33 101 161 379
effect on the overall time. The Steps 1, 2 and 4 are not computationally intensive and
do not gain any improvement when parallelized (see Table 4). Moreover, even for the 32
DOF case times spent on these steps using two processors are twice as long as those of
the serial run. This is definitely due to communications overheads which here take longer
than the computations themselves. This is despite the fact that the hardware itself is
capable of outstanding internal communications performance. Parallelization of Step 3
shows a three-fold improvement for the 32 DOF case, but the overall timing of this is
still not important. This is partly because the first steps in the MS solution procedure
are fairly straightforward, and the equations to zeroth order of  are relatively simple
so that their general solutions are readily generated. In a more general case, however,
solving the equations to zeroth order of  could be a major task and would greatly benefit
from being parallelized. Further attempts to improve the program performance should
be concentrated on the computationally intensive long-running steps.
6. Summary
This paper presents results for the parallelization of the perturbation method of MS.
This method has been implemented in the Mathematica system and is based on the
Mathematica Parallel Toolkit (Maeder, 1998). The application of this method to nonlinear
vibration problems of different degrees-of-freedom was implemented on a single CPU and
then tested using up to eight CPUs on a SGI Origin 2000.
The package performs well and makes good use of the available processing power on
an Origin 2000 while the overall scaling of the application is maintained up to the eight
CPUs tested (Tables 2 and 3). However, there is certainly scope for further improvement.
First of all, an investigation into the parallelization of the serial parts of the code could
be considered, keeping in mind the issues of what effect this will have on the overall
performance and what would be the timing for exporting large chunks of data. The last
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step in the MS analysis, which is the formulation of the final answer, scales well but it
also takes the largest portion of the run time. For the 32 equation problem it takes about
60% of the total run time on one CPU. Therefore, further work on this section is required
to optimize its general performance, as well as its scalability.
Parallelization would be of great benefit in finding the general solution of a linear
differential equation with constant coefficients. This is certainly a complicated problem
by itself and would require a large amount of research. For very large problems one should
perform symbolic-numerical calculations to find the eigenvalues, the general solutions of
the zeroth-order perturbation equations and the natural frequencies of the system. The
MS analysis can then be continued in the usual way. Needless to say, parallelization of
such an important mathematical procedure is also relevant in many other applications.
To speed up large Mathematica computations, parallel versions of the standard func-
tions Solve[] and DSolve[] are required. On the other hand, parallelization of other
standard functions like Simplify[] or Expand[] can already be done using the tem-
plates provided by the Parallel Computing Toolkit:
ParallelSimplify[expr ] := Plus@@(ParallelMap[Simplify,List@@expr]).
Parallel simplification and evaluation might be quite useful for large expressions which
are sometimes unmanageable and take an enormously long time and huge amount of
memory to complete on a single CPU (quite often leading to a crash of the Mathematica
session).
The present work has been performed on a multi-processor Origin 2000. Paralleliza-
tion of the perturbation analysis using the same algorithms and packages can also be
achieved on distributed networks of computers. In fact, the MathLink protocol and the
Parallel Toolkit, which is based on it, were designed for networks of computers rather
than for multi-processor computers. One should keep in mind, however, that the timings
for exchanging data on a distributed network will be much longer than those for a shared
memory parallel computer, such as the Origin 2000.
This research has shown that it is possible to parallelize effectively the perturbation
MS method. The ideas and algorithms developed here could be used for the computer
implementation and parallelization of other perturbation techniques. Here we have been
using the Mathematica Parallel Toolkit for all the communications within the program.
Alternatively, one can write a program in, say, the C programming language, which
will then launch equally independent Mathematica kernels on different processors using
the Mathlink protocol. The C program will then play the role of controller, dispatching
instructions to the kernels and collecting the results. On the other hand, parallelization
of perturbation analysis according to the scheme outlined in this paper (Figure 1) could
be performed using the MuPAD macroparallelism (Sorgatz and Wehmeier, 1999) which
also provides fully automatic job scheduling primitives.
A package which includes a number of perturbation methods could be used to study
full-scale, real-world vibration and dynamics problems, and problems in applied math-
ematics, physics, biology and economics. It could also be used together with certain
numerical methods, e.g. finite element analysis, or in the finding of boundary conditions
for hydrodynamical problems (Pierce, 1992). In particular, it could be advantageous to
use such a package for prediction special phenomena, such as combination resonances.
Extension of the existing package to deal with different types of equations is intended to
build up to the creation of a problem solving environment for doing perturbation analysis
on a computer (PSEPA).
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