Abstract. We construct a family of non-hyperelliptic curves whose Jacobians decomposes into a product of superelliptic Jacobians. This generalizes a construction in [20] . Moreover, we investigate the decomposition of Jacobians of superelliptic curves based on their automorphisms. For a curve given by the equation y n = f (x m ), we provide a necessary and sufficient condition in terms of m and n for the the Jacobian of the curve to decompose.
Introduction
Let X be a genus g ≥ 2 smooth, irreducible projective curve, defined over an algebraically closed field k and π i : X → X i , 1 ≤ i ≤ s be coverings to genus g i curves X i , respectively. Denote by Jac(X ) and Jac(X i ) the Jacobians of these curves respectively. A classical question is to determine when the Jacobian Jac(X ) is isogenous to a product of Jac(X i ). The problem has been studied in the XIX century by Legendre, Jacobi, Hermite, Klein, Kovalevskaya, Hecke, et al. In this context, these curves were of interest due to the fact that split Jacobians give relations between abelian and elliptic integrals. Most of these efforts were focused on the case when the coverings π i : X → X i are Galois coverings.
The case when genus g(X i ) = 1 for some i and π i : X → X i not necessarily Galois is especially interesting due to its implications in number theory and relations to Lang's conjecture; see [7, 8] and [10] . When g = 2 such coverings have different ramification structures when deg π i is odd or even; see [4] for a summary of results in genus two. In both cases the moduli space of such covers with fixed ramification structure can be embedded as a subvariety of M 2 .
The Jacobian Jac(X ) is said to (completely) split if it is isogenous to the product of elliptic curves. Ekedahl and Serre [6] posed the following questions: i) Is it true that for every integer g > 1 there exists a curve of genus g with split Jacobian? ii) Is there a bound on the genus of a curve with split Jacobian? Towards answering these questions they used modular curves, and coverings of curves of genus 2 and 3. The maximal genus of their examples was 1297. Many other authors have considered these questions as well, and in recent work, Shaska [15, 16] and Yamauchi [20] , have produced somewhat unusual families of curves with decomposable Jacobians.
In this paper we will focus on the cases when the coverings π i : X → X i are cyclic Galois coverings. Hence, these coverings induce automorphisms on X . By focusing on such curves we have a more organized way to study the decompositions of such Jacobians starting from the automorphism group Aut(X ) of X . While we can determine the full list of groups that occur as full automorphism groups of genus g ≥ 2, the corresponding equations of curves for each group are not known; see [3] . There is, however, a nice family of curves when such decomposition can be fully explored and the factors of such Jacobians can be fully determined. This is the class of superelliptic curves, namely the curves which can be written as affine varieties with equation y n = f (x) for some n ≥ 2 and discriminant ∆(f, x) = 0. For such curves we know precisely the structure of the automorphism group G, the signature, the equations of the curves, and their invariants; see [5] . Hence, it is possible to determine explicitly the components of such Jacobians and in some cases the moduli space of such curves in the moduli space M g . A complete description of curves for which such decompositions is based on their automorphisms is intended in [3] .
The second goal of the paper is to extend the family of curves introduced by Yamauchi in [20] . The family of curves introduced in [20] are non-hyperelliptic curves with arbitrary large genus such that the Jacobian has hyperelliptic components. We attempt to extend this family to curves whose Jacobians have superelliptic components. Our proof is based on the automorphisms of curves. We show that such decomposition based on the automorphisms of the curve induces some arithmetic condition among the orders of such automorphisms. This condition implies that the family F m,n constructed in [20] agrees with our family of curves only for the values F m,1 and F m,2 .
This paper is organized as follows. In section 2 we briefly define the Jacobian of a curve and give two classical results of Accola; see [1, 2] . In these results it is described how one can start from a partition of a group of automorphisms of the curve X and get a decomposition of the Jac(X ). Further in this section we describe results of Kani and Rosen were the previous results were generalized; see [9] . We use such results in our decomposition of Jacobians of the superelliptic curves for the family of curves described in section 4.
In section 3 we study the decomposition of Jacobians of superelliptic curves. A superelliptic curve X is a curve with equation y n = f (x) defined over a field k, where (char k, n) = 1 and k is algebraically closed. Such curves have the superelliptic automorphism τ : (x, y) → (x, ζ n y), where ζ n is an n-th primitive root of unity and τ is central in G := Aut(X ). Let σ be another automorphism of X such that its projectionσ ∈ G := G/ τ has order m. Then σ and στ fix two subfields of the function field k(X ) and therefore there are two quotient curves X 1 := X / σ and X 2 := X / στ . We determine equations of X 1 and X 2 and a necessary and sufficient condition in terms of m and n such that Jac(X ) is isogenous to Jac(X 1 ) × Jac(X 2 ).
In section 4 we generalize a construction of Yamauchi of a family F m,n of nonhyperelliptic curves with decomposable Jacobians, where all components are hyperelliptic Jacobians. Instead we construct a family X r,s of curves whose Jacobians are superelliptic Jacobians. We prove that the automorphism group of these component curves are cyclic or dihedral groups. Moreover, we find a necessary and sufficient condition in terms of r and s for this decomposition to occur. Our decomposition is based solely on the decomposition induced by the automorphisms of the curves.
Notation: Throughout this paper by g we denote an integer ≥ 2 and k denotes an algebraically closed field. Unless otherwise noted, by a curve we always mean the isomorphism class of an algebraic curve defined over k. The automorphism group of a curve always means the full automorphism group of the curve over k. We denote the cyclic group of order n by C n and the dihedral group of order 2n by D 2n . V 4 denotes the Klein 4-group and ζ n denotes an n-th primitive root of unity.
Preliminaries
Let X be a genus g ≥ 2 algebraic curve defined over C. We choose a symplectic homology basis for X , say {A 1 , . . . , A g , B 1 , . . . , B g }, such that the intersection products A i ·A j = B i ·B j = 0 and A i ·B j = δ ij , where δ ij is the Kronecker delta. We choose a basis {w i } for the space of holomorphic 1-forms such that Ai w j = δ ij .
The matrix Ω = Bi w j is the Riemann matrix of X and the matrix [I |Ω] is called the period matrix. The columns of the matrix [I |Ω] form a lattice L in C g . The complex torus C g /L is called the Jacobian of X is denoted by Jac(X ). Let H g be the Siegel upper-half space. Then Ω ∈ H g and there is an injection
where Sp 2g (Z) is the symplectic group. A non-constant morphism f : A → B between two Abelian varieties which is surjective and of finite kernel is called an isogeny. An Abelian variety is called decomposable if it is isogenous to a product of Abelian varieties, it is simple if it has no non-trivial Abelian subvarieties. An Abelian variety is called completely decomposable or completely split if it is isogenous to a product of elliptic curves.
A map of algebraic curves f : X → Y is called a maximal covering if it does not factor over a nontrivial isogeny. A map f : X → Y induces maps between their Jacobians f * : Jac(Y) → Jac(X ) and f * : Jac(X ) → Jac(Y). When f is maximal then f * is injective and ker(f * ) is connected, see [14, p. 158] for details. Hence, Jac(X ) ∼ = Jac(Y) × A, where A is some Abelian variety. Thus, coverings f : X → Y give factors of the Jacobian Jac(X ). Such methods have been explored for genus 2 curves by Shaska et al. in [11, 17, 18] . They are the only examples that we know when explicit computations have been performed and the corresponding locus has been computed for non-Galois coverings.
If the covering f : X → Y is a Galois covering then its monodromy group is isomorphic to a subgroup H of the automorphism group G = Aut(X ). Hence a common procedure to produce decompositions of Jacobians is to explore the automorphism group of the curve.
Fix an integer g ≥ 2 and a finite group G. Let C 1 , . . . , C r be conjugacy classes = {1} of G. Let C = (C 1 , . . . , C r ), be an unordered tuple, repetitions are allowed. We allow r to be zero, in which case C is empty.
Consider pairs (X , µ), where X is a curve and µ : G → Aut(X ) is an injective homomorphism. Mostly we will suppress µ and just say X is a curve with G-action, or a G-curve, for short. Two G-curves X and X ′ are called equivalent if there is a G-equivariant isomorphism X → X ′ . We say a G-curve X is of ramification type (g, G, C) if g is the genus of X and the points of the quotient X /G that are ramified in the cover X → X /G can be labelled as p 1 , . . . , p r such that C i is the conjugacy class in G of distinguished inertia group generators over p i (for i = 1, . . . , r).
Let X be a G-curve and H < G. Then there is a covering X → X /H. Let the genus of X /H be denoted by g H . How is g H determined in terms of g and G?
Consider the following problem: let H 1 , . . . , H r be subgroups of G and g 1 , . . . , g r the genera of the X /H 1 , . . . , X /H r respectively. Is there any arithmetic relation between g, g 1 , . . . , g r ? Accola proved the following results which provide a method for decomposing Jacobians, see [1] .
Moreover, we have the following relation among the genera; see [2] .
Then,
See [2] for details.
2.1.
Decomposing the Jacobian by group partitions. Let X be a genus g algebraic curve with automorphism group G := Aut(X ). Let H ≤ G such that
The group H satisfying these conditions is called a group with partition. Elementary Abelian p-groups, the projective linear groups P SL 2 (q), Frobenius groups, dihedral groups are all groups with partition. Let H 1 , . . . , H t ≤ G be subgroups with H i · H j = H j · H i for all i, j ≤ t, and let g ij denote the genus of the quotient curve X /(H i · H j ). Then, for n 1 , . . . , n t ∈ Z the conditions n i n j g ij = 0, t j=1 n j g ij = 0, imply the isogeny relation
In particular, if g ij = 0 for 2 ≤ i < j ≤ t and if g = g X /H2 + · · · + g X /Ht , then
The proof of the above statements can be found in [9] .
Jacobians of superelliptic curves
A curve X is called superelliptic if there exist an element τ ∈ G := Aut(X ) such that τ is central and g (X / τ ) = 0. Let X g have affine equation given by some polynomial in terms of x and y and denote by K = k(x, y) the function field of X g . Let H = τ be a cyclic subgroup of G such that |H| = n and H ⊳ G, where n ≥ 2. Moreover, we assume that the quotient curve X g /H has genus zero. The reduced automorphism group of X g with respect to H is called the group
Assume k(x) is the genus zero subfield of K fixed by H. Hence, [K : k(x)] = n. Then, the groupḠ is a subgroup of the group of automorphisms of a genus zero field. Hence,Ḡ < P GL 2 (k) andḠ is finite. It is a classical result that every finite subgroup of P GL 2 (k) is isomorphic to one of the following:
The groupḠ acts on k(x) via the natural way. The fixed field of this action is a genus 0 field, say k(z). Thus, z is a degree |Ḡ| rational function in x, say z = φ(x).
It is obvious that G is a degree n central extension ofḠ andḠ is a finite subgroup of P GL 2 (k). Hence, if we know all the possible groups that occur asḠ then we can determine G and the equation for K; see [12] . In the next Lemma we establish some basic properties of superelliptic curves, the proof of the part i) can be found in [19] and part ii) in [5] .
Lemma 3.1. Let X g be a superelliptic curve with affine equation y n = f (x) where ∆(f, x) = 0 and deg f = d > n. Then the following hold: i) X g has genus
If d and n are relatively prime then g =
Let X g be a superelliptic curve and σ ∈ Aut(X g ) such that its projectionσ ∈ Aut(X g ) has order m ≥ 2. We can choose a coordinate in P 1 such thatσ(X) = X m . Since σ permutes the Weierstrass points of X and it has two fixed points then the equation of the curve will be
We assume thatσ lifts to G to an element of order m. Then, σ(X, Y ) → (ζ m X, Y ). Denote by τ : (X, Y ) → (X, ζ n Y ) its superelliptic automorphism. Since τ is central in G then τ σ = στ . We will denote by X 1 and X 2 the quotient curves X / σ and X / τ σ respectively. The next theorem determines the equations of X 1 and X 2 . We denote by K the function field of X g and by F and L the function fields of X 1 and X 2 respectively. Theorem 3.1. Let K be a genus g ≥ 2 level n superelliptic field and F a degree m subfield fixed by σ :
where U = X m , and V = Y and
iii) There is another subfield L = k(u, v) where
and
for m = λn and i = λ(n − 1).
Proof. The proof of i) follows from the above remarks. To show that the subfield F is generated by X m and Y it is enough to show that it is fixed by σ. This is obvious.
In iii) we have to show that u = X m and v = X i Y are fixed by στ : Figure 1 . The lattice of a genus g superelliptic field with an extra automorphism
In the rest of this section we want to find necessary and sufficient conditions on n and m such that the Jacobian Jac(X g ) is isogenous to the product Jac(X 1 )×Jac(X 2 ). First we focus on hyperelliptic curves.
3.1. Hyperelliptic curves. Theorem 3.2. Let X g be a hyperelliptic curve and its reduced automorphism group Aut(X g ) ∼ = C m = σ . Then X g is isomorphic to a curve with equation
There exists subcovers π i : X g → X i , for i = 1, 2 such that
The Jacobian of X is isogenous to the product
if and only if the full automorphism group Aut(X ) is isomorphic to the Klein 4-group V 4 .
Proof. Assume X g is a hyperelliptic curve and σ ∈Ḡ ∼ = C m . The equation of the hyperelliptic curve X g is
Denote with τ the hyperelliptic involution. We have an extra involution σ ∈Ḡ ∼ = C m and since extra involutions come in pairs we have στ ∈Ḡ. The two fixed spaces of σ and στ have equations respectively
where X = x m . The genera g 1 , g 2 are respectively [
. Assume δ is even, say δ = 2k, then we have g = g 1 + g 2 = δ − 1. When δ is odd, say δ = 2k + 1 we have g = g 1 + g 2 = δ − 1 and from [5, Table 3 ], δ is as follows Conversely, assume G ∼ = V 4 . The equation of the hyperelliptic curve is
There are two extra involutions σ and στ in G such that |σ| = |στ | = 2. They fix the following curves:
where X = x 2 . If we evaluate the genera we have respectively g 1 =
2 . Thus g = g 1 + g 2 . Therefore, Jacobian is isogenous to Jac(X ) ∼ = Jac(X 1 ) × Jac(X 2 ). This completes the proof.
3.2. Non-hyperelliptic curves. Next, we generalize the previous theorem. 
Then, Jac(X ) ∼ = Jac(X 1 ) × Jac(X 2 ) if and only if
Proof. Let X g be a superelliptic curve with and extra automorphism of order m ≥ 2 and equation y n = f (x m ). There is the superelliptic automorphism
We denote by σ the lifting ofσ in Aut(X ). Then, στ = τ σ. Let H 1 := σ and H 2 := στ be subgroups in G. Then, |H 1 | = n and |H 2 | = lcm(n, m). Thus, we have H := H 1 × H 2 ֒→ G. It is easy to check that g (X g /(H 1 H 2 )) = 0.
Moreover, σ and στ fix the curves
Let g 1 and g 2 denoted their genera respectively. From Lemma 3.1 we have that
Then we have
The genus of X is
Then, g = g 1 + g 2 implies that
Thus, from Eq. (2.2) we have that
which completes the proof.
Corollary 3.2. Let X g be a level n superelliptic curve as in Theorem 3.3. Furthermore, suppose n is prime. Then m = 2 or m = 3.
In particular, one of the following situations is true:
• n is any prime, m = 2, and δ ≡ 0 (mod n);
• n = 2, m = 2, and δ is odd;
• n = 3, m = 3, δ = 1;
• n is any odd prime, m = 2, δ ≡ 0, −1 (mod n).
Proof. If n is prime, then the gcd's on the right hand side of the Eq. (3.5) are each either 1 or n. We consider cases below. Note that at least one of gcd(n, δ) and gcd(n, δ + 1) equals 1 because n is prime. If gcd(n, δ) = n, then gcd(n, mδ) = n, so 1 + gcd(n, mδ) − gcd(n, δ) − gcd(n, δ + 1) = 1 + n − n − 1 = 0.
Thus, δ(m − 2) = 0. But δ = 0, so m = 2. And since gcd(n, δ) = n, then δ ≡ 0 (mod n).
If gcd(n, δ + 1) = n, then gcd(n, δ) = 1, so gcd(n, mδ) = gcd(n, m). Thus,
Since we have m ≥ 2, we know δ(n − 1)(m − 2) ≥ 0, so gcd(n, m) − n ≥ 0, so gcd(n, m) ≥ n, so gcd(n, m) = n. Thus, 1 + gcd(n, mδ) − gcd(n, δ) − gcd(n, δ + 1) = 0, so δ(n − 1)(m − 2) = 0, so we again conclude m = 2. Since gcd(n, m) = n with n prime and m = 2, we get n = 2. And since gcd(n, δ + 1) = n, δ is odd. If gcd(n, δ) = gcd(n, δ + 1) = 1, then we consider gcd(n, m). If gcd(n, m) = 1, then again 1 + gcd(n, mδ) − gcd(n, δ) − gcd(n, δ + 1) = 0, so m = 2 and δ ≡ 0, −1 (mod n). If gcd(n, m) = n, then 1 + gcd(n, mδ) − gcd(n, δ) − gcd(n, δ + 1) = n − 1, so δ(m − 2) = 1, so δ = 1 and m = 3. Since δ = 1 and gcd(n, δ + 1) = 1 = 2, this implies that 2 ∤ n, so n is an odd prime.
Example 3.3. For triagonal curves, n = 3. Then either i) m = 3 and δ = 1; or ii) m = 2 and δ ≡ 0, 1 (mod 3).
Jacobians with superelliptic components
In this section we study a family of non-hyperelliptic curves introduced in [20] , whose Jacobians decompose into factors which are hyperelliptic Jacobians. We will extend this family of curves and investigate if we can obtain in this way curves of arbitrary large genus having decomposable Jacobians.
In [20] were introduced a family of curves in P s+2 given by the equations (4.1)
. . .
where c i ∈ k, i = 0, 1, 2, and c i,j ∈ k for i = 1, · · · , r, j = 1, · · · , s. The variety X r,s is an algebraic curve since the function field of X r,s is a finite extension of k(z). X r,s is a complete intersection. For a proof of the following facts see [20] .
Remark 4.1. Let X r,s be as above. Assume that X r,s is smooth and c 0 = 0. Then the following hold:
i) The genus of X r,s is g(X r,s ) = (r − 1)(rs · 2 s−1 − 2 s + 1).
ii) If r ≥ 3 and s ≥ 1, then X r,s is non-hyperelliptic.
Fix r ≥ 2. Let λ be an integer such that 1 ≤ λ ≤ s. Define the superelliptic curve C r,λ,m as follows
for some m ≥ 2. The right side of the above equation has degree d = rmλ. Using Lemma 3.1 we have that
Hence,
Theorem 4.1. Let C r,λ,m be a generic curve as above. Then the following hold
Proof. i) The equation of C r,λ,m is y r = g(x m ). Then the curve has the following two automorphisms
Since τ commutes with all automorphisms then τ ⊳ Aut(C r,λ,m ) and C r,λ,m / τ is a genus 0 curve. Then σ ֒→ Aut (C r,λ,m ) . If C r,λ,m is a generic curve then σ ∼ = Aut (C r,λ,m ) .
ii) When r = 2 then the equation of C 2,λ,m is given by
From [5] such curves have reduced automorphism group isomorphic to D 2m . This completes the proof.
The following theorem determines the full automorphism group of such curves.
Theorem 4.2. Let C r,λ,m be a generic curve as above and G:=Aut (C r,λ,m ). Then the following hold
If n is even and m is odd then G ∼ = D 2m × C n or G is isomorphic to the group with presentation
(3) If n is even and m is even then G is isomorphic to one of the following groups D 2m × C n , D 2mn , or one of the following
Proof. The full automorphism group G of such curves is a degree n central extension of C m or D 2m . Such extensions were determined in [13, Thm. 3.2] and [13, Thm. 3.3] .
4.1. Decomposition of Jacobians. In [20] it is proved that the Jacobians of C 2,λ,2 , defined over any algebraic number field k, curves are isogenous to a product of superelliptic Jacobians. A similar theorem was suggested for curves C r,λ,2 and was remarked that the proof was similar to the case C 2,λ,2 curves. The proof is of arithmetic in nature and is based on Küneth's formula, the Frobenius map on Gal(k/k), Chebotarev's theorem, and Faltings theorem.
We will generalize such theorems for curves C r,λ,m over an algebraically closed field k of characteristic relatively prime to r. Our proof is based solely on automorphisms of curves and it is much simpler than in [20] .
Let X r,s be a generic algebraic curve defined over an algebraically closed field k and C r,λ,m as above. Then we have the following. Next we determine integer combinations of r, m, and s that satisfy Eq. (4.3). First we need the following lemma. Lemma 4.3. For integers a, n with n > 1, suppose a n ≡ 1 (mod n). Let p be the smallest prime divisor of n. Then a ≡ 1 (mod p).
Proof. Suppose a n ≡ 1 (mod n) for integers a, n with n > 1. Let p be the smallest prime divisor of n. Since a n ≡ 1 (mod n), then a n ≡ 1 (mod p). Let d be the order of a modulo p. Since a p−1 ≡ 1 (mod p), d divides p − 1, so d < p. And since a n ≡ 1 (mod p), d divides n. However, since p is the smallest prime divisor of n, the only divisor of n which is less than p is 1. Hence, d = 1, so the order of a modulo p is 1, so a ≡ 1 (mod p), as desired. ii) If s ≡ 2 (mod 4), then s = 2t for some odd integer t which satisfies 4 t ≡ 1 (mod t). Furthermore, t is a multiple of 3.
iii) If s ≡ 0 (mod 4), then s = 4u for some odd integer u which satisfies 16 u ≡ 1 (mod u). Furthermore, u is a multiple of 3 or 5.
Proof. We first determine possible values of s for which r, which is given by the equation
, can be an integer. We proceed in cases, considering the highest power of 2 that divides s. In particular, the powers that we consider are 0, 1, 2, and then at least 3.
First, suppose s is an odd integer. Since s divides the denominator, it follows that s divides 4(1 + s − 2 s ). Since gcd(s, 4) = 1, we conclude that 2 s ≡ 1 (mod s). If s = 1, then this congruence is satisfied. Now, suppose s > 1 and let p be the smallest prime divisor of s. By the Lemma above, one has 2 ≡ 1 (mod p), so p divides 1, which is impossible. Thus, if s is odd, then s = 1.
Also, note that in this case if s = 1, then one finds that m = 2 and r = 2. Next, suppose s = 2t for some odd integer t. Substituting in, we get
As above, since t divides the denominator, t divides 2(1+2t−4 t ). Since gcd(t, 2) = 1, we conclude that 4 t ≡ 1 (mod t). If t = 1, then this congruence is satisfied. Now, suppose t > 1 and let p be the smallest prime divisor of t. By the Lemma above, one has 4 ≡ 1 (mod p), which implies p divides 3, so p = 3. Thus, s = 2t for some integer t which is either 1 or is a multiple of 3 and which satisfies 4 t ≡ 1 (mod t). Next, suppose s = 4u for some odd integer u. Substituting in, we get
As above, since u divides the denominator, u divides (1 + 4u − 16 u ). Thus, 16 u ≡ 1 (mod u). If u = 1, then this congruence is satisfied. Now, suppose u > 1 and let p be the smallest prime divisor of u. By the Lemma above, one has 16 ≡ 1 (mod p), which implies p divides 15, so p = 3 or p = 5. Thus, s = 4u for some integer u which is either 1 or is a multiple of either 3 or 5 and which satisfies 16 u ≡ 1 (mod u). Thus, since 2 divides the denominator, 2 divides (1 + 8v − 2 8v ), so 2 8v ≡ 1 (mod 2), which occurs only if v = 0. Thus, s = 0.
To show mrs = 4k for some odd integer k, we have two cases to consider. If s is odd, then s = 1, so m = r = 2 and thus mrs = 4. If s is even, then we clear denominators of Eq. 4.3 and consider the equation modulo 8 to get rms(s + 1) − rs2 s+1 ≡ 4 · (1 + s − 2 s ) (mod 8).
Since s is even and thus at least 2, this simplifies to rms ≡ 4 (mod 8), so mrs = 4k for some odd integer k. We now check each of these to find corresponding integer values of m and r.
Corollary 4.6. Suppose r, m, s ∈ N satisfy Eq. 4.3, and suppose 1 ≤ s < 500 with s = 300, 420, 468. Then s ∈ {1, 2, 6, 18, 42, 126, 162, 294, 378, 486}. We display the combinations of integers s, m, and r in the table below. Note that m and r grow quickly relative to s, hence the scientific notation for the cases where s > 100. Note that there are multiple combinations of integers r and m when s = 294 or 486. Also note that we were unable to get results for s = 300, 420, or 468. This is because of the time required to factor (1 + s − 2 s ) in those cases. Interestingly, we do not have any cases where s = 4u for some odd integer u.
