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, 2 . Cohen[2]
2 ,
. , 2
, . Varian [8] ,
,
, LINEX (Zellner [9]). ,
$g(\theta)$ $\delta$ ,
$L(\theta,$ $\delta)=b[\exp\{a(\delta-g(\theta))\}-a(\delta-g(\theta))-1]$ (1.1)
. , $a\neq 0,$ $b>0$ . LINEX
, , Rojo [4] 1 ,
.
, Tanaka and Tatsukawa [7] . ,
.
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, .
$X$ $f(x, \theta)(x\in \mathcal{X}\subset \mathbb{R}^{p})$ .
, $\theta$ , $\theta\in\Theta\subset \mathbb{R}^{p}$ . $X$ $g(\theta)$ $\delta(X)$ ,
$L(\theta, \delta)$ . , $R(\theta, \delta)$ $R(\theta, \delta):=E_{\theta}[L(\theta, \delta)]$ .
$R(\theta, \delta)$ $\delta$ .
$($ I) 2
(i) $R(\theta, \delta_{1})\leq R(\theta, \delta_{2})(\forall\theta\in\Theta)$
(ii) $R(\theta,\delta_{1})<R(\theta, \delta_{2})(\exists\theta_{0}\in e)$
, $\delta_{1}$ $\delta_{2}$ .
(II) $\delta$ , $\delta^{*}$ , $\delta$
.
(III) $\delta$ , $\delta$ .
1 Bayes .
$\delta$ $\pi$ Bayes . , $\delta’$ $\delta$
,
$\int_{e}R(\theta, \delta’)\pi(\theta)d\theta\leq\int_{\Theta}R(\theta, \delta)\pi(\theta)d\theta$
. $\delta$ Bayes . $\blacksquare$






1 $($Cohen[2] $)^{}$ $X$ $p$ $N_{p}(\theta, \Sigma)t_{\vee,\prime}^{\vee}$ . $\varphi’\theta$
$\gamma’X+k(\gamma\in \mathbb{R}^{p}, k\in \mathbb{R})$ 2
, .
( $i$ ) $( \gamma-\frac{\varphi}{2})’\Sigma(\gamma-\frac{\varphi}{2})\leq\frac{1}{4}\varphi’\Sigma\varphi$ $\gamma\neq\varphi$ .
(ii) $\gamma=\varphi$ $k=0$ .
2 (Rojo [4]) $X$ 1 $N(\theta, 1)l_{\overline{\vee}}$ . $\theta$ $\gamma X+k$
$(\gamma\in \mathbb{R}, k\in \mathbb{R})$ LINEX ,
.
($i$ ) $\gamma\in[0,1)$ .
(ii) $\gamma=1$ $k=- \frac{a}{2}$ .
, 2 LINEX .
3 $L(\theta, \delta)$ (1.1) LINEX .




LINEX (1.1) $a=0$ , 3
, $a=0$ 2 . , ,
Cohen [2] Rojo [4] , .
$X$ $p$ $N_{p}(\theta, \Sigma)$ . ,
$\theta(\in \mathbb{R}^{p})$ , $\Sigma$ . ,
$\varphi(\in \mathbb{R}^{p}\backslash \{0\})$ , $\theta$ $g(\theta)=\varphi’\theta$ LINEX (1,1)
,
$\delta(\gamma, k):=\gamma’X+k$
$\gamma(\in \mathbb{R}^{k})$ $k(\in \mathbb{R})$ .
, .
lCohen [2] Theorem2.2 , 2 .
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4 $($Karlin $[3])^{2}S(\theta)$ $\Theta=(\underline{\theta},\overline{\theta})$ ,
$K(\theta)$ , $u,$ $v\in\Theta$
$\int_{u}^{v}S(\theta)d\theta\leq$ ( $v$ ) $/k(v)+\sqrt{S(u)}\sqrt{K(u)}$
. , $d\in\Theta$
$\lim_{carrow\overline{\theta}}\int_{d}^{c}\frac{d\theta}{K(\theta)}=\lim_{carrow\underline{\theta}}\int_{c}^{d}\frac{d\theta}{K(\theta)}=\infty$
, $a$ $a.\theta\in\Theta$ $S(\theta)=0$ .
4 Tanaka[6] , .
5 $Y=(Y_{1}, \ldots, Y_{p})’$ $(\xi, 0)’$ , $I$ $p$
$N_{p}((\xi, 0)’, I)$ . , $\xi\in \mathbb{R}$ f
$R(\xi, \delta(Y))\leq R(\xi,$ $Y_{1}- \frac{a}{2})$
, $a$ $a.y\in \mathbb{R}^{p}$ $\delta(y)=y_{1}-a/2$ .
3
, 3.1 , $X$ $p$ $N_{p}(\theta, I)$ ,
$g(\theta)=\varphi’\theta$ $\delta(\gamma, k)$ LINEX (1.1) .
, , , (1.1) $b=1$
, $b=1$ .
3.1
, $\delta(\gamma, k)$ ,
$R( \theta,\delta(\gamma, k))=\exp[\frac{a^{2}}{2}\gamma’\gamma+a\{(\gamma-\varphi)’\theta+k\}]-a\{(\gamma-\varphi)’\theta+k\}-1$ (3.1)
.
3 $\gamma’\gamma>\gamma’\varphi$ $\delta(\gamma, k)$ .
2 ng eC ‘) V ‘C C$*$ Karlin [3] O!) de GC , Tanaka[5] .
164
(i) $\gamma’\gamma>\varphi’\varphi$ $\gamma$ . $\delta(\varphi, -a\varphi’\varphi/2)$ (3.1) ,
$R(\theta,$ $\delta(\varphi,$ $- \frac{a}{2}\varphi’\varphi))=\frac{a^{2}}{2}\varphi’\varphi$
. $x\in \mathbb{R}$ , $e^{x}>1+x$ ,
$R(\theta, \delta(\gamma, k))-R(\theta,$ $\delta(\varphi,$ $- \frac{a}{2}\varphi’\varphi))\geq\frac{a^{2}}{2}(\gamma’\gamma-\varphi’\varphi)>0$
.
(ii) $\gamma’\varphi<\gamma’\gamma\leq\varphi’\varphi$ $\gamma$ .
$c:= \frac{\varphi^{f}\varphi-\gamma’\varphi}{(\gamma-\varphi)’(\gamma-\varphi)},\tilde{\gamma}:=c(\gamma-\varphi)+\varphi,\tilde{k}:=ck-\frac{a}{2}(1-c)\tilde{\gamma}’\tilde{\gamma}$
,
$0<c<1$ , $\tilde{\gamma}’\tilde{\gamma}<\gamma’\gamma$ , $k- \tilde{k}=(1-c)(k+\frac{a}{2}\tilde{\gamma}^{f}\tilde{\gamma})$ (3.2)
($\gamma,$ $\varphi,\tilde{\gamma}$ 1 ). , $\delta(\tilde{\gamma},\tilde{k})=\tilde{\gamma}’X+\tilde{k}$
,
$R( \theta, \delta(\tilde{\gamma},\tilde{k}))=\exp[\frac{a^{2}}{2}\tilde{\gamma}’\tilde{\gamma}+a\{c(\gamma-\varphi)’\theta+\tilde{k}\}]-a\{c(\gamma-\varphi)’\theta+\tilde{k}\}-1$
. , $x,$ $y,$ $z\in \mathbb{R}$ ,
$e^{x}-e^{y}\geq e^{y}(x-y)$ , $(e^{z}-1)z\geq 0$
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, (3.2) ,






. , $\delta(\tilde{\gamma}$ , k $\delta(\gamma, k)$ , $\delta(\gamma, k)$
. $\blacksquare$
, $\delta(\gamma, k)$ .
4 $\gamma=0$ , $k\in \mathbb{R}$ $\delta(\gamma, k)$ .
$\delta(0, k)$ $\varphi’\theta=k$ $\theta$ $0$ . , $\delta(0, k)$
. $\blacksquare$
5 $\gamma’\varphi>\gamma’\gamma$ , $\delta(\gamma, k)$ .
2 , $K\gamma$ $K(\varphi-\gamma)$ $K$
. ,





. , $k\in \mathbb{R}$ ,
$k= \varphi’(\Lambda+I)^{-1}\mu-\frac{a}{2}\gamma’\varphi$
$\mu\in \mathbb{R}^{p}$ . $\Lambda,$ $\mu$ $\theta$ , $N_{p}(\mu, \Lambda)$




. , $\Lambda_{11,2}:=\Lambda(\Lambda+I)^{-1}$ (Anderson [1]). ,
$g(\theta)$ Bayes , $\delta_{B}(X)=-\log E(e^{-ag(\theta)}|X)/a$
(Zellner[9]), $N_{p}(\mu, \Lambda)$ $g(\theta)=\varphi’\theta$ Bayes ,
$\delta_{B}(X)=\varphi^{f}\Lambda_{11,2}X+\varphi^{f}(\Lambda+I)^{-1}\mu-\frac{a}{2}\gamma’\varphi$
. (3.3) $\gamma=\Lambda_{11,2}’\varphi$ , $\delta(\gamma, k)$ $p$
Bayes , 1 . $\blacksquare$
, $\gamma’(\gamma-\varphi)=0,$ $\gamma\neq 0,$ $\gamma-\varphi\neq 0$ $\delta(\gamma, k)$ .
6 $\gamma’(\gamma-\varphi)=0,$ $\gamma\neq 0,$ $\gamma-\varphi\neq 0$ , $\delta(\gamma, k)$ .
$\delta(\gamma, k)$ , $\delta(\gamma, k)$ $h(X)$
. , $\theta\in \mathbb{R}^{p}$
$R(\theta, h(X))\leq R(\theta, \delta(\gamma, k))$ (3.4)
. , $\gamma’(\gamma-\varphi)=0$ , 1 2 $\gamma’/(\gamma’\gamma)^{1/2}$
$(\gamma-\varphi)’/\{(\gamma-\varphi)’(\gamma-\varphi)\}^{1/2}$ $\Gamma$ . $Z:=\Gamma X$ ,






. , $\hat{h}(Z):=(h(\Gamma’Z)-k+a\gamma^{f}\gamma/2)/(\gamma’\gamma)^{1/2}$ . ,









$R(\omega_{1},\hat{h}(Z))\leq R(\omega_{1},$ $Z_{1}- \frac{a}{2}(\gamma’\gamma)^{1/2})$
. , 5 $a$ $a.z\in \mathbb{R}^{p}$ $\hat{h}(z)=z-a(\gamma’\gamma)^{1/2}/2$
, $a$ $a.x\in \mathbb{R}^{p}$ $h(x)=\gamma^{f}x+k$ . $\blacksquare$
1 $\gamma’(\gamma-\varphi)=0,$ $\gamma\neq 0,$ $\gamma-\varphi\neq 0$ , 2 , $L\gamma$ $L\varphi$
$L$ . ,
$(z_{1}, \ldots, z_{p})’:=L\gamma,$ $(w_{1}, \ldots, w_{p})’:=L\varphi,$ $\Xi:=L’ diag(\frac{z_{1}}{w_{1}}$ , . .. $\frac{z_{p}}{w_{p}})L$
. , $\delta(\gamma, \theta)$ ,
$\pi(\theta)=\exp\{-\frac{1}{2}(\theta-\mu)’(\Xi^{-1}-I)(\theta-\mu)\}$
Bayes . , $\Xi^{-1}-I$
.
7 $\delta(\varphi, k)$ $k=-a\varphi’\varphi/2$ .
, 6 .
, 3 (i) , $\theta\in \mathbb{R}^{p}$ ,




. , $X$ $\theta$ ,
$\Sigma$
$p$ $\delta(\gamma, k)$ ,
.
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8 $X$ $P$ $N_{p}(\theta, \Sigma)$ . $\varphi’\theta$ $\delta(\gamma, k)$
, .
(i) $( \gamma-\frac{\varphi}{2})’\Sigma(\gamma-\frac{\varphi}{2})\leq\frac{1}{4}\varphi’\Sigma\varphi$ $\gamma\neq\varphi$ .
(ii) $\gamma=\varphi$ $k=- \frac{a}{2}\varphi’\Sigma\varphi$ .
$\Sigma$ , $A\Sigma A’=I$ $A$ . $Z$
$:=AX,$ $\omega:=A\theta$ , $Z$ $N_{p}(\omega, I)$ . , $\varphi^{*}:=$
$(A^{-1})’\varphi,$ $\gamma^{*}:=(A^{-1})’\gamma$ . $\gamma^{*}Z+k$ $(\varphi^{*})’\omega$
, , $\gamma’X+k$ $\varphi’\theta$ .
$,$
$\delta(\gamma, k)$ $\varphi’\theta$ $1\sim 5$ ,
.
(i) $( \gamma^{*}-\frac{\varphi^{*}}{2})’(\gamma^{*}-\frac{\varphi^{*}}{2})\leq\frac{1}{4}(\varphi^{*})’\varphi^{*}$ $\gamma^{*}\neq\varphi^{*}$ .
(ii) $\gamma^{*}=\varphi^{*}$ $k=- \frac{a}{2}(\varphi^{*})^{l}\varphi^{*}$ .
$\gamma,$ $\varphi$ . $\blacksquare$
4
, $X$ $p$ $N_{p}(\theta, \Sigma)$ ,
( 8) . 8 $aarrow 0$
, 1(Cohen [2]) . , 8 $p=1,$ $\varphi=1$ ,
$\Sigma=1$ , 2(Rojo [4]) . , 3 ,
8 Cohen[2] Rojo[4] .
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