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Summary
The widespread data demand in emerging wireless cellular technologies necessitates the evolution 
of traditional networks’ deployment to accommodate the ever increasing coverage and capacity 
requirements. In emerging wireless systems a hierarchical multi-level network that consists of a 
mixture of outdoor small cells (relays) and indoor small cells (femtocell) deployments underneath 
the traditional macro-cell architecture can be seen as a key deployment strategy to meet these 
growing capacity demands. In such networks, Femtocell technology has attracted much attention 
as a key “player” to address coverage and capacity issues mainly in home and enterprise 
environments. However, a major challenge that arises in such indoor networks originates from the 
inter-cell interference between the femtocells (commonly known as co-tier interference), 
assuming that femtocells share the same spectrum.
The main objectives of this thesis are to investigate inter-cell interference in femtocell networks 
and to propose efficient multi-cell scheduling mechanisms that can mitigate inter-cell interference 
in dense femtocell environments while maintaining spectral efficiency at acceptable level across 
the cells.
We begin with investigating the impact of co-tier interference in femtocells, highlighting the 
necessity of interference mitigation mechanisms for arbitrary deployment of femtocells. In this 
direction, a novel low-complexity graph-coloring based interference coordination mechanism is 
proposed to be applied on top of intra-cell radio resource management. We additionally propose 
two locally centralized multi-cell scheduling frameworks that enclose adaptive graph-partitioning 
and weighted capacity maximization concepts. In particular, we decompose the problem in the 
latter case based on the Exact Generalized Travelling Salesman Problem as a close match in 
graph-based solutions. Extensive evaluation is provided by simulations showing a significant 
improvement over the state-of-the-art multi-cell scheduling benchmarks in terms of outage 
probability as well as user and cell throughput and thus the proposed algorithms are promising 
candidates of multi-cell scheduling in next generation small cell networks.
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Chapter 1
1 Introduction
1.1 Mobile Wireless Growth
The evolution of mobile wireless networks during the last several years has raised great 
expectations for higher data rates to the mobile users. However, the widespread demand for data in 
the upcoming years inevitably leads to the so-called “Spectrum Crisis” [1]. This crisis is foreseen 
as the failure to meet the drastic increase of coverage and capacity demands in wireless networks 
in future due to limited amount of available spectrum.
As a result, extensive research has been conducted the last decade to increase the capacity and 
quality of wireless communications. As it was observed by Martin Cooper, the inventor of mobile 
phone, “The wireless capacity has doubled every 30 months over the last 104 years”. An analysis 
of this capacity growth reveals that 25x is due to using more spectrum; 5x is due to better 
modulation techniques; and 5x is down to frequency division. But by far the biggest factor, some 
1600x, is due to spectrum re-use through the deployment of a large number of ever shrinking cells. 
The high gains reaped from smaller cell sizes arise from efficient spatial reuse of spectrum or, 
alternatively, higher area spectral efficiency [2].
Therefore, the evolution of 3G mobile technologies to next generation networks (4G) along with 
the employment of a multitude shrinking cells underneath the traditional macro-cellular network in 
shared spectrum, can be seen as a feasible remedy to this problem by increasing the spectrum re­
use in conjunction with the improvement of spectral efficiency [3].
1.2 Motivation and Research Objectives
1.2.1 Challenges and Motivation
Our study focuses on the multi-cell resource allocation for dense femtocell deployments in
OFDMA cellular systems. However, the radio resource management in the context of OFDM
femtocells, is a process closely coupled with the interference management. In general, 
Interference Management can be grouped to three main categories [4] that handle ICI through 
different mitigation techniques, namely ICI randomization, cancellation and coordination
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(avoidance). The latter is further examined in this review as an effective method to mitigate ICI 
and to enhance the degraded users’ performance.
Intra-cell scheduling and resource allocation gets affected by an external inter-cell factor, i.e. the 
interference that is quite dependent on the location of users and their QoS requirements in the 
entire system. In a full load scenario, inter-cell interference can significantly affect the efficiency 
of intra-cell scheduling algorithms [5]. As a result, interference management is crucial to maintain 
minimum service requirements. This is referred to as multi-cell scheduling, where other cells’ 
channel knowledge and parameters are taken into account to mitigate interference. In this manner, 
multi-cell scheduling can be considered as an upper layer on top of classical intra-cell scheduling 
strategies.
Multi-cell scheduling for femtocells can be seen as a key scenario in HetNets with limited state- 
of-the-art literature. In this case, three key points can distinguish multi-cell scheduling for 
femtocell networks compared with macro-cell ones, thus making the ICI management more 
challenging:
• Unplanned nature: The femto base-stations (HeNBs) are arbitrarily deployed in local 
environments like houses or apartments. Hence, the co-existence of multiple randomly 
deployed HeNBs in a dense environment, operating at the same licensed spectrum, provides an 
additional burden to ICI mitigation.
• Small Size: In the small size of this type of cells, the traditional area-based flexible frequency 
reuse methods like Fractional and Soft Frequency Reuse [6] are not applicable.
• Level of Interference: Another key challenge is the experienced level of interference in 
femtocell networks. In the legacy ICI management methods it is assumed that there are 1-2 
dominant homogeneous interferers that may cause high ICI to the cell edge users. On the 
contrary, in femtocell networks we may have multiple strong interferers that cause problems to 
femtocell users and moreover the source of downlink inter-cell interference can be 
heterogeneous, i.e. from macro-cell or from other Femtocells.
These key points underline the importance of dynamic Interference Coordination between 
femtocells to cope with the unpredictable and unplanned nature of dense femtocell deployments. 
The main characteristics that candidate solutions should include are:
1) Adaptive / Tune-able operation, considering the fast changing environment and 
unpredictable network shape changes,
2) High spectrum utilization: to meet the end-user capacity /coverage demands for enhanced 
performance indoors,
2
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3) Low complexity/ signaling overhead: to cope with the deployment of a multitude of 
femtocells in a dense environment.
1.2.2 Research Objectives
With these motivations, we define the overall goal of our research as:
Multi-cell scheduling is investigated in emerging wireless technologies, considering femtocell 
networks as the target case to be examined in our study with the aim o f co-tier interference 
mitigation as a key issue fo r  radio resource scheduling in HetNets and to provide dynamic 
interference-aware scheduling solutions.
Accordingly, more specific objectives of this study were as follows:
• Investigation and quantification of the severity of co-tier Interference arising in Femtocell 
Networks
• Design and implementation of a semi-centralized multi-cell scheduling solution to 
perform localized ICI mitigation on top of Intra-cell Scheduling. In this case, the 
scheduling decision should be performed in each HeNB and the LFGW should be 
responsible for handling the resource conflicts between neighboring femtocells.
•  Design of a locally-centralized multi-cell scheduling framework and implementation of 
heuristic mechanisms that prioritize co-tier interference isolation in dense femtocell 
deployments.
• Design of a locally-centralized multi-cell scheduling framework and implementation of 
heuristic mechanisms that enhance the weighted sum rate in dense femtocell 
deployments.
1.3 Scope of Research
In broad terms, the scope of the present work is to provide multi-cell resource scheduling 
solutions for indoor femtocells. Additionally we further specify that in our research:
• Multi-cell Scheduling is investigated in the context of Inter-cell Interference Coordination/ 
Avoidance mechanisms for the downlink case only.
• The problem of cross-tier interference between the femtocells and umbrella macro-cells is 
not addressed due to the fact that coordination between femtocells and macro-cell is indirect 
and performed through the backhaul network. In this case, the inter-cell interference provided 
by a macro-BS to the femtocell users can be mitigated by long-term and static coordination
3
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between them to avoid excessive cost of large scale signaling and consequent delays in 
dynamic algorithms. This is also consistent with the self-autonomy envisioned for femtocells 
with respect to umbrella macro-cell. In this direction, the multi-cell scheduling schemes 
proposed here only consider co-tier downlink interference to limit the overhead to clusters of 
femtocells.
• It is assumed that networks of femtocells in the current work comprise of SISO OFDM 
femtocells.
• The major developed ideas in this work are based on the assumptions of LTE and LTE-A 
standard as emerging wireless technologies. However, the algorithms are similarly applicable 
to other OFDM femtocell technologies.
1.4 Thesis Contributions
In this thesis, the focus is on the downlink interference-aware resource scheduling for a multi-cell
environment, consisting of a dense deployment of femtocells. The contributions of this thesis can
be summarized as follows:
• Firstly, the novel categorization of multi-cell scheduling mechanisms through Interference 
Coordination for emerging wireless systems has been done, providing a general guidance on 
the candidate solutions that could be applied to the special case of femtocells.
• Secondly, the co-tier interference is quantified based on an interference study for different 
scenarios in the presence of network of femtocells. This study highlights the necessity of 
interference mitigation mechanisms to be adapted for arbitrary deployment of femtocells.
• Thirdly, a dynamic graph-coloring based multi-cell scheduling scheme is proposed, to alleviate 
the effect of co-tier interference in multi-femtocell environments. This scheme provides a low- 
complexity semi-centralized graph-based solution that employs the local gateway (LFGW) to 
apply restrictions and to allocate the radio resources to the cell-edge users of different HeNBs 
on top of intra-cell radio resource management.
• Furthermore, a multi-cell scheduling framework is introduced for femtocell networks, to 
alleviate co-tier ICI in dense femtocell deployments. In this case the processing and control 
related to interference management is maintained at the LFGW, in a way that femtocells can 
operate as access points responsible for downlink transmission. This framework incorporates 
adaptive graph-partitioning and weighted capacity optimization concepts, having as main 
objective the mitigation of inter-cell interference in femtocell deployments. This framework 
consists of two phases: The first phase involves a locally-centralized graph-based Inter-cell 
Interference Coordination (ICIC) mechanism to mitigate ICI. Subsequently, the second phase
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provides a channel-aware resource allocation policy that is deployed at a local entity and 
targets the optimization of the system’s performance.
• Finally, the centralized graph partitioning based multi-cell scheduling problem that can be 
applied to dense femtocell deployments is further investigated and matched to Exact- 
Generalized Traveling Salesman Problem (E-GTSP). In this context, we provide efficient 
heuristic approaches, where along with the interference mitigation we target the enhancement 
of spectral efficiency and utilization in multi-femtocell environments.
1.5 Structure of Thesis
The rest of the thesis is organized as follows:
• Chapter 2: State-of-the-art literature:
In Chapter 2, we discuss an overview of the state-of-the-art literature on multi-cell 
scheduling in emerging wireless technologies (LTE / LTE -A) with special focus on 
femtocell networks. More specifically, in section 2.1 we discuss some background 
information on wireless channel, key OFDMA-based cellular systems and the impact of 
inter-cell interference in OFDMA femtocells. In 2.2-2.4, we describe the state-of-the-art 
Inter-cell Interference Coordination (ICIC) Mechanisms for emerging wireless systems are 
categorized into Static, Semi-Static and Dynamic ICIC. Moreover, section 2.5 provides a 
brief review of the multi-cell scheduling categories dedicated for Femtocell Networks, as a 
special scenario in emerging wireless.
• Chapter 3: Co-tier Inter-cell Interference Study for Femtocell Networks
In Chapter 3, we present the co-tier interference study that quantifies the impact of inter-cell 
interference in femtocell networks. In detail, section 3.1 provides the rationale behind the co­
tier interference study. In Section 3.2, we present the performance analysis for the femtocell 
scenario and section 3.3 discusses the effect of key radio access and deployment parameters 
on co-tier interference in femtocell networks.
• Chapter 4: Graph-based Interference Mitigation for Femtocell Networks
Chapter 4 focuses on graph-based ICIC schemes to be applied in femtocell networks. In 4.1 
we discuss the System Model to be examined and the generic multi-cell scheduling problem 
formulation for femtocell networks. In the following sections we provide two novel graph 
based solutions to mitigate co-tier ICI in femtocell networks. Section 4.2 describes a graph- 
coloring based mechanism to be applied at femtocell networks. Therein, the Graph Coloring 
(GC)-based mechanism (4.2.1 -4.2.2) is described. Following we present an example that
5
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explains the algorithmic steps (4.2.3) and provide a comparison against benchmarks in terms 
of outage and user throughput (4.2.4). Section 4.3 discusses a graph-partitioning based ICIC 
framework, covering graph creation, partitioning and channel allocation phases (4.3.1-4.3.3). 
Thereafter, 4.3.4 presents numerical analysis and comparison with benchmark algorithms 
from the literature in terms of outage probability and spectral efficiency.
• Chapter 5: Graph-based Multi-cell Scheduling for Capacity Optimization
In Chapter 5, we expand the graph-partitioning problem and present heuristic approaches 
targeting the enhancement of spectral efficiency in femtocell networks. In Section 5.1, we 
provide an alternative problem formulation for GP-based multi-cell scheduling in femtocell 
networks. There, the resource allocation policy is formulated as weighted sum rate 
maximization (WSRM) to optimize system performance. The user partitioning in the 
proposed framework can be mapped into multiple minimum path selection (MPS) sub­
problems. MPS is then proved to be NP-hard combinatorial optimization problem as it is a 
close match to the well-known problem of E-GTSP. As a result in 5.2, we propose heuristic 
algorithms to efficiently solve it in an efficient way and in 5.3 we evaluate our proposal 
against the benchmarks.
• Chapter 6: Conclusion and Future Work
Finally, in Chapter 6, we conclude the thesis and discuss open research directions which 
guide us towards potential future works.
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2 Fundamentals and State-of-the-Art
In this chapter we discuss the state-of-the-art literature that reviews the related work that has been 
done in the area of Multi-cell Scheduling in emerging wireless systems (LTE, LTE-A). More 
specifically, this review presents some necessary background information for wireless channel 
propagation and LTE, LTE-A femtocells and their key role in heterogeneous OFDMA systems. 
Thereafter, we introduce the related work concerning Multi-cell Scheduling through Interference 
Coordination (ICIC) in general and describe the femtocell networks scenario as a case study 
where multi-cell scheduling mechanisms could be applicable.
2.1 Fundamentals
2.1.1 Wireless Propagation
The performance of wireless channel provides fundamental limitations on the performance of 
wireless communication systems [7]. The channel between the transmitter and the receiver can 
easily change from simple line-of-sight (LoS) to one that is obstructed by buildings, objects and 
mountains. The modelling of the wireless channel has been seen as one of the most difficult parts 
of the communication system design. Especially, for the indoor mobile radio channel, which is 
mainly considered in our work, can be especially difficult to model because the channel varies 
significantly with the environment. The indoor radio channel depends heavily on factors which 
include building structure, layout of rooms, and the type of construction materials used.
The wireless radio propagation can be distinguished into three closely related factors [7]. These 
can be the path loss variation with distance, shadowing and multipath fading (Fig. 2-1).
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Figure 2-lContributing factors to Wireless Channel attenuation [7]
Each of these factors is caused by a different underlying physical principle and must be carefully
taken into account for the design of the performance of a wireless communication system.
• Path Loss: Path Loss is the radio signal attenuation due to transmission over a certain
distance and depends on the distance between the transmitter and the receiver. The free space
propagation model is usually used to predict received signal strength, when the transmitter 
and receiver have a clear, unobstructed line-of-sight (LoS) path between them. On the other 
hand, for indoor radio propagation, the log-distance path loss model is mainly used for 
simulations [7] .The log-distance path loss model assumes that path loss varies exponentially 
with distance. The path loss in dB can be given in the following equation [7]:
P L (d )  = P L (d 0) + lOa-og0 (— ) (2A) 
d 0
, where a accounts for the path loss exponent, d is the transceiver distance in meters, and d0 is 
the close-in reference distance in meters.
• Lognormal Shadowing: Shadowing slow fading is mainly caused by terrain and
topographical features in the vicinity of the mobile receiver, such as small hills and tall
buildings and is empirically shown in literature that it follows lognormal distribution.
The log-distance path loss model that was shown in (2.1) does not consider the shadowing 
effects that can be caused by varying degrees of clutter between the transmitter and receiver, 
as it considers only the expected signal attenuation at a certain distance. The model for path 
loss and shadowing can be given in the following equation [7]:
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,where Xc is a zero-mean Gaussian random variable with standard deviation o. Both Xa and 
are given in dB. The random variable Xa attempts to compensate for random shadowing 
effects. The values n and o are determined from empirical data.
• Multipath Fading: Fading leads to significant attenuation changes within smaller time scales 
such as milliseconds or even microseconds. Fading is always caused due to multipath 
propagation, which is caused by an environment reflecting the transmitted electromagnetic 
waves and might results to the reception of multiple copies of the signal as interference at the 
user side. For indoor propagation, Rayleigh distribution [8] is commonly employed for 
describing the statistical time varying nature of the received envelope in isotropic scattering 
environments, where no-LoS (nLoS) propagation path might exist between the transmitter and 
the receiver.
2.1.2 OFDM, OFDMA Systems
Orthogonal Frequency Division Multiplexing (OFDM) is a technique for transmitting large 
amounts of digital data over a radio wave [9]. OFDM is a multi-carrier modulation technology 
that transmits data over a number of orthogonal subcarriers. A conventional transmission uses 
only a single carrier modulated with all the data to be sent, whereas OFDM breaks the data to be 
sent into small chunks, allocating each sub-data stream to a sub-carrier and the data is sent in 
parallel orthogonal sub-carriers.
In OFDM systems, only a single user can transmit on all of the sub-carriers at any given time. 
Therefore, to support multiple users, time and/or frequency division access techniques can be used 
in OFDM. In this context, Orthogonal Frequency Division Multiple Access (OFDMA) [10] 
allows multiple users to transmit simultaneously on the different sub-carriers per OFDM symbol. 
OFDMA is a combination of modulation scheme based on OFDM and a multiple access scheme 
that combines TDMA and FDMA. OFDMA typically uses a FFT size much higher than OFDM, 
and divides the available sub-carriers into logical groups called sub-channels. Unlike OFDM that 
transmits the same amount of power in each subcarrier, OFDMA may transmit different amounts 
of power in each sub-channel.
2.1.3 Key OFDMA-based Cellular Systems
In 2008, International Telecommunication Union (ITU) identified IMT-Advanced [11] as a set of 
technical requirements in order to better characterize the typical next generation candidate system. 
In this direction, the Third Generation Partnership Project (3GPP) targeted the investigation and 
standardization of the candidate emerging wireless technologies that are in line with IMT- 
Advanced, namely Long Term Evolution (LTE) and LTE-A. The key technical components that
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make LTE and LTE-A superior over 3G technologies is the efficient use of Orthogonal Frequency 
Division Multiple Access (OFDMA) combined with Multiple-Input Multiple-Output (MIMO) 
smart antennas in downlink and uplink radio transmissions. In particular LTE and LTE-A support 
several features that exploit instantaneous radio conditions in a constructive way e.g. channel- 
dependent scheduling, carrier aggregation, link adaptation techniques and uplink power control 
([12], [13]). Another important aspect of the aforementioned technologies is the new deployment 
strategy using heterogeneous networks. This deployment includes a hybrid of macro, femto and 
relay base-stations to improve spectral efficiency and provide a uniform broadband experience to 
the users throughout a network.
LTE was first specified in 3GPP Release 8 [12] and can be identified as a first step towards IMT- 
Advanced. Later on 3GPP Rel. 10, LTE-A [13] came along as a further enhancement of LTE 
where it targets to outperform IMT-Advanced requirements. The enhancements of LTE-A over 
LTE concern the increase of capacity and spectral efficiency as well as the energy efficiency and 
the cost reduction for the network operator. We should mention here that in 2012, LTE-A together 
with 802.16m were officially approved by ITU as conforming the IMT-Advanced specifications 
for the so called 4G [14],
2.1.4 Femtocells and their role in Heterogeneous OFDMA Systems
A key aspect of emerging wireless technologies like LTE / LTE-A, is the deployment strategy of 
HetNets. A HetNet [15] is defined as a network consisting of a mixture of macro, Femto /pico, 
also RRH and relay base-stations in a layered structure. HetNets can offer ubiquitous wireless 
coverage and capacity in an environment with a wide variety of wireless coverage zones, ranging 
from an open outdoor environment to office buildings, homes, and underground areas. As can be 
shown in Figure 2-2, a variety of small cell deployments (pico-, femto- and networked femtocells) 
can lie underneath a macro-cell umbrella.
M acrocell
Fem tocell
X
Picocell
F em tocell (<»>) 
N etw ork A
Figure 2-2 Example of HetNet structure
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Recently, the concept of femtocells [16] has attracted much attention in both academia and 
industry due to the ever increasing demands for higher data rates, their small size, backhaul 
connectivity via fixed broadband and due to their potential to offload macrocells. Femtocells are 
low-power radio access points, providing wireless voice and broadband services to customers 
primarily in the home and other indoor environments.
Providing indoor coverage essentially requires a massive deployment of femtocells. As a result, 
the classical network planning approaches for legacy macro cells would be less efficient at such 
scales. Furthermore, their unplanned nature in conjunction with the operation within the licensed- 
hand can drastically impact the performance of primary macro users.
The Femtocell provides cellular access in the home and connects this to the operator’s network 
through the customer’s own broadband connection to the Internet. The main functional elements 
of Femtocell technology [16] are:
• HeNB or Femtocell Access Point (FAP) which is installed in remote premises supports the 
radio interface to the mobile terminals and connects over the broadband backhaul to the core 
network.
• HeNB-Gateway (HeNB-GW) which enables security, control and management of HeNBs 
acting as the traditional S-GW/MME but for femtocells. The HeNB-GW hides the 
complexity of the femtocell network to the macro network elements as HeNB-GW can 
support thousands to tens of thousands HeNBs [16].
One of the promising features of femtocells deployment is their application to the enterprise 
domain that corresponds to numerous clusters of femtocells in a residential building consisting of 
many offices or apartments. In this study this application of femtocells is further investigated in 
terms of multi-cell scheduling. In our study framework, HeNB-GW is expressed as a local 
gateway (defined as LFGW) located in customer premises that supports a number of HeNBs in a 
number of femtocell blocks.
2.2 Multi-cell Scheduling and ICIC in OFDMA Systems
As described above, LTE and LTE-A are envisioned as key technologies to meet the drastic 
coverage and capacity future demands in wireless cellular networks. However, to achieve the 
ambitious future targets, there are some challenging issues ahead that may slow down this 
migration process.
One of the major issues towards the deployment of HetNet technology is the inter-cell interference 
caused by neighboring base stations (BSs) that can significantly deteriorate the performance of 
near-by mobile User Equipment (UE). In the following example in Fig. 2-3 as a user approaches
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its cell-edge, he suffers from high inter-cell interference from neighboring cells (BS2, BS3). This 
happens due to the signal attenuation the user experiences in long distance from its serving BS as 
well as the strong interference by surrounding cells. This issue essentially requires applying 
efficient radio resource management strategies to decrease inter-cell interference (ICI) and 
alternatively convert it into useful signal by means of coordinated processing.
Data
Downlink
Interference
Signalling
ExchangeBS 2
BS 3
BS 1
Figure 2-3 Downlink Interference in a multi-cell environment
The significance of inter-cell interference in emerging wireless technologies has also been 
emphasized in recent literature [4]. As discussed there, interference can be a major challenge that 
degrades the overall performance in a hierarchical multi-level network. As a result, tight 
interference management is crucial to increase spectral efficiency throughout the network.
In OFDM networks, ICIC has been introduced as a potential strategy to control the level of 
downlink ICI [4], ICIC defines a coordination mechanism among the neighboring cells to allocate 
orthogonal resources to their overlapping highly interfered areas. In this framework, two sub­
mechanisms can be identified in each ICIC scheme, namely Frequency Reuse Partitioning and 
Power Control.
In Frequency Reuse Partitioning [17), the spectrum is divided into two or more groups of 
mutually exclusive sets allocated to different regions. On the other hand, Power control in ICIC 
schemes provides multiple levels of transmission power to different cell areas, already identified 
by the reuse partitioning schemes. This enables the BSs to adaptively tune their transmit power 
based on the location of users. The power adjustment provided by the BS, combined with 
frequency reuse partitioning, can mitigate quite efficiently the cell-edge ICI. Considering the 
required level of coordination between BSs, two types of coordination strategies can be identified:
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Centralized Coordination that relies on a Centralized Controller to gather channels quality 
information from BSs and then it allocates the spectrum to them in ways to mitigate inter-cell 
interference. This coordinator in the context of previous technologies, like HSPA, UMTS could 
be integrated as part of Radio Network Controller (RNC) entity. In LTE, this legacy centralized 
coordination is not encouraged due to the lack of RNC, however, some resource allocation 
algorithms have been proposed for LTE by using Mobility Management Entity (MME) as the 
Coordinator [12].
In Distributed Coordination, on the other hand, there is a direct coordination between adjacent 
base stations to handle interference and to allocate resources efficiently to the cell-edge users. 
This can be achieved through a new interface that is introduced in LTE standard termed as X2 
interface [12].
From a different perspective, ICIC Mechanisms can be characterized by the frequency of 
decisions that are made by base stations. Based on this categorization, three distinct levels of ICIC 
can be identified: Static, Semi-Static and Dynamic ICIC. In Fig. 2-4 a tree diagram is illustrated to 
better show this categorization and the major schemes lying with each category. Based on this 
classification, in the following sub-section a brief review on the state of the art for each category 
is provided.
ICIC
Semi-static ICIC Dynamic ICICStatic ICIC
Alcatel
[22-23]
Graph-based
[43-51]
Utility-based
[35-39]
PFR
[18-19]
SFR
[20 -21]
Semi-static Whispering Semi-static SerFR Adaptive FR
FFR [25] SFR [27-28] [29]
t24!  [26]
Figure 2-4 ICIC main categorization
2.2.1 Static ICIC
Considering the static ICIC, resource allocation is fixed and does not depend on the variations of 
channel and traffic. The main solutions of this category have been proposed earlier in [18]-[23] 
for LTE systems and are briefly described below. Mainly, two partition-based static coordination 
schemes have been proposed, namely Partial Frequency Reuse (PFR) [18]-[19] and Soft 
Frequency Reuse (SFR) [20], [21].
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A fundamental static-ICIC mechanism and promising solution for 3GPP LTE is Partial Frequency 
Reuse (PFR) scheme [18, 19]. PFR is a mechanism that targets the inter-cell interference 
mitigation by fractionally assigning frequency sub-bands to cell sites through static frequency 
planning. PFR shares some common features with the Fractional Frequency Reuse (FFR) concept 
was discussed in [17].This concept is to split the total bandwidth in two parts i.e. Cell-Center Area 
(CCA) and Cell-Edge Area (CFA). Users in CCA with higher signal quality and lower level of 
interference can use lower reuse factor to achieve better spectral efficiency, while CFA users with 
lower SINR utilize higher reuse factor to alleviate resulting ICI.
In PFR, the total spectrum N  is divided between cell center, Ncenter and cell edge, Necige such that 
N= Ncenter +Nedge. The Ncenter sub-bands are dedicated for cell-center users in low power mode 
whereas Necige are further partitioned based on the sectorization of the cell-edges. As shown in Fig. 
2-5, for 3-sectored cells, each sector utilizes Nedge/3 of sub-bands in high power mode. This 
scheme manages to isolate inter-cell interference by restricting the utilization of resources at cell- 
edges. However this restriction limits the maximum throughput available to the users since they 
cannot benefit from the utilization of the full bandwidth.
Power
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Frequency
Frequency
Frequency
Figure 2-5 Partial Frequency Reuse [18][19]
On the other hand, Soft Frequency Reuse (SFR) deals with this issue by enabling each cell to 
utilize the full bandwidth. SFR was first introduced for GSM and then adopted by 3GPP as an 
ICIC method for LTE [20]. The concept of SFR is the division of the spectrum in N  bands where 
cell-center users can utilize all the bands in low power mode (low-power band), while the cell- 
edge users can utilize only 1/N of the spectrum with frequency reuse of N  (high-power band). In 
addition to that, the unutilized part of high- power band in CFA can also be used by cell-center 
users while they do not create any interference to adjacent frequency bands. Hence, when 
compared to PFR, SFR enables the system to enhance capacity by utilizing full bandwidth rather
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than restricting the utilization in a part of resources. In [20], [21] the soft reuse proposals for LTE 
adopted the division of the entire spectrum in N=3 bands as can be seen in Fig. 2-6.
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Figure 2-6 Soft Frequency Reuse (N=3) [20][21]
Another variant of SFR was presented in [22], [23] by Alcatel where the spectrum is divided to 
N=7 (or 9) sub-bands in 3-sectored cells. Each sector is restricted to one sub-band that is 
orthogonal across the adjacent CEAs. This restriction corresponds to a power restriction for that 
sub-band. In this context, when a user of a neighboring sector approaches the borders of its cell it 
is just allowed to utilize the frequency sub-band restricted to the adjacent sector. Therefore the 
restricted sub-band is used only at the centre of each sector whereas the rest of sub-bands are 
allocated at the edges corresponding to the adjacent sectors’ restrictions. The frequency planning 
as well as the power profile for this mechanism is illustrated in Fig. 2-7.
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Figure 2-7 Alcatel proposal [22] [23]
Table 2-1 shows a qualitative comparison of the three aforementioned static schemes. Here, we 
compare all the proposals based on the frequency partitioning between CCA and CEA as well as 
the power profile and spectrum utilization in corresponding areas.
Table 2-1 Static ICIC schemes
; ^ \P a ra m e te rs  
ICIC S c h e m e s ^ \^
S u b -b a n d s P o w er
Profile
S p e c tru m
Utilization
CCA CEA CCA CEA CCA CEA
P F R  [ 1 8 ,1 9 ]
Low High ^ edge
N N
SFR [20,21] 3 1 Low High 100% 33%
Alcatel |22 23] 1 6 Low High ~ 15% ~ 85%
*CCA = Cell Centre Area, *CEA = Cell Edge Area
As can be seen above, Alcatel proposal is a more aggressive strategy that targets higher spectrum 
utilization at the cell edge via sub-band restriction at the cost of partially addressing inter-cell 
interference. On the other hand, SFR favors the cell center users, by allocating entire available 
spectrum to the cell center areas. PFR can be seen as a more cautious avoidance scheme, where 
the spectrum is partitioned into two mutually exclusive parts. This is performed in a way that cell 
edge and cell center areas do not have any conflicts. As a result, the overall cell utilization is 
affected by limiting the amount of sub-bands that can be used in each area.
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2.2.2 Semi-Static ICIC
In semi-static schemes, resource allocation is adaptive based on the traffic changes across 
different areas in a cell. In particular in semi-static ICIC, the resource allocation changes in large 
time-interval (in seconds or minutes) based on long term traffic characteristics. Therefore, 
signaling between BSs is exchanged semi-statically. Some popular semi-static ICIC schemes 
applied to LTE networks, are described below, characterizing the ICIC implementations in 3GPP 
LTE [24]-[29]
The first proposal [24] discusses the simplest semi-static mechanism where in each cell, CCA and 
CEAs as well as CEAs of neighboring cells utilize orthogonal parts of the spectrum. Here, the 
spectrum is divided into N sub-bands; a sub-set of X sub-bands is allocated to cell-edge users 
orthogonally across the neighboring cells whereas the rest (N-3X) is allocated to cell-center users. 
The number of sub-bands is adjustable by BSs and depends on the traffic load. Therefore this 
proposal resembles a fractional reuse partitioning method whereas a semi-static coordination 
between neighboring BSs dictates the number of resources to be allocated for each cell-edge and 
thus cell-centre areas. The main drawback of this mechanism is related to the limitation on the 
maximum capacity to be achieved by a user in this orthogonal allocation.
Some other proposals try to rectify this drawback via incorporating semi-static variants of SFR.
Firstly, the Whispering approach [25] targets the spectrum utilization by assigning resources at 
the CEAs in a way to prevent interference towards the adjacent cells. Subsequently, the relation 
between CCA and CEA is kept orthogonal. This is done by partitioning the cell-edge areas into 
six sectors. Here, the spectrum is divided into 4 sub-bands where multiple power modes could be 
applied to each sub-band (W or S). This corresponds to the creation of eight available groups for 
scheduling purposes i.e. W 1-W4 (Low power mode) and S1-S4 groups (High power mode).
More specifically, cell-center users of each cell site can use one band out of W r  W4 available 
bands in low power, while cell edge users utilize three bands out of Sr  S4 in high power mode 
provided that two non-adjacent sectors cannot share the same band.
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Figure 2-8 Whispering [25]
Fig. 2-8 shows an example of the Whispering approach. Here, we observe that each sub-band can 
have two different colors based on the power profile such that 8 groups are created by this 
partitioning. Moreover, the cell-center areas utilize 1 out of 4 sub-bands in low power mode while 
the rest of sub-bands are allocated to the edges. Therefore, each cell-edge area is partitioned into 
six sectors and each sector utilizes one of the three remaining sub-bands where adjacent sectors 
cell (same cell or neighboring cells) are allocated different orthogonal sub-bands. By this scheme, 
cell utilization is kept at maximum in case of a high load scenario with uniformly distributed 
users. However, still the pre-defined structure of six cell areas and different power modes limits 
the user throughput when other cell areas are not equally loaded.
To address this issue, [26] provides a centralized semi-static ICIC solution for LTE, in which a 
central entity reserves a variable portion of the available sub-bands to cell-edge users depending 
upon the cell-edge traffic load. This number of the reserved sub-bands varies from null, if traffic 
in cell edge is negligible up to 1/3 of the spectrum, for the orthogonal sub-band allocation 
between neighbor cells, whereas users at cell-center areas can utilize all the bands in reduced 
power. In case that the reserved sub-bands for all the cells are equal to the 1/3 of the spectrum, 
this mechanism resembles the Soft Frequency re-use scheme that was presented in Fig. 2-6.
In a similar manner, Softer Frequency Reuse (SerFR) is another semi-static proposal that applies 
some modifications in SFR as in [27], [28] in order to achieve more frequency selective gain. In 
this proposal both cell-center and cell-edge users can utilize full spectrum but through various 
power profiles. Similar to SFR concept that was illustrated in Fig. 2-6 there are two power 
profiles that determine the frequency sub-bands to be used in CCAs and CEAs. However, in this 
scheme cell-edge users can additionally utilize sub-bands in low-power profile. Here, a 
distinguishing factor from the previous proposals is the possibility of allocating extra resources to
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the cell-edge users. This has been modeled stochastically by the definition of a probability factor 
that changes gradually by the traffic. In similar manner, cell-center users can benefit from this 
feature by additionally utilizing the high power sub-bands belonging to CEAs when the traffic 
load is unevenly lower at the cell-edge.
Another popular semi-static ICIC [29], namely Adaptive Fractional Frequency Reuse combines 
soft frequency reuse in a semi-static multi-mode case. This scheme can be distinguished from the 
aforementioned semi-static schemes, as it does not divide the cell into center and edge areas. In 
this scheme, each cell is divided to 3 sectored areas and each sector is tuned in one of the four 
available modes. These modes, as shown in Fig. 2-9, represent the level of aggressiveness of each 
BS towards spectrum utilization. In first mode, the default mode of operation, sectors utilize full 
spectrum (reuse 1). In modes 2 and 3, SFR is used with different power levels for the soft-reused 
sectors. The difference of modes 2 and 3 originates from the gap of power levels between high 
power and low power tones. Finally, in Mode 4, frequency reuse of three is applied in high 
transmit power.
M ode 1
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M ode 3
M ode 4
F requency
Pow er
3 F req u en cy
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Figure 2-9 Adaptive FFR Modes [29]
Therefore, according to the level of interference, the system can adaptively move to higher modes 
with lower level of spectrum reuse to mitigate the effect of interference.
In Table 2-2, we illustrate a qualitative comparison of the semi-static schemes presented above in 
similar manner as the static cases.
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Table 2-2 Semi-static ICIC schemes
'^Parameters 
ICIC Schemes
S u b - b a n d s P o w e r  Profile S o e c tr u m
Utilization
CCA CEA CCA CEA CCA CEA
Semi-static FFR
[24]
N-3X 3X Low High A -3 X
N
3 % 
N
Whispering [25] 1 3 Low High 25% 75%
Semi-static SFR
[26]
N X Low High 100% >0%
SerFR ^yps] N > N/3 Low / High High /Low 100% > 33%
Adaptive FR [29] 3
Mode 1 : High 
Mode 2: High /Medium  
Mode 3: High /Low  
Mode 4: High/ No
Mode 1-3:100% 
Mode 4: 33%
*CCA = Cell Centre Area, *CEA = Cell Edge Area
** where N , X  çz N  sub-bands
2.2.3 Dynamic ICIC
The major issue in static and semi-static ICIC techniques is their failure to adapt into the fast 
changes in operating environment. Therefore, providing better data rates for cell-edge users by 
adopting these approaches would severely penalize the overall performance of the system. On the 
other hand, in Dynamic ICIC (D-ICIC) resources are allocated in a dynamic manner by BSs, 
without prior frequency planning where different factors like cell load, traffic distributions and 
QoS constraints are taken into account for a multi-cell environment. Dynamic ICIC can be 
distinguished from semi-static ICIC by the time-scale that the resource allocation is performed. In 
D-ICIC the resource allocation changes at a much shorter time-scale which could be a few 
milliseconds.
As discussed above, in the static and semi-static schemes the multi-cell scheduling notion is 
expressed in static or semi-static patterns of partitioning in frequency or power profile rather than 
global scheduling. Hence, the multi-cell resource allocation problem is closely coupled with the 
dynamic ICIC that targets the maximization of spectral efficiency in a multi-cell environment, 
subject to different constraints including interference, fairness or QoS ([3()]-[31]).
There are numerous dynamic approaches in the literature proposed to handle inter-cell 
interference. However, adopting the dynamic approaches in practice is more challenging for
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systems like LTE as dynamic coordination requires heavy signaling load. This can impose more 
complexity into the scheduling process. At first place, the D-ICIC algorithms can be categorized 
based on the level of coordination that is required into: Centralized D-ICIC, Semi-centralized D- 
ICIC  and De-centralized D-ICIC  [32].
In practice, the first two categories share some common characteristics but can be distinguished 
by the level of reliance on the centralized controller for coordination between BSs. Therefore, in 
semi-centralized mechanisms the existence of a central unit is necessary to handle resource 
conflicts between cell sites; however the role of the central unit is secondary [32].
In decentralized D-ICIC [32], the scheduling decisions are made by means of local signaling 
exchange between BSs without involving any central unit. As mentioned above, dynamic schemes 
should provide fast scheduling decisions while keeping the signaling load as low as possible. 
However, the iterative nature of decentralized D-ICIC algorithms, make them less efficient to 
handle ICI in fast changing environments, due to extra cyclic signaling that is required and 
subsequent delays compared to global coordination.
Here, we focus on two categories of efficient sub-optimal solutions for dynamic ICIC that are 
high applicable in cellular environment for different practical cases:
2.2.3.1 Utility-based solutions
In literature, the problem of resource allocation as detailed above has been mapped into utility 
maximization framework [33], [34]. The network utility function is quite well known in literature 
as an indicator of user's "satisfaction", based on different factors including channel quality, 
experienced delay and other QoS requirements. Utility optimization in a multi-cell environment 
can be defined in similar context as capacity maximization subject to the capacity limit and 
interference constraints. The notion of network utility is defined as a metric to balance capacity, 
fairness and QoS efficiently in a multi-cell environment.
In this context, each BS forms a utility matrix that embeds the utility values corresponding to all 
attached users for different Resource Blocks (RBs). This information depends on the channel 
quality experienced by each user as well as the demand factor and QoS requirements imposed by 
user application. The elements of each matrix are dependent to other matrices in neighboring BSs 
due to interference effect. In literature, [35]-[39], there are various proposals targeting efficient 
resolution of the utility matrices by taking into consideration the coupling effect of inter-cell 
interference. Here, the solution can be seen as a two-stage scheduling mechanism where channel 
restrictions are imposed on highly coupled elements across matrices on top of intra-cell 
scheduling to decouple the problem. In this group of schemes the utility matrix is initially created 
independently in each BS to pre-allocate resources to users based on their corresponding channel
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and QoS requirements. Thereafter, the resource conflicts that occur between neighboring BSs are 
negotiated through distributed signaling or in a semi-centralized manner and finally the 
restrictions are imposed. Here, the restrictions are introduced in such a way that the overall 
network utility is maximized.
In this framework, different fairness or QoS policies can be realized through different utility 
functions. Weighted Sum Rate (WSR) can be considered as a key representation of utility where 
the weighting factors can be tuned accordingly to maintain fairness or other service requirement 
of the network.
In [35], [36], a semi-centralized scheme was proposed to handle ICI dynamically as described 
above by utilizing Hungarian Algorithm [40] for the pre-allocation phase .. Following the process 
described above, the individual requests for channel restrictions are conveyed to a central unit by 
all the affected BSs and the central unit applies the restrictions to optimize the system’s 
performance.
Using similar concept, in [37], the utility matrix optimization is solved via binary integer 
programming technique instead of Hungarian algorithm. Here, adjacent BSs are classified into 
interférer groups where resource preferences and allocations are optimized in the radio network 
controller for each group. This scheme provides an enhancement over [36] by targeting a near- 
optimal solution; however this is achieved at the cost of increased complexity.
The semi-centralized control as adopted in the previous approaches may not be fully scalable as 
the number of the affected BSs increases. Therefore, in such cases a distributed solution can be 
advantageous even if  the signaling exchange between the incorporating BSs rises. An example of 
distributed coordination can be seen in [38], where a decentralized version of [35], [36] is 
introduced for LTE systems. Here, dynamic ICIC is employed across different BSs via signaling 
on X2 interface rather than a centralized coordinator. In a similar manner in [39], the authors 
present an interesting approach that can also be classified as utility-based proposal by the 
adaptation of Algorithmic Game Theory [41]. Here, a distributed coordination scheme is 
proposed, that enables the selfish behavior of each cell by maximizing its utility function. The 
selfish allocation of resources that is subject to the interference constraints in each cell can be 
seen as a non-cooperative game [41]. In this approach by assuming a simplified cellular system 
and using game theory concept, the authors proved the convergence of resource allocation scheme 
to a Nash Equilibrium.
2.2.3.2 Graph-based solutions
The inter-cell interference problem in cellular networks can be addressed based on graph theory. 
A graph G (V, E),namely Interference Graph, consisting of V  vertices connected through E  edges
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[42], represents the interference relationships between nodes, denoted as users, of different cells 
in a multi-cell environment. This graph theoretic framework comprises a multitude of different 
approaches that can be further categorized based on the way Interference Graphs are initially 
formed and interpreted.
Graph Construction
Weighted 
Graph .
Jamming
Graph
'X 1f
Graph- Graph-
Partitioning Coloring/z  x
Vertex- Edge-
Coloring Coloring
Graph Manipulation
Figure 2-10 Graph based framework - categorization
In Fig. 2-10, we illustrate a schematic classification of graph theoretic solutions used in D-ICIC. 
Note that Graph manipulation techniques depend on the intended graph construction strategy and 
some manipulation categories can exclusively deal with a certain type of graph. In particular for 
vertex coloring the literature considers both weighted and jamming graph, whereas for the edge 
coloring only jamming graphs are employed. On the other hand graph partitioning strategy is only 
used with weighted interference graphs.
2.2.3.2.1 Graph Construction
Graph Theory can be seen as an interesting solution to the channel assignment problem in 
wireless cellular networks [42].
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BS3
BS1
BS2
Figure 2-11 Interference Graph Construction - G (Vi, Ei) for user Vi
As can be seen in Fig. 2-11, an interference graph G {V, E) is composed by UEs which are 
denoted as nodes or vertices (V) of a graph. Furthermore, the edges (E) correspond to the 
interference constraints between UEs as observed in the BSs. Here, the connection between two 
edges does not imply the actual interference caused between them, but is the result of the 
downlink interference caused to both of them by their mutual interfering BSs if they utilize the 
same resource.
We define two sub-categories of interference graphs. The first class is called Jamming or Conflict 
Graphs G (V, E) [43], where the edges (£) show the critical interference between two nodes. 
When conflicts do not occur between two nodes, there is no connection between them, as the 
edges show only critical interference relations.
In the second class, Weighted Graphs [44] are constructed based on their potential interference 
condition. Here, the nodes are the users that belong to all adjacent BSs and the edges are weighted 
with a cost representing their corresponding interference relationship. The higher the weight of 
the edges, the stronger would be the interference between two connected nodes.
2.2.3.2.2 Graph Manipulation
Here the classification concerns the method used to manipulate the graphs. As can be seen in Fig. 
11, we can further classify graph-based schemes to Graph-coloring and Graph-Partitioning 
methods, considering the way the interference graphs are interpreted.
At first, we present the Graph Coloring category that is widely used in interference coordination 
and can be further divided into the following sub-categories:
• Vertex Graph Coloring: In this channel assignment policy, nodes are labeled with a color 
corresponding to a specific channel. In this category, vertex coloring can be performed to 
different types of graphs [43].
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In Jamming graphs, graph coloring targets the maximization of total throughput. The objective 
here is to find the minimum number of colors required (channels) to label the nodes provided 
that two interfering nodes should not use the same color [43]. Fig. 2-12 shows a graphical 
representation of this class for a simple scenario of a cluster of 3 BSs and 5 interacting nodes. 
In Jamming Graphs, there is edge connection between only two users that both suffer from 
high interference in downlink belonging to neighboring cells in close distance to each other 
([43], [45]).
Figure 2-12 Graph Construction and Vertex Coloring example for Jamming Graphs
In case two nodes have the same color, this implies that they utilize the same frequency band. 
Graph coloring solves this issue by assigning different colors to highly interfering nodes.
In [46], [47] ICI-aware resource allocation problem was mapped to graph coloring problem 
using a mathematical graph-based framework and considering bi-directional interference 
graphs. The objective in these works is to maximize system’s total throughput by assigning the 
optimal number of colors to users from a color list. Generally, each BS at first calculates the 
total amount of interference that UEs face by other cells using SINR and path loss 
measurements. Thereafter, the BS blocks the largest interferers by establishing connection 
edges between them and applies graph coloring algorithms to solve this problem optimally. 
Here, UEs of the same cell are not eligible to connect as OFDM is assumed to handle intra-cell 
interference by orthogonalization.
On the other hand, in weighted graphs ([48]-[49]), as can be seen in Fig. 2-13, all the nodes are 
connected via weighted edges. The weights show the interference condition, allowing the BSs 
to allocate more than one sub-band per UE.
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BS 3
BS 1
BS 2
Figure 2-13 Graph Construction and Vertex Coloring example for Weighted Graphs
In this category of schemes the objective is the maximization of system’s total throughput by 
minimizing the sum weights that show the level of inter-cell interference [48]. Here, the 
difference from the previous category is that the number of colors is pre-defined and hence our 
problem is to allocate optimally the pre-defined colors (channels) to the nodes (UEs).
• Edge Graph Coloring: In this category, labeling of the edges defines the assignment problem. 
The objective of this problem is to minimize the number of colors so as no vertex can use two 
edges with the same color ([50]-[51]). The literature findings in this category are relatively less 
and focus more towards the TDMA-OFDM wireless networks [52]. Here, the edge graph- 
coloring problem can efficiently mitigate interference conflicts in different timeslots through 
Bi-partite graphs [50].
One extension of the edge-coloring problem was proposed in [53] to cope with the issue of 
having many non-utilized sub-channels per cell. In addition to the traditional edge coloring 
problem defined above, a node can share a color (channel) with up to k adjacent nodes. Thus, 
the proposal namely Generalized Edge Coloring [53] allows each vertex to use up to k edges 
with the same color in order to increase the spectrum utilization per cell.
The graph coloring solution framework discussed in the aforementioned categories deals with 
multi-cell channel allocation in a dynamic manner. However, this solution framework is still NP- 
hard in terms of complexity and remains a burden for practical implementations ([54]-[55]). In 
case of multi-cell Scheduling most proposals are based on algorithms derived by Combinatorial 
Optimization Theory [56] to provide solutions to mitigate ICI through Interference Graphs. In 
that sense, some popular heuristic (D-Satur) [57] and meta-heuristic algorithms (Tabu search) [58] 
can be seen as potential efficient solutions to lower the computational complexity of graph-based 
D-ICIC.
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Another interesting Graph manipulation class is the Graph Partitioning. One of the major works 
in graph partitioning is presented in [44]. However, the numerical results in [44] highlight the 
importance of this class of D-ICIC. The concept of this class is based on the partitioning of users 
(nodes) into sets (clusters) throughout the network. The users in each cluster belong to different 
cells and should ideally have low interference between them. At the next stage, each cluster can 
act as a “super-user” representing the enclosed users. Therefore, the channel allocation problem 
transforms into a resource allocation problem between clusters instead of users. Accordingly, the 
objective here is the maximization of the sum intra-cluster capacity subject to user QoS 
requirements. In [44], an efficient heuristic algorithm was implemented to deal with the graph- 
partitioning problem that can be seen as a Max-k-cut problem [59]. Here, the graph is partitioned 
into K cuts in a way that no cut is smaller in size than any other cuts. Each cut results in a cluster 
of users and the objective is to provide K  clusters with equally low intra-cluster sum weights, i.e. 
interference. Therefore, the partitioning of the graph into clusters with almost equal sum-weights 
leads to a fair allocation of resources to super-users.
Table 2-3 provides a qualitative comparison of different D-ICIC approaches focusing on three 
efficiency measures to evaluate different interference mitigation techniques, i.e. Spectrum 
Utilization, Cell-edge Performance and Signaling Overhead. The comparison is between Utility 
based schemes and the three sub-categories of Graph-based schemes.
Table 2-3 Comparison of Dynamic ICIC categories
Parameters 
D- ICIC Classes
Spectrum
Utilization
Cell-Edae
Performance
Siqnalinq
Overhead
Utility-based High Low / Medium** Medium / High***
Graph-
based
WGP* High Low / Medium** Medium
WGC* Medium Medium Low
JGC* Low High Low
*WGP: Weighted Graph Partitioning, WGC: Weighted Graph Coloring, JGC: Jamming Graph 
Coloring
**Depends on Intra-cell Scheduling policy 
*** Depends on number of coordinated BSs
The utility-based proposals can potentially provide high spectral efficiency and spectrum 
utilization in comparison to graph-based schemes. Graph-partitioning also provides high spectrum 
utilization by targeting full reuse of resources per cell. However, graph-coloring schemes provide 
lower spectrum utilization to maintain better interference isolation between BSs. Weighted graph- 
coloring partially compensates this at the cost of lower level of interference isolation.
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On the other hand. Cell edge performance shows how efficiently inter-cell interference is 
mitigated, reflecting the satisfaction level of highly-interfered users following the application of 
the scheme. In utility-based proposals this is highly dependent on the fairness level of the Intra­
cell scheduling policy and the corresponding utility function. However, the restriction-oriented 
policies in such schemes partially favor users with good channel quality to optimize the network 
utility. In graph-based schemes, on the other hand, the allocation of a channel relies on user-to- 
user interference condition. This implies that interference avoidance reflecting cell-edge 
performance has highest priority there. As discussed above, jamming graph-coloring provides 
better inter-cell interference isolation than weighted graph-coloring and partitioning at the cost of 
low spectral efficiency.
Last but not least, the Overhead in terms of signaling is of major importance in dynamic ICIC 
methods. Here, the efficiency of the aforementioned classes is highly dependent to the 
environment. Utility-based schemes are implemented in semi-centralized or distributed manner. 
Therefore, signaling exchange between BSs (via X2 interface) and the central entity (that acts as 
coordinator) can lead to signaling overhead that is highly affected by the number of coordinated 
BSs. As the number of coordinated BSs increases, the signaling exchange between BSs and BS- 
central entity increases too. On the other hand, the majority of graph-based schemes are 
centralized meaning that the centralized coordinator handles the construction and manipulation of 
the graph. Considering the graph-based sub-categories, graph-partitioning requires higher 
overhead due to the fact that the construction of the graph and the adaptive clustering of users 
require more information from the BSs.
2.3 The Femtocell Scenario
2.3.1 Inter-cell Interference in Femtocell Networks
Concerning femtocell networks [16] that can practically exist as a cluster of femtocells that co­
exist in a residential building, one of the major challenges originates from the interference among 
different cells in the system. The resulting interference in networks of femtocells can have 
different origins. Co-tier interference refers to the inter-cell interference between femtocells 
whereas Cross-tier interference is the interference between femtocells and macro-cells, assuming 
that the network of femtocells is located under a macro-cell “umbrella” [16]. This deployment is 
illustrated in Fig. 2-14 where a femtocell network lies underneath a macro-cell umbrella.
29
Chapter 2. Fundamentals and State-of-the-Art
Internet /  Backhaul
Local Entity- 
G ate  way
Cross-tier
Co-tier
Small-Cell Network
< >
((tO«»
Ô
Data
Inter-celt
Interference
Signaling
Exchange
home-BS (h-BS)
Figure 2-14 Femtocell Network example in HetNets
Here, the way of resource partitioning (between femtocells and macro networks) determines the 
weight of each contributing element in the total resulting interference. In literature, three types of 
spectrum partitioning can be identified between femtocells and macro-cells: Co-channel 
deployment in which femtocells operate in the same frequency band as macro-cells, Orthogonal 
Channel deployment in which macro and femtocells use different frequency bands and Partial 
Co-channel deployment where the spectrum is divided into clear and shared parts. As a result, 
when a macro user faces a strong Interference from the femtocell side at the shared part, it can 
move to the clear part.
Therefore, in femtocell networks the major issue occurs in co-channel deployment when the 
cross-tier interference is observed to a macro-cell user by the network of femtocells. Additionally, 
another problem arises due to the co-channel interference provided by other femtocells in a dense 
femtocell deployment.
Table 2-4 classifies different interference scenarios in such networks. An Aggressor corresponds 
to the source of interference and the Victim is the entity that suffers from inter-cell interference 
[16].
Table 2-4 Downlink Inter-cell Interference in Femtocell Networks
R oles
D e p l o y r n e m ^ - - ^ ^
A ggressor Victim
Co-Tier (downlink 
co-channel)
Fem tocells Fem to-user
Cross-Tier (downlink 
co-channel)
1 f e m to c e lls  
2:M acrocell
1 : M acro-user 
2: F em to-users
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2.3.2 Multi-cell Scheduling for Femtocell Networks
In general, the problem of ICI-aware resource scheduling in a network of femtocells has been 
treated by employing two different coordination strategies, centralised and distributed. In [56] the 
following coordination strategies have been proposed for residential kind of femtocell networks:
• Centralised coordination ([12], [60]): The HeNBs of the same operator are centrally 
controlled by a HeNB gateway or management server. This centralised controller manages 
the resource scheduling, interference coordination and mobility management of HeNBs. The 
functionalities of the HeNB gateway as a centralised controller were further analysed in [61], 
[62]. Figure 2-15 shows the possible location of the centralised controller (HeNB GW) in the 
3GPP E-UTRAN architecture that was introduced in [12].
E-UTRAN Architecture
MME /  Serving GW MME /  Serving GW
HeNodeBcNodeBeNodeB HeNB Gateway
HeNodeB
eNodeB HeNodeB HeNodeB
Figure 2-15 E-UTRAN architecture including HeNB gateway [12]
The main centralized ICIC proposals focusing Femtocell Networks are graph-based schemes 
in similar concept to what was described in 2.1.3.3. However, here the Interference Graph 
consists of nodes that represent HeNBs instead of users and edges that show the co-tier 
interference levels between adjacent HeNBs. In [63] a novel centralized dynamic frequency 
reuse scheme was proposed based on graph coloring that dynamically assigns sub-channels 
to HeNBs to improve throughput for cell-edge users that assigns. Moreover, in [64] a graph- 
based framework was proposed, where all the femtocells are partitioned into different 
clusters by applying a greedy graph colouring algorithm to maximise the sum capacity of 
each group. The femtocells in the same group share the same sub-channels while those in 
different groups are allocated to orthogonal sub-channels.
• Distributed dynamic frequency partitioning ([65]-[67]): This category of resource 
scheduling focuses on coordination between HeNBs by utilising local information in a
31
Chapter 2. Fundamentals and State-of-the-Art
distributed manner. In this case, each HeNB constructs an RF neighbour list through network 
listening and user reporting. This local RF neighbour list is called “Jamming Graph”. In this 
graph, each node denotes an active HeNB whereas each edge shows the jamming condition 
between two HeNBs. Jamming condition happens when the channel gain difference between 
interfering and serving nodes exceeds a threshold. In practice, the distributed frequency 
reuse planning can be converted into a graph colouring problem between femtocells, which 
could be solved in a distributed manner at a low level of complexity.
2.4 Summary
In this chapter we have provided:
1. Background information on wireless channel, OFDM,OFDMA systems and the impact of 
Inter-cell Interference in HetNets, considering femtocell networks as a key scenario.
2. A review of ICIC mechanisms which are applicable for emerging wireless systems (LTE, 
LTE-A).
3. Following this, we discussed the state-of-the-art ICIC mechanisms focusing dense 
femtocell networks as a special case in emerging wireless systems.
In the next chapter, co-tier inter-cell interference is further investigated and quantified, using a 
performance study, as a key issue in dense femtocell networks.
32
Chapter 3 .Co-tier Inter-cell Interference Study fo r  Femtocell Networks
Chapter 3
3 Co-tier Inter-cell Interference Investigation 
for Femtocell Networks
In this chapter we analyse the impact of co-tier interference in femtocells, concluding that without 
interference mitigation techniques, QoS in the form of acceptable outage probability is not 
achievable in scenarios representing medium to worst cases of interference.
While the recent literature has been more focused on the analysis and simulations of cross-tier 
interference [68]-[71], relatively less effort [71], [72] has been dedicated to the analysis of co-tier 
interference. In [71], an approximation method to study the effect of interference has been 
introduced for femtocells where marginal effect of co-tier interference has been observed due to 
high natural isolation between the femtocells in addition to low nominal transmission powers. 
But, this study was mainly based on symmetric assumptions on the deployment of femtocells. 
However, unlike the macro-cells, femtocells do not follow predefined deployments based on the 
cell-planning strategies of operators and more investigation is required to capture the effect of this 
random deployment on the resulting interference in the system. These aforementioned issues 
motivated us to revisit the problem of co-tier interference in femtocells with more detailed 
analysis and evaluation studies, thereby fulfilling a gap in literature.
Our purpose is to analyse the co-tier interference to evaluate the requirements of interference 
mitigation algorithms for femtocells. Results obtained from the performance study are also 
compared against Monte Carlo simulations for evaluation purposes. Subsequently, some 
important radio access parameters and deployment configurations, such as path loss model, 
shadowing, wall penetration loss, location of femtocells and user distribution are further examined 
as key elements that can potentially affect, positively or negatively, the femtocell-to-femtocell 
interference in a multi-femtocell deployment. The results can be used as guidelines in practical 
deployments of femtocells.
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3.1 Performance Analysis
In [71], an approach has been introduced to approximate the Cumulative Density Function (CDF) 
of the SINR in presence of lognormal shadowing. The severity of interference is measured by the 
outage probability that can be extracted from the CDF of SINR considering a certain minimum 
threshold.
Following similar approach, we consider a system comprising 1=1,2,..,L neighboring femtocell 
access points where a target femtocell (/0) is considered as the cell of interest. A general 
expression of the received power for UE m inside the target cell from any of the HeNBs including 
the serving HeNB can be calculated as follows:
Pi'i.m = Pi Gi Gm C lo g e {PiiW)  Yitm (3.1)
Here, Pt is the transmitted power by HeNB I and 7/, m is a lognormal random variable representing 
the shadowing loss on the link between HeNB I to UE m. The terms C and a are the path loss 
constant and exponent, accordingly and DÂm defines the HeNB-UE distance [71]. Moreover, G/ 
and Gm are the antenna gains of the corresponding HeNB and UE, respectively.
Following the mathematical notation defined in [71], the received power expression in (3.1) can 
be rewritten as:
P rLm =  e x p [loge (PlGlGm C') -  a lo g e (DZj7n) + Ylm ] (3.2)
Following the observation in (3.2), the total interference received by UE m  from L  interfering 
HeNBs can be written as:
Im = ^ j  exp[Zosfe (PzGzGm C) -  a lo g e (Dl)7n) + Ylm \ (3.3)
i=i
The received powers of both serving HeNB interferers are log-normally distributed. According to 
the literature [71], the SINR distribution function can be seen as a lognormal distribution which is 
characterized as the ratio of the distributions of the serving HeNB (/= I0) and the summation of 
the received powers of L -l interférer HeNBs plus the power of thermal noise77.
PPlnmSINRm =  — p  (3.4)
*m • V
By literature [73]-[75], the summation of a set of identical and independent log-normal variables 
(assuming background noise as a lognormal variable with zero mean and variance) is proved to be 
a new lognormal variable. In this direction, there are various approximations to deal with the 
summation of lognormal variables [73]. Two popular approximations for the summation of
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lognormal random variables are the Central Limit Theorem (CLT) [74] and Fenton-Wilkinson
approximating a sum of positive random variables by a normal distribution. However, its accuracy 
can be affected by two parameters: The number of the summands (interferers) and the standard 
deviation of the each lognormal variable.
On the other hand, Fenton Wilkinson [75] is denoted as a popular and low complexity method and 
was used in our study. In this case, the lognormal distribution with matched mean and variance 
represents the sum of lognormal random variables by matching the first two moments. This is 
known as the Fenton-Wilkinson approximation and one of the key features of this approximation 
is that it becomes progressively better as the number of independent lognormal random variables 
with low standard deviations grows large [75].
The resulting lognormal distribution has its probability density function given by (3.5) [71,(16)]:
, where p  and a are the mean and standard deviation in log domain.
The Femtocell deployment used in this study is 5x5 grid of apartments (Fig. 3-1). Although the 
5x5 grid layout is used for the simulations, the parameters are extracted from dual stripe model 
[12] to better capture some issues including the effect of internal penetration loss of the walls. 
Here, each block is surrounded by internal walls of 5dB penetration loss that is in line with 3GPP 
deployment parameters. It is assumed that the Femtocell-of-Interest is located at the centre block 
is surrounded by a tier of eight adjacent HeNBs.
method [75]. The former is based on the central limit theorem for causal functions [74] and allows
(3.5)
0  Interférer HeNB 
★Serving HeNB
A Femto UE
1 Minimum distance
Figure 3-1 5x5 grid layout
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Primarily, two reference scenarios were deployed as benchmarks for the evaluation study. The 
Reference Scenario A (Fig. 3-2-left) is a static scenario that models the cell-edge UE when all the 
HeNBs are at centre of their associated blocks. In the reference scenario B (Fig. 3-2-right), all 
HeNBs are still assumed to be located at centre positions. However, by averaging 36 uniformly 
distributed potential UE positions, we extract the location-independent CDF of SINR.
Figure 3-2 Reference scenarios, A (left) and B (right)
For the evaluation of the accuracy of the approximation method presented in [71] for our current 
deployment, we compared the reference scenarios with Monte Carlo simulations with the 
following parameters:
Table 3-1 Implementation Parameters
Cell Radius 7m
Path loss Exponent 2
Path loss constant 38.46
HeNB transmission power 20dBm
UE Noise figure lOdB
HeNB/UE antenna gains 3dBi/0dBi
Number of Interfering HeNBs 8
Frequency Reuse Factor 1
Lognormal Shadowing Std. deviation 4dB
Wall Penetrations 5dB
The CDF of SINR in both aforementioned scenarios show good agreement with the simulation 
results in particular in the tail part of CDF as can be seen in Fig. 3-3. The small accuracy gap 
accounts for the approximation used for the summation of the log-normal random variables 
(interferer-HeNB s).
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Figure 3-3 CDF of SINR comparison of performance study vs. Monte Carlo simulations
3.2 Effect of Key Radio Access Parameters & Deployment 
Configurations
At next stage, for these deployments, we further examine the effect of radio access parameters on 
the overall performance in a cluster of femtocells. Here, 2.2dB (threshold for BPSK to achieve 
reasonable un-coded BER) is chosen as the threshold for the outage similar to what has been 
chosen in [71] for comparison purposes.
3.2.1 Effect of Path Loss Model
The path loss model used in our study is extracted from the 3GPP dual stripe model [12] for the 
current 5x5 grid layout to better capture some contributing factors including the effect of internal 
penetration loss of the walls:
= 38.46 + 201ogio(K) + 0 .7 d 2 D ^ ^ r + 9/^  (3-6)
, where R is the UE-HeNB distance and the variable cl2D indoor models the existence of internal 
walls inside each apartment. Moreover, q is number of apartment separating walls and Lw 
characterizes the wall penetration from the separating walls and is suggested to be 5dB by 3GPP.
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Thereafter, the CDF of SINR is compared (in the same deployment) with the path loss model used 
in [71],
= 43.8 + 36.81ogio(K) + 9 ^  ^
As can be observed in (3.7), the path loss exponent (3.68) is much higher than the dual stripe 
model (2). This denotes a larger attenuation of signal strength as a function of separation between 
UE and the serving. Shadowing standard deviation of 4dB is considered for both scenarios to have 
a fair comparison. Results are shown in Fig. 3-4 for both path loss models using Reference 
Scenario A deployment. As can be seen, for a user located at the cell edge, both path loss models 
show similar outage probability (61.5%). However, as the user is approaching the serving HeNB, 
the CDF of the downlink SINR shows lower outage for the PL2 mainly due to the fact that larger 
path loss exponent shows higher interference attenuation for corresponding HeNB-UE distance. 
For example, when UE is in 5m distance from its serving HeNB PEI shows outage probability of 
26.5% which is higher comparing to PL2 (19%). Furthermore, for a UE at cell-centre {R = 3m) 
the outage probability gets 10 times higher for the PL1 (2% vs. 0.2%).
So, the analysis shows that femto-to-femto interference could be quite strong in both scenarios for 
a UE that is located in the cell edge. This requires the use of interference mitigation schemes for 
acceptable performance.
r
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— —  PL1. Reference Scenario A: Cell-Edge UE
0.2
PL2. Reference Scenario A: Cell-Edge UE
— —  PE E  Reference Scenario A: Cell-Centre UE
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Downlink SINR (dB)
Figure 3-4 CDF of SINR comparison using PLI, PL2 in Ref. Scenario A
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3.2.2 Effect of Lognormal Shadowing
Another key radio access parameter is the Lognormal Shadowing effect. In Fig. 3-5, the location- 
independent CDF of SINR is illustrated using different standard deviation values of the 
Shadowing assuming the Reference Scenario B.
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Lognormal Shadowing (6dB)
Lognormal Shadowing (8dB)
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Downlink SINR (dB)
Figure 3-5 Effect of Lognormal Shadowing in downlink CDF of SINR
The outage probability for the Reference Scenario B, using PL1 is 16% when 4dB of shadowing 
standard deviation is used, 24% when 6dB is applied and 30% in 8dB standard deviation. Since 
shadowing represents environmental obstructions in the radio path, the results can provide useful 
guidance about performance of femtocells in different radio environments. Of course, the higher 
the higher the standard deviation, the higher will be the outage probability as shown in Fig. 3-5.
3.2.3 Effect of Wall Penetration Loss
Another important parameter that affects the inter-cell interference in a femtocell network is the 
effect of the walls that separate each apartment. In this work, the location-independent CDF of the 
downlink SINR was compared for the Reference Scenario B using different wall penetration 
levels.
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Figure 3-6 Effect of wall penetrations in downlink CDF of SINR
The results in Fig. 3-6 show that the outage probability in case there are no separating walls is 
44.7%. This probability drops to 15.9% by including separating walls of 5dB and interference is 
further mitigated to 4.2% in case we have higher penetration loss of lOdB.
3.2.4 Location of Femtocells and User Distribution
Here, some additional asymmetric scenarios and case studies are introduced to evaluate the effect 
of topology, density and formation of femtocells on resulting interference using the method 
presented above. Major outcomes of this evaluation study are highlighted in the following 
subsections based on 3GPP simulation assumptions.
3.2.4.1 Location-based Worst Case Scenarios
In scenarios 1 and 2, the statistics are averaged over different snapshots as UE approaches Serving 
HeNB (Scenario 1) or vice versa (Scenario 2). Please note the location of HeNBs and UE are 
fixed during each snapshot. Therefore, the movement of access point does not imply mobile and 
dynamic environment.
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Figure 3-7 Scenario 1 (left) and Scenario 2 (right)
In Scenario 1, as UE approaches HeNB, 4 out of 8 adjacent HeNBs (as shown in Fig. 3-7, left) are 
moving along the UE to keep the Interferer-to-UE distance as close as possible.
As can be observed in Fig. 3-8 for different snapshots of UE locations in worst-case interference, 
the outage probability is unacceptably high. The outage probability is initially 100% and drops to 
64.3% as UE moves towards the serving HeNB.
On the other hand, Scenario 2, shows how outage probability fluctuates as interference varies 
while the received power by serving HeNB is increasing.
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Figure 3-8 CDF of SINR in Scenario 1
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In Scenario 2, the serving HeNB is approaching the stationary UE and other HeNBs remain at 
their positions similar to Fig. 3-7, right. Thus, this scenario examines the effect of interference in 
case the received power at UE enhances gradually whereas the total received interference by 
neighbouring HeNBs remains the same.
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Figure 3-9 CDF of SINR in Scenario 2
The resulting outage probability illustrated in Fig. 3-9, does not drop gradually as the HeNB 
moves towards the UE due to the severity of interference that remains intact. In case the serving 
HeNB is approaching very close to the UE, the outage probability drops to 64.3% for the 
minimum HeNB-UE distance of 1 meter.
3.2.4.2 Location-independent Worst Case Scenarios
In the worst-case scenario 3, as shown Fig. 3-10, the UE and depicted Interférer HeNBs (4 out of 
8) gradually move jointly on the white potential locations but other interferers are kept fixed. We 
consider, 36 potential UE locations (uniformly distributed) and the final PDF function is the 
numerical average of all the PDFs. Averaging overall possible locations provides location- 
independent PDF of SINR.
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Figure 3-10 Worst-case scenario 3a (left) and scenario 3b (right)
Unlike the first two worst-case scenarios, scenario 3 shows a holistic picture of interference where 
different UE potential positions are taken into account. Fig. 3-11 shows the performance of 
scenarios 3a and 3b compared with the reference scenario B as described above.
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Figure 3-11 CDF of SINR in scenarios 3a, 3b, and second reference
The results show that the outage probability is quite high in case that serving HeNB is at the cell- 
edge (90%) while it decreases in scenario 3b (67%) as serving HeNB is located at the centre. This 
highlights the impact of topology and formation on severity of interference. The reference 
scenario B shows the least outage (15.9%) of all due to the symmetric location of HeNBs at the 
centre of different blocks that is consistent with the previous observations in the literature.
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Table 3-2 represent a general overview of the outage probability for scenarios 1 to 3 (1, 2, 3a, 3b) 
and reference scenario B. In scenarios 1, 2 worst and best outage values are with respect to 
different positions of desired and interférer HeNBs and UE in the network.
Table 3-2 Outage probability outputs in scenarios 1-3, Reference Scenario B
Scenarios Outage probability 
[min UE-HeNB distance=lm]
Scenariol 64.3%-100%
Scenario2 64.3%-100%
ScenarioSa 90%
Scenario 3b 67%
Reference Scenario B 15.9%
3.3 Summary
This chapter can be summarized as follows:
• An extensive evaluation study of co-tier interference in femtocells is provided, using an 
established approximation method from the literature [71]. This study was crucial to better 
capture the effects of asymmetric deployments of femtocells on the performance of 
heterogeneous network. Here, QoS in the form of acceptable outage probability was used as 
the measure to evaluate scenarios representing different degrees of interference.
• Furthermore, some key radio access parameters like path loss model, shadowing and wall 
penetration loss were individually evaluated to analyse their impact on co-tier interference. 
As discussed, in symmetric deployments of femtocells, the effect of co-tier interference can 
be small due to the natural isolation factor of wall penetration loss that is consistent with 
the literature. However, considering random deployment of femtocells and some extreme 
scenarios, the impact of co-tier interference can be drastically amplified.
This study highlights the necessity of interference mitigation mechanisms to be adapted for 
arbitrary deployment of femtocells. In this direction, next chapter provides interference mitigation 
mechanisms to be applied in dense femtocell networks.
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Chapter 4
4 Graph-based Inter-cell Interference 
Mitigation for Femtocell Networks
Following the observation that dynamic interference coordination is crucial in arbitrary femtocell 
deployments, this chapter proposes graph-based ICIC mechanisms adapted to scenarios 
comprising femtocell networks.
As described in Chapter two, we mainly categorized the dynamic Graph-based ICIC mechanisms 
into Graph Coloring (GC)-based and Graph Partitioning (GP)-based schemes as candidate 
solutions to deal with inter-cell interference in emerging wireless systems. Here, we propose two 
schemes, one from each category, that are applicable to femtocell networks.
Initially, we focus on GC-based solutions where a dynamic semi-centralized resource partitioning 
algorithm is proposed to mitigate co-tier interference. In this case, the resource allocation is 
managed principally at each HeNB while a local central entity resolves the interference conflicts 
upon request.
We subsequently propose a novel GP-based solution, considering a locally centralized D-ICIC 
mechanism. This enables concentrating the entire processing requirement at a locally centralized 
controller (LFGW). By this method, all the processes for interference and resource management 
are delegated to LFGW.
4.1 System Model and Problem Formulation
4.1.1 System Model
Here, the system is considered as a downlink multi-cell OFDMA cellular network that consists of 
a dense deployment of indoor femtocells. Each small cell is served by a single, randomly located, 
antenna denoted as home-BS (h-BS). The entire network is regarded either way as an enterprise or 
domestic environment that comprises L  h-BSs. Each h-BS serves Mz users and the total number of 
users in the system is the aggregation of the users of all L  h-BSs, such that MT = Yii=i M;. Here,
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m (/) 6 Mt represents the user attached to h-BS /, for L = [l\Vl 6 1 ,2 ,.., L} assuming each user is 
served by only one h-BS.
This system also includes a locally central entity that acts as a control unit that resolves conflicts 
in the femtocell network. Below in Fig. 4-1, we illustrate an example deployment that comprises a 
typical 3GPP LTE Femtocell network [12], including a Local Femto-Gateway (LFGW). The 
LFGW is defined as an optional solution for management purposes mainly for enterprise femto­
cell networks [76] and subsequently acts as a medium between femtocells and the internet 
backhaul. Note here that an interface, defined as X2, is also available between HeNBs for 
signalling exchange purposes.
Furthermore, the resource allocation problem corresponds to the allocation of iV sub-channels that 
can be reused throughout the network. However, due to intra-cell allocation policy in OFDMA 
systems, sub-channels are allocated orthogonally between users of the same cell.
Here, two binary variables are defined: am^ in is the binary variable corresponding to the 
allocation decision for the sub-channel n to user m of h-BS I, i.e. am^ n =  1 if user m(l) is 
allocated sub-channel, where N =  {n|Vn 6 1,2, ..,7V) is the set of sub-channels. This variable can 
be formulated as follows:
In similar manner, bl n is the h-BS related binary variable representing the allocation decision for 
the sub-channel n to h-BS I. As a result:
r
Internet
Local
Femto-Gateway <  >  X2 Interface
Inter-cell
Interference
HeNB
Data
Femtocell Network
Figure 4-1. Femtocell Network Overview
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It is assumed that that when a HeNB powers on, it listens to the neighbouring control channel and 
reference signals and subsequently measures the path loss from them [12]. Moreover, each HeNB 
receives the Signal-to-Interference and Noise Ratio (SINR) reports periodically from its 
corresponding UEs. The SINR is defined as the ratio between the received power of the signal of 
interest and the sum of all interferers’ powers and noise power. From information theory it is 
known that a higher SINR increases the maximum possible error-free transmission rate (referred 
to as Shannon capacity [77]). The corresponding SINR that UE m experiences at the channel n is 
derived by:
•w —  Pl,nGm(l),l,n
Y m m 'n  Z i* leL h n P i,n G m m n+r, ( 4 3 )
, Pl n accounts for the HeNB transmit power per sub-channel. The total transmit power of each
HeNB is assumed to be fixed and remains the same for all HeNB in the network transmit power is 
equally distributed among sub-channels, so transmit power of HeNB I on sub- channel n depends 
on the number of sub-channels allocated to its users for a specific transmission time interval. 
Consequently, if a HeNB does not utilize all the available N  sub-channels, the power transmitted 
per sub-channel is higher than nominal power per sub-channel in reuse-1. Moreover, Gm Qyiin is 
the channel gain between HeNB I and UE m in the sub-channel n and T] represents the thermal 
noise. Note that the channel gain is modelled as a function of path loss, lognormal shadowing and 
frequency selectivity.
Considering the downlink SINR as a metric of the experienced signal degradation due to 
interference and noise, the following formula is used to define the achievable data rate on each 
sub-channel.
KmCO.n =  log2( l  +  PYm(l),n) (4 '4 )
The spectral efficiency can be approximated with an attenuated and truncated form of the 
Shannon bound [77]. Here p  accounts for the SNR gap observed in practice in a system using 
adaptive modulation and coding. A useful approximation of p is given in [1] 
as p =  —1.5/ln(5  ■ BER) that assumes QAM detection for a given Bit Error Rate (BER).
4.1.2 Problem Formulation
As discussed in 2.2.3.1, the problem of network utility maximization is translated to weighted 
capacity maximization problem in this work. Here, the Weighted Sum Rate (WSR) is considered 
as a representation of network utility where the weighting factors can be tuned accordingly to 
maintain fairness or other service requirements of the network.
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Let {wm n, m  6  MT,n  E N] be arbitrary user weights taking into account QoS requirements. The 
optimization problem here is to find the optimal resource allocation (subcarrier and power 
control) in order to maximize the weighted sum-rate:
L Mi N
Subject to:
m a x
A
1=1 m(0=l n=l
^  a7n(Z),n ^  1; V I E L ,n  £  N
(4.5)
a m(l),n e  {0,1}, V/ E L,7l E N  (4.6)
N
^   ^ Pl,n — Pl.max (4-7)
n=l
(4.8)
Hence, the optimization problem is weighted sum-rate maximization over the network in presence 
of inter-cell interference subject to power constraint of Plmax per node / as in (4.7) and orthogonal 
allocation at intra-cell (4.8).
4.2 Graph Coloring-based Interference Coordination for Femtocell 
Networks
In this section, we present a dynamic interference-aware resource partitioning algorithm that can 
be adapted to a multi-femtocell environment. This scheme acts as a multi-cell coordination 
mechanism on top of intra-cell scheduling by applying a low complexity graph-based algorithm. 
The objective of the coordination mechanism is the efficient management of resource conflicts 
due to interference in a multi-cell environment consisting of femtocells. This coordination 
mechanism defines a novel category of graph-based ICIC algorithms that uses bi-partite graph 
colouring to avoid resource conflicts by randomizing them in time domain.
Our proposal can be seen as a semi-centralized graph-based algorithm where it employs local 
gateway to apply restrictions and to allocate the radio resources to the cell-edge users of different 
HeNBs in an efficient manner. In brief, this scheme can be divided into two parts. In the single­
cell scheduling part, each HeNB applies proportional fair scheduling. Subsequently, in the
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coordination part the local Femto-GW (LFGW) tries to dynamically restrict the allocation of 
channels among neighbouring HeNBs by applying a vertex graph colouring algorithm [78].
4.2.1 Single Cell Scheduling
At this stage, we use Proportional Fair (PF) Scheduling for a multi-channel system [79] in each 
Femtocell to exploit multi-user diversity and at the same time to have a fair allocation of 
resources between multiple users. Each user feedbacks the achievable data rate to its serving 
HeNB per sub-channel n=l,2,...,N  and the HeNB calculates the ratio of the achievable rate to the 
average throughput for each user m=l,2,..,M  and each time-slot. Here, the optimal user for each 
sub-channel is the one that maximizes the following ratio:
, where tc accounts for the time constant for the moving average. Thereafter, each HeNB l- l,2 ,..,L  
forms a matrix, denoted as Weighted Rate (WR) matrix, which consists of the ratios of the 
achievable rate to the average throughput for the pre-allocated users m n*, such that:
The matrices corresponding to all the neighboring HeNBs that include the WRs of the pre­
allocated users per sub-channel and are sent back to the LFGW.
4.2.2 Vertex Graph-Colouring
The next step is the collision avoidance in the central entity based on the weighted rates of the 
pre-allocated users per femtocell. At this stage, the graph-based algorithm is performed only to 
the WRs that are below a predefined QoS threshold. That means that this multi-cell conflict 
matrix is going to have zero entries for weighted rates above a pre-defined threshold:
Therefore, the vertex colouring algorithm presented below is performed in the simplified multi­
cell “conflict” matrix. In analogy, the resource allocation problem is similar to the Time-tabling 
problem in [78], where we have a number of professors (HeNBs) that are required to teach a 
number of subjects (sub-channels). Administration (LFGW) has to make a timetable according to
m n =  a r g m a x meM ( ? p ^ ) (4.9)
The average throughput is maintained by an exponential averaging as shown below:
R m ( t  +  1 )  — <
r
<=> m  =
(4.10)
(4.11)
— 0  <=> W R n  [ / ]  ^  W R qoS, V Z , 7Î (4.12)
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their availability in a way that no collision happens in teaching subjects (resource scheduling). 
Therefore, graph-colouring is enabled by different colours so as to restrict the allocation of 
resources not only orthogonally to each other, but also orthogonally in different periods of time. 
In fact, this algorithm provides a flexible dynamic adaptation where different parameters like 
number of neighbouring HeNBs, frequency parts, and colours (time periods) can be altered 
accordingly.
Firstly, a bi-partite graph is created (Fig. 4-2, left) that shows the critical interference of a HeNB 
in each sub-channel. Here, the edge E is defined as a connection between a node from Vertex Set 
1 (HeNB) and a node from Vertex Set 2 (sub-channel). Following, the local entity creates an edge 
line graph (Fig.4-2, right) that targets the sub-channel conflict resolution for sub-sets of HeNBs 
by assigning the conflicting resources in different time slots to competing HeNBs. The vertex 
graph colouring as presented in [78] has originally been developed to solve the aforementioned 
time-tabling problem but as a low-complexity algorithm can also be mapped to the problem of 
resource scheduling. The objective of this algorithm is to find the minimum number of colours 
(time-slots) for the orthogonal allocation of resources between “competing” HeNBs. This is 
achieved by finding the minimum number of colours required in each conflict set based on the 
number of competing HeNBs. The number of colours can be variable based on the conflicting 
scenario but is less or equal than the maximum number of edges that are connected to the nodes of 
the Vertex Set 11 (Fig. 4-2). The objective of minimizing the number of colours subject to the 
constraint of orthogonal allocation in conflicting channels affects the degree of utilization of a 
resource by competing HeNBs.
Comparing to the state-of-the-art graph colouring algorithms as discussed in 2.1.3, our 
contribution can be highlighted as follows:
• The proposed algorithm constructs its corresponding graphs in a different manner, denoting 
a new category of graph-based dynamic ICIC schemes. The major distinguishing factor of
Vertex Set I- HeNBs Line Graph
Confl
Vertex Set // -Sub-channels
Figure 4-2 Bi partite & Line Graph Construction
50
Chapter 4. Graph-based Inter-cell Interference Mitigation fo r  Femtocell Networks
this scheme originates from the definition of nodes and edges in a constructed graph. In 
previous works, there is a single vertex set of HeNBs where each internal edge denotes the 
level of inter-cell interference among them.
• In our proposed case, two vertex sets are introduced in which femtocells are connected 
logically to the high interference resources where they resolve the conflicts efficiently by 
using the minimum vertex colouring method.
• Signalling is an important issue that needs to be considered for the proposed algorithm in 
presence of a dense femtocell deployment. In our proposed scenario, the resource conflicts 
are resolved via local gateway(s) for different clusters of femtocells. As the processing 
happens locally within each LFGW, the algorithm is not iterative and provides the solution 
in a single iteration. This is advantageous and helps to keep the signalling at a lower level 
compared to iterative decentralized algorithms.
4.2.3 Example
In the following, we provide an example to show how the resources are scheduled in a 
neighbourhood of three HeNBs. The major assumptions of this example are as follows: HeNB 1, 
2, 3 are three neighbouring cells that face co-tier interference. All HeNBs are adjacent to each 
other and the spectrum is divided and grouped into 12 sub-channels: F I, F2,...,F12. Each HeNB 
pre-selects conflicting resources based on low-level of the weighted rate and in this specific 
example, the conflicting sub-channels are F I, F3 and F6 . Similar to the time-tabling problem, in 
each time period, only one sub-channel that is under consideration is available for each HeNB. 
The time window is set to three periods.
Taking the assumptions from above into account, we first create the bi-partite graph for HeNBs 
and corresponding frequency sub-channels. After creation of this graph, the LFGW creates the 
adjacency matrix of the Line Graph (edges by edges dimensions) in a way to prevent overlapping 
frequency sub-channels for adjacent cells in different time periods. Depending upon adjacent 
HeNBs in the neighbourhood, this matrix can change and efficiently be adapted to different cases. 
Thereafter, we use a low complexity vertex graph colouring from literature [78] to colour the 
vertices of the line graph, in a way that the HeNBs that are competing for a resource are allocated 
this resource in different time-slots. From this result, we can extract the time-table of resource 
restrictions to three adjacent HeNBs that compete for different sub-channels in three time-periods 
then. The aforementioned steps for this example are illustrated in Fig. 4-3.
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Figure 4-3 Graph-Colouring Algorithm Example
4.2.4 Simulation Results
The Femtocell deployment used in this study is a 3x3 grid of apartments (Fig. 4-4). In this 
deployment, each HeNB and 4 users are randomly distributed in each apartment.
*
*
*★
*  *
B  HeN Bs 
*  U sers
Figure 4-4 Random deployment of users, HeNBs in 3x3 grid
We developed a Matlab Monte Carlo simulation platform with the following simulation 
parameters derived from 3GPP standard [12] (Table 4-1):
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Table 4-1 Simulation Parameters
Cell Radius
7m
Snapshots 5000 (4 TTIs/snapshot)
HeNB transmission power 20dBm
UE Noise figure lOdB
HeNB/UE antenna gains 3dBi/0dBi
Number of Interfering HeNBs 8
Frequency Reuse Factor 1
Frequency Selectivity Rayleigh Fading Channel (4- 
tap)
PF constant (Tc) 100
Two different path loss models used to evaluate this algorithm in a dense deployment (Table 4-2): 
5x5 model and dual stripe model both derived from 3GPP [12]. Please note that in both scenarios 
similar deployment strategy as the 3x3 grid is used for the sake of comparison.
Table 4-2 Path Loss Models
5x5
Model P L l(dB ) =  43.8 +  36.8log10(R) +  qLw
Dual
Stripe
Model
PL2{dB) =  38.46 +  2(ilog10(R) +  0.7d2Dindoor +  qLw
, where R is the UE-HeNB distance (in meters).The variable d2D indoor models the existence of 
internal walls and obstacles inside each apartment. Moreover, q is number of separating walls 
between the apartments where Lw characterizes the wall penetration loss from each separating wall 
and is set to 5 dB as described in [12].
The proposed algorithm is compared with two benchmarks of Round Robin (RR) and 
Proportional Fair Scheduling in Reuse-1. Initially the CDF of Downlink SINR is illustrated for 
both path loss models. Similar to the evaluation study performed in Chapter 3, we choose 2.2dB 
(threshold for BPSK to achieve reasonable un-coded Bit Error Rate (BER)) as the threshold for 
the outage.
Fig. 4-5 shows the CDF of SINR for all users in the 3x3 grid using the dual stripe model. As we 
can see, the outage probability is 31% for RR scheduling in full interference. However, the outage 
drops to 2% if PF Scheduling is utilized. The graph colouring shows a further improvement to
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0.8%. In this case, due the effect of internal and separating walls, the conflicts occur with a lower 
frequency and this limits the gain of proposed algorithm.
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Dual Stripe: Reuse-1, PF with Graph Colouring
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Downlink SINR (in dB)
Figure 4-5 CDF of Downlink SINR in Dual Stripe model
On the other hand, in the 5x5 model as shown in Fig.4-6, the outage probability is quite high for 
RR and reuse-1(65%) compared to previous model due to elimination of explicit internal and 
separating walls in this model. The outage probability drops to 20% by employing PF scheduling. 
Here, incorporating graph colouring along PF brings significant gain and the outage is reduced to 
5.3%.
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Figure 4-6 CDF of Downlink SINR in the 5x5 model
The last finding is the CDF of user throughput as shown in Fig. 4-7 and Fig. 4-8 again compared 
for both models. Similar to the observed trend, the CDF of user throughput shows a marginal gain 
for dual stripe as can be seen in Fig.4-7 whereas the 5x5 model presents substantial gain.
Sam ple CDF
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User Throughput (b/s/FIz)
Figure 4-7 CDF of User Throughput in Dual Stripe model
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Figure 4-8 CDF of User Throughput in 5x5 model
4.3 Graph-Partitioning based Interference Coordination for Femtocell 
Networks
As mentioned in Chapter 2, the problem of multi-cell scheduling in presence of inter-cell 
interference is an NP-hard combinatorial problem [80]. There are different heuristic solutions to 
address this problem in the literature. Graph-partitioning based solutions are of particular interest 
in this case due to modularity and potential simplicity. However, some assume fixed number of 
clusters according to the number of sub-channels. This relies on the assumption that each user has 
prior knowledge on the required number of resources as QoS measure thereby replicating itself 
across different clusters to meet the measure [44]. While such assumptions would decompose the 
outcome solution to simple modules, in practice, the target QoS might be multi-objective 
depending upon instantaneous rate requirement as well as long term interference requirement, 
leaving the number of resources to be allocated as an optimization variable.
In this section, while we rely on lessons learned from graph-based solutions in the literature [44], 
we formulate our problem based on dynamic clustering to target adaptive yet feasible QoS 
measures in two levels: instantaneous QoS per user via tuning the weighting (priority factor) of 
users versus longer term QoS per cell via adjusting the number of admitted users per cluster. In 
this direction, we come up with efficient but simple solutions for multi-cell scheduling for dense 
small cell networks.
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Fig. 4-9 illustrates the structure of the solution framework, consisting of three key axes (graph 
creation, graph partitioning and channel assignment) described in more details in the following 
sub-sections.
Graph
Partitioning
S  "Super-users' 
Creation
Channel
Assignment
v/  SNR Maximization
Weighted Graph 
Construction
S  User-to-User
Figure 4-9. Solution Framework
More specifically, in addition to the solution framework that was proposed in [44] our proposed 
scheme has the following novel features:
• The Partitioning of the Weighted Graph is performed sequentially by a novel local search 
algorithm derived by Combinatorial Optimization theory to create clusters of users rather 
than the legacy graph-partitioning concepts used in the literature.
• The Partitioning of the Graph is Adaptive and Dynamic. This means that the number of 
clusters and the users included can change fast to deal with the dynamic environment 
having numerous small cells in a dense area. Moreover, the adaptability of this algorithm is 
also expressed by introducing different modes of the same algorithm to deal with different 
interference conditions.
• The Channel Assignment between clusters of users is implemented using different strategy 
that objects the optimization of the weighted capacity per sub-channel. In our proposal, 
clusters are allocated to sub-channels in a best-cluster-per-channel manner starting from the 
channel with the best quality per iteration. In this part Proportional Fair scheduling is 
performed for the users, allocated resources through their clusters.
4.3.1 Graph Construction
The interference graph G (V, E) consists of V vertices corresponding to the users in the system 
such that |y| = m t and E  edges that show the downlink interference conditions between users.
Notice that the potential interference condition between two users is not a direct interaction of 
users as we focus on the downlink inter-cell interference. An edge between them logically shows 
the level of signal degradation to both users assuming they utilize the same resource part.
This graph is a weighted graph that connects all the users in the system. The interference graph is 
constructed in a central entity which is locally deployed and the weights are updated based on the 
users’ relative locations and the corresponding channel losses. The weights are discrete and can be
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categorized into 4 states that show the level of interference between different users such that: 
E  ( u > v)  G E m e c l  ^ c r i t  ^  ^  ^  G K.
• Low Interference: This state is considered as the optimal interference condition where two 
users, attached to different HeNBs, are not interfering with each other assuming same sub­
channel allocation. This is a result of their relative distance or the fact that both users are 
close to their serving HeNB. The metric used here is a Channel Loss threshold {Thrl) derived 
by measurements for both interfering links.
E(u, v )  =  Emin: LossiCv)jU A L o s s i ^  >  Thrl,  V it ¥= r  G H (4.13)
• Potential Interference: In this state, we introduce a second more relaxed loss threshold. 
Hence for each pair of users u, v the channel losses between user u and the HeNB of v (and / 
or vice-versa) lie between Thrl and Thr2. Here, each two users may potentially have 
interference problem in case they utilize the same sub-channel simultaneously. In the same 
manner, the relaxed threshold (Thr2) is determined by measurements.
E(u, v )  =  Emed: Thr2 <  LosS i^ iU A L o s s ^ ^  <  Thrl, \/u v  E V (4.14)
• Critical Interference: This interference state for a pair of users is translated into severe signal 
degradation in case of allocating the same resource to the pair of users. This involves either 
or both users to suffer from high interference by their paired user’s HeNB. Consequently, the 
critical interference weight implies that interference that is created by a single interférer can 
deteriorate the total SINR experienced by that user. Therefore, for a critical edge connecting 
2 users, at least one of the pair user’s HeNB is a dominant interférer to the other user. 
Accordingly, the allocation of the same sub-channel to both of them could result to 
significant performance degradation.
E(u, v )  =  Ecrit: LosSi(v-) u A L o s s ^ ^  <  Thr2,Vu  =£ v  6  R (4.15)
• Intra-cell Interference: The interference condition requires both nodes of the graph to have 
the same serving HeNB. In OFDMA, the allocation of the same resource to these nodes 
violates the orthogonal intra-cell resource allocation constraint. Therefore, the weight of this 
edge is set extremely high to ensure that each cluster will not end up including more than one 
user of the same cell.
E(u, v )  =  Eintra: u ,v  E Mi, Vu ^  v  E V,\fl  (4.16)
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Intra-cell Interference 
Weight
Critical ICI Weight 
Potential ICI Weight 
Low ICI Weight
Figure 4-10. Weighted Graph example
In Fig. 4-10 an example graph consisting of 4 mobile users is illustrated. Here we emphasize the 
weighted edge connections between nodes that have different interference relationships.
The process of the creation of the interference graph can be distinguished by the way HeNBs and 
the LFGW coordinate. In this work, we consider a centralized coordination that involves the 
control of a LFGW. In emerging wireless technologies the source of interference can be identified 
by each user. In LTE systems at maximum 6 interferers can be recognized by each user [12]. 
Likewise, in Wimax the diversity set table keeps track of the serving BS and up to 3 interferers for 
each user [80].
Considering that the users are aware of the identities of the HeNBs that create high interference, 
their serving HeNB can use this information to send it back to the local controller where the 
weighted graph is created. Therein, the LFGW has all the available information to identify the 
relationship between nodes in similar manner as the diversity set tables explained above but in 
much simpler way.
When a HeNB sends the information of its users, the LFGW records three key parameters: 
Serving HeNB, Interfering HeNB, Interferer-link Channel Loss. These parameters are stored in 
Interference Tracking Table (ITT), a table that is defined in our work to maintain the weighting 
procedure of the interference graph. ITT shows for each user which is the sources of interference 
and their scale taking into account the channel loss information between Interférer and user. If a 
user suffers from many strong interferers, this results in many entries in the table. It is worth 
noting that as the position of users and the resulting interference condition change, the entries are 
updated in a periodically.
Given this table, the edge-graph matrix is then created. The initial state of the matrix is the Low 
Interference weighting for all entries, except the nodes that share the same serving HeNB (Intra­
cell Interference weight).
67%.:
h-BS 2 l \
h-BS 1
Interference Graph
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Subsequently, the weights are updated according to the thresholds discussed above. For each node 
(user) suffering from high interference where the channel loss is equal or less the Thr2 threshold, 
the serving HeNB sets the weights as critical interference on the edges between that node to all 
the nodes attached to the interfering HeNB. Similarly, the potential weight is formed using Thrl 
and Thr2 bounds. A key aspect here is that as this process is repeated for every entry in the 
interference table, the LFGW always picks the highest weight to better characterize the 
interference conditions for each pair of nodes. Hence, if a weight between two nodes is set to 
potential in the first node and the pair of this node is chosen to have critical interference towards 
the first, the edge graph is updated to critical ICI weight but not vice versa. In this way we ensure 
that we will derive the worst case interference graph. The algorithm that determines the steps of 
the edge weighting is presented below.
Step 1. Given the Interference table, set initially all the edges’ weights to minimum (Low ICI 
weight) at the vertex-to-vertex corresponding matrix.
Step 2. Check first the serving and interfering HeNB for all entries of the interference table. The 
nodes that have the same serving HeNB in the interference table are given the highest 
weight (Intra-cell Interference weight).
Step 3. For each entry in the aforementioned table:
a. If the Channel Loss of the interférer link is equal or less Thr2, set the weights between that 
UE and all the UEs of the corresponding Interfering HeNB to Critical ICI weight.
b. If the Channel Loss of the interférer link is between Thrl and Thr2 bounds, set the weights 
between that UE and all the UEs of the corresponding Interfering HeNB to Potential ICI 
weight.
Step 4. Following Step 3, each edge might have two values corresponding to two directions for 
each pair of users. Set the values in both directions the same, taking the highest weight as 
reference:
E (u, v )  =  E (v,  it) =  max(E  (it, v], E (v,  i t ) } ,, Vu ¥= v  e  U (4.17)
The creation of the weighted graph maps the downlink ICI to a logical connection between users. 
The weighting of edges, as stated above, captures the effect of simultaneous allocation to two 
users of neighboring cells. It is important to note that we discuss about omni-directional antennas, 
hence the allocation of the same channel to a pair of users may impact either or both users’ 
performance even if their distance is long. Consequently the weight update algorithm takes the 
worst case interference for all pairs of users to deal with this issue.
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4.3.2 Graph partitioning 
4.3.2.1 Proposed Algorithm
The interpretation of the newly formed graph is a challenging task of major importance. In [44], a 
heuristic algorithm was implemented to deal with the graph-partitioning problem that can be seen 
as a Max-k-cut problem [59]. The graph was partitioned into K  cuts in a way that no cut is smaller 
in size than any other cuts. Each cut results in a cluster of users and the objective is to provide K  
clusters with equally low intra-cluster sum weights, i.e. interference.
Here, we implement a novel adaptive graph-partitioning algorithm that succeeds to group the 
users of the entire network into clusters. The objective is to deliver clusters with lowest possible 
intra-cluster sum weight which reflects the best ICI isolation throughout the network.
Initially the graph manipulation starts from a node corresponding to the one with the best 
neighbourhood (minimum degree). The rationale of the choice of a node with the minimum 
degree as starting point is that our next-node search should start from a node that has the highest 
number of good solutions. Fig. 4-11 illustrates an example to highlight this observation. The 
“Best” Start node in Fig. 4-11 is Node 1 due to the fact that the sum of the weighted edges 
towards the neighboring nodes is the lowest. Node 1 as a first node has the most edges with low 
ICI. That implies that the next node can be potentially chosen from a wider range of acceptable 
moves leading to a larger sub-graph. We have evaluated the superiority of this method over the
Intra-cell Interference 
W eight
Critical ICI W eight 
Potential ICI W eight 
Low ICI W eight
Figure 4-11. Proposed Method for starting point (Best-Start)
random start in more details via using numerical analysis below.
“Best” Start 
(Min-degree)
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Thereafter we traverse iteratively the graph by adding the node that minimizes the sum weight 
towards the already chosen nodes. Fixing the first node can potentially lead to construction of 
more efficient sub-graphs (i.e. graphs that have the highest number of nodes under a pre-defined 
sum-weight threshold). The constraint here is an upper bound targeting specific minimum QoS 
requirement, reflecting the tune-ability of this algorithm. When this bound (denoted as Ebound) is 
reached, a cluster is finalized and the algorithm continues to form another cluster, removing the 
traces of the pre-selected nodes. Here, the outcome number of clusters and the users therein is 
dynamic depending upon the QoS requirement.
C =  {Ck E  V, V k  e  K \ E L i  ck =  V }  (4.18)
This shows the flexibility of the algorithm that can deal with different interference conditions in 
an efficient way. Here, we define a binary variable that determines the eligibility of a user m t be 
included at the cluster Ck. This variable IUfk is initially 0 for all users and clusters. However, when 
a user is included within a cluster, it sets to 1. Using this variable we ensure that each user is 
eligible for one cluster at most.
/  =  {IUik G {0,1}: Iu,k =  1 <=> u  E Ck , \ / u  e V , V k  £  K  } (4.19)
Below we present the steps of the proposed algorithm:
Step 1. Given the weighted interference graph, initialize the search from the vertex with the 
minimum degree. The Vertex Set comprises of V  nodes and E  edges. The minimum degree 
is defined as the sum of all weights from that node to all his neighboring nodes. This node 
M0 is termed as “Trigger Node” here and is then added to the newly formed cluster.
Step 2. Find the user M,- that minimizes the intra-cluster sum weight from the set of users that do 
not belong to a cluster (such th a t/u k = 0 ).
M , = arg min V  E( u, v )  ,42m
MC, , eC, '  '
Step 3. Calculate the intra-cluster sum weight.
a. If the sum weight is lower than the pre-defined Upper Bound, user M,- is then added to 
cluster. Then return to Step 2.
5]„eCt E(Mt. v)  < Ebound =>Mj £ Ck , V k  E K (4-21)
b. If the sum weight is greater or equal to the upper bound go to Step 4.
Step 4. Extract the vertices of the Cluster from the Vertex Set and their corresponding Edges.
Step 5. Start from Step 1 again until Vertex Set V is empty.
In Fig. 4-12, we show an example of a graph partitioning procedure.
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Starting Node
U E2
h-BS 2 JJE4
U E1
IE 3
h-BS 1
Intra-cell Interference 
Weight
Critical ICI Weight 
Potential ICI Weight 
Low ICI Weight
Figure 4-12. Graph Partitioning example
Here the starting node is UE 2 which has the minimum degree of the 4 users. Thereafter UEs 4 
and 1 are added into the cluster using the steps explained above. Following, UE 2 is clustered in a 
different sub-graph as the only remaining node. Hence, by this cut, two clusters are created: 
cluster 1 that consists of users 2, 4, 1 and cluster 2 that solely contains user 3.
The issue that might arise here is the uniqueness of outcome solution and the degree of sub­
optimality compared to optimal solution. In particular, it is possible to have more than one 
candidate for both starting node and graph traversing where we face equal-weight solutions.
In order to achieve uniqueness, it is still possible to adopt an extra measure resulting more 
efficient partitioning. Towards this objective, we introduce a Perturbation Matrix (PM) to be 
multiplied with the original graph. The matrix serves as a signature for each pair of nodes, 
considering the relative channel loss and previous allocation information for these users. The 
perturbation matrix enables transformation of discrete-weighted graph into a graph with unique 
weights. The rationale of this modification over the original discrete case is to prioritize the edges 
with slightly better condition from low or potential ICI weighted connections with the same cost.
To form the PM, we need to adopt a metric. Here, the average channel loss encapsulating the Path 
Loss and Shadowing effect between the HeNB / to the UE u is defined as Loss, u. Notice that this
metric is not dependent on the frequency selectivity effect and thus provides average information 
on the quality of the BS-to-user link. This parameter characterizes the Interference Metric 2, for
each user u that is used to create the PM.
a . .  = E i * - LoSSi’m , V m e l /
Loss l,m (4.22)
Therefore, this interference metric shows for each user the total experienced interference by 
summing the path loss and shadowing of each individual interférer link over the total loss of the
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link between UE-serving HeNB. This metric can be seen as an Interference-to-Signal ratio (ISR) 
assuming a flat channel.
The next step is the inclusion of this parameters into the PM for each pair of users u, v. Here, the 
ratio of the ISRs for this pair of users determines the perturbation matrix. Note that the maximum 
ratio is taken into account to be consistent with graph creation strategy of worst case interference 
conditions. The PM is derived by the following equation.
X X
PMUiV =  PMV>U =  1  +  m a x { - ^ ,  - ^ }  / 1 0  0 ,  V u  ±  v  E V  ( 4 . 2 3 )
Xv Xu
The resulting edge matrix EM  is the element product of the PM multiplied by the Edge Graph.
EMU V =  PMU V E (u, v ) ,V u  ^  v  E V (4.24)
The £M  replaces the edge graph and the algorithm runs according to the new unique weights. This 
manipulation of the initial graph introduces an alternative version of the proposed Graph 
Partitioning algorithm to deal with the issues that arise in decision making. We further describe 
this enhanced version in 4.3.4 where we provide some comparative analysis.
Below we illustrate the flow chart of proposed algorithm as in Fig. 4-13:
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Begin: At the L-GW calculate 
the degree of all m=1,2,.., V 
nodes in G(V,E)
Check if x’ 
minimizes the 
intra-path sum 
weights
No
Yes
Is the sum weight 
of {CP+x’} less 
than Ehnlinri?
Yes
No
Stop: When V set 
is empty: V={}
x’ is added to {CP}: 
x’=x*, 
CP=CP+fx’}
x’ is excluded from {CL}
Remove the nodes of CP from V set: {V}={V}-{CP}. 
Extract the nodes of {CP} as a new cluster. 
Then reset CP,CL={}.
Initialize: x=m 0,(where m0 is the min degree node from 1/set;, 
x* =Best next solution,
Candidate path: CP={x}.
Create a candidate list (CL) of m oves from the set of nodes: {CL}={V} - {CP} 
Then, calculate the sum of the weights of each x ’ node in {CL} towards the 
nodes in CP.
Figure 4-13 Flowchart of the graph-partitioning algorithm
4.3.2.2 Properties
In this section, some properties of the adaptive graph partitioning algorithm are discussed. Here, 
our objective is to show the key features of the graph construction and manipulation strategies we 
use.
Property 1 (Intra-cell Orthogonality): Each pair of UEs of the same cell is restricted from 
utilizing the same resource at the same time slot.
Proof: The weighting assignment algorithm implies each pair of users of the same cell to be 
linked in the graph with very high weight. Additionally, in the graph-partitioning algorithm the 
node search gets finalized when it reaches the upper bound for the intra-cluster sum weight we 
set. This upper bound is set lower than the Intra-cell Interference weight so as to avoid taking 2 
users of the same cell in the same cluster. Assuming users w,v e  M , , if their edge weight equal to 
Eintmi they cannot co-exist at the same cluster:
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E(u, v )  =  Eintra »  Ebound = * u E C k, v e  Ck',Vk *  k' (4-25) 
Following (19), this proof leads to the statement that users of the same cell cannot be allocated the
same resource.
E (u, v )  =  E intra  <=> a Uina Vtn =  0, Vu, v  E Mlf Vn (4-26)
This property can be translated to the following notion:
Vit, V E M i,V k  E K  <=ï IUikIVik =  0 (4.27)
Property 2 (Flexibility): The number of clusters created by the proposed algorithm is adaptive and 
ranges between m* <  \K\ < |Mr |where m* =  m ax(|M z|).
Proof: The number of the clusters can be flexible and varies depending on the interference 
conditions as well as the number of cells in the system. Hence this property represents the 
bounds on the number of clusters. At first the lower bound is obtained using Property 1 due to 
the fact that users of the same cell cannot be part of the same cluster. Hence the minimum 
number of clusters is determined by the cell with the maximum number of users. On the other 
hand the maximum number of clusters is determined using (4.18). There, the clusters are 
defined as non-empty denoting the extreme case of having one user per cluster. Hence, the 
maximum number of cluster equals to the total number of users in the system M T.
The graph partitioning algorithm can be tuned by Ebomd threshold which provides extra degree of 
freedom to the multi-cell scheduling problem. Ebound is described in the proposed algorithm as a 
threshold for the intra-cluster sum weight in a way to avoid the inclusion of non-desirable nodes 
to each cluster. This bound can be tuned based on the target level of service (the number of 
accommodated users) in each cluster.
The next property discusses the tune-ability of our proposed scheme. Beforehand, we introduce 
some assumptions that were taken into account. Considering the aforementioned properties 
Property 1 and Property 2, we can claim that each cluster has at maximum ILI nodes, where ILI is 
the number of cells involved. This implies that the Intra-cluster sum weight will include 
ILI (I LI - l )/2  weight values, taking the total number of combinations for all the nodes in the 
cluster. Therefore, the values that weight the edges should be chosen carefully to prevent the 
inclusion of non-desirable nodes in the newly formed partitions. In particular, the medium weight 
value (Emej) should be restricted to be equal or greater than the intra-cluster sum of the maximum 
number of nodes per cluster with minimum weights (Emi^ ). In this study we used the equality form 
of this constraint as appears in (4.19).
Emed =  ■Ll( lL\ ~ 1)  Emin (4.28)
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Property 3 (Tune-ability): The proposed algorithm introduces Ebomd threshold which can result 
to a multi-modal scheme. Ebomd is equal to E bound = A -E med < E crit,A e  K .
Proof: The bound mentioned above is variable and is related to the Emed by means of 
allowing a number of links with medium weights to enhance the spectral efficiency. Here we 
define two modes of the proposed algorithm, namely Strict and Relaxed case studies.
Strict Bound (A = l): In this mode, only connections with minimum interference are allowed 
to be included to each cluster. In particular each cluster may contain nodes with intra-cluster 
sum weight equal to Emed which ensures that all nodes have minimum weights to each other 
and that all the potential links with minimum weights were not excluded by the bound.
Hence, E^ound ^med •
Relaxed Bound ( 2  > l In this mode, besides the connections with minimum interference, we 
also allow a variable number of medium weighted edges to raise the number of nodes per 
clusters and thus to increase spectral utilization. This bound is a multiplicative of Emed 
because for each integer value of 1 , we allow (1 -1) edges with medium weighted to be added 
to the cluster. Here we should also mention that the bound should not exceed the critical 
weight for the sum rate, so as to ensure that no links with critical weights co-exist in a cluster. 
Therefore, for both cases Ebound = A • E med < E crit, A = 1,2,..
Property 4  (Uniqueness): The perturbation matrix breaks the tie, by transforming the 
Interference Graph G (V, E) to a new one G (V \ E ’) with the same vertices but edges with unique 
weights.
Proof: The perturbation matrix is a key feature of the proposed scheme that deals with the 
issue of having exactly the same solutions during the next-node search. Following the PM, 
the resulting edge matrix used in graph search consists of unique weights. This property can 
be proved by contradiction assuming non-unique solution. This implies that from a node 
like u, there are two equal-weighted solutions like v l and v2 where v l f v l .  In other words, 
this would result in two duplicate values for edges E(u,vl), E(u,v2) in the edge matrix such 
that EMlitVl =EMu>v2 and PMlliVl =PMu>v2 accordingly. However, by (4.23) using the definition 
of PM, this accounts for users vl, v2 having exactly the same Interference-to-Signal Ratio 
(ISR) that is in contradiction with our main assumption.
p M u,vi =  P M u,v2 ^ y -  =  j L => Av l =  Av2 ==> ? t l ^ l e L L Q S S t 1 ^ 1
Av l  a v 2 EOSSi1>v1 ^  ^g)
L ° s s l2,vl
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Note here that ISR is defined as a function of path loss and log-normal shadowing values taking 
into account paths between a UE and its serving and interfering HeNB s. Moreover, lognormal 
shadowing is a random variable that makes the ISR unique from one user to another. So, this 
statement is true only if vi=v2  which implies existence of a unique solution.
4.3.3 Channel Assignment
As described above, the clustering of the users is going to create new super-users that consist of 
multiple users of different cells. The channel assignment strategy iteratively assigns clusters to 
sub-channels to find each time the cluster with the maximum weighted sum-capacity. Note here 
that weighted-capacity maximization is used instead of capacity maximization to ensure 
proportional fairness between clusters of users. In [44], sub-channels were assigned to clusters 
resulting in a sub-optimal solution whereas our occasion leads to an optimal allocation.
However, an important issue arises from the fact that our graph-partitioning algorithm creates a 
variable number of clusters. Additionally, our channel assignment policy dictates that some 
clusters might be allocated different amount of resources. This fact might result in a reuse of less 
than 1. As a result, the allocated power per sub-channel is not determined beforehand and can be 
affected by resource allocation scheme.
The aforementioned challenge dictates the inclusion of an optimal power allocation algorithm on 
top of the channel assignment strategy that was derived by the literature [82]. This algorithm is an 
iterative equal power allocation scheme that deals with the problem we described above. The 
concept in this algorithm is to iteratively adjust the power per resource for each HeNB based on 
the cluster channel assignments since we are not aware of how many resources are used per 
HeNB. Therefore, for each iteration, when a sub-channel gets assigned to a cluster, the 
transmission power per resource is adjusted for the serving HeNBs of the users which are 
included in that cluster. Hence, for each iteration the transmit power per resource and 
consequently the weighted rates per sub-channel are updated for all the users. The actual weighted 
rates are extracted at the last iteration where all the sub-channels are allocated.
The following steps show an overview of the channel assignment algorithm including the power 
allocation policy. All the sub-channels are firstly sorted based on their average qualities and two 
pools are created, the one of sorted sub-channels and of the clusters.
Step 1, 2: Starting from the sub-channel with best quality, the weighted sum capacity (e.g. sum 
of intra-cluster utilities) is calculated for all clusters and the one with the maximum value gets 
assigned to that sub-channel. Concerning the weighted sum-rate calculation, the transmit power 
used for all HeNBs per resource is set to maximum Ptotal-
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Step 3: The allocated sub-channel is removed from the pool, the weighted sum capacities are 
updated based on the iterative power allocation algorithm [82]. In particular, the HeNBs which 
are allocated a sub-channel in previous iteration (through their users) get an update and the 
power per resource of those HeNBs is adjusted accordingly. Then the process continues to the 
next sub-channel.
Step 4: The iteration repeats until all sub-channels are assigned to a cluster.
4.3.4 Simulation Results
The Femtocell deployment used in this work is similar to the one presented in 4.2.4 and Fig. 4-4. 
In this deployment, each HeNB and 4 users are randomly distributed in each apartment.
Therefore, a Matlab Monte Carlo simulation platform was developed with the similar simulation 
parameters as in 4.2.4 (Table 4-1). Here, the 5x5 path loss model as already presented in Table 4- 
2 is used to evaluate our model in a dense deployment of femtocells derived from 3GPP [12].
Concerning the intra-cell scheduling, Proportional Fair (PF) Scheduling is used for a multi­
channel system [79] in each Femtocell to provide a fair allocation of resources between multiple 
users. Each user feedbacks the achievable data rate to its serving HeNB I per sub-channel 
n=l,2,...,N  and the HeNB calculates the ratio of the achievable ra te7 ^  (f) to the average
throughput R m(t) for each user and time-slot t= l,2,..,T  as already defined in (4.4)
and (4.10), respectively. Thereafter, each h-BS forms a matrix consisting of the ratios of the 
achievable rate to the average throughput for the allocated users, corresponding to their individual 
weighted rates:
E MT, V n G N „ V t € T  (430)
4.3.4.1 Proposed Schemes
The first scenario shows how the perturbation matrix (PM) affects the performance of our scheme. 
In the following figures we compare different metrics considering our graph-partitioning 
algorithm with discrete weights versus continuous weights (derived by PM). The tuning 
parameters of considered scenarios are presented in Table 4-3. For the schemes presented, we use 
the same mode of graph-partitioning algorithm (Relaxed bound, X=4) to ensure a fair comparison. 
Note here that the term Continuous Weights refers to the perturbation over the discrete weights 
described previously. This table demonstrates how the adjustment of parameters like the 
Weighting setting / updating mechanism as well as the Starting point can potentially impact the 
system’s performance.
Table 4-3 Proposed Schemes
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G raph Weighting S tarting Node
Random  / Discrete Discrete (4 weights) Random
Random  / Perturbation Continuous (PM) Random
Best /  Perturbation Continuous (PM) Min-Degree
0.9
0.7
0.6
0.5
0.4
Random/ Discrete0.3
— Random / Perturbation0.2
0.1
Best /  Perturbation
-20 -10 20 30
Downlink SINR (clB)
40 50 60 70
Figure 4-14. CDF of Downlink SINR for different versions of our proposal
In Fig. 4-13 the CDF of downlink SINR is presented for the three considered schemes as 
discussed above. We can observe that outage probability is similar (1%) for the cases of random 
and min-degree (Best) start when the PM is used. On the contrary, when discrete weights are used 
in our graph-partitioning algorithm the outage probability is almost twice as high (1.9%).
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Figure 4-15. CDF of User Throughput for different versions of our proposal
Fig. 4-14 illustrates the CDF of user throughput (spectral efficiency) where the Best / 
Perturbation scenario shows the best overall performance. More specifically, at 10th percentile of 
the CDF, it records similar results with Random / Perturbation while 28% improvement is 
observable over the Random / Discrete case. On the other hand, at the 90th percentile, we can see 
an increase of 4% over the Random / Perturbation, whereas 13% improvement is achieved over 
the Random / Discrete scenarios.
The last metric that is compared in Fig. 4-15 is the CDF of the average cell throughput (spectral 
efficiency). Here, by extracting the median of the CDF, we can see that the Best / Perturbation 
scenario outperforms Random / Discrete (6%) and also shows marginal difference with Random / 
Perturbation case.
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Figure 4-16. CDF of Average Femtocell Throughput for different versions of our proposal
Therefore, the Best / Perturbation scenario is going to be used for the comparison with the 
benchmarks; however we are going to test it for two different modes: Strict (X=l) and Relaxed 
Bound (X=4).
4.3.4.2 Comparison against Benchmarks
4.3.4.2.1 Benchmarks
For evaluation purposes, our proposal is compared with two benchmarking cases where 
interference management is only available via Intra-cell Scheduling (Proportional Fairness) in 
Reuse-1 and Reuse-3 scenarios. Furthermore, we also evaluate our proposal against the Dynamic 
ICIC approach as proposed in [44].
The first benchmark is a worst case interference scenario, where each HeNB utilizes the entire 
available spectrum. On the other hand in Reuse-3 partitioning each cell utilize 1/3 of the total 
spectrum in a way to avoid inter-cell interference. Additionally, for the first two frequency 
partitioning methods (Reuse-1, Reuse-3) Proportional Fair Scheduling is used in similar manner 
as in our proposal. The next benchmark scheme is the graph-based framework proposed in [44]. 
This framework was initially used to accommodate interference problem in macro-cellular 
networks. Therefore, to ensure a fair comparison between the two schemes, we assume that the 
demand factor for each user is similar across both schemes deriving from PF scheduling.
Last but not least, the (TP-based approach is compared to the semi-centralized GC-based ICIC 
mechanism as discussed in 4.2. This scheme is highly dependant to the single-cell PF scheduling
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which is performed at each HeNB, as it provides a complementary mechanism to resolve resource 
conflicts between adjacent HeNBs.
4.3A.2.2 Evaluation
Two modes of operation have been considered in implementing our proposal: Strict bound, where 
only connections with minimum interference are allowed to be included in each cluster; Relaxed 
bound, where besides the connections with minimum interference, we also allow a variable 
number of medium weighted edges (with potentially higher interference) to raise the number of 
nodes per clusters and thus to increase spectral efficiency.
Fig. 4-16 illustrates the CDF of users SINR for aforementioned schemes. Our proposal shows 
marginal differences considering the 2.2 dB as the threshold for the outage probability (0.6% 
using strict vs. 0.9 using relaxed bound). Reuse-3 with PF at intra-cell shows slightly higher 
outage (1.1%) whereas the GC-based proposal, the scheme in [44] and Reuse-1 PF show much 
higher outage of 7%, 11% and 20%, respectively.
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Figure 4-17. CDF of Downlink SINR comparison
Fig. 4-17 presents the CDF of user throughput. Here, the improvement of our proposal is notable 
against the benchmarks. Targeting the 10lh percentile of the CDF as QoS measure, our scheme 
(using Strict Bound) shows 11.5% enhancement over Relaxed Bound. Furthermore, up to 55% 
improvement is observable over the Reuse-3 PF and 70% over the GC-based proposal and [44]. 
Additionally, our algorithm shows 91% enhancement over Reuse-1 PF.
At the 90th percentile, the improvement is also promising (26% over [44] and the GC-based 
proposal, 40% over Reuse-3 PF and 63% over Reuse-1 PF).
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Thereafter, the proposed scheme is compared with respect to spectral efficiency.
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Figure 4-19 CDF of Average Femtocell Throughput comparison
Fig. 4-18 shows the CDF of average cell throughput. Here, the proposed approach outperforms 
the Reuse-3 PF and [44] targeting the mean and the median of the CDF curves. On the other hand, 
considering the average cell throughput, the GC-based proposal shows the best results, as it 
provides an enhancement via resource-restriction on top of Reuse-1 PF resource allocation. In
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particular, the GC-based scheme shows an improvement of 12.5% over the Reuse-1 PF scheme, 
around 26% over the GP-based proposal and 32% over Reuse-3 PF and [44].
For the GP-based proposal, the Relaxed Bound shows an improvement over the Strict Bound 
mainly because the relaxation of the threshold allows more users per cluster resulting better 
spectrum utilization.
Note that, Reuse-1 PF and the GC-based proposal show better results regarding spectral efficiency 
due to high spectrum reuse at the cost of degrading experienced QoS per user in particular for 
highly interfered ones as depicted in previous results.
4.4 Summary
In this chapter we proposed two novel dynamic multi-cell scheduling algorithms that can be 
applied to femtocell networks:
The first mechanism is a vertex graph-colouring algorithm initially developed by literature [78] to 
solve the Timetabling problem.
• This algorithm involves two phases. The first phase is the pre-allocation of resources 
without taking into account the ICI factor by using different Scheduling metrics like PF.
• Thereafter, in the second phase, the central entity defined as LFGW manages the conflicts 
between HeNBs for different resources. The LFGW provides a timetable of resource 
allocations by temporarily restricting the usage of conflicting sub-channels between 
neighbouring HeNBs.
• This scheme shows high cell throughput and utilization at the cost of ICI isolation.
Thereafter, we proposed a GP-based multi-cell scheduling framework to efficiently mitigate ICI 
in dense deployments of femtocells.
• In this framework, the construction a weighted interference graph is initially maintained 
at the LFGW using a novel strategy that considers the relation between a UE and its 
Interfering HeNBs.
• Thereafter, the partitioning of the weighted graph is performed sequentially by a novel 
local search algorithm derived by Combinatorial Optimization theory to create clusters of 
users in a way that ICI is avoided.
•  Here, the proposed framework is adaptive and dynamic, meaning that the number of 
clusters and the users included can change fast to deal with the dynamic environment 
having numerous femtocells in a dense area. Moreover, the adaptability of this algorithm
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is also expressed by introducing different modes of the same algorithm to deal with 
different interference conditions.
• Following the graph manipulation, the channel assignment between clusters of users is 
implemented using a novel strategy that objects the optimization of the weighted sum rate 
per sub-channel.
The proposed GP-based scheme provides a holistic mechanism that is handled at the LFGW 
and prioritizes the interference isolation at the cost of lower spectrum utilization per each cell. 
In this direction, the following chapter discusses an alternative GP-based framework that 
prioritizes the enhancement of the spectral efficiency by optimizing the total weighted 
capacity in a femtocell network.
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Chapter 5
5 Graph-based Multi-cell Scheduling for 
Weighted Sum Rate Optimization
Previously in 4.3, a graph-partitioning based ICIC mechanism was presented to mitigate Inter-cell 
Interference in multi-femtocell dense deployments. As discussed, in the considered framework, 
the emphasis was on interference mitigation to improve per UE experience (QoS) at the cost of 
spectral efficiency, assuming that the available spectrum is shared among femtocells.
In this chapter we investigate a more holistic graph-based solution that targets improving the per 
UE service while maintaining the level of spectral efficiency via better dynamic reuse across the 
cells in a networked femtocell environment. This involves a locally-centralized graph-based Inter­
cell Interference Coordination (ICIC) via user partitioning across different clusters. Subsequently, 
the resource allocation policy is formulated as weighted sum rate maximization (WSRM) to 
optimize system performance in terms of both throughput and fairness. It is shown that user 
partitioning in the proposed framework can be mapped into multiple minimum path selection 
(MPS) sub-problems. It will be proved that MPS is an NP-hard combinatorial optimization 
problem as it is a close match to the well-known problem of Exact Generalized Traveling 
Salesman Problem (E-GTSP). As a result, we propose heuristic algorithms to efficiently solve it 
in an efficient way. A case study on networked femtocells is also presented where extensive 
evaluation is provided by simulations showing a significant improvement over the state-of-the-art 
multi-cell scheduling benchmarks in terms of outage probability as well as user throughput and 
average cell throughput.
5.1 Problem Formulation
This generic multi-cell scheduling problem which was described in (4.5) is a non-convex 
optimization problem with non-linear constraints and was shown to be NP-hard [80]. To address 
this issue, in this work, we introduce an alternative formulation using graph partitioning-based 
framework. This framework embeds two phases, i.e. Graph-Creation and Partitioning. In Graph- 
creation a weighted Interference Graph is constructed, indicating the interference condition 
between different pairs of users. Following that, Graph-partitioning enables the optimal
77
Chapter 5. Graph-based Multi-cell Scheduling fo r  Weighted Sum Rate Optimization
partitioning of users into clusters, where the number of clusters is mapped to the N  sub-channels
via resource allocation policy.
5.1.1 Graph Creation
Let G (V, E) be an interference graph that consists of V vertices corresponding to the users in the 
system such that |L | =  \MT\ and E  edges that show the downlink interference conditions between 
users. Let Vj,V2,...,VL be disjoint subsets of Lcorresponding to users in L  h-BSs, such that union 
of these subsets equals to V: V  = V l uV2 U...uVL. This interference graph is a weighted un- 
directional graph that connects all the users in the system where ej j is the weight between nodes 
i, j  such that: , V/ ^  j e  V  .
Considering the downlink, the weights represent the mutual interference experienced by each user 
from h-BS of the counterpart user and vice versa. The weights are discrete and can be categorized 
into 4 states: low, medium, critical inter-cell interference and intra-cell interference where 
e i j  G  { £ m in  <  E med <  E cn t «  E m t r a }, ;  6 L . In other words, an edge between users
logically shows the level of signal degradation to both users due to mutual interference assuming 
they utilize the same resource sub-channel.
Fig. 5-1 illustrates an example where small circles represent the nodes (users) colored based on 
the h-BS they are served by. The interference graph is also mapped in this figure based on similar 
logic divided into L  disjoint sets corresponding to the groups of users, belonging to the same cell.
Figure 5-1 Example of Interference Graph and its mapping to L disjoint sets
In this work, the weighting of the edges also considers the effect of frequency selectivity in a 
multi-channel deployment. Hence, the weights corresponding to the edges between pairs of users 
are adjusted by the factor of <5)j  n 6 (0,1] per sub-channel.
user i
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This factor is a function of the channel gains of users i, j  e  M T for a specific sub-channel n, such
weighting of the edges per sub-channel, i.e. ei j n =  e i j ô i j n, \ / i , j  G V ,\/n  G N  reflects the 
perturbation of the initial weights based on the effect of the frequency selectivity.
5.1.2 Graph partitioning
Having formed the interference graph, here, we focus on the graph-partitioning phase, proposing a 
novel formulation for the efficient partitioning of users into clusters. Weighted Sum Rate 
Maximization (WSRM) problem as in (4.5) can be mapped into the problem of optimal 
partitioning of users into each cluster via employing the already created weighted Interference 
graph. Here, we show that such partitioning can be decomposed into a set of graph-based sub­
problems, termed as Minimum Path Selection (MPS) per sub-channel. Each MPS sub-problem 
solution comprise a path of size I where VZ 6 L. In other words, the original WSRM problem will 
be decomposed into finding the maximum weighted sum-rate out of L -l MPS sub-problems per 
sub-channel. Towards this objective, we initially formulate the MPS sub-problem and evaluate its 
complexity for optimal solutions.
In order to formulate the MPS sub-problem, we introduce the notion of “super-user” of size I, fo r  
1=1,2,..,L  as the path that traverses the interference graph while it includes only one node per 
disjoint set V/. More specifically:
path that comprises a cluster o f users belonging to I different disjoint sets.
The problem of MPS can be seen as a combinatorial optimization problem which considers 
finding the minimum-cost path from a variety of super-user sets of size I.
Mathematically, the problem of MPS, given an interference graph comprising disjoint sets can be 
re-formulated as:
f{Gi,i.n’Gi,i,,niGj,i',n’Gj,i,n}>Vi G M i,j e  V. In this manner, the resulting
5.1.2.1 Minimum Path Selection (MPS)
Definition 1: A “super-user” set w here u  E U = {u\Vu  6 1 ,2 ,.., (/}, VZ 6 L is defined as a
min ( 5 . 1 )
ievp jevq
Subject to:
xi,j E  { 0 , 1 ) ,  V i , y  E  V ( 5 . 2 )
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X  X i l i  =  X  X  X i J  = = 1 ’ V P > (i ^ P E l > W P ’ VQ E
iEVp j EVq  tEVq j EVp
Xi'j ~  XPi =  Q’ VP E W p  E V
j&iEVp j^ iE V p
V
(5.3)
(5.4)
Here, xit j is a binary variable xit j as in (5.2) which is 0 if users i, j  belong to the same disjoint set 
and 1 when users are not attached to the same h-BS. Constraint (5.3) shows that each user can 
only have a single inbound and outbound edge connection for each pair of disjoint sets to ensure 
that only one minimum path is created per super-user set. This implies that each node can have 
more than one edge towards nodes belonging to different disjoint groups. On the other hand, (5.4) 
balances the in-flows and out-flows corresponding to each node.
Theorem 1: The MPS sub-problem is NP-hard
Proof: To prove, NP-hardness, we focus on a special case of MPS sub-problem where constraint 
(5.3) is transformed to:
(5.5)
2 , 2 Xi j  = 2  Z j  X i j = 1 , v i ’j  e v  >p e l
iEVp j&Vp i&Vp jEVp
In (5.5) a restriction over the MPS sub-problem is applied where each user is restricted to a single 
inbound and outbound edge connection to other users that do not belong to the same disjoint set. 
In Fig. 5-2, we illustrate an example minimum path consisting of 4 nodes (users 1 , 2 , 3  and 4) 
based on constraints (5.3) or (5.5). In Fig. 5-2-left the sum weights in MPS original problem 
equals to the sum of the weights for all the combinations of nodes comprising the path. A special 
case of this problem (Fig. 5-2-right) is when the total sum weight only considers one inbound and 
one outbound connection per node. In this special case, MPS sub-problem is in analogy to a 
generalized version of the Traveling Salesman Problem (TSP) problem [83].
i
o o o o
Figure 5-2 Number of edges using constraint in (5.3) (left) or in (5.5) (right)
TSP is a traditional combinatorial optimization problem with a large number of application areas
[84]. Assuming a graph that consists of nodes (cities) and their edges (distance between cities),
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TSP aims to find the shortest possible route visiting each city exactly once with returning to the 
origin city. One extension of TSP is the Generalized TSP (GTSP), where the vertices of a graph 
(cities) are grouped into clusters (countries) and the problem is to find the minimum-cost 
Hamiltonian Tour that visits each cluster once and chooses exactly (or at least) one node per 
cluster. The case where the tour includes exactly one node per cluster with un-directional edges 
between cities is defined as symmetric Exact-GTSP (E-GTSP) in the literature.
E-GTSP is a proven NP-hard problem [83]. Note that any instance of E-GTSP can be seen as an 
instance of our restricted MPS sub-problem via (5.5) where the item selection in E-GTSP is in 
one-to-one correspondence to the restricted MPS sub-problem. Since E-GTSP has been already 
proven to be NP-hard, we conclude that MPS sub-problem is also NP-hard.
Following the generic representation of MPS sub-problem, we now introduce the notion of 
Minimum Path of order I for sub-channel n, as the minimum path of size I that traverses the 
interference graph where it includes only one node per disjoint set V,. More specifically:
fo r  sub-channel n, derived by MPS sub-problem that comprises an optimal super-user set o f  size I
Considering Vl E L as a variable for which MPS sub-problem is applicable, we can obtain L -l 
minimum paths in the aforementioned graph consisting of Vh V2,...,VL disjoint subsets. Therefore, 
the problem of the optimal partitioning of users into a cluster can be seen as finding the optimal 
Vl E L for which the Weighted Sum Rate (WSR) of the users comprising the minimum path is 
maximized. This problem is performed for all sub-channels independently (N  times), resulting in 
N  clusters of users in which the WSR gets maximized. This problem can be mathematically 
represented as:
5.1.2.2 Weighted Sum-Rate Maximization (WSRM)
Definition 2: A minimum-cost path MP^l\  Vn E N ,V l E L is defined as the minimum-cost path
argmax{ wminRm>n}, Vn (5.6)
Fig. 5-3 illustrates an example of how WSRM is processed with respect to MPS.
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Sub-Channel 1 Sub-Channel 2
MPS (P
y
arg max
(  MPS(L'1) )
MPS(L-2)
MPS(L)
MPSM)
MPSC--2)
me MR
MPS(2) MPS(2)
Sub-Channel N
Figure 5-3 Example of WSRM problem and its relationship to MPS
5.2 Proposed Solution Framework
5.2.1 Heuristic Algorithm for MPS
Due to NP-hardness of MPS sub-problem, it is crucial to seek heuristic solutions to address the 
problem in an efficient manner. In this sub-section, we propose such a solution comprising three 
key steps:
• Selection of Representatives /?, where i=l,2,..,L: This step enables the selection of one
representative node corresponding to each cell. This representative node is the user with the
best experienced signal quality towards his serving h-BS. In Fig. 5-4, we illustrate an
example of 6 neighbouring cells and the choice of one representative per cell (the colored
nodes).
h-BS 6
h-BS 3,
h-BS 1
h-BS 5
h-BS 4
Figure 5-4 Example selection of Representatives /?,
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• Generation of multiple minimum-cost paths for each Thereafter, from each /?, the 
minimum-cost paths are calculated. The minimum cost path is calculated by taking the intra­
path sum weight, i.e. the sum of all the edges’ weight combinations for the nodes composing 
the path. Note here that the minimum cost paths that are generated can be sub-optimum 
solutions due to falling in local optima. In this stage, we generate a population of feasible 
solutions with path size /. The same procedure is repeated for all the representatives. As 
duplicate paths might be generated in this process, those are to be excluded from the feasible 
solution set at the end of this step. Fig. 5-5 shows schematically the process in this step.
Path 1
1=0 1 = 1 1 =  2 1 = 3 I = L-1
Figure 5-5 Minimum path generation example for R]
• Selection of Minimum path: In this step, from the set of feasible solutions generated in the 
previous step, we select the minimum path of size / as the path with the lowest intra-path 
sum-weight among them.
The flowchart as in Fig. 5-6 shows an overview of the proposed scheme for MPS(I) Heuristic 
algorithm:
As shown in the flow chart, starting from each representative node, we aim to find the user that 
minimizes the intra-path sum weight via selecting from a set of users, defined as Allowable Move 
(AM) set. This set initially includes all the users and is updated iteratively based on the node 
selection process. The addition of the nodes continues till the number of nodes in the path equals 
to /, where the paths are extracted along with their intra-cluster sum-weights. This process repeats 
for all the representatives. Thereafter, from the set of the feasible solutions we have generated, we 
select the one with the minimum intra-cluster sum-weight as the Minimum Path of size /.
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Initialize: x=R;, 
x *  =Best next solution 
Candidate path: CP={x}, {AM}'
Create a  candidate list of 
moves from the se t {AM}
Calculate the sum  of the weights of each node 
in {AM} towards the nodes in CP
/ =/+1
Choose node x* that belongs at 
{AM} list
x’ is excluded from {AM}
Check if x' 
minimizes the 
intra-path sum 
weights
Yes
Yes
x1 is added in CP: x=x*, 
CP=CP + {x1}
Yes
All the users from the disjoint se ts  enclosed in CP are 
excluded from {AM}
Is the size of 
CP less than I?
Output {CP}: CP=MP/***and its intra-cluster 
sum weight a s  W,*”
Is / less 
than L?
** {AM}: Allowable Move set. Initially: {A M }= {fM M l 
*** M I\  and ff) : the Minimum Path and its sum-weight, 
when starting from R,
Figure 5-6 Flowchart for MPSf/; heuristic algorithm
5.2.2 GP-based Multi-cell Scheduling Scheme
In our GP-based Multi-cell Scheduling proposal, due to different levels of reuse factor in outcome 
solution per sub-channel, it is not possible to determine in advance the power level per resource 
and it can mutually affect the resource allocation scheme.
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The aforementioned challenge requires an iterative power allocation algorithm on top of the 
graph-partitioning based channel assignment. Here, we apply the optimum power allocation as 
derived in [82]. This algorithm is an iterative power allocation scheme dealing with the problem 
described above. The concept in this algorithm is to iteratively adjust the power-level per resource 
for each h-BS based on the cluster channel assignments since the number of used resources per h- 
BS is unknown in advance.
The flowchart as in Fig. 5-7 shows an overview of the final proposed scheme for WSRM problem 
employing the heuristic algorithm for MPS along with the iterative power allocation policy as of
[82]:
Initialize: l=L
Execute MPS® heuristic and output 
the minimum path of size I
Calculate and store the WSR of the 
path derived by MPS® heuristic
/=/-1
Y es
I s M ?
No
Output the minimum path of size I that 
maximizes the WSR for channel n
For each node of the minimum path, add a 
counter on the h-BS that is served by:
_____________ c(i)-c(i)+1_____________
No Y es
Is n<N ?
Figure 5-7 Flowchart for the proposed WSR mechanism
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As can be seen, starting from the first sub-channel, the MPS heuristic algorithm is executed for 
different path sizes. By this procedure, L -l clusters of different sizes are created and stored. Then, 
the optimal cluster is chosen as the one maximizing the weighted sum capacity, i.e. sum of intra­
cluster weighted rates. At the next stage, the allocated sub-channel is removed from the pool and 
the weighted sum capacities are updated accordingly based on the iterative power allocation 
algorithm of [82]. Then the process continues for the rest of sub-channels.
5.3 Simulation Results
The femtocell deployment (Fig. 4-4) as well as the simulation parameters (Table 4-1 and Table 4- 
2) used in this study is in line with the already described network deployment as in 4.3.4. For 
evaluation purposes, our proposed scheme is compared with two benchmarking cases where 
interference management is only available via Intra-cell Scheduling (Proportional Fairness) in 
Reuse-1 and Reuse-3 scenarios. Furthermore, we also evaluate our proposal against the Dynamic 
ICIC approach as proposed in [44] and the GC-based proposal which was presented in 4.2 as a 
semi-centralized scheme that enhances spectral efficiency comparing to Reuse-1. These 
benchmark algorithms are discussed in more detail 4.3.4.2.I. Here as a recap, to ensure a fair 
comparison between the proposed scheme and [44], we assume that the demand factor for each 
user is similar across both schemes deriving from PF scheduling.
Fig. 5-8 illustrates the CDF of users SINR for aforementioned schemes. Considering the 2.2 dB as 
the threshold for the outage probability, our proposal has 6.3% outage. This is a significant 
improvement over [44] with 11% and Reuse-1 PF with 20% outage probability. It also provides a 
closer level of outage to Reuse-3 PF with 1.1% outage which provides the best outage level due 
to higher level of orthogonalization across the cells, at the cost of lower reuse factor. Comparing 
to the GC-based scheme, the GP-based proposal shows similar outage.
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Figure 5-8. CDF of Downlink SINR comparison
Fig. 5-9 presents the CDF of user throughput. Here, the improvement of our proposal is notable 
against the benchmarks. Targeting the 10th percentile of the CDF, the proposed scheme shows 
40% improvement over [44], 56% over the GC-based scheme and more than 80% over Reuse-1 
PF while providing lower user throughput than Reuse-3 PF (30%). On the other hand, targeting 
the 90th percentile of the CDF curves, the GC-based proposal shows more promising results (10% 
over Reuse-1 PF, 18% over the GP-based proposal, 32% over [44] and 46% over Reuse-3 PF.
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Figure 5-9. CDF of User Throughput comparison
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Figure 5-10. CDF of Average Femtocell Throughput comparison
Thereafter, the proposed scheme is compared to the rest with respect to spectral efficiency. Fig. 5- 
10 shows the CDF of the cell throughput. Here, the proposed approach outperforms [44] and 
Reuse-3 PF (with corresponding demand factors) targeting both median and average of the CDF 
curves. For both metrics, the new proposal shows an improvement of more than 24% over Reuse- 
3 PF and 8% over [44] while it achieves similar performance as of Reuse-1 PF. On the other hand, 
the GC-based scheme shows a marginal improvement over the GP-based one.
Finally, to better show the superiority of the proposed scheme against the benchmarks we also 
illustrate the CDF of the WSR metric per each femtocell, which according to the formulation in 
5.1 is the main objective of the GP-based multi-cell scheduling problem.
Considering the average values of the CDF curves, the proposed scheme shows an improvement 
over the benchmarks. Moreover the improvement is 8% over [44], 14% over the GC-based 
scheme and around 15% over Reuse-1 and Reuse-3 with PF. For the median of the CDF, our 
proposal shows better results comparing to most benchmarks (12% over [44], 21% over the GC- 
based scheme and 28% over Reuse-1 PF) while it achieves similar results as Reuse-3.
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5.4 Summary
In this chapter, we proposed an adaptive multi-cell scheduling framework via graph-partitioning 
that could be applied to femtocell networks. The major contributions include the decomposition of 
the graph-based multi-cell scheduling into multiple MPS sub-problems. Considering this, we 
matched the MPS sub-problem to the well-known E-GTSP concept and we proved its NP- 
hardness. This was followed by the proposal of novel heuristic algorithms that efficiently solve 
WSRM and corresponding MPS sub-problems in a multi-femtocell environment.
The outcome of this work shows promising results when tested in dense scenarios consisting of 
Femtocells. The outage factor as well as the user and Femtocell throughput shows a significant 
improvement over the benchmarks. Therefore, the proposed framework can efficiently mitigate 
the effect of inter-cell interference between dominant interferers, resulting in better performance 
in terms of outage and throughput.
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Chapter 6
6 Conclusions and Future Work
In this final Chapter we summarise the work presented in the previous chapters of this thesis. In 
Section 6.1, we highlight the research contributions and discuss the importance of the 
achievements considering the main objectives of this study. In Section 6.2, we identify directions 
and areas for potential future research.
6.1 Conclusions
In this section, we recap through the main contributions of this work.
Initially, the co-tier interference was quantified based on a performance study for different 
scenarios in femtocell networks. This study was crucial to better capture the effects of asymmetric 
deployments of femtocells on the performance of heterogeneous network. Furthermore, some key 
radio access parameters like path loss model, shadowing and wall penetration loss were 
individually evaluated to analyse their impact on co-tier interference. This study highlighted the 
necessity of interference mitigation mechanisms to be adopted for random femtocell deployments.
Following that, a semi-centralized low-complexity graph-coloring based ICIC scheme was 
introduced to address the co-tier interference. This scheme provided a two-stage solution where 
the graph-based coordination was applied on top of intra-cell scheduling at each HeNB. The 
objective of the coordination mechanism is the efficient management of resource conflicts due to 
interference in a multi-cell environment consisting of femtocells. This coordination mechanism 
defines a novel category of graph-based ICIC algorithms that uses bi-partite graph colouring to 
avoid resource conflicts by randomizing them in time domain.
On the other hand, a multi-cell scheduling framework was introduced to deal with co-tier 
interference in dense femtocell deployments. This framework consisted of two phases: The first 
phase involved a locally-centralized graph-partitioning based ICIC mechanism, whereas the 
second phase provided a channel-aware resource allocation policy to locally optimize the 
system’s performance. Both phases would rely on the processing within LFGW in this scenario. 
In this adaptive framework, heuristic approaches were proposed, prioritizing the inter-cell 
interference isolation at the cost of cell spectrum utilization.
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Finally, the graph partitioning based multi-cell scheduling problem was further extended to 
maintain high spectral efficiency and reuse factor considering both capacity and fairness. The 
major contributions included the decomposition of the graph-based multi-cell scheduling into 
multiple MPS sub-problems. As discussed, the MPS sub-problem was proved to be NP-hard 
optimization problem via matching the problem to Exact-Generalized Traveling Salesman 
Problem (E-GTSP). In this context, we provided efficient heuristic approaches that efficiently 
solve WSRM and corresponding MPS sub-problems in a multi-femtocell environment. By this, 
we managed to maintain relatively high spectral efficiency and utilization in dense femtocell 
networks.
6.2 Implications of the Research
The results of the research carried out in this study have some interesting implications, 
particularly regarding radio resource management heterogeneous deployments in emerging 
wireless systems. These are pointed out in the following:
1. Our study focused on femtocell scenario; however the graph-based schemes we proposed 
are highly applicable to more general indoor and outdoor operator-managed small cell 
deployments. In this case this research is important, as dense small cell deployments are 
envisioned as the key solution to meet the coverage and capacity demands in future 
wireless cellular systems [2] and co-tier ICI is foreseen as a key challenge.
2. The interference investigation we provided in Chapter 3 highlighted the necessity of 
interference management mechanisms to be applied in femtocell networks, whereas at 
that time in the state-of-the-art literature co-tier interference was not seen as a key issue.
3. The GC-based scheme that was proposed in Chapter 4 denotes a new category of graph- 
coloring based ICIC mechanisms (discussed in Chapter 2) that can be applicable to 
further cases in heterogeneous networks.
4. One of the hot topics in both academia and industry concerns the backhaul issues 
regarding the massive deployment of small cells in LTE-A [85]. In this direction, a cloud- 
based RAN architecture has been proposed to optimize backhaul for small cells [86]. In 
this framework, small cells are deployed massively across the network, where the 
scheduling processing is performed jointly at the cloud using locally deployed backhaul 
nodes [86]. In this case, our locally centralized GP-based approaches that were proposed 
in Chapters 4, 5 could be perfectly matched to this scenario for co-tier interference 
management in a wider outdoor small-cell deployment.
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6.3 Challenges for Practical Implementation of Proposed Solutions
On the other hand, the challenges of our contributions for practical implementation can be the 
following:
• The proposed GC-based scheme is dependant on each HeNB’s scheduling decision and 
considering the fact that we have two phases of scheduling, the total complexity of resource 
management could be strongly affected by the number of the resource conflicts between 
femtocells and the number of users lying within each of them.
• Both proposed graph-partitioning mechanisms can be seen as holistic approaches which 
require an area-based locally deployed controller, who controls numerous femtocells. Hence, 
a key challenge here is defining the number of the femtocells which are served by the 
centralized controller. If this number is high, the signalling overhead required would pose a 
key issue in terms of computational complexity at the central entity.
• Our work assumes limited and long-term channel knowledge to be exchanged between the 
local gateway and the HeNB s. This can be seen as a realistic assumption if the system 
comprises of dense femtocell deployments. However, for less dense femtocell deployments, 
where perfect channel knowledge could be possible, more de-centralized interference 
coordination and multi-cell cooperation solutions derived by literature could further increase 
spectral efficiency.
6.4 Potential Future Work
There exist certain directions and areas towards which the work presented in this thesis can be 
extended:
6.4.1 De centralized Multi-cell Scheduling for Femtocell Networks
In this study, multi-cell scheduling was investigated in the presence of a centralized controller 
(LFGW) that was managing interference and resource allocation locally. An open research 
direction could be the development of distributed Interference Coordination mechanisms that 
could be performed in each HeNB without requiring a central entity to maintain the interference- 
aware resource allocation. In this case, the signalling load is going to increase in line with the 
number of femtocells in a dense deployment. Hence, a key challenge could be optimizing the 
backhaul signalling for decentralized implementations.
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6.4.2 CoMP for MEMO Femtocell Networks
Similar to the roadmap for macro-cells, HetNets can also evolve from interference coordination 
scheme with limited information on the control channel, towards more sophisticated cooperation 
schemes where the level of sharing should inevitably scale up. This evolution towards 
Coordinated Multipoint (CoMP) transmission [87] can be seen as an advanced way of interference 
management for 4G and beyond technologies, in particular for small cell networks. CoMP in 
downlink [86] can be classified initially into two Schemes, namely Coordinated Scheduling 
and/or Beam-Forming (CS/CB) and Joint Processing (JP). These downlink schemes can be seen 
as potential solutions to mitigate ICI in the downlink of MIMO OFDM systems.
Assuming the deployment of femtocell network consisting of multiple MIMO femtocells in a 
dense environment, the cooperation of the HeNBs using the aforementioned categories could be 
beneficial to further improve spectral efficiency in such networks.
In this direction, new approaches that enable the cooperation of OFDMA MIMO femtocells to 
enhance spectral efficiency are proposed in literature [88], [89]. In [88] a self-organized downlink 
CoMP scheme based on cooperative game theory is proposed for dense femtocell networks. 
Furthermore, the authors in [89] propose a coordinate beam-forming strategy with limited 
signaling overhead to be applied to multi-antenna femtocells in downlink.
6.4.3 Multi-cell Scheduling in Heterogeneous Small Cell networks
In this work, we focused on co-tier interference management for indoor femtocell networks. 
However, an extension of this work could be the quantitative investigation of inter-cell 
interference in other small-cell deployments, e.g. Micro-cells, Pico-cells or Relays. A promising 
research direction here could be a hierarchal multi-level interference management for a network 
consisting of different types of small cells.
6.4.4 Energy-Efficient Interference Coordination
Finally, the multi-cell interference coordination poses another key issue that concerning the 
energy efficiency as also raised in [90]. The extensive deployment of femtocells imposes a new 
challenge regarding the aggregated energy consumption and environmental sustainability of such 
solutions [91]. This can be seen another interesting future direction towards “green” cellular 
operation. In this direction, an interference coordination mechanism is proposed in [92] to 
alleviate ICI taking into account energy efficiency in a dense femtocell environment.
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