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Abstract  
Affinity zones are defined as areas within which air quality displays consistent behaviour 
over space and time.  Constructed using multivariate statistical techniques and 
physiographic and landscape variables reflecting underlying sources and spatial patterns of 
air pollution, affinity zones provide a spatial structure suited to exploring the 
representivity of monitoring networks and as a basis for air pollution mapping and 
exposure assessment.  The affinity zone method is demonstrated using European air 
pollution monitoring sites, and environmental data compiled within a 1km GIS.  Organised 
into three main stages, this method involves: (i) indicator selection, using principal 
components analysis, (ii) zonation by cluster analysis to classify areas into distinct types, 
and (iii) site allocation, to confirm similarity within affinity zones in terms of monitored 
air pollution concentrations.  Ten interpretable and coherent air pollution affinity zones 
were constructed for Europe, including two rural zones and eight related to different 
types of densely populated and built up environments. Concentrations between affinity 
zones differed significantly for NO2 background and traffic sites and for PM10 traffic sites 
only.  Not all zones, however, were found to be sufficiently represented by monitoring 
sites, illustrating the importance of affinity zones in identifying deficiencies in monitoring 
networks.  Spatial modelling within affinity zones is also demonstrated, showing that 
simple kriging of background NO2 concentrations within zones (compared to kriging 
ignoring zones) produced a ca. 22% reduction in errors and increased R2 by 0.25 at 
reserved validation monitoring sites.  The affinity zone method developed here is a robust, 
statistical approach that can be used for evaluating the representivity of routine 
monitoring networks often used in continental level environmental and health risk 
assessments.    
 
Key Words 
Affinity zones; environmental stratification; air pollution; exposure modeling; risk 
assessment; multivariate statistical analysis 
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1. Introduction 
Ground-based measurements of air pollution provide crucial data for many different 
applications, including policy evaluation, environmental and health impact assessment and 
epidemiological research.  These data nevertheless give only a limited perspective on 
patterns and levels of air pollution or resulting exposures.  Pollutant concentrations vary 
greatly, often over short distances (Gilbert et al. 2003; Zhou and Levy 2007), and 
individual monitoring sites may therefore be representative only of a small surrounding 
area.  Monitoring networks are also sparse, for example, with more than half of the 
countries having <0.01 rural and <2 urban NO2 sites per 100km2 (Table 1). Furthermore, 
these networks have often been established primarily for the purpose of monitoring 
compliance with air quality objectives.  Sites therefore tend to be targeted in areas 
considered to be air pollution hotspots (e.g. close to industrial emission sources or on 
roadsides) rather than in accordance with population distribution.  For all these reasons, 
individual monitoring sites can be considered representative only of a small local area, 
and of similar types of location, and considerable care is needed in extrapolating data 
from monitoring networks to the wider population.   
 
<<Table 1 hereabouts>> 
 
The problem of using site-based measurements as a basis for more generalised description 
of the environment is not unique to air pollution.  The same issues arise with almost all 
environmental surveys, including soils (Webster and Burrough 1974) and ecological 
mapping (Bernert et al. 2003; Briggs and France 1983; Carter 1997; Fairbanks and Benn 
2000; Harding and Winterbourn 1997; Metzger et al. 2005). One way of dealing with these 
problems is by defining what may be called affinity zones.  These comprise areas within 
which environmental conditions can be considered relatively homogeneous.  They thus 
form both a system of partitioning for sampling, and a framework for extrapolation – i.e. 
within which measured data can be generalised to the zone as a whole.  This approach 
underlies, for example, the Institute of Terrestrial Ecology (ITE) classification (Bunce et 
al. 1996a, 1996b, 1996c) used in the UK Countryside Survey (Barr et al. 1993; Haines-
Young et al. 2000) and more recent Environmental Stratification for Europe (Jongman et 
al. 2006; Metzger et al. 2005).  To date, however, studies of air pollution seem to have 
made relatively little use of these techniques, though McGregor (1996) did show how 
affinity zones could be applied to generalise  sulphur dioxide time-series data from 
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monitoring sites in Birmingham, UK, and similar methods have been used to help interpret 
data on ultra-fine particles (Harris et al. 2009). 
 
Here, we demonstrate the methodology and potential of the approach at a wider, 
continental level.  Using data on nitrogen dioxide (NO2) and particulates (PM10) from the 
Airbase data set, we first develop affinity zones for Western Europe, and then use the 
results as a framework within which to assess the representivity of the European 
monitoring network. 
 
2. Methods 
In the context of air pollution, and following McGregor (1996), an affinity zone can be 
considered as an area, typically defined in terms of its source characteristics and 
dispersion environment, within which air pollution behaviour is consistent and predictable.  
As such, affinity zones can be identified and applied in two main ways: i) by first grouping 
monitoring sites into different classes, on the basis of their air pollution profiles, and then 
delineating the boundaries to the zones that these represent; ii) by first defining zones in 
terms of their environmental or other characteristics, and then assigning monitoring sites 
to these zones depending on their location.  We term the first of these the ‘site-based’ 
approach, and the latter the ‘area-based’ approach.   
 
The choice of approach needs to take account both of the quality of the data and the 
purpose of the analysis.  The site-based approach is useful where attention is focused on 
the full time-signal of monitored concentrations (e.g. the hourly or daily signature across 
the year).  Where sufficient monitoring sites exist to enable the definition of clear and 
exclusive groups, the site-based approach ensures that the zones reflect real differences 
in air pollution behaviour.  Where attention is on longer-term (e.g. annual average) 
concentrations, or where the number of monitoring sites or their spatial distribution is 
limited, the area-based approach is likely to be more reliable.  In these situations, the 
area-based approach ensures more realistic zonation in that it allows for the recognition 
of zones for which no monitoring sites exist.   
 
Here, we are concerned with trying to assess and map long-term (annual average) 
exposures to air pollution, on the basis of a monitoring network that is inherently uneven 
in its distribution and density.  For this reason, the area-based approach is used.  The 
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general approach is summarised in Figure 1.  As this indicates, a three-stage analysis is 
used: i) indicator selection, ii) zonation and iii) site allocation.   
 
<<Figure 1 hereabouts>> 
 
The analysis was undertaken as part of the APMoSPHERE (Air Pollution Modelling for 
Support on Health and Environmental Risks in Europe) study (Beelen 2009).  Analysis 
focused on NO2 and particulates (PM10), two of the main traffic-related pollutants.  Air 
pollution data, as annual average concentrations (µg/m3) for the year 2001, were derived 
from the European EUROAIRNET network (Larssen 2999) which is maintained in the Airbase 
database.  This was supplemented with sites from the EMEP network.  Pollution data for 
the two main site types, background and traffic, were used separately for this analysis.  
Only those sites having equal to, or more than 75% data capture for the study year were 
maintained. These were stratified by location (urban/rural) and country into a training 
and validation subset, respectively containing 75% and 25% of the sites.  In addition to air 
pollution data, a 1x1km GIS database was constructed for the study area.  The GIS 
database of ca. 2.8 million grid cells comprised data on land cover (100m grid: Corine land 
cover version 12/2000), transportation (1:300,000 vector by road type: AND Data Ireland 
Ltd), topography (1km grid of mean altitude (m): TOPO30) and climate smoothed to the 
1km grid using kriging (50km grids: for meteorological parameters within Operational Data 
Sets from the atmospheric model archived at ECMWF).  Variables were computed at three 
levels of measurement (i.e. 1km, 5km and 21km neighbourhoods) to represent local and 
regional variations in air pollution.  This GIS is fully described in Beelen (2009), and the 
population data used in subsequent analysis relate to spatially resolved census data 
described in Briggs (2007).  Analysis was conducted in ArcGIS 9, with statistical analysis 
undertaken in SPSS 12.   
 
2.1 Indicator selection 
Patterns of air pollution are typically influenced by several sets of characteristics, relating 
to emission sources, dispersion processes and the detailed local exposure environment.  
Different groups of variables, representing these different conditions or ‘domains’ (e.g. 
transport, land use, topography, climate) were therefore used to characterise affinity 
zones (Table 2).  As both local and regional trends influence air pollution, and because 
these operate at varying spatial scales (Briggs 2005), the variables used to represent the 
domains likewise needed to be measured at (or aggregated to) different levels.  Focal 
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functions were thus applied to some variables to create these additional regionalised 
variables (Beelen 2009). Here, three levels of measurement were used: 1km (the finest 
feasible resolution with the available data) to represent local conditions, 5km for 
intermediate, and 21km for the regional effect.  
 
<<Table 2 hereabouts>> 
 
The effectiveness of the area-based affinity zone method depends crucially on how well 
the variables selected for clustering represent the pollution environments under study.  At 
the same time, it is important not to include large numbers of highly inter-correlated 
variables in the analysis, both because these may bias the results, and also greatly 
increase computational demands.  Initial analysis was therefore undertaken to identify the 
minimum yet best set of indicators with which to define the zones. 
 
The first stage in this analysis was to generate a set of meta-variables, or factors, for each 
domain, using principal components analysis (Hair et al. 1998) with a varimax rotation (Yu 
and Chang 2001).  The aim of these was to provide an inclusive, interpretable and 
uncorrelated set of indicators that could be used in the subsequent cluster analysis.  
Factors were therefore accepted only where:   
1. the domain comprised a sufficient number of variables (n > 3) to make FA 
worthwhile;  
2. the constituent variables were highly correlated;  
3. the constituent variables exhibited approximately normal distributions (departures 
from normality can diminish observed correlations in FA);  
4. the Kaiser-Meyer-Olkin (KMO) measure of sampling adequacy was >= 0.7 (Norusis 
1988). The KMO measure of sampling adequacy is an index that compares the 
magnitude of the observed correlation coefficients with the magnitude of the 
partial correlation coefficients.  Factor analysis is not recommended when the KMO 
value is small, as the correlations between pairs of variables cannot be explained 
by other variables. 
 
The percentage of variance criterion, established a priori at 90%, and scree plot were used 
to determine the optimal number of principal components to extract.  Where acceptable 
factors could not be constructed, the individual variables (Table 2) were retained. Data 
for these were first standardised by converting to z scores.   
 
 7 
The indicators (i.e. factors and retained variables) were then screened by examining the 
pair-wise Pearson correlations within each domain.  To reduce inter-correlation within the 
set of indicators, one variable from each pair of highly correlated variables/factors (r >= 
0.8) was pruned prior to the cluster analysis in stage 2. 
 
2.2 Zonation using Cluster Analysis 
The set of indicators thus obtained were entered into a K-means cluster analysis (CA) in 
order to group the 1km grid cells on the basis of their environmental characteristics.  K-
means CA is an algorithm designed to handle a large number of cases by dividing the 
objects into a predefined number of clusters, and was selected here because 
computational demands of analysing over 2.8 million cells proscribed use of hierarchical 
classification.  A range of cluster solutions from six to twenty-six, by steps of two, were 
analysed.   
 
The success of clustering, and of the prior selection of indicators, was evaluated by 
analysing and mapping the resulting clusters.  A priori criteria were defined to evaluate 
effective delineation of the affinity zones such that mapped clusters had to: a) be 
interpretable and easily named for descriptive purposes; b) represent logical, real-world 
geographic features that were realistic in size and structure (i.e. no single-
cell/fragmented or unreasonably large clusters); and c) be relatively free of artefacts 
from the input data (i.e. no over-representation of a single input feature dominating the 
resulting clusters).  Three indices were therefore devised to identify the optimal number 
of clusters to extract:   
1. Statistical index:  total (TSS) and mean (MSS) sum of squared distance to cluster 
centre portrayed as a scree plot. 
2. Map granularity index:  percentage of adjacent grid cells, within a 3x3km and 
5x5km rectangle window, in the same cluster as the target cell.  A low value 
indicated many small or fragmented clusters, while a high value indicated that the 
clusters were very large.   
3. Map cluster index: resulting clusters were mapped and a visual inspection of the 
cluster patterns performed.  Where possible, clusters were interpreted and named.   
 
Overall, solutions were sought that minimised the statistical index while providing 
moderate granularity and map cluster indices.   
 8 
2.3 Site allocation and pollution analysis 
2.3.1 Delineation of affinity zones  
The monitoring sites in each cluster provided a basis for specifying pollution 
characteristics of the zone.  If the delineation of affinity zones was successful in this 
respect, zones might be expected to show small within-zone variations in monitored 
concentrations, and large between-zone variations.  The extent to which this was true was 
evaluated by analysing within versus between variations in monitored concentrations 
across the different affinity zones, using ANOVA.  Because of the relatively coarse 
resolution (1km) of the environmental data used for clustering, and thus of the resulting 
maps, the zones could not be considered capable of distinguishing between very local 
pollution environments.  Roadside environments, for example, are often considered to be 
restricted to within 100-250 metres of a road, beyond which concentrations tend to fall to 
background levels (Gilbert et al. 2003; Zhou and Levy 2007).  For this reason, monitored 
data were divided according to the site type (background and traffic) prior to testing of 
the zones.  Training and validation sites were also combined for this purpose.  Analysis 
was limited to affinity zones with at least twenty monitoring sites, in order to ensure 
reliable representation of the pollution conditions across zones.   
 
2.3.2 Modelling within affinity zones 
While air pollutant concentrations in the affinity zones derived from cluster analysis can 
be expected to be relatively homogeneous, some degree of variability may nevertheless 
be expected.  This is likely to occur not only because of the influence of local emission 
sources (e.g. roads), but also because of more regional trends in air pollution, not 
reflected in the indicators.  An exploratory analysis, for background NO2 only, was 
therefore conducted to determine whether the affinity zones could provide a useful 
framework for further spatial modelling of the pollution surface.  For the background NO2 
monitoring sites designated for model building (i.e. training sites), the affinity zone in 
which each site was located was identified.  Two models were then applied to each zone:  
a) A baseline model in which the mean concentration from the relevant training sites 
was applied to all 1km grid cells in the zone. 
b) A kriging model where simple kriging with a Gaussian model was applied to the 
natural log of the concentrations at training sites.  Kriging was applied only to 
zones with ≥ 40 training sites.  The baseline model was assumed for zones not 
meeting this criterion.   
These were compared against a global kriging model, ignoring the affinity zones, in which 
simple kriging with a Gaussian model was applied to all 714 NO2 training sites. 
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The reserved 25% validation sites were then intersected with the modelled surfaces and 
goodness-of-fit evaluated using R2, root mean square error (RMSE), fractional bias (FB) and 
factor-of-two (F2) (Vienneau 2009).   
 
3. Results 
3.1 Indicator selection 
The four domains (Table 2) were examined in turn to evaluate the suitability of the 
constituent variables for factor analysis.  As per the a priori criteria, factor analysis was 
not carried out for land cover (non-normality of the variables), or topography (insufficient 
number of variables).  Factor analysis for the 1km transport domain (KMO = 0.54) was 
rejected, leaving only the climate domain (KMO = 0.7), for which three principal 
components were extracted explaining 90.6% of the variation.  Component 1 related to 
temperature, radiation and vapour pressure, component 2 related to wind speed, and 
component 3 was a rainfall factor (Table 3). 
 
<<Table 3 hereabouts>>  
 
The final set of indicators thus identified is listed in Table 4.  The 21km altitude variable, 
which was highly correlated with altitude at the 1km level, was excluded from this set.   
 
<<Table 4 hereabouts>> 
3.2  Zonation using Cluster Analysis  
A repeated process of cluster analysis was carried out to obtain a range of solutions, with 
different numbers of clusters.  These were then evaluated against statistical and map 
granularity indices.  Interrogation of the scree plots (not shown) suggested that the 
optimal number of clusters could be 10 (where the plot initially flattened) or 16 (where it 
flattened and tailed off).  The granularity index at both stages was also moderate, 
indicating that these solutions were not dominated by small and fragmented or very large 
clusters.  A wave-like structure of the granularity index and step-like structure of the 
statistical index suggested that there are some clusters which, when initially broken up, 
formed looser clusters that must be further subdivided several times before settling into a 
stable partition of the data.  Both the 10 and 16 cluster solutions were interpreted and 
mapped to facilitate examination of the distribution of the clusters across the study area.  
Table 5 describes the resulting clusters.   
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<<Table 5 hereabouts>> 
 
Comparison of the results showed that the 16 cluster solution provided a better division of 
the large mixed rural class: cluster 10-1, for example, splits approximately into 16-14 and 
16-15; minor roads were incorporated into the mixed rural (10-1) and forested upland (10-
5) clusters for the 10 cluster solution, but were represented by their own class (16-7) in 
the 16 cluster solution.  When mapped, however, the 16 cluster solution resulted in a 
relatively poor map.  In Germany (data not shown), for example, the map was dominated 
by minor roads, while a unique cluster arose representing built-up areas in the 
Netherlands only (16-10). The 10 cluster solution, shown in Figure 2, was therefore 
selected as the preferred set of affinity zones upon which the third stage, site allocation 
and pollution analysis, was based. 
 
<<Figure 2 hereabouts>> 
 
3.3 Site allocation and pollution analysis  
3.3.1 Characteristics of affinity zones 
Figure 3 shows the differences in concentrations between zones, by pollutant and site 
type, for training and validation sites combined.  The ANOVA confirmed that the overall 
differences in concentrations were significant (p-value < 0.05) for all analyses except 
background PM10.  None of the rural or traffic-related zones had a sufficient number of 
monitoring sites to be included in the analysis of traffic sites.   
 
The highest concentrations of background NO2 tended to occur in zone 4 (metropolitan 
centres) while moderately high concentrations were seen in zones 2 (high density 
residential), 3 (low density residential), 9 (suburban) and 10 (industrial).  The lowest 
concentrations occurred in zones 5 (forested uplands), 1 (mixed rural) and 7 (major road 
corridors).  It should be noted that zone 7 was not, in general, heavily influenced by urban 
areas.  A Bonferroni post hoc test (p-value < 0.05) further confirmed that background NO2 
concentrations within many of the affinity zones were significantly different from other 
zones.  Significant differences in concentrations were found between zone 4 and all other 
affinity zones for NO2 and between zone 4 and zone 3 and 10 for PM10. 
 
<<Figure 3 hereabouts>>  
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Descriptive statistics were computed to evaluate the site density in each affinity zone by 
area (km2/site) and population (people/site), as presented in Table 6.  Marked differences 
were found in site density both by area and population.  In terms of area/site, there was 
an under-representation of rural areas, especially the forested uplands.  Monitoring 
generally appeared more evenly and densely distributed for NO2 compared to PM10.  
Examination of the people/site values for the densely populated zones showed that 
suburban areas, for both pollutants, appeared to be under-monitored compared to the 
high and low density residential and metropolitan centre zones. 
 
<<Table 6 hereabouts>> 
 
3.3.2 Pollution mapping by affinity zone  
Table 7 shows the mean and standard deviation of NO2 concentrations by affinity zone for 
the NO2 training sites.  For the baseline model, the mean for each affinity zone was 
applied to all cells within that particular zone.  This approach, however, falsely assumes 
that the pollution surface within each zone is flat and completely ignores the within-zone 
variability.  For the kriging representation, a Gaussian model was fitted to the variogram 
for each affinity zone with sufficient number of monitoring sites (parameters shown in 
Table 7).  An example of these resulting surfaces is provided in Figure 4.  These two 
models are then compared against a global kriging model in which the zone structure is 
ignored.  Evaluation of the goodness-of-fit for each model, based on comparisons at the 
reserved validation sites, is presented in Table 8.  For all models, fractional bias was 
small. Kriging within zones, however, gave the highest R2 (0.51) and F2 (92%) and lowest 
RMSE (7.42 µg/m3).  Both models which recognise the affinity zones, however, 
outperformed the global kriging model.  This supports the notion that representivity of 
monitoring is likely to differ depending on the zone.   
 
<<Table 7 hereabouts>> 
 
<<Table 8 hereabouts>> 
 
<<Figure 4 hereabouts>> 
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4 Discussion 
This paper describes the development and testing of a methodology, using multivariate 
statistical techniques, for defining affinity zones as a way of characterising the air 
pollution environment in Europe.  Affinity zones are delineated as a basis to explore 
representivity of EUROAIRNET - the regulatory air pollution monitoring network in Europe, 
comprising sites from national networks and reported in the Airbase database. Ten 
interpretable and coherent affinity zones are identified, four related to densely populated 
areas (metropolitan centres, high density residential, low density residential and 
suburban), four representing industry and transport infrastructure, and two types of rural 
areas. 
 
A monitoring network with adequate spatial coverage is essential for air quality 
management.  The extent to which existing networks achieve adequate coverage is largely 
unknown, in part because of the difficulty of testing how representative the networks are 
of pollution levels across the wider landscape.  This problem is especially important if the 
data from monitoring sites is to be used as a basis either for pollution mapping or exposure 
assessment.  The relevance of data from routine networks for exposure assessment is 
often limited given that the areas covered by monitoring do not always reflect the target 
areas of interest – e.g. where people live (WHO 1999).  A further major consideration in 
this context is that ground-based routine monitoring networks, such as the European 
network used here, are normally designed for assessing whether air quality standards have 
been exceeded.  The area-based affinity zone method, therefore, provides a helpful 
framework within which to evaluate the representivity of monitoring networks.  Affinity 
zones can identify areas where monitoring is potentially inadequate, and can also help 
determine the suitability of extrapolating measurements to unmonitored locations.  
 
Results of this analysis highlight some of these issues related to potential deficiencies in 
the monitoring network.  The ANOVA and box plots (Figure 3), for example, show that 
while NO2 background sites generally provide good coverage of the affinity zones (with 96% 
of the total population residing in the eight represented zones), at least half of the zones 
for other pollutants/site types did not.  Although most of the highly populated residential 
zones (representing 85% of the population) are covered by background PM10 sites, 
substantially less of the population (61%) is represented by the four zones included in the 
traffic analyses.  Notably, none of the traffic-related affinity zones have sufficient traffic 
sites for ANOVA.  This fact alone indicates that some of the affinity zones are not 
adequately monitored, which presents a problem for air pollution modelling more 
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generally.  This is further evidenced by the descriptive analysis of site density by affinity 
zone (Table 6).  Here we find that rural areas, where approximately 26% of the population 
reside, are generally under-represented.  Suburban areas are also identified as being 
potentially under-represented by monitoring sites, however only a small proportion of the 
population (4%) reside within this zone.  In general, monitoring is seen to be more evenly 
and densely distributed for NO2, but shows greater deficiencies for PM10.  The former is 
also true of sulphur dioxide and ozone, while carbon monoxide monitoring in 2001, like 
PM10, is sparse in many of the zones (data not shown). 
 
Overall zones with distinct and homogeneous background pollutant concentrations are 
defined for NO2: the two rural zones, for example, have significantly different 
concentrations and are both significantly different from the four urban zones.  The box 
plots show that the situation for PM10, however, is far less coherent.  This seems to be 
partly a function of the smaller number of monitoring sites for PM10 (making 
characterisation of the zones more difficult), but also because PM10 seems to show less 
geographic variation than NO2, perhaps due to the greater influence of long-range 
particulate transport.  In assessing representativeness, therefore, variability within the 
affinity zones must also be taken into account.  A small number of sites might, for 
example, be considered representative if the affinity zone shows little variation in 
concentrations and/or the population within the zone is small.  On the other hand, more 
sites might be needed if the variability in concentrations is great and/or the affinity zone 
has a very large population.   
 
In principle, the affinity zones define areas representative of the monitoring sites that 
they contain.  Where a sufficient number of sites exist, therefore, it should be possible to 
extrapolate the monitored concentrations from these sites to all unmonitored locations in 
the same zone.  The way in which such an extrapolation is done, however, must reflect 
the spatial variations of pollutant concentrations within the zones.  Comparisons at 
reserved validation monitoring sites illustrate, as expected, that the simplistic baseline 
model provides only a moderate characterisation of the pollution surface.  Kriging within 
affinity zones (which is not possible in all zones), compared to kriging without zones, 
reduces the errors (RMSE) in predictions of background NO2 concentrations by 
approximately 22% and gives marked improvement in the R2.  This demonstrates the clear 
potential for using affinity zones as a framework for further modelling.  A more refined 
method such as co-kriging or land use regression (Briggs et al. 2000; Beelen et al. 2009; 
Hoek et al. 2008; Jerrett et al. 2005), which includes covariates as proxies of emissions 
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and the dispersion environment, is expected to be even better at characterising the local 
variations in air pollution.  Likewise, the spatial framework offered by the affinity zones 
could be used as a basis for more sophisticated spatial-temporal modelling of air pollution. 
These methods, however, will also be limited by the number of available monitoring sites, 
and should also consider that variation in pollution concentration occurs at different scales 
depending on the environmental characteristics. 
 
The delineation of affinity zones is a multi-stage process and the main drawback relates to 
the practical challenges of the procedure.  Running repeated clustering algorithms on 2.8 
million cases (i.e. 1km grid cells), for example, is time consuming.  It also takes time and 
effort to correctly interpret the clusters.  Extensive knowledge of the study area or maps 
of the input variables, however, can aid in successful interpretation of the clusters.   
 
The first stage of the area-based approach involves an exploratory analysis to select the 
optimum set of indicators for use in cluster analysis, while the second stage is concerned 
with the selection of the most appropriate clustering algorithm.  To arrive at the best 
partition of the landscape and physiographic features to define air pollution affinity zones, 
the approach, in the words of Carter (1997), had to be exploratory and iterative.  The 
approach is also based on the assumption that the most appropriate division of the 
landscape and environmental features is achieved.  The nature of the methodology, 
however, might result in a different set of affinity zones depending on the decisions taken 
at various stages.  Although validation of the landscape clusters was not possible, 
sensitivity analyses were conducted to demonstrate that the resulting clusters were robust 
to changes in the clustering method and minor changes in the input variables.   
 
In general, the main challenge is in choosing the correct number of clusters to extract - a 
process which is somewhat subjective and requires trial and error.  While K-means CA can 
provide the best partition of a dataset when the number of clusters is known, it is often 
difficult to determine the ‘optimal number’ a priori.   A range of solutions was thus sought 
and assessed against several predefined criteria, based on statistical and geographical 
indices, collectively to identify the appropriate number of clusters that might represent 
air pollution affinity zones.  Hierarchical CA is advantageous when there is no a priori 
information on the number of partitions.  It cannot, however, be run on large data sets.  
As a sensitivity analysis, therefore, hierarchical CA on repeated samples of the full data 
set was investigated.  This resulted in a set of 12 clusters which were compared to the 10 
defined using K-means CA.  The overall agreement between cluster solutions was 
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significant (kappa value of 0.936), with percent agreement ranging from 52% for two 
clusters to >93% for more than half of the clusters.  K-means CA was ultimately selected as 
it was the more straightforward process.  Despite the approximately 3-fold longer 
computer processing time, interpretation of the K-means CA results was also easier and 
quicker than for the hierarchical CA method.     
 
As previous studies of ecological mapping has shown (Briggs and France 1983; Metzger 
2005; Bunce et al. 1996a), the success of these classification methods are, to a great 
extent, dependent on the initial choice of input variables to reflect the conceptual model. 
For this reason emphasis is placed on indicator selection prior to cluster analysis in stage 
2.  The transport and land cover variables associated with built-up, highly-trafficked 
areas, were included as important indicators of local source activity.  Topographic and 
climatic variables, which represent regional phenomena, were included to characterise 
the regional dispersion environment (e.g. areas of high altitude, topographic exposure or 
wind speed are likely to be associated with lower levels NO2 and PM10).  Seasonal (summer 
and winter) annual temperatures were also included to allow for differentiation between 
the varying regional climatic zones in the study area (e.g. Mediterranean, continental and 
arctic).  A sensitivity analysis was conducted to assess whether CA should be customised 
by pollutant using variables specifically thought to influence NO2 or PM10.  Local 
agricultural activities involving the exposure of bare soil, such as tilling fields, may 
contribute to PM10; thus, an additional variable to reflect such activity was included for 
PM10 only.  For ease of comparison, a 14 cluster solution for CA with and without the 
tillage variable (PM10 and NO2 set of variables, respectively) was selected and the 
concordance between the two results examined.  Thirteen similar clusters were obtained, 
and the overall agreement between cluster solutions was significant (kappa value of 
0.984).  Eleven of the 14 clusters were highly similar with >99% agreement. As a result, 
the use of a common set of input variables to define clusters for both NO2 and PM10 was 
considered justified. 
 
Overall, the concordance analyses showed that slight changes in the input variables or 
clustering method did not significantly alter the outcome of the analysis.  Even so, there 
will usually be no single, ideal set of clusters that can characterise a monitoring network.  
However, the process of constructing and comparing different solutions can help to reveal 
some of the factors that influence pollution patterns in an area, and some of the 
limitations of the monitoring network, as illustrated here.   In terms of updateability, 
stage 1 and 2 of the analysis would only have to be repeated if affinity zones were to be 
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generated for pollutants with very different sources (e.g. ozone), or as updates for the 
input data (e.g. land cover and transport) were made available.  Determination of affinity 
zones from the clusters (stage 3) can be easily updated as new pollution measurements 
become available or as new monitoring sites are added to the network.  
 
5 Conclusions 
Air quality monitoring provides only a partial picture of the air pollution situation across 
the wider environment or population.  This limits the reliability of the monitored data as a 
basis for air quality management, exposure assessment and many other purposes.  An 
excessively dense network of monitoring stations is required to resolve these limitations 
completely.  Nevertheless, network design could be improved, in many cases, by strategic 
siting of the monitoring sites, such that they can provide a better basis for interpolation.  
Affinity zones offer a potentially useful tool in this respect, both for evaluating existing 
networks and as a framework for designing new ones. The affinity zone map for Western 
Europe is available for non-commercial use from the authors.    
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Table 1  Number of sites per area and people, by country 
Country 
Sites/100km2 Sites/100,000 people 
NO2 PM10 
NO2 PM10 Rural 
(n=360) 
Urban 
(n=1082) 
Rural 
(n=128) 
Urban 
(n=553) 
Austria 0.068 7.89 0.012 2.92 1.61  0.46  
Belgium 0.026 0.55 0.004 0.40 0.28  0.17  
Denmark 0.005 0.33 0.002 0.05 0.15  0.04  
Finland 0.002 1.06 0.001 1.39 0.37  0.38  
France 0.007 2.66 0.003 0.96 0.59  0.21  
Germany 0.029 1.86 0.015 1.19 0.52  0.32  
Great Britain 0.004 0.57 0.002 0.37 0.14  0.09  
Greece 0.003 2.10 0.002 0.99 0.19  0.09  
Ireland 0.004 0.55 - 0.92 0.15  0.13  
Italy 0.010 1.36 0.001 0.46 0.21  0.06  
Netherlands 0.077 0.66 0.031 0.31 0.28  0.12  
Portugal 0.005 2.73 0.001 1.13 0.20  0.08  
Spain 0.015 3.82 0.005 2.12 0.46  0.22  
Total 0.013 1.66 0.005 0.85 0.39  0.19  
Note: based on background and traffic sites in 2001 with >= 75% data capture 
  
Table 2  Indicator variables, by measurement level and domain 
 Measurement level 
Variable Regional 21km 
Intermediate 
5km 
Local 
1km 
Transport Domain: length of road (km/neighbourhood) 
Motorways    
(major roads)  
 
A-roads   
B-roads    
Minor roads    
Land Cover Domain: percent land cover area (%) 
HD residential 
 
(total built-
up) 
  
LD residential   
Industry 
  
(non-residential 
built up) 
 
Transport 
 Airports Seaports 
Construction  
Urban greenery     
Forestry    
Topography Domain# 
Altitude (mean elevation (m) above 
sea level)    
Topex (height difference between 
1km centroid and centroid of 24 
surrounding 1km cells) 
   
Distance to sea (distance in km to 
nearest coastline)     
Climate Domain* 
Summer temperature (ºC)    
Winter temperature (ºC)    
Annual radiation (Kj/m2)    
Annual wind speed (m/s)    
Annual calm days (%)    
Annual vapour pressure (hPa)    
Annual rainfall (mm)    
Notes:  
Merged cells indicate grouped variables with group name provided in brackets 
#Variables in the topography domain were rescaled using the following transformations: 
 Altitude calculated as √(nalt/max(nalt)), where nalt = altitude – min(altitude) 
 Topex calculated as √(ntopex/max(ntopex)), where ntopex = topex – min(topex) 
 Distance to sea calculated as √(minimum distance/max(minimum distance))   
* Climate domain variables were available at 1km, representative of regional variations (derived 
from 50km ECMWF data)   
 
  
Table 3  Rotated principal component loadings for climate domain 
Variable Component 1 Component 2 Component 3 
Summer temperature 0.895 -0.136 -0.351 
Winter temperature 0.939 0.256 0.045 
Annual radiation 0.882 -0.181 -0.276 
Annual wind speed 0.032 0.922 0.099 
Annual calm days -0.071 -0.896 -0.029 
Annual vapour pressure 0.922 0.238 -0.002 
Annual rainfall -0.176 0.085 0.974 
Note: High factor loadings shown in bold 
  
 Table 4  Indicators used in cluster analysis by measurement level 
Domain  
Variables Factors 
Z Scores Measurement 
Level 
1km Level 
Transport Motorways 
A-roads 
B-roads 
Minor roads 
Major roads 
1km 
1km 
1km 
1km 
5km  
Land Cover HD residential 
LD residential 
Industry 
Other built up 
Urban greenery  
Forest  
Non-residential built up 
Total built up 
1km, 5km 
1km, 5km 
1km 
1km 
1km 
1km 
5km 
21km 
 
 
 
 
 
 
 
 
Topography Altitude 
Topex 
Distance to sea 
1km 
1km 
1km  
Climate 
 
 High temperature 
Windy 
Rainy 
 
  
Table 5  Description of clusters for 10 and 16 cluster solutions  
10 Cluster Solution 16 Cluster Solution 
No. % Area Description No. 
% 
Area Description 
10-1 61.3 Mixed rural 16-1 0.1 Urban green space 
10-2 0.4 High density residential 16-2 2.3 Low density residential 
10-3 3.1 Low density residential 16-3 0.5 Mixed industrial 
10-4 0.1 Metropolitan centres 16-4 0.2 Motorway intersections 
10-5 28.3 Forested uplands 16-5 0.3 Other built-up 
10-6 1.2 Motorways 16-6 0.3 Suburban 
10-7 4.5 Major road corridors 16-7 13.9 Minor roads 
10-8 0.2 Motorway intersections 16-8 1.2 Motorways 
10-9 0.3 Suburban 16-9 0.2 Industrial 
10-10 0.5 Industrial 16-10 0.4 Built-up areas – NL* 
   16-11 20.1 Northern rural 
   16-12 0.3 High density residential 
   16-13 4.3 Major road corridors 
   16-14 26.8 Southern rural 
   16-15 29.0 Central rural 
   16-16 0.1 Metropolitan centres 
Note: * Unique class in the Netherlands only 
  
Table 6  Monitoring site density by affinity zone 
Affinity Zone 
Background Traffic Total 
Area/ 
Site 
(km2) 
People
/Site 
(‘000) 
Area/ 
Site 
(km2) 
People 
/Site 
(‘000) 
Area/ 
Site 
(km2) 
People
/Site 
(‘000) 
NO2 
1 Mixed rural 9,854 479 110,363 5,363 9,046 483 
2 High density residential 146 475 90 294 56 199 
3 Low density residential 228 337 576 855 163 249 
4 Metropolitan centres 55 475 28 241 18 164 
5 Forested uplands 12,576 170 226,361 3,064 11,914 167 
6 Motorways 2,128 345 4,255 690 1,419 235 
7 Major road corridors 3,023 478 7,467 1,182 2,152 354 
8 Motorway intersections 840 851 327 331 235 243 
9 Suburban 303 484 699 1,117 211 349 
10 Industrial 150 302 487 981 115 240 
PM10 
1 Mixed rural 26,701 1,297 827,719 40,219 25,866 1,380 
2 High density residential 237 771 169 551 99 351 
3 Low density residential 469 695 1,153 1,709 333 508 
4 Metropolitan centres 99 861 59 514 37 329 
5 Forested uplands 45,272 613 339,542 4,596 39,946 560 
6 Motorways 11,348 1,841 8,511 1,381 4,863 805 
7 Major road corridors 7,934 1,255 14,105 2,232 5,078 836 
8 Motorway intersections 5,878 5,957 653 662 588 608 
9 Suburban 534 854 1,514 2,421 395 652 
10 Industrial 303 610 682 1,373 210 440 
 
 
 
Table 7 Background NO2 training sites: monitored concentrations and kriging parameters 
Affinity Zone 
Monitored Concentrations 
(Baseline Model) Kriging Model Parameters 
N Mean (μg/m3) 
SD 
(μg/m3) 
Range 
(km) 
Partial sill 
(ln µg/m3) 
Nugget 
(ln µg/m3) 
1 Mixed rural 125 14.16 8.11 1,637 0.38 0.16 
2 High density residential 50 30.30 9.91 630 0.12 0.07 
3 Low density residential 297 26.31 9.08 217 0.12 0.07 
4 Metropolitan centres 54 38.06 11.83 1,208 0.18 0.02 
5 Forested uplands 40 8.73 4.80 - - - 
6 Motorways 13 25.62 10.97 - - - 
7 Major road corridors 36 15.64 7.21 - - - 
8 Motorway intersections 5 36.00 6.52 - - - 
9 Suburban 25 26.72 9.23 - - - 
10 Industrial 69 26.70 9.29 568 0.14 0.07 
 All zones  
(global kriging) 
714 - - 1,970 0.38 0.22 
 
 
  
Table 8  Evaluation of NO2 background models across all affinity zones 
Model N R2 RMSE F2 FB 
Baseline 217 0.42 8.13 88.9% 0.05 
Kriging within 
zones 217 0.51 7.42 91.7% 0.02 
Global kriging 217 0.27 9.04 84.8% 0.01 
 
  
 
Figure 1  Area-based affinity zone method 
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Figure 3 Air pollutant concentrations by affinity zone  
(Training and validation sites combined, zones with <20 monitoring sites excluded)         
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Figure 4 Comparison of baseline vs. kriging model 
  Background NO2 concentrations (µg/m3) in area surrounding Madrid, Spain 
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