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1. INTRODUCTION
Preliminaries: Notation. We shall adhere to the following notation. By
Ž .a we mean an m = n matrix A whose ij element is a . I denotesi j m=n i j n
the n-dimensional identity matrix, and by E we denote an m = nm= n
matrix all of whose elements are 1. Define a vector of 1’s by
1 ’ E .m m=1
Clearly E s 1 1X .m= n m n
Ž . ŽThe vector x s x , . . . , x is always taken as an n = 1 matrix i.e.,1 n
.column .
1 Work supported by NSF Grant EEC-940-2384 and NASA Contract NAG 52783.
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Finally, we define
f x dx ’ ??? f x , . . . , x dx ??? dx .Ž . Ž .H H H 1 n 1 n
D D
Ž .Suppose X s x , . . . , x has a multivariate normal distribution, Ex s1 n i
Ž . Ž .0, Var x s 1 1 F i F n . Assume that the correlation between any twoi
Ž < < .components of X equals t t - 1 , that is, the X ’s are equicorrelated. Ini
this case the covariance matrix of X can be expressed as
S s 1 y t I q t E . 1.1Ž . Ž .n n
The orthant probability of the n-dimensional normal variate X is ex-
pressed as
p t s f x dx , 1.2Ž . Ž . Ž .Hn
D x
where
1 y1yŽ1 r2. x 9S xf x s f x , x , . . . , x s eŽ . Ž .1 2 n nr2 1r2< <2p SŽ .
and
D s x , x , . . . , x : x ) 0, 1 F i F n . 4Ž .x 1 2 n i
Orthant probabilities for the equicorrelated multivariate normal distri-
w xbution have been studied in 1, 2 . Using different methods, the present
paper offers a simplification of the results there. Specifically, we establish
the differential equation
1 n n y 1 1 tŽ .
Xp t s ? ? p 1.3Ž . Ž .n ny2 ž /2'2p 2 1 q 2t1 y t
Ž Ž ..where p tr 1 q 2t is the orthant probability of an equicorrelatedny2
Ž .n y 2 -dimensional normal distribution whose correlation coefficient is
Ž .tr 1 q 2t . Solving the differential equation, we obtain
t1 1 n n y 1 xŽ . y1p t s q ? ? p d sin x . 1.4Ž . Ž .Hn ny2n ž /2 2p 2 1 q 2 x0
Ž .Formula 1.4 can be simplified in several ways. The main result of the
Ž .present paper is a new useful reduction given in 5.2 below. In the process
Ž .of arriving at 5.2 we also obtain various additional expressions which are
interesting in their own right.
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2. SOME LEMMAS
Ž .Suppose that X s X , X , . . . , X is an n-dimensional normal random1 2 n
Ž . Ž .variable such that EX s 0, Var X s 1, and Corr X , X s t , for i / j.i i i j
We shall refer to X as ‘‘equicorrelated.’’ More generally, X is equicorre-
lated if all of its marginals are the same and the correlation between any
two components is the same.
LEMMA 2.1. Suppose that the square matrix A is partitioned as
A A11 12A s ž /A A21 22
where A and A are square. If A is nonsingular, then11 22 22
y1 A A I 0I yA A 11 1212 22
y1ž / ž /yA A Iž /A A 22 210 I 21 22
A y A Ay1A 011 12 22 21s .ž /0 A22
Ž .LEMMA 2.2. Suppose that X s X , X , . . . , X is an n-dimensional1 2 n
normal random ¤ariable with co¤ariance matrix S. Then there exist constants
a, b such that
S s aI q bEn n
if and only if X is equicorrelated. When X is equicorrelated, then
Ž .a a ) 0, a q nb ) 0,
11y1Ž .b S s I y E ,n na a a q nbŽ .
Ž . < < ny1Ž .c S s a a q nb ,
Ž . Ž . Ž .d tr S s n a q b .
Ž .DEFINITION 2.1. Suppose that X s X , X , . . . , X is an equicorre-1 2 n
lated n-dimensional normal random variable and the covariance matrix of
Ž .X is S s 1 y t I q t E . Then we definen n
e t s x f x dx n G 1Ž . Ž . Ž .Hn 1
D x
a t s x 2 f x dx n G 1Ž . Ž . Ž .Hn 1
D x
b t s x x f x dx n G 2Ž . Ž . Ž .Hn 1 2
D x
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Ž . Ž .where f x s f x , x , . . . , x is the pdf of X and the integration region1 2 n
D x is given by
D x s x , x , . . . , x : x ) 0, 1 F i F n . 4Ž .1 2 n i
Ž .LEMMA 2.3. Suppose that Q x s x9Mx is a quadric form, where
x1
x2x s , M s m s M9.Ž .. i j n=n.. 0xn
Under the conditions of Definition 2.1 we ha¤e
Q x f x dx s a t tr M q b t 1X M1 y tr M . 2.1Ž . Ž . Ž . Ž . Ž . Ž . Ž .H n n n n
D x
Ž .LEMMA 2.4. Suppose that Y s Y , Y , . . . , Y is an equicorrelated n-1 2 n
Ž . Ž .dimensional normal random ¤ariable with density g y s g y , y , . . . , y .1 2 n
Under the conditions of Definition 2.1, if Y has the co¤ariance matrix
Ž . 2 Ž .Var Y s s S s ) 0 , then
 4P Y ) 0, 1 F i F n s p tŽ .i n
y g y dy s s e tŽ . Ž .H 1 n
D y
y2 g y dy s s 2a tŽ . Ž .H 1 n
D y
y y g y dy s s 2b tŽ . Ž .H 1 2 n
D y
where the integration region D is gi¤en byy
D s y , y , . . . , y : y ) 0, 1 F i F n . 4Ž .y 1 2 n i
3. SOME USEFUL EXPRESSIONS
Ž .Suppose that X s X , X , . . . , X is an equicorrelated n-dimensional1 2 n
normal random variable with density
1 y1yŽ1 r2. x 9S xf x s eŽ . nr2 1r2< <2p SŽ .
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where the covariance matrix is given by
S s 1 y t I q t E .Ž . n n
By Lemma 2.2 we have
1
1 ) t ) y . 3.1Ž .
n y 1
When n G 2, S can be expressed as
1 t 1Xny1
S s ž /t 1 Sny1 1
Ž .where S s 1 y t I q t E . By Lemma 2.1 we have1 ny1 ny1
y1X1 t 1ny1y1S s ž /t 1 Sny1 1
y1X2 y11 0 1 y t 1 S 1 0Ž .ny1 1 ny1s y1 y1ž /yt S 1 I ž /1 ny1 ny1 0 S1
1 yt 1X Sy1ny1 1= .ž /0 Iny1
Therefore,
2y1X X Xy1 2 y1 y1 y1x9S x s 1 y t 1 S 1 x y t 1 S x q x S xŽ . Ž .ny1 1 ny1 1 ny1 1 Ž1. Ž1. 1 Ž1.
where
x2
xx 31x s , x s ..Ž1.xž /Ž1. .. 0xn
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By Lemma 2.2,
1 t
y1S s I y E .1 ny1 ny11 y t 1 y t 1 q n y 2 tŽ . Ž .
Using this expression, set
1 y t 1 q n y 1 tŽ . Ž .
X2 2 y1s s 1 y t 1 S 1 s . 3.2Ž .1 ny1 1 ny1 1 q n y 2 tŽ .
Then we obtain
21 t
X Xy1 y1x9S x s x y 1 x q x S x1 ny1 Ž1. Ž1. 1 Ž1.2 1 q n y 2 ts Ž .1
t
Xf x s g x y 1 x f x 3.3Ž . Ž . Ž .1 ny1 Ž1. 1 Ž1.ž /1 q n y 2 tŽ .
Ž .where g u is a one-dimensional normal distribution density,
1 2 2yu r2 s1g u s e ,Ž . '2p s1
Ž . Ž .and f x is an equicorrelated n y 1 -dimensional normal density,1 Ž1.
1 y1yŽ1 r2. x 9 S xŽ1. 1 Ž1.f x s e .Ž .1 Ž1. Ž .ny1 r2 1r2< <2p SŽ . 1
Ž .From formula 3.3 we have
‘ t
Xe t s f x x g x y 1 x dx dxŽ . Ž .H Hn 1 Ž1. 1 1 ny1 Ž1. 1 Ž1.ž /1 q n y 2 tŽ .D x 0Ž1.
where the integration region is




Xx g x y 1 x dxH 1 1 ny1 Ž1. 1ž /1 q n y 2 tŽ .0
‘t t
X Xs 1 x g x y 1 x dxHny1 Ž1. 1 ny1 Ž1. 1ž /1 q n y 2 t 1 q n y 2 tŽ . Ž .0
‘ t
Xq x y 1 xH 1 ny1 Ž1.ž /1 q n y 2 tŽ .0
t
X= g x y 1 x dx1 ny1 Ž1. 1ž /1 q n y 2 tŽ .
‘t t
X Xs 1 x g x y 1 x dxHny1 Ž1. 1 ny1 Ž1. 1ž /1 q n y 2 t 1 q n y 2 tŽ . Ž .0
s X2 2 2 21 yŽ1r2 s .Žt rw1qŽny2.t x .Ž1 x .1 ny1 Ž1.q e'2p
2 Ž .where s is given in 3.2 , we obtain1
t
Xe t s 1 x f x dxŽ . Ž .Hn ny1 Ž1.1 q n y 2 tŽ . D x
s X2 2 2 21 yŽ1r2 s .Žt rw1qŽny2.t x .Ž1 x .1 ny1 Ž1.q f x e dxŽ .H 1 Ž1. Ž1.'2p D xŽ1.
n y 1 tŽ .
s e tŽ .n1 q n y 2 tŽ .
s X y1 2 2 21 Ž1r2. x ŽS qŽt rs w1qŽny2.t x .E . xŽ1. 1 1 ny1 Ž1.q e dx .H Ž1.nr2 1r2< < D x2p SŽ . Ž1.1
Set
t 2
y1 y1M s S q E ;1 ny122s 1 q n y 2 tŽ .1
then
1 t
y1M s I y Eny1 ny11 y t 1 y t 1 q n y 2 tŽ . Ž .
1 t 2
q Eny12 22s1 1 q n y 2 tŽ .
1 t
s I y E .ny1 ny11 y t 1 y t 1 q n y 1 tŽ . Ž .
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Thus
M s 1 y t I q t 1 y t E . 3.4Ž . Ž . Ž .ny1 ny1
Define
1 X y1yŽ1 r2. x M xŽ1. Ž1.f˜ x s e .Ž .1 Ž1. Ž .ny1 r2 1r2< <2p MŽ .
Ž˜ . Ž .Then f x is an equicorrelated n y 1 -dimensional normal density withŽ1.
Ž .correlation coefficient tr 1 q t . With this we have
< <1r2n y 1 t s MŽ . 1 ˜e t s e t q f x dxŽ . Ž . Ž .Hn n 1 Ž1. Ž1.1r2'1 q n y 2 t < <Ž . 2p S D xŽ1.1
n y 1 tŽ .
s e tŽ .n1 q n y 2 tŽ .
1 y t 1 q n y 1 t 1 tŽ . Ž .
q p .ny1 ž /'1 q n y 2 t 1 q tŽ . 2p
That is,
1 t
e t s 1 q n y 1 t p . 3.5Ž . Ž . Ž .n ny1 ž /' 1 q t2p
Ž .Imitating the above process we shall deduce expressions for a t andn
Ž .b t . So,n
‘ t
X2a t s f x x g x y 1 x dx dxŽ . Ž .H Hn 1 Ž1. 1 1 ny1 Ž1. 1 Ž1.ž /1 q n y 2 tŽ .D x 0Ž1.
‘ t
Xs f x x x y 1 xŽ .H H1 Ž1. 1 1 ny1 Ž1.ž 1 q n y 2 tŽ .D x 0Ž1.
t
Xq 1 xny1 Ž1. /1 q n y 2 tŽ .
t
X= g x y 1 x dx dx1 ny1 Ž1. 1 Ž1.ž /1 q n y 2 tŽ .
‘ ys X2 21 yŽ1r2 s .Ž x yŽt rŽ1qŽny2.t ..1 x .1 1 ny1 Ž1.s f x x de dxŽ .H H1 Ž1. 1 Ž1.'2pD x 0Ž1.
t
Xq x 1 x f x dxŽ .H 1 ny1 Ž1.1 q n y 2 tŽ . D x
NI AND KEDEM288
‘ t
X2s f x s g x y 1 x dx dxŽ .H H1 Ž1. 1 1 ny1 Ž1. 1 Ž1.ž /1 q n y 2 tŽ .D x 0Ž1.
n y 1 tŽ .
q b t .Ž .n1 q n y 2 tŽ .
That is,
1 y t 1 q n y 1 t n y 1 tŽ . Ž . Ž .
a t s p t q b t . 3.6Ž . Ž . Ž . Ž .n n n1 q n y 2 t 1 q n y 2 tŽ . Ž .
Next,
‘ t
Xb t s x f x x g x y 1 x dx dxŽ . Ž .H Hn 2 1 Ž1. 1 1 ny1 Ž1. 1 Ž1.ž /1 q n y 2 tŽ .D x 0Ž1.
t
Xs x 1 x f x dxŽ .H 2 ny1 Ž1.1 q n y 2 tŽ . D x
s X2 2 2 21 yŽ1r2 s .Žt rw1qŽny2.t x .Ž1 x .1 ny1 Ž1.q x f x e dxŽ .H 2 1 Ž1. Ž1.'2pD xŽ1.
t n y 2 tŽ .
s a t q b tŽ . Ž .n n1 q n y 2 t 1 q n y 2 tŽ . Ž .
< <1r2s M1 ˜q x f x dxŽ .H 2 1 Ž1. Ž1.1r2' < <2p S D xŽ1.1
t n y 2 tŽ .
s a t q b tŽ . Ž .n n1 q n y 2 t 1 q n y 2 tŽ . Ž .
s 1 y t 1 q n y 1 t tŽ . Ž .0q eny1 ž /' 1 q n y 2 t 1 q tŽ .2p
2 2 Ž .where s s 1 y t is the variance of any element of the n y 1 -0
˜Ž .dimensional random variable with probability density f x . Thus1 Ž1.
21 y t t
b t s ta t q 1 y t 1 q n y 1 t e .Ž . Ž . Ž . Ž .(n n ny1 ž /2p 1 q t
3.7Ž .
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Ž . Ž .Joining expressions 3.6 and 3.7 , we have the system of equations
1 q n y 2 t a t y n y 1 b tŽ . Ž . Ž . Ž .n n
s 1 y t 1 q n y 1 t p tŽ . Ž . Ž .n
21 y t t
y ta t q b t s 1 y t 1 q n y 1 t e .Ž . Ž . Ž . Ž .(n n ny1 ž /2p 1 q t
3.8Ž .
Ž .Solving the system 3.8 , we obtain
21 y t t
a t s p t q n y 1 t eŽ . Ž . Ž .(n n ny1 ž /2p 1 q t
21 y t t
b t s t p t q 1 q n y 2 t e . 3.9Ž . Ž . Ž . Ž .(n n ny1 ž /2p 1 q t
Ž . Ž .Expressions 3.5 and 3.9 are useful in our statistical analysis.
4. THE DIFFERENTIAL EQUATION
The orthant probability for an equicorrelated n-dimensional normal
random variable can be expressed as
1 y1yŽ1 r2. x 9S xp t s e dx 4.1Ž . Ž .Hn nr2 1r2< < D x2p SŽ .
where
x1
x2x s , Dx s x , x , . . . , x : x ) 0, 1 F i F n 4Ž .. 1 2 n i.. 0xn
S s 1 y t I q t E ,Ž . n n
ny1< <S s 1 y t 1 q n y 1 t .Ž . Ž .
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Ž .Differentiating expression 4.1 , we have
< <y1r21 d S y1X yŽ1r2. x 9S xp t s e dxŽ . Hn nr2 dt D x2pŽ .
1 1 dSy1y1yŽ1 r2. x 9S xq e y x9 x dx. 4.2Ž .Hnr2 1r2 ž /2 dt< < D x2p SŽ .
Also,
y1r2< < < <d S 1 d S 1 ny2y3r2 y3r2< < < <s y S s y S yn n y 1 t 1 y t ,Ž . Ž .
dt 2 dt 2
< <and by substituting S we obtain
< <y1r2d S n n y 1 tŽ .
s . 4.3Ž .1r2dt < <2 1 y t 1 q n y 1 t SŽ . Ž .
Furthermore,
SSy1 s I ,n
and by differentiating this expression we have
dS dSy1




y1 y1s yS S .
dt dt
Set B s dSy1rdt , then
dS
y1 y1B s yS S
dt
1 t
s I y E I y EŽ .n n n nž /1 y t 1 y t 1 q n y 1 tŽ . Ž .
1 t
= I y En nž /1 y t 1 y t 1 q n y 1 tŽ . Ž .
1 1 q n y 1 t 2Ž .
s I y E 4.4Ž .n n2 2ž /1 y t 1 q n y 1 tŽ . Ž .
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n n y 1 2 q n y 2 tŽ . Ž .
tr B s 4.5Ž .221 y t 1 q n y 1 tŽ . Ž .
2n n y 1 1 q n y 1 tŽ . Ž .
X1 B1 y tr B s y . 4.6Ž .n n 221 y t 1 q n y 1 tŽ . Ž .
Ž . Ž . Ž .Substituting formulas 4.3 and 4.4 into 4.2 and using Lemma 2.3, we
obtain
n n y 1 1Ž .
Xp t s p t q x9Bx f x dxŽ . Ž . Ž . Ž .Hn n2 1 y t 1 q n y 1 t 2Ž . Ž . D x
n n y 1 1Ž .
s p t y tr Ba tŽ . Ž .n n2 1 y t 1 q n y 1 t 2Ž . Ž .
1
Xy 1 B1 y tr B b t . 4.7Ž . Ž . Ž .n n n2
Ž . Ž . Ž . Ž . X Ž .Substituting formulas 3.9 , 4.5 , and 4.6 in 4.7 , p t can be expressedn
as
21 y t t
Xp t s u t p t q ¤ t e 4.8Ž . Ž . Ž . Ž . Ž .(n n ny1 ž /2p 1 q t
Ž . Ž .where u t and ¤ t are given by
n n y 1 t n n y 1 t 2 q n y 2 tŽ . Ž . Ž .
u t s yŽ . 222 1 y t 1 q n y 1 tŽ . Ž . 2 1 y t 1 q n y 1 tŽ . Ž .
2n n y 1 t 1 q n y 1 tŽ . Ž .
q 222 1 y t 1 q n y 1 tŽ . Ž .
n n y 1 tŽ .
s
2 1 y t 1 q n y 1 tŽ . Ž .
22 q n y 2 t 1 q n y 1 tŽ . Ž .
= 1 y q
1 y t 1 q n y 1 t 1 y t 1 q n y 1 tŽ . Ž . Ž . Ž .
s 0 4.9Ž .
2 2n n y 1 t 2 q n y 2 tŽ . Ž .
¤ t s yŽ . 222 1 y t 1 q n y 1 tŽ . Ž .
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2n n y 1 1 q n y 2 t 1 q n y 1 tŽ . Ž . Ž .
q 222 1 y t 1 q n y 1 tŽ . Ž .
n n y 1Ž .
2s y n y 1 t 2 q n y 2 tŽ . Ž .222 1 y t 1 q n y 1 tŽ . Ž .
2y 1 q n y 2 t 1 q n y 1 tŽ . Ž . 4
n n y 1Ž .
s . 4.10Ž .
2 1 y t 1 q n y 1 tŽ . Ž .
Ž . Ž . Ž .Thus, substituting expressions 4.9 and 4.10 into 4.8 , we obtain
2n n y 1 1 y t tŽ .
Xp t s e . 4.11Ž . Ž .(n ny1 ž /2 1 y t 1 q n y 1 t 2p 1 q tŽ . Ž .
Ž .Using the formula 3.5 , we have
t 1 1 q n y 1 t tŽ .
e s ? ? p .ny1 ny2ž / ž /'1 q t 1 q t 1 q 2t2p
Thus we obtain
C 2 1 tnXp t s ? ? p 4.12Ž . Ž .n ny2 ž /2'2p 1 q 2t1 y t
where
n n y 1Ž .
2C s .n 2
So, with a method which is based on the theory of matrices and different
Ž .from past methods we have established the differential equation 4.12
independently.
5. SOLUTION OF THE DIFFERENTIAL EQUATION
Ž . Ž . nSolving Eq. 4.12 , while noting that p 0 s 1r2 , we obtainn
2
t1 C xn y1p t s q p d sin x . 5.1Ž . Ž .Hn ny2n ž /2 2p 1 q 2 x0
NORMAL ORTHANT PROBABILITIES 293
Ž .Using 5.1 , we are able to establish a new formula
w x 2 knr21 An
p t s F t 5.2Ž . Ž . Ž .Ýn n , kn k2 pks0
n nw x w xwhere denotes the integral part of nr2, F nr2,2 2
n!
2 kA s n n y 1 ??? n y 2k q 1 s .Ž . Ž .n n y 2k !Ž .
Ž .The function F t is obtained by the recursive relationn, k
F t s 1 n G 1Ž . Ž .n , 0
F t s siny1t n G 2Ž . Ž .n , 1
t x
y1F t s F d sin x 2 - 2k F n . 5.3Ž . Ž . Ž .Hn , k ny2, ky1 ž /1 q 2 x0
Ž . Ž .Proof. Using formula 5.1 , we are able by induction to infer that p tn
can be expressed as
w xnr2 an , k
p t s F tŽ . Ž .Ýn n , kkpks0
Ž .where a are constant weights. Then by 5.1 we haven, k
w x2 nr2y1
t1 C a xn ny2, k y1p t s q F d sin xŽ . ÝHn ny2, kn k ž /2 2p 1 q 2 xp0 ks0
w x 2nr2
t1 1 C xn y1s q a F d sin x .Ý Hny2, ky1 ny2, ky1n k ž /2 2 1 q 2 xp 0ks1
Hence when 2 F 2k F n,
1
2a s C a . 5.4Ž .n , k n ny2, ky12
Obviously
1 1
0a s s A n G 1 ,Ž .n , 0 nn n2 2
1
2a s A n G 2 .Ž .n , 1 nn2
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Generally, if for a given n such that n F n the formula0 0
1
2 ka s A 0 F 2k F n 5.5Ž . Ž .n , k nn2
Ž .holds, then by 5.4 we have
1
2a s C an q1, k n q1 n y1, ky10 0 02
1 1
2 2Žky1.s C An q1 n y1n q10 002 2
1
2 ks A .n q1n q1 002
Ž .Thus we have shown that for any n and k, 0 F 2k F n, formula 5.5
holds.
Ž .From the recursive relation 5.3 , we have
t x
y1 y1F t s sin d sin x n G 4Ž . Ž .Hn , 2 1 q 2 x0
t yŽ .xr 1q2 x y1 y1 y1F t s sin d sin y d sin xŽ . H Hn , 3 ž /1 q 2 y0 0
t u u
y1 y1 y1 y1s sin t y sin u sin d sin n G 6 .Ž . Ž .H 1 q 4u 1 q 2u0
Ž .In the general case the expression of F t is complex. However, we haven, k
the inequality
k < <t
y1F t F sin 1 - 2k F n . 5.6Ž . Ž . Ž .Łn , k < <1 q 2 i y 1 tŽ .is1
Proof. When n s 1, 2, noting that
< <x t
y1 y1 < <sin F sin 0 F x F t ,Ž .
< <1 q 2 x 1 q 2 t
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Ž . Ž .formula 5.6 holds obviously. If for a given n 5.6 holds when n F n ,0 0
Ž .then by formula 5.3 when 2k F n we have
x< <t y1F t F F d sin xŽ . Hn q1, k n y1, ky1 ž /0 0 1 q 2 x0
ky1 < <t < <ty1 y1F sin d sin xŁ H< <1 q 2 i t 0is1
k < <t
y1s sinŁ < <1 q 2 i y 1 tŽ .is1
Ž .and we have proved 5.6 for any n, n ) 1.
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