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基金作为机构投资者的代表正成为证券市场的主流 , 基金的投资行为和策略日益受到管理层 、投资
者等有关方面的关注.基金的超额收益主要来源于基金经理的择股和择时能力 , 基金重仓股特征是基金














比重 , 这说明基金经理能够根据上市公司的中报 、季报和其它有关信息对年报中的财务指标作出预测.朱
滔等
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额超过该只股票流通份额的 20%.基金重仓股是基金集中投资度的表现.基金投资集中化表明 , 随着我
国资本市场的不断发展 , 投资性行为获利的可能性越来越小 , 同时基金公司间竞争不断加强 , 基金择股更
加趋于理性 , 更加注重公司真实业绩 , 基金公司不约而同地选择哪些具有良好获利能力 、发展前景良好的
公司股票.这种基金持股的集中化趋势 , 也使分析与预测基金重仓股更具操作性.现在发展起来的各种机




金持股 , 特别是重仓股具有鲜明的特征.第一 , 基金的信托责任机制使得基金资产的安全稳定成为基金经
理的首要责任.基金经理在投资过程中更加谨慎 、理性 , 更加注重公司真实业绩 , 因此反映公司特征的股
票基本面因素是重点考察的对象.第二 , 基金的优势在于具有规模和信息优势 , 能够从共同的信息中发现









象 , 系统地研究了基金的持股偏好 , 结果发现基金偏好持有高透明度(Visibility)、低交易成本的股票 、厌
恶持有低价格和小规模公司的股票.Eakins等人
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司的持股信息及所持股票的相关信息进行实证研究 , 结果表明 , 每股收益的增长 、每股净资产和每股收益




的实证研究结果表明 , 基金持股比重与流通股本大小成反比关系 , 而与股




了实证研究 , 结果表明 , 基金在 2002年末市场低迷的时期十分注重上市公司的业绩 、股票的波动性和流
动性风险 , 并且实施价值型投资策略.而且在与基金持股比重具有显著相关性的特征变量中 , 市场特征变
量占大多数.于洋
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认为证券市场整体走强时 , 基金持股集中度高;整体走弱时 , 基金的持股集中度低
(几乎囊括所有股票).胡倩
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对 2000年到 2004年的基金持股特点的研究发现 , 基金的持股偏好与盈利












相结合的方法 , 在保证单棵分类树效能的同时 , 减少各分类树之间的相关度 , 提高了组
合分类器的性能.
2.2　分类树
分类树是一个树形结构的分类器 , 每个内部节点表示一个基于特征的测试 , 树枝描述测试结果 , 叶子
节点指明分类结果(通常是一个类别名称).分类树的构建取决于训练样本数据和每个内部节点用来分裂










假设原始训练集的样本数为 N, Bagging方法有放回地随机从原始训练集中抽取 N个样本 , 组成一个
新的训练集.通过简单计算得知 , 每次产生的新训练集中有近 37%的数据可能未被选中 , 这部分数据称







随机森林的重要特征是针对树的内部节点随机地选择特征进行分裂 , 用 CART方法生成单棵分类树.
每棵分类树任其发展 , 不需要剪枝 , 直至叶子节点;这样可以增加单棵树的分类效能 , 同时增加各分类树
之间的差异性.随机选择特征分裂有两种方式:①Forest-RI:先确定用于每次分裂的候选特征的个数 F,
然后随机地从特征全集中选出 F个特征 , 再根据最优分裂准则对节点进行分裂.②Forest-RC:随机选出




:Bagging和 Randomization都能有效降低噪声的影响 , 因此二者的结合使
得随机森林具有良好的容忍噪声能力.
2.5　随机森林的泛化误差





间隔函数 mr(X, Y)表示样本数据被分对与分错的概率之差.间隔函数的值越大 , 表明分类器的泛化性能
越好.
组合分类器{h(X, Θ)}的总体分类效能 s定义为:
s=EX, Ymr(X, Y) (2)










　　显然 , 为使组合分类器能达到好的泛化性能 , 应尽量增大单棵分类树的效能 , 减小分类树之间的相关
性.可以证明:假定 s>0, 当森林中的分类树足够多时 , 随机森林的泛化误差几乎处处收敛于一个有限
值.因此 , 随着森林中分类树数目的增长 , 随机森林算法并不会导致过拟合.
随机森林适合对高维输入空间进行特征选择 , 当数据含噪声时 , 也表现出良好的性能.由于股票的数
据特征很多 , 噪声较大 , 于是考虑将随机森林引入到模型的特征选择中.随机森林可以通过给各特征随机
地加入噪声干扰 , 观察模型准确率的变化 , 并利用准确率降低的幅度来衡量特征的重要性.若给某特征减
少噪声后 , 模型准确率上升 , 则表明该特征重要程度较高.本实验首先利用随机森林计算出所有特征的重
要性度量 , 采用后向剔除的方法 , 初步选择性能较优的部分特征子集 , 然后 , 再对初选的特征子集进行相
关性分析 , 排除线性相关性较强的特征 , 进而得到满意的特征子集.
3　实验
3.1　随机森林在基金重仓股预测中的应用
基金在中报和年报中需公布其上一季度全部持股的明细 , 但对第一季度和第三季度末的投资组合 ,
基金只需公布持股市值前十位的股票 , 因而在第一和第三季度中 , 由于基金未公布其全部投资组合 , 对基
金在某只股票中的持股市值的统计可能就不准确 , 所以我们只采用来自中报和年报的数据.数据来源于
Wind资讯网站(www.wind.com).本文选取 2002年中报开始至 2007年中报共 11次披露的数据作为实证
数据.在忽略背景差异的前提下 , 综合国内外的相关研究 , 将国内外主要研究中涉及到的重要重仓股预测
指标挑选出来做实验测试 , 例如汪光成提到的关于每股收益(EPS)、每股净资产(BPS)与基金持股的关
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系 , 施东晖提到的基金持股比重 、流通股本 、股价与换手率的关系 , 市盈率(PE)、市净率(PB)与基金持
股的关系 , 以及杨德群等提到的市场特征变量的影响 , 胡倩提到的现金流量等相关指标 , 朱滔用 Logit模
型预测重仓股准确率时提到了总资产利润率 , 每股净利润 , 总资产周转率 , 存货周转率 , 流动比率 , 资产
负债率 , 总资产周转率 , 净利润 , 增长率 , 总资产 , 总股本 , 每股净资产 , 每股公积 , 每股经营性现金流量
市净率 , 市盈率 , 主营业务鲜明率 , 公司成立多久 , 公司上市多久 , 国有股比例流通股比等预测指标.实
验中 , 由于随机森林首先要对高维输入空间进行特征选择 , 当数据含噪声时 , 也表现出良好的性能 , 我们
将以往文献中提到的指标作为输入向量.随机森林可以通过给各特征随机地加入噪声干扰 , 观察模型准
确率的变化 , 并利用准确率降低的幅度来衡量特征的重要性.
实验中 , 随机森林计算出输入特征的重要性度量 , 然后采用后向剔除的方法 , 选择性能较优的部分特
征子集 , 再对初选的特征子集进行相关性分析 , 排除线性相关性较强的特征 , 进而得到满意的特征子集.
最后得到的特征子集中包括了分别称为财务特征变量和市场特征变量的两大类指标 , 其中 , 财务特征变
量包括每股收益(EPS)、每股现金流量(CFPS)、每股净资产(BPS)(调整前 、后)、净资产收益率 、主营业
务收入同比增长率 、总股本 、流通 A股 、总市值 、流通 A股占总股本比例 、股息率 、每股资本公积金 、资
产负债率 、资产总计 , 市场特征变量包括市盈率(PE)、市现率(PCF)、市净率(PB)、股权价值 、流通 A股
市值 、区间换手率 、 BETA值 、 STD标准差 、上市年龄.这些变量也确实是基金选择股票时起实效性作用
的指标 , 可以通过随机森林方法减枝特性剔除不重要的属性来提高正确率 , 这也是我们采用其方法预测
重仓股的重要原因.
3.2　实验结果
从 Wind数据库中得到 2002年中报开始至 2007年中报 11次披露的 1 319个上市公司财务指标和市场
指标 , 通过随机森林的特征选择 , 将高维的股票数据降到 23维 , 使用 Bagging方法有放回地随机从训练集
中抽取样本 , 每次产生的新训练集中有近 37%的数据作为测试数据 , 其他数据作为训练数据.分类器将
样本分为两类 , 一类是正类 , 计算上市公司将在下半年成为重仓股的准确率;另一类为负类 , 计算了上市
公司在下半年未成为重仓股的概率.另外 , 分类器还计算了综合准确率 , 实验结果如表 1所示.
图 1为基金重仓股预测准确率示意图.从图中看出正类准确率趋于平稳 , 说明模型在选择指标的稳













年限 正类 负类 综合
2002中报 83.76 79.39 80.25
2002年报 83.47 80.93 82.68
2003中报 83.05 78.91 79.64
2003年报 82.90 80.32 80.21
2004中报 83.10 79.55 79.98
2004年报 83.18 80.21 81.26
2005中报 82.84 80.33 81.54
2005年报 82.91 79.58 80.94
2006中报 82.62 78.50 79.93
2006年报 83.01 80.43 81.71




年限 错误率 /% 准确率 /%
2002中报 43.684 53 56.315 47
2002年报 45.219 30 54.780 70
2003中报 38.834 81 61.165 19
2003年报 39.025 16 60.974 84
2004中报 41.572 31 58.427 69
2004年报 40.910 51 59.089 49
2005中报 38.989 21 61.010 79
2005年报 39.091 62 60.908 38
2006中报 41.002 32 58.997 68
2006年报 41.038 24 58.961 76
2007中报 39.992 15 60.007 85
采用 Logit模型预测重仓股的平均正确率达到了 59.149 08%.但是该方法是一种参数方法 , 首先要定
义模型的具体形式 , 比如回归系数等 , 根据历史数据找出最优参数 , 所以 , 模型精度容易遭到模型定义错
误的影响 , 导致模型不平配问题.而且 , 基金重仓股的特征因素很多 , 其类别属性与特征因素呈现出非线
性关系 , 因此 , 必须建立非线性的多变量模式识别模型.人工智能的机器学习方法具有处理这类问题的优
势.随机森林对高维输入空间进行特征选择 , 当数据多 , 噪声高时 , 也表现出良好的性能 , 也可以通过给




随机森林是一个组合了 Bagging和 Randomization两种手段的组合分类器算法 , 对于其泛化性有严格
的数学证明 , 该算法不会过拟合.由于 Bagging方法和 Randomization方法能有效降低噪声的影响 , 所以随
机森林能有效处理含噪声的数据.此外 , 分类树还具有对各类别样本数目的不均衡性不敏感的特性.本文
针对基金重仓股问题样本数据指标多 、噪声复杂 、以及各等级样本数目的不均衡等特点 , 应用随机森林进
行特征选择和分类 , 实验结果表明 , 该方法达到了较好的效果.
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