O' Neil (1990) proposed that men with higher levels of gender role conflict may be at risk for maladaptive behaviors including abandonment of children and families, addictive behaviors, obsessions with work, power and control, sexual harassment, and violence. Building on Pleck's theory (1981) which examined gender role strain, O'Neil developed a series of assumptions which focus on men's fear of femininity that leads to a series of maladaptive and restrictive behaviors. O'Neil developed the Gender Role Conflict Scale (GRCS) to measure gender role conflict. The GRCS has been administered to men since 1981 to determine levels of gender role conflict and has been used in over 230 empirical studies (O'Neil, 2008) .
Building on O'Neil's concept of gender role conflict, Mahalik et al. (2003) explored the connection of social norms, gender role norms, and masculine norms and how they impact male identity and behavior. The authors describe conformity to masculine norms functions on a continuum. Mahalik et al. posit that dominant groups in society help shape and mold the societal expectations and norms. In the U. S., these powerful messages affect both men and women on affective, behavioral and cognitive levels such that men and women conform or do not conform to these expectations with various associated consequences. Mahalik et al. describe conformity and non-conformity in relation to masculine norms as follows:
Thus, conformity to masculine norms is defined as meeting societal expectations for what constitutes masculinity in one's public or private life. Conversely, non-conformity to masculine norms is defined as not meeting societal expectations for what constitutes masculinity in one's public and private life. (2003, p. 3) These authors developed a measure using a sample of under graduate students to measure conformity and non-conformity to masculine norms (Mahalik et al., 2003) . The Conformity to Masculine Norms Inventory (CMNI) is a 94-item, 4-point scale with 1 1 subscales. The individual subscales include winning, emotional control, risk taking, violence, power over women, dominance, playboy, self-reliance, primacy of work, disdain for homosexuality, and pursuit of status.
This study explored the following hypotheses to test the relationships between violence initiated by men and gender role conflict and conformity to masculine norms.
• Men who are violent will tend to have higher gender role conflict. When controlling for other variables, violence will remain significant.
• Men who are violent will tend to have higher conformity to masculine norms.
When controlling for other variables, violence will remain significant. • Variables found in the literature associated with violence, including race/ethnicity, age, education, religious affiliation, marital status, and family history of crime, will significantly predict detainees' and prisoners' self-reported violence. • Higher gender role conflict scores will explain unique variance in detainees ' and prisoners' violence.
• Greater conformity to traditional masculine gender roles will explain unique variance in detainees' and prisoners' violence.
METHOD Participants
In 2005, prisoners and detainees from a correctional facility in New England were sampled to test the hypotheses in this study. The correctional facility houses approximately 1,600 men. The population of the facility is racially mixed; approximately 40 percent are white, 30 percent African-American, 20 percent Latino and 10 percent from "other" racial and ethnic groups. The men who participated in my study identified as Caucasian/White (n = 144, 55.8%), Hispanic/Latino, (n = 39, 15.1%), African American/Black (n = 35, 13.6%), Cape Verdian (n = 15, 5.8%), and the remaining participants identified as Asian/Pacific Islander, Native American, Bi-racial and "other" ( n = 25, 9.7%). Participants ranged in age (M = 32.6 years, age range 18 -63, SD = 10.5).
Measures
The following instruments were distributed to the detainees and inmates at the correctional facility.
1. Prison Inmate Inventory (PII) violence subscale 2. GRCS 3. CMNI were examined for use in this study . The PII Violence subscale would determine whether a subject met the criteria for "violent" as indicated in the definitions of violence and in the hypotheses. The creator of the scale, Lindeman (personal communication, September, 2000) agreed with this rationale and provided the scoring information and a release for use of the scale. Validation research on the PII was conducted with the Minnesota Multiphasic Personality Inventory (MMPI) and polygraph examinations. The PII reliability and validity research is based on a variety of subjects including substance abuse inpatients and outpatients, college students, job applicants, defendants, diversion program attendees, probationers, inmates and counseling patients (Davignon, 1998) . Studies conducted in prisons since 1994 have yielded reliability alpha coef ficients between .86 and .88 at the p < . 001 levels for the Violence subscale on the PII. Davignon (1998) reports that the PII scales have good discriminant and predictive validity. Additional studies at the Ohio Department of Rehabilitation and Corrections and the Arkansas Department of Corrections corroborate the reliability and validity findings reported from earlier studies (Davignon, 1998) .
Gender Role Conflict Scale (GRCS).
The GRCS contains 37, 6-point items ranging from "strongly disagree" to "strongly agree". The scale contains four subscales or "concepts" for gender role conflict experienced by men . These concepts are success, power, and competition. Success is defined as having persistent worries about personal achievement, competence, failure, status, upward mobility and wealth, and career success. Power is described as obtaining authority, dominance, influence, or ascendancy over others. Competition is described as striving against others to gain something or comparing oneself with others to establish one's superiority in a given situation. Restrictive emotionality is defined as having dif ficulty in and fears about expressing one's feelings and difficulty in finding words to express basic emotions. Restrictive affectionate behavior between men is defined as having limited ways to express one's feelings and thoughts with other men and dif ficulty touching other men. Conflict between work and family relationships is defined as experiencing difficulty balancing work-school and family relationships, health problems, overwork, stress, and a lack of leisure and relaxation . Results from subsequent studies indicated alpha coefficients ranged from .75 to .85. A 4-week test-retest reliability analysis yielded a range from .72 to .86 O'Neil et al., 1995; 191 VIOLENCE TO GENDER ROLE CONFLICT AND CONFORMITY TO MASCULINE NORMS Thompson & Pleck, 1995) . In this study, the alpha coefficients ranged from .71 to .82 for the Gender Role Conflict subscales.
Conformity to Masculine Norms Inventory (CMNI)
. Mahalik et al. stated "the CMNI was developed as a tool for use by clinicians and researchers to examine masculinity issues with individuals by assessing conformity to an array of masculinity norms" (2003, p. 22) . In this study , the 11 subscales were used with 10 as predictor variables. Analyses using the CMNI overall score dropped the subscale designed to measure violence in the CMNI scale, due to redundancy and overlap with the PII Violence subscale. The alpha coefficients range from .44 to .83 for the 11 subscales and .90 for the total CMNI. The amended CMNI (without the violence subscale) was labeled "CMNI-corrected."
Procedure
Prisoners and detainees at the correctional facility were asked to voluntarily participate in the survey and given a paper version of the PII, Violence Subscale, GRCS, CMNI and a series of demographic questions asking about age, race/ethnicity, marital status, religious affiliation, educational level, marital status, and family history of crime. Administrators at the correctional facility granted the researcher clearance after a criminal background check. Several dates were selected to enter the correctional facility to gather data. Once inside the correctional facility , several units were selected to conduct my research. The administrator on the unit assembled the detainees and prisoners and briefly introduced the current study. The purpose of the study was explained and potential benefits for the participants, the correctional facility, the U.S. criminal justice system, and mental health professionals. The detainees and inmates were told that they did not have to participate in the study and could choose to terminate the study at any point. They also were told that their participation in the study was voluntary . Participants who were illiterate or unable to grasp the terminology of the questionnaire were released from the study. Once the detainees understood the purpose of the study and chose to participate, they were given a consent form. The consent form was read and signed by each participant, placed into a sealed envelope, and returned to me separately from the completed questionnaire. After the consent forms were returned, the questionnaires were distributed. Spanish speaking participants were given a Spanish version of the questionnaire. Participants were allowed to complete the questionnaire in the public areas or in their rooms. I remained available to answer and clarify any ambiguous terms, words, or questions on the survey. The completed questionnaire was sealed in an unmarked envelope by the participant and placed into a slotted box that was monitored and controlled during the entire session.
Analyses
Based on a power analysis with an effect size of .25, the desired sample size was N = 200 (Cohen, 1988) . A goal of 300 completed surveys was established in the event that some completed surveys had to be removed from the sample. Following three separate visits to the correctional facility, 291 surveys were collected. After completing the data collection phase, questionnaires were examined and sorted -accounting for missing data and ambiguous responses. Questionnaires with missing demographic data including race/ethnicity, marital status, religion, highest level of education achieved, and family history of crime were omitted from the final calculations. This left 258 cases in the data set, well above the 200 needed for analysis and to maintain power . In some instances, 252 cases were used due to missing data in the demographic variables. In one analysis, 220 cases were used on the final multiple regression analysis. This lower number was due to missing data in the variable entitled "family history of crime." Data were then re-coded and transformed into scales that measured PII violence, gender role conflict and conformity to masculine norms.
Preliminary analyses were conducted to determine if the data met assumptions of normality and how the criterion variable inter-correlated with gender role conflict and conformity to masculine norms. Selected bi-variate analysis explored relationships between the criterion and predictor variables. A comparison of alphas, means and standard deviations to other samples using the scales and subscales in my study were compared to other normative measures of the PII Violence subscale, GRCS and the CMNI. The alpha score in this study was .91 compared to .89 in Davignon' s (1998) study. Mean scores were 7.96 and 10.93, respectively. A standard deviation score could not be obtained from Davignon's study (see Tables 2 and 3) .
RESULTS
To determine the relationship between the criterion and predictor variables, three, three-step multiple regression analyses were conducted. The multiple regression analyses examined the strength of the predictor to the criterion variable. The following hierarchical multiple regression analyses determined if the hypotheses could be accepted or rejected. For Step 1 in the first two analyses, race/ethnicity , age, education, religious affiliation and marital status were entered in all three steps of each equation along with the predictor variables, gender role conflict and CMNI-corrected. In two of the equations, both subscales for the GRCS and the CMNI-corrected were used instead of the total scale scores. In the third and final analysis, race/ethnicity , age, education, religious affiliation, marital status and family history of crime were entered into all three steps of the equation. In Steps 2 and 3 the GRCS and CMNI-corrected were added into the final step.
In the first three-step equation, a hierarchical multiple regression analysis was conducted to examine violence by using the PII Violence subscale as the criterion score with race/ethnicity, age, education, religious affiliation, and marital status as predictor scores. In the second step of the analysis, the Gender Role Conflict total score was added as a predictor. In the third step, the Gender Role Conflict total score and CMNIcorrected total score were added as predictors. Results indicated that the variables in the first step accounted for 12 percent of the variance ( p < .001) with age ( b = -.26, p < .001), and religious affiliation (b = -.15, p < .05) as two predictors. Consistent with the two-step models, younger prisoners not affiliated with a religion reported higher scores of violence on the PII Violence subscale. When the Gender Role Conflict total score (Amato, 2006) with the PII Violence Subscale (Davignon, 1998) , CMNI (Mahalik et al. 2003 ) and the GRCS was entered into the second step of the regression, age ( b = -.31, p < .001), and religious affiliation (b = -.17, p < .01) remained significant predictors and gender role conflict (b = .39, p < .001) accounted for significant and unique variances in predicting PII Violence scores (R 2 = .27, p < .001). Younger prisoners scoring higher on the GRCS and not affiliated with a religion reported higher levels of violence on the PII Violence subscale. When the Gender Role Conflict total score and the CMNI-corrected total score were entered into the third step of the regression, age (b = -.16, p < .01), and religious affiliation (b = -.12, p < .05) remained significant predictors while Gender Role Conflict total scores (b = .19, p < .001), and CMNI-corrected total scores (b = .46, p < .001) accounted for significant and unique variances in predicting higher scores on the PII Violence subscale (R 2 = .42, p < .001). Younger prisoners scoring higher on the GRCS and CMNI-corrected who were not affiliated with a religion reported higher levels of violence on the PII Violence subscale (see Table 4 ). In the second, three-step hierarchical multiple regression analysis, the PII Violence subscale was used as the criterion score with race/ethnicity, age, education, religious affiliation, and marital status as predictor scores. In the second step of the analysis, the Gender Role Conflict subscales were added as predictors. The subscales included success, power and competition, restrictive emotionality, restrictive affectionate behavior between men, and conflicts between work and family relations. In the third step, the CMNI-corrected subscales were added as predictors. They included winning, emotional control, risk taking, power over omen, dominance, playboy , self-reliance, primacy of work, and disdain for homosexuality. Results indicated that the variables in the first step significantly accounted for 12 percent of the variance (p < .001) with age (b = -.26, p < .001), and religious affiliation (b = -.15, p < .05) as two predictors. Prisoners and detainees who were younger and not affiliated with a religion reported higher scores on the PII Violence subscale. In
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Step 2 of the analysis, the Gender Role Conflict subscale scores were entered into the second step of the regression, age ( b = -.29, p < .001), religious affiliation (b = -.17, p < .01), success, power, and competition (b = .23, p < .001), restrictive emotionality ( b = .20, p < .01), and restrictive af fectionate behavior between men (b = .14, p < .05) accounted for significant and unique variances in predicting PII Violence scores (R 2 = .29, p < .001). Prisoners and detainees who were younger and not affiliated with a religion tended to pursue power , restrict their emotional expressions in general and with other men, and reported higher scores on the PII Violence subscale. When the Gender Role Conflict subscales and the CMNI-corrected subscales were entered into the third step of the regression, age (b = -.15, p < .05), and religious affiliation (b = -.14, p < .05) remained as significant predictors while the Gender Role Conflict subscales success, power and competition ( b = .14, p < .05), and CMNI-corrected subscales, risk taking (b = .23, p < .001), and self-reliance (b = .16, p < .01) accounted for significant and unique variances in predicting PII Violence scores (R 2 = .43, p < .001). Younger prisoners and detainees, not af filiated with a religion tended to pursue power, took more risks and were self-reliant, and reported higher scores on the PII Violence subscale (see Table 5 ).
In the third and final three-step equation, a hierarchical multiple regression analysis was conducted to examine violence by using the PII Violence subscale as the criterion score with race/ethnicity, age, education, religious affiliation, marital status, and family history of crime as predictor scores. In the second step of the analysis the Gender Role Conflict total score was added as a predictor . In the third step, the Gender Role Conflict total score and CMNI-corrected total score were added as predictors. Results indicated that the variables in the first step accounted for 20% of the variance ( p < .001) with race (b = .14, p < .05), age (b = -.22, p < .01), and family history of crime (b = .26, p < .001) as three predictors. Younger white prisoners and detainees who had a family history of crime reported higher scores of violence on the PII Violence subscale. When the Gender Role Conflict total score was entered into the second step of the regression, age (b = -.27, p < .001), religious affiliation (b = -.14, p < .05), and family history of crime (b = .24, p < .001) remained significant predictors and gender role conflict (b = .37, p < .001) accounted for significant and unique variances in predicting PII Violence scores (R 2 = .33, p < .001). Younger prisoners and detainees with a family history of crime scoring higher on the GRCS and not af filiated with a religion reported higher lev- Note. R 2 = .12 for Step 1, R 2 = .29 for Step 2, R 2 = .43 for Step 3. *p < .05, **p < .01, ***p < .001. els of violence on the PII Violence subscale. When the Gender Role Conflict total score and the CMNI-corrected total score were entered into the third step of the regression, age (b = -.14, p < .01), religious affiliation (b = -.12, p < .05), and family history of crime (b = .23, p < .001) remained significant predictors while Gender Role Conflict total scores (b = .17, p < .001), and CMNI-corrected total scores (b = .46, p < .001) accounted for significant and unique variances in predicting higher scores on the PII Violence subscale (R 2 = .46, p < .001). Younger prisoners and detainees with a family history of crime scoring higher on the GRCS and CMNI-corrected who were not af filiated with a religion reported higher levels of violence on the PII Violence subscale (see Table 6 ). In all analyses, no multi-collinearity was evident. Tolerance and VIF scores were examined to determine multi-collinearity and were both within acceptable values according to Pedhazer and Schmelkin (1991) and Tabachnick and Fidell (2001) .
VIOLENCE TO GENDER ROLE CONFLICT AND CONFORMITY TO MASCULINE NORMS
DISCUSSION
The purpose of this study was to determine if traditional masculine norms in American society contribute to violence in men. Specifically, this research was designed to determine if gender role conflict and conformity to masculine norms directly impact the way men express their violent ur ges or behaviors in a variety of situations. O'Neil (2002) wrote, "I wanted to explain why men were violent, interpersonally rigid, sexist, homophobic, unemotional and unhappy with themselves" (p. 2). Not all men possess these characteristics. However, many men do and have endured great pain and caused others great pain as well. O'Neil's desire to explain men's gender role conflict and the connection to violent behavior is shared by many therapists who work with men in therapeutic settings. Researchers continue to join in this pursuit and have either built on O'Neil's work or broken new ground. Mahalik et al. (2003) added to the gender socialization paradigm and expanded into a new area addressing a conformity/nonconformity model of understanding men's struggles and adaptations.
Given the significance levels of violence with gender role conflict and conformity to masculine norms, the following hypotheses can be accepted.
When controlling for other variables, violence will remain significant. • Variables found in the literature associated with violence including race/ethnicity, age, education, religious affiliation, marital status, and family history of crime will significantly predict detainees' and prisoners' self-reported violence. • Higher gender role conflict scores will explain unique variance in detainees' and prisoners' violence above and beyond that accounted for by the variables in the first and second hypotheses.
• Greater conformity to traditional masculine gender roles will explain unique variance in detainees' and prisoners' violence above and beyond that accounted for by the variables in the first and second hypotheses.
In the first two hypotheses, violence remained significant in all multiple regression analyses when controlling for gender role conflict, conformity to masculine norms, and various demographic variables. This indicates a relationship between violence, gender role conflict, and CMNI-corrected. In the third hypothesis, race, age, religious affiliation, and history of family crime predicted detainee and prisoner violence. Education and marital status failed to predict violence in the sample. In the final two hypotheses, variances were partially explained by higher gender role conflict scores and greater conformity to masculine norms. The following sections explain the connection of the variables in the study and their specific relationship to the criterion variable, violence.
Predictor Variables
Race/Ethnicity. Race/Ethnicity was statistically significant in Step 1 of one analysis. In all other hierarchical regression analyses, race/ethnicity showed no relationship to violence. In the instance where race was significant and indicated a relationship to the criterion variable, the relationship was the weakest of all the significant variables. Whites and non-whites report similar levels of violence.
Age. Unlike race and ethnicity, age correlates to violence very strongly in all studies that were examined. Younger men and women are more violent and aggressive than older adults. Furthermore, they are arrested and incarcerated more often than their older counterparts. After the age of 30, the correlation between age and violence diminishes. This study supports this finding and indicates that older men scored lower in the PII violence scale while younger men consistently scored higher in the PII violence scales. In addition to age and violence, there was a relationship between age and gender role conflict and age and CMNI-corrected. In both instances, younger men scored higher on the GRCS and the CMNI-corrected. Age remained significant in all multiple regression analyses. In many instances, however, age possessed the strongest relationship to the criterion variable. Perhaps younger men have more energy and possess a greater amount of strength. As people age, reflexes slow, eyesight and hearing weaken, and impulse control tends to improve (Berk, 2008 ).
Marital status.
There is a growing field of literature connecting marital status to violence. The information that exists indicates that both married and unmarried men can be violent. Married men and men in committed relationships can assault, rape, and murder their partners (Buzawa, 2007; Rand, 2009) . Unmarried men also victimize women, children and other men as well (Gelles, 1999; Rand) . Some men only victimize their spouses and partners while other men victimize anyone. In a study reported by Sampson and Lauritsen (1994) , 78 percent of prison inmates were either divorced or separated. In this study 80 percent of the inmates and detainees were either divorced or separated. The meaning of these data from this study is inconclusive. Marital status showed no statistical significance in all the hierarchical regression analyses conducted.
Education.
Research on education and violent crime is mixed. Most studies examine social class or socioeconomic status, which is often comprised of education, employment status and income. Fer guson (2010) attributes the causes of crime to socioeconomic status and states that people from low-income status may be envious of people from higher socioeconomic backgrounds. Harlow (2003) examined the educational levels of people in prison and found that 41 percent had never completed high school, while 46 percent had completed high school. Only 12.7 percent possessed a post-secondary degree. This study found that 39 percent of the men had not completed high school. Approximately 43 percent had completed high school and the remaining 23 percent had at least some college. In all the analyses, education was not significant in any of the hierarchical regression formulas. A post-secondary educational degree can provide an array of opportunities for many men and increase their odds of obtain-ing a satisfying, well-paying job. However, an advanced degree does not preclude men from acting violently.
Religious affiliation. Religion and spirituality are often interchanged, but a distinct difference exists between them. Religious affiliation often provides the rules and structure of an organized religion. These rules can prevent or limit people from doing undesirable things toward each other or themselves. For example, Sue, Sue and Sue (1997) found suicide rates lower in some organized religions. The authors compared Roman Catholics to people who didn't practice a religion where suicide was a "sin." Gilbert (1994) , however, provides a different scenario suggesting that since religions may differ in their core beliefs and value systems, violence may erupt between dif ferent religious groups. Sumter (2000) found no difference in recidivism rates among "religious" and "non-religious" people who had been incarcerated. Rather , his study found that people who attended religious programs and believed in a supernatural power were more likely to adjust better in their communities upon release from prison. Statistically significant relationships in this study were reported between religious af filiation and violence in several regression analyses. It is possible that men who tended to identify with a religion were less likely to score higher on the violence subscales compared to their non-religious counterparts. Given the inconsistency of the significant findings of religion, it is difficult to say why these findings occurred, but their existence needs further exploration.
Family history of crime. Numerous studies have linked anti-social and deviant behaviors with family history of aggression, crime and violence (Gilbert, 1994; Gordon, Jurkovic, & Arbuthnot, 1998; Hoffman, Ireland, & Widom; Laub & Lauritsen, 1995; Meyer, 1992; Quinsey, Harris, Rice, & Cormier, 1998; Sadock & Sadock, 2007; Sampson & Lauritsen, 1994) . Gordon, Jurkovic, & Arbuthnot (1998) state, "It is now accepted as fact that the roots of adult criminal behavior can be traced to hostility and aggression in childhood, which, along with other antecedents of criminal behavior , are socialized in and controlled by the family" (p. 375). There is debate regarding precisely how families influence future violent and criminal behaviors in children. The results indicate that there is a relationship between family history of crime and violence in the inmates and detainees who participated in this study. In each step of the hierarchical regression analysis using family history of crime the results were definitive and showed a distinct relationship, thus supporting the existing literature noted above. The actual etiology of the family history of crime and the respondent's reported violence remains unclear. The results of this study cannot conclusively determine that the respondent' s reported violence was a result of genetics, biology, learned behavior or a combination of the three.
Gender Role Conflict
Gender role conflict was applied in this study in two ways. The overall scale score was examined with the criterion variable, CMNI-corrected. In the second instance, the GRCS was broken down into its subscales and added to one of the hierarchical analy-ses. When examining gender role conflict and its relationship to the criterion variable significant conclusions can be made regarding this relationship. Gender role conflict had a positive relationship to the criterion variables in all analyses. In some instances gender role conflict had the strongest relationship to violence. In the analyses where gender role conflict was broken down into the subscales of success, power and competition (SPC), restrictive emotionality (RE), restrictive and affectionate behavior between men (RAM) and conflict between work and family (CBWF) the findings were not as conclusive. The SPC subscale was the most consistently significant subscale among all the subscales, followed by RE and the RAM subscale. The CBWF subscale failed to achieve significance in all hierarchical analyses. The relationships of the subscales to the criterion variable were consistently weaker than all the other variables in each analysis. O'Neil (2003) struggled with the validity of the GRCS and was occasionally challenged. After carefully dissecting all the items on the scale and re-examining the subscales, he concluded that the GRCS "primarily assessed gender role conflict within the man; an intrapersonal psychological dynamic" (p. 13). He further added that the scale was designed to assess men' s conflict affectively, behaviorally, cognitively and unconsciously. Given the number of behavioral items on the scale, O'Neil (2003) concluded that, "This behavioral dimension of the gender role conflict scale make it somewhat unique as a masculinity measure" (p. 12). Since gender role conflict can be expressed outwardly by inflicting pain to others, ) the connection to violence from this study would support this notion. Results from this study indicate that men do act out and behave in violent and aggressive ways when they experience gender role conflict. The strength and relationship to the criterion variable, violence indicates that gender role conflict is a predictor of men' s violence. The extent of this connection needs further exploration, but given the significant findings in this study , further research should continue in this area.
Conformity to Masculine Norms
The CMNI-corrected showed a very strong connection to the criterion variable. Like the GRCS, the CMNI-corrected was utilized as a total score in several analyses and broken down into its subscales in other analyses. The violence subscale was omitted from the final analysis. The CMNI-corrected total score indicated a significant relationship to the criterion variable in all equations. When the CMNI-corrected was added to the hierarchical regression analyses along with the GRCS, the CMNI-corrected had a stronger relationship to the criterion variable. In some instances, the CMNI-corrected relationship was twice as strong to the criterion variable than the GRCS.
The CMNI-corrected subscales risk-taking and self-reliance reached statistical significance. Both showed a relationship to the criterion variable in each analysis they appeared. Risk-Taking had the strongest relationship to the criterion variable. It is logical that risk-taking among an incarcerated population will have a strong and consistent connection to violence. Men who commit crimes may understand that they take risks when committing a crime. The CMNI and the CMNI-corrected are comprehensive measures of conformity to masculine norms with several more dimensions and items than the GRCS, thus somewhat more complex. Therefore, it appears that conformity to masculine norms does contribute to violence in men (Amato, 2006) . Further research with this scale may draw more conclusive data from the findings.
Relationship of Predictor Variables to Violence
Violence and its predictors are complex and multi-dimensional (Archer, 1994; Harway & O'Neil, 1999; O'Neil & Harway, 1997; Wilson, 1984) . The results of this study provide more information regarding the predictors of violence and the specific contribution of gender role conflict and conformity to masculine norms. Specifically , results indicate that the predictor variables were significant in the hierarchical analyses examining violence. Within the group of predictor variables, age, religious af filiation and family history of crime added to the statistical findings as well. Some of these findings coincide with pre-existing studies that support the connection of young men, crime and violence (Curran & Renzetti, 1996) . This study discovered what appears to be another important link with violence which correlates history of family crime and violence. Other findings were less conclusive. There is little information in the literature linking religious affiliation and lower levels of violence. Both constructs (GRC and CMN) suggest that men suffer and can cause others to suffer from gender role conflict and conformity to masculine norms. This study provides empirical data that further supports this supposition. It is unclear how gender role conflict and conformity to masculine norms contribute to men's violent behaviors, but the fact that a link has been established can offer more direction and structure for future research.
This study contained some notable limitations. Given that the population surveyed consisted of incarcerated criminals and detainees awaiting trial, individuals may have tailored responses to be viewed in a more "positive" light. For example, when answering the question, "are you violent" some men answered "no," but it was clear from the rest of their responses that they were indeed violent. It was suggested that a social desirability scale be administered in addition to all the other measures. A decision was made not to add another scale due to the length of the initial questionnaire. This study was descriptive in nature thus limiting its generalizability to the greater population at large. Conclusions that are drawn can only apply to this population and cannot be extrapolated to other men. If illiterate, or undereducated, subjects may not have understood some of the questions on the questionnaire and may have responded randomly or asked a neighbor how they should answer various questions. Due to the large number of respondents at each survey site, monitoring to ensure adherence to process was difficult.
CONCLUSION
Mental health professionals in numerous settings can benefit from this study by understanding the predictors of violence initiated by men, especially in terms of gender role conflict theory and men's conformity to masculine norms. In clinical practice and policy-making situations, mental health professionals constantly face situations that involve domestic violence, crime, sexual harassment, homophobia, and paternal aban-donment, all of which are linked to men' s harmful behaviors. Mental health professionals also work with men who are victims of gender role conflict and may express the conflict inwardly in the form of addiction, mental illness, sexual dysfunction, high levels of stress, suicidal ideation, and poor physical health. Men' s conformity or lack of conformity to masculine norms can have both positive and, in many instances, negative outcomes. O'Neil (2008) states that more research is needed in the area of linking violence to behavioral outcomes. Finding significant relationships between violence, gender role conflict and conformity to masculine norms fulfills O'Neil' s suggestion and provides much needed research into this area. Gender role conflict theory and understanding how men conform or fail to conform to masculine norms may provide human service professionals with the much-needed direction when working with violent and potentially violent men.
