In a variety of remote sensing applications inverse modeling is used to retrieve parameters of our environment from measurements of the radiance spectrum. As the dimensionality of the data increases with the number of spectral channels or as models become more complicated, inverse modeling becomes expensive in terms of computing time. We describe a technique to parameterize a given inverse model, which reduces the necessary computing time by orders of magnitude. An example that uses simulated data of SeaWiFS, an advanced ocean color sensor to be launched in 1993, is given, whereby the concentrations of suspended matter, phytoplankton, and gelbstoff (yellow substance) in water are determined.
Introduction
Remote sensing of sea water constituents, such as phytoplankton pigments, suspended matter, and dissolved organic matter, is mainly based on the interpretation of radiance spectra by color ratio techniques. Ratios of radiances at two spectral channels in the blue and green spectral range are empirically related to a set of in situ concentration measurements. The coefficients of the regression are used to calculate the concentration of, e.g., phytoplankton chlorophyll after atmospheric correction of the radiances.
This technique has been extensively and successfully applied to data of the coastal zone color scanner 1 ' 2 (CZCS) for areas that are defined as case I water, in which the concentration of only one substance, mainly the chlorophyll a pigment of phytoplankton, is varying. Particularly in coastal areas, where at least three different groups of constituents are present (which are defined as case II water), the color ratio technique leads to ambiguities, since all substances cause similar changes in the blue-green spectral range of the reflected radiances. As an example, suspended matter or gelbstoff (yellow substance) may falsely indicate the existence of chlorophyll.
One solution of this problem is the use of inverse modeling techniques, which allows us to use all available spectral channels to calculate the concentrations of different constituents simultaneously. The procedure requires a radiative transfer model, an optimization procedure, and the knowledge of the specific optical properties of the sea water constituents as used in the model.
By using a two-flow radiative transfer formulation, Jain and Miller 3 first applied this technique to radiance spectra measured from an aircraft. A more sophisticated radiative transfer model based on the matrix operator theory was applied to horizontal radiance spectra profiles measured with an airborne multispectral radiometer and to single lines of the CZCS after atmospheric correction. 4 The concentrations of suspended matter, chlorophyll, and gelbstoff could be clearly separated and mapped along the profiles. However, because of the complexity of the model, computing time was extremely high and not practicable for full image processing. In order to reduce the computation effort for inverse modeling of a full CZCS scene, a further approach was developed by Doerffer 5 ; it is based on a two-flow model for underwater radiative transfer, which is calibrated with the matrix operator theory model, and a singlescattering model for the atmosphere. Besides the three water parameters, the aerosol path radiance could also be retrieved and mapped as an independent parameter from the CZCS radiances.
Although the procedure did not contain any empirical relations between in situ and satellite data (be-sides the optical properties of the four parameters measured in part of the area of the CZCS scene), the results agreed within the error range of ship measurements used for comparison. This procedure requires approximately 1-2 h computing time for a 900-line CZCS scene on an IBM 6000 320 workstation, depending on the number of water pixels and search loops for individual pixels.
For larger amount of data, such as are necessary for time series analysis of the phytoplankton development of ocean basins, the processing time required for the optimization procedure is still high, even with the simple two-flow model, and will increase even more because of the increasing number of spectral channels when future ocean color satellite sensors such as the SeaWiFS, the OCTS, and the imaging spectrometers MODIS, ROSIS, and MERIS, are used. Now, given a model, the essential point of the technique that we propose to be applied here is the parameterization of the inverse model by a highly effective procedure, the Chebyshev expansion. 6 By this method, a straightforward calculation of the parameters in question replaces the optimization loop in the retrieval procedure for each pixel. In the case of high-dimensional data, this parameterization should be combined with a principal-components analysis. The potential of the principal-components analysis and factor analysis for ocean color analysis has already been demonstrated in a number of applications. [7] [8] [9] After introducing the technique in Section 2, we demonstrate its potential and performance with simulated SeaWiFS data. SeaWiFS is the CZCS follow-on satellite ocean color sensor, which will be launched by the end of 1993. It will have eight spectral channels, with two of them used solely for atmosperic corrections, and an improved radiometric performance. It can be expected that the spectral and radiometric characteristics of this instrument will extend the applicability of its data by the use of inverse modeling.
Since the calculation of the coefficients of the Chebyshev expansion on paper is rather time consuming and complicated, we have developed a program that generates the expansion in the form of a subroutine. Appendix A gives a short description of this convenient-to-use C program.
Outline of the Parameterization Technique
Let r be the vector of measurements of dimensionality M (e.g., the radiances measured in M intervals of wavelength). Suppose there is a model r = (c) that is used to describe the behavior of r in terms of some parameters (in our example, the concentrations) c. Usually dimensionality L of c is (much) less than M. Given a set of measurements {r}, we find that an often-encountered problem is the determination of {c}, which can be used to account for {r} (at least approximately) by the model ST(c). Usually a leastsquares method is used to invert i(c): c = 9-1(r) is realized by
In the case of low dimensionality M of r, a program such as that described in Appendix A can be used directly to obtain an efficient parameterization of c = 5-(r). This leads to the following procedure:
Step 1. For the typical range of concentrations c of the three groups of substances of an ocean area, generate the reflectances r} above the water by using a radiative transfer model r = Sr(c). (For this step the most important prerequisite is the knowledge of the specific optical properties of the substances as required by the model.)
Step 2. Realize the inverse model c = 57-1 (r) that permits the extraction of the concentrations c of the three substances from the reflectances r of step 1.
Step 3. Parameterize the inverse model by a Chebyshev expansion:
Step 4. Retrieve the concentrations from measured reflectance spectra (after atmospheric correction) by evaluating the Chebyshev polynomials, for each spectrum (pixel).
For cases in which the number of spectral channels is large compared with the number of parameters to be retrieved (as is the case for SeaWiFS), one can often take advantage of low dimensionality L of c; the variations of c can generate only an L-dimensional manifold in r space. Normally the manifold will not be flat but will be reasonably well approximated by a flat r subspace of dimension K, which is not much higher than L. This reduction can be achieved by the use of the projections of the reflectances onto the important eigenvectors. Steps 2-4 of the above procedure then change to:
Step 2. Calculate the covariance matrix of the r's and its eigenvalues Xi and eigenvectors e. Determine the number K L of eigenvalues that are necessary to account for most of the variance of fr}. Step 3. Project each r (shifted by g) onto the K eigenvectors e. Using these projections p, whose components are 
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where g is the center of gravity of {r}, and ek is the eigenvector belonging to the k-greatest eigenvalue. 
Inversion of a Two-Flow Model for Simulated SeaWiFS Data
For the simulation of the reflectances just below the sea surface, trobs}, a two-flow radiative transfer model ! ! l . suspended matter, chlorophyll, and gelbstoff, as well as the aerosol path radiance from CZCS radiance data. 5 The specific absorption and backscattering coefficients (i.e., per unit of concentration) of the three classes of water constituents are taken from measurements made in the German Bight (North Sea).' 0 They have been spectrally interpolated by Fischer,1 2 using absorption spectra of phytoplankton from Ref. 13 . The coefficients for pure water are from Ref. 14. In order to test the performance of the procedure for its future application to SeaWiFS data, we calculated reflectances {robs} at six wavelengths, 410, 445, 490, 520, 565, and 665 nm, according to the first six SeaWiFS channels listed in Table 1 , from a handout of the SeaWiFS manufacturer, Orbital Sciences Corporation, 5 August 1991. In the mean- ..-, -ME "R. about the above-mentioned substances but will be used to correct for aerosol path radiance. To demonstrate the parameterization technique, we calculated reflectances (r} for two ranges of concentrations of suspended matter (in milligrams/liter), phytoplankton chlorophyll a (in micrograms/liter), and gelbstoff (absorption m-l at = 380 nm) (see Table 2 ) with 15 equally spaced increments for the concentrations c that result in the two sets for open ocean {r}I and coastal waters (r}II.
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The inverse modeling procedure that was used to calculate the concentrations c from p is described in Ref. 5 ; for the optimization a simplex algorithm' 5 has been chosen.
Results
The results of the eigenvalue analyses for set I data are shown in Fig. 1 . The eigenvalues justify the choice K = L(= 3 concentrations). The criterion for this selection is the steep slope after the third eigenvalue; however, this choice must be proved by the final results. The projections of r), onto the first three eigenvectors are shown in Fig. 2 , which served to establish the range of Pk (see Table 3 ). The Input for Model 
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residuals [r -(g + JK pkek)]2 are shown for set I in Fig. 3 . On the average, the expansion of Eq. (2) has an error of 3%. The highest exponents of Pk in the Chebyshev expansions were 5,3,3 and 17,7,7 for the two sets, respectively. A comparison of the c obtained from the aram-'(p) with the c that was used to generate the {rr is given in Fig. 4 for set I and in Fig. 5 for set II. The precisions achieved are comparable with those from 7-1 (r). The resultant ratios of the computing times [I-'(r)/ 7-para.n(P)] for the two data sets are 115 and 35, respectively.
Conclusion
It has been demonstrated that the parameterization of the inverse model by the use of an eigenvector representation of the measured parameters and the Chebyshev polynomials to describe the relations between the projections of the reflectivities on the eigenvectors and the concentrations reduces computational time dramatically, even in the case of the simple two-flow reflection model. The degree in time reduction partly depends on details of the parameterization. To optimize both speed and accuracy, the following parameters must be adjusted while the retrieved concentrations are compared with the concentrations that are used to calculate the set of reflectivities for the model inversion: * The number of eigenvectors used to represent the r space must be at least L and just large enough to account for most of the variance.
* The number of terms in the Chebyshev expansion should be as small as possible for the desired accuracy.
* The range of concentrations used to calculate the eigenvectors and eigenvalues as well as the Chebyshev polynomials should be small in order to keep the r space as flat as possible. However, it should cover the range expected for the area under research, since data points with concentrations outside this range may not be calculated correctly. In the production run, it must be checked that the projections p derived from r for each pixel are within the selected range. If they are outside this range, these points should be omitted. If they are close to the range (e.g., range + error), their p values may be shifted into the range.
The basic requirement is, of course, to describe, as accurately as possible for the area and period under research, the optical properties of the substances to be determined with the model as well as the other parameters that modify the radiances at the sensor.
In the near future, imaging spectrometers like MODIS, MERIS, and ROSIS, with improved spectral resolution, will require the use of models in order to identify and extract more parameters than just the chlorophyll concentration in case I water, e.g., suspended matter and gelbstoff in case II water, exceptional plankton blooms, and yield of sunlight-stimulated fluorescence. However, with existing models the (operational) extraction of such parameters is a heavy computational burden. As demonstrated with simulated SeaWiFS data, the above-described parameterization technique offers the possibility of greatly improving the operational efficiency of inverse models. 
