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and identically distributed, but rather exhibit dependence over time, a case which is likely to arise when pooling together different years of data on firm sizes (as done, e.g., in Okuyama et al., 1999) . In agreement with the vast literature on Gibrat's law in firm size dynamics, we simulate panel samples with an autoregressive structure and Laplace growth shocks, and check the distortion this generates in the upper tail behaviour of the pooled distribution.
Methods
The methods employed in the "Power Law approach" to firm size distribution are essentially of two types. 4 The more natural estimator, introduced in Hill (1975) , applies maximum likelihood to the estimation of extreme events, based on the theory of order statistics. Assume that the distribution of firm size S follows a Power Law
where γ > 0 governs the tail behaviour, b > 0 is a scale parameter, and x 0 > 0 is the minimum threshold or, alternatively, the value above which F (x) holds. 5 Let s (1) ≥ s (2) ≥ . . . ≥ s (K) denote the K-th largest observations of a sample of size N. The Hill point estimates based on these ordered statistics read
where the expression in (2.2) already includes a correction for small sample bias. The estimator γ enjoys the desirable properties of any ML estimator when the distribution to be estimated is smooth: it is asymptotically Normal and efficient. 6 Specifically, it holds that
The alternative approach is based on a class of estimators which rely upon OLS regressions applied to different log-log transformation of the data. These methods are, so to speak, more heuristic. Their popularity, even outside firm size studies, is due to simplicity of application, although they are strongly biased in small sample. Consider the survival function associated with (2.1) which, with a convenient change of variable, can be written as
where α = 1/γ and C = b −1/γ . The survival function in the observations is easily estimated withR(s (j) ) = j/N, that is the rank of one observation divided by the total number of observations. By taking a log-log transformation one obtains the cumulative distribution function (CDF) based estimate of the tail exponent via an OLS fit of the linear regression logR(s (j) ) = α log s (j) + c + ǫ j , j ∈ {1, . . . , K} .
(2.6)
We refer to this estimator as the OLS-Rank estimator. In some instances, due to empirical data reported in classes of firm sizes, the single observations are not available and the researcher has to resort to binned regression. In this case the number of observations is the number of bins and one regresses logR(b r ) = α log b r + c + ǫ r , r ∈ {1, . . . , N b } , (2.7)
where N b is the number of bins, b r is the lower bound of the r-th bin andR(b r ) is the fraction of observations in the r-th and subsequent bins. We refer to this estimator as the OLS-CDF (or binned CDF) estimator, to distinguish it from the following method, also based on binning and starting from the the probability density function (PDF). Take the density
(2.8) associated to (2.5). One can partition the sample in N b bins, typically equispaced, and then compute the within-bin empirical probability density Q r = Prob{b r ≤ S < b r+1 }, with b r the lower bound of the r-th bin. This is just the fraction of observations laying in the semi-open interval (b r , b r−1 ]. Then one can perform the log-log OLS regression log Q r = (α + 1) (log b r + log b r+1 )/2 + c + ǫ r , 9) to obtain what we refer to as the OLS-PDF estimator. The use of bins in (2.7) strongly reduces the number of available observations and makes the estimate more noisy. The same problem arises with (2.9), but it is even worse in this case, since the regression is in fact only approximated. This approximation is afflicted by the typical problem of any density estimator (Silverman, 1986) : a trade-off between a finite bias, when the number of bins is low, and an exploding variance, when the number of bins is large. Moreover, all the OLS estimators ofα work under the usual assumption that the error terms ǫ are independent from the quantity on the right hand side of the equation, i.e. the survival function or the density. This condition does not generally holds, however. The issue is also present in the model in (2.6), which in fact provides biased estimates of the tail exponent. A solution to the bias is proposed in Gabaix and Ibragimov (2011) by estimating via OLS the alternative regression log (j − 1/2) = α log s (j) + c + ǫ j , j ∈ {1, . . . , K} .
(2.10) This is equivalent to the Rank estimator from (2.6), apart from the −1/2 correction (whence the name Rank−1/2). It turns out that this modification corrects the leading order of the downward bias of the original Rank estimator. The corresponding corrected asymptotic standard error is |α| (2/K) 1/2 .
Previous findings
Studies within the Power Law approach to firm size distribution employ one or more of the above estimators. Table 1 summarizes the key features and results of each study. 
OLS-Rank
About 2800 firms in total, but top 100, 200, 300, 500 and 2500 enter the estimates.
With assets: α = 1.11 pre-filing, α = 1.44 post-filing. For the NASDAQ sub-sample: α = 1.1 with market capitalization, and α = 1.02 with equity.
Zipf not rejected, based on S.E. Zipf not rejected in most cases, based on S.E. Though recognize the heuristic nature of CDF and PDF methods. Okuyama et al. (1999) provide evidence from a sample of Japanese firms and from a crosscountry dataset, also disaggregating the analysis by industrial sector of activity. The variable under study is firm income before taxes, and data are pooled over 4 years for Japanese firms and over 7 years for the other countries. The analysis is mainly graphical, but an OLS fit of the slope of the CDF plot is also reported, delivering the simple OLS-Rank estimates. Results show variation in the estimates of the Power Law exponent. At the aggregate economy level, an estimate of α close to 1 is reported for Japanese and Italian firms, while α = 1.4 best approximates U.S. data. Sectoral analysis for Japanese firms provide α in the range [0.7,1.2], while results for other countries are un-conclusive, due to limitation in the number of firms. In general, the authors tend to conclude that the Zipf Law is a reasonable description, although no formal test is provided.
The influential study by Axtell (2001) analyzes the size distribution of theoretically the entire population of US firms, through Census Bureau data. Size is measured in terms of both number of employees and revenues. Estimates for the other countries, years and proxies are presented graphically. From visual inspection, the estimates for France tend to be slightly above 1 in 1992-1996 (independently of size proxy), and close to 1 afterward, while very close to 1 for the UK, Spain and Italy in all years. Overall, the authors conclude that the data support Zipf law. Podobnik et al. (2010) apply the OLS-Rank estimator, too. The study covers a sample of about 2,800 U.S. firms filing for bankruptcy over the period [1999] [2000] [2001] [2002] [2003] [2004] [2005] [2006] [2007] [2008] [2009] . The focus is on measures of assets and market value, here interpreted in terms of bankruptcy predictors rather than as size proxies. The authors run separate estimates by year, and compare different tail cut-offs (successively including the top-100, -200, -300, -500, -2500 firms). Reported results show that, using book value of assets, α = 1.11 (S.E. 0.01) in the pre-filing period, and α = 1.44 (S.E. 0.01) in the post-filing years. Further, for a sub-sample of firms listed on the NASDAQ, the authors report an estimated α = 1.10 (S.E. 0.02) on market capitalization, and α = 1.02 (S.E. 0.01) on firm equity. It is unclear, however, whether these estimates refer to the entire sample or to one of the tail cut-offs. The estimated α together with their standard errors are interpreted as a reasonably robust support to the Zipf Law, although graphical analysis reveals deviations when the top-500 or more firms are included in the tail. Gabaix and Landier (2008) is the only paper applying the Hill estimator to infer about the firm size distribution, within a study of CEO pays. The data cover US listed firms from the COMPUSTAT database, over the period . The size proxy is firm market value, measured as debt plus equity, with a minimum size cut-off implicitly defined by considering only the top-500 firms in the estimation. Averaging over the estimates obtained in each year, the Hill estimator gives α = 1.095 (ST.DEV. 0.063), while the Rank−1/2 estimator yields α = 0.869 (ST.DEV. 0.071). Rank−1/2 estimates are also provided for 2004, where it turns out that α = 1.01 (ST.DEV. 0.063). This is suggested as further evidence in favor of Zipf law in firm size.
Finally, two recent works apply the OLS log-log techniques to study the shape of the firm size distribution within the literature on firm heterogeneity in international trade. di Giovanni and Levchenko (2010) study the universe of French firms in 2006, while di Giovanni et al. (2011) analyze a large set of countries from the AMADEUS-ORBIS database.
The study on French firms uses both sales and employment as size proxy, both at the aggregate and sectoral level, and comparing exporting vs. non-exporting firms. Following Gabaix (2009) , a minimum size cut-off is identified graphically, corresponding to the value of sales above which the log-rank against log-size relation becomes approximately linear. It is reported that this cut-off roughly corresponds to an institutional threshold on annual sales (750, 000 Euro) that defines different accounting standards in place in France for firms above or below the threshold. About 150,000 firms are included, and estimates are based on the binned OLS-CDF and the binned OLS-PDF estimators, and also checked against the Rank−1/2 estimator. The number of bins is not reported, however. At the aggregate level, results for sales give α ≃ 1.02 (S.E. 0.030) from the CDF and PDF methods, respectively, and α = 0.825 (S.E. 0.003) from the Rank−1/2 estimator, while with employment the estimates are α ≃ 1.08 with CDF and PDF, α = 0.79 for Rank−1/2. For both size proxies there is variation across exporters and non-exporters, with the latter having higher α (still below 1 with the Rank−1/2 estimator). A similar ranking is obtained breaking down the data by industrial sectors, where wide variation in estimated α emerges. It is mentioned that results on the full sample without size cut-off are very similar to the reported estimates.
In the cross-country analysis from the ORBIS dataset, the size proxy is sales, and the minimum size cut-off (not reported) varies by country. It is mentioned that several thousands of firms are available for each country (or millions, in some cases like the US), but estimates are reported only for countries with at least 1,000 firms in the considered year. Reported findings consider the binned OLS-CDF and binned OLS-PDF estimators (number of bins not reported). The two estimators deliver consistent results. There is considerable variation in the estimates of α across the different countries, with α in between 0.69 and 1.18. It is mentioned that Rank−1/2 estimates (not reported) are in agreement with these findings. The authors also provide the p-value of a t-test for the null of deviation from Zipf law (α = 1). Despite the null cannot be rejected in some countries, the results are interpreted, once again, as supporting that Zipf Law is a good first order approximation.
Small sample properties of the estimators
Despite their widespread use in the study of firm size, we lack a systematic study of the properties of the estimators in small sample. The Hill estimator in (2.2) is, at least theoretically, the more reliable estimator. The expression in (2.2) already contains a correction for bias, and its variance decreases with 1/N. Gabaix and Ibragimov (2011) provide formal results for small sample properties of their Rank−1/2 estimator. The 1/2 correction reduces to a leading order the downward bias of the original OLS-Rank estimator, and the variance decreases with 2/N. Finally, the binned OLS-CDF and the binned OLS-PDF estimators are acknowledged as more heuristic methods and known to be biased, but there is no systematic study of their behavior in small samples. Further, the binning procedure underlying both methods can severely impact on their performance, since in this case regressions are performed on a very small number of data points (10-15 bins in Axtell, 2001 ).
We present here Monte Carlo exercises comparing the small sample behavior of the different methods. We pay a particular attention to how reliable they are in discriminating about the Zipf Law. The design of the simulations tries to keep comparability with the features of the studies reviewed above. 
Bias and variance
We start by studying bias and variance of the estimators when simulated data obey exact Zipf Law. We generate R = 10, 000 independent samples of size N, drawn from the Pareto type-I Power law in (2.1) with unitary tail exponent. On each sample we apply the OLS estimators (Rank, Rank−1/2, CDF and PDF) and the bias-corrected Hill statistic in (2.2), and then compute the across-replications bias and the variance of the estimated α. In order to remain reasonably close to the sample size typically met in the empirical studies (recall Table 1 ), N varies from 50 to 2000.
7 Also, for the binned methods, we compare estimates obtained with 15 and 40 bins. Figure 1 provides a graphical presentation of the findings. Plots in the left column report about the estimators exploiting individual data (Hill, Rank and Rank−1/2), while the binned CDF and PDF estimators are reported in the right column. As expected, the bias of the Hill estimator is practically zero (see top panel). Fluctuations here are artifact of the numerical analysis. The bias of the Rank estimator is about 10% for N = 100, decreases proportionally to 1/N reaching a value of 2% for N = 1, 000. The Rank−1/2 estimator effectively improves upon the simple Rank estimator. Due to the presence of not sub-asymptotic corrections, the bias, despite quite small and well below the standard error, does not exactly converges to the Hill value even at N = 2, 000. Conversely, the binned CDF and binned PDF estimators are both afflicted by a relevant bias, well above their standard deviation. Their bias is larger than that of the Rank estimator, even for large N. The PDF estimator turns out as the worst performing among all the methods considered. The behavior of the PDF estimator is also sensibly affected by the binning, as the bias indeed increases if we increase from 15 to 40 bins. The CDF method is more stable in this respect.
We also report (see middle panel) the correlation between the different point estimates and the benchmark provided by the biased-corrected Hill estimates. The Rank−1/2 and the Rank estimator display similar performance, with a correlation coefficient of about 0.7 for most values of N, and sensibly higher till N = 200. The CDF and PDF estimators perform worst relative to the benchmark, with very small correlation (about 0.2) for large N. As before, the PDF estimator performs worst with 40 bins than with 15 bins.
Finally, concerning the variance (see bottom panel), we observe an agreement with the theoretical results that the variance of the Hill estimator decreases with 1/N and that the variance of the Rank−1/2 estimator decreases with 2/N. The simple Rank estimator has similar variance to the Rank−1/2 for all N. The variance of the CDF estimator is even larger, always above 0.01 even for N = 2, 000. Different binning choices do not have any impact. The variance of the PDF estimator has a smoother behavior and it is sensibly smaller if we take 40 bins. The general lesson is therefore that the standard errors associated to all the OLS log-log estimators maybe too large in many practical situations and do not lead to reliable inference about the actual value of the parameter α. A more formal study of the properties of t-tests associated with the estimators is presented in the following.
T-tests power for the Zipf null
As known, a t-test for the null H o : α = 1 implies to compare the estimated t-statistic under a given estimator of α,t = (α − 1)/(σ), against tabulated values of the standardized Normal distribution, for given confidence level.
To assess the power of the t-tests based on the different estimators, we perform a Monte Carlo study of the probability to reject the null α = 1 when the true data generating process (DGP) is a Pareto type-I distribution with varying tail index. We fix a value of α and generate R artificial samples of size k drawn from the Power Law distribution in (2.1) with that specific value of α. On each sample, we estimate α and the corresponding t-statistics for all the estimators, and count the number of times that α = 1 is rejected at 5% confidence level. Next, we repeat the procedure for another set of R samples generated under a different value of α. The ideal estimator should reject the null 5% of the times if the true DGP indeed has α = 1, and always reject the null when the DGP has α = 1, or at least it should tend toward Percentage of times (y-axis) that a t-test rejects H 0 : α = 1, when the true DGP is generated as a Power Law with different values of α (x-axis). Results over 10,000 generated samples for each value of α, with sample size 500 (left plot) and 50 (right plot).
this ideal behavior as the number of replications increases.
8 Figure 2 shows the results obtained over R = 10, 000 samples. With sample size k = 500 (left panel), we find that, in agreement with the properties of bias and variance, only the Hill and Rank−1/2 estimators meet the theoretical 5% confidence level when the DGP has α = 1. The Rank estimator has also some merit, although it slightly over-rejects the null (rejection rate is about 10%). The CDF and PDF estimators cannot be considered as reliable, with rejection rates of about 60 − 70%. Comparing Hill, Rank−1/2 and Rank estimators' power to correctly reject a simulated α = 1, we tend to conclude that the Hill estimator is a more solid basis for inference. Indeed, the associated rejection rates increase more rapidly toward 100%. The Rank estimator has similar performance for α < 1, while both the Rank and the Rank−1/2 estimators significantly under-reject for true α > 1. For instance, for α = 1.1, the rejection rate of the Hill estimator is about 70%, while the two competing estimators reject only in the 15 − 20% of the times.
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We repeat the same exercise with sample size k = 50 (right panel), providing information for the case of very small samples, close to the lower bound of the tail size employed in the reference literature. The power of the tests is considerably reduced for all the estimators, as it is expected given the reduction in number of observations considered in the estimates. Despite the implied larger noise, however, we can broadly confirm the patterns described above. First, the t-tests based on the CDF and the PDF estimators are completely unreliable, as indeed they cannot discriminate between different values of simulated α. Second, for true α = 1, we still observe the comparatively superior performance of the Hill and Rank−1/2 estimators, as well as a satisfactory performance of the Rank estimator: as for k= 500, the associated rejection rates hit the theoretical 5% level (10% for the simple Rank). Third, the Hill estimator is definitely the only reliable estimator when there are reasons to believe that the true α > 1, while Hill and Rank−1/2 have similar power for true α < 1.
T-tests power under sub-asymptotic deviation from Zipf law
We next study the reliability of point estimates and t-tests when the DGP is of the Zipf form (α = 1), but a sub-asymptotic perturbation is present. We consider the distribution function
which gives exact Zipf law if c= 0, while for c = 0 the Zipf behavior is perturbed by a factor ∼ 1/x 2 . This correction is sub-asymptotic in the sense that it tends to zero for very large values of X, while it has more weight the wider the range of observations included in the tail. Gabaix and Ibragimov (2011) exploit this distribution to study the sensitivity of their Rank−1/2 estimator to different values of c. We extend the same robustness analysis to the Hill, Rank, CDF and PDF estimators.
10 . To keep comparability, the Monte Carlo design exactly follows the reference article. We generate R random samples of size N= 2, 000 extracted from the process in (4.1), for a given value of c. Next, on each sample we apply the estimators for two different tail width, i.e. including either the top-50 or the top-500 observations. The procedure is then repeated for different c.
The results are presented in Table 2 . As in Gabaix and Ibragimov (2011) , we report the average point estimates across R = 10, 000 runs together with asymptotic (theoretical) and sampled standard errors. In addition, we also explore the results of a t-test of the true null of unitary tail index. However, differently from Gabaix and Ibragimov (2011) , who test whether the across-replication average point estimate deviates from 1, we compute the percentage of times that the null α = 1 is rejected (at 5% confidence level) by a t-test performed at each run. So, for instance, if we take the top-50 firms and focus on the benchmark case of pure Zipf (i.e., c = 0) the average Rank−1/2 point estimate is 1.010 and the sample rejection rate of the Zipf null is 5% (reported in the first raw), while the theoretical and sample standard errors are 0.202 and 0.195, respectively (reported in the second raw).
If an estimator is well-behaved, then it is expected that the sample rejection rate is equal to the theoretical confidence level of 5%. Not surprisingly, when we offset the correction (c=0), the Hill and Rank-1/2 estimators are clearly outperforming all the others, with point estimates very close to 1 and very small rejection rates. Results change if we set c = 0. When we focus on the very extreme of the tail (top-50 observations), the Rank−1/2 estimator beats all the other estimators. The rejection rates indeed always equal the expected 5%, although, in contrast with Gabaix and Ibragimov (2011) , who report substantial invariance to c of the Rank−1/2 point estimates, we do find that point estimates vary with c. The simple Rank estimator also does a good job, in that point estimates are not too far from 1, and rejection rates remain low, close to 10%. A similar pattern arises for the Hill estimator, although it is more sensitive to the sub-asymptotic correction and rejects in 28% of the times for c = 0.8. The CDF estimator provides also point estimates not that far from 1, but the rejection rates are clearly too high to consider it as a reliable basis for inference. The PDF estimator is the worst performing, with large bias in average point estimates and extremely high rejection rates.
Moving to a larger tail (top-500 observations), i.e. where the sub-asymptotic correction becomes theoretically more relevant, we confirm the superior performance of Hill and Rank-1/2 estimators for the case of no correction (c=0). When c = 0 instead, the general result is that point estimates of all estimators tend to increase as compared to the top-50 case, and rejection rates signal that all methods substantially over-reject the true null of unitary tail index. Gabaix and Ibragimov (2011) use (4.1) to also investigate the behavior of their Rank−1/2 estimator under dependent data, by simulating an AR(1) or MA(1) process with innovations distributed according to (4.1). A full replication of their analysis, extended to all the other Note: Estimates of tail index from DGP following P (X > x) = x −1 (1 + c(x −1 − 1)) , x > 1, c ∈ [0, 1). Results over 10,000 Monte Carlo simulations with sample size N = 2000 and varying tail width (Top-50 vs. Top-500 observations), for different values of c. CDF and PDF estimates computed with 15 bins. For each c the first line reports point estimates of tail index averaged over the replications and, in parenthesis, the percentage of times the null of unitary tail index is rejected (at 5% confidence level); the second line shows, in parenthesis, the theoretical standard errors (usual OLS for Rank, CDF and PDF estimators; propagated via Taylor expansion of the asymptotic variance as in Gabaix and Ibragimov (2011) for the Rank−1/2 estimator; and given in 2.4 for the Hill estimator) together with sample standard errors.
estimators, is presented in Table 4 and Table 5 in Appendix. These forms of time dependence across observations is especially important for applications in finance (see Resnick and Starica, 1998) . Conversely, they are not meaningful when studying the distribution of firm sizes over a yearly cross-section of firms. However, controlling for an autoregressive structure can indeed be important when the behavior of the firm size distribution is inferred from pooled crosssections (as in Okuyama et al., 1999) , so that a firm is observed repeatedly over time. We deal with this issue in the next section.
Pooling over time and Laplace growth shocks
A well established result in the empirics of firm growth is that the intertemporal evolution of the size of a firm i is well approximated by an autoregressive multiplicative model
with β typically found to equal 1 and the growth shocks ǫ i,t to follow a Laplace distribution.
11
Accounting for this type of temporal dependence is relevant when one seeks to estimate the firm size distribution from data pooled over time. With an yearly cross-section of firms, indeed, independence across observations is the implicit assumption underlying the construction of estimators. With pooled data, repeated observations on the same firm, correlated over time, enter the sample, creating an obvious source of potential bias.
We present a Monte Carlo exercise that explores how the different estimators and related t-tests behave with respect to this issue. To simulate pooling over time, we generate a sample of N = 500 "initial firm sizes" drawn from the Pareto type-I Power law in (2.1), with a given value of the tail exponent. Next, we evolve the "firm sizes" forward in time for 3 subsequent years, according to the process in (4.2) with fixed β and Laplace distributed shocks. Then we pool all the years together to obtain a sample of 2, 000 observations. Finally, we take the top-500 observations of this pooled dataset as the tail on which we estimate the tail index α and apply a t-test (at 5% confidence level) for the null of unitary tail index under the different estimators. The procedure is repeated for R = 10, 000 independent samples, varying the tail index α and considering different values of the autoregressive parameter β. Table 3 shows the results obtained with three values of β all close to 1, as suggested by empirical results on Gibrat's Law, and shocks drawn from a Laplace distribution with variance σ = 0.01.
12 We show point estimates and rejection rates of the t-test for the null of unitary tail index (first row), and theoretical and sampled standard errors (in parenthesis, second row).
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Apart from the PDF estimator, which always delivers wrong point estimates, the point estimates from all other methods do not differ too much from the theoretical value of α. They are quite precise, in particular, with very high persistence (β = 1), while more biased for smaller values of β. However, there is a clear tendency of associated t-tests to over-reject the null. This is obviously a desired property if the simulated α is indeed different from 1. When the DGP has true α = 1, and we would expect rejection rates close to the theoretical 5%, the best performing estimators are the Hill, Rank−1/2 and simple Rank estimators. Their rejection rate is about 30%, which is clearly too high.
11 Gibrat's Law of proportionate effects prescribes β = 1 and i.i.d. shocks. Deviations with β < 1 are usually observed form smaller firms, together with a negative relationship between variance of growth shocks and initial size, which also contradicts the Law. The Laplacian nature of the shocks has been found to be robust and invariant across countries and also across sectors, even at different level of sectoral aggregation. See Amaral et al. (1997) ; Secchi (2003, 2006) ; Bottazzi et al. (2011) .
12 Results with different σ are in Appendix. The main findings do not change significantly. We also experimented with Gaussian growth shocks, results are analogous and available upon request.
13 Binned estimators employ 15 bins. Note: Estimation samples obtained from inital samples of 500 observations with DGP following the Power Law in (2.1), then evolved forward in time for 3 time periods according to (4.2) with Laplace shocks of variance σ = 0.01, and finally taking the top-500 observations resulting from pooling the observations across time periods. Results over 10, 000 Monte Carlo simulations for varying tail exponent α and varying AR parameter β. CDF and PDF estimates computed with 15 bins. For each combination of α and β, the first line reports point estimates of tail index averaged over the replications and, in parenthesis, the percentage of times the null of unitary tail index is rejected (at 5% confidence level); the second line shows, in parenthesis, the theoretical standard errors (usual OLS for Rank, CDF and PDF estimators; propagated via Taylor expansion of the asymptotic variance as in Gabaix and Ibragimov (2011) for the Rank−1/2 estimator; and given in (2.4) for the Hill estimator) together with sample standard errors.
Conclusion
In this paper we have reviewed the literature that has created a consensus about the Power Law behavior in firm size distribution, and examined the methods leading these studies to conclude that a Zipf Law represents an ubiquitous property of the data. The CDF and PDF log-log estimators have poor properties. These estimators, despite their widespread use, do not provide a solid basis for tail inference. Indeed, the associated t-tests for the null of unitary tail index perform very poorly, both when the true DGP is exactly Zipf and when we introduce sub-asymptotic deviations from the Zipf law. In particular, the PDF estimator gives particularly unreliable results with pooled data.
The Rank, Rank−1/2 and Hill estimators have more desirable properties. Rank and Rank−1/2 share similar behavior, not surprisingly, but the latter is to be preferred both for the superior theoretical properties and for its better performance in most of the Monte Carlo analysis we have presented here. As a result, the Hill and Rank−1/2 estimators stand out as the two more solid methods. In general, the Hill estimator is attractive because there is an explicit correction for its small sample bias and because of its maximum likelihood nature. The two estimators compete each other in terms of reliability of inference based on associated t-tests.
First, if the focus lies on the ability to reject the null of Zipf law when the true tail index indeed differs from 1, the t-test associated to the Hill estimates is definitely more powerful for sample size around 500 observations. For very small sample size, i.e. of about 50 observations, the Hill estimator is still more valid if there is a-priori suspect (for instance, after a first step estimate) that the true α is above 1. Both the Hill and the Rank−1/2 estimators are well behaved for true α below 1.
Second, if the focus is on sensitivity to sub-asymptotic deviations from the standard i.i.d. Zipf process, the Rank−1/2 has some merit in this case. The associated t-test for rejecting a unitary tail index is more powerful when the DGP has a second order deviation from the Zipf law. Such superiority, however vanishes as the tail width increases, i.e. in the range of observations where the correction is a-priori more relevant.
Third, pooling over time does not seem to make a big difference in terms of the ability of the estimators to deliver reasonable values of point estimates, but produces unreliable inference when there is reason to suspect that the data are exactly Zipf distributed.
Our results helps in understanding the reliability of the estimates reported in previous studies. They also provide guidance for future research which, subscribing to the Power Law approach, wants to estimate the tail behavior of the size distribution of firms. We remind, however, that the different estimators employed in this approach only provide alternatives to assess which particular distribution within the Power Law family best approximates the data. They cannot answer the question of whether the Zipf law, in particular, or the Power Law, in general, does a better job than other distributions in describing the data.
Appendix
We report here additional results and robustness checks.
To keep comparability with Gabaix and Ibragimov (2011) , in Tables 4 and 5 we extend their analysis of AR(1) and MA(1) data to all the estimators considered in this article, although these types of time dependence are more compelling for applications in finance. We design the Monte Carlo exactly as in Gabaix and Ibragimov (2011) .
For the case of AR(1) DGP, we generate R = 10, 000 random samples of size N = 2, 000 extracted from the AR(1) process
with ǫ ∼ (4.1), for a given combination of the values of c and ρ. On each sample we apply all the estimators for two different tail width, i.e. including either the top-50 or the top-500 observations in the tails. We then repeat the Monte Carlo for different values of the parameters.
In Table 4 we report the average of point estimates across the 10,000 runs, together with asymptotic (theoretical) and sampled standard errors, as well as rejection rates of a t-test (at 5% level) of the true null of unitary tail index performed at each run. First consider the sensitivity to the AR(1) structure, setting aside the impact of the sub-asymptotic correction (i.e., set c = 0 and vary ρ), and take the case when the top-50 observations are considered. Although all the rejection rates are above the theoretical 5%, the results provide a clear ranking. First, the CDF and PDF estimators both severely over-reject. Second, among the other three estimators, the Rank−1/2 is over-performing the others. However, the frequency at which the true null of unitary tail index is mistakenly rejected rapidly grows to above 50% for all the estimators if we take the top-500 observations in the tail. Similar conclusions emerge when we let both c and ρ vary at the same time. Table 5 replicates the analysis to study the properties under the MA(1) process
with ǫ ∼ (4.1). As before, we simulate R=10,000 random samples of size N = 2000 with varying c and θ, and again compare the behavior of the estimators for different tail width (top-50 and top-500 observations). The findings for θ = 0 obviously replicate the analysis on AR(1) with ρ = 0. Further, if we switch off the sub-asymptotic correction (i.e. set c = 0, and vary θ), we observe that, first, the CDF and PDF estimators are once again unreliable, with very high rejection rates. Second, although rejection rates are above the theoretical 5% for all the methods, the Rank and Rank−1/2 estimators perform better (smaller rejection rates) than the other methods. The Rank performs slightly better if the tail includes the top-50 observations, while the Rank−1/2 is slightly better for the top-500 observations. Third, the patterns are similar when we let c and θ vary together. If anything, we notice that the rejection rates associated to all the estimators rapidly increase to above 20% if we take the top-500 observations in the tail. Conversely, they are less dependent from the parameters in the top-50 exercise. Finally, in Tables 6 and 7 we replicate the pooling exercise, experimenting with growth shocks drawn from a Laplace distribution with variance 0.05 and 0.10, respectively. Results show that the conclusions presented in the main text are entirely robust to this different set-up. Note: Estimates of tail index for the AR(1) process
Results over 10,000 Monte Carlo simulations with sample size N = 2000 and varying tail width (Top-50 vs. Top-500 observations), for different values of c and ρ. CDF and PDF estimates computed with 15 bins. For each combination: the first line reports point estimates of tail index averaged over the replications and, in parenthesis, the percentage of times the null of unitary tail index is rejected (at 5% confidence level); the second line shows, in parenthesis, the theoretical standard errors (usual OLS for CDF and PDF estimators; propagated via Taylor expansion of the asymptotic variance as in Gabaix and Ibragimov (2011) for the Rank−1/2 estimator; given in 2.4 for the Hill estimator) together with the sample standard errors. Note: Estimates of tail index for the MA(1) process Y i = ǫ i + θǫ i−1 , with innovations ǫ i following P (X > x) = x −1 (1 + c(x −1 − 1)) , x > 1, c ∈ [0, 1). Results over 10,000 Monte Carlo simulations with sample size N = 2000 and varying tail width (Top-50 vs. Top-500 observations), for different values of c and θ. CDF and PDF estimates computed with 15 bins. For each combination: the first line reports point estimates of tail index averaged over the replications and, in parenthesis, the percentage of times the null of unitary tail index is rejected (at 5% confidence level); the second line shows, in parenthesis, the theoretical standard errors (usual OLS for CDF and PDF estimators; propagated via Taylor expansion of the asymptotic variance as in Gabaix and Ibragimov (2011) for the Rank−1/2 estimator; given in 2.4 for the Hill estimator) together with sample standard errors. 
