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Resumo
O estudo das identidades polinomiais graduadas foi motivado pelas suas várias apli-
cações na Teoria de Identidades Polinomiais, como a teoria estrutural desenvolvida
por A. Kemer. Posteriormente tornou-se um objeto de estudo próprio. As identidades
graduadas podem fornecer informações interessantes sobre as identidades polinomiais
ordinárias. Trabalhando inicialmente com matrizes de ordem n sobre corpos infini-
tos, encontramos bases para as identidades graduadas dessa álgebra considerando
Zn-graduação e Z-graduação. Depois, provamos que, a menos de isomorfismos, e-
xistem duas Z2-graduações não-triviais para a álgebra das matrizes 2 × 2 sobre um
corpo finito de característica diferente de 2. Além disso, essas graduações podem ser
diferenciadas por meio de identidades graduadas. Por fim, encontramos bases para
as identidades Z2-graduadas das álgebras M1,1(E) e E ⊗ E sobre um corpo infinito
de característica diferente de 2. Como corolário, conseguimos uma prova bastante
elementar para um teorema de Kemer, a saber, as álgebras M1,1(E) e E ⊗ E são PI
equivalentes.
Abstract
The study of graded polynomial identities was motivated by its many applications
to Polynomial Identities Theory, like the structure theory developed by A. Kemer.
Afterwards it has become an independent object of study. The graded identities can
give us interesting information about the ordinary identities. At first working with
matrices of order n over infinite fields, we have found bases for the graded identities of
this algebra considering Zn-grading and Z-grading. We have also proved that, up to
isomorphism, there exist two non-trivial Z2-gradings for the algebra of the matrices
2×2 over a finite field of characteristic different from 2. Besides, these gradings can be
recognized through graded identities. Finally, we have found bases for the Z2-graded
identities of the algebras M1,1(E) and E ⊗ E over an infinite field of characteristic
different from 2. As a corollary, we have obtained a rather elementary proof for a
theorem of Kemer, namely the algebras M1,1(E) and E ⊗ E are PI equivalent.
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Introdução
A Teoria de Identidades Polinomiais começou a desenvolver-se mais intensamente por
volta de 1950. Nesse ano, foi publicado o famoso Teorema de Amitsur-Levitzki afir-
mando que o polinômio standard de grau 2n é uma identidade polinomial da álgebra
das matrizes de ordem n sobre um corpo (veja [1]). Também em 1950, W. Specht [43]
levantou um problema que viria a ficar conhecido como o Problema de Specht: Toda
álgebra associativa possui uma base finita para suas identidades polinomiais? Essa
pergunta passou a ser uma das questões centrais da Teoria de Identidades Polinomiais
e foi finalmente respondida de modo afirmativo por Kemer em 1987 (veja [23]), no
caso de álgebras sobre corpo de característica 0.
Um dos principais problemas sobre identidades polinomiais é encontrar uma base
das identidades de álgebras específicas. Em 1973, Razmyslov [39] encontrou uma
base para as identidades polinomiais da álgebra das matrizes de ordem 2 sobre um
corpo de característica 0. A base encontrada por Ramyslov tinha nove identidades,
mas Drensky [15] em 1981 melhorou esse resultado encontrando uma base minimal
com duas identidades. Entre 1978 e 1982, foram descobertas bases para as matrizes
de ordens 2, 3 e 4 sobre corpos finitos (veja [17, 18, 35]). A base das identidades
polinomiais para as matrizes triangulares superiores foi encontrada por vários autores,
ainda no caso de um corpo qualquer, ver [16, Capítulo 5].
Além do caso da álgebra das matrizes 2 × 2, conhecem-se bases para as identi-
dades polinomiais da álgebra de Grassmann e do quadrado tensorial da álgebra de
Grassmann sobre corpos de característica 0. No entanto, fora esses resultados pouco
se conhece ainda hoje sobre bases para identidades polinomiais de outras álgebras.
Assim, surge o interesse por pesquisar outros tipos de identidades polinomiais como
identidades fracas, identidades com traço e identidades graduadas, que fornecem infor-
mações sobre as identidades polinomiais ordinárias. Ressaltamos que as identidades
fracas e as graduadas têm várias aplicações no estudo de álgebras não associativas
tais como as de Lie, de Jordan e alternativas. As identidades com traço da álgebra
das matrizes, por exemplo, foram descritas por Procesi [38] e por Razmyslov [40].
O interesse pelo estudo de identidades graduadas sobre um corpo de característica
0 é justificado pela relação entre as identidades graduadas e as ordinárias, que é uma
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das peças chave da teoria estrutural de T-ideais desenvolvida por Kemer (veja [23])
e utilizada para resolver o Problema de Specht em característica 0. Embora em
característica positiva não exista tal relação, as identidades graduadas são ainda de
interesse (veja por exemplo [5, 7, 8]). Mais tarde, elas se tornaram um objeto de estudo
independente. As aplicações que as identidades graduadas podem encontrar na Teoria
de PI álgebras são várias. Mencionaremos alguns dos mais importantes resultados
relacionados a identidades polinomiais graduadas. Em [4] e [9], foi provado que se G
é um grupo abeliano finito e A é uma álgebra G-graduada, então A é uma PI álgebra
se e somente se sua componente de grau 0 é uma PI álgebra.
Di Vincenzo [11] descreveu bases para as identidades Z2-graduadas de várias álge-
bras importantes e obteve como corolário uma prova bastante elementar do conhecido
fato de que as álgebras M1,1(E) e E⊗E satisfazem as mesmas identidades polinomiais
para corpos de característica 0. Aqui E denota a álgebra de Grassmann de dimensão
infinita e M1,1(E) é a álgebra das matrizes 2 × 2 sobre E cuja diagonal principal
contém elementos pares de E e cuja outra diagonal contém elementos ímpares. Os
resultados de [11] foram generalizados em [29] para corpos infinitos de caracterís-
tica diferente de 2. Além disso, como conseqüência foi obtida uma prova ainda mais
elementar da coincidência dos T-ideais de M1,1(E) e E ⊗ E.
Para corpos de característica 0, Vasilovsky [47, 48] encontrou bases para identi-
dades graduadas da álgebra das matrizes de ordem n, considerando Z-graduações e
Zn-graduações. Em [2, 3], foi provado que esses resultados são válidos para corpos
infinitos de qualquer característica. Um dos instrumentos principais utilizados para
fazer essa generalização foram as matrizes genéricas (que também foram usadas em
[29]).
Recentemente Di Vincenzo e Nardozza [13] desenvolveram um método para en-
contrar uma base das identidades G ⊕ Z2-graduadas da álgebra A ⊗ E a partir das
identidades G-graduadas da álgebra A. Como corolário, eles provaram por meio de
identidades graduadas um resultado de Kemer, a saber, que as álgebras M1,1(E)⊗E
e M2(E) satisfazem as mesmas identidades polinomiais. Ressaltamos que ainda não
é conhecida uma base das identidades ordinárias da álgebra M2(E), e a solução deste
problema está longe. . .
Neste texto, apresentamos os trabalhos [2, 3, 29] e também o artigo [30]. Esse úl-
timo trata de identidades Z2-graduadas para a álgebra das matrizes 2×2 sobre corpos
finitos. Embora sejam conhecidas bases para as identidades polinomiais ordinárias
dessas matrizes, o objetivo desse trabalho foi descrever todas as graduações para essa
álgebra e mostrar que elas podem ser diferenciadas por identidades graduadas. Vale
ressaltar que os métodos utilizados para abordar o problema de matrizes sobre cor-
pos finitos são completamente diferentes daqueles usados para matrizes sobre corpos
infinitos.
Resumiremos o conteúdo da tese. No capítulo 1, providenciamos os pré-requisitos
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para a leitura do texto. São resultados clássicos sobre álgebras, identidades polino-
miais e T-ideais, álgebras graduadas e identidades graduadas.
O segundo capítulo trata das identidades graduadas em álgebras matriciais sobre
corpos infinitos. Na seção 2.1, descrevemos uma base das identidades Z2-graduadas da
álgebra matricial de ordem 2. Nas próximas duas seções descrevemos as identidades
Zn-graduadas e Z-graduadas da álgebra Mn(K) das matrizes n×n. Os resultados do
capítulo 2 estão baseados nos artigos [2, 3, 29] e generalizam trabalhos de Di Vincenzo
[11] e Vasilovsky [47, 48].
No terceiro capítulo, estudamos as identidades Z2-graduadas da álgebra matricial
M2(K) sobre um corpo finito K. Os métodos utilizados nesse capítulo são comple-
tamente diferentes dos empregados no restante do texto, por isso o capítulo começa
com uma parte introdutória. Nesse capítulo, descrevemos todas as Z2-graduações da
álgebra M2(K) e mostramos que, a menos de isomorfismo graduado, existem somente
duas graduações não-triviais. Em seguida, obtemos bases das identidades graduadas
em cada uma dessas graduações, e demonstramos que essas graduações satisfazem
identidades graduadas diferentes. O capítulo 3 está baseado principalmente no tra-
balho [30].
No último capítulo, estudamos as identidades (graduadas e ordinárias) satisfeitas
pelas álgebras M1,1(E) e E⊗E. Utilizamos métodos que aperfeiçoam os do capítulo 2,
e descrevemos bases das identidades Z2-graduadas dessas álgebras sobre corpos infini-
tos de característica p 6= 2. Finalmente, obtemos uma nova demonstração do clássico
resultado de Kemer de que essas duas álgebras satisfazem as mesmas identidades
ordinárias quando p = 0. Esse capítulo está baseado no artigo [29].
As aplicações dos resultados desta tese poderão ser teóricas. Nossa opinião é que o
conhecimento das identidades Z2-graduadas satisfeitas por álgebras importantes tais
como as álgebras M2(K), M1,1(E) e M2(E) sobre corpos de característica positiva
poderia resultar em melhor entendimento da estrutura dos respectivos ideais de iden-
tidades ordinárias. Nesta direção seria interessante entender melhor a diferença entre
as identidades (ordinárias) das álgebras M1,1(E) e E ⊗ E (no caso de característica
0, as suas identidades coincidem). Os resultados obtidos sobre as identidades grad-
uadas das matrizes de ordem n poderiam providenciar várias informações sobre os
invariantes numéricos dos ideais das identidades graduadas satisfeitas por essas ál-
gebras tais como codimensões graduadas, séries de Hilbert—Poincaré, entre outros.
Também poderiam providenciar muita informação útil sobre as identidades ordinárias
satisfeitas por essas álgebras. Combinando-se as idéias e os métodos usados nesta tese,
poderíamos estudar as identidades satisfeitas por produtos tensoriais de algumas das
álgebras aqui consideradas.
Por fim, gostaria de fazer constar aqui meus sinceros agradecimentos ao Prof.
Plamen Koshlukov, meu orientador, pelo auxílio na condução desse trabalho e o
estímulo prestado para a pesquisa matemática.
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Notação
Ao longo de todo o texto, representamos por K um corpo arbitrário de qualquer
característica. Todos os espaços vetoriais, álgebras e produtos tensoriais são conside-
rados sobre o corpo K. Denotamos por N, Z e Zn os conjuntos dos números inteiros
positivos, dos números inteiros e dos inteiros módulo n respectivamente. Para cada
número inteiro a, denotamos por a a classe de equivalência em Zn que contém a. Se
a e b são números inteiros, denotamos por a mod b o resto da divisão de a por b.
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Capítulo 1
Álgebras com identidades polinomiais
1.1 Propriedades básicas das álgebras
Definição Um espaço vetorial A sobre um corpo K é chamado uma álgebra se A é
munido de uma operação binária ∗, chamada multiplicação, tal que para quaisquer
a, b, c ∈ A e qualquer α ∈ K
1) (a+ b) ∗ c = a ∗ c+ b ∗ c,
2) a ∗ (b+ c) = a ∗ b+ a ∗ c,
3) α(a ∗ b) = (αa) ∗ b = a ∗ (αb),
4) a ∗ (b ∗ c) = (a ∗ b) ∗ c.
Além disso, A é uma álgebra unitária se possui um elemento 1 (chamado identidade)
tal que 1 ∗ a = a ∗ 1 = a para todo a ∈ A.
Na verdade, a definição mais geral de álgebra não exige a propriedade 4. As álge-
bras que respeitam essa propriedade são denominadas álgebras associativas. Porém,
todas as álgebras que aparecem nesse texto são associativas e chamamo-las apenas
álgebras. Escrevemos simplesmente ab ao invés de a ∗ b.
Definição Um subespaço B de uma álgebra A é uma subálgebra se é fechado com
relação à multiplicação, ou seja, se b1, b2 ∈ B então b1b2 ∈ B. Uma subálebra I de A
é um ideal se para qualquer x ∈ I e para qualquer a ∈ A temos que ax ∈ I e xa ∈ I.
A subálgebra
Z(A) = {a ∈ A | ax = xa para todo x ∈ A}
é chamada centro da álgebra A.
Definição Uma transformação linear φ : A → B da álgebra A na álgebra B é um
homomorfismo se φ(ab) = φ(a)φ(b) para quaisquer a e b em A. Um isomorfismo é
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um homomorfismo bijetor. Um endomorfismo é um homomorfismo de uma álgebra
nela mesma. Um automorfismo é um endomorfismo bijetor.
Enunciamos a seguir o clássico Teorema do Isomorfismo válido para grupos, es-
paços vetoriais, anéis e álgebras.
Teorema 1.1.1 Seja φ : A → B um homomorfismo de álgebras. Então o núcleo de
φ
kerφ = {a ∈ A | φ(a) = 0}
é um ideal de A e a álgebra quociente A/ kerφ é isomorfa à imagem de φ
φ(A) = {φ(a) | a ∈ A}.
Damos a seguir dois exemplos de álgebras bastante utilizadas neste texto.
Exemplo O conjunto das matrizes n × n sobre o corpo K, denotado por Mn(K),
é uma álgebra. A matriz n × n cuja única entrada não-nula é 1 na i-ésima linha e
j-ésima coluna, chamada matriz unidade, é indicada por eij. O centro de Mn(K) é o
subespaço unidimensional gerado pela matriz identidade e = e11 + · · ·+ enn.
Exemplo Seja V um espaço vetorial com base {ei | i ∈ N}. A álgebra de Grassmann
ou álgebra exterior E de V é gerada como espaço vetorial por 1 e pelos produtos
ei1ei2 . . . eik , onde i1 < i2 < · · · < ik e k ∈ N, e a multiplicação em E é induzida
por eiej = −ejei e e2i = 0. Logo E = E0 ⊕ E1 onde E0 e E1 são os subespaços de
E gerados por todos os produtos de elementos de {ei | i ∈ N} de comprimento par
e ímpar respectivamente. É fácil ver que E0 é o centro de E e que ab = −ba para
quaisquer a e b em E1.
1.2 Álgebras livres
Definição Sejam A uma classe de álgebras e F ∈ A uma álgebra gerada pelo conjunto
G. A álgebra F é uma álgebra livre na classe A com conjunto gerador livre G (ou F
é livremente gerada pelo conjunto G na classe A) se para qualquer álgebra A ∈ A,
toda aplicação de G em A pode ser estendida unicamente a um homomorfismo de F
em A.
Vamos construir uma álgebra livre na variedade formada por todas as álgebras.
Seja X = {xi | i ∈ N} um conjunto de variáveis. Denote por K〈X〉 a álgebra que é o
K-espaço vetorial que tem como base o conjunto dos monômiosX∗ = {xi1 . . . xin | n =
0, 1, 2, . . .} e multiplicação definida por (xi1 . . . xim)(xj1 . . . xjn) = xi1 . . . ximxj1 . . . xjn .
CAPÍTULO 1. ÁLGEBRAS COM IDENTIDADES POLINOMIAIS 3
Observe que o monômio formado por nenhuma variável, denotado por 1, é a iden-
tidade da álgebra K〈X〉. Os elementos da álgebra K〈X〉, chamados polinômios,
desempenham nas álgebras um papel semelhante ao das combinações lineares nos
espaços vetoriais. Por exemplo, se queremos gerar um espaço vetorial a partir de um
subconjunto tomamos todas as combinações lineares de elementos desse subconjunto;
de modo similar, se A é uma álgebra gerada pela conjunto G então
A = {f(g1, . . . , gn) | f(x1, . . . , xn) ∈ K〈X〉; g1, . . . , gn ∈ G}.
O próximo teorema mostra queK〈X〉 é livremente gerada porX na classe formada
por todas as álgebras.
Teorema 1.2.1 Se A é uma álgebra e σ é uma aplicação de X em A, então σ
estende-se unicamente a um homomorfismo φ : K〈X〉 → A dado por
φ(f(x1, . . . , xn)) = f(σ(x1), . . . , σ(xn)).
Demonstração. Inicialmente, estendemos σ à aplicação τ : X∗ → A definindo
τ(xi1 . . . xik) = σ(xi1) . . . σ(xik). Agora estendemos τ ao homomorfismo de álgebras




w∈X∗ αwτ(w). É fácil ver que o
homomorfismo φ é dado por φ(f(xi1 , . . . , xin)) = f(σ(xi1), . . . , σ(xin)).
Se ϕ é um homomorfismo de K〈X〉 em A que estende σ, então
ϕ(f(x1, . . . , xn)) = f(σ(x1), . . . , σ(xn)) = φ(f(x1, . . . , xn)).
Portanto, σ estende-se unicamente a um homomorfismo de K〈X〉 em A. 
A álgebra K〈X〉 é chamada álgebra livre.
Na verdade, o homomorfismo que estende a aplicação de um conjunto gerador livre
de uma álgebra livre para uma álgebra qualquer é único conforme mostra o próximo
lema.
Lema 1.2.1 Sejam A uma classe de álgebras, F uma álgebra livre de A com con-
junto gerador livre G e A uma álgebra de A. Toda aplicação de G em A estende-se
unicamente a um único homomorfismo de F em A.
Demonstração. Seja σ uma aplicação de G em A. Se φ é um homomorfismo de
F em A que estende σ, então φ(f(g1, . . . , gn)) = f(σ(g1), . . . , σ(gn)). Por outro lado,
como
F = {f(g1, . . . , gn) | f(x1, . . . , xn) ∈ K〈X〉; g1, . . . , gn ∈ G},
existe um único homomorfismo de F em A que estende σ. 
Dizemos que dois conjuntos são de mesma cardinalidade se existe uma bijeção
entre eles.
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Teorema 1.2.2 Duas álgebras livres de uma mesma classe com conjuntos geradores
livres de mesma cardinalidade são isomorfas.
Demonstração. Sejam F1 e F2 duas álgebras livres de uma mesma classe com
conjuntos geradores livres G1 e G2 respectivamente. Suponhamos que σ seja uma
aplicação bijetora de G1 em G2. Logo, existe um homomorfismo φ1 de F1 em F2 que
estende σ. Além disso, existe também um homomorfismo φ2 de F2 em F1 que estende
σ−1. Por outro lado, o homomorfismo φ2 ◦ φ1 estende a aplicação σ−1 ◦ σ que é a
identidade. Assim, φ2 ◦ φ1 é o homomorfismo identidade de F1 em F1. Da mesma
forma, vemos que φ1 ◦ φ2 é o homomorfismo identidade de F2 em F2. Portanto, φ1 e
φ2 são isomorfismos. 
1.3 Identidades polinomiais
Definição Um polinômio f(x1, . . . , xn) ∈ K〈X〉 ou a expressão f(x1, . . . , xn) =
0 é uma identidade polinomial da álgebra A se f(a1, . . . , an) = 0 para quaisquer
a1, . . . , an ∈ A (dizemos também que A satisfaz a identidade polinomial f). O con-
junto
T (A) = {f ∈ K〈X〉 | f é uma identidade polinomial de A}
é um ideal de K〈X〉 chamado ideal das identidades, ou T-ideal da álgebra A. Uma
álgebra com identidade polinomial (ou abreviadamente uma PI álgebra, pois a sigla
vem do inglês) é uma álgebra que satisfaz uma identidade polinomial não-nula.
Seguem alguns exemplos de PI álgebras.
Exemplo O polinômio [x1, x2] = x1x2 − x2x1 é chamado comutador de x1 e x2. Se
A é uma álgebra comutativa então [x1, x2] = 0 é uma identidade polinomial de A.
Exemplo Uma generalização do polinômio comutador é o polinômio standard de grau
n
sn(x1, . . . , xn) =
∑
σ∈Sn
(−1)σxσ(1) . . . xσ(n),
onde Sn é o grupo simétrico de grau n que permuta os símbolos 1, 2, . . . , n, e (−1)σ
é o sinal da permutação σ. Obviamente s2(x1, x2) = x1x2−x2x1 = [x1, x2]. O famoso
Teorema de Amitsur-Levitzki afirma que s2n(x1, . . . , x2n) = 0 é uma identidade poli-
nomial na álgebra das matrizes Mn(K). Há essencialmente cinco provas para esse
teorema. A prova original [1], publicada em 1950 por Amitsur e Levitzki, baseia-
se em argumentos combinatórios indutivos. Em 1958, Kostant [31] apresentou uma
prova utilizando co-homologia. Usando teoria dos grafos, Swan [44] em 1963 também
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demonstrou esse teorema. As outras duas provas foram feitas por Razmyslov [40] em
1974 e por Rosset [42] em 1976.
Exemplo A álgebra M2(K) satisfaz a identidade
f(x1, x2, x3) = [[x1, x2]
2, x3] = (x1x2 − x2x1)2x3 − x3(x1x2 − x2x1)2,
conhecida como identidade de Hall. Verifica-se facilmente essa identidade observando
dois fatos de demonstração bastante simples. O primeiro é que se a e b pertencem a
Mn(K), n ∈ N, então o traço de [a, b] é zero; e o segundo é que se a pertence a M2(K)
e o traço de a é zero então a2 = λe, onde λ ∈ K e e é a matriz identidade 2× 2.
Exemplo A álgebra das matrizes triangulares superiores n × n sobre K, denotada
por Un(K), é uma PI álgebra pois satisfaz a identidade
f(x1, . . . , x2n) = [x1, x2][x3, x4] . . . [x2n−1, x2n].
Isto decorre dos fatos de que se a e b são elementos de Un(K) então [a, b] é um elemento
de Un(K) com a diagonal principal nula; e que o produto de n matrizes triangulares
superiores n× n com a diagonal principal nula é a matriz nula.
Exemplo Uma álgebra A é uma nil álgebra se para cada a ∈ A existe um número
natural n tal que an = 0. O menor número n com esta propriedade é chamado índice
de nilpotência do elemento a. Uma álgebra A é uma nil álgebra de índice limitado n
se an = 0 para cada a ∈ A. Toda nil álgebra de índice limitado n é uma PI álgebra,
pois satisfaz a identidade f(x1) = xn1 .
Exemplo Uma álgebra A é nilpotente se existe um número natural fixo n tal que o
produto de quaisquer n elementos de A é igual a zero. O menor número n com esta
propriedade é o índice de nilpotência da álgebra A, e A é chamada álgebra nilpotente
de classe n−1. Toda álgebra associativa nilpotente de classe n−1 é uma PI álgebra,
pois satisfaz a identidade f(x1, . . . , xn) = x1 . . . xn.
Após vários exemplos de PI álgebras, podemos nos perguntar: existem álgebras
que não são PI álgebras? A resposta é sim. A álgebra K〈X〉, por exemplo, não satis-
faz nenhuma identidade polinomial não-nula. Isto pode ser compreendido através de
um argumento simples. Suponhamos, por absurdo, que f(x1, . . . , xn) seja uma identi-
dade polinomial não-nula de K〈X〉. Logo, f(x1, . . . , xn) = f(f1(x1), . . . , fn(xn)) = 0,
onde fi(xi) = xi para 1 ≤ i ≤ n, o que é um absurdo pois f(x1, . . . , xn) 6= 0. Na
verdade, basta considerar uma álgebra A que contém como subálgebra a álgebra livre,
livremente gerada pelas variáveis x1 e x2. Sabe-se que esta álgebra livre contém sub-
álgebras que são livres e livremente geradas por conjuntos de qualquer cardinalidade
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(segundo um teorema de A. Shirshov, ver [50, Lemma 3.6]). Então A não satisfaz
nenhuma identidade polinomial.
O próximo teorema mostra que toda álgebra de dimensão finita é uma PI álgebra.
Teorema 1.3.1 Se A é uma álgebra de dimensão finita n então ela satisfaz a iden-
tidade
sn+1(x1, . . . , xn+1) =
∑
σ∈Sn+1
(−1)σxσ(1) . . . xσ(n+1).
Demonstração. Da definição de polinômio standard é óbvio que ele é igual a
zero se dois de seus argumentos são iguais. Sejam {e1, . . . , en} uma base do espaço
vetorial A e a1, . . . , an+1 elementos arbitrários da álgebra A. Podemos represen-
tar cada um dos elementos ai na forma de uma combinação linear dos elementos
e1, . . . , en com coeficientes em K. É fácil ver que a expressão sn+1(a1, . . . , an+1) é
uma combinação linear de termos da forma sn+1(ei1 , . . . , ein+1), onde cada eik é um
elemento do conjunto {e1, . . . , en}. Mas então existem dois argumentos na expressão
sn+1(ei1 , . . . , ein+1) que necessariamente coincidem e, portanto, ela deve ser igual a
zero. Logo, sn+1(a1, . . . , an+1) = 0. (Na verdade, a prova vem do fato de que como
a1, . . . , an+1 são linearmente dependentes então sn+1(a1, . . . , an+1) = 0.) 
Definição Um ideal I de uma álgebra A é um T-ideal se é invariante sob todos os
homomorfismos de A, ou seja, φ(I) ⊆ I para todo endomorfismo φ de A.
Teorema 1.3.2 O ideal das identidades de uma álgebra é um T-ideal de K〈X〉.
Demonstração. Sejam A uma álgebra, f(x1, . . . , xn) ∈ T (A) e φ um endomorfismo
de K〈X〉. Como φ(f(x1, . . . , xn)) = f(φ(x1), . . . , φ(xn)) e f(a1, . . . , an) = 0 para
quaisquer elementos a1, . . . , an de A, obtemos que φ(f(x1, . . . , xn)) ∈ T (A). Portanto,
φ(T (A)) ⊆ T (A). 
Teorema 1.3.3 Um ideal I de K〈X〉 é um T-ideal se, e somente se, f(f1, . . . , fn) ∈ I
para todo f(x1, . . . , xn) ∈ I e para quaisquer f1, . . . , fn ∈ K〈X〉.
Demonstração. Suponhamos que I seja um T-ideal de K〈X〉. Sejam f(x1, . . . , xn)
um polinômio de I e f1, . . . , fn ∈ K〈X〉. A aplicação φ : K〈X〉 → K〈X〉 definida por
φ(xi) = fi quando 1 ≤ i ≤ n e φ(xi) = 0 caso contrário é um endomorfismo de K〈X〉.
Logo, f(f1, . . . , fn) = φ(f(x1, . . . , xn)) ∈ I. Suponhamos agora que f(f1, . . . , fn) ∈
I para todo f(x1, . . . , xn) ∈ I e para quaisquer f1, . . . , fn ∈ K〈X〉. Se φ é um
endomorfismo de K〈X〉 então
φ(f(x1, . . . , xn)) = f(φ(x1), . . . , φ(xn)) ∈ I,
pois φ(x1), . . . , φ(xn) ∈ K〈X〉. 
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Teorema 1.3.4 Se I é um T-ideal de K〈X〉 então I = T (K〈X〉/I).
Demonstração. Sejam f(x1, . . . , xn) ∈ I e f1, . . . , fn elementos de K〈X〉. Como
f(f1, . . . , fn) ∈ I devido ao Teorema 1.3.3, temos que
f(f1 + I, . . . , fn + I) = f(f1, . . . , fn) + I = 0 + I.
Portanto, I ⊆ T (K〈X〉/I). Por outro lado, se f(x1, . . . , xn) ∈ T (K〈X〉/I) então
I = f(x1 + I, . . . , xn + I) = f(x1, . . . , xn) + I;
assim, f(x1, . . . , xn) ∈ I. Portanto, T (K〈X〉/I) ⊆ I. 
Definição Se B é um conjunto gerador de T (A) para uma álgebra A, dizemos que B
é uma base das identidades de A. Se B não contém propriamente nenhuma base de
A, B é chamada base minimal de T (A). Se S é um subconjunto de K〈X〉, o T-ideal
gerado por S é denotado por 〈S〉T . Em outras palavras, 〈S〉T é o ideal em K〈X〉
gerado pelos polinômios
{f(g1, g2, . . . , gn) | f(x1, x2, . . . , xn) ∈ S, gi ∈ K〈X〉}.
Se um polinômio f ∈ K〈X〉 pertence a 〈S〉T dizemos que f segue de S ou que f é
uma conseqüência de S. Dois subconjuntos de K〈X〉 são equivalentes se eles geram
o mesmo T-ideal.
Um dos principais problemas da Teoria de Identidades Polinomiais é encontrar,
para uma determinada álgebra, bases para suas identidades polinomiais. Seguem
alguns exemplos de bases de identidades polinomiais.
Exemplo Razmyslov [39] encontrou uma base com 9 identidades para a álgebra
M2(K), quando K é um corpo de característica zero. A demonstração desse re-
sultado é bastante complicada, consistindo em demonstrar primeiro que as identi-
dades polinomiais da álgebra de Lie sl2(K) têm base finita, e em utilizar depois as
chamadas identidades fracas satisfeitas pelo par (M2(K), sl2(K)). Recordamos que
um polinômio associativo f é uma identidade fraca para este par, se f anula-se sobre
os elementos de sl2(K). Aqui sl2(K) é a álgebra de Lie das matrizes 2× 2 com traço
0, onde a multiplicação é o comutador [a, b] = ab − ba para a, b ∈ sl2(K). Drensky,
utilizando pesadamente a teoria de representações dos grupos simétrico e geral linear,
em [15] melhorou esse resultado encontrando uma base minimal com 2 identidades, a
saber




h(x1, x2, x3) = [[x1, x2]
2, x3].
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Em seguida, Vasilovsky em [45] demonstrou que as identidades polinomiais da álgebra
de Lie sl2(K) admitem base que consiste de uma identidade só, desde que o corpo
K seja infinito e de característica p 6= 2, e desenvolveu métodos interessantes. Esses
métodos foram aplicados com sucesso em várias situações, ver por exemplo [46]. Em
[25], o resultado de Razmyslov sobre as identidades fracas de (M2(K), sl2(K)) foi
provado verdadeiro para característica p 6= 2, e algumas generalizações foram obtidas
em [26] e em [27].
Em [28] foi demonstrado que o resultado de Razmyslov e de Drensky sobre as
identidades polinomiais da álgebra M2(K) é válido para corpos infinitos com cara-
cterística prima p ≥ 7. Sabe-se também que o resultado acima é válido para corpos
infinitos de característica 5, e que em característica 3, a base minimal consiste das
duas identidades acima, mais uma identidade polinomial de grau 6, a saber
[x1, x2] ◦ (u ◦ v)− (1/8)([x1, u, v, x2] + [x1, v, u, x2]− [x2, u, x1, v]− [x2, v, x1, u])
onde u = [x3, x4], v = [x5, x6], a ◦ b = (1/2)(ab + ba), e os comutadores compridos
são lidos da esquerda para a direita, isto é, [a, b, c] = [[a, b], c] (observe que se a
característica de K for 3 então 1/8 = −1).
Ressaltamos que os métodos utilizados em característica positiva são baseados na
teoria de invariantes dos grupos clássicos. Essa teoria foi desenvolvida por Doubilet,
Rota e Stein [14] e em seguida por De Concini e Procesi em [10], de modo indepen-
dente da característica do corpo base. Nesta tese não precisaremos de tais métodos
algébricos, combinatórios e geométricos, portanto encerramos a discussão neste ponto.
Exemplo Maltsev e Kuzmin [35] provaram que o ideal das identidades da álgebra
das matrizes M2(K), onde K é um corpo finito com q elementos, é gerado pelos
polinômios
f1(x1, x2) = (x1 − xq1)(x2 − x
q2
2 )(1− [x1, x2]q−1),
f2(x1, x2) = (x1 − xq1) · (x2 − x
q
2)− [(x1 − x
q




onde x1 · x2 = x1x2 + x2x1.
Exemplo Regev e Krakowski [32] descobriram que sobre corpos de característica 0
todas as identidades da álgebra de Grassmann seguem da identidade [[x1, x2], x3] = 0.
Este último resultado generaliza-se facilmente para o caso de quaisquer corpos infini-
tos de característica p 6= 2. (Quando p = 2, a álgebra de Grassmann é comutativa,
portanto não muito “interessante” do ponto de vista da PI teoria. Pois no caso de
álgebras comutativas, um raciocínio bastante simples mostra que qualquer identidade
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polinomial que não seja seqüência da comutatividade, implica na nilpotência da álge-
bra.) Ressaltamos ainda que a álgebra de Grassmann E de um espaço V , dimV = ∞,
é um exemplo de uma álgebra PI que não satisfaz nenhuma das identidades standard
sn, n ≥ 1, em característica 0. Quando a característica do corpo é p > 2, a álgebra E
satisfaz a identidade sp+1. Um teorema de Kemer, ver [24], afirma que neste último
caso, toda PI álgebra satisfaz alguma identidade standard.
Em 1950, Specht [43] formulou o seguinte problema para álgebras associativas
sobre corpos de característica zero: Toda álgebra possui uma base finita para suas
identidades polinomiais? Essa pergunta, que ficou conhecida como Problema de
Specht, passou a ser uma das questões centrais da Teoria de Identidades Polinomiais e
foi finalmente respondida de modo afirmativo por Kemer em 1987 (vide [23] ou [22]).
Anteriormente, em 1973, Kruse [33] e Lvov [34] separadamente provaram que esse
problema tem resposta positiva para álgebras finitas. Foi encontrada uma resposta
negativa para o Problema de Specht no caso de álgebras infinitas sobre corpos de
característica positiva. Não vamos discutir em detalhes os avanços na resolução do
Problema de Specht pois é um assunto que merece atenção especial, envolve métodos e
técnicas pesados, e não está diretamente relacionado com o conteúdo da presente tese.
Mais adiante faremos uma exposição resumida de alguns pontos da teoria desenvolvida
por Kemer, com a finalidade de justificar o nosso interesse em estudos de identidades
graduadas em álgebras matriciais e de Grassmann. Referências adicionais e resultados
clássicos bem como recentes sobre o Problema de Specht e a história da sua solução,
podem ser encontradas no artigo de Belov [6].
Definição Seja I um subconjunto de K〈X〉. A variedade de álgebras V definida
pelo conjunto I é a classe de todas as álgebras que satisfazem cada identidade de I;
o conjunto I é o conjunto de identidades que definem a variedade V. É fácil ver que
o ideal I está contido no núcleo de qualquer homomorfismo da álgebra livre K〈X〉
numa álgebra da variedade V. A variedade trivial é a classe de álgebras que contém
apenas a álgebra nula (em outras palavras é a variedade cujo conjunto de identidades
que a definem é K〈X〉).
Definição Se A é uma classe de álgebras, o conjunto
T (A) = {f ∈ K〈X〉 | f ∈ T (A) para cada A ∈ A}
é um ideal de K〈X〉 chamado ideal das identidades da classe de álgebras A.
Obviamente se V é uma variedade de álgebras, o ideal das identidades T (V) é
um conjunto de identidades que definem (ou determinam) a variedade V. O próximo
teorema mostra que toda variedade possui uma álgebra livre.
Teorema 1.3.5 Sejam V uma variedade não-trivial de álgebras e π : K〈X〉 →
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K〈X〉/T (V) a projeção canônica. Então:
(i) a restrição de π a X é injetora;
(ii) a álgebra K〈X〉/T (V) é livre na variedade V com conjunto gerador livre π(X).
Demonstração. Provaremos primeiro que a restrição de π a X é injetora. Sejam
x1 e x2 elementos distintos de X tais que π(x1) = π(x2). Consideremos uma álgebra
não-nula A de V e um elemento não-nulo a de A. Então existe um homomorfismo
φ : K〈X〉 → A tal que φ(x1) = a e φ(x2) = 0. Como T (V) está contido no núcleo de
φ, existe um homomorfismo ψ : K〈X〉/T (V) → A para o qual ψ ◦ π = φ. Mas
a = φ(x1) = ψ ◦ π(x1) = ψ ◦ π(x2) = φ(x2) = 0,
o que é uma contradição.
A álgebra K〈X〉/T (V) é gerada pelo conjunto π(X) e pertence a V desde que
satisfaz todas as identidades de T (V). Mostraremos que essa álgebra é livre em
V com conjunto de geradores livres π(X). Sejam A ∈ V e σ uma aplicação de
π(X) em A. Como K〈X〉 é uma álgebra livre com conjunto gerador livre X, a
aplicação σ ◦ π : X → A estende-se a um homomorfismo ψ : K〈X〉 → A. Existe um
homomorfismo φ : K〈X〉/T (V) → A para o qual φ ◦ π = ψ, pois T (V) está contido
no núcleo de ψ. Se x ∈ X, então
φ(π(x)) = φ ◦ π(x) = ψ(x) = σ ◦ π(x) = σ(π(x));
ou seja, o homomorfismo φ estende a aplicação σ. Conseqüentemente, φ é o homo-
morfismo desejado. Assim, K〈X〉/T (V) é uma álgebra livre na variedade V e π(X)
é o seu conjunto gerador livre. 
Uma variedade de álgebras é claramente fechada sob as operações de tomar subál-
gebras, imagens homomorfas e produtos cartesianos. Uma variedade V de álgebras
é gerada por uma classe A de álgebras, se toda álgebra de V pode ser obtida das
álgebras de A por uma seqüência finita de aplicações dessas operações; denotamos
esse fato por V = V arA ou, quando a classe A contém apenas uma álgebra A, por
V = V arA. O clássico teorema de Birkhoff demonstra que uma classe não vazia de
álgebras é variedade se, e somente se, ela é fechada com respeito às três operações
acima descritas.
No próximo lema, listamos algumas propriedades básicas das variedades (omitimos
a demonstração por ser bastante fácil). É importante frisar que ele só é válido pois o
conjunto X é infinito.
Lema 1.3.1 Sejam A e B duas classes de álgebras e V uma variedade de álgebras.
(i) T (A) = ∩A∈AT (A) = T (V arA);
(ii) se A ⊆ B então T (B) ⊆ T (A);
(iii) A ⊆ V se, e somente se, T (V) ⊆ T (A);
(iv) se F é uma álgebra livre em V então T (V) = T (F ).
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Corolário 1.3.1 Se A é uma álgebra então T (V arA) = T (A).
Vários dos resultados e definições apresentados nesta seção e na anterior poderiam
ser generalizados para álgebras não necessariamente associativas (álgebras de Lie, de
Jordan, alternativas, entre outras), sobre anéis comutativos com identidade. Porém,
como as álgebras tratadas neste texto são principalmente a álgebra das matrizes e
a álgebra de Grassmann, desde este primeiro capítulo restringimos as definições a
álgebras associativas sobre corpos. Para definições e propriedades mais genéricas
sobre esse tema, o livro [50] é muito adequado.
1.4 Polinômios homogêneos, lineares e próprios
Definição Um monômio m tem grau k em xi se a variável xi ocorre em m exatamente
k vezes. Um polinômio f é homogêneo de grau k em xi, se todos os seus monômios
têm grau k em xi; denotamos isso por degxif = k. Um polinômio linear em xi é um
polinômio homogêneo de grau 1 em xi.
Definição Um polinômio é multi-homogêneo se para cada variável xi todos os seus
monômios têm o mesmo grau em xi. Um polinômio é multilinear se é linear em cada
variável. O grau de um monômio é o seu comprimento. O grau de um polinômio é o
grau de seu maior monômio.
Definição Se f é um polinômio de K〈X〉 de grau n e xk é uma variável de f , podemos





onde cada polinômio fi é homogêneo de grau i na variável xk. Cada polinômio fi é
uma componente homogênea de grau i em xk do polinômio f .
Os polinômios multilineares e multi-homogêneos desempenham um papel impor-
tante na busca de bases para identidades polinômiais sobre determinados tipos de
corpos. Esse fato, já observado por Specht [43] em 1950, está desenvolvido em deta-
lhes no próximo lema que também pode ser encontrado em [16], pp. 39–40.
Lema 1.4.1 Seja
f(x1, . . . , xm) =
n∑
i=0
fi(x1, . . . , xm) ∈ K〈X〉,
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onde fi é a componente homogênea de f de grau i em x1.
(i) Se o corpo K contém mais que n elementos então as identidades polinomiais
fi = 0, i = 0, 1, . . . , n, seguem de f = 0.
(ii) Se a característica do corpo K é 0 ou maior que o grau de f então f = 0 é
equivalente a um conjunto de identidades polinomiais multilineares.
Demonstração. (i) Seja I = 〈f〉T o T-ideal de K〈X〉 gerado por f . Escolhemos
n+ 1 elementos diferentes α0, α1, . . . , αn de K. Como I é um T-ideal,
f(αjx1, x2, . . . , xm) =
n∑
i=0
αijfi(x1, x2, . . . , xm) ∈ I, j = 0, 1, . . . , n.
Consideramos essas equações como um sistema linear com incógnitas fi, 0 ≤ i ≤ n.
Desde que o determinante∣∣∣∣∣∣∣∣∣∣∣
1 α0 α
2
0 · · · αn0
1 α1 α
2
1 · · · αn1
1 α2 α
2
2 · · · αn2
...
...










é o determinante de Vandermonde e é diferente de 0, temos que cada fi(x1, . . . , xm)
pertence a I, ou seja, as identidades polinomiais fi = 0 são conseqüências de f = 0.
(ii) Pela parte (i), podemos assumir que f(x1, . . . , xm) é multi-homogêneo. Seja
k = degx1f . Escrevemos f(y1 + y2, x2, . . . , xm) ∈ I na forma
f(y1 + y2, x2, . . . , xm) =
k∑
i=0
fi(y1, y2, x2, . . . , xm),
onde fi é a componente homogênea de grau i em y1. Logo fi ∈ I, 0 ≤ i ≤ k. Como
degyifi < k, i = 1, . . . , k− 1, j = 1, 2, aplicamos argumentos indutivos e obtemos um
conjunto de conseqüências multilineares de f = 0. A fim de ver que essas identidades
multilineares são equivalentes a f = 0, é suficiente ver que





f(y1, x2, . . . , xm),
e o coeficiente binomial é diferente de 0 porque assumimos que a característica do
corpo K é 0 ou maior que o grau do polinômio f . 
Observamos que o item (i) do lema acima significa que o polinômio f gera o mesmo
T-ideal como o gerado pelos polinômios fi, i = 0, 1, . . . , n.
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Corolário 1.4.1 Seja A uma álgebra.
(i) Se o corpo K é infinito então todas as identidades polinomiais de A seguem de
suas identidades multi-homogêneas.
(ii) Se o corpo K tem característica zero então todas as identidades polinomiais de A
seguem de suas identidades multilineares.
Quando a álgebra é unitária podemos restringir a busca de identidades polinomiais
a um determinado tipo de polinômios conforme explicamos abaixo.
Definição O comutador de comprimento n é definido indutivamente por [x1, x2] =
x1x2 − x2x1 para n = 2 e por
[x1, . . . , xn−1, xn] = [[x1, . . . , xn−1], xn]
para n ≥ 2. Um polinômio f ∈ K〈X〉 é chamado polinômio próprio (ou comutador)
se é uma combinação linear de produtos de comutadores
f(x1, . . . , xm) =
∑
αi,...,j[xi1 , . . . , xip ] . . . [xj1 , . . . , xjq ], αi,...,j ∈ K.
(Assumimos que 1 é um produto de um conjunto vazio de comutadores.) Denotamos
por B(X) o conjunto de todos os polinômios próprios em K〈X〉.
O próximo lema mostra a importância dos polinômios comutadores para encontrar
uma base das identidades de uma álgebra unitária. Sua prova não é complicada e pode
ser encontrada em [16], Proposição 4.3.3, pp. 42–44. A demonstração está baseada
no teorema de Poincaré, Birkhoff e Witt sobre a álgebra universal envolvente de uma
álgebra de Lie, e, mais especificamente, que a álgebra K〈X〉 é a universal envolvente
da álgebra livre de Lie livremente gerada pelo conjunto X.
Lema 1.4.2 Se A é uma álgebra unitária sobre um corpo infinito, então todas as
identidades polinomiais de A seguem das suas identidades próprias (ou seja, daquelas
em T (A) ∩ B(X)). Se A é uma álgebra unitária sobre um corpo de característica
0, então todas as identidades polinomiais de A seguem das suas identidades próprias
multilineares.
1.5 Álgebras graduadas
As bases de identidades polinomiais para álgebras são ainda pouco conhecidas. Os
poucos resultados descobertos até agora resumem-se basicamente em bases para as
seguintes álgebras: matrizes de ordem 2 sobre corpos de característica diferente de
2, as matrizes de ordem 3 e 4 sobre corpos finitos, matrizes triangulares superiores
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de qualquer ordem sobre corpos infinitos, a álgebra de Grassmann, e o quadrado
tensorial da álgebra de Grassmann sobre corpos de característica 0. Assim, somos
levados a pesquisar outros tipos de identidades polinomiais como identidades fracas
(já discutimos de modo informal tais identidades), identidades com traço (isto é, além
das operações usuais da álgebra, temos mais uma operação unária — o traço, e os
“polinômios” envolvem, além das variáveis usuais, traços), e identidades graduadas,
que fornecem informações sobre as identidades polinomiais ordinárias. As identidades
com traço da álgebra Mn(K), por exemplo, foram descritas por Procesi [38] e por
Razmyslov [40]. Esse resultado é um dos mais abrangentes e gerais, e de grande
importância para a PI teoria.
O interesse no estudo de identidades graduadas sobre um corpo de característica
0 é justificado pela relação entre as identidades graduadas e as ordinárias que é uma
das peças chave da teoria estrutural de T-ideais desenvolvida por Kemer (veja [23]).
Embora em característica positiva não exista tal relação, as identidades graduadas
são ainda de interesse (veja por exemplo [7, 8]).
Até o final desta seção, fixamos G como um grupo abeliano aditivo.
Definição Uma álgebra G-graduada A =
∑
g∈GAg é uma álgebra que pode ser ex-
pressa como a soma direta da família de subespaços {Ag | g ∈ G} de A tais que
AgAh ⊆ Ag+h para quaisquer g, h ∈ G.
Definição Uma álgebraG-graduada A possuiG-graduação trivial se A0 = A e Ag = 0
para 0 6= g ∈ G.
Definição Uma aplicação φ : A → B entre álgebras G-graduadas é um homomor-
fismo G-graduado se φ(Ag) ⊆ Bg para todo g ∈ G. Do mesmo modo, são definidos
isomorfismo, endomorfismo e automorfismo G-graduados.
Definição Um subespaço B de uma álgebra G-graduada A é G-graduado se é a soma
direta das interseções B ∩ Ag.
Definição Seja A um álgebra G-graduada. Um elemento a de A é homogêneo se
existe g ∈ G tal que a ∈ Ag; nesse caso, dizemos que g é o grau homogêneo do
elemento a e denotamos α(a) = g. Se a =
∑
ag∈Ag ag, dizemos que ag é a componente
homogênea de grau g de a.
Os próximos dois lemas têm demonstrações bastante diretas.
Lema 1.5.1 Sejam A uma álgebra G-graduada e B uma subálgebra de A. As afir-
mações a seguir São equivalentes:
(i) B é uma subálgebra G-graduada de A;
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(ii) B é uma álgebra G-graduada tal que Bg ⊆ Ag para cada g ∈ G;
(iii) As componentes homogêneas de cada elemento de B pertencem a B.
O centro Z(A) de uma álgebra G-graduada A é uma subálgebra G-graduada. Para
ver isso, considere ag a componente homogênea de grau g de um elemento a ∈ Z(A)
e x um elemento homogêneo de A. Como ax = xa, temos que agx = xag. Assim,
o elemento ag comuta com qualquer elemento homogêneo de A e, portanto, com
qualquer elemento de A. Logo, ag ∈ Z(A).
Lema 1.5.2 Se I é um ideal G-graduado de uma álgebra G-graduada A então A/I
é uma álgebra G-graduada considerando (A/I)g = {a+ I | a ∈ Ag}.
É fácil ver que se φ : A → B é um homomorfismo G-graduado então kerφ é um
ideal G-graduado de A e φ(A) é uma subálgebra G-graduada de B tal que φ(A)g =
φ(Ag) para todo g ∈ G. Além disso, o Teorema do Isomorfismo é válido para álgebra
graduadas, ou seja, a álgebra quociente A/ kerφ é isomorfa à imagem φ(A).
Podemos definir uma G-graduação para a álgebra livre K〈X〉. Seja {Xg | g ∈ G}
uma família de subconjuntos disjuntos e enumeráveis de X tais que X = ∪g∈GXg.
Uma variável x ∈ X tem grau homogêneo g, denotado por α(x) = g, se x ∈ Xg. O
conjunto dos monômios
{xi1xi2 . . . xik | xi1 , xi2 , . . . , xik ∈ X, k ∈ N}
é uma base da álgebra livre K〈X〉 como espaço vetorial. O grau homogêneo de um
monômio m = xi1xi2 . . . xik é definido como α(m) = α(xi1) + α(xi2) + · · · + α(xik).
Para g ∈ G, denote por K〈X〉g o subespaço de K〈X〉 gerado por todos os monômios
com grau homogêneo g. Note que K〈X〉gK〈X〉h ⊆ K〈X〉g+h para quaisquer g e h
em G. Portanto, esta decomposição define uma G-graduação para a álgebra K〈X〉.
Definição Um ideal I de uma álgebraG-graduada A é um TG-ideal se é invariante sob
todos os endomorfismos G-graduados de A, ou seja, φ(I) ⊆ I para todo endomorfismo
G-graduado φ de A.
Definição Um polinômio f(x1, . . . , xm) ∈ K〈X〉, ou a expressão f(x1, . . . , xm) = 0, é
uma identidade polinomial G-graduada da álgebra G-graduada A se f(a1, . . . , am) = 0
para quaisquer a1, . . . , am ∈ ∪α∈GAα tais que ai ∈ Aα(xi), i = 1, . . . ,m. O conjunto
TG(A) de todas as identidades graduadas de uma álgebra G-graduada A é um TG-
ideal de K〈X〉 chamado ideal das identidades G-graduadas da álgebra A.
As álgebras graduadas com identidades polinômiais possuem propriedades análo-
gas às álgebras não-graduadas com respeito a T -ideais, variedades, polinômios linea-
res, polinômios homogêneos, etc.
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O próximo lema fornece alguma informação sobre as identidades ordinárias a partir
de identidades graduadas.
Lema 1.5.3 Se A e B são álgebras G-graduadas tais que TG(A) ⊆ TG(B) então
T (A) ⊆ T (B).












x1g, . . . ,
∑
g∈G
xmg) ∈ TG(A) ⊆ TG(B).
Logo f(b1, . . . , bm) = f(
∑
g∈G b1g, . . . ,
∑
g∈G bmg) = 0. Assim T (A) ⊆ T (B). 
Corolário 1.5.1 Se duas álgebras têm as mesmas identidades graduadas então elas
têm as mesmas identidades ordinárias.
Daremos abaixo um contra-exemplo para a inversa desse corolário.
Um grupo importante para estudar identidades graduadas são os inteiros módulo
2. Para esse grupo utilizamos algumas notações particulares.
Definição Numa álgebra Z2-graduada A, o subespaço A0 é chamado subespaço par
e seus elementos são os elementos pares, ao passo que o subespaço A1 é chamado
subespaço ímpar e seus elementos são os elementos ímpares.
A álgebra de Grassmann E = E0 ⊕ E1 é uma álgebra Z2-graduada, onde E0 é o
subespaço par e E1 é o subespaço ímpar.
A álgebra livre K〈X〉 também tem algumas notações especiais no caso de Z2-
graduação. Sejam Y = {yi | i ∈ N} e Z = {zi | i ∈ N} dois subconjuntos disjuntos
de X tais que X = Y ∪ Z. Assumimos que as variáveis do conjunto Y têm grau par
e as variáveis do conjunto Z têm grau ímpar. Portanto, um monômio tem grau par
(ímpar) se possui um número par (ímpar) de variáveis do conjunto Z.
Do mesmo modo que no caso das identidades ordinárias, estamos interessados em
encontrar bases para as identidades graduadas. A fim de encontrarmos uma base
para as identidades Z2-graduadas da álgebra de Grassmann, vamos recordar um fato
simples de álgebra linear.
Lema 1.5.4 Sejam U1 e U2 dois subespaços de um espaço vetorial V tais que U1 ⊆
U2. Se v1, . . . , vn são elementos de V tais que o conjunto {v1 +U1, . . . , vn +U1} gera
V/U1 e o conjunto {v1 +U2, . . . , vn +U2} é linearmente independente em V/U2 então
U1 = U2.
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Demonstração. Seja u um elemento de U2. Por hipótese, existem escalares
α1, . . . , αn tais que u + U1 = α1(v1 + U1) + · · · + αn(vn + Un); logo, u − α1v1 +
· · · + αnvn ∈ U1 ⊆ U2. Assim, 0 + U2 = u + U2 = α1v1 + · · · + αnvn + U2 =
α1(v1 + U2) + · · ·+ αn(vn + U2). Portanto, α1 = · · · = αn = 0 e u ∈ U1. 
Proposição 1.5.1 Se o corpo K é infinito e de característica diferente de 2 então
todas as identidades polinomiais Z2-graduadas da álgebra de Grassmann seguem de
y1y2 = y2y1, y1z1 = z1y1 e z1z2 = −z2z1. Se o corpo K é infinito e de característica 2
então todas as identidades polinomiais Z2-graduadas da álgebra de Grassmann seguem
de y1y2 = y2y1, y1z1 = z1y1, z1z2 = z2z1 e z21 = 0.
Demonstração. Suponhamos que K tenha característica diferente de 2. Seja I
o ideal das identidades Z2-graduadas de K〈X〉 gerado pelas identidades graduadas
y1y2 = y2y1, y1z1 = z1y1 e z1z2 = −z2z1. Claramente I ⊆ T2(E). Seja C o conjunto
dos monômios yi1 . . . yikzj1 . . . zjl tais que i1 ≤ · · · ≤ ik e j1 < · · · < jl. É fácil ver
que o conjunto {m + I | m ∈ C} gera o espaço vetorial K〈X〉/I. Vamos provar
que o conjunto {m + T2(E) | m ∈ C} é linearmente independente no espaço vetorial
K〈X〉/T2(E). Sejam m1, . . . ,mn elementos de C e α1, . . . , αn elementos do corpo K
tais que α1m1 + . . .+αnmn ∈ T2(E); queremos mostrar que α1 = · · · = αn = 0. Como
o corpo K é infinito, pelo Lema 1.4.1, podemos supor que αimi ∈ T2(E) para cada
i ∈ {1, . . . , n}. Fazendo as substituições yi 7→ 1 e zi 7→ ei no monômio mi, temos que
αi = 0. Aplicando o Lema 1.5.4, concluímos a prova. Se o corpo K tem característica
2, pelo mesmo raciocínio concluímos a prova. 
Podemos agora dar um exemplo que mostra que a recíproca do Corolário 1.5.1 não
é válida. Consideremos na álgebra de Grassmann E duas graduações. A primeira é
a graduação da proposição anterior. A outra é a graduação trivial, onde y1y2 = y2y1
não é uma identidade graduada. Portanto, uma mesma álgebra pode ter identidades
graduadas diferentes conforme a graduação.
Enunciamos um lema para identidades Z2-graduadas correspodente ao Lema 1.4.2.
Lema 1.5.5 Se f(y1, . . . , ym, z1, . . . , zn) ∈ K〈X〉 é um polinômio multi-homogêneo,
então ele é equivalente como identidade graduada a uma coleção finita de identidades
graduadas tais que as variáveis y1, . . . , ym aparecem em cada um deles apenas em
comutadores.
Demonstração. A prova é a mesma que a da Proposição 4.3.3 de [16]. Note que
podemos substituir xi por xi + 1 apenas quando xi ∈ Y , pois 1 ∈ K〈X〉 pertence a
K〈X〉0. 
Denote como B2(X) o conjunto dos polinômios f em K〈X〉 tais que toda variável
yi aparece em comutadores na expansão de f .
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Corolário 1.5.2 Se I é um T2-ideal de K〈X〉 então I é gerado como T2-ideal pelo
conjunto I ∩B2(X).
No próximo capítulo consideraremos álgebras graduadas e suas identidades poli-
nomiais. Recordamos agora alguns fatos da teoria de A. Kemer [23] sobre a estrutura
dos T-ideais. Essa teoria foi desenvolvida para álgebras sobre corpos de característica
0, portanto assumimos até o fim desta seção que a característica do corpo K é 0.
Sejam U e V duas variedades de álgebras, denotamos por UV o produto de U e
V , isto é, a classe de todas as álgebras A que possuem um ideal I tal que I ∈ V ,






tais que A ∈ Mk(E0), D ∈ Ml(E0) e B e C são
matrizes k × l e l × k, respectivamente, com entradas de E1.
Um T-ideal I em K〈X〉 é chamado T-primo, se ele é primo dentro da classe de
todos T-ideais. Em outras palavras, se I1 e I2 são T-ideais e I1I2 ⊆ I então I1 ⊆ I
ou I2 ⊆ I. O T-ideal J é semiprimo, se J21 ⊆ J implica J1 ⊆ J para todo T-ideal J1.
Isto quer dizer que não existem T-ideais nilpotentes e não nulos na álgebra K〈X〉/J .
Os seguintes resultados foram demonstrados em [23, Capítulo 1].
1. Se V é uma variedade não trivial então V = NkW onde Nk é a variedade das
álgebras nilpotentes de índice k, e W é a maior variedade semiprima que está
contida em V .
2. O T-ideal I é semiprimo se e somente se I = I1 ∩ I2 ∩ . . . ∩ Iq para algum q e
alguns T-ideais primos Ij.
3. Os únicos T-ideais que são T-primos são 0, K〈X〉 e os T-ideais das álgebras
Mn(K), Mn(E) e Mk,l(E).
Se A = A0 ⊕ A1 é uma álgebra Z2-graduada, denotamos por E(A) o envelope de
Grassmann de A, isto é, E(A) = A0 ⊗ E0 ⊕ A1 ⊗ E1.
Kemer demonstrou ainda os seguintes resultados, ver [23, Capítulo 1].
1. Todo T-ideal não-trivial coincide com o T-ideal do envelope de Grassmann de
uma álgebra Z2-graduada e finitamente gerada.
2. O T-ideal de qualquer álgebra Z2-graduada e finitamente gerada coincide com
o T-ideal de alguma álgebra Z2-graduada de dimensão finita.
3. Dos dois resultados acima segue que todo T-ideal não-trivial coincide com o T-
ideal do envelope de Grassmann de alguma álgebra Z2-graduada de dimensão
finita.
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Um dos corolários mais importantes dos resultados mencionados acima foi a
solução positiva do problema de Specht em característica 0.
Como a teoria de Kemer está baseada fortemente em propriedades de identi-
dades Z2-graduadas, isso induziu vários estudos sobre as identidades de álgebras Z2-
graduadas. Indicamos o artigo [5] para detalhes e mais referências.
Quando consideramos álgebras sobre corpos de característica positiva, a teoria de
Kemer não se aplica imediatamente. Em primeiro lugar, surgem novos T-ideais que
são T-primos (os chamados T-ideais irregulares). A sua descrição está bem longe
de ser completa, e uma parte da teoria de Kemer pode ser transferida somente para
álgebras livres e finitamente geradas. Por outro lado, o problema de Specht em
característica positiva tem resposta negativa. Mas as identidades graduadas podem
ser usadas no estudo das identidades polinomiais em álgebras mesmo em característica
positiva. Alguns exemplos nós exibiremos nos capítulos a seguir. Outros podem ser
encontrados em [5] e na bibliografia desse artigo.
Capítulo 2
Matrizes sobre corpos infinitos
2.1 Identidades Z2-graduadas de M2(K)













| b, c ∈ K
}
.
Di Vincenzo [11] provou que sobre corpos de característica 0 todas as identidades
graduadas dessa álgebra seguem de y1y2 = y2y1 e z1z2z3 = z3z2z1. Ao estudar iden-
tidades polinômiais sobre corpos de característica 0, conforme vimos no Lema 1.4.1,
temos uma vantagem pois podemos considerar apenas os polinômios multilineares.
Porém, para corpos de característica positiva não podemos contar com esse recurso.
No caso de corpos infinitos, as contas são mais complicadas que no caso de caracterís-
tica 0, mas ainda temos uma vantagem semelhante que é o fato de poder considerar
apenas polinômios multi-homogêneos (vide Lema 1.4.1). Assim, foi provado que o
resultado de Di Vincenzo é válido para corpos infinitos de qualquer característica,
veja [29]. Reproduziremos nesta seção a demonstração desse fato.
É bem conhecido o resultado clássico que a álgebra das matrizes genéricas de
ordem n é isomorfa à álgebra relativamente livre K〈X〉/T (Mn(K)) da variedade das
matrizes n× n (veja por exemplo Seção 7.2 de [16], pp. 86–87). Usaremos uma idéia
semelhante para álgebras graduadas. Todas as seções deste capítulo utilizam um
método bastante semelhante. Considerando uma álgebra G-graduada A, inicialmente
construímos uma álgebra graduada livre F que é isomorfa à álgebra K〈X〉/TG(A). A
seguir trabalhamos na álgebra graduada F ao invés da álgebra K〈X〉/TG(A).
Até o final desta seção, assumimos que K é um corpo infinito.
Seja Ω = K[ti, ui, vi, wi | i ∈ N] a álgebra dos polinômios comutativos gerada
pelas variáveis ti, ui, vi e wi. A álgebra M2(Ω) possui uma graduação semelhante à
20
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| f2, f3 ∈ Ω
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para i ∈ N.
Lema 2.1.1 A álgebra Z2-graduada relativamente livre K〈X〉/T2(M2(K)) é isomorfa
à álgebra F .
Demonstração. A prova é análoga àquela para matrizes genéricas. A aplicação
φ : K〈X〉 → F definida por φ(f(y1, . . . , ym, z1, . . . , zn)) = f(A1, . . . , Am, B1, . . . , Bn)
é um homomorfismo Z2-graduado. Claramente, φ é sobrejetora. Além disso, um
simples cálculo mostra que kerφ = T2(M2(K)) e φ induz um isomorfismo. 
Seja I o ideal das identidades Z2-graduadas de K〈X〉 gerado pelas identidades
graduadas y1y2 = y2y1 e z1z2z3 = z3z2z1.
Lema 2.1.2 A álgebra Z2-graduada M2(K) satisfaz todas as identidades graduadas
do T2-ideal I.
Demonstração. Basta verificar que as identidades y1y2 = y2y1 e z1z2z3 = z3z2z1
pertencem a T2(M2(K)). 
Uma seqüência básica s = (a1, . . . , ap, b1, . . . , bq, c1, . . . , cr, d1, . . . , ds) é uma se-
qüência de números naturais tais que
(i) p ≥ 0, q ≥ 0, r ≥ 0, s ≥ 0;
(ii) a1 ≤ · · · ≤ ap, b1 ≤ · · · ≤ bq, c1 ≤ · · · ≤ cr, d1 ≤ · · · ≤ ds;
(iii) s ≤ r ≤ s+ 1;
(iv) se r = 0 então q = 0.
À seqüência básica s associamos o monômio
ms =
{
ya1 . . . yapzc1yb1 . . . ybqzd1zc2zd2 . . . zcszds se r = s,
ya1 . . . yapzc1yb1 . . . ybqzd1zc2zd2 . . . zcszdszds+1 se r = s+ 1.
Seja C o conjunto de todos os monômios associados a seqüências básicas. Note que
o monômio 1 pertence a C, pois está associado à seqüência vazia.
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Lema 2.1.3 O conjunto {m + T2(M2(K)) | m ∈ C} é linearmente independente no
espaço vetorial K〈X〉/T2(M2(K)).
Demonstração. Sejam m1,. . . ,mn elementos de C e α1,. . . ,αn elementos do corpo
K tais que α1m1 + · · · + αnmn ∈ T2(M2(K)). Vamos provar que α1 = · · · = αn = 0.
Como o corpo K é infinito, podemos supor que os monômios m1,. . . ,mn são multi-
homogêneos. Denote por m o elemento de M2(Ω) obtido pelas substituições yi 7→ Ai
e zi 7→ Bi no monômio m ∈ C. Se s = (a1, . . . , ap, b1, . . . , bq, c1, . . . , cr, d1, . . . , ds) é
uma seqüência básica então
ms =
{
ω1e11 + ω2e22 se r = s,
ω1e12 + ω2e21 se r = s+ 1,
onde
ω1 = ta1 . . . tapub1 . . . ubqvc1 . . . vcswd1 . . . wds
ω2 = tb1 . . . tbqua1 . . . uapvd1 . . . vdswc1 . . . wcs .
Assim, é fácil ver que existe uma bijeção entre C e o subconjunto {m | m ∈ C} de
F . Desse modo, se α1m1 + · · · + αnmn ∈ T2(F ) então α1 = · · · = αn = 0, pois as
matrizes m1, . . . , mn são linearmente independentes em F . Pelo Lema 2.1.1, sabemos
que α1m1 + · · ·+ αnmn ∈ T2(F ) e a prova do lema está concluída. 
Apresentamos agora o principal teorema desta seção.
Teorema 2.1.1 Todas as identidades polinomiais graduadas da álgebra Z2-graduada
M2(K) seguem das identidades y1y2 = y2y1 e z1z2z3 = z3z2z1.
Demonstração. Se f ∈ K〈X〉0 então yif − fyi pertence a I. Assim todo elemento
de K〈X〉/I é uma combinação linear de elementos da forma m1ze1m2ze2ze3 . . . zek + I
onde m1 e m2 são monômios formados apenas por yi’s. Devido à identidade y1y2 =
y2y1, podemos supor que os índices das variáveis em m1 e m2 crescem (com possíveis
repetições). Pela identidade z1z2z3 = z3z2z1, assumimos que e1 ≤ e3 ≤ e5 ≤ · · · e
e2 ≤ e4 ≤ e6 ≤ · · ·. Note que se e1 > e3 num monômio, então usamos o fato de
que ze1(m2ze2)ze3 − ze3(m2ze2)ze1 pertence a I. Assim, concluímos que o conjunto
{m + I | m ∈ C} gera o espaço vetorial K〈X〉/I. Sabemos, pelo Lema 2.1.2, que
I ⊆ T2(M2(K)). Aplicando os Lemas 2.1.3 e 1.5.4, concluímos a prova. 
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2.2 Identidades Zn-graduadas de Mn(K)
Podemos generalizar o resultado da seção anterior considerando na álgebra Mn(K)
uma Zn-graduação. Vasilovsky [48] provou que quando K é um corpo de caracterís-
tica 0 todas as identidades Zn-graduadas da álgebra Mn(K) seguem das identidades
x1x2 = x2x1 com α(x1) = α(x2) = 0 e x1x2x3 = x3x2x1 com α(x1) = −α(x2) = α(x3).
Utilizando matrizes genéricas foi provado [2] que o resultado de Vasilovsky é válido
para corpos infinitos.
Até o final desta seção, assumimos que K é um corpo infinito.
Inicialmente vamos definir uma Zn-graduação para Mn(K). Para cada α ∈ Zn,
seja Mn(K)α o subespaço de Mn(K) gerado por todas as matrizes unidade eij tais
que j − i = α. Assim, Mn(K)0 consiste das matrizes da forma

a1,1 0 · · · 0
0 a2,2 · · · 0
...
... . . .
...
0 0 · · · an,n
 , a1,1, a2,2, . . . , an,n ∈ K,
e, para 0 < t ≤ n− 1, Mn(K)t consiste das matrizes da forma

0 · · · 0 a1,t+1 0 · · · 0




... . . .
...
0 · · · 0 0 0 · · · an−t,n
an−t+1,1 · · · 0 0 0 · · · 0





0 · · · an,t 0 0 · · · 0

,
onde a1,t+1, a2,t+2, . . . , an−t,n, an−t+1,1, . . . , an,t ∈ K. Como eijejs = eis e eijers = 0 se
j 6= r, segue que Mn(K)pMn(K)q ⊆Mn(K)p+q para p, q ∈ {0, 1, . . . , n− 1}; portanto
a decomposição acima define uma Zn-graduação para a álgebra Mn(K).
Seja Ω = K[y(α)i | i ∈ N, α ∈ Zn] a álgebra dos polinômios comutativos gerada
pelas variáveis y(α)i . Para cada α ∈ Zn, seja Mn(Ω)α o subespaço de Mn(Ω) que
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consiste das matrizes da forma
0 · · · 0 f1 0 · · · 0




... . . .
...
0 · · · 0 0 0 · · · fn−i
fn−i+1 · · · 0 0 0 · · · 0





0 · · · fn 0 0 · · · 0

,
onde f1, . . . , fn ∈ Ω e i = α. O próximo lema mostra que a decomposicão acima




0 · · · 0 a1 0 · · · 0




... . . .
...
0 · · · 0 0 0 · · · an−i
an−i+1 · · · 0 0 0 · · · 0










0 · · · 0 b1 0 · · · 0




... . . .
...
0 · · · 0 0 0 · · · bn−j
bn−j+1 · · · 0 0 0 · · · 0





0 · · · bn 0 0 · · · 0

matrizes de Mn(Ω), onde 0 ≤ i, j ≤ n− 1. Então
AB =

0 · · · 0 a1bi1 0 · · · 0




... . . .
...
0 · · · 0 0 0 · · · axbix
ax+1bix+1 · · · 0 0 0 · · · 0





0 · · · anbin 0 0 · · · 0

onde ik = (i+ k − 1) mod n+ 1 e x = n− (i+ j) mod n.
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Demonstração. O elemento a1 está na posição (1, i+ 1) da matriz A. Logo, como
k = 1, temos que i1 = i+ 1 = (i+ k − 1) mod n+ 1.
Para k ≥ 2, a posição do elemento ak é (k, i + k) se i + k ≤ n ou (k, i + k − n)
se i + k > n. Logo, a posição de ak é (k, (i + k − 1) mod n + 1). Portanto, ik =
(i+ k − 1) mod n+ 1.
O elemento axbix está na última coluna da matriz AB. Por outro lado, como bn−j
está na última coluna da matriz B, sabemos que n − j = ix. Portanto, n − j =
(i+ x− 1) mod n+ 1. Há dois possíveis casos:
Caso 1: 0 ≤ i + x − 1 < n. Então n − j = i + x, donde x = n − (i + j). Como
1 ≤ x ≤ n, temos que 0 ≤ i+ j ≤ n− 1. Logo x = n− (i+ j) mod n.
Caso 2: n ≤ i+x−1 ≤ 2n−2. Então n− j = i+x−n, donde x = n− (i+ j−n).
Como 1 ≤ x ≤ n, temos que 0 ≤ i+ j−n ≤ n− 1. Logo x = n− (i+ j−n) mod n =
n− (i+ j) mod n. 
Denote por F a subálgebra Zn-graduada de Mn(Ω) gerada pelas matrizes
Ai =

0 · · · 0 y(0)i 0 · · · 0




... . . .
...
0 · · · 0 0 0 · · · y(−α(xi)−1)i
y
(−α(xi))
i · · · 0 0 0 · · · 0





0 · · · y(n−1)i 0 0 · · · 0

para i ∈ N.
Lema 2.2.2 A álgebra Zn-graduada relativamente livre K〈X〉/Tn(Mn(K)) é isomor-
fa à álgebra F .
Demonstração. A aplicação φ : K〈X〉 → F definida por φ(f(x1, . . . , xm)) =
f(A1, . . . , Am) é um homomorfismo Zn-graduado. Claramente, φ é sobrejetora. Além
disso, um simples cálculo mostra que kerφ = Tn(Mn(K)) e φ induz um isomorfismo.
Seja I o ideal das identidades Zn-graduadas de K〈X〉 gerado pelas identidades
graduadas x1x2 = x2x1 com α(x1) = α(x2) = 0 e x1x2x3 = x3x2x1 com α(x1) =
−α(x2) = α(x3).
Lema 2.2.3 A álgebra Zn-graduada Mn(K) satisfaz todas as identidades graduadas
do Tn-ideal I.
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Demonstração. Como quaisquer duas matrizes diagonais comutam, a identidade
graduada x1x2 = x2x1 com α(x1) = α(x2) = 0 é válida em Mn(K). Sendo mul-
tilineares as identidades x1x2x3 = x3x2x1 com α(x1) = −α(x2) = α(x3), é sufi-
ciente mostrar que elas são válidas para x1 = eij ∈ Mn(K)t, x3 = ekl ∈ Mn(K)t e
x2 = ers ∈Mn(K)−t, onde 0 < t ≤ n− 1. Observe que
j =
{
i+ t se j − i ≥ 0,
i+ t− n se j − i < 0;
k =
{
l − t se l − k ≥ 0,
l − t+ n se l − k < 0;
r =
{
s+ t se s− r < 0,
s+ t− n se s− r ≥ 0.
Note que eijersekl 6= 0 se e somente se j = r e s = k. Afirmamos que nesse caso
i = s = k e j = r = l. Observe que se j = i + t e r = s + t − n então, como j = r,
segue que n = s− i, o que é impossível. Por isso, as igualdades j = i+t e r = s+t−n
não podem ocorrer simultaneamente. O mesmo vale para as igualdades k = l− t+ n
e r = s + t. Assim, quando j = i + t, temos que r = s + t e k = l − t, de modo que
k = s = r−t = j−t = i e r = j = i+t = k+t = l. Analogamente, quando j = i+t−n,
temos que r = s + t − n e k = l − t + n, donde k = s = r − t + n = j − t + n = i
e r = j = i + t − n = k + t − n = l. Logo, eijersekl 6= 0 se e somente se i = s = k
e j = r = l. Similarmente, temos que eklerseij 6= 0 se e somente se k = s = i e
l = r = j. Portanto, se eijersekl 6= 0 então eijersekl = eil = ekj = eklerseij, senão,
eijersekl = 0 = eklerseij. 
Lema 2.2.4 Para todo monômio 0 6= m(x1, . . . , xm) ∈ K〈X〉 de comprimento q,
existem inteiros 1 ≤ i1 ≤ · · · ≤ iq ≤ m e elementos α1, . . . , αq de Zn tais que
m(A1, . . . , Am) =

0 · · · 0 ω0 0 · · · 0




... . . .
...
0 · · · 0 0 0 · · · ω−α(m)−1
ω−α(m) · · · 0 0 0 · · · 0





0 · · · ωn−1 0 0 · · · 0

onde ωδ = y
(α1+δ)
i1




Demonstração. Usamos indução sobre q. Se q = 1, obviamente temos o re-
sultado. Se q > 1, então existe um monômio 0 6= n(x1, . . . , xm) ∈ K〈X〉 tal que
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m(x1, . . . , xm) = n(x1, . . . , xm)xi, onde 1 ≤ i ≤ m. Pela hipótese de indução e o
Lema 2.2.1, podemos concluir a prova. 
Lema 2.2.5 Sejam m(x1, . . . , xm) e n(x1, . . . , xm) dois monômios de K〈X〉. Se as
matrizes m(A1, . . . , Am) e n(A1, . . . , Am) têm na primeira linha a mesma entrada
não-nula então m(x1, . . . , xm) ≡ n(x1, . . . , xm)(modI).
Demonstração. Se m(A1, . . . , Ak) e n(A1, . . . , Ak) têm na primeira linha a mesma
entrada não-nula, vemos pelo Lema 2.2.4 que m(A1, . . . , Ak) = n(A1, . . . , Ak). Seja
q o comprimento de m. Usaremos indução sobre q. Se q = 1, obviamente temos o
resultado. Suponhamos então que q > 1.
Suponhamos que xp é uma variável de m(x1, . . . , xk) e m1 e m2 são dois monômios
de K〈X〉 tais que m = m1xpm2. Pelo Lema 2.2.4, sabemos que existem monômios
ω1, . . . , ωn, η1, . . . , ηn de Ω e inteiros 0 ≤ i, j ≤ n− 1 tais que
m1(A1, . . . , Ak) =

0 · · · 0 ω1 0 · · · 0




... . . .
...
0 · · · 0 0 0 · · · ωn−i
ωn−i+1 · · · 0 0 0 · · · 0





0 · · · ωn 0 0 · · · 0

e
m2(A1, . . . , Ak) =

0 · · · 0 η1 0 · · · 0




... . . .
...
0 · · · 0 0 0 · · · ηn−j
ηn−j+1 · · · 0 0 0 · · · 0





0 · · · ηn 0 0 · · · 0

.
Observe que os graus homogêneos de m1(A1, . . . , Ak) e m2(A1, . . . , Ak) em F são
respectivamente i e j. Pelo Lema 2.2.1, temos que m1(A1, . . . , Ak)Ap é igual a
0 · · · 0 ω1y(α1)p · · · 0
...
...
... . . .
...
0 · · · 0 0 · · · ωxy(αx)p
ωx+1y
(αx+1)
p · · · 0 0 · · · 0




0 · · · ωny(αn)p 0 · · · 0

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onde αr = (i+ r − 1) e x = n − (i + ap)) mod n, sendo α(xp) = ap. Logo a matriz
m(A1, . . . , Ak) = m1(A1, . . . , Ak)Apm2(A1, . . . , Ak) é igual a
0 · · · 0 ω1y(i1)p ηj1 · · · 0
...
...
... . . .
...
0 · · · 0 0 · · · ωyy(iy)p ηjy
ωy+1y
(iy+1)
p ηjy+1 · · · 0 0 · · · 0




0 · · · ωny(in)p ηjn 0 · · · 0

onde js = (n − x + s − 1) mod n + 1 e y = n − (n − x + j) mod n. Assim a va-
riável y(α1)p deve aparecer pelo menos uma vez na primeira linha de n(A1, . . . , Ak).
Aplicando o mesmo raciocínio a n, existem dois monômios n1 e n2 em K〈X〉 tais
que n = n1xpn2 e n1(A1, . . . , Ak) tem grau i em F , porque caso contrário a variável
y
(α1)
p não apareceria na primeira linha de n(A1, . . . , Ak). Como m1(A1, . . . , Ak) e
n1(A1, . . . , Ak) têm o mesmo grau em F , α(m1) = α(n1). Portanto podemos concluir
que se xp é uma variável de m(x1, . . . , xk) e m1, . . . ,ml são monômios de K〈X〉 tais
que m = m1xpm2xpm3 . . .ml−1xpml, então existem monômios n1, . . . , nl em K〈X〉 e
uma bijeção (correspondência biunívoca) ϕ : {1, . . . , l} → {1, . . . , l} tais que n =
n1xpn2xpn3 . . . nl−1xpnl e α(m1xpm2 . . .mt) = α(n1xpn2 . . . nϕ(t)).
Seja xi a primeira variável de m. Logo existem dois monômios n1 e n2 de K〈X〉
tais que n = n1xin2 e α(n1) = 0. Temos três possíveis casos:
Caso 1. Existem dois monômios m1 e m2 em K〈X〉 tais que m = xim1xim2
e α(xim1) = 0. Então existem três monômios n3,n4,n5 em K〈X〉 tais que n =
n3xin4xin5,α(n3) = 0 e α(n3xin4) = 0.
Caso 2. Existem duas variáveis xa e xb, e seis monômios m1,m2,n3,n4,n5, n6 em
K〈X〉 tais que m = m1xaxbm2, n = n3xan4xin5xbn6, n1 = n3xan4, α(m1) = α(n3) e
α(m1xa) = α(n3xan4xin5). Então um simples cálculo mostra-nos que α(n4xin5) = 0.
Caso 3. Nenhum dos casos 1 ou 2 ocorre. Considere m = xi1 . . . xiq . Seja r um
inteiro de {1, . . . , q−1} e sejam n3,n4,n5,n6 monômios de K〈X〉 tais que n1 = n3xirn4,
α(n3) = α(xi1 . . . xir−1), n = n5xir+1n6, α(n5) = α(xi1 . . . xir). Então o comprimento
de n5 é menor que o comprimento de n1, para que não ocorram os casos anteriores
(se o comprimento de n5 é igual ao comprimento de n1 então ocorre o caso 1, se é
maior ocorre o caso 2). Aplicando a mesma idéia a r + 1, r + 2, . . . , concluímos que
existe r0 ∈ {1, . . . , q} tal que para r ≥ r0, todo xir aparece em n1 o mesmo número de
vezes que em xir0xir0+1 . . . xiq , e toda variável de n1 está em xir0xir0+1 . . . xiq . Logo n1 e
xir0xir0+1 . . . xiq possuem o mesmo grau em cada variável. Sejam m3, m4, m5 monômios
de K〈X〉 tais que m = m3m4xjm5 onde xj é a primeira variável de n, α(m3m4) = 0 e
m4xjm5 = xir0xir0+1 . . . xiq ; portanto α(m4xjm5) = α(xir0xir0+1 . . . xiq) = α(n1) = 0.
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Trocando as letras m e n se ocorre o caso 3, podemos concluir que existem quatro
monômios n7, n8, n9, n10 emK〈X〉 tais que n = n7n8xin9n10, α(n7n8) = 0 e α(n8xin9) =
0. Definimos
w(x1, . . . , xk) =
{
xin9n7n8n10 , se α(n8) = 0,
xin9n8n7n10 , se α(n8) 6= 0.
Se α(n8) = 0 então α(xin9) = 0 e, usando a identidade x1x2 = x2x1 com α(x1) =
α(x2) = 0, temos que w(x1, . . . , xk) ≡ n(x1, . . . , xk)(modI). Por outro lado, se
α(n8) 6= 0 então α(n7) = α(xin9) = −α(n8) e, usando a identidade x1x2x3 = x3x2x1
com α(x1) = −α(x2) = α(x3), temos que w(x1, . . . , xk) ≡ n(x1, . . . , xk)(modI).
Como
w(x1, . . . , xk)− n(x1, . . . , xk) ∈ I ⊆ Tn(Mn(K)) = Tn(R),
temos que
w(A1, . . . , Ak) = n(A1, . . . , Ak) = m(A1, . . . , Ak).
Se w0 e m0 são monômios de K〈X〉 tais que w = xiw0 e m = xim0 então usando
o Lema 2.2.1 é fácil ver que w0(A1, . . . , Ak) = m0(A1, . . . , Ak). Pela hipótese de in-
dução, temos que w0(x1, . . . , xk) ≡ m0(x1, . . . , xk)(modI), portanto w(x1, . . . , xk) ≡
m(x1, . . . , xk)(modI). 
Teorema 2.2.1 Todas as identidades polinomiais graduadas da álgebra Zn-graduada
Mn(K) seguem de
x1x2 = x2x1, α(x1) = α(x2) = 0,
e
x1x2x3 = x3x2x1, α(x1) = −α(x2) = α(x3).
Demonstração. Pelo Lema 2.2.3, sabemos que I ⊆ Tn(Mn(K)). Por isso, basta
mostrarmos a inclusão contrária. Como o corpo K é infinito, pelo Lema 2.2.1, pre-
cisamos apenas provar que qualquer identidade polinomial graduada multi-homogênea
f(x1, . . . , xm) = 0 de Mn(K) pertence a I. Seja r o menor inteiro não-negativo para






onde 0 6= aq ∈ K, m1, m2, . . . , mr ∈ K〈X〉. Mostraremos que r = 0. Suponhamos
pelo contrário que r > 0. Pelo Lema 2.2.2, sabemos que f ∈ Tn(F ). Como
a1m1(A1, . . . , Am) = −
r∑
q=2
aqmq(A1, . . . , Am)
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segue que existe p ∈ {2, 3, . . . , r} tal que m1(A1, . . . , Am) e mp(A1, . . . , Am) têm na
primeira linha a mesma entrada não-nula. Então, pelo Lema 2.2.5, m1 ≡ mp(modI)
e







Portanto f pode ser expresso módulo I como uma combinação linear de no máximo
r − 1 monômios multi-homogêneos, o que contradiz nossa escolha do número r. 
2.3 Identidades Z-graduadas de Mn(K)
Ao tentar descrever as identidades Zn-graduadas da álgebra Mn(K), Vasilovsky [47]
encontrou uma base para as identidade Z-graduadas dessa álgebra. Mais precisa-
mente, ele provou que quando K é um corpo de característica 0 as identidades Z-
graduadas da álgebra Mn(K) seguem de
x1 = 0, |α(x1)| ≥ n,
x1x2 = x2x1, α(x1) = α(x2) = 0,
x1x2x3 = x3x2x1, α(x1) = −α(x2) = α(x3).
Esse resultado também pode ser generalizado para corpos infinitos [3].
Até o final desta seção, assumimos que K é um corpo infinito.
Para cada α ∈ Z, seja Mn(K)α o subespaço de Mn(K) gerado por todas as
matrizes unidade eij tais que j − i = α. Assim, Mn(K)0 consiste das matrizes da
forma 
a1 0 · · · 0
0 a2 · · · 0
...
... . . .
...
0 0 · · · an
 , a1, a2, . . . , an ∈ K;
para 1 ≤ α ≤ n− 1, Mn(K)α consiste das matrizes da forma
0 · · · 0 a1 0 · · · 0




... . . .
...
0 · · · 0 0 0 · · · an−α






0 · · · 0 0 0 · · · 0

, a1, a2, . . . , an−α ∈ K
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enquanto Mn(K)−α consiste das matrizes da forma






0 0 · · · 0 0 · · · 0
a1 0 · · · 0 0 · · · 0
0 a2 · · · 0 0 · · · 0
...




0 0 · · · an−α 0 · · · 0

, a1, a2, . . . , an−α ∈ K.
Finalmente Mn(K)α = 0 para |α| ≥ n. Como eijejs = eis e eijers = 0 se j 6= r, segue
que Mn(K)αMn(K)β ⊆Mn(K)α+β para α e β em Z; portanto a decomposição acima
define uma Z-graduação para a álgebra Mn(K).
Seja Ω = K[y(k)i | i ∈ N, 1 ≤ k ≤ n] a álgebra dos polinômios comutativos gerada
pelas variáveis y(k)i . Se 0 ≤ i ≤ n− 1 então Mn(Ω)α consiste de todas as matrizes da
forma 
0 · · · 0 f1 0 · · · 0




... . . .
...
0 · · · 0 0 0 · · · fn−α






0 · · · 0 0 0 · · · 0

com f1, . . . , fn−α ∈ Ω, analogamente Mn(Ω)−α consiste das matrizes da forma






0 0 · · · 0 0 · · · 0
f1 0 · · · 0 0 · · ·
0 f2 · · · 0 0 · · · 0
...




0 0 · · · fn−α 0 · · · 0

com f1, . . . , fn−α ∈ Ω, e se |α| ≥ n então Mn(Ω)α = 0. O próximo lema, cuja prova é
de verificação direta, mostra que a decomposição acima define uma Z-graduação para
a álgebra Mn(Ω).




0 · · · 0 a1 0 · · · 0




... . . .
...
0 · · · 0 0 0 · · · an−i










0 · · · 0 b1 0 · · · 0




... . . .
...
0 · · · 0 0 0 · · · bn−j

















0 0 · · · 0 0 · · · 0
c1 0 · · · 0 0 · · · 0
0 c2 · · · 0 0 · · · 0
...














0 0 · · · 0 0 · · · 0
d1 0 · · · 0 0 · · · 0
0 d2 · · · 0 0 · · · 0
...




0 0 · · · dn−l 0 · · · 0

matrizes de Mn(Ω), onde 0 ≤ i, j ≤ n− 1 e 1 ≤ k, l ≤ n− 1.
(a) Se i+ j < n então
AB =

0 · · · 0 a1bi+1 0 · · · 0




... . . .
...
0 · · · 0 0 0 · · · an−i−jbn−j






0 · · · 0 0 0 · · · 0

,
senão AB = 0;
(b) Se i ≥ k então
AC =

0 · · · 0 a1ci−k+1 0 · · · 0 0 · · · 0








0 · · · 0 0 0 · · · an−icn−k 0 · · · 0








0 · · · 0 0 0 · · · 0 0 · · · 0

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onde a1ci−k+1 está na (i− k + 1)-ésima coluna e
CA =







0 · · · 0 0 0 · · · 0
0 · · · 0 c1a1 0 · · · 0




... . . .
...
0 · · · 0 0 0 · · · cn−ian−i






0 · · · 0 0 0 · · · 0











0 0 · · · 0 0 · · · 0
ak−i+1c1 0 · · · 0 0 · · · 0
0 ak−i+2c2 · · · 0 0 · · · 0
...




0 0 · · · an−icn−k 0 · · · 0






0 0 · · · 0 0 · · · 0

onde ak−i+1c1 está na (k − i+ 1)-ésima linha e
CA =









0 · · · 0 0 0 · · · 0 0 · · · 0
0 · · · 0 c1a1 0 · · · 0 0 · · · 0








0 · · · 0 0 0 · · · cn−kan−k 0 · · · 0

onde c1a1 está na (i+ 1)-ésima coluna;
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(c) Se k + l < n então
CD =







0 0 · · · 0 0 · · · 0
cl+1d1 0 · · · 0 0 · · · 0
0 cl+2d2 · · · 0 0 · · · 0
...




0 0 · · · cn−kdn−k−l 0 · · · 0

,
senão CD = 0.
Denote por F a subálgebra Z-graduada de Mn(Ω) gerada pelas matrizes
Ai =

0 · · · 0 y(1)i 0 · · · 0




... . . .
...
0 · · · 0 0 0 · · · y(n−α(xi))i






0 · · · 0 0 0 · · · 0

quando 0 ≤ α(xi) ≤ n− 1,
Ai =







0 0 · · · 0 0 · · · 0
y
(1)
i 0 · · · 0 0 · · ·
0 y
(2)
i · · · 0 0 · · · 0
...




0 0 · · · y(n+α(xi))i 0 · · · 0

quando −n+ 1 ≤ α(xi) ≤ −1, e Ai = 0 quando |α(xi)| ≥ n.
Lema 2.3.2 A álgebra Z-graduada relativamente livre K〈X〉/TZ(Mn(K)) é isomorfa
à álgebra F .
Demonstração. A aplicação φ : K〈X〉 → F definida por φ(f(x1, . . . , xm)) =
f(A1, . . . , Am) é um homomorfismo Z-graduado. Claramente, φ é sobrejetora. Além
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disso, um simples cálculo mostra que kerφ = TZ(Mn(K)) e φ induz um isomorfismo.

Seja I o ideal das identidades Z-graduadas de K〈X〉 gerado pelas identidades
graduadas
x1 = 0, |α(x1)| ≥ n,
x1x2 = x2x1, α(x1) = α(x2) = 0,
x1x2x3 = x3x2x1, α(x1) = −α(x2) = α(x3).
Lema 2.3.3 A álgebra Z-graduada Mn(K) satisfaz todas as identidades graduadas
do TZ-ideal I.
Demonstração. ComoMn(K)α = 0 quando |α| ≥ n, Mn(K) satisfaz as identidades
graduadas x1 = 0 para |α(x1)| ≥ n. Quaisquer duas matrizes diagonais comutam;
portanto a identidade graduada x1x2 = x2x1 com α(x1) = α(x2) = 0 é válida em
Mn(K). Sendo multilineares as identidades x1x2x3 = x3x2x1 com α(x1) = −α(x2) =
α(x3), é suficiente mostrar que elas são válidas para x1 = eij ∈ Mn(K)α, x3 = ekl ∈
Mn(K)α e x2 = ers ∈Mn(K)−α, com |α| ≤ n−1. Note que eijersekl 6= 0 se e somente
se j = r e s = k; em tal caso i = j − α = r − α = s = k e j = i + α = k + α = l.
Logo, eijersekl 6= 0 se e somente se i = s = k e j = r = l. Similarmente, temos que
eklerseij 6= 0 se e somente se k = s = i e l = r = j. Portanto, se eijersekl 6= 0 então
eijersekl = eil = ekj = eklerseij, senão, eijersekl = 0 = eklerseij. 
Lema 2.3.4 Para todo monômio 0 6= m(x1, . . . , xm) ∈ K〈X〉 de comprimento q,
existem inteiros 1 ≤ i1 ≤ · · · ≤ iq ≤ m e {k1, . . . , kq} ⊆ {1, . . . , n} tais que
(i) se |α(m)| ≥ n então m(A1, . . . , Am) = 0;
(ii) se 0 ≤ α(m) ≤ n− 1 então m(A1, . . . , Am) é iqual a
0 · · · 0 y(k1)i1 . . . y
(kq)
iq
0 · · · 0
0 · · · 0 0 y(k1+1)i1 . . . y
(kq+1)
iq




... . . .
...
0 · · · 0 0 0 · · · y(k1+x)i1 . . . y
(kq+x)
iq






0 · · · 0 0 0 · · · 0

onde x = n− α(m)− 1;
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(iii) se −n+ 1 ≤ α(m) ≤ −1 então m(A1, . . . , Am) é iqual a










. . . y
(kq)
iq




. . . y
(kq+1)
iq
· · · 0 0 · · · 0
...




0 0 · · · y(k1+x)i1 . . . y
(kq+x)
iq
0 · · · 0

onde x = n+ α(m)− 1.
Demonstração. Usamos indução sobre q. Se q = 1, obviamente temos o re-
sultado. Se q > 1, então existe um monômio 0 6= n(x1, . . . , xm) ∈ K〈X〉 tal que
m(x1, . . . , xm) = n(x1, . . . , xm)xi, onde 1 ≤ i ≤ m. Pela hipótese de indução e o
Lema 2.3.1, podemos concluir a prova. 
Lema 2.3.5 Sejam m(x1, . . . , xm) e n(x1, . . . , xm) dois monômios de K〈X〉 e suponha
que |α(m)| < n. Se as matrizes m(A1, . . . , Am) e n(A1, . . . , Am) têm na mesma posição
a mesma entrada não-nula então m(A1, . . . , Am) ≡ n(A1, . . . , Am)(modI).
Demonstração. Se m(x1, . . . , xm) e n(x1, . . . , xm) têm na mesma posição a mesma
entrada não-nula, vemos pelo Lema 2.3.4 que m(A1, . . . , Am) = n(A1, . . . , Am). Seja
q o comprimento de m. Usaremos indução sobre q. Se q = 1, obviamente temos o
resultado. Suponhamos então que q > 1.
Suponhamos que xp seja uma variável de m(x1, . . . , xm) e m1 e m2 sejam dois
monômios de K〈X〉 tais que m = m1xpm2. Denote i = α(m1), j = α(xp) e k = α(m2).
Suponhamos que i ≥ 0, j ≥ 0 e k ≥ 0. Pelo Lema 2.3.4, sabemos que existem
monômios ω1, . . . , ωn−i, η1, . . . , ηn−k de Ω tais que
m1(A1, . . . , Am) =

0 · · · 0 ω1 0 · · · 0




... . . .
...
0 · · · 0 0 0 · · · ωn−i






0 · · · 0 0 0 · · · 0

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e
m2(A1, . . . , Am) =

0 · · · 0 η1 0 · · · 0




... . . .
...
0 · · · 0 0 0 · · · ηn−k






0 · · · 0 0 0 · · · 0

.
Pelo Lema 2.3.1, temos que m1(A1, . . . , Am)Ap é igual a
0 · · · 0 ω1y(i+1)p · · · 0
...
...
... . . .
...
0 · · · 0 0 · · · ωn−i−jy(n−j)p





0 · · · 0 0 · · · 0

Logo a matriz m(A1, . . . , Am) = m1(A1, . . . , Am)Apm2(A1, . . . , Am) é igual a
0 · · · 0 ω1y(i+1)p ηi+j+1 · · · 0
...
...
... . . .
...
0 · · · 0 0 · · · ωn−i−j−ky(n−j−k)p ηn−k
0 · · · 0 0 · · · 0




0 · · · 0 0 · · · 0

Assim, a variável y(i+1)p aparece ao menos uma vez na primeira linha de n(A1, . . . , Am).
Aplicando o mesmo raciocínio para n, existem dois monômios n1 e n2 em K〈X〉
tais que n = n1xpn2 e n1(A1, . . . , Am) têm grau i em F , porque senão a variável
y
(i+1)
p não apareceria na primeira linha de n(A1, . . . , Am). Como m1(A1, . . . , Am) e
n1(A1, . . . , Am) têm o mesmo grau em F , α(m1) = α(n1). Portanto podemos concluir
que se xp é uma variável de m(x1, . . . , xm) e m1, . . . ,ml são monômios de K〈X〉 tais
que m = m1xpm2xpm3 . . .ml−1xpml, então existem monômios n1, . . . , nl em K〈X〉
e uma bijeção ϕ : {1, . . . , l} → {1, . . . , l} tais que n = n1xpn2xpn3 . . . nl−1xpnl e
α(m1xpm2 . . .mt) = α(n1xpn2 . . . nϕ(t)). Pelo mesmo raciocínio, temos que a última
afirmação é verdadeira quando i < 0, j < 0 ou k < 0. De fato, temos que analisar
mais sete casos, mas eles são tratados do mesmo modo.
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Seja xi a primeira variável de m. Logo existem dois monômios n1 e n2 de K〈X〉
tais que n = n1xin2 e α(n1) = 0. Temos três possíveis casos:
Caso 1. Existem dois monômios m1 e m2 em K〈X〉 tais que m = xim1xim2
e α(xim1) = 0. Então existem três monômios n3, n4, n5 em K〈X〉 tais que n =
n3xin4xin5, α(n3) = 0 e α(n3xin4) = 0.
Caso 2. Existem duas variáveis xa e xb, e seis monômios m1, m2, n3, n4, n5, n6
em K〈X〉 tais que m = m1xaxbm2, n = n3xan4xin5xbn6, n1 = n3xan4, α(m1) = α(n3) e
α(m1xa) = α(n3xan4xin5). Então um cálculo fácil mostra que α(n4xin5) = 0.
Caso 3. Os casos 1 e 2 não ocorrem. Considere m = xi1 . . . xiq . Sejam r um inteiro
do conjunto {1, . . . , q − 1} e n3, n4, n5, n6 monômios de K〈X〉 tais que n1 = n3xirn4,
α(n3) = α(xi1 . . . xir−1), n = n5xir+1n6, α(n5) = α(xi1 . . . xir). Então o comprimento
de n5 é menor que o comprimento de n1, para que os casos prévios não ocorram (se o
comprimento de n5 é igual ao comprimento de n1 então caímos no caso 1, se é maior
caímos no caso 2). Concluímos que existe r0 ∈ {1, . . . , q} tal que os monômios n1 e
xir0xir0+1 . . . xiq possuem o mesmo grau em cada variável. Sejam m3, m4, m5 monômios
de K〈X〉 tais que m = m3m4xjm5 onde xj é a primeira variável de n, α(m3m4) = 0 e
m4xjm5 = xir0xir0+1 . . . xiq ; portanto α(m4xjm5) = α(xir0xir0+1 . . . xiq) = α(n1) = 0.
Trocando as letras m e n se tivermos o caso 3, podemos concluir que existem
quatro monômios n7, n8, n9, n10 em K〈X〉 tais que n = n7n8xin9n10, α(n7n8) = 0 e
α(n8xin9) = 0. Definiremos
w(x1, . . . , xk) =
{
xin9n7n8n10 se α(n8) = 0,
xin9n8n7n10 se α(n8) 6= 0.
Se α(n8) = 0 então α(xin9) = 0 e, usando a identidade x1x2 = x2x1 com α(x1) =
α(x2) = 0, temos w(x1, . . . , xm) ≡ n(x1, . . . , xm)(modI). Por outro lado, se α(n8) 6=
0 então α(n7) = α(xin9) = −α(n8) e, usando a identidade x1x2x3 = x3x2x1 com
α(x1) = −α(x2) = α(x3), neste caso temos que w(x1, . . . , xm) ≡ n(x1, . . . , xm)(mod
I).
Como w(x1, . . . , xm) − n(x1, . . . , xm) ∈ I ⊆ TZ(Mn(K)) = TZ(F ), temos que
w(A1, . . . , Am) = n(A1, . . . , Am) = m(A1, . . . , Am). Se w0 e m0 são monômios de
K〈X〉 tais que w = xiw0 e m = xim0, então usando o Lema 2.3.1 é fácil ver
que w0(A1, . . . , Am) = m0(A1, . . . , Am). Pela hipótese de indução, w0(x1, . . . , xm) ≡
m0(x1, . . . , xm)(modI), portanto w(x1, . . . , xm) ≡ m(x1, . . . , xm)(modI). 
Teorema 2.3.1 Todas as identidades polinomiais graduadas da álgebra Z-graduada
Mn(K) seguem de
x1 = 0, |α(x1)| ≥ 0,
x1x2 = x2x1, α(x1) = α(x2) = 0,
x1x2x3 = x3x2x1, α(x1) = −α(x2) = α(x3).
CAPÍTULO 2. MATRIZES SOBRE CORPOS INFINITOS 39
Demonstração. Pelo Lema 2.3.3, sabemos que I ⊆ TZ(Mn(K)). Por isso, basta
mostrarmos a inclusão contrária. Como o corpo K é infinito, pelo Lema 1.4.1, pre-
cisamos apenas provar que qualquer identidade polinomial graduada multi-homogênea
f(x1, . . . , xm) = 0 de Mn(K) pertence a I. Seja r o menor inteiro não-negativo para






onde 0 6= aq ∈ K, m1,m2, . . . ,mr ∈ K〈X〉; observe que |α(mi)| < n para todo
i ∈ {1, . . . , r}, pois senão mi ∈ I. Mostraremos que r = 0. Suponhamos pelo
contrário que r > 0. Pelo Lema 2.3.2, sabemos que f ∈ TZ(F ). Como
a1m1(A1, . . . , Am) = −
r∑
q=2
aqmq(A1, . . . , Am)
segue que existe p ∈ {2, 3, . . . , r} tal que m1(A1, . . . , Am) e mp(A1, . . . , Am) têm na
mesma posição a mesma entrada não-nula. Então, pelo Lema 2.3.5, m1 ≡ mp(modI)
e







Portanto f pode ser expresso módulo I como uma combinação linear de no máximo
r − 1 monômios multi-homogêneos, o que contradiz nossa escolha do número r. 
Capítulo 3
Matrizes 2× 2 sobre corpos finitos
3.1 Introdução
Ao longo de todo este capítulo, assumimos que K é um corpo finito com q elementos e
característica p 6= 2, ou seja, K = GF (q) e q = pn. Por conveniência, identificaremos
o corpo K com o centro da álgebra M2(K).
Maltsev e Kuzmin [35] provaram que todas as identidades polinomiais da álgebra
Mn(K) seguem de duas identidades, a saber
(x1 − xq1)(x2 − x
q2
2 )(1− [x1, x2]q−1) = 0,
e
(x1 − xq1) · (x2 − x
q
2)− [(x1 − x
q




onde x1 · x2 = x1x2 + x2x1. As técnicas utilizadas para tratar o caso de matrizes
sobre corpos finitos são completamente diferentes daquelas empregadas para o caso
de corpos infinitos, devido sobretudo ao fato de que no primeiro caso não podemos
restringir-nos ao estudo de polinômios multi-homogêneos. Foi mencionado no primeiro
capítulo que o interesse no estudo de identidades graduadas é que elas podem nos
fornecer informações interessantes acerca das identidades ordinárias que são o nosso
principal objeto de estudo. No entanto, no caso das matrizes de ordem 2 sobre
corpos finitos, embora já seja conhecida uma base para as identidades ordinárias, é
interessante estudar suas identidades graduadas por vários motivos. O artigo [30]
é um estudo sobre todas as possíveis Z2-graduações de Mn(K) e suas identidades
graduadas. Um dos resultados interessantes é que além da graduação trivial, existem
apenas mais duas Z2-graduações que podem ser distingüidas através de identidades
graduadas.
Nas próximas seções apresentaremos os resultados de [30], que estão baseados
principalmente no trabalho de Maltsev e Kuzmin [35] para identidades ordinárias e
40
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no artigo de Wall [49] para álgebras Z2-graduadas.
3.2 Graduações para a álgebra das matrizes 2× 2














| b, c ∈ K
}
.













| b, c ∈ K
}
.
Lema 3.2.1 Seja A = A0 ⊕ A1 uma graduação para M2(K). Então:
(i) existe um elemento invertível uA em M2(K) tal que u2A ∈ K,
A0 = {a ∈ A | auA = uAa} e A1 = {a ∈ A | auA = −uAa};
(ii) uqA = uA ou u
q
A = −uA, onde q = |K|;
(iii) se B = B0⊕B1 é uma graduação de M2(K) e existe uma matriz invertível P em
M2(K) tal que P−1uAP = uB então a aplicação φ:A→ B definida por φ(x) = P−1xP
é um isomorfismo graduado.
Demonstração. Como M2(K) é uma álgebra (não-graduada) simples e central,
então A é uma álgebra graduada simples e central. Pelo Lema 6 de [49], sabemos que
existe uA ∈ A tal que A0 = {a ∈ A | auA = uAa}, A1 = {a ∈ A | auA = −uAa}
e 0 6= u2A ∈ K. Além disso, u
q
A = uA ou u
q






(αI)(q−1)/2uA = ±uA onde I é a matriz identidade.
A terceira afirmação segue facilmente do fato que B0 = {b ∈ B | bφ(uA) = φ(uA)b}
e B1 = {b ∈ B | bφ(uA) = −φ(uA)b}. Então observe que se a ∈ A0 então
φ(a)φ(uA) = φ(auA) = φ(uAa) = φ(uA)φ(a),
logo φ(a) ∈ B0. Similarmente, se a ∈ A1 então
φ(a)φ(uA) = φ(auA) = −φ(uAa) = −φ(uA)φ(a),
portanto φ(a) ∈ B1. 
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respectivamente. Para a graduação trivial T , o elemento uT pode ser escolhido como
a matriz identidade.
Agora estamos preparados para mostrar que existem apenas duas graduações
não-triviais para M2(K) (a menos de isomorfismos graduados). Mais precisamente,
quando A = A0⊕A1 é uma graduação para M2(K), se uqA = uA então A é isomorfa a
Ωα para algum quadrado perfeito 0 6= α ∈ K, senão A é isomorfa a Ωα para qualquer
α ∈ K que não é quadrado perfeito. Além disso, quando α 6= 0 é um quadrado
perfeito em K então as graduações Ω e Ωα são isomorfas. Provaremos esses fatos nos
próximos lemas.
Lema 3.2.2 Toda graduação não-trivial A = A0 ⊕ A1 de M2(K) tal que uqA = uA é
isomorfa a Ω.







a2 + bc b(a+ d)
c(a+ d) d2 + bc
)
. Portanto,
como u2A ∈ K, temos que b = c = 0 ou a = −d. No primeiro caso A0 = M2(K)
e A1 = 0, o que é uma contradição. Então a = −d. O polinômio característico de
uA é f(x) = x2 − (a2 + bc) cujas raízes são ±λ onde λ =
√
a2 + bc. Mas u2A 6= 0
























Portanto λq = λ ∈ GF (q), P ∈ M2(K) e a aplicação φ : A → Ω definida por
φ(x) = P−1xP é um isomorfismo graduado. 
Observação Se α 6= 0 é um quadrado perfeito em K então uqΩα = uΩα . Por exemplo,





. Seus autovalores são −1 e



















. O isomorfismo graduado










a+ b+ c+ d a− b+ c− d
a+ b− c− d a− b− c+ d
)
.
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Corolário 3.2.1 Toda graduação de M2(K) que satisfaz a identidade yq1 = y1 é iso-
morfa a Ω.
Lema 3.2.3 Toda graduação não-trivial A = A0 ⊕ A1 de M2(K) tal que uqA = −uA
é isomorfa a Ωα, para algum α ∈ K que não é um quadrado perfeito.







a2 + bc b(a+ d)
c(a+ d) d2 + bc
)
. Portanto,
b = c = 0 ou a = −d. Se b = c = 0 obtemos a graduação trivial, assim a = −d.
O polinômio característico de uA é f(x) = x2 − (a2 + bc) cujas raízes são ±λ onde
λ =
√
a2 + bc. Como u2A 6= 0, temos que a2 + bc 6= 0. Além disso, λ /∈ K, pois
uqA 6= uA; ou seja, a2 + bc não é um quadrado perfeito em K. Como α e a2 + bc não
são quadrados perfeitos em K então α(a2+bc) é um quadrado perfeito em K, pois K∗












e existe uma matriz invertível P ∈ M2(K(
√








Mas o polinômio característico de uΩα é também f(x) = x2 − α, e para alguma
matriz invertível Q ∈ M2(K(
√









−1 = uΩα e a aplicação φ : A → Ωα, definida por φ(x) = P−1xP , é
um isomorfismo graduado. 
Observação Se α não é um quadrado perfeito em K então uqΩα = −uΩα . Assim, para




















. Além disso, u3Ω−1 = −uΩ−1 porque −1 não é um quadrado
perfeito em Z3.
3.3 Irredutibilidade subdireta
Definiremos irredutibilidade subdireta para álgebras do mesmo modo que é feito para
anéis (veja por exemplo o livro de Herstein [19], pp. 52–53).
Definição O produto direto das álgebras Ai, para i em algum conjunto de índices I,
é o conjunto
Πi∈IAi = {f : I → ∪i∈IAi | f(i) ∈ Ai para todo i ∈ I}.
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Estabelecemos nele uma estrutura de álgebra, definindo as operações (f + g)(i) =
f(i) + g(i), (fg)(i) = f(i)g(i) e (αf)(i) = αf(i).
Definição Seja πi a projeção de Πi∈IAi em Ai. Uma álgebra A é chamada uma soma
subdireta das álgebras {Ai}i∈I se existe um monomorfismo φ : A→ Πi∈IAi tal que
(πi ◦ φ)(A) = Ai
para cada i ∈ I.
Lema 3.3.1 Uma álgebra A é a soma subdireta das álgebras {Ai}i∈I se, e somente
se, existem epimorfismos φi : A→ Ai tais que ∩i∈I kerφi = 0.
Demonstração. Suponha que A seja uma soma subdireta, ou seja, existe um
monomorfismo φ : A → Πi∈IAi tal que (πi ◦ φ)(A) = Ai para cada i ∈ I. Considere
os epimorfismos φi = πi ◦ φ. Observe que
∩j∈I kerπj = ∩j∈I{f ∈ Πi∈IAi | f(j) = 0} =
= {f ∈ Πi∈IAi | f(j) = 0 para todo j ∈ I} = 0
e
∩i∈I kerφi = ∩i∈I ker(πi ◦ φ) = ∩i∈I{a ∈ A | φ(a) ∈ kerπi} =
= {a ∈ A | φ(a) ∈ ∩i∈I kerπi} =
= {a ∈ A | φ(a) = 0} = kerφ = 0.
Suponha agora que existem epimorfismos φi : A → Ai tais que ∩i∈I kerφi = 0.
Para cada a ∈ A, definimos fa : I → ∪i∈IAi como fa(i) = φi(a). Claramente,
fa ∈ Πi∈IAi, e φ : A → Πi∈IAi, definido por φ(a) = fa, é um homomorfismo. Além
disso, (πi ◦ φ)(A) = Ai e
kerφ = {a ∈ A | fa = 0} = {a ∈ A | φi(a) = 0 para todo i ∈ I} = ∩i∈I kerφi = 0.
Portanto, A é uma soma subdireta das álgebras {Ai}i∈I . 
Definição Uma álgebra A é subdiretamente irredutível se a interseção de todos os
seus ideais não-nulos não é zero.
Lema 3.3.2 Se A é uma K-álgebra graduada e finita então existe um conjunto A de
álgebras graduadas finitas e subdiretamente irredutíveis tal que V arA = V arA.
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Demonstração. Para 0 6= a ∈ A, seja Ia um ideal graduado de A maximal com
relação à exclusão de a. (Segundo o Lema de Zorn tal Ia existe. Ressaltamos que A é
finita, portanto a mesma conclusão pode ser obtida sem o uso do lema de Zorn.) As
projeções πa:A → A/Ia são epimorfismos graduados e ∩0 6=a∈A kerπa = ∩a∈AIa = 0.
Logo A é uma soma subdireta das álgebras A/Ia. Como a+ Ia não é zero e pertence
a todo ideal não-nulo de A/Ia, então A/Ia é subdiretamente irredutível. Seja A o
conjunto das álgebras graduadas A/Ia.
Suponha que a ∈ A; então obviamente T2(A) ⊆ T2(A/Ia). Se o polinômio
f(y1, . . . , ym, z1, . . . , zn) pertence a T2(A/Ia) então f(a1, . . . , am, b1, . . . , bn) ∈ kerπa
para quaisquer a ∈ A, a1, . . . , am ∈ A0, b1, . . . , bn ∈ A1. Logo f ∈ ∩a∈ΩT2(A/Ia). 
O próximo lema é análogo ao resultado 2.2 de [33].
Lema 3.3.3 Toda variedade de álgebras graduadas é gerada por suas álgebras finita-
mente geradas.
Definição O expoente de uma variedade de álgebras graduadas V é o maior limi-
tante inferior do conjunto de todos os inteiros positivos r tais que ra = 0 para todo
elemento a pertencente a qualquer algebra de V. O índice de V é o menor limitante
superior do conjunto de todos os índices de nilpotência de suas álgebras nilpotentes.
Uma variedade de álgebras graduadas é localmente finita se suas álgebras finitamente
geradas são finitas.
O próximo lema é análogo ao Corolário 2.9 de [34].
Lema 3.3.4 Uma variedade de álgebras graduadas com índice e expoente finitos é
localmente finita.
Teorema 3.3.1 Uma variedade V de álgebras graduadas com índice e expoente fini-
tos é gerada por um conjunto de álgebras graduadas finitas e subdiretamente irre-
dutíveis.
Demonstração. De acordo com os dois lemas anteriores, V é gerada por um
conjunto de álgebras graduadas finitas. Logo V é gerada por um conjunto de álgebras
graduadas finitas e subdiretamente irredutíveis. 
3.4 Identidades graduadas de Ω
Considere os dois polinômios de K〈X〉, que são f1(y1) = yq1 − y1 e
f2(y1, y2, z1, z2) = (y1 + z1− (y1 + z1)q)(y2 + z2− (y2 + z2)q
2
)(1− [y1 + z1, y2 + z2]q−1).
O próximo teorema fornece uma base para as identidades graduadas de Ω.
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Teorema 3.4.1 Todas as identidades polinomiais graduadas de Ω seguem de f1 = 0
e f2 = 0.
A prova desse teorema, que está baseada na demonstração do teorema de Maltsev
e Kuzmin [35] para identidades polinomiais ordinárias, será dada pelos próximos
dois lemas. Denotemos por V a variedade das álgebras graduadas que satisfazem as
identidades f1 = 0 e f2 = 0.
Lema 3.4.1 V arΩ ⊆ V.
Demonstração. Como aq = a para todo a ∈ K então f1 = 0 é uma identidade
graduada de Ω. Por [35], sabemos que (x1 − xq1)(x2 − x
q2
2 )(1− [x1, x2]q−1) = 0 é uma
identidades polinomial de M2(K). Portanto, f2 = 0 é uma identidade graduada de
Ω. 
Lema 3.4.2 V ⊆ V arΩ.
Demonstração. Seja N = N0 ⊕ N1 uma álgebra nilpotente de V. Então N0 é
também uma álgebra nilpotente de V. O índice de nilpotência s de N0 é 2; pois se
s > 2, podemos tomar elementos a1, . . . , as−1 ∈ N0 tais que a1 . . . as−1 6= 0. Pela
identidade f1 = 0, sabemos que 0 = (a1 . . . as−1)q − a1 . . . as−1 = a1 . . . as−1, o que é
uma contradição. Assim se a ∈ N0 então a = aq = 0. Portanto, N0 = 0 e N = N1.
Além disso, como N1N1 ⊆ N0 = 0, temos que N2 = 0.
A variedade V tem índice e exponente finitos. Pelo Teorema 3.3.1, V é gerada
por um conjunto de álgebras graduadas finitas e subdiretamente irredutíveis. Para
provar o lema, é suficiente mostrar que cada uma dessas álgebras pertence a V arΩ.
Provaremos ainda mais: cada uma delas é isomorficamente mergulhada em Ω. Até o
final da prova, assumiremos que A é uma álgebra finita e subdiretamente irredutível
de V.
Se a álgebra A é nilpotente então A0 = 0, A1 = A, A2 = 0 e dimK A = 1;
pois se a1, a2 ∈ A fossem linearmente independentes, os subespaços gerados por a1
e a2 seriam ideais com interseção nula. Assim a aplicação φ:A → Ω definida por
φ(αg) = αe12 é um monomorfismo graduado, onde g é um gerador de A.
Suponhamos agora que A seja uma álgebra não-graduada simples, ou seja, A =
Mk(GF (p
t)) e pt ≥ q. Se k ≥ 3 então f2(a0, b0, a1, b1) = e13 6= 0 onde a0, b0 ∈ A0 e
a1, b1 ∈ A1 são tais que e12 = a0 + a1 e e23 = b0 + b1.
Logo k ≤ 2. Seja k = 2. Se a0, b0 ∈ A0 e a1, b1 ∈ A1 são tais que αe11 = a0 + a1
e e12 = b0 + b1, então f2(a0, b0, a1, b1) = (αq − α)e12 = 0. Logo α − αq = 0, q ≥ pt e
A = M2(GF (q)). Pelo Corolário 3.2.1, temos que Ω e A são isomorfas.
Vamos considerar agora k = 1, ou seja, A = GF (pt). Se 0 6= a ∈ A1 então
aq
2
= (a2)(q+1)(q−1)/2a = (a2a2)(q−1)/2a = (a2)q−1a = a2qa−2a = a2a−2a = a.
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1 = a0+a1. Portanto, αq
2−α = 0 para
qualquer α ∈ A, donde q2 ≥ pt, A = GF (q) ou A = GF (q2). Se A = GF (q) então
existe um homomorfismo graduado injetor de A em Ω. Se A = GF (q2) então a única
graduação possível é A0 ∼= GF (q) e A1 ∼= GF (q) e, pelo Lema 5 de [49], existe u ∈ A1
tal que A1 = A0u e u2 = a 6= 0 pertence a GF (q). Logo, A = GF (q)1+GF (q)u onde
1 é a identidade multiplicativa de A. Assim a aplicação φ : A→ Ω definida como





é um homomorfismo graduado e injetor.
Suponha agora que A = B⊕N como uma soma direta de espaços vetoriais onde B
é uma subálgebra não-graduada semi-simples de A e N é o radical de Jacobson de A.
O radical de Jacobson é graduado [23] e, como N é nilpotente, N2 = 0. Se x ∈ A0∩N
então f1 = 0 implica que x = xq = 0 assim N ⊆ A1. Logo A1 = A1 ∩ B ⊕ N . Se
x ∈ A1 ∩ B e u ∈ N , então ux, xu ∈ A0 ∩ N , ou seja, ux = xu = 0. Portanto
x = 0, pois o ideal de A gerado por x tem interseção nula com N . Logo A1 = N .
Como A/N ∼= B e A/N ∼= A0, temos que A0 ∼= B. Assim A0 é uma subálgebra
não-graduada semi-simples de A.
Seja A0 = B1 ⊕ · · · ⊕ Bs a decomposição (não-graduada) de A0 em álgebras
simples. A identidade f1 = 0 implica que Bi = GF (q) para todo i. Seja ei a
identidade da subálgebra Bi. Como A é subdiretamente irredutível então AN 6= 0 ou
NA 6= 0. Suponha que AN 6= 0. Como a interseção dos ideais eiN é zero, apenas um
deles é não-nulo, digamos e1N . Como N se decompõem numa soma direta de ideais
N = e1N ⊕ (1− e1)N , temos (1− e1)N = 0 e N = e1N . Similarmente os ideais Nei
têm interseção nula, portanto no máximo um deles pode ser diferente de 0. Há três
casos possíveis.
Caso 1: NA = 0. Então A0 = B1 = GF (q) e N é um espaço vetorial unidimen-







onde α, β ∈ GF (q) e 0 6= u ∈ N está fixado é um homomorfismo graduado injetor.
Caso 2: Ne1 6= 0, N = e1Ne1. Novamente A0 = B1 = GF (q) e N é um
(GF (q), GF (q))-bimódulo. Como A é subdiretamente irredutível, N não pode ter
sub-bimódulos não-nulos com interseção nula. Portanto existe um automorfismo σ de
GF (q) tal que xα = σ(α)x para todo x ∈ N e todo α ∈ GF (q) (veja [36], p. 315).
Assim cada subespaço de N é um sub-bimódulo e portanto N é um espaço vetorial
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onde α, β ∈ GF (q) e 0 6= u ∈ N , é um homomorfismo graduado injetor.
Caso 3: Ne2 6= 0, N = e1Ne2. Neste caso A0 = B1 ⊕ B2 = GF (q) ⊕ GF (q),
NB1 = B2N = 0 e N é um (GF (q), GF (q))-bimódulo. Repetindo o raciocínio do
caso 2, sabemos que existe um automorfismo σ de GF (q) tal que xα = σ(α)x, para
todo x ∈ N e para todo α ∈ GF (q), e N é um espaço vetorial unidimensional sobre
GF (q). A aplicação φ : A→M2(GF (q)) definida como






onde α, γ ∈ B1, β ∈ B2 e 0 6= u ∈ N está fixado, é um homomorfismo graduado
injetor. 
Observação Listamos algumas outras identidades para Ω:
f3(y1, y2) = y1y2 − y2y1,
f4(z1, z2, z3) = z1z2z3 − z3z2z1,
f5(y1, z1) = (y1 · z1)q − zq−11 (y1 · z1),
f6(z1, z2) = (z
2(q−1)
1 − 1)z1z2(1− [z1, z2]q−1),
f7(z1, z2) = (z
2(q−1)
1 − 1)z2z1(1− [z1, z2]q−1),
f8(y1, y2, z1, z2) = (X1 −Xq
2
1 )(1− [X1, X2]q−1)(X2 −X
q
2),








onde Xi = yi + zi, i = 1, 2. A identidade f3 = 0 segue da identidade f1 = 0 (veja
por exemplo [19], p. 73). As identidades f8 = 0 e f9 = 0 são conhecidas por [35], e
podemos trocar a identidade f2 = 0 no Teorema 3.4.1 por qualquer uma delas.
3.5 Identidades graduadas de Ωα não sendo α um
quadrado perfeito
Considere g1(y1) = yq
2
1 − y1, g2(z1) = z
2q−1
1 − z1 e
g3(y1, y2, z1, z2) = (y1 + z1 − (y1 + z1)q)(y2 + z2 − (y2 + z2)q
2
)(1− [y1 + z1, y2 + z2]q−1)
três polinômios de K〈X〉.
O próximo teorema apresenta uma base para as identidades graduadas de Ωα.
Teorema 3.5.1 Todas as identidades polinomiais graduadas de Ωα seguem de g1 = 0,
g2 = 0 e g3 = 0.
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Seja V a variedade de álgebras graduadas definida pelas identidades g1 = 0, g2 = 0
e g3 = 0.
Lema 3.5.1 V arΩα ⊆ V.





uma matriz de Ωα0 . Seu polinômio caracterís-
tico é f(x) = x2 − (a2 + αd2) com autovalores ±λ onde λ =
√








= (a2 + αd2)(q+1)(q−1)/2λ = (a2 + αd2)(q−1)λ = λ.
Similarmente obtemos (−λ)q2 = −λ. Então, como existe uma matriz invertível P





, temos que yq
2






∈ Ωα1 . Como z21 =
(
b2 − αc2 0
0 b2 − αc2
)
e b2 − αc2 6= 0
pois α não é um quadrado perfeito em K, temos (z21)q−1 = 1. Então z
2q−1
1 = z1.
Finalmente, por [35], sabemos que (x1 − xq1)(x2 − x
q2
2 )(1 − [x1, x2]q−1) = 0 é uma
identidade polinomial de M2(K); portanto, g3 = 0 é uma identidade graduada de Ωα.

Lema 3.5.2 V ⊆ V arΩα.
Demonstração. Seja N = N0 ⊕ N1 uma álgebra nilpotente de V. Logo N0 é
também um álgebra nilpotente de V. O índice de nilpotência s de N0 é 2; pois se
s > 2, podemos escolher elementos a1, . . . , as−1 ∈ N0 tais que a1 . . . as−1 6= 0 e, por
g1 = 0, obtemos
0 = (a1 . . . as−1)
q2 − a1 . . . as−1 = a1 . . . as−1,
o que é uma contradição. Assim se a ∈ N0 então a = aq
2
= 0 e portanto N0 = 0.
Além disso, como N1N1 ⊆ N0 = 0, temos que N21 = 0. Se a ∈ N1 então a = a2q−1 = 0,
N1 = 0 e N = 0.
A variedade V tem índice e expoente finitos. Pelo Teorema 3.3.1, V é gerada
por um conjunto de álgebras graduadas finitas e subdiretamente irredutíveis. Para
provar o lema, é suficiente mostrar que cada uma dessas álgebras pertence a V arΩα.
Provaremos ainda mais: cada uma delas está isomorficamente mergulhada em Ωα.
Até o final da prova, consideramos A como uma álgebra finita e subdiretamente
irredutível de V.
Suponhamos que A = B ⊕ N como uma soma direta de espaços vetoriais onde
B é uma subálgebra (não-graduada) semi-simples de A e N é o radical de Jacobson
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de A. Como N é um ideal graduado e é nilpotente, N = 0. Assim considerando
A = B1 ⊕ · · · ⊕Bs a decomposição de A em álgebras não-graduadas simples, vemos,
devido à irredutibilidade subdireta de A, que s = 1, ou seja, A é uma álgebra simples.
Suponhamos agora que A seja uma álgebra não-graduada simples, ou seja, A =
Mk(GF (p
t)) e pt ≥ q. Observe que k ≤ 2, pois se k ≥ 3 então g3(a0, b0, a1, b1) = e13 6=
0 onde a0, b0 ∈ A0 e a1, b1 ∈ A1 são tais que e12 = a0 + a1 e e23 = b0 + b1.
Consideremos k = 2. Se a0, b0 ∈ A0 e a1, b1 ∈ A1 são tais que αe11 = a0 + a1 e
e12 = b0 + b1 então g3(a0, b0, a1, b1) = (αq − α)e12 = 0; logo α − αq = 0, q ≥ pt e
A = M2(GF (q)). Pelo Lema 3.2.1 temos duas possibilidades: uqA = uA ou u
q
A = −uA.
Se uqA = uA então A é isomorfa a Ω, e isso é uma contradição porque Ω não satisfaz
g2 = 0. Logo temos que uqA = −uA. Pelo Lema 3.2.3 existe um isomorfismo graduado
entre Ωα e A.
Vamos considerar agora k = 1, ou seja, A = GF (pt). Se 0 6= a ∈ A1 então
aq
2
= (a2)(q+1)(q−1)/2a = (a2qa2)(q−1)/2a = (a2)q−1a = a2q−1 = a. Se a0 ∈ A0 e






1 = a0 + a1. Portanto αq
2 − α = 0 para qualquer
α ∈ A e, sendo q2 ≥ pt, A = GF (q) ou A = GF (q2). Se A = GF (q) então existe
um homomorfismo graduado injetor de A em Ωα. Se A = GF (q2) então a única
graduação possível é A0 ∼= K e A1 ∼= K e, pelo Lema 5 de [49], existe um elemento
u ∈ A1 tal que A1 = A0u e 0 6= u2 = a ∈ K. Logo A = Ka + Ku, e a aplicação






é um homomorfismo graduado injetor. 
Observação Listamos algumas outras identidades para Ωα:
g4(y1, y2) = y1y2 − y2y1,
g5(z1, z2, z3) = z1z2z3 − z3z2z1,
g6(y1, z1) = z
2q−2
1 y1 − y1,
g7(y1, z1) = (y1 · z1)q − zq−11 (y1 · z1),
g8(y1, y2, z1, z2) = (X1 −Xq
2
1 )(1− [X1, X2]q−1)(X2 −X
q
2),
g9(y1, y2, z1, z2) = (X1 − (X1)q) · (X2 −Xq2)− ((X1 −X
q




onde Xi = yi + zi, i = 1, 2. A identidade g4 = 0 segue de g1 = 0. As identidades
g8 = 0 e g9 = 0 são conhecidas por [35], e podemos trocar a identidade g3 = 0 no
Teorema 3.5.1 por qualquer uma delas.
Corolário 3.5.1 As graduações não-isomorfas da álgebra das matrizes de ordem dois
sobre um corpo finito são distinguidas por suas identidades polinomiais.
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De fato é suficiente considerar a identidade graduada yq1 = y1. Ela é satisfeita se
e somente se a graduação é isomorfa a Ω.
Capítulo 4
Matrizes sobre a álgebra de
Grassmann
4.1 Introdução
Denote por M2(E) a álgebra das matrizes de ordem 2 com entradas na álgebra de






| a, d ∈ E0 e b, c ∈ E1
}
é uma subálgebra de M2(E) interessante para o estudo de identidades polinomiais.
Definição Duas álgebras são PI equivalentes se satisfazem as mesmas identidades
polinomiais ordinárias.
Um corolário da teoria desenvolvida por A. Kemer [21] foi a descrição do compor-
tamento das álgebras T-primas em relação ao produto tensorial. Mais precisamente,
Kemer demonstrou o seguinte resultado em característica 0, ver [21].
1. T (Ma,b(K)⊗ E) = Ta+b(E);
2. T (Ma,b(E)⊗Mc,d(E)) = T (Mr,s(E)) onde r = ac+ bd e s = ad+ bc;
3. T (M1,1(E)) = T (E ⊗ E).
A última PI-equivalência é um fato interessante. Ela também é uma conseqüência
da teoria de estrutura de T-ideais de Kemer para variedades de álgebras associativas
(veja [23], p. 24). Popov em [37] descreveu uma base das identidades polinomiais
satisfeitas pela álgebra E ⊗E. Sem utilizar a teoria de Kemer, Regev [41] encontrou
52
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ainda outra prova (para as três afirmações acima). Di Vincenzo em [11], providenciou
mais uma demonstração, também elementar, da terceira afirmação do resultado de
Kemer, nessa vez utilizando-se de identidades graduadas. Tal interesse justifica-se
pelo fato de que os T-ideais “mais simples” que são T-primos em característica 0,
são os de K, E, M2(K), M1,1(E), E ⊗ E, M2(E). As identidades polinomiais dessas
álgebras foram descritas, exceto as de M2(E).
Em [29] foi apresentada uma nova prova da PI equivalência de M1,1(E) e E ⊗ E
em característica 0, usando identidades graduadas. Além disso, nesse artigo são a-
presentadas bases para as identidades Z2-graduadas das álgebras M1,1(E) e E ⊗ E.
Utilizando-se métodos semelhantes aos de [29], pode ser demonstrado que quando o
corpo base tem característica positiva p, as duas últimas álgebras não são PI equi-
valentes, e provavelmente é possível abordar a questão da PI equivalência de outros
produtos tensoriais. Mas tal questão seria tema de futuros trabalhos.
Neste capítulo apresentaremos os resultados de [29].
4.2 Identidades Z2-graduadas de M1,1(E)













| b, c ∈ E1
}
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Di Vincenzo [11] provou que sobre corpos de característica 0 todas as identidades
graduadas dessa álgebra seguem de y1y2 = y2y1 e z1z2z3 = −z3z2z1. Em [29] foi
provado que o resultado de Di Vincenzo é válido para corpos infinitos de característica
diferente de 2. Reproduziremos nesta seção a demonstração desse fato.
Até o final desta seção, assumimos que K é um corpo infinito de característica
diferente de 2.
Sejam V0 = {ti, wi | i ∈ N} e V1 = {ui, vi | i ∈ N} dois conjuntos disjuntos de
variáveis e considere a Z2-graduação usual sobre a álgebra livre K〈V0∪V1〉, assumindo
que as variáveis de V0 são pares e as de V1 são ímpares. Assim
K〈V0 ∪ V1〉 = K〈V0 ∪ V1〉0 ⊕K〈V0 ∪ V1〉1.
Seja T o ideal Z2-graduado de K〈V0 ∪ V1〉 gerado pelas relações fg = (−1)αβgf para
f ∈ K〈V0 ∪ V1〉α e g ∈ K〈V0 ∪ V1〉β. Seja Ω a álgebra quociente de K〈V0 ∪ V1〉 por T .
A álgebra Ω, que é também uma álgebra Z2-graduada considerando a Z2-graduação
herdada de K〈V0 ∪ V1〉, é conhecida como álgebra supercomutativa livre (veja por
exemplo [8], Seção 2). Além disso, a álgebra Ω é isomorfa a K[V0] ⊗ E(V1), onde
E(V1) é a álgebra de Grassmann do espaço vetorial com base V1, conforme o próximo
lema.
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Lema 4.2.1 Sejam K[V0] a álgebra dos polinômios comutativos gerada por V0 e E(V1)
a álgebra de Grassmann do espaço vetorial com base V1. A aplicação
φ : K[V0]⊗ E(V1) → Ω
definida por φ(a⊗ b) = ab+ T é um isomorfismo de álgebras.
Demonstração. É fácil ver que φ é um homomorfismo de álgebras sobrejetor. Se-
jam a = y1 . . . yp e b = z1 . . . zq monômios não-nulos de K[V0] e de E(V1) respectiva-
mente. Se fizermos as seguintes substituições y1 = · · · = yp = 1 e z1 = e1, . . . , zq = eq,
teremos que ab /∈ T2(E). Como T ⊆ T2(E), temos que φ é injetora. 













| f2, f3 ∈ Ω
}
.











para i ∈ N.
Lema 4.2.2 A álgebra Z2-graduada relativamente livre K〈X〉/T2(M1,1(E)) é iso-
morfa à álgebra F .
Demonstração. A aplicação φ : K〈X〉 → F definida por
φ(f(y1, . . . , ym, z1, . . . , zn)) = f(A1, . . . , Am, B1, . . . , Bn)
é um homomorfismo Z2-graduado. Claramente, φ é sobrejetora. Além disso, um
simples cálculo mostra que kerφ = T2(M1,1(E)) e φ induz um isomorfismo. 
Seja I o ideal das identidades Z2-graduadas de K〈X〉 gerado pelas identidades
graduadas y1y2 = y2y1 e z1z2z3 = −z3z2z1.
Lema 4.2.3 A álgebra Z2-graduada M1,1(E) satisfaz todas as identidades graduadas
do T2-ideal I.
Demonstração. Basta verificar que as identidades y1y2 = y2y1 e z1z2z3 = −z3z2z1
pertencem a T2(M1,1(E)). A prova pode ser verificada diretamente, usando as relações
ab = (−1)αβba para a ∈ Eα e b ∈ Eβ. 
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Uma seqüência básica s = (a1, . . . , ap, b1, . . . , bq, c1, . . . , cr, d1, . . . , ds) é uma se-
qüência de números naturais tais que
(i) p ≥ 0, q ≥ 0, r ≥ 0, s ≥ 0;
(ii) a1 ≤ · · · ≤ ap, b1 ≤ · · · ≤ bq, c1 < · · · < cr, d1 < · · · < ds;
(iii) s ≤ r ≤ s+ 1;
(iv) se r = 0 então q = 0.
À seqüência básica s associamos o monômio
ms =
{
ya1 . . . yapzc1yb1 . . . ybqzd1zc2zd2 . . . zcszds se r = s,
ya1 . . . yapzc1yb1 . . . ybqzd1zc2zd2 . . . zcszdszds+1 se r = s+ 1.
Seja C o conjunto de todos os monômios associados a seqüências básicas. Note que
o monômio 1 pertence a C, pois está associado à seqüência vazia.
Lema 4.2.4 O conjunto {m + T2(M1,1(E)) | m ∈ C} é linearmente independente no
espaço vetorial K〈X〉/T2(M1,1(E)).
Demonstração. Sejam m1, . . . ,mn elementos de C e α1, . . . , αn elementos do corpo
K tais que α1m1 + · · ·+ αnmn ∈ T2(M1,1(E)). Vamos provar que α1 = · · · = αn = 0.
Como o corpo K é infinito, podemos supor que os monômios m1, . . . , mn são multi-
homogêneos. Denote por m o elemento de M2(Ω) obtido pelas substituições yi 7→ Ai
e zi 7→ Bi no monômio m ∈ C. Se s = (a1, . . . , ap, b1, . . . , bq, c1, . . . , cr, d1, . . . , ds) é
uma seqüência básica então
ms = ±
{
ω1e11 + ω2e22 se r = s,
ω1e12 + ω2e21 se r = s+ 1,
onde
ω1 = ta1 . . . tapub1 . . . ubqvc1 . . . vcswd1 . . . wds ,
ω2 = tb1 . . . tbqua1 . . . uapvd1 . . . vdswc1 . . . wcs .
Assim, é fácil ver que existe uma bijeção entre C e o subconjunto {m | m ∈ C} de
F . Desse modo, se α1m1 + · · · + αnmn ∈ T2(F ) então α1 = · · · = αn = 0, pois as
matrizes m1, . . . , mn são linearmente independentes em F . Pelo Lema 4.2.2, sabemos
que α1m1 + · · ·+ αnmn ∈ T2(F ) e a prova do lema está concluída. 
Apresentamos agora o principal teorema desta seção.
Teorema 4.2.1 Todas as identidades polinomiais graduadas da álgebra Z2-graduada
M1,1(E) seguem das identidades y1y2 = y2y1 e z1z2z3 = −z3z2z1.
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Demonstração. Se f ∈ K〈X〉0 então yif − fyi pertence a I. Assim todo elemento
de K〈X〉/I é uma combinação linear de elementos da forma m1ze1m2ze2ze3 . . . zek + I
onde m1 e m2 são monômios formados apenas por yi’s. Devido à identidade y1y2 =
y2y1, podemos supor que os índices das variáveis em m1 e m2 crescem (com possíveis
repetições). Pela identidade z1z2z3 = −z3z2z1, assumimos que e1 < e3 < e5 < · · ·
e e2 < e4 < e6 < · · ·. Note que se e1 > e3 num monômio, então usamos o fato de
que ze1(m2ze2)ze3 = −ze3(m2ze2)ze1 pertence a I. Assim, concluímos que o conjunto
{m + I | m ∈ C} gera o espaço vetorial K〈X〉/I. Sabemos, pelo Lema 4.2.3, que
I ⊆ T2(M1,1(E)). Aplicando os lemas 4.2.4 e 1.5.4, concluímos a prova. 
Observação Se um polinômio multi-homogêneo f ∈ K〈X〉 não é uma identidade de
M1,1(E) e a variável zi ocorre nos monômios de f então degzi f ≤ 2. Pois se há três
letras zi num monômio, ao menos duas delas estarão numa das seqüências ci ou di.
Mas devido à identidade z1z2z3 = −z3z2z1 tais monômios desaparecem.
Observação Em [11] o teorema acima foi provado usando propriedades da involução
∗ definida no espaço de polinômios multilineares, veja [23], pp. 17–18 para a definição
exata. Como o nosso corpo pode ser de característica positiva os elementos mul-
tilineares de um T2-ideal podem não determinar o T2-ideal. Em [11] o resultado
correspondentes é uma conseqüência direta das propriedades da involução ∗ e da
descrição da base para as identidades Z2-graduadas de M2(K). Isso é válido pois se
decompomos M2(K) = A0 ⊕ A1 de acordo com a graduação usual então M1,1(E) ∼=
A0 ⊗ E0 ⊕ A1 ⊗ E1 é o envelope de Grassmann de M2(K).
Observação Note que o polinômio [yp, z] não desaparece em M1,1(E) se considerado
como uma identidade Z2-graduada. (Aqui y é uma variável par, z é uma variável
ímpar e p é a característica do corpo K.) Escolha por exemplo y = e11 + 2e22,
z = ge12 + ge21 onde g 6= 0 é um elemento arbitrário de E1. Então yp = e11 + 2pe22 e
como 2p = 2 6= 1 em K temos que [yp, z] = g((1− 2p)e12 + (2p − 1)e21) 6= 0.
Agora observe que podemos escolher outro modelo para a álgebra F . Sejam a(0)i ,
b
(0)




i variáveis anticomutativas, e forme a álgebra
supercomutativa livre K(a(j)i , b
(j)
i | i ∈ N, j = 0, 1) que é livremente gerada por elas.





























e gere uma álgebra L com 1 e com elas, assumindo que Ci são elementos pares, e que
Di são elementos ímpares. Então L é uma álgebra Z2-graduada.
Lema 4.2.5 A álgebra L é isomorfa à álgebra F .
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Demonstração. O homomorfismo ϕ : F → L definido por ϕ(Ai) = Ci e ϕ(Bi) = Di
é obviamente um isomorfismo Z2-graduado. 
É imediato que as matrizes a(0)i (e11+e22) comutam com as de L. Denote por B2(L)
a subálgebra de L que é gerada por 1 e por todos os elementos de L tais que toda
“variável” par aparece neles apenas em comutadores. Como as matrizes a(0)i (e11 +e22)
são centrais, elas desaparecerão dos polinômios em B2(L).


















i) EiEj são centrais;
ii) EiEj = EjEi;
iii) EiDj = −DjEi;
iv) D2iDj = −DjD2i .
Demonstração. Segue de verificação direta. 
Agora seja B2(M1,1) a subálgebra de F gerada por 1 = e11 +e22 e pelos polinômios
tais que toda variável par aparece apenas em comutadores. Em outras palavras,
B2(F ) = B2(X)/(T2(M1,1(E)) ∩ B2(X)). Então B2(F ) é canonicamente isomorfa a
B2(L), e identificaremos B2(F ) e B2(L).
A proposição a seguir é uma adaptação de Lemas 2.2 e 2.3 de [12].
Proposição 4.2.1 Se f ∈ B2(L) é um polinômio multi-homogêneo, então f é uma




. . . Eαkik D
2
j1
D2j2 . . . D
2
jl
g(Dn1 , Dn2 , . . . , Dnm)
onde i1 < i2 < . . . < ik, j1 < j2 < . . . < jl, {j1, j2, . . . , jl} e {n1, n2, . . . , nm} são
disjuntos, e o polinômio g é multilinear.








na expansão de f . Então usando o lema anterior obtemos que
f = Eα1i1 E
α2
i2
. . . Eαkik h(D1, D2, . . . , Dt)
onde h é um polinômio multi-homogêneo. Se o grau de h em algum Di fosse maior que
2 então h seria uma identidade Z2-graduada para M1,1(E), veja observação acima.
Logo podemos supor que o grau de h em qualquer uma de suas variáveis é ≤ 2.
Agora escreva h como a soma de monômios, e divida cada um desses monômios
em duas seqüências ascendentes como foi feito antes para os monômios associados a
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seqüências básicas. Se houvesse dois Di’s iguas numa das seqüências de um monômio,
então esse monômio desapareceria devido a z1z2z1 = 0. Portanto se Di aparece duas
vezes no monômio então deve participar uma vez em cada seqüência. Mas isso significa
que podemos escrever, a menos de sinal, o monômio como . . . D2i . . .. Então usamos o
fato de queD2iDj = −DjD2i a fim de levarD2i para o começo do monômio. Finamente,
observe que D2iD2j = D2jD2i para todo i e j. 
4.3 Um pouco de combinatória
Para as demonstrações da próxima seção, precisaremos de um pouco de combinatória.
Seja (i1, i2, . . . , in) uma permutação dos símbolos {1, 2, . . . , n}, e assuma que
{1, 2, . . . , n} = A ∪B, A ∩B = ∅.
Pode-se considerar a coloração desses símbolos nas cores A e B como a motivação
para a terminologia usada. Então o par (iα, iβ), 1 ≤ α, β ≤ n, forma uma inversão
colorida (com relação à partição A, B) se 1 ≤ α < β ≤ n, iα > iβ e α ∈ A, β ∈ B. Se
q é o número de todas as inversões coloridas em (i1, i2, . . . , in) então (−1)q é o sinal
colorido dessa permutação com relação à partição A, B. Consideraremos as partições
A, B de {1, 2, . . . , n} como pares não-ordenados, ou seja, não diferenciaremos (A,B)
de (B,A). Então há exatamente 2n−1 partições de {1, 2, . . . , n} incluindo a trivial.
Obviamente o sinal colorido da permutação principal (ou trivial) (1, 2, . . . , n) é igual
a 1 para todas as partições pois a permutação principal não contém nenhuma inversão
(ordinária).
Proposição 4.3.1 Seja i = (i1, i2, . . . , in) uma permutação fixa de (1, 2, . . . , n). En-
tão o sinal colorido de i é ou igual a 1 para todas as partições, ou igual ao número −1
para todas as partições, ou senão igual a 1 para 2n−2 partições e −1 para as restantes
2n−2 partições.
Demonstração. A prova é um raciocínio combinatório elementar. É fácil mostrar
que as transposições (t, t+ 2) mudam o sinal colorido de cada permutação, para toda
partição (A,B). A fim de provar esse fato, consideremos todas as quatro possibilidades
para três símbolos consecutivos na permutação: todos pertencendo a A ou seja a1a2a3,
ou dois pertencendo a A e um a B ou seja a1a2b, a1ba2, ba1a2. Aqui a1, a2 ∈ A, b ∈ B.
Usando a observação acima, é suficiente provar a proposição apenas para permu-
tações i tais que i1 < i3 < . . . e i2 < i4 < . . ..
Usamos indução sobre n, n = 1 e 2 são óbvios. Para n = 3, apresentamos
uma tabela com os sinais coloridos de todas as permutações de {1, 2, 3} abaixo. Em
particular, isso mostra que a afirmação é verdadeira para n = 3.
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permutações
partições
123 132 231 213 312 321
123 + − + − + −
12; 3 + + + − − −
13; 2 + + − + − −
23; 1 + − − + + −
Suponhamos que n > 3 e que a afirmação foi provada para todo m < n. Sejam i =
(i1, i2, . . . , in) e i′ = (i1, i2, . . . , in−1) a permutação de n−1 símbolos {1, 2, . . . , n}\{in}
obtida de i apagando sua última entrada. Então a proposição é verdadeira para i′
devido à indução. Note que ou in = n ou in−1 = n pois i1 < i3 < . . . e i2 < i4 < . . ..
Agora considere dois casos para in−1 e in.
Caso 1. Assumindo que in−1 < in, temos in = n. Se (A,B) é uma partição de
{1, 2, . . . , n} \ {in} formamos duas partições de {1, 2, . . . , n}. Elas são (A∪{in}, B) e
(A,B ∪{in}). Os sinais coloridos de i com relação a essas duas partições serão iguais
ao sinal colorido de i′ com relação a (A,B).
Caso 2. Se in−1 > in então in−1 = n. Logo in−1 forma inversão apenas com in.
Defina i′′ = (i1, i2, . . . , in−2, in). Então a nossa afirmação se mantém para i′′. Seja
(C,D) uma partiçaõ de {1, 2, . . . , n−1} e ε o sinal colorido de i′′ com relação a (C,D).
Formamos duas partições (C ∪ {n}, D) e (C,D ∪ {n}) de {1, 2, . . . , n}. Numa delas
in−1 = n e in pertencem a conjuntos diferentes da partição, logo o sinal colorido de
i com relação a essa partição será ε. Analogamente na outra partição in−1 = n e
in estão no mesmo conjunto e, como eles formam uma inversão, isso produz o sinal
colorido −ε.
Ambos os casos foram tratados e a prova da proposição está completa. 
O corolário a seguir mostra uma aplicação elementar e interessante da combi-
natória desenvolvida acima
Corolário 4.3.1 O sinal colorido de σ = (n, n− 1, . . . , 2, 1) é igual a 1 para todas as
partições quando n ≡ 1 (mod 4) e −1 quando n ≡ 3 (mod 4). Se n é par então o
sinal colorido de σ é igual a 1 para 2n−2 partições, e −1 para as restantes partições.
Demonstração. Suponhamos que {1, 2, . . . , n} = A ∪ B, |A| = a, |B| = b e
a+ b = n. Então haverá q = a(a− 1)/2 + b(b− 1)/2 inversões coloridas em σ. Logo
q = (a2 + b2 − a− b)/2 = (n2 − n)/2− ab = n(n− 1)/2− ab.
Se n é ímpar então ou a ou b é par, e isso conclui a prova para n ≡ 1 e 3 (mod 4).
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Proposição 4.3.2 Seja i = (i1, i2, . . . , in) uma permutação dos símbolos (1, 2, . . . , n)
e suponhamos que i1 < i3 < . . . e i2 < i4 < . . .. Se i 6= (1, 2, . . . , n) então o sinal
colorido de i é igual a 1 para 2n−2 partições e −1 para as restantes 2n−2 partições de
{1, 2, . . . , n}.
Demonstração. Segue da prova da Proposição 4.3.1. Usamos indução finita sobre
n. No primeiro caso considerado lá, devido à hipótese de indução e a i 6= (1, 2, . . . , n)
obtemos 2n−2 vezes o sinal colorido 1, e 2n−2 vezes o sinal colorido −1. O mesmo é
válido para o segundo caso. 
Observação Note que com os resultados anteriores demos uma descrição combi-
natória da estrutura linear das álgebras Meson, veja por exemplo [20], pp. 115 e
264–272. É claro que o nosso objetivo não era a descrição dessas álgebras, mas isso
surgiu “de graça”, como uma conseqüência da combinatória acima. As álgebras Me-
son têm um papel importante na teoria de representações de álgebras de Jordan, ver
[20]. Elas aparecem de maneira natural na teoria de álgebras de Clifford e têm várias
aplicações.
4.4 Identidades Z2-graduadas de E ⊗ E
Consideramos o quadrado tensorial da álgebra de Grassmann G juntamente com sua
Z2-graduação definida como E⊗E = (E0⊗E0⊕E1⊗E1)⊕(E0⊗E1⊕E1⊗E0). Denote
por I o ideal das identidades Z2-graduadas satisfeitas por E ⊗ E. Primeiro vamos
construir um modelo para a álgebra Z2-graduada relativamente livre na variedade das
álgebras Z2-graduadas definida por E ⊗ E.















ticomutativas, i ∈ N. Consideramos a álgebra supercomutativa livre K(V0;V1) livre-















variáveis pares e ímpares respectivamente. Denote por F ′ a subálgebra do produto


















Então F ′ = F ′0 ⊕ F ′1 é uma álgebra Z2-graduada e a sua graduação é a natural, ou
seja, consideramos Yi como variáveis pares e Zi como variáveis ímpares.
Lema 4.4.1 A álgebra Z2-graduada relativamente livre K〈X〉/T2(E⊗E) é isomorfa
à álgebra F ′.
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Demonstração. A prova é bastante direta. O homomorfismo de K〈X〉 em F ′
definido por yi 7→ Yi e zi 7→ Zi é sobrejetor e seu núcleo é igual a I, logo ele induz
um isomorfismo. 
Precisaremos de algumas propriedades elementares da álgebra E ⊗E. É fácil ver
que seu centro é igual a E0 ⊗ E0.
Lema 4.4.2 Os polinômios y1y2 − y2y1 e z1z2z3 + z3z2z1 são identidades graduadas
para E⊗E. Se a característica de K é p > 2 então o polinômio yp1z1−z1y
p
1 é também
uma identidade graduada para E ⊗ E.
Demonstração. O primeiro polinômio é uma identidade Z2-graduada de E⊗E pois
a componente par E0⊗E0⊕E1⊗E1 é uma álgebra comutativa. O segundo polinômio
é também uma identidade Z2-graduada para E ⊗ E como mostra um cálculo direto.
Para o terceiro, seja a ∈ E0 ⊗E0 ⊕E1 ⊗E1, então a =
∑
(ei ⊗ fi + gi ⊗ hi) onde














pois gpi = h
p
i = 0 e os termos mistos desaparecem devido aos coeficientes binomiais




i é central em E ⊗ E, e isso completa
a prova. 
Observação Observe que de acordo com a seção 4.2, a última identidade graduada
não é satisfeita pela álgebra M1,1(E). Logo ela não é uma conseqüência das duas
primeiras identidades do lema.
Precisaremos das seguintes relações satisfeitas por E ⊗E. Sua dedução é direta e
pode ser encontrada em [12], lema 2.2.
Lema 4.4.3 As seguintes igualdades são válidas para a álgebra E ⊗ E:
1. z1zz1 = 0, z1uz1vz1 = 0, z21z22 = z22z21, z21z2 = −z2z21;
2. t1ut2 = t2ut1, zt = −tz,
para todo t, t1, t2 ∈ E1 ⊗ E1, z, z1, z2 ∈ E0 ⊗ E1 ⊕ E1 ⊗ E0, u, v ∈ E ⊗ E.
Observe que as identidades graduadas do item (1) do lema acima são conseqüências
das identidades y1y2 = y2y1 e z1z2z3 = −z3z2z1. Isso foi provado na seção 4.2 quando
estabelecemos que elas são válidas na álgebra M1,1(E).
Já deduzimos que T2(M1,1(E)) ⊆ T2(E ⊗ E). Portanto, a álgebra Z2-graduada
relativamente livre F ′ é uma imagem homomórfica de F e de L. Logo temos o seguinte
lema.
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Lema 4.4.4 A álgebra B2(F ′) = B2(X)/(B2(X) ∩ I) é uma imagem homomorfa de
B2(L) (e de B2(F ) também).
Demonstração. Para demonstrarmos a afirmação do Lema, observamos que temos
a inclusão T2(M1,1(E)) ⊆ T2(E⊗E) = I, portanto B2(X)/(B2(X)∩I) é uma imagem
homomórfica do quociente B2(X)/(B2(X) ∩ T2(M1,1(E))). 
Lema 4.4.5 Sejam gi(z1, z2, . . . , zn) polinômios multilineares que são linearmente in-
dependentes módulo o T2-ideal T2(M1,1(E)). Então os polinômios
yi11 y
i2






n+2 . . . z
2
n+rgi(z1, z2 . . . , zn)
são linearmente independentes módulo o T2-ideal T2(M1,1(E)).
Demonstração. Defina y1 = E1 +E2 + . . .+Ei1 , . . . , yk = Et+1 + . . .+Et+ik para
t = i1 + . . . + ik−1, zn+1 = Dn+1 + Dn+2, . . . , zn+r = Dn+2r−1 + Dn+2r. Isso produz
um múltiplo não-nulo e então aplica-se a independência de gi. 
Corolário 4.4.1 Os monômios multilineares
mij = zi1zj1zi2zj2 . . . zim ẑjm ,
onde i1 < i2 < . . . < im e j1 < j2 < . . . < jm−1 < jm, são linearmente independentes
mólulo as identidades graduadas da álgebra E ⊗ E. Aqui se o grau do monômio é
ímpar, zjm não aparece.
Demonstração. Suponhamos, pelo contrário, que os respectivos monômios são
linearmente dependentes e que
∑
αijmij = 0. Então a última equação será uma
identidade graduada para E ⊗ E. Devido à homogeneidade, podemos supor que
todos os mij são monômios em z1, z2, . . . , zk. Suponhamos que m = z1z2 . . . zk−1zk
participa nessa combinação linear com coeficiente não-nulo α. Escolhemos a partição
A∪B do conjunto {1, 2, . . . , k−1, k} e seja zi 7→ ei⊗1 sempre que i ∈ A, zj 7→ 1⊗ej,
j ∈ B. O valor da combinação será 0. Some os valores para todas as partições A e B.
Os elementos de E1⊗E0 anticomutam e o mesmo é válido para E0⊗E1. Os elementos
de E0 ⊗ E1 comutam com os de E1 ⊗ E0. Assim aplica-se a Proposição 4.3.2 e se
obtém que 2hα = 0 para algum inteiro positivo h. (Os outros monômios participantes
na combinação linear darão contribuição nula devido a Proposição 4.3.2, pois eles são
distintos dem. Então o sinal +1 aparecerá 2k−2 vezes, o mesmo número de ocorrências
como o de −1.) Isso é uma contradição pois a característica de K é diferente de 2, e
2h 6= 0. 
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Corolário 4.4.2 Seja f(y1, . . . , ym, z1, . . . , zn) ∈ B2(F ) ≡ B2(L) um polinômio gra-
duado. (Aqui usamos as letras yi para Ei e zi para Di, veja a definição de L na seção
4.2.) Então módulo o ideal I das identidades graduadas de E ⊗ E o polinômio f é
igual a um polinômio da forma
yα11 y
α2





z2i2 . . . z
2
ik
gj(zj1 , zj2 , . . . , zjl)
onde {i1, i2, . . . , ik} ∩ {j1, j2, . . . , jl} = ∅, i1 < i2 < . . . < ik e gj é um polinômio
multilinear. Se a característica de K é p > 0 impomos também que αi < p, i = 1,
. . . , m.
Além disso, se os polinômios multilineares gj são linearmente independentes mó-
dulo I então os polinômios acima são linearmente independentes também.
Demonstração. A prova é a mesma que para B2(F ). Note que se a ∈ E1 ⊗ E1
então ap = 0. 
Teorema 4.4.1 Se a característica do corpo K é igual a 0 então o ideal das iden-
tidades Z2-graduadas da álgebra E ⊗ E é gerado pelas identidades y1y2 = y2y1 e
z1z2z3 = −z3z2z1. Quando a característica de K é p > 2, o ideal das identidades é
gerado pelas duas identidades anteriores e por yp1z1 = z1y
p
1.
Demonstração. Já mostramos que essas identidades são de fato identidades de
E ⊗ E. Como as duas primeiras formam uma base para as identidades graduadas
de M1,1(E), podemos trabalhar na álgebra relativamente livre determinadas por elas,
ou seja, em F . Como já mostramos é suficiente considerar apenas os polinômios nos
quais as variáveis pares aparecem apenas em comutadores. Nesses casos, o último
corolário completa a prova do teorema. 
Como um corolário do último teorema obtemos outra prova da coincidência dos
T-ideais das álgebras M1,1(E) e E ⊗E sobre um corpo de característica 0. Notamos
que é um fato sábido. Suas provas conhecidas usam ou a teoria estrutural de T-ideais
(veja [23], p. 24) ou a descrição da base de T (E⊗E) dada por Popov, [37] (veja [11],
teorema 2), ou outros métodos e resultados mais complexos (veja [41], teorema 4.7).
A prova que damos é elementar.
Corolário 4.4.3 Se a característica do corpo K é 0 então as álgebras M1,1(E) e
E ⊗ E são PI equivalentes. Em outras palavras, T (M1,1(E)) = T (E ⊗ E).
Demonstração. Pelo Lema 1.5.3, sabemos que se duas álgebras graduadas satis-
fazem as mesmas identidades graduadas então elas satisfazem as mesmas identidades
ordinárias. Conforme mostramos para o caso de característica 0, as identidades Z2-
graduadas de M1,1(E) e de E ⊗ E seguem das identidades y1y2 = y2y1 e z1z2z3 =
−z3z2z1. Portanto, as álgebras M1,1(E) e E ⊗ E satisfazem as mesmas identidades
polinômiais ordinárias quando a característica de K é 0. 
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