Online rated datasets have become a source for large-scale population studies for analysts and a means for end-users to achieve routine tasks such as finding a book club. Existing systems however only provide limited insights into the opinions of different segments of the rater population. In this technical report, we assume that a segment, e.g., 18-29 year old males in CA has a rating distribution in the form of a histogram that aggregates its ratings for a set of items (e.g., movies starring Russel Crowe) and we are interested in comparing its distribution with a given desired input distribution. We use the Earth Mover's Distance (EMD) to comparing rating distributions and we prove that finding segments whose rating distribution is close to input ones is NP-complete.
Problem
Problem Definition. Given a rated dataset S ⊆ R, a set of input distributions {ρ 1 , . . . , ρ k } and a rating proximity threshold θ, find a partition decision tree 1 T of S with minimum height such that each segment g ∈ S , with distribution dist (g, S ) has EMD(dist(g, S), ρ j ) ≤ θ for some j ∈ [1, k].
Theorem 1 Given a rated dataset S ⊆ R, a set of input distributions, and an EMD threshold θ, finding a minimum height partition decision tree for S, where each segment's EMD is at most θ from some input distribution, is NP-complete.
Proof of Theorem 1. We show that the decision version of our problem is NPhard by reduction from the classic Minimum Height Decision Tree problem [1] .
Given a set I of n m-bit vectors and a number k, the question is whether there is a binary decision tree with height ≤ k such that, each of its leaves is a unique bit vector in I and internal nodes are labeled by binary tests on some bit. We construct an instance J from I as follows. J has m binary attributes Attr 1 , ..., Attr m and a categorical attribute Attr 0 . For each bit vector s i , J has two records t + i and
] to two distinct constants appearing nowhere else. Finally, the rating value for t + i (resp., t − i ) is 5 (resp., 1). Set the EMD threshold θ = 0 and let the input distributions be {U 1 , U 5 }. E.g., if I = {011, 010, 100} then J contains the records (a 1 , 0, 1, 1, 5), (b 1 , 0, 1, 1, 1), (a 2 , 0, 1, 0, 5), (b 2 , 0, 1, 0, 1), (a 3 , 1, 0, 0, 5), (b 3 , 1, 0, 0, 1), the last value being the rating. Claim. I admits a decision tree of height ≤ k iff J admits a partition decision tree of height ≤ k + 1 where each segment at its leaf is describable and exactly matches U 1 or U 5 . Only If: Given a decision tree T for I, by definition, it contains a unique bit vector s i ∈ I at each leaf. If we apply this tree to J, we will get a tree each of whose leaf corresponds to a segment containing exactly the records {t
. These segments do not match either of U 1 , U 5 . Applying a split based on Attr 0 = a i versus Attr = b i divides this segment into two singleton segments {t + i } and {t − i } which match U 5 and U 1 . The segments are describable. This tree has height one more than that of T . If: Let T be a partition decision tree of height ≤ k + 1 for J. By definition, each leaf of T contains a unique record of J. Notice that none of the segments at the leaves can contain more than one record with the same rating value, as they are not describable (without disjunction or negation). T must apply the predicates on attribute Attr 0 to separate records t + i and t − i . Suppose T applies these tests after all other tests. Then the node at which Attr 0 = a i vs. Attr 0 = b i is applied must contain exactly the segment {t + i , t − i }. By replacing that segment with the corresponding bit vector s i , we get a decision tree of height ≤ k for I. Suppose T applies one or more tests on Attr 0 before other attributes Attr i , where i > 0, we can show that we can "push down" those tests on Attr 0 so they are applied at the parent of leaf nodes, without increasing the tree height.
Membership in NP is trivial: given a height threshold h and a tree T , we can easily check in polynomial time whether T is indeed a partition decision tree of S, each block has an EMD distance at most δ from some input distribution, and whether the height of T is no more than h. 
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