Abstract. We study the planar maximum coverage location problem (MCLP) with rectilinear distance and rectangular demand zones in the case where "partial coverage" is allowed in its true sense, i.e., when covering only part of a demand zone is allowed and the coverage accrued as a result of this is proportional to the demand of the covered part only. We pose the problem in a slightly more general form by allowing services zones to be rectangular instead of squares, thereby addressing applications in camera view-frame selection as well. More specifically, our problem, referred to as PMCLP-PCR, is to position a given number of rectangular service zones (SZs) on the two-dimensional plane to (partially) cover a set of existing (possibly overlapping) rectangular demand zones (DZs) such that the total covered demand is maximized. Previous studies on (planar) MCLP have assumed binary coverage, even when non-point objects such as lines or polygons have been used to represent demand. Under the binary coverage assumption, the problem can be readily formulated and solved as a binary linear program; whereas, partial coverage, although much more realistic, cannot be efficiently handled by binary linear programming making PMCLP-PCR much more challenging to solve. In this paper, we first prove that PMCLP-PCR is NP-hard if the number of SZs is part of the input. We then present an improved algorithm for the single-SZ PMCLP-PCR, which is at least two times faster than the existing exact Plateau Vertex Traversal algorithm. Next, we study multi-SZ PMCLP-PCR for the first time and prove theoretical properties which significantly reduce the search space for solving this problem and present a customized branchand-bound exact algorithm to solve it. Our computational experiments show that this algorithm can solve relatively large instances of multi-SZ PMCLP-PCR in a short time. We also propose a fast polynomial time heuristic algorithm. Having optimal solutions from our exact algorithm, we benchmark the quality of solutions obtained from our heuristic algorithm. Our results show that for all the random instances solved to optimality by our exact algorithm, our heuristic algorithm finds a solution in a fraction of a second, where its objective value is at least 91% of the optimal objective in 90% of the instances (and at least 69% of the optimal objective in all the instances).
Introduction and Motivation
Several classes of problems related to locating service facilities to cover the demand for service have been proposed and studied over the years; see [Francis et al., 1991 , Schilling et al., 1993 , Murray and Tong [2007 , Tong and Murray [2009] , and Murray et al. [2008] extend representation of demand to using spatial objects such as line segments and polygons. Among these studies, only Murray and Tong [2007] consider a planar setting, i.e., allowing the facilities to be located anywhere in the continuous plane. Although they use lines or polygons to represent demand, Murray and Tong [2007] still assume binary coverage, i.e., they assume a linear/polygonal demand zone is either completely covered or not covered at all. Moreover, to ensure that completely covering a demand zone is a feasible option, they have to impose an upper bound on the size of the demand zones in terms of the size of service zones. Murray and Tong [2007] call their problem the extended planar MCLP and show that a finite number of potential facility locations, called the polygon intersection point set (PIPS), exist which contain an optimal solution to this problem. The PIPS is a generalization of the circle intersection point set (CIPS) proposed by Church [1984] for the planar MCLP. Murray and Tong [2007] use Euclidean distance in their study but their results are easily extendable to rectilinear distance as well.
The motivation for the binary coverage assumption in all the aforementioned studies is to make the problem tractable. Under this assumption, the (planar) MCLP can be readily formulated as a linear binary integer programming (BIP) problem. The binary coverage assumption along with the discrete nature of candidate locations for service facilities (due to the definition in the classical MCLP or due to derivation of CIPS or PIPS in the planar MCLP) results in the following well-known BIP for (planar) MCLP: max i v i x i j a ij y j ≥ x i for i = 1, . . . , n j y j = p x i , y j ∈ {0, 1}, (BIP) where x i = 1 if demand zone i is covered, y j = 1 if a service facility is sited at the candidate/PIP/CIP point j, v i is the given demand rate of demand zone i, and a ij is the given binary value which is 1 if demand zone i is covered by locating a facility at candidate/CIP/PIP point j.
Although binary coverage is a simplifying assumption that makes MCLP tractable using BIP, it is oftentimes an assumption far from reality. In the true optimal solution to a real world application, many demand zones may only be partially covered. In using the binary coverage assumption (even when it is applied to spatial objects such as lines or polygons), the solutions in which some demand zone is only partially covered are ignored and essentially approximated by solutions in which all demands zones are either covered completely or not covered at all. Researchers have been aware of this approximation error and have called for better approaches to represent demand [Daskin et al., 1989 , Current and Schilling, 1990 , Miller, 1996 , Murray and O'Kelly, 2002 . Defining very small demand zones (compared to the size of the whole demand region) alleviates this error but translates into a very large number of demand zones making the BIP impossible to solve.
To our knowledge, no prior study has tackled the planar MCLP problem when "partial coverage" is allowed in its true sense, i.e., when covering only part of a demand zone is allowed and the coverage accrued in the objective function as a result of this is proportional to the demand of the covered part only. In this paper we do so for the first time. We study the planar MCLP problem with rectilinear distance, partial coverage, and rectangular (possibly overlapping) demand zones. To be more precise, we actually study a slight generalization of the stated problem because we let the service zones to be rectangular as well; while, as mentioned before, in rectilinear distance service zones are square diamonds, a special case of rectangles. The generalization to rectangular service zones is mainly motivated by the camera frame selection application discussed later in Subsection 1.2 and by the fact the solution methodologies we later develop in this paper can handle rectangular service zones just as well as square ones. We refer to our problem as PMCLP-PCR (Planar MCLP with Partial Coverage and Rectangular demand and service zones). Although much more realistic, PMCLP-PCR is substantially more difficult to solve compared to the case where binary coverage is allowed. The problem cannot be formulated as a linear BIP anymore. Several complicating issues arise, which will be addressed in Subsection 1.4, but first we formally define PMCLP-PCR.
Formal Definition of PMCLP-PCR
Let D = {d i , i ∈ N }, where N = {1, . . . , n}, be a set of n (possibly overlapping) rectangles on the two-dimensional plane. We refer to the rectangles in D as "demand zones" (DZs). The DZs are axes-parallel (i.e. their sides are parallel to x and y axes) and the size and location of each DZ is known. For i ∈ N , the position of d i is identified by the coordinates of its lower left corner, denoted by (x d i , y d i ) ∈ R 2 . The width (along x axis) and the height (along y axis) of d i are denoted by positive real numbers w d i and h d i , respectively. For i ∈ N , there is also a demand rate v i ∈ R associated with d i (demand per area-unit of d i ). The objects that provide coverage are a set of p equally-sized axes-parallel rectangles S = {s j , j ∈ P }, the positions of which are to be decided, where P = {1, . . . , p}. We refer to the rectangles in S as "Service Zones (SZs)". The width and height of all SZs are equal and known, denoted by positive real numbers w s and h s , respectively. The unknown position of s j is identified by the coordinates of its lower left corner, denoted by (x s j , y s j ) ∈ R 2 , for j ∈ P . We denote the collective set of positions of s 1 , . . . , s p by (x s , y s ) ∈ R 2p , where (x s , y s ) = (x s 1 , . . . , x sp , y s 1 , . . . , y sp ). Define f i (x s , y s ) as the R 2p → R function which returns the covered demand of d i if SZs are positioned at (x s , y s ), i.e.
where function A(.) returns the area of its argument, and ∪ and ∩ denote union and intersection operations on rectangular regions. Also, define f (x s , y s ) as the R 2p → R function which returns the total demand covered by the SZs if they are positioned at (x s , y s ), i.e. f (x s , y s ) = i∈N f i (x s , y s ). The PMCLP-PCR is the problem of finding the positions of SZs, i.e. (x s , y s ), for which the total covered demand, i.e. f (x s , y s ), is maximized.
As an example, Figure 1 shows the optimal solution (positioning of SZs) for a PMCLP-PCR with 4 SZs and 5 DZs (the optimal solution is obtained using the algorithm presented in Section 6). We note that although in this particular example the optimal positions of the SZs are such that they do not overlap, it is quite possible in a PMCLP-PCR that the SZs overlap in the optimal solution. Also the numbers in the example of Figure 1 are all integers, just for simplicity of figure illustration. In general they do not have to be integers. details of SZs optimal positions ( ) Optimally positioned SZs For brevity in the rest of this paper, we refer to the PMCLP-PCR with a single SZ as the Single-SZ Problem (SSP), and the PMCLP-PCR with more than one SZ as the Multi-SZ Problem (MSP), whenever such distinction is important.
Note that the PMCLP-PCR problem includes the planar MCLP problem with rectilinear distance and (possibly overlapping) rectangular DZs as a special case: As mentioned before, if an upper bound on the range of coverage in rectilinear distance is used to define the service zone around a facility, the service zone will have a square diamond shape (a square rotated 45 degrees). In this case one can define the DZs as rectangles whose sides are parallel to the sides of diamond SZs and then rotate the axes 45 degree clockwise to get a special case of PMCLP-PCR in which SZs are squares instead of rectangles; see Figure 2 . It is also easy to see that this special case can be further modified as follows to get the classical planar MCLP with rectilinear distance and point representation of demand studied by Church [1984] (which as discussed is a problem with binary coverage): Replace each DZ in Figure 2 with a point and rotate the axes 45 degrees clockwise; see Figure 3 . Then assume that each demand point d i has a demand of v i and redefine the function A(.) in the definition of PMCLP-PCR to be a binary function which returns 1 when its argument is equal to d i and zero, otherwise. A similar modification can be applied to get the extended planar MCLP of Murray and Tong [2007] with linear or rectangular DZs defined parallel to SZs.
In light of this transformation, the solution methodology for PMCLP-PCR developed in this paper can be applied to solve classical or extended planar MCLP with rectilinear distance as well. This is because our approach can readily accommodate the optimal-containing discrete set of solutions in these problems as well as the new definition of the function A(.). In fact, many aspects of our solution methodology become greatly simplified in these cases. In any case, this is mostly of theoretical interest because the planar MCLP with rectilinear distance and point representation of demand and the extended planar MCLP already have an effective solution methodology using BIP [Church, 1984, Murray and Tong, 2007] . 
Camera View-frame Selection
Besides facility location for maximum demand coverage, PMCLP-PCR finds direct application in camera view-frame selection. A satellite or a security system equipped with p automatically controlled cameras receives rectangular subregions (DZs) as requests for photography/monitoring from a set of users. Each subregion has an associated reward rate that may depend on the priority of the user or the importance level associated with monitoring that subregion. This reward rate plays the role of the demand rate of DZ in PMCLP-PCR. The problem of selecting the position of the best view-frame for the cameras (SZs) to maximize the total reward from the captured parts of the requested subregions (DZs) is a PMCLP-PCR.
The SSP has been studied and used in the context of earth-observing satellites by Song et al. [2006] , who considered only one camera. Song et al. [2006] showed that only a finite set of discrete points in R 2 need to be considered to find the optimal solution to SSP, and based on this result presented an exact algorithm called Plateau Vertex Traversal (PVT) to solve SSP which is of complexity O(n 2 ). Song et al. [2006] also solved an extension of the SSP where the frame (SZ) size can be scaled and the reward function incorporates the image resolution. They presented O(n 2 ), O(n 2 m), and O(n 3 ) exact algorithms for SSP with fixed, m discrete, and continuous camera resolution levels, respectively. Some variations of the SSP have also been studied by Har-Peled et al. [2003] . Song and Goldberg [2007] developed an O(n/ 3 ) lattice-based approximation algorithm for SSP with general shaped DZs and several image resolution levels. They further improved the time of this algorithm using a branch-and-bound-like algorithm which uses better solutions in the lattice to ignore assessment of some suboptimal lattice points. In the same context, Xu et al. [2008] developed a lattice-based approximation algorithm for the planar MCLP with rectangular DZs, where SZs are not allowed to overlap and binary coverage of demand is assumed. Their algorithm runs in O(n/ 3 + p 2 / 6 ) time for a given approximation error . Xu et al. [2010] proposed exact algorithms to solve the same problem for two SZs.
In the context of camera view-frame selection, our MSP provides a useful generalization of the SSP where multiple cameras can be used and partial coverage is allowed.
Overlapping Demand Zones
In PMCLP-PCR, overlapping DZs are allowed. Overlapping DZs are naturally expected in the context of camera view-frame selection. However, to our knowledge, they have not been explicitly studied in the context of planar MCLP. This is while they can provide a significant computational advantage in practical settings as we explain here: In the literature of planar MCLP with demand represented as spatial objects, it is customary that a continuous demand distribution function over the whole region is approximated, to any arbitrary precision, by a set of non-overlapping spatial objects; see Figure 4 . Figure 4(a) shows an approximation of a continuous demand distribution (not shown) using 27 non-overlapping rectangular DZs. Here we limit the approximating spatial objects to rectangles as we are studying PMCLP-PCR. The number inside each rectangle denotes the demand rate (demand per area-unit) of that rectangle. Notice that the same continuous demand distribution can be approximated to the same precision using much fewer overlapping rectangular DZs (with different demand rates). In Figure 4 (b), only 5 overlapping rectangular DZs are used to represent the same approximation of the continuous demand distribution. This reduction in the number of DZs by allowing overlapping DZs potentially happens in many situations (note that by allowing overlap the number of DZs never increases). This implies that the problem with the same demand distribution can be solved faster as the solution time reduces when the number of DZs decreases. 
Challenges in Solving PMCLP-PCR
PMCLP-PCR with its assumption of partial coverage is significantly harder to solve compared to the planar MCLP problem with binary coverage. Use of BIP to solve PMCLP-PCR is no more feasible: To use BIP one must be able to (a) describe an optimum-containing discrete set of candidate locations for SZs, and (b) capture the covered demand from each DZ in the objective function with a single binary variable. Our results in Section 4 show that although (a) is possible, the set of candidate locations for a SZ not only depends on where DZs are located but also on where the other SZs are sited, making the structure of this set much more complicated than the case of binary coverage. However, even if one explicitly derived this optimum-containing set, it would be still impossible to do (b) because in calculating the coverage obtained from each DZ by each SZ, one needs to count out the parts of the DZ that are covered by other SZs. Therefore, just a single binary variable for each DZ fails to capture the interaction between SZs. If one wants to formulate a BIP, introduction of many auxiliary binary variables and constraints to capture these interactions will be necessary. Another approach would be to use a non-linear formulation. Both approaches are extremely cumbersome and inefficient. Consequently, to develop an efficient solution approach in this paper, we first derive the properties of the optimum-containing discrete solution set for PMCLP-PCR in Section 4 and then devise a customized branch-and-bound algorithm to implicitly search this solution set to solve PMCLP-PCR in Section 6.
As a final note, we should mention that theoretically PMCLP-PCR can be transformed to the p-cover problem introduced by Drezner [1986] . In the p-cover problem, a grid is defined over the plane where every cell in the grid has a weight. The goal is to find the locations of p subgrids of size k × k on the grid such that the total weight covered in maximized. One can transform the PMCLP-PCR to a p-cover problem by choosing the largest grid cell that can perfectly tile the SZs as well as all the rectangular subregions created on the plane by intersecting DZs. However, the number of grid cells in the resulted p-cover problem, denoted by N , depends on the size of this grid cell and is not a function of p and n. Consequently, N can be very large even for very small p and n. Moreover, the algorithm presented by Drezner [1986] is a brute force search with complexity O(N p ). Therefore, this transformation is not computationally practical to solve PMCLP-PCR.
Organization of the paper
The remainder of the paper is organized as follows: In Section 2 we prove that PMCLP-PCR is NP-hard if p is part of the input. We do this by reducing the planar p-center problem to PMCLP-PCR. Then in Section 3 we show that the property proved by Song et al. [2006] for the solution set of the SSP can be strengthened and use this fact to present an exact algorithm which is at least two times faster than the exact PVT algorithm proposed by Song et al. [2006] . In Section 4, we prove some theoretical properties regarding the solution space of MSP, which allows us to limit the search for optimal solution to a finite discrete set of critical points in R 2p . Based on these properties, we present a polynomial-time heuristic algorithm to solve the MSP in Section 5 and develop an exact algorithm to solve this problem in Section 6. Our exact algorithm has a branch-and-bound framework. We note that our branch-and-bound should not be confused with the branch-and-bound-like algorithm of Song and Goldberg [2007] proposed to approximately solve the SSP with resolution levels over a lattice as discussed in Subsection 1.2. Our branch-and-bound has a completely different purpose and structure. It solves MSP exactly. It has a novel branching scheme which is based on a hierarchical partitioning of the set of critical values (coordinates of critical points). As a result, in addition to the branch-and-bound tree, two other partitioning trees (one for each of x and y axes) are used to store the information required for branching. The branching scheme is designed to quickly find strong lower bounds and at the same time keep the memory requirements of the algorithm at a minimal level. The algorithm also includes novel methods to calculate upper bounds and lower bounds. Our computational results in Section 7 show that our exact algorithm solves relatively large instances of the problem in a short time. Having this exact algorithm, we find optimal solutions to several instances of the problem and use them to benchmark the quality of the solutions obtained from our heuristic algorithm. Our computational experiments with the heuristic show that for all 480 random PMCLP-PCR instances solved to optimality by our exact algorithm, our heuristic algorithm finds a solution in a fraction of a second, and in all these instances, the demand covered by this solution is at least 69% of the demand covered by the optimal solution. More interestingly, for 430 of these instances, this percentage is at least 91%. We conclude by some final remarks in Section 8.
MSP is NP-hard
In this section, we prove MSP is NP-hard [Garey and Johnson, 1979] if p is part of the input. We do this by polynomially reducing the rectilinear planar p-center problem (RPCP) to MSP. In RPCP, given a set of demand points, the goal is to locate p service points to minimize the maximum distance of a demand point to its nearest service point. Equivalently, RPCP is the problem of covering a set of demand points on the plane with p squares (obtained from diamonds after a 45 • rotation) with the smallest size. Megiddo and Supowit [1984] showed that the decision problem associated with RPCP (denoted by RPCDP) is NP-hard. We show that MSP is NP-hard by reducing RPCDP to the decision problem associated with MSP (denoted by MSDP). First, we formally define MSDP and RPCDP:
MSDP: Given a set of n DZs (with known sizes and positions), p SZs, and the number R, is there a positioning of the SZs with total covered demand greater than or equal to R?
RPCDP: Given n demand points on the plane and the number L, can all the n demand points be covered by p (axes-parallel) squares of size L × L? Theorem 1. MSDP is NP-hard if the number of SZs, i.e. p, is included in the input.
Proof. Proof. We show that RPCDP can be reduced to an equivalent MSDP, denoted by EMSDP, in polynomial time. EMSDP is constructed as follows: Denote the coordinates of demand point i in RPCDP by (x i , y i ), i ∈ N . Sort x i 's in the increasing order. After sorting we denote the x i that is in the kth position by x i k . Let
(1) Doing the same for y i 's, let
Let be an arbitrary number such that
For every demand point i in RPCDP create a square-shaped
Observe that this construction of EMSDP can be completed in O(n log n) time.
Next we prove that RPCDP and EMSDP are equivalent problems. Assume the answer to RPCDP is Yes. That means there exist p squares of size L × L that cover all n demand points. Let (x * j , y * j ) denote the lower left corners of square j for j ∈ P . Now if in EMSDP we position the SZs such that (x s j , y s j ) = (x * j , y * j ), j ∈ P , then based on the construction of EMSDP it is clear that all DZs will be completely covered. So the total covered demand will be n. That means the answer to EMSDP is also Yes.
Conversely, assume the answer to EMSDP is Yes. That means there is a positioning of SZs, say {(x s j , y s j ), j ∈ P }, such that all DZs are completely covered. We show that the answer to RPCDP will also be Yes. Note that in the solution {(x s j , y s j ), j ∈ P }, each of the points (x i , y i ), i ∈ N , is covered by at least one SZ . We define D j as the index set of points (x i , y i ) that are covered by SZ
Consider a SZ s j , where j ∈ P . Let f ∈ D j be the index of the DZ for which x f ≥ x i for all i ∈ D j . We have x f ≤ x s j + L + . On the other hand, for all i ∈ D j , we have x s j ≤ x i . These two inequalities imply that x f ≤ x i + L + , or
Based on (1) and (3), inequality (4) implies
Let g ∈ D j be the index of the DZ for which y g ≥ y i , for all i ∈ D j . With a similar reasoning and based on (2) and (3), we have
. According to (5) and (6) we have
That means by placing the L × L squares of RPCDP on the plane such the lower left corner of each square is at one of the points (x * j , y * j ), j ∈ P , we get a solution for RPCDP that covers all the demand points implying that the answer to RPCDP is Yes. This completes the proof.
Single SZ Problem (SSP)
In this section we show that an important property for the solution to SSP, which was observed by Song et al. [2006] , can be strengthened. This results in an algorithm that is at least two times faster than the PVT algorithm introduced by Song et al. [2006] . Song et al. [2006] observed that given any SSP, one can find at least one optimal solution for the problem among a finite set of points in R 2 referred to as critical points (CPs). A CP is a point whose x and y coordinates have critical values. Given a SSP, for each DZ, there are four critical x values and four critical y values. Since these critical values are generated based on a DZ, we call them DZ critical values (DCVs). The DCVs generated by DZ d i are defined as follows (see Figure  5a ):
where I and O in the superscript stand for inner and outer, respectively. We denote the set of all x DCVs, the set of all inner x DCVs (referred to as the x IDCVs), and the set of all outer x DCVs by X D , X ID , and X OD , respectively. Y D , Y ID , and Y OD are defined similarly. It is also helpful to define the functions
, and D Y (y) are defined similarly.
As SSP has only one SZ, we have (x s , y s ) = (x s 1 , y s 1 ). For a fixed value of y s 1 , say y s 1 , the function f i (x s 1 , y s 1 ) is a function of x s 1 . It is easy to see that this function is piecewise linear and its breakpoints (if they exist) occur at the x DCVs of DZ d i . This is because the area of d i covered by the SZ where y s 1 is fixed at y s 1 is simply a linear function of x s 1 . Figure 5b shows this function for a y s 1 between y O1 i and y O2 i . Now notice that f (x s 1 , y s 1 ) = i∈N f i (x s 1 , y s 1 ). As a result, at the fixed y s 1 , the total covered demand function f (x s 1 , y s 1 ) is also piecewise linear (because it is sum of piecewise linear functions) and its breakpoints (if they exist) are the set of x DCVs. Similar statements are true for a fixed x s 1 and the functions f i (x s 1 , y s 1 ) and f (x s 1 , y s 1 ). for a fixed
i and we will have only three x DCVs corresponding to DZ d i . Same statement is true for y DCVs. Therefore, in a given SSP assuming that all DCVs are distinct, 3n ≤ |X D | ≤ 4n and 3n ≤ |Y D | ≤ 4n. Hence, the number of CPs created by the x coordinates in X D and y coordinates in Y D will be between 9n 2 and 16n 2 . Song et al. [2006] showed that there is at least one optimal solution among these CPs. Here, we strengthen this result by showing that there is at least one optimal solution among CPs created by x coordinates in X ID and y coordinates in Y ID .
Theorem 2. Given a SSP, there is at least one optimal solution (x * s , y
Proof. Proof. Let (x s ,ŷ s ) = (x s 1 ,ŷ s 1 ) be an optimal solution to the SSP. Assumex s 1 ∈ X ID . We first show thatx s 1 ∈ X OD . To see this, by contradiction, assume Figure 5b ) and for i ∈ N \ D OX (x s 1 ), the function f i (x s 1 ,ŷ s 1 ) at x s 1 =x s 1 is linear with no breakpoint becausex s 1 ∈ X ID . As a result, the total covered demand function f (
will have a convex breakpoint at x s 1 =x s 1 , which contradicts optimality ofx s 1 . Therefore,x s 1 / ∈ X OD , and hencex s 1 / ∈ X D . This means that f (x s 1 ,ŷ s 1 ) at x s 1 =x s 1 is linear with no breakpoint. Sincex s 1 is optimal, this implies that
. This implies (x * s 1 ,ŷ s 1 ) is optimal too. Now note that x * s 1 / ∈ X OD \X ID due to the same reason explained above. That is x * s 1 ∈ X ID . Starting from the optimal point (x * s 1 ,ŷ s 1 ) a similar argument can be applied to get an optimal point (x * s 1 , y * s 1 ), where we also have y * s 1 ∈ Y ID . This completes the proof.
Notice that in a given SSP assuming that all DCVs are distinct, n ≤ |X ID | ≤ 2n and n ≤ |Y ID | ≤ 2n. Therefore, as a result of Theorem 2, the number candidate CPs to find an optimal solution is between n 2 and 4n 2 , which is significantly smaller than the number of CPs considered by Song et al. [2006] . Song et al. [2006] presented the PVT algorithm for SSP, which scans the CPs created by x DCVs and y DCVs. More precisely, for each fixed y s 1 ∈ Y D , the PVT algorithm calculates f (x s 1 , y s 1 ) for all x s 1 ∈ X D by scanning through them. Then the algorithm switches to the next y s 1 ∈ Y D . At the end, it stops with (x s 1 , y s 1 ) ∈ X D × Y D , which has the maximum value of f (x s 1 , y s 1 ). Note that calculating f (x s 1 , y s 1 ) at any given point by evaluating i∈N f i (x s 1 , y s 1 ) is of complexity O(n). As a result, if f (x s 1 , y s 1 ) is calculated in this way, the aforementioned algorithm would be of complexity O(n 3 ). However, by updating f (x s 1 , y s 1 ) from one x s 1 to the next using the slope of this function, Song et al. [2006] achieved O(n 2 ) complexity for PVT.
Here, we present an improved version of PVT, which we denote by SSP(D, s 1 ), using our notation and exploiting our new result in Theorem 2. The pseudocode is shown in Figure 6 . Based on Theorem 2, instead of y s 1 ∈ Y D , we only consider y s 1 ∈ Y ID (line 5). For each y s 1 ∈ Y ID , we only need the values of f (x s 1 , y s 1 ) at x s 1 ∈ X ID ; however, as mentioned above to get these values, we evaluate the slope of the piecewise linear function f (x s 1 , y s 1 ) at each of its breakpoints x s 1 ∈ X D . Let (l 1 , . . . , l |X D | ) denote the sorted list of values in X D . After execution of the for loop starting at line 7 for each k, m holds the right slope of f (l k , y s 1 ) and φ holds the value of f (l k+1 , y s 1 ). Note that based on Figure 5b , the slope of the function f i (x s 1 , y s 1 ) increases by f i (x I1 i , y s 1 )/w s at outer DCVs, and decreases by f i (x I1 i , y s 1 )/w s at the inner DCVs, implying the slope update formula in line 8. for k ∈ {1, . . . , − 1) . Therefore, although SSP, like PVT, is of complexity O(n 2 ), the ratio of its running time to that of PVT is |Y ID |/|Y D |, which is a number between 1/3 and 1/2. This means that SSP is at least two times faster than PVT (which is also evident from our computational results in Section 7).
Theoretical Properties of Multi-SZ Problem (MSP)
In this section, we establish several theoretical properties for the solution to the MSP. We extend the concept of critical values for MSP (which was discussed in Section 3 for SSP) and prove several results regarding the role of critical values in the solution of MSP. These results will reduce the continuous two-dimensional solution space to a set of discrete points. However we will see that the reduced space has a more complex structure and depends on the relative positions of SZs too.
We saw in previous section that in SSP, the critical values are generated based on DZs (we called them DCVs). In MSP, in addition to DCVs, we have a new type of critical values that are generated by SZs, which we will refer to as SZ critical values (SCVs). Each SZ with a fixed position creates a set of three SCVs along each axis for other SZs. The SCVs generated by SZ j, positioned at (x s j , y s j ), for other SZs are defined as follows (see Figure 7 ): We denote the set of all x and y SCVs generated by SZ j for other SZs by X j S and Y j S , respectively. This means X j S = {x 1 s j , x 2 s j , x 3 s j }, and Y j S = {y 1 s j , y 2 s j , y 3 s j }. We emphasize that unlike DCVs, the SCVs are defined when the location of a SZ is fixed. Having both DCVs and SCVs we can extend the notion of CPs, defined in Section 3 for SSP, to MSP. As a result a CP for MSP is a point whose x and y coordinates have DCVs or SCVs. Now we analyze the functions f i (x s , y s ) and f (x s , y s ), where (x s , y s ) = (x s 1 , . . . , x sp , y s 1 , . . ., y sp ), for MSP. First we assume that the position of p − 1 SZs is known, and without loss of generality, let the position of SZ s p is not known. For a fixed value of y sp , the function f i (x s , y s ) is a function of x sp and its breakpoint (if they exist) occur at the x DCVs of DZ d i and x SCVs of SZs s j , j ∈ P \ {p}. This is because the area of d i covered by the SZ s p (where y sp is fixed) is simply a linear function of x sp . Recall that f (x s , y s ) = i∈N f i (x s , y s ). This implies that given (x s 1 , . . . , x s p−1 , y s 1 , . . . , y sp ), the total covered demand function f (x s , y s ) is also piecewise linear and its breakpoints (if they exist) occur at the x DCVs and x SCVs of SZs s j , j ∈ P \ {p}. Similar statements about the functions f i (x s , y s ) and f (x s , y s ) are true for fixed (x s 1 , . . . , x sp , y s 1 , . . . , y s p−1 ). Next we assume that (x s , y s ) = (x s 1 + x, . . . , x sp + x, y 1 + y, . . . , y sp + y) where x s 1 , . . . , x sp , y 1 , . . . , y sp are fixed. It is interesting to observe that for a fixed value of y, f i (x s , y s ) is a piecewise linear function of x and its breakpoints (if they exist) occur whenever for any j ∈ P , x s j = x s j + x belongs to x DCVs of DZ
Since f (x s , y s ) = i∈N f i (x s , y s ), the total covered demand function f (x s , y s ) is also piecewise linear for a fixed y and its breakpoints (if they exist) occur whenever for any j ∈ P , x s j = x s j + x belongs to X D . Similar statements are true for a fixed x.
We will prove in this section that the solution space of MSP can be limited to a subset of CPs. Before that we prove a lemma that will be needed later.
Lemma 3. Consider two SZs s 1 and s 2 . If x s 1 ∈ X 2 S then x s 2 ∈ X 1 S . The same is true for y s 1 and y s 2 .
Proof. Proof. If x s 1 ∈ X 2 S then according to the definition of SCV, x s 1 belongs to {x s 2 −w s , x s 2 , x s 2 + w s }. When x s 1 = x s 2 − w s , it implies that x s 2 = x s 1 + w s which belongs to X 1 S . If x s 1 = x s 2 then we are done. Likewise, x s 1 = x s 2 + w s implies that x s 2 = x s 1 − w s which again belongs to X 1 S . Thus, we can say that if x s 1 ∈ X 2 S , then x s 2 ∈ X 1 S . The same argument applies to SCVs along y axis. Theorem 4. There is at least one optimal solution (x * s , y * s ) = (x * s 1 , . . . , x * sp , y * s 1 , . . . , x * sp ) such that the following conditions hold: (a) x * sq ∈ X ID for at least one q ∈ P and y * sr ∈ Y ID for at least one r ∈ P . (b) For every j ∈ P, x * s j is an x IDCV or SCV and y * s j is a y IDCV or SCV.
Proof. Proof. Assume the optimal solution is (x s ,ŷ s ) = (x s 1 , . . . ,x sp ,ŷ s 1 , . . . ,ŷ sp ). If it does not satisfy condition (a), say if there is no q for whichx sq ∈ X ID , then we show that an optimal solution can be found that satisfies this condition. It is important to note that in the rest of the proof, if a variable is not mentioned in the list of arguments that the functions f i (x s , y s ) and f (x s , y s ) take, then it means it has a fixed value. First we show that there will not be any q for whichx sq ∈ X OD . To see this, by contradiction, assume D OX (x s ) = ∅. Then for i ∈ D OX (x s ), the (single-variable) function f i (x sq ,ŷ sq ) has a convex breakpoint at x sq =x sq and for i ∈ N \D OX (x s ), the function f i (x sq ,ŷ sq ) at x sq =x sq is linear with no breakpoint becausex sq ∈ X ID . As a result, f (x sq ,ŷ sq ) = i∈D OX (xs) f i (x sq ,ŷ sq ) + i∈N \D OX (xs) f i (x sq ,ŷ sq ) will have a convex breakpoint at x sq =x sq , which contradicts optimality of (x s ,ŷ s ). Therefore,x s / ∈ X OD . Now, given the solution (x s ,ŷ s ), let (x s , y s ) = (x s 1 + x, . . . ,x sp + x,ŷ 1 , . . . ,ŷ p ). Note thatx sq ∈ X D , q ∈ P . This means that f (x) at x = 0 is linear with no breakpoint. Since (x s ,ŷ s ) is optimal, this implies that f (x) is a constant function at x = 0. Let x * be the value of x which is closest to 0 such that x sq ∈ X D , q ∈ P (the breakpoint of f (x)) for at least one SZ. Let (x s , y s ) = (x * s ,ŷ s ) at x = x * . So for x between 0 and x * , f (x) is a constant linear function. This implies (x * s ,ŷ s ) is optimal too. Now note that there is no q for which x * sq ∈ X OD \X ID due to the same reason explained above. That means there is at least one q for which x * sq ∈ X ID . Starting from the optimal solution (x * s ,ŷ s ) a similar argument can be applied to get an optimal solution (x * s , y * s ), where we also have y * sr ∈ Y ID for at least one r ∈ P . If (x s ,ŷ s ) does not satisfy condition (b), then again we show that we can find another optimal solution that does. Assume L ⊂ P is the SZ set for whichx s j , j ∈ L, is neither an x IDCV nor an x SCV. Notice thatx s j ∈ X OD , j ∈ L, because of the reason explained above. This means that for each j ∈ L, f (x s j ,ŷ s j ) at x s j =x s j is linear with no breakpoint. Since (x s ,ŷ s ) is optimal, this implies that f (x s j ,ŷ s j ) is a constant function at x s j =x s j . Now pick a SZ l ∈ L. Let x * s l be an x DCV or SCV (the breakpoint of f (x s l ,ŷ s l )) which is closest tox s l . So for x s l betweenx s l and x *
is optimal too. Now note that x * s l / ∈ X OD \(X ID ∪ X S ), where X S = ∪ j∈P \{l} X j S , due to the same reason explained above. That is x *
S where l 1 ∈ L − {l}, then according to Lemma 3, SZ l 1 also lies on an x SCV. Hence we remove SZ l and l 1 from the SZ set L, while if
S ) ∪ X ID , then we only remove SZ l. The process is repeated until L = ∅ i.e. all SZs are either on an x IDCV or SCV. The same argument is applied to optimal position of SZs along y axis. Therefore there will be another optimal solution (x * s , y * s ) in which for every j ∈ P, x * s j is an x IDCV or SCV and y * s j is a y IDCV or SCV.
Heuristic Algorithm for MSP
In this section, we introduce a polynomial-time heuristic algorithm, HeuristicMSP, to solve MSP (which was shown to be NP-hard in Section 2). The solution of this algorithm provides an initial lower bound for our exact algorithm for MSP (which we will present in the next section). Our computational experiments show that this lower bound is very strong as for majority of our test instances of MSP, this heuristic algorithm provides at least 91% of the optimal solution value (refer Section 7 for details). for j ∈ P do 4:
(C j , x sj , y sj ) := SSP(D, s j );
5:
C ← C + C j ;
6:
end for 8:
return (C, x s1 , . . . , x sp , y s1 , . . . , y sp ) 9: end function HeuristicMSP(D, S) solves multiple SSPs using our algorithm SSP (discussed in Section 3). The pseudocode is presented in Figure 8 . In Line 4, the function SSP(D, s j ) is called for j ∈ P which returns the maximum demand covered by the SZ s j along with its optimal position (x s j , y s j ) = (x * s j , y * s j ). In Line 5, for each DZ d ∈D and s ∈ S, we use the function TrimOut to eliminate the parts of d that are covered by SZ s j positioned at (x * s j , y * s j ), updating the setD by replacing the DZ d in this set with at most 4 trimmed DZs (TDZs), and hence adding at most 3 to the number of elements inD. See Figure 9 for different output possibilities after every application of TrimOut (the set of TDZs replacing d is denoted T d ). Note that in the next iteration of the outer for loop, the application of TrimOut on TDZs in T d will again add at most 3 to the number ( ) ( ) As a result in each iteration of outer loop at most 3n is added to the number of elements inD, making the total number of calls of TrimOut j∈P n(3j − 2) = np(3p − 1)/2. The summation of the maximum covered demand by calling SSP(D, s j ) over j ∈ P gives a lower bound on the optimal objective value of MSP.
In Section 3, we saw that SSP(D, s 1 ) takes O(n 2 ) time. Since TrimOut is a constant time operation, the complexity of HeuristicMSP is O( j∈P (3j − 2) 2 n 2 + np 2 ) = O(n 2 p 3 ).
Exact Branch-and-Bound Algorithm for MSP
In this section we present our exact algorithm for solving the MSP. We only need to search over the space of solutions that satisfy conditions of Theorem 4. Observe that such solutions are defined by not only DCVs but also SCVs. As explained before, SCVs are generated by a SZ after its position is fixed and this fact causes a great deal of complication in searching the solution space compared to SSP. An eminently inefficient algorithm is a brute-force search over all possible locations for all SZs over all CPs. The covered demand function for every possibility is calculated and the maximum covered demand gives the optimal solution. This algorithm is of course of exponential complexity: Even if we ignore SCVs, the number of CPs created by IDCVs is of O(n 2 ) resulting in O(n 2p ) possible solutions. The exact total covered demand calculation for each solution takes O(np 2 ) time (details in Subsection 6.2). Therefore, the complexity of brute-force algorithm is at least O(n 2p+1 p 2 ).
As we have proved that MSP is NP-hard, there is no chance that a polynomial algorithm to solve MSP can be devised unless P = N P . The algorithm we have designed in this paper, denoted by ExactMSP(D, S), has a branch-and-bound (BB) framework and is the first algorithm proposed to solve MSPs. Our algorithm implicitly searches the solution space defined by Theorem 4 and is designed to quickly concentrate on regions with higher concentration of DZs or large demand rates to find good solutions (lower bounds). Having good lower bounds, it then avoids explicit enumeration of candidate solutions in many other regions by calculating upper bounds on the covered demand provided that the SZs are in those regions. Below we address the different components of this algorithm.
Main Body
The pseudocode for the main body of ExactMSP is shown in Figure 10 . Like any BB algorithm (see Land and Doig [1960] ), our algorithm decomposes the problem into subproblems, represented by nodes of a tree, and uses the bounds on the objective value of the subproblems to avoid explicit enumeration of the solution of subproblems associated with many nodes of the tree. Each node Q of this tree corresponds to p subsets of x CVs, denoted by X j Q , j ∈ P , and p subsets of y CVs, denoted by Y j Q , j ∈ P . The set X j Q is either a subset of x IDCVs or a set containing a singleton x SCV. A similar statement is true for Y j Q . As a result, the node Q corresponds to p rectangular meshes where the mesh j ∈ P is composed of the points (x, y) ∈ X j Q × Y j Q . Note that the subproblem associated with node Q is a restricted form of the original MSP where SZs s j , j ∈ P , can only be positioned at the points in mesh j. Moreover, at each node, properties a and g store information about branching axis and branching SZ, respectively. The definition and usage of these indicators for branching will be addressed later in Subsection 6.3. equal to Y ID for all j ∈ P . We calculate initial lower bound (LB) on the objective value using HeuristicMSP(D, S) in Line 3. Starting from the root node Q 0 in Line 4, we append/traverse the tree as follows (Lines 5-14): At any given node, we obtain the upper bound (U B) on the objective value using UpperBound function (which we will address in Subsection 6.2) in Line 6. If U B ≤ LB, the node is pruned (as it will not provide a solution with an objective value better than LB) and we move to the next node using the GetNextNode function. In ExactMSP, we use depth first strategy and therefore, GetNextNode use this strategy to return a node which is the right sibling of the current node or one of its ancestors. If U B > LB then Lines 9-11 handle the nodes in which |X j Q | = |Y j Q | = 1 for all j ∈ P , i.e., all SZs have fixed x and y coordinates (any such node corresponds to a complete solution for the problem). As we will see in Section 6.2, for such a node the U B provided by the UpperBound function is equal to the objective value of this solution, hence the LB and the best solution so far are updated (Lines 10 and 11). The node is pruned and we move to the next node using the GetNextNode function. Line 13 is executed if any of the sets X j Q and Y j Q , j ∈ P , have more than one element. In this case, we branch using the Branch function. There are several details concerning this function that are described in Subsection 6.3. In general, branching at any node Q includes creating new child nodes by partitioning one particular subset out of the 2p subsets X j Q and Y j Q , j ∈ P , into smaller subsets. However, due to the existence of SCVs there are several special cases that function Branch handles in order to enumerate SCVs (see Subsection 6.3). The algorithm terminates when all nodes are pruned. The optimal solution and its associated optimal covered demand will be given by (x * s 1 , . . . , x * sp , y * s 1 , . . . , y * sp ) and LB, respectively.
Upper Bound Calculation
In ExactMSP, the function UpperBound calculates the upper bound on the objective value at any given node (the pseudocode is shown in Figure 11) . A node Q with |X j Q | = |Y j Q | = 1, for all j ∈ P , provides a solution (x s 1 , . . . ,x sp ,ŷ s 1 , . . . ,ŷ sp ) to the problem, wherex
For such a node, UpperBound calls the function CoveredDemand in Line 4 to generate the exact total covered demand of this solution. The pseudocode of CoveredDemand is shown in Figure 12 and works as follows: In Lines 4-8, for each DZ d ∈ D and a given SZ s j ∈ S, we use functions TrimIn and TrimOut to capture the parts of d that are covered by s j positioned at (x s j ,ŷ s j ) but are not covered by SZs s m , m = 1, . . . , j − 1, positioned at (x sm ,ŷ sm ), as a set of TDZs. Then, the set D j is updated by replacing d in this set with these TDZs. See Figures 9 and 13 for different output possibilities after every application of TrimOut and TrimIn. 
for m ← 1 to j − 1 do 7:
end for 9: Figure 9 are not possible). With an argument similar to the one in Section 5, each iteration of the for loop in Lines 6-8 adds at most n to the number of elements in D j , j ∈ P , making the total number of calls of TrimOut p j=1 j−1 m=1 nm = np(p 2 − 1)/6. The summation of the demand of all (T)DZs in D j over j ∈ P gives the total covered demand for this solution of MSP in O(np 3 ) time.
In case a node Q does not provide a solution (i.e. there exist j ∈ P such that |X Figure 6 whenever l k+1 ∈ X ID as M (x I m , y I q ) where x I m = l k+1 and y I q = y s 1 . Note that the matrix M is created only once in the ExactMSP and stored in the memory for usage in all calls to the UpperBound function. Then, for each j ∈ P , we find the maximum covered demand in a submatrix of M whose rows and columns correspond to X j Q and Y j Q , respectively (Lines 13-15). It is important to note that whenever X j Q contains a single x SCV (sayx) andx / ∈ X ID , we consider a submatrix of M with rows corresponding to a setX ⊂ X ID , instead of X j Q , and constructX in Lines 8-12 as follows: In case x I 1 <x < x I |X ID | , the setX is defined by {x, x} such that x and x are the closest x IDCVs tox that are larger and smaller than x, respectively (Lines 9 and 10). Otherwise, the setX contains either
Based on the arguments in the proof of Theorem 2, it is easy to see that, for a fixed y, there exist x ∈X such that the total covered demand of DZs in D if a SZ is positioned at (x, y) is greater than or equal to the total covered demand of DZs in D if a SZ is positioned at (x, y). A similar procedure is followed whenever Y j Q contains a y SCV which is not a y IDCV. The summation of the maxima over all p submatrices of M corresponding to the p SZs gives an upper bound on the objective value at this node because this summation does not consider overlapping of the SZs. The time taken to perform Lines 6-12 is at most O(n 2 p).
Branching
In ExactMSP, we perform branching at any given node Q using the function Branch which creates a set of child nodes for Q and returns the first child node of Q. The psuedocode is shown in Figure 14 . To create a child node T of node Q, the algorithm uses the NewChildNode function which first creates a clone of Q and then modifies it to define the child node subproblem. At any given node, the function Branch, if called, performs one of the three types of branching explained below depending on the properties a and g (denoting the branching axis and branching SZ at that node, respectively) and properties of the 2p subsets of x CVs and y CVs defining that node. Partition Branching: Given a node Q where a(Q) ='X' (or 'Y') and there exists at least one SZ without fixed x (or y) position at Q, we branch node Q by partitioning the set X
⊆ Y ID ) and creating child nodes corresponding to each partition of this set (Lines 4-8 and 27 in Figure 14) . We start branching at the root node Q 0 by partitioning X 1 Q 0 (correspondingly, in Line 2 of Figure 10 , we have g(Q 0 ) = 1 and a(Q 0 ) ='X'). We use the NewChildNode function to create a child node T of node Q (Line 5 of Figure 14) and then modify the set X (or it seems we have to consider all permutations of SZ indices in branching along y axis to include all solutions. However, careful observation reveals that when in a branch the x coordinates of all SZs are fixed on x IDCVs, again just considering the ascending order of SZ indices for branching on the y axis is sufficient. This is because if there is a solution with, say, x s 1 = α 1 and x s 2 = α 2 in some branch with all SZs having fixed x positions at x IDCVs, there is indeed another branch (resulted from branching on x) which has a solution with x s 1 = α 2 and x s 2 = α 1 . Therefore, while branching on the y axis in each of these branches, it is sufficient to branch first on SZ 1 and then on SZ 2 to consider all unique solutions. But this is not true when at least one SZ has an x coordinate fixed at an x SCV because the values of SCVs depend on the order of branching. In such cases we need to consider all permutations of SZs with fixed x positions at SCVs.
Permutation branching (Lines 18-23 and 26 of Figure 14) takes care of all these cases as follows: We perform this branching at any node Q where either a(Q) ='X' and g(Q) > p (the x coordinates of all SZs has just been fixed) and also deeper when a(Q) ='Y' and a set Y j Q , j ∈ P , becomes singleton. Let l 1 be the smallest SZ index for which the x coordinate of SZ is fixed at an x IDCV and its y coordinate is not fixed (Line 18). Also letL be the set of indices of SZs whose x coordinates are fixed at an x SCV and y coordinates are not fixed (Line 19). For each l ∈L ∪ {l 1 }, we create a child node T of node Q using NewChildNode (Line 21) and set g(T ) = l and a(T ) ='Y' (Line 22). It is easy to see that this results in branching on y in ascending order of the SZs with fixed x positions at x IDCVs as well as all possible orders of SZs with fixed x positions at SCVs.
Computational Results
In this section, we analyze the performance of our algorithms, i.e., SSP, HeuristicMSP, and ExactMSP, by solving randomly generated instances. We implemented these algorithms in Microsoft Visual C++ 2010 and ran all our experiments on PCs with 2.80 GHz Intel Core i7-860 Processors with 8MB of CPU Cache and 8GB of RAM. We generated three instance categories A, B, and C in terms of relative size of SZ and DZs (shown in Table 1 ). The SZs in all these categories are squares of a given size (motivated by the square shape of service zones consisting of points within a given rectilinear distance of a service facility explained in Section ??). The DZs are rectangular and their width and length come from uniform distributions over real numbers with given parameters. In category A, the SZ size is smaller than the average size of DZs. In category B, the SZ size is considerably larger than the average DZ size, and in category C, the SZ size is equal to the average DZ size.
Each DZ is randomly located within a square region of size 150×150. To do so, we first generated three random points in this region referred to as the concentration points. We associated a radius value, r = 30, to each concentration point. For a given instance category, the x (and y) coordinates of the concentration points were drawn from uniform[r , 150 − (r + M )] where M is the maximum possible width (and height) of a DZ in that category. For each DZ, we first decide whether it is "anchored" to a concentration point (with a probability of 0.31 for each concentration point) or it is "free" (with a probability of 0.07). An anchored DZ is placed randomly within a given distance of its corresponding concentration point while a free DZ is randomly placed somewhere in the entire square region. We used this DZ placement approach over the region to mimic the typical real-world situation where a large portion of the demand is concentrated around centers of population while a smaller portion is scattered all over the region. We created six random numbers to specify a DZ: one to designate the DZ as anchored to a specific concentration points or free, two to determine the location of the lower left corner of the DZ, two to generate width and height of the DZ according to the distributions in Table 1 (which are over real numbers), and one to generate the demand rate of the DZ from uniform[1 , 10 ] over real numbers. We determined the location of the lower left corner of a DZ as follows: If the DZ is anchored, the x (and y) coordinate of this corner are taken from a normal distribution. The mean of this distribution is the x (and y) coordinate of the corresponding concentration point and its standard deviation is r/2. If the generated normal values are less than 0 or greater than and equal to 150, we change it to 0 or 150 − M , respectively. If the DZ is free, the x (and y) coordinate of its lower left corner are taken from uniform[0 , 150 − M ] over real numbers. In our first experiment, we compared the performance of our new algorithm SSP with the existing PVT algorithm. The results are shown in Table 2 , where each row represents the average over ten instances. T SSP and T PVT denote the the time taken (in seconds) to solve the instance by SSP and PVT, respectively. Based on Table 2 , we observe that SSP is significantly faster than the PVT algorithm. Notice that for all instances with 100 DZs and more, the time taken to solve a SSP instance using SSP is 1/2 to 1/3 of the time taken by the PVT algorithm. This is in agreement with the results of Section 3. For instances with 50 DZs, we get even better improvements as the PVT algorithm has a computational overhead that overshadows the main loop of the algorithm in these small instances. In our second experiment, we analyzed the performance of HeuristicMSP and ExactMSP on randomly generated instances with 2 to 5 SZs. The results are provided in Table 3 , where each row presents the average over 10 instances. We set a time limit of 10 hours for ExactMSP. If the optimal solution is not found within 10 hours, the algorithm is terminated and the best solution found within 10 hours is reported. Table 3 shows the total number of nodes considered in the BB tree at the termination. Column T shows the time (in seconds) taken to solve the problem to optimality if it is solved in less than 10 hours. Otherwise, it shows the time limit (36000 seconds). We observe that instances in Category A are much easier than the instances in categories B and C. The difficulty of the problem substantially increases as the number of SZs in the problem increases. Although we proved MSP is NP-hard, ExactMSP still solves relatively large instances of MSP in a short amount of time. ExactMSP was able to solve 480 out of 510 instances (all instances except those in Category B with 5 SZs) within 10 hours (see Table 3 ).
The time taken by ExactMSP to solve these instances is an extremely small fraction of the time required by an algorithm that does brute-force search on all candidate CVs. ExactMSP takes advantage of early focus on areas with concentration of demand (by choosing branches with higher priority values; see Section 6.3) and finding good lower bounds, which is then used to avoid other areas by pruning many suboptimal branches. This early discovery of very good lower bounds is supported by time at which algorithm for the first time finds a solution that is later proved to be the optimal (shown by T 1 in Table 3 ). It can be seen that the values T 1 /T shown in this table are quite small (generally less than 0.35). This means that the algorithm meets the optimal solution for the first time at a small fraction of total time and spends the rest of the time pruning other branches to prove the optimality of this solution.
ExactMSP is also very memory efficient due to the depth-first search strategy and use of xPtree and y-Ptree to guide branching. Although the total number of nodes visited is large, the maximum number of nodes open at any given time is very small (the maximum number of nodes open at any given time over all these instances is less than 100).
One of the main advantages of having the exact algorithm ExactMSP is that the optimal solutions found by it can be used to benchmark the performance of any heuristic algorithm, in particular HeuristicMSP. Recall that in ExactMSP, the initial lower bound is calculated using HeuristicMSP. For all instances in Table 3 , HeuristicMSP provides a solution in a fraction of a second (T H in Tables 3 denotes the total time taken by HeuristicMSP). The column α in the table is the ratio of the demand covered by the HeuristicMSP solution (i.e., the initial lower bound for ExactMSP) to the optimal covered demand found by ExactMSP. It can be observed that this ratio is at least 0.69 for all the 480 instances that are solved by ExactMSP. More interestingly, for 430 of these instances, this ratio is at least 0.91. This shows that HeuristicMSP is a very effective heuristic for the problem (and hence the initial lower bound for ExactMSP) is a very good bound.
Conclusions
We strengthened the existing theoretical properties for the solution of SSP and improved the existing PVT algorithm for this problem. Our theoretical results and computational experiments showed that our algorithm significantly outperforms the existing PVT algorithm. We proved that MSP is NP-hard (by reducing the planar p-center problem to MSP) and introduced a reduced solution space for it. We presented the first exact algorithm for MSP. This algorithm is a customdesigned branch-and-bound search over the reduced solution space. Novel branching strategies involving auxiliary tree structures used for partitioning the node-defining sets were introduced. Our algorithm is memory efficient and quickly focuses on regions with higher chance of containing the optimal solution. This algorithm solves relatively large instances of MSP in a short amount of time. In the course of the algorithm, typically, the solution that is proved to be optimal at the end is first discovered at a very early node compared to the total number of nodes. This means that devising strategies to quickly find better node upper bounds can result in substantial reduction in total number of nodes and hence solution time, which is an interesting topic for future research. We also presented a heuristic algorithm to solve MSP. Our computational results showed that this algorithm finds close-to-optimal solutions in a very small amount of time. This heuristic is used as a very effective method to find lower bounds in our exact branch-and-bound algorithm.
