Abstract: Currently, the main difficulty in separating the land surface temperature (LST) and land surface emissivity (LSE) from field-measured hyperspectral Thermal Infrared (TIR) data lies in solving the radiative transfer equation (RTE). Based on the theory of wavelet transform (WT), this paper proposes a method for accurately and effectively separating LSTs and LSEs from field-measured hyperspectral TIR data. We show that the number of unknowns in the RTE can be reduced by decomposing and reconstructing the LSE spectrum, thus making the RTE solvable. The final results show that the errors introduced by WT are negligible. In addition, the proposed method usually achieves a greater accuracy in a wet-warm atmosphere than that in a dry-cold atmosphere. For the results under instrument noise conditions (NE∆T = 0.2 K), the overall accuracy of the LST is approximately 0.1-0.3 K, while the Root Mean Square Error (RMSE) of the LSEs is less than 0.01. In contrast to the effects of instrument noise, our method is quite insensitive to noises from atmospheric downwelling radiance, and all the RMSEs of our method are approximately zero for both the LSTs and the LSEs. When we used field-measured data to better evaluate our method's performance, the results showed that the RMSEs of the LSTs and LSEs were approximately 1.1 K and 0.01, respectively. The results from both simulated data and field-measured data demonstrate that our method is promising for decreasing the number of unknowns in the RTE. Furthermore, the proposed method overcomes some known limitations of current algorithms, such as singular values and the loss of continuity in the spectrum of the retrieved LSEs.
Introduction
Land surface temperature (LST) and land surface emissivity (LSE) are two key variables in quantitative remote sensing that play roles in both environmental and geological fields [1] [2] [3] .
Methodology and Data

Radiative Transfer Theory
Based on Wien's Law, the radiant contribution of the Sun is small in the TIR range and can be ignored, without introducing obvious errors. Therefore, under clear conditions, the RTE at ground level for each TIR channel can be described in [2, 3] :
where i denotes the TIR channel; L i,g is the radiance measured at ground level; ε i,s is the land surface emissivity; T s is the land surface temperature; L i,down is the atmospheric downwelling radiance; and B i (T s ) is the Planck Function with a temperature of T s , whose formulation is as follows [2, 3] :
where λ i is the wavelength in µm; and C 1 and C 2 are the constants, respectively. (C 1 = 1.191 × 10 8 W·µm 4 ·sr −1 ·m −2 and C 2 = 1.439 × 10 4 µm·K).
From this RTE, it is obvious that the equation is still ill-posed, even if the atmospheric downwelling radiance is known in advance. That is, for the observed radiance at N channels, there are always N + 1 (N channel LSE and 1 LST) unknowns. These unknowns form the key problem in retrieving LSTs and LSEs.
Wavelet Transform Method for Temperature and Emissivity Separation (WTTES)
Wavelet Transform (WT) is a tool for dividing a dataset, function, or operator into different frequency components: high-and low-frequency wavelet coefficients. In the wavelet domain, the high-frequency wavelet coefficients of a continuum time (space) series signal usually represent noise, while the low-frequency wavelet coefficients contain the bulk of the information in the original signal [35] [36] [37] [38] . Based on this theory, the LSEs can then be recovered from the low-frequency wavelet coefficients alone.
where ε r represents the recovered LSEs and DWT −1 is the inversion of the discrete wavelet transform function. Because the LSEs are always obtained from certain channels, a discrete wavelet transform is used instead of a continuum wavelet transform. C a represents the low-frequency wavelet coefficients, db is the selected wavelet, and n denotes the number of wavelet transform levels. C a can be estimated from the original LSEs as follows:
where C d represents the high-frequency wavelet coefficients and ε s denotes the original LSEs.
Here, by substituting (3) into (1), the at-ground radiances L g can be then rewritten, as shown below:
Clearly, by using the wavelet transform on LSEs, the separation of temperature and emissivity is now converted to one of retrieving the T s and the low-frequency wavelet coefficients (C a ) of LSEs; thus obviously reducing the unknowns in the RTE. For example, for N channels, there are only N/2 + 1 unknowns, N/2 C a and 1 LST, in (5), when n = 1. The number of unknowns will be reduced further if a higher wavelet level is adopted.
However, because the analytical expression of the LST and C a cannot be deduced, an iterative solution is used to determine the unknowns in (5) and minimize the cost function defined in (6), Remote Sens. 2017, 9, 454 4 of 16 which is based on the fact that the optimal LSTs and LSEs always correspond to the least difference between the estimated and measured radiance [38] :
where E cost is the cost function, σ is the standard deviation, L' g is the estimated radiance at ground level, and L g is the measured radiance at ground level. The detailed steps required to separate the LSTs and LSEs from field-measured hyperspectra TIR data are given below: First, an initial LST must be given, such as the maximum of the LSTs calculated with a constant LSE using the normalization emissivity method. Next, an initial LSE spectrum is obtained using the inversion of the RTE with the estimated initial LST. Subsequently, the low-frequency wavelet coefficients (C a ) of the LSEs can be acquired using the wavelet transform in (4). The Newton Method is then used to solve the nonlinear equation in (5) . That is, the initial LST and Ca are iteratively adjusted according to the calculated value of E cost defined in (6) . After the E cost attains its minimum value, the iterative calculation is terminated, and the current LST and Ca are regarded as the optimal values. The final LSEs can be then recovered from C a through the inversion of the DWT, using (3).
Simulated Data
To fully evaluate the performance of the WTTES algorithm, simulated data were used in this paper, providing a comprehensive dataset that includes various possible atmosphere and surface conditions. The spectral interval used in this paper is 1 cm −1 , and the selected TIR spectral range was 800 to 1000 cm −1 .
In total, six MODTRAN standard atmosphere profiles were selected that include temperature, moisture, and ozone profiles [39] . The bottom atmospheric temperature (T bottom , the near ground air temperature at approximate 1013 hPa) in the six profiles ranges from 257.2 K to 299.7 K, while the total water vapor (TWV) ranges from 0.42 to 4.08 g/cm 2 . Table 1 lists the details of these profiles. After preparing the atmospheric information, the MODTRAN was used to obtain the corresponding atmospheric parameters, such as the atmospheric downwelling/upwelling radiance and the atmospheric transmittance [29] . In addition, 65 land surface materials containing information concerning the soil, vegetation, water, etc. (Figure 1) were selected from the ASTER Spectral Library [40] . For each land surface material, the corresponding LST varies from −5 to 15 K with a 5 K step for the bottom atmospheric temperature T bottom ≥ 290 K. For the situation of T bottom < 290 K, the LST varies from −5 to 5 K, with a 5 K step [41] .
and the atmospheric transmittance [29] . In addition, 65 land surface materials containing information concerning the soil, vegetation, water, etc. (Figure 1) were selected from the ASTER Spectral Library. [40] . For each land surface material, the corresponding LST varies from −5 to 15 K with a 5 K step for the bottom atmospheric temperature Tbottom ≥ 290 K. For the situation of Tbottom < 290 K, the LST varies from −5 to 5 K, with a 5 K step [41] . 
Field-Measured Data
In addition to the simulated data, field-measured data were also used to evaluate our proposed method. The field-measured data were obtained from a field campaign that occurred over three weeks in June 2004 at the ONERA (Office National d'Etudes et de Recherches Aérospatiales) center of Fauga-Mauzac [42] .
This experiment measured 11 samples of a variety of surface types such as soil, stone, wood, sand, and even man-made materials. The LSEs of each sample were measured a minimum of 10 times in the laboratory by a BRUCKER-EQUINOX spectrometer equipped with an integrating sphere. The spectral radiances (from 700 to 3000 cm −1 ) were measured outdoors by a BOMEM (MR 250 Series) Fourier transform interferometer with a spectral resolution of 4 cm −1 and a sampling rate of 2 cm −1 . The spectroradiometer was held at 1.2 m above the ground and pointed at a horizontal surface via a 45 • gold mirror. The total path length from the surface to the sensor was about two meters and a 20 cm diameter footprint was provided by an AMY08 lens. In addition, a labsphere infragold plate was systematically measured before each sample to estimate the environmental downwelling radiance. The temperature of the infragold plate was recorded by a thermocouple, and the LSEs of the plate were measured in the laboratory. Because of the high values of the infragold reflectance, the self-emission term of the plate was very small. Therefore, a large uncertainty in the infragold plate's temperature could be tolerated when estimating the environment downwelling radiance.
To obtain the real LSTs of the samples, the KT19, a broadband longwave infrared (LWIR) radiometer with a channel range of 9.5-11.5 µm and an overall estimate of uncertainty in 0.5 K, was used to record the surface leaving radiance and then used to estimate the LST by correcting for the effects of LSE and environmental downwelling radiance. The LWIR Radiometer was calibrated on a M345 MIKRON black body and the overall radiance difference between the simulated radiances and the reference radiometer measurements was less than 1%, indicating that the radiometric quality of the interferometer calibration process was high.
However, some obvious differences between the measurements of LSEs were found for certain samples in [42] . To ensure the reliability of the results, nine samples were finally selected. The details of these are listed in Table 2 . 
Algorithms for Evaluation
To mathematically evaluate the retrievals, this study adopted the root mean square error (RMSE) and bias. The calculations of these parameters for the LST and LSE are as follows:
where T i,est and T i,act are the estimated and actual LST for sample i, respectively; N S is the total number of samples during the simulation; N W is the number of wavenumbers in the selected spectral domain; and ε i,j,est and ε i,j,act are the estimated and actual LSE for sample i at wavenumber j, respectively. Similar to the method described in Kanani et al. [27] for evaluating the retrievals from field-measured data, the formulas used in this paper are as follows:
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where N M is the number of measurements for a certain sample, N W is the number of wavenumbers in the selected TIR range, σ T is the standard deviation of the difference between the estimated and actual LST, σ ε is the standard deviation of the difference between the estimated and actual LSEs, and ∆ε max and ∆ε min are the maximum and minimum of LSE channel differences, respectively.
Results and Discussion
Errors introduced by the Wavelet Transform (WT)
In essence, our method simply decomposes the LSE spectrum into different frequency parts, the high-and low-frequency wavelet coefficients, and then recovers the LSEs from the low-frequency part. Because it requires no extra assumptions or prior knowledge, the only error that might be introduced is from abandoning the high-frequency part. Here, Figure 2 shows a simple example, comparing the original and recovered LSE spectrum. The sample material is one of the soils selected from the ASTER Spectral Library.
Remote Sens. 2017, 9, 454 7 of 16 introduced is from abandoning the high-frequency part. Here, Figure 2 shows a simple example, comparing the original and recovered LSE spectrum. The sample material is one of the soils selected from the ASTER Spectral Library. Figure 2 shows that the differences between the original and recovered LSEs are quite slight; the RMSE is only approximately 1.84 × e −5 . Similar conclusions were found for various land surface materials, indicating that wavelet transform is a feasible method to reduce the unknowns in the RTE.
To better evaluate the performance of the proposed method under different atmospheric conditions, the six standard profiles were sorted into three sub-groups according to their bottom atmospheric temperatures. Group-1 (G1) consists of the Tropical and Mid-Latitude Summer Profiles, which have a relatively higher Tbottom. Group-2 (G2) consists of the 1976 US Standard and Sub-Arctic Summer Profiles, which have a moderate Tbottom. Group-3 (G3) includes the Mid-Latitude Winter and Sub-Arctic Winter Profiles, which have the lowest Tbottom. Figure 3 shows the detailed results of the retrieved LSTs and LSEs from our proposed method under the no-error condition. The abscissas in Figure 3a ,b denote the errors of the LSTs and LSEs, respectively. The different colors in Figure 3 indicate the different sub-groups. Note that because the overall accuracy improves slightly by using a higher wavelet level, more time is consumed, and a wavelet level of n = 2 is actually used in this paper, unless otherwise specified. Figure 2 shows that the differences between the original and recovered LSEs are quite slight; the RMSE is only approximately 1.84 × e −5 . Similar conclusions were found for various land surface materials, indicating that wavelet transform is a feasible method to reduce the unknowns in the RTE.
To better evaluate the performance of the proposed method under different atmospheric conditions, the six standard profiles were sorted into three sub-groups according to their bottom atmospheric temperatures. Group-1 (G1) consists of the Tropical and Mid-Latitude Summer Profiles, which have a relatively higher T bottom . Group-2 (G2) consists of the 1976 US Standard and Sub-Arctic Summer Profiles, which have a moderate T bottom . Group-3 (G3) includes the Mid-Latitude Winter and Sub-Arctic Winter Profiles, which have the lowest T bottom . Figure 3 shows the detailed results of the retrieved LSTs and LSEs from our proposed method under the no-error condition. The abscissas in Figure 3a ,b denote the errors of the LSTs and LSEs, respectively. The different colors in Figure 3 indicate the different sub-groups. Note that because the overall accuracy improves slightly by using a higher wavelet level, more time is consumed, and a wavelet level of n = 2 is actually used in this paper, unless otherwise specified.
The results in Figure 3 show that the overall difference between the original and recovered LSEs is quite small; the RMSEs are only 1.38 × e −4 for G1, 1.40 × e −4 for G2, and 2.18 × e −4 for G3, and the maximum error is below 0.1%. For LST retrievals, the corresponding RMSEs are 0.002 K for G1, 0.003 K for G2, and 0.009 K for G3. Clearly, the accuracy of G3 is lower than that of the others; however, the value of RMSE is still quite small and can be ignored. From Figure 3 , all the bias values are shown to be close to zero, which indicates that our method can give a no-bias estimate of the LSTs and LSEs under a no-error condition.
The results in Figure 3 confirm that the LSEs can be better recovered from the low-frequency wavelet coefficients by using the wavelet transform. However, due to the features of the wavelet transform, this approach is more suitable for hyperspectral data. Figure 3 shows the detailed results of the retrieved LSTs and LSEs from our proposed method under the no-error condition. The abscissas in Figure 3a ,b denote the errors of the LSTs and LSEs, respectively. The different colors in Figure 3 indicate the different sub-groups. Note that because the overall accuracy improves slightly by using a higher wavelet level, more time is consumed, and a wavelet level of n = 2 is actually used in this paper, unless otherwise specified.
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Sensitivity to Instrument Noise
In this section, instrument noise is considered to further evaluate the performance of the WTTES algorithm. To improve the accuracy evaluation, two different levels of error (0.1, 0.2 K) in the form of NE∆T were finally used, and all errors were added to the at-ground radiance. Note that all the errors in this paper are considered with no bias. Figure 4 shows histograms of the LST and LSE errors with different levels of instrument noise: NE∆T = 0.1 K and NE∆T = 0.2 K. The abscissa denotes the errors in the LSTs and LSEs, and the ordinate denotes the number of elements.
In Figure 4 shows histograms of the LST and LSE errors with different levels of instrument noise: NE∆T = 0.1 K and NE∆T = 0.2 K. The abscissa denotes the errors in the LSTs and LSEs, and the ordinate denotes the number of elements. According to Figure 4 , when NE∆T = 0.1 K, the RMSEs of the retrieved LSTs in each sub-group are 0.052, 0.057, and 0.131 K, respectively, with almost no bias. When NE∆T = 0.2 K, they are 0.105, 0.115, and 0.261 K, respectively, with almost no bias. It is quite clear that the retrieval accuracy from G3 is slightly lower than that from G1 and G2, which agrees with the conclusions in Section 3.1. This result occurs because the water vapor contents of the profiles in G3 are the lowest of the six selected profiles. Because water vapor is the main absorbent in the TIR range, the atmospheric features of the LSE spectrum will be weakened, making it difficult to find the optimal LSTs and LSEs through the iterative process, especially under conditions with errors. Even so, the overall accuracy of G3 for LST is still below 0.3 K when NE∆T = 0.2 K. Compared with the LST, our method always achieves a better accuracy for the LSEs, all of which are below 1% with different levels of errors. Furthermore, all the LSEs are still estimated in an un-biased fashion, which demonstrates the high anti-noise properties of our method.
One reason for the high anti-noise robustness of our algorithm is because of the use of the least-squares technique in solving the nonlinear RTE, which has been shown to be effective in reducing such white noise. The other reason is because the added instrument noise is contained in the retrieved spectral emissivity, and this error can be further reduced through the use of WT.
Sensitivity to the Atmospheric Downwelling Radiance
In addition to instrument noise, varying error levels of atmospheric downwelling radiance are considered in this section to evaluate our proposed method. To directly compare the performance with instrument errors, the same approach for adding errors is used here. The final results are shown in Figure 5. spectral emissivity, and this error can be further reduced through the use of WT.
In addition to instrument noise, varying error levels of atmospheric downwelling radiance are considered in this section to evaluate our proposed method. To directly compare the performance with instrument errors, the same approach for adding errors is used here. The final results are shown in Figure 5 . Compared with the errors of at-ground radiance, our method is obviously insensitive to the uncertainty of atmospheric downwelling radiance. For both levels of error, the RMSEs of the estimated LST range from 0.002 to 0.009 K, with almost no bias. The accuracy of the un-biased LSEs is between 1.42 × e −4 and 2.25 × e −4 . Similar to the previous results, the overall accuracy of the retrievals from G3 is still lower than the others. However, no obvious influence on the accuracy of the estimated LSTs and LSEs can be found by increasing the NE∆T from 0.1 to 0.2 K. In other words, in most cases, it is reasonable to ignore the errors caused by the uncertainty of the atmospheric downwelling radiance for most typical surfaces. The possible reasons for the low sensitivity of the WTTES algorithm to the atmospheric downweling may be either that: (1) most selected materials have an LSE of larger than 0.9, which makes the contribution of the atmospheric downwelling radiance small compared with that of the surface-emitted radiance; or that (2) only white noise from atmospheric downwelling radiance is considered in this paper, which can be removed more efficiently by using the least-squares technique.
Comparison of the WTTES Algorithm with the ISSTES Algorithm
Currently, the ISSTES algorithm is the most widely used algorithm for separating LSTs and LSEs from hyperspectral TIR data. Therefore, this section shows a comparison of the performance of our method and that of the ISSTES algorithm. All the results in this section are obtained from the same data used in the previous sections. Additionally, a higher level of noise (NE∆T = 0.5 K) is also adopted in this section for further analysis and comparison. The final results are given in Table 3 . From the results in Table 3 , our method clearly achieves an accuracy comparable to the ISSTES algorithm. In most cases, the differences between these two algorithms are below approximately 0.05 K for LSTs and 0.1% for LSEs. However, our method achieves slightly better results than the ISSTES algorithm when the error increases. When NE∆T = 0.1 K, the maximum difference for the LST is only approximately 0.03 K; however, it becomes approximately 0.1-0.2 K when the NE∆T increases to 0.5 K. Moreover, as noted above, both algorithms are suitable for a wet-warm profile
In fact, the present ISSTES method can only ensure the overall accuracy of the LSEs. There are usually numerous peaks and valleys, and even some obvious singular points, in the retrieved LSE spectrum when obvious instrument noise is present. A simple example is shown in Figure 6a . The LSEs retrieved by ISSTES have an RMSE of only 2.51×e -4 ; however, their spectral shapes fluctuate wildly and some obvious singular points, encircled with red, can also be found. To overcome this problem, our proposed method introduces the parameter n to determine the wavelet transform levels.
Based on Formulas (3) and (4), one can change the value of n according to a specific requirement along with the noise level. To put it simply, if one needs the details of LSE spectral information or no obvious instrument noise is found, a value of n = 2 is recommended (this value was the number used in the previous sections). If the overall shape of the LSE spectrum is needed or obvious noise is present, then a higher number of n is expected.
From the results in Figure 6b , the obvious conclusion is that our method is better at removing the singular points from the LSE spectrum through the selection of a suitable n. In addition, the LSE spectrum obtained with our method is quite smooth compared to that of ISSTES and no obvious RMSE of LSEs is found. However, because only a simple test is performed in this section, the performance of our method with different levels (n) has not been fully evaluated. A known limitation is that, for a fluctuating LSE spectrum, a level of n = 5 in this paper will lose some spectral features in certain channels, such as the retrieved LSEs in the range of 800-850 cm −1 in Figure 6b . Nevertheless, because most of the land surface materials have a smooth spectrum in the 800-1000 cm −1 range, the The LSEs retrieved by ISSTES have an RMSE of only 2.51×e -4 ; however, their spectral shapes fluctuate wildly and some obvious singular points, encircled with red, can also be found. To overcome this problem, our proposed method introduces the parameter n to determine the wavelet transform levels.
Based on Formulas (3) and (4), one can change the value of n according to a specific requirement along with the noise level. To put it simply, if one needs the details of LSE spectral information or no obvious instrument noise is found, a value of n = 2 is recommended (this value was the number used in the previous sections). If the overall shape of the LSE spectrum is needed or obvious noise is present, then a higher number of n is expected. Figure 6b , the obvious conclusion is that our method is better at removing the singular points from the LSE spectrum through the selection of a suitable n. In addition, the LSE spectrum obtained with our method is quite smooth compared to that of ISSTES and no obvious RMSE of LSEs is found. However, because only a simple test is performed in this section, the performance of our method with different levels (n) has not been fully evaluated. A known limitation is that, for a fluctuating LSE spectrum, a level of n = 5 in this paper will lose some spectral features in certain channels, such as the retrieved LSEs in the range of 800-850 cm −1 in Figure 6b . Nevertheless, because most of the land surface materials have a smooth spectrum in the 800-1000 cm −1 range, the effect of using a larger number of n might be decreased to some extent.
From the results in
Evaluation with Field-Measured Data
In this section, field-measured data are used to evaluate our proposed method, including a comparison with the ISSTES algorithm. It should be noted that, for each sample, the averages of all LSEs measured in the laboratory are taken as the actual LSEs. The LST results from the WTTES and ISSTES algorithms are shown in Figure 7 .
Consistent with the previous conclusions from simulated data, no obvious difference could be found between these two algorithms ( Figure 7 ). According to the actual LSTs, 114 of 138 measurements have an LST difference of less than 1 K from the WTTES algorithm, while 117 measurements show the same accuracy as that from the ISSTES algorithm. The results indicate that both these algorithms provide relatively accurate LST retrievals from field-measured data. However, for some special materials, the LST differences are much larger, especially for the manmade material of pstyr. Most of the LST errors for pstyr are larger than 3 K. Figure 8 gives the results of the estimated LSEs from both algorithms. (a) (b) Figure 7 . (a) Differences between the estimated and actual LST from the field-measured data with the WTTES algorithm. The abscissa is the actual LST (Tact), and the ordinate is the difference between the estimated LST (Test) and the actual LST; (b) Comparison of the LST errors with the WTTES and ISSTES algorithms. The center point of each bar is equal to ΔTM, and the half-length of the bar is equal to σT. According to the retrievals, the RMSEs of the estimated LSEs could be within 1% for the samples of slate, water, sand#1, soil, and sand#2, whereas, for the samples of wood, stone, pstyr, and SiC, the RMSEs increase to approximately 1.5%-1.9%. These larger RMSEs for both the LST and LSE may be caused by the different IFOVs of instruments, the different sample locations, or the uncertainty of each measurement.
However, similar to the LST results, the overall accuracy of the LSEs retrieved by these two algorithms is quite consistent. The ISSTES algorithm will still lead to some singular channel LSEs when considering the performance at each channel, especially for the sand#2 sample used in this paper. The maximum value of the differences in the channel LSEs is approximately 0.08.
To clearly demonstrate the singular problem, the sample of sand#2 was chosen to show the error spectrum. In total, there were 11 measurements of sand#2, measured 11 times in one day. While there was little difference between nine of the measurements, two were found with singular points because of the measurement circumstances, as shown in Figure 9 . According to the retrievals, the RMSEs of the estimated LSEs could be within 1% for the samples of slate, water, sand#1, soil, and sand#2, whereas, for the samples of wood, stone, pstyr, and SiC, the RMSEs increase to approximately 1.5%-1.9%. These larger RMSEs for both the LST and LSE may be caused by the different IFOVs of instruments, the different sample locations, or the uncertainty of each measurement.
To clearly demonstrate the singular problem, the sample of sand#2 was chosen to show the error spectrum. In total, there were 11 measurements of sand#2, measured 11 times in one day. While there was little difference between nine of the measurements, two were found with singular points because of the measurement circumstances, as shown in Figure 9 .
Remote Sens. 2017, 9, 454 13 of 16 Figure 9 . Differences between the estimated and actual LSEs of the sand#2 sample (2 measurements) at each channel from 800 to 1200 cm −1 from the WTTES and ISSTES algorithms.
From Figure 9 , some larger differences can clearly be found in the 1130-1140 cm −1 range when using the ISSTES algorithm. This phenomenon may occur when the surface-emitted radiance Bi(Ts) is close to the environmental downwelling radiance Li,down. Similar results were found for the sand#1 and pstyr samples used in this paper. However, it should be noted that the singular points problem in the ISSTES algorithm has nothing to do with the type of surface. Instead, it is caused primarily by the measurement conditions. From Figure 9 , some larger differences can clearly be found in the 1130-1140 cm −1 range when using the ISSTES algorithm. This phenomenon may occur when the surface-emitted radiance B i (T s ) is close to the environmental downwelling radiance L i,down . Similar results were found for the sand#1 and pstyr samples used in this paper. However, it should be noted that the singular points problem in the ISSTES algorithm has nothing to do with the type of surface. Instead, it is caused primarily by the measurement conditions.
Conclusions
This paper proposed a WTTES algorithm that can accurately and effectively separate the LSTs and LSEs from field-measured hyperspectral TIR data. By decomposing the LSEs and then reconstructing them from the low-frequency wavelet coefficients, the process of temperature and emissivity separation has been changed to one of calculating the temperature and low-frequency wavelet coefficients, a procedure that obviously reduces the unknowns in the RTE. No prior knowledge or assumptions are necessary in our method, making it much more efficient. Moreover, because the spectral emissivity is directly recovered from the low-frequency wavelet coefficients instead of the simple inversion of the RTE, both the singular problem and the discontinuity problem can be solved effectively.
To evaluate the performance of our method, different kinds and levels of error were considered in this paper. Examples include errors of instrument noise and atmospheric downwelling radiance in the form of NE∆T (0.1 and 0.2 K). The results show that the errors introduced by the WT are negligible. The overall accuracy of our method, with no errors, is between 0.002 and 0.009 K for LSTs and between 1.38 × e −4 and 2.18 × e −4 for LSEs. When instrument noise exists, the accuracy will be decreased somewhat. However, compared with the instrument noise, errors from atmospheric downwelling radiance are sufficiently small that no obvious change can be found in the RMSEs for either the LSTs or LSEs. In other words, our method is quite insensitive to the uncertainty of atmospheric downwelling radiance for typical surfaces such as soil, vegetation, and water. Additionally, the results also indicate that the performance of our method is usually better under wet-warm atmospheric conditions than under a dry-cold atmospheric profile. Compared to the current ISSTES algorithm, our method not only obtains comparable accuracy in most cases, but also eliminates singular points. Furthermore, a multi-level solution is also available in our method to adapt it to different requirements, without losing the overall accuracy. For field measurements, the overall RMSEs of the retrieved LSTs and LSEs are approximately 1.1 K and 1%, respectively. No obvious differences were found between the WTTES and ISSTES algorithms, which might have been be caused by the high signal-to-noise ratio (SNR) in the measured data. However, while some obvious singular channel LSEs can still be found in the ISSTES retrievals, our proposed method removes them.
This investigation of the WTTES algorithm for field-measured TIR data is encouraging. We plan to perform extensive tests in the near future to investigate the performance of the WTTES algorithm for airborne and satellite data.
