We propose a hydridizable discontinuous Galerkin (HDG) method for solving the Cahn-Hilliard equation. The temporal discretization can be based on either the backward Euler method or the convexsplitting method. We show that the fully discrete scheme admits a unique solution, and we establish optimal convergence rates for all variables in the L 2 norm for arbitrary polynomial orders. In terms of the globally coupled degrees of freedom, the scalar variables are superconvergent. Another theoretical contribution of this work is a novel HDG Sobolev inequality that is useful for HDG error analysis of nonlinear problems. Numerical results are reported to confirm the theoretical convergence rates.
Introduction
Let Ω ⊂ R d (d = 2, 3) be a polygonal domain with Lipshitz boundary ∂Ω and T be a positive constant. We consider the following Cahn-Hilliard equation:
∇u · n = ∇φ · n = 0 on ∂Ω × (0, T ], (1c)
where f (u) = u 3 − u. The Cahn-Hilliard equation is a fourth order, nonlinear parabolic equation which was originally proposed by Cahn and Hilliard [8] [9] [10] as a phenomenological model for phase separation and coarsening in a binary alloy. Since then Cahn-Hilliard-type equations have found applications in a variety of fields, including multiphase flow [1, 46] , two-phase flow in porous media [36] , tumor growth [64] , pattern formation [65] , thin films [6] and many others. Owing to its importance, many works have been devoted to the design and analysis of numerical schemes for solving the Cahn-Hilliard equation; see, e.g., finite difference methods [35] , mixed and nonconforming finite element methods [5, 26, [28] [29] [30] 34] and Fourier-spectral methods [44, 58, 59] . In recent years, the discontinuous Galerkin (DG) method has become popular for solving the Cahn-Hilliard equation, owing to its flexibility in handling higher order derivatives, high-order accuracy, the property of local conservation which is crucial for applications in porous redmedium flow and transport phenomenon, high parallelizability and ease of achieving hpadaptivity. Applications of DG methods to fourth order elliptic problems have been considered by Babuška and Zlámal in [3] , by Baker in [4] , and more recently by Mozolevski et al. in a series of works [47] [48] [49] [50] 62] . In [31] , Feng and Karakashian design and analyze a DG method of interior penalty type based on the fourth order formulation of the Cahn-Hilliard equation. Optimal error estimates in various energy norms are established: see also [32] . Kay et al. propose and analyze a different DG method [42] that treats the Cahn-Hilliard equation as a system of second order equations allowing a relatively larger penalty term. A fully adaptive version of the interior penalty DG method was recently constructed in [2] for the Cahn-Hilliard equation with a source and optimal L 2 error bound were derived; see also [33] for solving the advective Cahn-Hilliard equation. The local discontinuous Galerkin (LDG) method has also been proposed for the discretization of the CahnHilliard equation by writing it as a system of four first-order equations. Dong and Shu in [27] analyzed an LDG scheme for general elliptic equations including the linearized Cahn-Hilliard equation and obtained optimal error estimate in L 2 . Recently, an LDG method has been employed for solving a number of Cahn-Hilliard fluid models, cf. [38, 39, 60] .
The DG method is however often criticized for the larger amount of degrees of freedom compared to the continuous Galerkin (CG) method . In the seminal work [20] Cockburn et al. propose a hybridizable discontinuous Galerkin (HDG) method for second order elliptic problems. In a nutshell, the HDG method maps the flux and solution into the numerical trace of the solution via a local solver, which are in turn connected by the continuity of fluxes across inter-element boundaries (a transmission condition). Hence the globally coupled degrees of freedom are those numerical traces, resulting in a significant reduction of the number of unknowns in traditional DG methods. Moreover, the HDG methods possess the same favorable properties as classical mixed methods. In particular, HDG methods provide optimal convergence rates for both the gradient and the primal variables of the mixed formulation. This property enables the construction of superconvergent solutions, contrary to other DG methods. These advantages of the HDG methods have made HDG an attractive alternative for solving problems governed by PDEs and PDE control problems, see [11, 13, 18, 21, [23] [24] [25] 37, 40, [54] [55] [56] 61] .
Most study currently focuses on establishing optimal and superconvergent rates of HDG methods for second order problems, such as elliptic PDEs [22] , convection diffusion equations [16, 17, 52] , Stokes equations [21, 25] , Oseen equations [11] and Navier-Stokes equations [12, 53] . However, in [19] , the authors utilized an HDG method with polynomial degree k for all variables to investigate the biharmonic equations and obtained an optimal convergence rate for the solution and suboptimal convergence rates for the other variables. To the best of our knowledge, there does not exist an HDG work that achieves optimal convergence rates for all variables for a fourth order problem.
In this work, we propose a HDG method for the Cahn-Hilliard equation with Lehrenfeld-Schöberl stabilization function, polynomials of degree k + 1 for the scalar unknown, and polynomials of degree k for the other unknowns. The HDG framework with reduced stabilization and polynomials of mixed orders was first introduced by Lehrenfeld in [43] where it was alluded that the scheme could be a superconvergent method, i.e., O(h k+2 ) error estimates is expected for the solution variables even though polynomials of degree k are used for the globally coupled unknowns (numerical traces of the solution). Optimal convergence and hence superconvergence was then rigorously established for convection diffusion problems [52] , Navier-Stokes equations [53] , and more recently for linear elasticity problems [51] . We provide the HDG formulation for the Cahn-Hilliard equation in Section 2 and prove the existence, uniqueness and stability of the HDG method in Section 4. In Section 5, we perform a rigorous error analysis for the HDG method and obtain the following a priori error bounds for the solution φ, u and their fluxes p = −∇φ and q = −∇u:
These convergence rates are further validated by numerical experiments in Section 6. A particular theoretical contribution of this article is the estab-lishment of a novel HDG Sobolev inequality (cf. Theorem 3.14) which is a useful tool in the numerical analysis of nonlinear problems.
The HDG formulation
To introduce the fully discrete HDG formulation for the Cahn-Hilliard equation, we first fix some notation. Let T h be a shape-regular, quasi-uniform triangulation of Ω. Let E h denote the set of all faces E of all simplexes K of the triangulation T h . Also let E o h and E ∂ h denote the set of interior faces and boundary faces, respectively. Furthermore, we introduce the discrete inner products
For any integer k ≥ 0, let P k (K) denote the set of polynomials of degree at most k on the element K. We introduce the following discontinuous finite element spaces:
where L 2 0 (Ω) is the subspace of L 2 (Ω) of mean zero functions. Since the HDG method is based on a mixed formulation, we rewrite the Cahn-Hilliard equation as a first order system by setting p + ∇φ = 0 and q + ∇u = 0 in (1). The mixed formulation of (1) then reads
Now we introduce the fully discrete HDG formulation of the CahnHilliard equation based on backward Euler method and convex-splitting approach. For a fixed integer N , let 0 = t 0 < t 1 < · · · < t N = T be a uniform partition of [0, T ] with ∆t = T /N . Based on the mixed form (2), the HDG method seeks (
for all (r 1 ,
for the energy-splitting scheme, and the numerical fluxes on ∂T h are defined as
where
We shall also make use of the standard L 2 projection, denoted by P M , onto M h . Note that Π ∂ k coincides with P M on the space H 1 (Ω). To make the expressions concise, we introduce the operator A :
Then the HDG formulation (3) can be recasted as:
Preliminaries
Throughout, C shall denote a generic constant independent of the mesh parameters h, ∆t. We first recall the standard
which obey the following classical error estimates (see for instance [15, Lemma 3.3] ):
The same error bounds hold true for the projections of p and φ.
We shall also utilize the following version of the piecewise Poincaré-Friedrichs inequality , cf. [7] . 
where the generic constant C depends only on the regularity of the partition, and [[v] ] denotes the jump of v across a side E.
The following HDG Poincaré inequality is then an immediate consequence of Lemma 3.1, the Cauchy-Schwarz inequality and the triangle inequality.
Lemma 3.2 (The HDG Poincaré inequality). If
Now, we glean some basic properties of the operator A. First, the definition of A in Eq. (4) immediately implies lemmas 3.3 and 3.4.
the operator
A has the following property
Next, we show that the operator A satisfies the following bound.
Proof. By the definition of A in (4) and integration by parts, one gets
Then the bound (11) follows from the Cauchy-Schwarz inequality and the inverse inequality (7b). This completes the proof.
Furthermore, we establish a crucial lemma that bounds the gradient of the scalar variable in terms of the flux variable and the reduced stabilization.
then the following inequality holds
Proof. By the definition of A in (4), let r h = ∇u h in (12) and perform integration by parts to get
It follows from the element-wise Cauchy-Schwarz inequality and the inverse inequality (7b) that
The triangle inequality gives
The desired inequality (13) now follows by combining the last two inequalities. This completes the proof.
Finally, we show that the operator A satisfies a version of the discrete LBB condition.
Proof. We only give the details of the proof of the inequality (14a), since the argument for (14b) is similar. First, we note that
∂T h defines a norm in the product space V h ×W h × M h , thanks to the HDG Poincaré inequality (8) . Let α be a positive number to be specified later. For any fixed
Then (14a) follows immediately. This completes the proof.
We now introduce the HDG inversion of the Laplace operator equipped with homogeneous Neumann boundary condition.
Thanks to the discrete LBB condition Lemma 3.7, the inversion (15) in Definition 3.8 is well defined. For all u h ∈W h , we define the semi-norm
Then for all u h ∈W h , by Lemma 3.3 and Definition 3.8, we have
Next, we show that · −1,h is a norm on the spaceW h .
Lemma 3.9. · −1,h defines a norm on the spaceW h .
Proof. Thanks to (16) , one only needs to show that u h −1,h = 0 implies u h = 0 for u h ∈W h . It follows readily from (16) that
Then Definition 3.8 and (4) give that for all (r h ,
This is only possible if u h = 0. The proof is complete.
For the negative norm · −1,h , the following HDG interpolation inequality holds true.
where h k is the diameter of the element K.
Proof. Let (w h , µ h ) ∈ W h × M h and u h ∈W h . By Definition 3.8 and (4) we have
By integration by parts, the identity (16) and the inverse inequality (7b) we have
This concludes our proof.
In addition, by the Definition 3.8, the identity (16) and Lemma 3.6 one can easily establish the following relation. 
For the error analysis of the nonlinear equation we need to establish the discrete HDG Sobolev inequalities for which we will make use of the so-called Oswald interpolation operator [41] . 
where ε is any fixed real constant.
Now we are ready to prove the HDG Sobolev inequalities. 
For w h ∈ W h , it holds
If further w h ∈W h , then
Proof. We only give the proof of the inequality (23), since (24) is a direct consequence of the inequality (23) and the Poincaré-Friedrichs inequality in Lemma 3.1. First, we note that the case 1 ≤ µ < 2 is trivial since L 2 is embedded in L µ by Hölder's inequality. We consider the case µ ≥ 2.
By the triangle inequality we have
Since I c h w h ∈ H 1 (Ω), by the classical Sobolev embedding, the triangle inequality and Lemma 3.12, we have
For the term I c h w h − w h 0,µ , we use the element-wise Sobolev embedding and the discrete Minkowski's inequality to get
where the last inequality follows from the fact µ ≥ 2 and the inequality
The desired inequality (23) now follows from the inequalities (25) and (26). This completes the proof.
The combination of the above theorem and the triangle inequality gives the following HDG Sobolev inequality.
Corollary 3.15 (HDG Sobolev inequality). For
where µ satisfying (22) .
Proof. For any µ h ∈ M h , since µ h is single-valued, by the triangle inequality, we have
The HDG Sobolev inequality now follows from the inequality (23) .
The second inequality (28) follows from the first inequality (27) and the HDG Poincaré inequality (8) . This completes the proof.
Well-posedness of the HDG formulation
In this section we establish the well-posedness of the HDG method (5) , that is, existence and uniqueness of solutions as well as the energy stability of the solutions. The results differ slightly between the fully implicit discretization (FI) and the convex-spliting method (CS): the CS time marching enjoys unconditionally unique solvability and stability while there is a time-step constraint in the FI scheme for uniqueness and stability. For convenience, we will focus on the analysis of one method and point out the difference of the other.
Existence and uniqueness
Theorem 4.1. The HDG scheme (5) admits at least one solution.
Proof. We take (r 1 , w 1 , µ 1 ) = (0, 1, 1) and (r 2 , w 2 , µ 2 ) = (0, 1, 1) in (5) to get
Introduce the space
with the inner product
Thanks to Lemma 3.6 and the HDG Sobolev inequality (3.15), the inner product is well-defined on space X with an induced norm · 2 X = (·, ·) X . Now we introduce a nonlinear operator G : X → X as follows
By Lemmas 3.5 and 3.6 and the HDG Sobolev inequality (3.15), the operator G is a continuous operator. Therefore,
By Lemma 3.5, the Cauchy-Schwarz inequality and noting that
Hence, we have
Hence for the fixed u
We proceed to show that (p n h , φ n h , φ n h , q n h , u n h , u n h ) is the solution to the HDG scheme (5) .
Since
Noting that Eqs. (31) only hold for w 1 , w 2 ∈W h . Next, we prove that they are true for the
Collectively, (31), (32), (33) implies
. This completes the proof.
Next we show that the solution to the fully discrete scheme with the convex-splitting
is unique, while the solution is only conditionally unique for the case of the Backward Euler temporal discretization.
Theorem 4.2. The solution to the HDG scheme of (5) with the splitting
f n (u n h ) = (u n h ) 3 −u n−1 h
is unique. On the other hand, the solution corresponding to the Backward Euler discretization is unique provided that
) and (p n h,2 , φ n htherestof,2 , φ n h,2 , q n h,2 , u n h,2 , u n h,2 ) be two solutions of (5). Let
After inserting the two solutions into (5), subtracting the two equations gives
We add the above two equations together to get
In the case of the convex-splitting
Hence all terms on the left hand side of (35) are nonnegative. It follows that
Now, we take (r 1 ,
By (28), Lemma 3.6 and (36), we
For the case of the Backward Euler method, i.e., In the case of the convex-splitting f n (u n h ) = (u n h ) 3 − u n h , one has
In light of Eq. (34a) we estimate ǫ −1 U n h 2 T h using the continuity of A and Lemma 3.6 as follows
One then obtains uniqueness of the solution for the Backward Euler scheme. This completes the proof.
Energy stability
In this subsection, we analyze the stability of the HDG formulation (5), focusing on the fully implicit scheme, i.e., f n (u n h ) = (u n h ) 3 − u n h . We first recall some useful identities. 
(a n − a n−1 )b
The first energy identity makes use of the negative norm and takes the following form.
Lemma 4.4 (Discrete energy identy I). Let
(p n h , φ n h , φ n h ), (q n h , u n h , u n h ) be
the solution of (5). The following energy identity holds for
Proof. Due to the mass conservation property of the scheme, it holds ∂
by (15) In view of (16), one obtains that
Next, we take (r 2 , w 2 , µ 2 ) = (0, ∂
Then we apply ∂ + t to (5b) and take (r 2 , w 2 , µ 2 ) = (q n h , 0, 0) so that
Taking summation of (39), (40) and (41) gives
The identity (38) follows from summing the above equation from n = 1 to n = m. This completes the proof.
Next, we give the second energy identity which involves the L 2 norm of p n h . Lemma 4.5 (Discrete energy identity II). Let (p n h , φ n h , φ n h ), (q n h , u n h , u n h ) be the solution of (5) . Then for m = 1, . . . N , we have the following energy identity
Proof. We take (r 1 , w 1 ,
Taking the sum of (40), (41) and (43) gives
The energy identity now follows from applications of the identities in Lemma 4.3 and addition of the resulting equation from n = 1 to n = m.
There is a negative term, i.e., − 
Proof. Since ∂ + t u n h ∈W h , by the interpolation inequality (17) and Lemma 3.6 we have
Now, by the energy identity I (38) and the assumption ∆t ≤ 2ǫ 3 C , we have
The energy bounds (44) now follow from the energy law above, the energy identity II (42) and Lemma 3.6.
Remark 4.7. In the case of the energy-splitting scheme f n (u n h ) = (u n h ) 3 − u n−1 h , by the identity (37c), an energy law holds in the spirit of Lemma 4.4 where all terms are associated with the positive sign.
We note that in Theorem 4.6, the energy term φ m
is not contained. Moreover, the HDG Poincaré inequality (28) does not apply to φ n h since φ n h / ∈W h . Hence, we need a refined analysis for this term. In the following we derive further a priori bounds for the solution of the fully implicit HDG scheme (5) with the assumption ∆t ≤ 
where C may depend on ǫ, T and the initial condition.
Proof. Taking (r 2 , w 2 , µ 2 ) = (0, 1, 1) in Eq. (5b) yields
where the last inequality follows from the stability bounds in (44) . In light of the stability bounds from (44) and the HDG Poincaré inequality (8), one gets that
We apply ∂ + t to (5b) and keep (5a) unchanged to get
In light of the symmetry property (10), adding the above two equations together gives
By the identity (37a) we have
, and hence
By Hölder's inequality, we have
Next, by the HDG Sobolev inequality in Corollary 3.15, we have
We then use Theorem 4.6 and the Cauchy-Schwarz inequality to get
Together with (49) and the above inequality, we have
From the HDG Sobolev embedding inequality Corollary 3.15 again, one gets
where one uses the estimate (46) and the bounds in Theorem 4.6 in the derivation of the last step. This finishes the proof.
The uniform estimate of u n h
We now bound u n h in the L ∞ norm. For this, we introduce the discrete Laplacian operator. For any u h ∈ W h , we define
One can verify that ∆ h u h is welldefined by the linearity of the operator A and the fact that uniqueness implies existence for a linear square system of finite dimension, cf. (4).
Lemma 4.9. Let u n h be the solution of (5) . For all n = 1, 2 . . . , N , we have
where C depends on ǫ, T and the initial condition.
Proof. For u h = u n h in Eq. (50) , by the uniqueness of the solution, in light of Eq. (5b), one identifies that q h = q n h and u h = u n h . Now taking w 2 = ∆ h u n h in (5b), one obtains
It follows from the Cauchy-Schwarz inequality
Now, one estimates the term u h 0,6 by the HDG Sobolev inequality (27) and the stability bounds in Theorem 4.6 as follows
One readily obtains the estimate (51) in light of the stability bound (45) . This completes the proof.
We now estimate the L ∞ norm of functions in W h .
Lemma 4.10. For all w h ∈ W h , we have the inequality
Proof. Consider the following continuous problem: find w ∈ H 1 (Ω) such that
Since Ω is convex, we have the regularity estimate
where (50) and (52) imply
By the uniqueness of solutions to the elliptic projection (59), in view of Remark 5.4, one uses the HDG elliptic projection result (70) to get
By the triangle inequality, we have
The {R i } 3 i=1 are estimated as follows
where the last inequality follows from the elliptic regularity result. Collecting the above estimates, one concludes the proof.
Using Lemma 4.10 and Lemma 4.9 immediately gives the following result.
Lemma 4.11. Let u n h be the solution of (5) . For all n = 1, 2 . . . , N , we have
Error analysis
In this section, we provide a convergence analysis of the fully implicit HDG method for the Cahn-Hilliard equation. The convex-splitting scheme can be similarly treated. First, we give our main results. Then, we define an HDG elliptic projection as in [14] , which is a crucial step to prove the main result. In the end, we provide rigorous error estimation for our fully implicit HDG method.
Throughout, we assume the data and the solution of (1) are smooth enough. As in Section 4, we do not track the dependence on ǫ and treat as if ǫ = O(1). The generic constant C may depend on the data of the problem but is independent of h and may change from line to line.
Given Θ ∈ L 2 0 (Ω), let (Ψ, Φ) be the solution of the following system
If Ω is convex, then we have the following regularity result:
The main result
We can now state our main result for the HDG method.
Theorem 5.1. Let (p, φ, q, u) and (p n h , φ n h , q n h , u n h ) be the solutions of (2) and (5), respectively. Assume the solution (p, φ, q, u) attains the maximum regularity for the best approximation results in (7) . If ∆t ≤ Cǫ 3 for the BE scheme and is arbitrary for the CS scheme, one has the following optimal error estimates
Furthermore, if the polynomial order k ≥ 1, one also has the optimal error estimate in the negative norm
Remark 5.2. To the best of our knowledge, [19] is the only work for fourth order problems using an HDG method with polynomial degree k for all variables. They obtained an optimal convergence rate for the solution and suboptimal convergence rates for the other variables. In contrast, the HDG method proposed in this work deals with a nonlinear fourth order problem and achieves optimal convergence rates for all variables. Moreover, from the view point of degrees of freedom, we obtain the superconvergent rate for the solution.
The HDG elliptic projection
For all t ∈ [0, T ], we define the HDG elliptic projection:
These projections are welldefined in the sense that there exist unique (
We have the following approximation property for the HDG elliptic projection (59).
Theorem 5.3. Let (p, φ, q, u) and (p Ih , φ Ih , q Ih , u Ih ) be the solution of (2) and (59), respectively. For all integer s ∈ [0, k], k ≥ 0 we have
Remark 5.4. In the proof of Theorem 5.3 below, we only make use of the regularity of (p, φ, q, u) and the fact that p = −∇φ, q = −∇u. Hence the approximation properties in Theorem 5.3 are valid for any regular functions with p = −∇φ, q = −∇u.
We only give a proof of (60a) and (60b), and we split the proof into three steps. To simplify the notation, we define
Note that
5.2.1
Step 1: The error equation
Proof. By the definition of A in (4), we have
where we used the orthogonality of Π o k , Π o k+1 , Π ∂ k in the last equality. Since q = −∇u and q · n, µ 2 ∂T h = 0, one gets
This completes the proof. Subtracting Eq. (63) and Eq. (59b) gives the error equation.
Step 2: An energy argument Lemma 5.7. Let (q, u) and (q Ih , u Ih ) be the solution of (1) and (59b), respectively. The following error estimate holds for s ∈ [0, k] and k ≥ 0.
In particular, one has
Proof. First, the error equation (64) implies that
Hence Lemma 3.6 gives
Noting that ε u h ∈W h by the definitions of Π o k+1 and u Ih , we now take (r 2 , w 2 , µ 2 ) = (ε q h , ε u h , ε u h ) in (64) . Then by the Cauchy-Schwartz inequality, the triangle inequality, the inequality (68) and inequalities in (7), one get
The error estimate (65) readily follows. Then the estimate (66) is a consequence of the inequality (68). Now in light of the definitions of the error functions in (61), one obtains the desired error estimate (67) by the triangle inequality, the L 2 stability of the projection Π ∂ k , the inequalities in (7) and the fact that q = −∇u. This completes the proof.
5.2.3
Step 3: The error estimate of the scalar variable by the duality argument Similar to Lemma 5.5 we have the following result.
Lemma 5.8. Let Θ be inW h , and let (Ψ, φ) be the solution to the system (55) . Then for all (r 2 , w 2 , µ 2 ) ∈ V h ×W h × M h , we have the equation
Lemma 5.9. Let u and u Ih be the solutions of (1) and (59b), respectively. Then for s ∈ [0, k], k ≥ 0 we have the error estimates
Proof. We take (r 2 , w 2 , µ 2 ) = (ε
By Lemma 3.4, the error equation (64), we have
where the regularity result (56) with Θ = −ε u h is used in the derivation of the last inequality. The rest of the terms can be dealt with similarly by using the L 2 stability of the projection Π ∂ k , and the inequalities in (7). The desired error estimate (70) now follows from the error estimates (65) and (66), and the triangle inequality. This completes the proof.
Error estimate in the negative norm
To establish the approximation properties of the elliptic projection in the negative norm, we introduce a Scott-Zhang type (cf. [57] 
Theorem 5.10. Let (φ, u) and (φ Ih , u Ih ) be the solution of (1) and (59a)-(59b), respectively. Then if k ≥ 1, we have the following error estimates
Proof. We only give a proof for (72a), the proof for (72b) is similar. Let ξ u h = Π o k+1 u − u Ih , by Definition 3.8 and (71a) one gets
We take (r 2 , w 2 , µ 2 ) = (ξ
, and use (73) to get
Since Π W ξ u h ∈W h , and by the H 1 stability of the interpolation operator (118) one has
which combining (74), then implies
This completes the proof.
In a similar fashion as Lemma 4.11 one can establish the stability bound of u Ih in the uniform norm.
Lemma 5.11. Let u Ih be the solution to the elliptic projection (59b). Assume u ∈ L ∞ (0, T ; H 2 (Ω)). Then one has
Proof of Theorem 5.1
To simplify notation, we define
we have the following error equations
ǫA(e
Proof. We use the definition of A in (4) to get
by (75a)
Next, we have
We start the error analysis in the negative norm. We have Lemma 5.13 (Error estimates in the −1 norm). The following error estimates hold
Proof.
Lemma 3.4 and Definition 3.8 imply
Next, one takes (r 2 , w 2 , µ 2 ) = (e
Combining Eqs. (80) and (81) one obtains
We first calculate the first term on the left hand side of Eq. (82). Utilizing Definition 3.8 and (4), one has
On the other hand,
Hence taking
Eq. (83) now becomes
where one has utilized Eq. (16) . Substituting (85) into the error equation (82), one has
The three terms on the right-hand side of Eq. (86) are estimated as follows. By Equation (17) and Lemma 3.6 one has
with θ an arbitrary positive constant. Likewise, Equation (17) and Lemma 3.11 implies
where κ is another free parameter. For the nonlinear term one has
It follows
where ξ n h := (u n h ) 2 + u n h u n Ih + (u n Ih ) 2 ≥ 0, and one has utilized the elementwise duality of H 1 , the uniform bound in Lemma 5.11, and the stability bounds in Lemma 4.8.
Taking θ = 
Since κ is an arbitrary positive number, one can choose the maximum of κ such that κ∆t ≤ 4 . An application of Gronwall's inequality then gives the error estimate (77). This completes the proof.
Next we derive the error estimates of the scalar variables in the L 2 norm.
Lemma 5.14. The scalar variables satisfy the following error bounds
Proof. First, we take (r 1 , w 1 , µ 1 ) = (−e q n h , e u n h , e u n h ) in (76a) to get
Next, we take (r 2 , w 2 , µ 2 ) = (e
We multiply (92) by ǫ and then add (93) to get
By the L ∞ stability bound of u n h in Lemma 4.11, we have
By Lemma 4.3 it follows that
Apply Cauchy-Schwartz inequality to (94), and then add the resulting equation from n = 1 to n = m to get
where one has applied the approximation properties of the elliptic projection in Theorem 5.3. The error estimate in the negative norm (77) implies that
Hence one has
This establishes the optimal error estimates of u and φ in the L 2 norm.
Finally one performs the error analysis of the flux variables. One has Lemma 5.15. The scalar variables satisfy the following error bounds
Proof. First we take (r 1 , w 1 ,
Applying ∂ + t to Eq. (76b) and then setting (r 2 , w 2 , µ 2 ) = (e q n h , 0, 0) in the resulting equation gives
One now takes (r 2 , w 2 , µ 2 ) = (0, ∂ + t e u n h , ∂ + t e u n h ) in Eq. (76b), and take summation of the result with Eqs. (98)-(99) to obtain
For I 1 , by the Cauchy-Schwartz inequality, the HDG Sobolev inequality Corollary 3.15, Lemma 3.6 and the approximation properties in Theorem 5.3, one obtains
with θ a positive number to be chosen later.
Denote by P W the L 2 projection operator onto W h . By Eq. (76a) with (r 1 , µ 1 ) = (0, 0), one has
where one has utilizes the continuity of the operator A in Lemma 3.5, the inverse inequality, the L 2 stability of the projections Π ∂ k and P W . The term I 3 is estimated similarly as the term I 2 as follows.
where the uniform bound of u n Ih in Lemma 5.11 has been applied here. For I 4 one has
We estimate I 5 following the approach in [45] . Choosing θ = 1 6 , substituting the inequalities (101)-(103) back to the Eq. (100), multiplying the result by ∆t and then taking summation from n = 1 to n = m implies
where the last step follows from the L 2 error estimate in (96). By the identity (37d) the last term in (105) can be written as
with ξ n = (u n Ih ) 2 + u n Ih u n h + (u n h ) 2 . Noting that ξ n ≥ 0, the last two terms in (106) are non-positive. One has
).
Hence by the uniform stability of u n h and u n Ih in Lemma 4.11 and Lemma 5.11, one obtains Table 2 : Example 6.1, k = 1 with fully implicit scheme: Errors, observed convergence orders for u, φ and their fluxes q and p.
Numerical results
We consider two examples on unit square domains in R 2 . In the first example we have an explicit solution of the system (1); in the second example an explicit form for the exact solution is not known.
Example 6.1. The problem data u 0 and the artificial f are chosen so that the exact solution of the system (1) is given by
We report the errors at the final time T = 1 for polynomial degrees k = 0 and k = 1 in Tables 1 and 2 for the fully implicit scheme and Tables 3 and 4 for the energy-splitting scheme. The observed convergence rates match the theory, where ∆t = h k+1 . Table 4 : Example 6.1, k = 1 with energy-splitting scheme: Errors, observed convergence orders for u, φ and their fluxes q and p.
Then the definition of I k+1+d K
(u h , u h ) is a square system, therefore, the uniqueness and the existence of I k+1+d K (u h , u h ) are equivalence. In addition, it is obviously that when u h = u h = 0 we have I (u h , u h ) is unique defined at every face of T h due to (109a), (109b), and (109c). Then I k+1+d h (u h , u h ) ∈ H 1 (Ω).
Lemma 7.2. For all
, we have the stability:
where S(K) is the set of all the simplex K ⋆ ∈ T h such that K ⋆ and K has at least one common node, and ∂S(K) is the set of all the faces of those simplex.
Proof. To simplify the proof, we only give a proof for d = 3, the proof of d = 2 is similar. According to (109), we divide the Lagrange points on K of degree k + 1 + d into 4 parts, and the corresponding Lagrange basis denoted as {φ 1,j } 
We can write I k+1+d K (u h , u h ) as
where 
for any integer p ≥ 1. Again, by a scaling argument, for the Lagrange point A i on a face F ⊂ ∂K, and A i is also the vertex of T h , one can get
and the similar for a 2,i , for the Lagrange point B i on an edge E ⊂ ∂F , F ⊂ ∂K:
We use (112c), (114) 
Proof of Lemma 7.3 . Since I k+2+d h
(u h , u h ) = u h for every u h ∈ V h , then (118a) follows from Lemma 7.2 and the fact that I k+2+d h is linear. Then (118b) follows by an application of the inverse inequality. This completes the proof.
