This paper presents a novel algorithm to solve the Structure and Motion problem. The novelty is in the use of a general camera model, which does not constrain the algorithm to a specific camera, and the use of the Object Space Error for General Camera Models as cost function. We show that, using this cost function, the structure and the translation part of the motion can be estimated from the rotation part of the motion in closed form. So only the rotation part of the motion needs to be optimized to estimate the minimum of the total cost function. This results in an iterative algorithm which has a theoretical speedup factor of 8 compared to the bundle adjustment method. We also prove the global convergence of the presented algorithm.
Introduction
It is widely accepted in the literature, that once a good initialization is obtained, bundle adjustment ( [8, 2] ) is the method of choice to minimize a given cost function to achieve high accuracy. However, bundle adjustment and other non-linear optimization algorithms will only converge to the correct solution when a good initial point is given. This is due to the fact that too many parameters need to be brought into a consistent form. One solution is to estimate a good initialization. The other way, which is not so common, is to reduce the number of parameters for the optimization step. This brings two advantages: First, convergence is faster, due to the smaller parameter space. Second, the finding of a consistent form becomes easier and so the initialization requirements are not as stringent as for bundle adjustment. General Camera Models (GCM) were introduced to Multi-View Geometry by [6, 7] . The used model [1] allows to describe all cameras which capture light rays travelling along a straight line (e.g. catadioptric camera, central camera, camera looking at a reflective sphere, etc.). Based on Plücker Coordinates as a representation of the light rays, Sturm [7] derived Essential matrices for two view motion and different camera models. His assumption is, that all light rays (represented as a line), which measure the same point in space, intersect in a common point. Due to the nature of a real measurement, this assumption does not hold. Therefore, we present an iterative algorithm for Structure and Motion estimation based on a cost function for GCM (which includes the perspective camera). 
General Camera Model
The GCM described in [1] replaces the use of a pixel (which contains the position on the sensor and its intensity) as the atomic element with the raxel, which is the union of the pixel and the direction of the light ray. We represent this raxel by a point c (which could be the physical position of the pixel inside the camera, or for a perspective camera the center of projection) and a vector v which defines the ray. So a measurement with this sensor is the tuple (c,v). A simple example of such a GCM is shown in Figure 1 . This General Camera GC consists of two rigidly linked perspective cameras (c a and c b ). For such a system the measurement tuple (c,v) can be estimated by (R T ata ,R T aK 1 a p) for a measured point p in camera a (withR a ,t a as exterior andK a as interior calibration parameters). Similar equations can be given for all kinds of calibrated cameras to obtain the tuple (c,v) from a measurement.
Cost function
Using this tuple (c,v) as a measure of our camera we define here the cost function: Object Space Error for General Camera Models, which is based on the "Object Space Error" [4] , as
The matrix V ki is called line of sight projection matrix and encodes in a simple way the ray of our measurement.
As an example the cost e ki for one point X i is shown in Figure 2 . This cost measures the distance between a world point X i and the projection of this point onto the line of sight. The index i represents one of n i points, and the index k denotes one of n k poses of our general camera.
Problem formulation
A moving general camera GC has measured structure points (X i ) for n k different positions and orientations in space. The goal is to find from these corresponding measurements (c ki ,v ki ) the coordinates of the scene structure X i and the position and orientation of the general camera (R k ,t k ) for all n k poses.
Based on the Object Space Error for General Camera Models we define the solution to the Structure and Motion problem as a minimization of the total cost E
writing only the unknown parameters (R k ,t k ,X i ) as parameters of the cost function ( Equation 1). So the goal is to find those structure X 5 4
and motion (R 9 4
) parameters which minimize the total cost.
Derivation of the algorithm
To attain a simpler notation, the algorithm is derived with the assumption, that every camera sees every feature point once, but the algorithm is not limited to that case. The derivation is split into three parts. First, we present a parameterization for the optimal structure estimation (X : X
) which is linear in the translation part of the motion (t ). Second, using this parameterization of the structure we derive an optimal translation estimation (t : t % R ( ) which minimizes the total cost. Finally, we present the iterative step to improve the rotation part (R
) of the motion.
Optimal structure estimation
Let us assume in this section that we know already the motion parameters R k and t k , which minimize Equation 2. We want to find the optimal reconstruction for the known motion parameters as
So solving for an optimal X i is given by
Writing the cost function (Equation 1) as a dot product
, and differentiating e ki (Equation 5) with respect to X i gives us
Using this result in Equation 4 gives us an equation for the optimal reconstruction of X i :
We see that the optimal structure (Equation 7), which minimizes Equation 2, is linear in the translation part of the motion (t k 's).
Optimal translation estimation
Using the parameterization of the optimal structure from Section 3.1 our optimization problem changes to a simpler one arg min
where we only need to optimize the motion parameters (R k and t k ).
In this section we show that we can, using this formulation, estimate the optimal translation part of the motion w.r.t. the cost function (Equation 1) in a direct way. Again, we begin by writing the cost function as a dot product
Differentiating e ki from Equation 10 w.r.t. t q gives (after a few lines of math)
The combination of Equations 11-13 gives us n k equations of the form
By stacking all n k equations together we obtain a simple linear system of equations
where t g f
T is a vector of the unknown translation part of the motion. A solution for t can easily be obtained by t A 1 t b t .
Iteration Step
In the previous section we have shown that given the rotation part of the motion, we can estimate the translation part of the motion in a direct step Equation 15. Furthermore we can use this optimal translation part of the motion to estimate the optimal structure from Equation 7. Let us rewrite the optimization problem (Equation 1) with this knowledge as
The ti k are the result of the optimal translation estimation and Xi i are the result of the optimal structure estimation using ti k . R represents all rotation matrices
which are used to estimate Xi i and ti k . It is not possible to solve for all R k p R in closed form. However, it is possible to give an iterative way to estimate all R k (this is inspired by [4] ): First, assume that the λ th estimate of R is R 
This constrained problem can be solved using quaternions [3] or singular value decomposition (SVD) [4] . In this formulation Xi 
Summary of the Algorithm
The complete algorithm works as follows:
Start with an initial set of rotations
2. Estimate the parameterization of the structure (X ki andx i ) using Equation 8. 
Estimate an optimal translation ti

Proof of global convergence
To prove the global convergence of the proposed algorithm we need to show that (based on the Global Convergence Theorem [5] and the proof in [4] ):
The algorithm is closed (definition given in [4]).
All
are contained in a compact set.
The algorithm decreases the total cost unless a solution is reached.
The output of the algorithm (R λ ) are a set of solutions to the absolute orientation algorithm. Since the output of the absolute orientation algorithm is closed (proof based on a closed mapping of the SVD in [4] ) and the input parameters are continuous (steps 2-4 of the algorithm) the first condition is met. Since the algorithm always generates a set of rotation matrices and the set of orthogonal matrices is compact the second criterion is also fulfilled. To prove the third criterion we use the fact that [4] 
which gives us a relation beetween the total cost of two iteration steps. 
The first term in the bottom line of Equation 21 represents the total cost after solving the absolute orientation algorithm. Because the absolute orientation algorithm Equation 18 gives us always the best possible solution, it holds that
Finally we obtain 
, which is a stable point.
Time Complexity
In this section we derive the time complexity of the proposed algorithm by estimating the complexity of each step of the algorithm (Section 3.4): We see that Step 3 of the proposed algorithm is the most time consuming, and so the complexity of one iteration of the proposed algorithm is O inv
( . In Section 3 the algorithm was derived based on the assumption, that every camera sees every feature point once. This was done to allow a simple notation for easy understanding of the algorithm. But the algorithm is not limited to that case. To extend the algorithm in a way, that some pointsX i are not seen by some cameras, only the corresponding part of the sums needs to be removed. In the case that a pointX i is seen twice by one camera (this is possible because we are dealing with generalized cameras), only the corresponding part of the sums needs to be added. We introduce n m as the total number of measurements 1 . Using n m , and following the same complexity estimation procedure as above (Step 2-5), we obtain the complexity of 
. This means that for n k x n i it is linear in the number of total measurements and in the case n i x n k it is cubic (time complexity of the inverse) in the number of camera positions.
In Table 1 we compare the time complexity of our algorithm with two other known iterative methods for structure and motion estimation:
w Bundle adjustment is known as non-linear optimization over all parameters. In our case we have 3n i structure parameters and 6n k (3 for each rotation and translation part of a camera) motion parameters. The iterative step of bundle adjustment consists of the following steps: First, the Jacobian matrix J, which is the derivation of all measurements w.r.t. all parameters (6n k ' 3n i ), is estimated. Second, this matrix is used to estimate the update step which is based on the normal equation: 
Comparing the algorithms in Table 1 we see that the most time consuming part of all algorithms is the computation of the inverse of a matrix. The time complexity is cubic in the size of the matrix. A reduction of the size in this step by a factor of two (as we have with our proposed algorithm w.r.t. the sparse bundle algorithm) gives a theoretical speedup factor of 8 of this step. The estimation of the precise improvement of our method would require to count all operations of both algorithms, but the order of improvement is about a factor of 8.
Experiments
We tested the proposed algorithm on simulated data. The setup was as follows: Points are randomly distributed in a cube of three meter side length. The general camera used in the experiments was a cluster of two perspective cameras, as described in Section 1. the input parameters for the proposed algorithm were generated (V ki and c ki ). The first experiment shows the convergence of the proposed algorithm. We randomly generated a set of n k rotation matrices, for which the maximum difference between the ground truth rotations and the randomly generated ones is 45y . We repeated this process 100 times. In Figure. 3(a) we see the cost function printed w.r.t. the number of iterations. We see that in all experiments our algorithm converges to the same minimum and that the total cost is in 87% below 0 ) 2m 2 (this equals a mean error of 5cm) after 10 iterations. In Figure 3 (b) we see the convergence of the bundle adjustment method, which optimizes all parameters (the used cost function for the bundle adjustment is the image-space error). We see that in 62 out of 100 experiments, either the convergence fails, or the algorithm converges to a wrong solution. This happens because the initial parameters are too far from the correct values (initial rotation is 45y off), and so the method is trapped in a local minimum. The second experiment shows the accuracy of the proposed algorithm. In Figure 4 (a) we plotted the histogram of the reached accuracy after 60 iterations of our algorithm. The accuracy was measured as the mean distance between the reconstructed points and the ground truth. As a comparison we show in Figure 4 (b) the histogram of the reached accuracy of the bundle adjustement algorithm. We see that in only 38 out of 100 experiments the algorithm converges to the correct minimum. Only in these 38 cases the initial parameters are close enough to the correct solution, to let the bundle adjustement converge correctly. The accuracy of these 38 cases is shown in Figure 4 
Conclusion
We presented an iterative structure and motion algorithm which has the following properties:
w It works for general camera models.
w It works on sparse data. (i.e. not all points have to be visible in all cameras).
w
We proved the global convergence of the algorithm.
The time complexity analysis shows a theoretical speedup of a factor of 8 compared to the sparse bundle adjustment method.
w Experiments showed that the algorithm converges in a few iteration steps to a minimum of the cost function.
We have shown that using the Object Space Error for General Camera Models it is possible to split the optimization process into two stages. First, the optimal structure and the optimal position of the cameras can be estimated in closed form from the rotational part of the motion. Second, the rotational part of the motion can be optimized using the well known absolute orientation algorithm. Doing this, we have reduced the most time intensitive part (inverse of a matrix) by a factor of 8 w.r.t. bundle adjustment. Further it is shown by the experiments (and also by the proof of global convergence) that the proposed algorithm converges from a broader range of initializations than bundle adjustment. This is achieved because fewer parameters are involved in finding a consistent solution.
