We describe a method to perform a single quantum measurement of an arbitrary motional observable of a single ion moving in a harmonic potential. We illustrate the measurement procedure with explicit examples, namely the position and phase observables. A necessary tool for this is the ability to synthesize an arbitrary motional state. In addition we show how to generalize this to higher dimensions, and show explicit examples of how to engineer states in two spatial dimensions, including a proposed experimental configuration.
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Introduction
According to Quantum Mechanics every observable A is represented by a Hermitian operator A, and the eigenvalues a k of this operator represent possible outcomes of a single shot measurement of A [1] . Given a state |φ of our system the probability for obtaining a k is P k = | ψ k |φ | 2 where |ψ k is the eigenvector associated with a k ,Â|ψ k = a k |ψ k [2] . While Quantum Mechanics states that any observable can be measured in principle, in practice for a given system only a few observables like momenta, energy etc. are accessible in the laboratory. In the present paper we will show how in a model system of an ion moving in a harmonic trap the measurement of an arbitrary observable of the ion motion can be implemented. In this way one can perform single shot measurements of observables thus far considered inaccessible, such as the Pegg-Barnett phase operator [3] , or any combination of position and momentum, such as angular momentum etc.. We emphasize that in contrast to quantum tomography [4] , where the full density matrix of a system is determined by repeated preparations and measurements, we are considering a single measurement of an arbitrary observable.
In order to carry out our proposed measurement procedure, we need to be able to synthesize an arbitrary state out of the vacuum [5] . We show how an arbitrary superposition of the phonon states of a trapped ion may be built up, and additionally demonstrate a general technique for calculating the necessary operations for engineering a quantum state in several dimensions (i.e. the total Hilbert space of the state is the product of several Hilbert spaces). These are most obviously considered to be the different spatial dimensions of a single trapped ion, although this need not necessarily be the case. We investigate the two-dimensional case of this explicitly; for an ion trapped in a harmonic potential in both the x and y directions.
Trapped ions are exceptionally well suited systems to study fundamental aspects of quantum mechanics [6] . By coupling laser light to the internal degrees of freedom, a single ion can be cooled to the vibrational ground state of the trap, and its motion can be manipulated coherently to generate nonclassical states of motion. State measurement of the internal degrees of freedom can be carried out with essentially 100% efficiency using quantum jump techniques [6] . These unique properties have stimulated a series of fundamental experiments from generation of nonclassical states of motion [7] and Schrödinger cat states [8] , to implementation of quantum gates [9] . In addition, there have been proposals for tomographic measurements of the atomic motional density matrix [10] (including a recent experimental implementation [11] ), and quantum reservoir engineering [12] .
Measurement Procedure
To carry out the single shot measurement of an arbitrary observable A we will employ the following tools which, as will be shown below, are readily implemented in an ion trap: first, the ability to synthesize any motional state |ψ of the ion starting from the vibrational ground state |0 , i.e. |ψ =Û ψ |0 whereÛ ψ is a unitary operator; second, the ability to perform a filtering measurement [1] to distinguish whether the ion is in the vibrational ground state or not.
To illustrate the procedure we assume the ion to be in the unknown state |φ [13, 14] . Let us denote byÛ k the unitary time evolution operator which generates the eigenstate |ψ k =Û k |0 of the observable that we want to measure. We first transform the state of the ion by the inverse transformation to |χ 0 =Û † 0 |φ , and measure whether the ion is in the ground motional state or not, after whichÛ 0 is applied. If the ion was found to be in the ground motional state, the state after this procedure will be |ψ 0 , which implies that we have measured a 0 . The probability for this to happen is
which agrees with the probability P 0 of measuring a 0 . In the case that we do not measure the ion in |0 , its state is projected onto
where || . . . || serves to normalize the state. We then transform the state of the ion according to |χ 1 =Û † 1 |φ 0 , measure whether it is in the ground motional state or not, and apply the unitary evolution operatorÛ 1 . If the ion is found in |0 , the state after this step will be |ψ 1 . The corresponding probability will be equal to
i.e. it coincides with the probability of measuring a 1 . In the case that we do not measure the ion in |0 , we apply the unitary evolution operatorÛ † 2 , and continue in the same vein. After k steps, the probability of measuring the ion in its ground state will be:
where |χ k =Û † k |φ k−1 , and the state of the ion will be projected onto the state |ψ k . This can be seen to be true, as
and therefore, as the normalizing factor || . . .
(2.6)
which is in agreement with Eq. (2.4).
In this way, we will measure the ion in one of the possible eigenstates |ψ k , which is equivalent to obtaining as a result the value a k of the observable A. In practice this procedure must be carried out in a finite number of steps, so we restrict ourselves to a finite dimensional Hilbert space.
Procedure Applied to a Trapped Ion
Let us now show how the above procedure can be implemented in the case of an ion trapped in a harmonic potential [15] . For the sake of simplicity, we will consider in detail the onedimensional case only; generalization to more dimensions is in principle possible, and some aspects of this will also be outlined. Here we will discuss how to prepare arbitrary states of the ion motion out of the ground state |0 , i.e. how to implement and derive the unitary evolution operatorsÛ using laser pulses. This method is conceptually similar to the one proposed by Law and Eberly in the context of cavity QED [5] . We will also simulate numerically the measurement procedure described above for the case of a trapped ion.
We consider a single two-level ion of ground level |g and excited level |e , where spontaneous emission is negligible [6] , trapped in a harmonic potential and interacting with laser fields. For a travelling wave configuration the Hamiltonian of this system in the interaction picture is [15] 
where kx(t) = η âe −iνt +â † e iνt , ∆ = ω L − ω 0 is the detuning, ω L is the laser frequency, ω 0 is the frequency gap between the ground and excited atomic levels, ν is the trap frequency, η is the Lamb-Dicke parameter, Ω is the laser Rabi frequency, andâ † andâ are respectively the phonon creation and annihilation operators.
The Lamb-Dicke parameter η is defined by:
where
is the size of the ground state of the harmonic potential, λ is the wavelength of the laser exciting the ion, and m is the mass of the ion.
State Synthesis
As mentioned previously in section 2.2, the first tool we require is the ability to synthesize arbitrary motional states. The method for synthesizing states consists of starting out with a cooled ion in state |g, 0 , and by an appropriate sequence of laser pulses to coherently distribute this amplitude to formed a desired arbitrary superposition:Û|g, 0 = N n=0 c n |g, n [14] , where we are restricted to an N + 1 dimensional Hilbert space H N +1 .
The calculational method for constructingÛ, step by step, assumes we are carrying out the opposite; we begin with a given arbitrary superposition and coherently coalesce it into the state |g, 0 . This is carried out as follows: given that the highest value of n is N, we use a laser pulse to push all of the population of |g, n into |e, n − 1 , and then all of the population of |e, n − 1 into |g, n − 1 , and so on, keeping careful track of what is happening to all of the other populated levels of the ion all the while. This procedure is illustrated in Fig. 2.1 , for a superposition of |g, 0 , |g, 1 and |g, 2 .
When studying the "ladder" diagrams in Fig. 2 .1, the geometry of the laser pulses makes it convenient to describe the two different kinds of laser pulses as "diagonal", and "vertical", respectively.
(c) Inverting the unitary operations describing these pulses and applying them in reverse order will give usÛ, as desired.
Derivation of Approximate Hamiltonians and Unitary Transforms
For the "vertical" pulse, we tune the laser on resonance (∆ = 0). When Ω is sufficiently small we can assume that there are no off-resonant transitions [6] , that is to say the level structure of the ion can be considered to be a series of parallel, isolated, two-level systems. Precisely what is meant by "sufficiently small" will be detailed later. Assuming this, and transforming to a rotating frame (Û rfv = e iνâ †â t ) one can easily show that the Hamiltonian (2.7) reduces to [16] : 10) where Ω n = Ω n|e −iη(â+â † ) |n is the effective Rabi frequency, given by:
The general unitary operation describing transfer of population between a ground and an excited atomic state (essentially a rotation) can be described by two parameters, θ n and φ , defined by:Û n = cos θ n −e iφ sin θ n e −iφ sin θ n cos θ n , (2.12)
where |g = (0, 1), |e = (1, 0). φ is given no subscript because it is the same for each two level system, for a given laser pulse. ForÛ
(the desired operation in this case), tan θ M = r e /r g , and φ = ψ e − ψ g . ψ f is the phase of the amplitude of the finally populated state. M signifies the number of phonons in the "top" two-level system, that is to say that system still populated having the largest number M of phonons. This is not the same as N, which is the number of phonons in the "top" state at the beginning of the procedure. For example, in Fig. 2 .1(b), N = 2 and M = 1. From (2.12) and (2.10) we can deduce that
That is to say, for each two-level system in the "ladder", the angle θ n used in Eq. (2.12) is given by the time t that the pulse is applied, times its effective Rabi frequency (Eq. (2.11)) for that particular two-level system, over two. Thus, if we calculate θ M , for those systems possessing fewer (n) phonons,
For each two-level system φ = φ + π/2. In the case of the "diagonal" pulse, we set ∆ = −ν (tune the laser to the lower sideband) and transform to a different rotating frame (Û rfd = e iν(â †â +σz/2)t ). In this case, the Hamiltonian (2.7) can be approximated by [16] 
where Ω n = Ω n|e −iη(â+â † ) |n + 1 is the effective Rabi frequency, given by:
Note that the effective Rabi frequencies Ω n and Ω n are calculated from the full expansion of the exponential e −ikx(t) , and that our proposed scheme is therefore not restricted to the situation where η 1 (Lamb-Dicke limit), in contrast to previous work [6] and cavity-QED [5] .
Referring again to Eq. (2.12), the desired operation iŝ
so that tan θ M = r g /r e and φ = ψ e −ψ g +π. We thus deduce, as previously (Eq's (2.14,2.15)):
To invert (2.12) for both pulses we simply add π to the calculated φ .
Approximate Hamiltonians: Justification
Let us consider when the use of the approximate Hamiltonians which express the ion as a simple sum of non-interacting two-level systems (Eq's (2.10,2.16)) is justified. For the sake of simplicity, we will give an estimate assuming the Lamb-Dicke limit, defined as η 1. In this case the condition t total |∆E| 1 (2.21) must be fulfilled, where ∆E is the level shift induced by the next most important (off resonant) pulse when the laser is applied. Using second-order perturbation theory [6] , this can be calculated to be
where V is the effective Rabi frequency of this secondary pulse and ∆ is the detuning from the frequency gap of the two levels it couples together. In the Lamb-Dicke limit, the time taken for each "vertical" pulse t = 2θ/Ω, and for each "diagonal" pulse t = 2θ/Ωη √ n + 1, where n is the number of phonons in the ground or excited state of the given two-level system, whichever is lesser. This can be seen from Eq's (2.14,2.19), where as η → 0 (i.e. we consider the k = 0 terms only):
Taking the variable θ to be of order 1:
for each "vertical" pulse, and
for each "diagonal" pulse. We define K to be the number of times a "vertical" or "diagonal" pulse is applied to a "vertical" or "diagonal" two-level system while it is still populated. Thus for a given two-level system t total = Kt. As Fig. 2 .1 shows, the basis states {|g, n , |e, n } are cleared of their population, from high to low n, until the entire population is concentrated in |g, 0 . Thus obviously two-level systems with high n will have low K. In the case of the "vertical" pulses, the secondary pulses are "diagonal" (note that these can also couple |g, n and |e, n + 1 together, not just |e, n and |g, n + 1 ), and vice versa. Thus, for "vertical" pulses, |V | = Ωη √ n + 1 for the pulse coupling |g, n and |e, n + 1 (similar to Eq. (2.23)) and |∆| = ν. Therefore, using Eq's (2.21,2.24):
for each "vertical" two-level system. If instead we count the |e, n − 1 |g, n coupling we end up with a weaker limit, so we do not.
To make a single inequality that applies to each two-level system from this, we find the maximum of K(n+1). It is easy to see from Fig. 2 .1 and the above discussion that K = N −n for each subsystem.
Ignoring the fact that n is a discrete variable: as being true for both odd and even values of n. Similarly, for "diagonal" pulses |V | = Ω (Eq. (2.23)), |∆| = ν, and using Eq's (2.21,2.25):
for each "diagonal" two-level system. We find the maximum of K/ √ n + 1. Again K = N −n for each subsystem. For n ≥ 0, (N − n)/ √ n + 1 clearly decreases with increasing n, and thus the maximum value of K/ √ n + 1 = N, where n = 0. We thus replace Eq. (2.29) with:
We now define a "quality factor" q, and use this to calculate the laser Rabi frequencies
for the cases of the "vertical" and "diagonal" pulses respectively. These expressions replace the inequalities described above in Eq's (2.28,2.30) , with q determining the "quality" of the laser pulse (i.e. the smaller the value of q, the greater the validity of the approximate Hamiltonians (2.10) and (2.16), as appropriate).
Example: Phase State
The plots in Fig. 2.2 show the results of simulations creating Pegg-Barnett phase states [3]
Later we will show how the Pegg-Barnett phase operator can be measured:
(where Φ k = 2πk/(N + 1)) and will therefore obviously need to know how to synthesize its eigenstates (the phase states described above). For these simulations we have used the exact Hamiltonian (2.7) for various values of q and η. We define the fidelity F of the synthesis by F = | desired state|synthesized state | 2 , as a measure of how close the synthesized state is to what it is supposed to be.
In Fig's 2 .2(c) and 2.2(d), the quantity νt/2π is plotted against η. As the trap frequency ν is essentially fixed for a given system, the curves effectively show how quickly the phase states can be synthesized.
Note that our calculations as to the circumstances when the use of the approximate Hamiltonians (2.10,2.16) is justified is restricted to the Lamb-Dicke limit, including our use of the quality factor q. We nevertheless continue to use q to define the laser Rabi frequencies up to η = 0.95 in Fig. 2.2 , for the sake of comparison. Note also that although we are generally used to thinking of the regime where the Lamb-Dicke limit can be assumed [6] as being universally optimal, if we look at the plots in Fig. 2 .2, we can see that higher values of F and lower values of νt are achieved for comparatively large η.
Extension to Standing Wave
As indicated in Fig. 2.2 , a completely analogous derivation can be carried out for a standing wave laser configuration [6] . The Hamiltonian for a standing wave configuration in the interaction picture is given by: A "vertical" pulse is achieved when ∆ = 0 and the ion is at an antinode (α = π/2). A "diagonal" pulse is achieved when ∆ = −ν and the ion is at a node (α = 0). A derivation almost identical to that for a travelling wave configuration may be carried out, using the same rotating frames. The resulting approximate Hamiltonians are completely identical to the travelling wave case (2.10,2.16), except that e −iη(â+â † ) is replaced by cos(η[â +â † ]) and sin(η[â +â † ]) for the "vertical" and "diagonal" pulses respectively. Thus, the constraints are somewhat different.
In the case of the "vertical" pulses, when the cosine function is expanded to a power series there are obviously only even powers of η(â +â † ). This means that when the "vertical" pulse is the pulse desired, the secondary pulse is not the "diagonal" pulse (which does not exist) but the pulse coupling |g, n to |e, n − 2 , which is much smaller. Similarly in the case of the "diagonal" pulse, (sine expansion, and thus only odd powers of η(â +â † )) the secondary pulse is that coupling |g, n to |e, n + 1 , which is also small. Thus the constraints on the intensity of the laser are much less restrictive.
We nevertheless use the travelling wave constraints for constructing the states shown in Fig. 2.2 , to show that significantly better results can be achieved using a standing wave configuration, where the circumstances are otherwise identical. In particular, good results may be obtained using higher laser intensities, making the whole process quicker, which is generally desirable.
This will obviously be more difficult experimentally, as the ion's position has to be stabilized rather exactly with respect to the laser node or antinode, and indeed setting up a standing wave is difficult compared to the travelling wave case. Obviously decisions will have to be made as to whether the increased speed possible is worth the extra effort.
Filtering Measurement by way of Quantum Jumps
The other tool we require in our measuring procedure is the ability to perform filtering measurements. First we shift all of the population in states |g, n + 1 to the states |e, n by adiabatic passage [17] (where n ≥ 0) so that all amplitudes with the exception of that for |g, 0 are transferred unchanged (see Fig. 2.3 ). Next we use quantum jump techniques [6] to determine whether |g, 0 is populated [18] . Finally, if we do not detect population in state |g, 0 , we use adiabatic passage to restore the amplitudes in states |e, n back to the states |g, n + 1 .
(a)
... ... ... The laser is tuned to the decaying |g ↔ |r transition. The presence of fluorescence will indicate that the ion was in the state |g, 0 [6] . (c) If no photon is spontaneously emitted, then the original amplitude of the state |g, 0 is projected out, and the population of the excited states |e, n is adiabatically transferred back to the states |g, n + 1 .
The first adiabatic passage is achieved by applying the laser to the ion, and adiabatically (i.e. sufficiently slowly) changing the laser detuning from ∆ i < −ν to −ν < ∆ f < 0. The initial and final detunings ∆ i and ∆ f are chosen such that all transitions are off-resonance. For the second adiabatic passage, we simply reverse the process. A more thorough explanation of why this works is given in Ref. [17] .
Adiabatic passage is required so that the population can be transferred independent of the Rabi frequencies.
Simulation of Measurement Procedure
We have simulated our measurement process, where one attempts to determine the phase and position observables of particular states. The full travelling wave Hamiltonian (2.7) was used in these simulations.
Phase Basis
The eigenstates
of the Pegg-Barnett phase operator [3] :
where Φ k = 2πk/(N + 1), form our basis for making a phase measurement. The basis obviously spans the truncated Hilbert space H N +1 only.
Position Basis
The eigenstates of the position operator [14] 
again for some truncated Hilbert space H N +1 , form our position basis. The position eigenvalues within a truncated Hilbert space can be worked out as follows. We know that in an infinite Hilbert space,
where ϕ n (x) are the harmonic oscillator eigenfunctions. However in an N + 1 dimensional Hilbert space, there is no such thing as ϕ N +1 (x). Therefore, for Eq. (2.39) to be true,
where H N +1 (x) is a Hermite polynomial. Therefore the possible values of x (i.e. the eigenvalues) must be such that they solve H N +1 (x) = 0, for which there are N + 1 solutions [19] , as there should be for an N + 1 dimensional Hilbert space (see Fig. 2 
.4).
If we look at the asymptotic representations of the Hermite polynomials [20] :
41)
we can see that for large N these zeros are separated by π/ √ 4N, i.e. are approximately evenly distributed, as appears to be the case near x = 0 in Fig. 2.4 . Also, for N → ∞, the separation → 0.
Note how, in Fig. 2.4 , the eigenvalues are exactly in the middle of the major peak of their corresponding eigenfunctions. Figure 2 .4: (a) Wavefunctions and (b) probability distributions of the discrete position eigenstates |x k of H 9 in position space. x is in wavelengths×η/2π. |x 0 is the leftmost peak, and |x 8 the rightmost. The vertical lines show the distribution of the eigenvalues.
Example: Phase State
Shown in Fig. 2 .5 below are the results of simulations of our measurement procedure for the position and phase variables on a Pegg-Barnett phase state. The results seem promising, especially considering the comparatively high (poor) quality factor q = 0.1.
Example: Schrödinger Cat State
It is especially interesting to consider the case of a superposition of two coherent states (|α + | − α ). As coherent states are quantum-mechanical representations of essentially classical states, this can be considered a quantum superposition of classical states, or "Schrödinger cat" state. Well separated peaks (in the position basis) can be obtained for values of α as low as 1.5. The overall "size" of such a state is very small however; typically the peaks are separated by less than a wavelength, so that they cannot be observed by just looking. Using our proposed measurement procedure, one would obtain in a single shot measurement one value of k that allows us to elucidate one peak or the other, as shown in Fig. 2.6 . Again, the agreement between the simulations and the ideal values is rather good. 
Quantum State Engineering: Extension to Higher Dimensions
This section describes a way to generalize the coherent decomposition of an arbitrary motional state to higher dimensions. It should be emphasized that what is being shown is that with certain operators one can in principle decompose (and thus synthesize) a high dimensional state in quite a simple general way. Producing these operators however, is not necessarily so simple. Even with a two dimensional system, the required laser configurations become somewhat complicated in order to produce a Hamiltonian which will carry out the required operations [21] .
In the context of a one-dimensional system, we often talk about a "ladder" of energy states. In two dimensions, it helps to visualize the entire energy level diagram as a "grid" of two-level systems, with the {|g, 0, 0 , |e, 0, 0 } two-level subsystem at the origin, and the n x and n y phonon terms describing the (x, y) coordinate position of the other subsystems. Fig. 2.7 shows schematically the procedure for coherently coalescing an arbitrary superposi- tion of phononic quanta (in two dimensions) with the ion in the ground state, down to the state |g, 0, 0 , using the excited states |e, n x , n y as intermediaries. It can be seen from Fig. 2 .7 that step (a) also couples the states {|g, j, 1 }, and {|e, j, 0 } states together, with the result that the states |g, 3, 1 and {|e, 0 . . . 3, 0 } become populated. Similarly, step (b) populates states {|g, 3 . . . 6, 0 , |e, 4 . . . 6, 0 }. In contrast to this, during step (c) no unpopulated states are populated, as there are (obviously) no states for the states |g, j, 0 to couple to.
Step (a) is accomplished by using by using the operators (â xây σ + +H.c.) and (â † y σ − +H.c.) alternately, step (b) by using the operators (â x σ + + H.c.) and (σ − + σ + ) alternately, and step (c) by using the operators (â xây σ + + H.c) and (â † y σ − + H.c) alternately. As can be seen, the approach is essentially to take "rows" of neighbouring ground and exited states, together making an effective one-dimensional system, and decompose them exactly as one would a one-dimensional system. We first take the row of ground states with the highest n y value such that they are still populated, and the row of exited states such that n y = max(n y ) − 1, decomposing all of the population in this subset to the state |e, 0, max(n y ) − 1 . The next subset to be so decomposed is made up of the rows |e, j, max(n y ) − 1 and |g, j, max(n y ) − 1 , and so on. Subsets where n y excited state = n y ground state + 1 are alternated with subsets where n y excited state = n y ground state . At every stage we keep careful track of what happens to every populated state, and indeed which states are populated.
The reason for having such an "overlapping" series of subsets may not be immediately clear. In fact it is essential. If we look at Fig. 2.7 we see that in (a) and (b) that states other than the targeted states are coupled together, and that due to this population is "pushed" out to states where n x > 3. The serial decomposition of overlapping subsets of states as described above prevents this kind of effect occurring in the n y direction as well. Thus "rows" which have been cleared remain cleared, and although the number of populated states in "rows" of smaller n y increases, this can be kept track of, and they can in turn be coherently decomposed. In the case of three dimensions we take this one step further, whereby we divide the three-dimensional "lattice" of states {|g, n x , n y , n z , |e, n x , n y , n z } into two-dimensional systems (like those shown in Fig. 2.7) , in two different ways (see Fig. 2.8) . By one divisional system n zground state = n z excited state , and by the other, n z ground state = n z excited state + 1. Twodimensional decompositions can then be carried out, alternating between these two divisional systems, keeping careful track of what is happening to the populations of all of the levels, until all is coherently decomposed to |g, 0, 0, 0 . This scheme can be generalized to even higher dimensionalities-although obviously this has no physical meaning for a single ion. Using the collective modes of several ions in a trap would be one possible physical interpretation, although it would probably be difficult to individually target each of the modes separately. Ignoring this, the entire level scheme can be thought of as a "hyperlattice", composed of alternating hyperplanes of excited and ground states. The hyperplanes are then divided up by two different overlapping divisional methods, in complete analogy to the three-dimensional system pictured in Fig. 2 .8, and subsets of two hyperplanes each are decomposed, alternating from one divisional method to the other. This "divide and conquer" approach is repeated until one achieves a collection of one dimensional systems, which may be readily decomposed.
Proposed Experimental Configuration for Two-Dimensional States
For this we need an experimental configuration of three lasers focused on the trapped ion, propagating in the x, y and x + y directions respectively, as shown schematically in Fig. 2 .9 [21, 22] . The Hamiltonian for this in the interaction picture is:
where r is summed over x, y and (x + y)/ √ 2. We now describe how to manipulate the lasers in Eq. 2.43 so that the Hamiltonian described in Eq. (2.43) assumes the forms of the operators we require ((â xây σ Fig. 2.7 .
If, of the Rabi frequencies, only Ω xor y = 0, and we set ∆ = 0 and α = π/2, then, assuming the rotating wave approximation (RWA) and the Lamb-Dicke limit: only Ω y = 0 and ∆ = ν (in both cases α x,y = 0); respectively. These are basically "one-dimensional" Hamiltonians, and we have in fact shown that it is not necessary to assume the Lamb-Dicke limit in such cases. It is necessary for the last operator, which is why we have assumed it here. If we set all Ω x = Ω y = Ω x+y /2, φ x = φ y = φ x+y + π and all α r = π/2, then the first (zero order) terms in the power series expansions of the sine functions in Eq. (2.43) all cancel out. Assuming the Lamb-Dicke limit, we therefore consider the largest terms which are left over. Setting all ∆ r = −2ν, and assuming the RWA, we are left with:
Thus we have the necessary forms of the Hamiltonian for complete decomposition (and thus synthesis) of a two dimensional ion, as in Fig. 2 .7.
Variant: Angular Momentum States
If, using a similar experimental configuration to that shown in Fig. 2 .9 but without the x + y laser, we let Ω x = Ω y , α x,y = 0, ∆ x,y = −ν and φ y = φ x ± π/2, we get
whereâ l,r is the left or right angular momentum annihilation operator. Similarly, if we set ∆ x,y = ν, we getH
Either of Eq's (2.48,2.49) combined with Eq. (2.44) suffices to produce arbitrary superpositions of either left or right angular momentum quanta (not both mixed together), in complete analogy to the process shown in Fig. 2.1 for one dimensional states.
If, however, we take (similar to Eq. 2.47) Ω x = Ω y , φ x = φ y , α x,y = π/2 and ∆ x,y = −2ν, then assuming the RWA,H Thus we have, with Eq's (2.44,2.48,2.49,2.50), all the tools necessary for synthesis of arbitrary superpositions of left and right angular momentum quanta, in complete analogy to the process described in Fig. 2.7 
Measurement
This state synthesis can in principle be used in an analogous measurement procedure to the one-dimensional process described in detail. The filtering measurement process described by Fig. 2.3 can be extended by simply performing step (a) (the adiabatic transfer) in first the x and then the y directions, and vice versa for step (c).
Growth of Intermediate States
As has been shown in Fig. 2.7 , as "rows" are decomposed the sizes of other "rows" (of smaller y) increase. The manner in which the number of populated states in the x direction increases can be broken up into three cases: the first "row" decomposition, which is special in that none of the excited states are initially populated; every second row decomposition except the last; and all other decompositions, barring the second-to-last. In the first case the coupled nontarget rows grow by (number of pulses)/2−1, which = max(number of populated states)−2. In the second case growth is by (number of pulses)/2 = max(number of populated states) − 1. In the third case growth is by (number of pulses−1)/2 = max(number of populated states)− 1. The maximum is of the number of populated states comparing the two target "rows" coupled together. Thus if we take n to be the x dimension of a grid we are trying to decompose, then the number of populated states in the x direction grows as follows:
If we take m to be the y dimension there are 2(m − 2) steps to this procedure to determine how far population is pushed out in the x direction. The maximum number of populated states in the x direction X m during the entire decomposition procedure thus turns out to be:
which is obviously a very rapidly growing quantity, e.g. for n = m = 3 X m = 7, for n = m = 4 X m = 41, for n = m = 5 X m = 225, and so on. Using this expression we can readily deduce the number of pulses N p required:
This quantity also grows very quickly: for n = m = 3 N p = 35, for n = m = 4 N p = 238, for n = m = 5 N p = 1341. The fast growth of the quantities X m and N p means that for n ≈ m larger than about 4, synthesis becomes unfeasible. This same situation is going to be aggravated further with each added dimension. Nevertheless it is certainly possible to do interesting things within these constraints, as will be shown in the next section. It is also quite possible that interesting special cases of these higher dimensional states may be found which do not suffer so acutely from these problems.
Quantum Pictures
As an example of what can be done, we now demonstrate how to tailor an ion's position distribution, i.e. the actual shape of the ion. This is done by taking the eigenstates of the two dimensional position operator
within a truncated Hilbert space (for the following examples H , and with superpositions of these designing simple pictures. What we are doing here is designing a coherent wavefunction which has a particular unusual shape in position space. In recent years there has been much interest in using light to focus beams of atoms with the aim of attaining a high-precision lithography technique useful in the construction of nanostructures [23] . With suitable adaptations this technique could likely be generalized to such a purpose, enabling high-precision lithography for two-dimensional forms.
We begin by considering the eigenstates of H 3 . As shown in Fig. 2 .10(a), the major peaks of the |x 0 and |x 2 wavefunctions are positive, whereas that for |x 1 is negative. (If we recall the wavefunctions for the position eigenfunctions of H 9 shown in Fig. 2.4 (a) this should not be surprising.) Thus, if we simply add the three eigenstates together:
we end up with a three peaked probability distribution (Fig. 2.10(c) ), because of destructive interference, which produces points of zero probability within the overall structure. If, however, we subtract |x 1 : we end up with a fairly smooth, if somewhat narrower, probability distribution ( Fig. 2.10(d) ).
Interference is constructive in the centre, and destructive on the outer edges of the wavefunction, as can be seen from Fig. 2.10(a) . From this it is easy to see that one way to get a "picture" that is reasonably continuous, is to build up a superposition like |ψ ∝ where the c jk 's equal either 1 or 0, and |x, y ≡ |x ⊗ |y . This is exactly what we have done. Examples of this (an "L" shaped and a "T" shaped distribution) are shown in Fig. 2.11 .
The "L" and "T" distributions shown in Fig. 2 respectively. The data plotted in Fig. 2 .11 is not from a "complete Hamiltonian" simulation as we have done for the one-dimensional case previously, but rather assumes the Hamiltonians of Eq's (2.44,2.45,2.46,2.47) to be true.
Summary
In summary, we have shown how to perform a single shot measurement for an arbitrary observable for the motion of a trapped ion. To our knowledge, this is the first example of an experimentally realistic system where arbitrary measurements can be practically implemented. The method is based on being able to synthesize arbitrary states of motion in an ion trap, and performing filtering measurements on the state of the ion by quantum jump techniques. In addition we have shown how to synthesize an arbitrary motional state of a trapped ion, and how to generalize the process from one spatial dimension [5] , to in principle any number of dimensions. We describe an achievable experimental configuration for synthesizing two-dimensional states of a single trapped ion, and show how this may be used to coherently tailor the shape of the ion's wavefunction, with possible future applications to the lithography of nanostructures [23] .
