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бе является очень медленным процессом, которому необходимы ёмкости 
для хранения воды в течение длинного срока. В процессе хранения воз-
можно и повторное загрязнение воды из окружающей среды. Процесс энер-
гозатратен и требует большое кол-во воды, а также требуется регулярная 
очистка дистиллятора от накопленных загрязнителей. 
Керамические фильтры 
Вода проходит сквозь маленькие керамические поры, а крупные ча-
стицы не проходят. После промывки используется повторно. На короткий 
срок уменьшает количество бактерий. Образуется благоприятная среда для 
образования бактерий, из-за чего необходимо проводить дезинфекцию 
фильтрующих элементов.  
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В настоящее время среди наиболее перспективных концепций парал-
лелизма является концепция макроконвейерной организации обработки ин-
формационных процессов. Как сформулировал академик В.М. Глушков, 
основная идея заключается в том, что при распараллеливании и распреде-
лении обработки  “каждому отдельному процессору на очередном шаге да-
ется такое задание, которое позволяет ему длительное время работать авто-
номно без взаимодействия с другими процессорами” [1]. Уменьшение чис-
ла и объемов обмена сообщениями, которыми обмениваются параллельно 
работающие узлы, как правило, приводит к уменьшению общего времени 















1. Метод структурирования программных ресурсов и макрокон-
вейерная обработка. Структурирование (декомпозиция) – это основной 
способ уменьшения сложности больших задач, программ, систем и т.д. Ос-
новная идея состоит в обеспечении специального способа структурирова-
ния программного ресурса  на блоки sQQQ ,...,, 21  и организации парал-
лельного использования этих блоков множеством конкурирующих процес-
сов [2]. Макроконвейерная технология предполагает декомпозицию струк-
туры данных на большие информационно-слабозависимые подструктуры, 
способными занимать процессор длительное время. 
Пусть PR – программный ресурс, который может быть использован 
двумя и более конкурирующими процессами, т.е. 2n , 2p  – число 
процессоров макроконвейерной системы. Применительно к программным 
ресурсам, одновременно используемым множеством процессов, при макро-
конвейерной обработке возможны следующие способы организации вычис-
лений. 
1) Каждому i-му процессу, ni ,1 , предоставляется отдельная 
копия программного ресурса PR. При такой стратегии, в случае np  , все 
n процессов могут выполняться одновременно при условии, что в МС до-
статочно памяти для размещения n копий программного ресурса (в случае с 
общей памятью) или память каждого процессора МС вмещает отдельную 
копию программного ресурса (в случае с распределенной памятью). Если 
же np  , то возможна организация циклического выполнения n процессов 
группами по p. 
2) Программный ресурс PR может быть структурирован на блоки 
sQQQ ,,, 21  , а обработка в этом случае организуются в соответствии с 
методом структурирования. Эта стратегия может применяться при органи-
зации обработки в МС всякий раз, если имеются ограничения на оператив-
ную память, как общую, так и память каждого процессора.  
2. Модель макроконвейерной организации асинхронных конку-
рирующих процессов. Пусть МС характеризуется следующими парамет-
рами: p – число процессоров, каждый из которых имеет собственную ло-
кальную память, 2p ; k – число каналов, через которые каждый из про-
цессоров имеет доступ к внешней памяти, общей для всех процессоров, 
1k . Предполагается, что в МС выполняется  n процессов, 2n , каждый 
из которых состоит из s блоков обмена и s блоков счета, 1s . Времена об-
мена и счета для каждого из процессов представлены в виде матриц 
snijtt  ][  и snijTT  ][  размерности sn , в которых i-е строки соответ-
ствуют i-му процессу. 
Взаимодействие процессов с каналами и процессорами характеризу-
ется следующими условиями: 1) к выполнению одновременно готовы p  
процессов из n; 2) в каждый момент времени k процессов из n, одновремен-
но протекающих в МС, выполняются синхронно, остальные в очереди ждут 
освобождения каналов; 3) во время обмена каждый процесс монополизиру-















счета на каждом процессоре выполняется только после завершения соот-
ветствующего j-го блока обмена, а каждый (j+1)-й блок обмена выполняет-
ся после завершения  j-го блока счета; 5) процессы считаются равноприори-
тетными, а режим работы каналов является циклическим. 
Условия 1-5 определяют асинхронный  режим взаимодействия про-
цессов, каналов и процессоров, который допускает как простои каналов из-
за занятости процессоров, так и простои процессоров из-за занятости кана-
лов обмена.  
3. Время реализации асинхронных процессов в макроконвейер-
ных системах с одним каналом обмена. Обозначим через )(kTn  общее 
время выполнения всех n процессов, которые используют k каналов. Заме-
тим, что при  nkp   в рамках принятой модели макроконвейерных вы-











)(max)()( . Если 
окажется, что nkp  , то nk   каналов будут не задействованы, а np   
процессоров будут простаивать. 
Пусть имеется один канал, т.е. 1k . Предположим, что pn  . На 
рис.1 приведена несовмещенная диаграмма Ганта, отображающая взаимо-
действие n процессов (номер процесса изображен справа в прямоугольнике) 
с одним каналом и p процессорами. Причем каждый процесс состоит из s2  
блоков, 1s , которые периодически повторяется в порядке обмен, счет. 
При этом осуществляется конвейеризация каждого из блоков счета по всем 
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Из анализа диаграммы следует, что )1(nT  можно существенно сокра-
тить, если воспользоваться совмещением соседних диаграмм Ганта, начи-
ная со второй, справа налево на максимально возможную величину, не 
нарушающую условий 1-5. Для этого необходимо составить расписание 
моментов начала выполнения j-го блока обмена, sj ,1 , для i-го процесса, 
ni ,1  [3].  
Анализируя две соседние диаграммы Ганта (рис.1), соответствующие 
j-му и (j+1)-му блокам обмена и счета, с временами ijt , ijT  и 1, jit , 1, jiT  
соответственно, ni ,1 , 1,1  sj , видно, что моменты начала выполне-
ния первого блока обмена для каждого процесса определяются из соотно-
шений: 
011 sb , 111121 tsbsb  , …, 1,11,11   iii tsbsb , …, 
1,11,11   nnn tsbsb ; 
для второго блока обмена: 
),max( 313111111112 tsbTtsbsb  , 
),max( 121221212122 tsbTtsbsb  , …, 
),max( 2,12,11112   iiiiii tsbTtsbsb , …, 
),max( 2,12,11112   nnnnnn tsbTtsbsb ; …; 
для s-го блока обмена: 
 
),max( 1,31,31,11,11,11   ssssss tsbTtsbsb , 
),max( 111,21,21,22 ssssss tsbTtsbsb   , …, 
),max( ,1,11,1,1,3 sisisisisii tsbTtsbsb   , …, 
),max( ,1,11,1,1, snsnsnsnsnns tsbTtsbsb   . 
Таким образом, имеет место следующая теорема. 
Теорема. Общее время выполнения n )2( n  процессов p )2( p  
процессорами, конкурирующими за использование одного канала, в случае  







,      (1) 
где ijsb  – моменты начала выполнения j-го блока обмена для i-го 
процесса, определяемые из соотношений: 
011 sb , 1,11,11   iii tsbsb , 
),max( 1.1,1,11,11,11   jnjnjjjj tsbTtsbsb , (2) 
),max( ,1,11,1,1, jijijijijiij tsbTtsbsb   , ni ,2 , sj ,2 . 


















Рисунок 2. – Совмещенная диаграмма Ганта с одним каналом обмена 
 
Предлагаемая модель организации макроконвейерной обработки 
процессов при ограниченном числе каналов обмена и разработанные анали-
тические методы расчета общего времени выполнения множества неодно-
родных конкурирующих процессов являются основой для постановки и 
решения ряда важных практических задач по расчету оптимальной балан-
сировки числа процессоров и каналов, оптимизации числа блоков счета и 
обмена, минимизации общего времени выполнения процессов и др. 
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Аннотация. Предложено решение проблемы внедрения системы 
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