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Abstract
We introduce the concept of maximal (n − 1)-orthogonal subcategories over Artin algebras and or-
ders, and develop (n+ 1)-dimensional Auslander–Reiten theory on them. We give the n-Auslander–Reiten
translation and the n-Auslander–Reiten duality, then show the existence of n-almost split sequences and
n-fundamental sequences. We give some examples.
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Auslander–Reiten theory, especially the concept of almost split sequences and their existence
theorem, is fundamental to study categories which appear in representation theory, for example,
modules over Artin algebras [12,21,36], their functorially finite subcategories [11,39], their de-
rived categories [25], Cohen–Macaulay modules over Cohen–Macaulay rings [4,5,42], lattices
over orders [4,5,38], and coherent sheaves on projective curves [10,22]. In these Auslander–
Reiten theories, the number ‘2’ is quite symbolic. For one thing, almost split sequences give
minimal projective resolutions of simple objects of projective dimension ‘2’ in functor cate-
gories. For another, Cohen–Macaulay rings and orders of Krull-dimension ‘2’ have fundamental
sequences [6] and provide us with one of the most beautiful situation in representation theory
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O. Iyama / Advances in Mathematics 210 (2007) 22–50 23[6,37,42], which is closely related to McKay’s observation [32] on simple singularities [2,18].
In this sense, usual Auslander–Reiten theory should be ‘2-dimensional’ theory, and it would be
natural to find a setting for higher-dimensional Auslander–Reiten theory from the viewpoint of
representation theory and non-commutative algebraic geometry (e.g. [1,22,41]).
In this paper, we introduce maximal (n − 1)-orthogonal subcategories as a natural domain
of a higher-dimensional Auslander–Reiten theory (Section 2.2) which should be ‘(n + 1)-
dimensional.’ We show that the n-Auslander–Reiten translation functor and the n-Auslander–
Reiten duality can be defined quite naturally for such categories (Sections 2.3 and 2.3.1). Using
them, we show that our categories have n-almost split sequences (Sections 3.1 and 3.3.1), which
are a new generalization of usual almost split sequences and give minimal projective resolutions
of simple objects of projective dimension ‘n + 1’ in functor categories. We also show the ex-
istence of n-fundamental sequences for Cohen–Macaulay rings and orders of Krull-dimension
‘n + 1’ (Section 3.4.4). We show that an invariant subring (of Krull-dimension ‘n + 1’) corre-
sponding to a finite subgroup G of GL(n+ 1, k) has a natural maximal (n− 1)-orthogonal sub-
category (Section 2.5). In the final section, we give a classification of all maximal 1-orthogonal
subcategories for representation-finite self-injective algebras and representation-finite Goren-
stein orders of classical type (Section 4.2.2). We show that the number of such subcategories
is related to Catalan numbers (Section 4.2.3). These results suggest that our higher-dimensional
Auslander–Reiten theory is far from abstract non-sense.
1. n-Auslander–Reiten translation
In this section, we study subcategories XMn−1 and YMn−1 of modΛ for an Artin algebra or
an order Λ. Using the syzygy functor and the transpose duality, we construct an equivalence
τn :XMn−1 → YMn−1. This is regarded as an analogue of Auslander–Reiten translation, and plays
an important role in this paper.
Let C be an additive category. We denote by C(X,Y ) the set of morphisms from X to Y ,
and by fg ∈ C(X,Z) the composition of f ∈ C(X,Y ) and g ∈ C(Y,Z). We denote by JC the
Jacobson radical of C, and indC the set of isomorphism classes of indecomposable objects in C.
For X ∈ C, we denote by [X] the ideal of C consisting of morphisms which factor through Xn
for some n 0.
For a noetherian semiperfect ring Λ, we denote by JΛ the Jacobson radical of Λ, by ModΛ
the category of left Λ-modules, and by modΛ the category of finitely generated left Λ-modules.
We denote by ( )∗ the functor HomΛ( ,Λ) : modΛ ↔ modΛop. Let modΛ := (modΛ)/[Λ]
and HomΛ(X,Y ) the set of morphisms in modΛ. For X ∈ modΛ, take a minimal projective
resolution
P1
f1−→ P0 f0−→X → 0.
Putting ΩX := Kerf0 and TrX := Cokf ∗1 , we obtain the syzygy functor Ω : modΛ → modΛ
and the transpose duality Tr : modΛ → modΛop [7]. For a subcategory C of modΛ, we denote
by C the corresponding subcategory of modΛ.
1.1. Definition. For X,Y ∈ modΛ, we write X ⊥n Y if ExtiΛ(X,Y ) = 0 for any i (0 < i  n). For
full subcategories C and D of modΛ, we write C ⊥n D if X ⊥n Y for any X ∈ C and Y ∈D. Put
C⊥n := {X ∈ modΛ | C ⊥n X} and ⊥nC := {X ∈ modΛ | X ⊥n C}. Put Xn := ⊥n(ΛΛ) ⊆ modΛ,
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check the following proposition.
1.1.1. Proposition.
(1) X ∈Xn,m if and only if there exists an exact sequence Pn+m+1 fn+m+1−−−−→ · · · f0−→ P0 such that
Pi is projective, P ∗1
f ∗0−→ · · · f
∗
n+m+1−−−−→ P ∗n+m+1 is exact and X = Cokfm.
(2) We have the following diagram whose rows are equivalences and columns are dualities:
X n,0 Ω
Tr
X n−1,1 Ω
Tr
· · · Ω X 1,n−1 Ω
Tr
X 0,n
Tr
X op0,n X op1,n−1
Ω · · ·Ω X opn−1,1
Ω X opn,0.
Ω
Proof. (1) If n = 0 or m = 0, then the assertion holds obviously. Our general assertion is easily
reduced to these cases.
(2) Obviously the duality Tr : modΛ↔ modΛop induces a duality X n,m ↔X opm,n. It is easily
checked that Ω : HomΛ(X,Y ) → HomΛ(ΩX,ΩY) is bijective for any X ∈ X1 and Y ∈ modΛ
(e.g. [4, 7.4]). Thus each Ω is fully faithful, and dense by (1). 
1.1.2. Corollary. For n,m 0, Ωm TrΩn gives a duality X n,m ↔X opn,m such that (Ωm TrΩn)2
is isomorphic to the identity functor.
1.1.3. Let us prove the following generalization of [4, 3.2].
Proposition. Let Λ be a noetherian ring and n 1. For any i (0 < i < n), there exist functorial
isomorphisms for any X ∈Xn−1 and Y ∈ modΛ:
TorΛn−i
(
TrΩn−1X,Y
)	 ExtiΛ(X,Y ), TorΛn (TrΩn−1X,Y )	 HomΛ(X,Y ).
Proof. Let Pn
fn−→ · · · f1−→ P0 f0−→ X → 0 be a projective resolution. Then we have a projective
resolution 0 →X∗ f
∗
0−→ P ∗0
f ∗1−→ · · · f
∗
n−→ P ∗n → TrΩn−1X → 0 of TrΩn−1X.
(i) Since we have a functorial isomorphism P ∗ ⊗Λ Y 	 Λ(P,Y ) for any Y ∈ modΛ and
projective P ∈ modΛ, we have the following commutative diagram of complexes.
HomΛ(Pi−1, Y )
fi ·
HomΛ(Pi, Y )
fi+1·
HomΛ(Pi+1, Y )
P ∗i−1 ⊗Λ Y
f ∗i ⊗1
P ∗i ⊗Λ Y
f ∗i+1⊗1
P ∗i+1 ⊗Λ Y.
Comparing the homology of upper and lower sequences, we have a functorial isomorphism
TorΛ (TrΩn−1X,Y) 	 ExtiΛ(X,Y ).n−i
O. Iyama / Advances in Mathematics 210 (2007) 22–50 25(ii) We have an exact sequence X∗ ⊗Λ Y a−→ HomΛ(X,Y ) → HomΛ(X,Y ) → 0 of functorial
homomorphisms [7]. Since we have the commutative diagram below of complexes with the exact
upper sequence, we obtain a functorial isomorphism TorΛn (TrΩn−1X,Y)	 HomΛ(X,Y ).
0 HomΛ(X,Y )
f0·
HomΛ(P0, Y )
f1·
HomΛ(P1, Y )
X∗ ⊗Λ Y
f ∗0 ⊗1
a
P ∗0 ⊗Λ Y
f ∗1 ⊗1
P ∗1 ⊗Λ Y. 
1.2. Definition. Let Λ be an Artin algebra [12]. Thus Λ contains a central artinian subring R
such that Λ is a finitely generated R-module. Let I be an injective hull of the R-module R/JR .
Then we have a duality D := HomR( , I ) : modΛ ↔ modΛop. Let modΛ := (modΛ)/[DΛ]
and HomΛ(X,Y ) the set of morphisms in modΛ. For a subcategory C of modΛ, we denote by
C the corresponding subcategory of modΛ. Put Yn := (DΛ)⊥n ⊆ modΛ.
1.3. Definition. Let R be a complete regular local ring of dimension d and Λ an R-order [4,5,
16]. Thus Λ is an R-algebra such that Λ is a finitely generated projective R-module. A typical
example of an order is a commutative complete local Cohen–Macaulay ring Λ containing a field
since such Λ contains a complete regular local subring R [33, 29.4]. Let 0 → R → I0 → ·· · →
Id → 0 be a minimal injective resolution of an R-module R. We denote by D := HomR( , Id)
the Matlis dual.
In this paper, we assume further that Λ is an isolated singularity [5], namely gl.dimΛ℘ =
ht℘ for any non-maximal prime ideal ℘ of R. We call a finitely generated left Λ-module M a
Cohen–Macaulay Λ-module if it is a projective R-module. We denote by CMΛ the category
of Cohen–Macaulay Λ-modules. We have a duality Dd := HomR( ,R) : CMΛ ↔ CMΛop. Put
CMΛ := (CMΛ)/[DdΛ]. For a subcategory C of CMΛ, we denote by C the corresponding
subcategory of CMΛ. Put XCMn := Xn ∩ CMΛ and YCMn := (DdΛ)⊥n ∩ CMΛ. We collect
basic results.
1.3.1. (1) CMΛ= ⊥∞DdΛ and idΛDdΛ= d [23, 2.2]. If 0 →Xd → Cd−1 → ·· · → C0 is
an exact sequence with Ci ∈ CMΛ, then Xd ∈ CMΛ [4, 7.2].
(2) CMΛ = TrX opd [4, 7.9], and depthR X = min{i  0 | ExtiΛ(Λ/JΛ,X) = 0} for any X ∈
modΛ [24, 3.2].
(3) HomΛ(X,Y ), ExtiΛ(X,Y ) and TorΛi (Z,X) (i > 0) are finite length R-modules for any
X ∈ CMΛ, Y ∈ modΛ and Z ∈ modΛop [4, 7.6].
Proof. For the convenience of readers, we give an elementary proof of the equality CMΛ =
TrX opd along the argument in [19, 3.8] where the commutative case is treated. The other asser-
tions are more elementary. Fix any X ∈ modΛ with TrX ∈X opd . Let · · · → P1 → P0 → TrX →
0 be a projective resolution. Applying ( )∗, we have an exact sequence 0 → X → P ∗2 → ·· · →
P ∗d+1 with P ∗i ∈ CMΛ. Thus X ∈ CMΛ by (1).
Fix any X ∈ CMΛ. Since Λ is an isolated singularity, ExtiΛop(TrX,Λ) has finite length for
any i > 0. Let · · · → P1 → P0 → TrX → 0 be a projective resolution. Since we have an exact
sequence 0 → Ext1Λop(TrX,Λ) → X with X ∈ CMΛ, we have Ext1Λop(TrX,Λ) = 0. Now as-
sume TrX ⊥n−1 Λ for some n (2 n d). Then we have an exact sequence 0 → X → P ∗2 →·· · → P ∗n−1 → (ΩnX)∗ → ExtnΛop(TrX,Λ) → 0 with depthR(ΩnX)∗  2 and X,P ∗i ∈ CMR.
Considering depth, we obtain ExtnΛop(TrX,Λ)= 0. Thus we have TrX ⊥d Λ inductively. 
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notation. Let Λ be an Artin algebra over R in 1.2, or an order over a complete regular local
ring R of dimension d which is an isolated singularity in 1.3. For the Artin algebra case, put
ΛM := modΛ, XMn :=Xn, YMn := Yn, d := 0 and Dd :=D :ΛM ↔ ΛopM. For the order case,
put ΛM := CMΛ, XMn :=XCMn and YMn := YCMn .
In both cases, ΛM forms a Krull–Schmidt category, namely any object is isomorphic to a finite
direct sum of objects whose endomorphism rings are local. We call X ∈ ΛM injective if DdX
is a projective Λop-module. Then the Nakayama functor ν := Dd( )∗ gives an equivalence from
projective objects in ΛM to injective objects in ΛM. The inverse of ν is given by ν− := ( )∗Dd .
1.4.1. We define the n-Auslander–Reiten translation as in the following theorem, where the
usual one is given by τ = τ1 and τ− = τ−1 .
Theorem. Let Λ be as in 1.4 and n 1. There exist mutually inverse equivalences
τn :=DdΩd TrΩn−1 :XMn−1 → YMn−1 and τ−n :=Ωd TrΩn−1Dd :YMn−1 →XMn−1.
Thus τn gives a bijection from non-projective objects in indXMn−1 to non-injective objects in
indYMn−1, and the inverse is given by τ−n .
Proof. If Λ is an Artin algebra, then we only have to compose the dualities TrΩn−1 :X n−1 ↔
X opn−1 in 1.1.2 and D :X opn−1 ↔ Yn−1. If Λ is an order, then XCMn−1 = Xn−1,d by 1.3.1(2). Thus
Ωd TrΩn−1 gives a duality XCMn−1 ↔ XCM opn−1 by 1.1.2, and Dd gives a duality Dd :XCM opn−1 ↔
Y CMn−1. 
1.4.2. We note here that the case d = n+ 1 is quite peculiar since these functors τn and τ−n
lift to the Nakayama functors ν and ν−, respectively.
Theorem. Let Λ be as in 1.4 and d = n + 1  2. Then ν = Dd( )∗ gives an equivalence
XMn−1 → YMn−1 with inverse ν− = ( )∗Dd :YMn−1 → XMn−1, and ν and ν− give lifts of τn and τ−n ,
respectively.
Proof. Since ( )∗ =Ω2 Tr holds, the latter assertion follows from the definition of τ±n and 1.1.1.
Fix X ∈ XMn−1. Since X ∈ TrX opd by 1.3.1(2), the exact sequence 0 → Ext1Λ(TrX,Λ) → X →
X∗∗ → Ext2Λ(TrX,Λ) → 0 [7] implies that X is reflexive. Thus, ν is an equivalence. Similarly,
DdY is reflexive for any Y ∈ YMn−1, and the former assertion follows. 
1.5. We have the following n-Auslander–Reiten duality, where the usual one [4, 8.8] (see
also [42, 3.10]) is the case n= 1.
Theorem. Let Λ be as in 1.4 and n  1. For any i (0 < i < n), there exist functorial isomor-
phisms for any X ∈XMn−1, Y ∈ YMn−1 and Z ∈ ΛM:
Extn−iΛ (X,Z)	D ExtiΛ(Z, τnX), HomΛ(X,Z)	D ExtnΛ(Z, τnX),
Extn−iΛ (Z,Y )	D ExtiΛ(τ−n Y,Z), HomΛ(Z,Y ) 	D ExtnΛ(τ−n Y,Z).
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HomR
(
TorΛi (W,Z), I
)= ExtiΛop(W,HomR(Z, I)) (i  0)
for any injective R-module I [15]. Thus, if Λ is an Artin algebra, then we have functorial isomor-
phisms D TorΛi (W,Z) = ExtiΛop(W,DZ) = ExtiΛ(Z,DW). Putting W := TrΩn−1X, we obtain
the assertion by 1.1.3. Now let Λ be an order. Taking HomR(Z, ), we obtain an exact sequence
0 →DdZ → R(Z, I0)→ ·· · → R(Z, Id)→ 0. The remark above implies
ExtiΛop
(
W,HomR(Z, Ij )
)= HomR(TorΛi (W,Z), Ij ) (i, j  0).
Since TorΛi (W,Z) (i > 0) has a finite length by 1.3.1(3), we have
ExtiΛop
(
W,HomR(Z, Ij )
)= HomR(TorΛi (W,Z), Ij )= 0 (i > 0, j < d).
Thus we have
HomR
(
TorΛi (W,Z), Id
)= ExtiΛop(W,HomR(Z, Id))= Exti+dΛop (W,DdZ)= ExtiΛop(ΩdW,DdZ)
= ExtiΛ
(
Z,DdΩ
dW
)
.
Putting W := TrΩn−1X, we obtain the assertion by 1.1.3. 
1.6. The theorem below will be crucial to study sink maps (called minimal right almost split
maps in [12]) of projective modules.
Theorem. Let Λ be as in 1.4 and X a finite length Λ-module with a projective resolution
· · · → P1 f−→ P0 → X → 0. Then we have an exact sequence Λ( , νP1) νf−→ Λ( , νP0) →
D ExtdΛ(X, )→ 0 on ΛM.
Proof. Notice that Λ( , νP ) = DdΛ(P, ) holds for any projective Λ-module P . Thus the as-
sertion for d = 0 follows easily. Assume d > 0 and fix Y ∈ ΛM. Then ExtdR(ExtdΛ(X,Y ),R) =
D ExtdΛ(X,Y ) holds on ΛM. By 1.3.1(2), we have an exact sequence 0 → Λ(P0, Y ) → ·· · →
Λ(Pd−1, Y ) → Λ(ΩdX,Y ) a−→ ExtdΛ(X,Y ) → 0 on ΛM. If d = 1, then we have exact se-
quences 0 → DdΛ(ΩX,Y ) → DdΛ(P0, Y ) → Ext1R(Ext1Λ(X,Y ),R) → 0 and DdΛ(P1, Y ) →
DdΛ(ΩX,Y ) → 0, and the assertion follows. Now assume d  2 and put Z := Kera. By
an exact sequence 0 → Z → Λ(ΩdX,Y ) a−→ ExtdΛ(X,Y ) → 0, we have an exact sequence
Extd−1R (Λ(ΩdX,Y ),R) → Extd−1R (Z,R) → ExtdR(ExtdΛ(X,Y ),R) → ExtdR(Λ(ΩdX,Y ),R).
Since depthR Λ(ΩdX,Y )  2 holds, we have ExtiR(Λ(ΩdX,Y ),R) = 0 (i  d − 1). Thus
Extd−1R (Z,R) = ExtdR(ExtdΛ(X,Y ),R). Since 0 → Λ(P0, Y ) → ·· · → Λ(Pd−1, Y ) → Z → 0
gives a projective resolution of R-modules, we have an exact sequence DdΛ(P1, Y ) →
DdΛ(P1, Y ) → Extd−1R (Z,R) → 0. 
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In this section, we keep the notation in 1.4. We introduce maximal (n − 1)-orthogonal sub-
categories C of ΛM. We show that the n-Auslander–Reiten translation defined in 1.4.1 induces
an equivalence C → C, and that C has the n-Auslander–Reiten duality. The case d = n + 1 is
especially nice, and invariant subrings give such examples.
Let us start by recalling the following useful concept. A morphism f :X → Y is called right
minimal (respectively left minimal) if it does not have a direct summand of the form X → 0
(respectively 0 →X) with X = 0 as a complex [12].
2.1. Definition. Let C be a full subcategory of ΛM. We call a morphism f :C → X a right
C-approximation of X if C ∈ C and Λ( ,C) ·f−→ Λ( ,X) → 0 is exact on C. We call C con-
travariantly finite if any X ∈ ΛM has a right C-approximation [11]. We call a complex A : · · · →
C2
f2−→ C1 f1−→ C0 f0−→ X a right C-resolution if Ci ∈ C and · · · → Λ( ,C2) ·f2−−→ Λ( ,C1) ·f1−−→
Λ( ,C0)
·f0−−→ Λ( ,X)→ 0 is exact on C. If each fi is right minimal, then we call A minimal. We
write C-dimX  n if X has a right C-resolution with Cn+1 = 0. Dually, a left C-approximation,
a covariantly finite subcategory, a (minimal) left C-resolution and Cop-dimX are defined. We
call C functorially finite if it is contravariantly and covariantly finite. By Auslander–Buchweitz
approximation theory [8], the following fact immediately follows.
2.1.1. Let C be a functorially finite subcategory of ΛM. Then any X ∈ modΛ has a minimal
right (respectively left) C-resolution, which is unique up to isomorphisms of complexes.
2.2. Definition. Let C be a functorially finite subcategory of ΛM and l  0. We call C maximal
l-orthogonal if
C = C⊥l ∩ ΛM = ⊥lC ∩ ΛM.
Then C is closed under direct summands, and satisfies Λ ⊕ DdΛ ∈ C and C ⊆ XMl ∩ YMl . By
definition, ΛM itself is a unique maximal 0-orthogonal subcategory. If a maximal l-orthogonal
subcategory C is contained in a subcategoryD of ΛM satisfyingD ⊥l D, then C =D. Moreover,
C is a maximal l-orthogonal subcategory of ΛM if and only if DdC is that of ΛopM.
We often use the following easy observation.
2.2.1. Let C be a subcategory of ΛM and A : 0 → Xn fn−→ Cn−1 fn−1−−−→ · · · f1−→ C0 f0−→
X0 → 0 an exact sequence with Ci ∈ C.
(1) Ext1Λ( ,X0)= Extn+1Λ ( ,Xn) on ⊥n+1C, and Ext1Λ( ,X0)⊆ Extn+1Λ ( ,Xn) on ⊥nC.
(2) If C ⊥n C and A is a right C-resolution, then Xn ∈ C⊥n .
Proof. Put Xi := Kerfi−1. We have an exact sequence 0 →Xi → Ci−1 →Xi−1 → 0.
(1) Ext1Λ( ,X0)= Ext2Λ( ,X1)= · · · = Extn+1Λ ( ,Xn) holds on ⊥n+1C. Similarly, Ext1Λ( ,X0)=
· · · = ExtnΛ( ,Xn−1)⊆ Extn+1Λ ( ,Xn) holds on ⊥nC.
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(1 i  n). Applying (1) to the sequence
0 →Xn fn−→ Cn−1 fn−1−−−→ · · · →Xn−i+1 → 0,
ExtiΛ( ,Xn)= Ext1Λ( ,Xn−i+1)= 0 holds on C for any i (1 i  n). 
2.2.2. We have the following characterizations of maximal l-orthogonal subcategories.
Proposition. Let C be a functorially finite subcategory of ΛM. Then conditions (1), (2-i) and
(3-i) are equivalent for any i (0 i  l).
(1) C is maximal l-orthogonal.
(2-0) C-dimX  l for any X ∈ ΛM, C ⊥l C and Λ⊕DdΛ ∈ C.
(2-i) C-dimX  l − i for any X ∈ C⊥i ∩ ΛM, C ⊥l C and Λ⊕DdΛ ∈ C.
(2-l) C = C⊥l ∩ ΛM and Λ ∈ C.
(3-0) Cop-dimX  l for any X ∈ ΛM, C ⊥l C and Λ⊕DdΛ ∈ C.
(3-i) Cop-dimX  l − i for any X ∈ ⊥iC ∩ ΛM, C ⊥l C and Λ⊕DdΛ ∈ C.
(3-l) C = ⊥lC ∩ ΛM and DdΛ ∈ C.
Proof. Since (1) is equivalent to (2-l) + (3-l) by definition, we only have to show that all
conditions except (1) are equivalent. We will show that (2-(i + 1)) implies (2-i). For any
X ∈ C⊥i ∩ ΛM, take a right C-resolution 0 → Y → C0 → X → 0, which is exact by Λ ∈ C.
Then C ⊥l C0 and C ⊥i X imply C ⊥i+1 Y . Since C-dimY  l − i − 1 by (2-(i + 1)), we obtain
C-dimX  l − i. Dually, (3-(i + 1)) implies (3-i).
We will show that (2-0) implies (3-l). Fix X0 ∈ ⊥lC ∩ ΛM. By (2-0), we can take a right
C-resolution 0 → Cl fl−→ · · · f1−→ C0 f0−→ X → 0. This is exact by Λ ∈ C. Put X1 := Kerf0. Ap-
plying 2.2.1(1) to the sequence 0 → Cl fl−→ · · · f2−→ C1 → X1 → 0, we have Ext1Λ(X0,X1) =
ExtlΛ(X0,Cl)= 0. Thus f0 splits, and we have X0 ∈ C. Dually, (3-0) implies (2-l). 
2.2.3. Especially (2-0) and (3-0) above give the following theorem.
Theorem. Let C be a maximal l-orthogonal subcategory of ΛM. Any X ∈ ΛM has a minimal
right C-resolution 0 → Cl → ·· · → C0 → X → 0 and a minimal left C-resolution 0 → X →
C′0 → ·· · → C′l → 0, which are exact.
2.2.4. Later we will use the following slightly more general assertion.
Lemma. Let C be a maximal l-orthogonal subcategory of ΛM. Assume that X ∈ modΛ has an
exact sequence 0 → X → C−1 → ·· · → C−k with k  0 and Ci ∈ ΛM. Then X has a minimal
right C-resolution 0 → Cm → ·· · → C0 →X → 0 with m= max{l, d − k}.
Proof. By 2.1.1, we can take a minimal right C-resolution Cm−1 fm−1−−−→ · · · f1−→ C0 → X → 0,
which is exact by Λ ∈ C. By 2.2.1(2) and 1.3.1(1), Kerfm−1 ∈ C⊥l ∩ ΛM = C. 
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Theorem. Let C be a maximal (n− 1)-orthogonal subcategory of ΛM (n 1).
(1) τnX ∈ C and τ−n X ∈ C for any X ∈ C.
(2) We have mutually inverse equivalences τn :C → C and τ−n :C → C.
(3) τn gives a bijection from non-projective objects in indC to non-injective objects in indC, and
the inverse is given by τ−n .
Proof. Recall that C ⊆ XMn ∩ YMn holds. By 1.5, for any X,Y ∈ C and i (0 < i < n), we have
ExtiΛ(Y, τnX) = D Extn−iΛ (X,Y ) = 0. Thus τnX ∈ C⊥n−1 ∩ ΛM = C holds. Dually, τ−n X ∈ C
holds. The assertion (2) follows from 1.4.1. 
2.3.1. We obtain the following n-Auslander–Reiten duality on C from 1.5.
Theorem. Let C be a maximal (n − 1)-orthogonal subcategory of ΛM (n  1). For any i
(0 < i < n), there exist functorial isomorphisms for any X,Y ∈ C:
HomΛ(X,Y ) 	D ExtnΛ(Y, τnX), HomΛ(X,Y ) 	D ExtnΛ(τ−n Y,X).
2.3.2. For the case d = n+ 1, 1.4.2 implies the following theorem.
Theorem. Assume d = n + 1  2 in 2.3. Then ν = Dd( )∗ gives an equivalence C → C with
inverse ν− = ( )∗Dd , and ν and ν− give lifts of τn and τ−n , respectively.
2.4. Definition. Let C be a Krull–Schmidt category (1.4). A C-module is a contravariant addi-
tive functor from C to the category of abelian groups. For C-modules F and F ′, we denote by
Hom(F,F ′) the set of natural transformations from F to F ′. Thus we obtain the abelian cate-
gory ModC of C-modules. The Yoneda embedding X → C( ,X) (respectively C(X, )) gives a
fully faithful functor C → ModC (respectively Cop → ModCop). Moreover, X → C/JC( ,X) (re-
spectively C/JC(X, )) gives a bijection from indC to isomorphism classes of simple C-modules
(respectively Cop-modules).
We study the socle of C-modules given by the nth extension groups. The corollaries below
will play an important role in the study of n-almost split sequences.
2.4.1. Corollary. Let C be a maximal (n − 1)-orthogonal subcategory of ΛM (n 1) and X ∈
indC.
(1) If X is not projective, then the Cop-module ExtnΛ(X, ) has a simple socle with
(
socCop ExtnΛ(X, )
)
(τnX) = 0.
If X is not injective, then the C-module ExtnΛ( ,X) has a simple socle with
(
socC ExtnΛ( ,X)
)
(τ−n X) = 0.
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socC ExtnΛ( , τnX)
)
(X)= socEndΛ(X) ExtnΛ(X, τnX)= socEndΛ(τnX)op ExtnΛ(X, τnX)
= (socCop ExtnΛ(X, ))(τnX).
Proof. (1) Since Y := τ−n X is indecomposable non-projective, HomΛ(Y, ) has a simple top
F := C/JC(Y, ). Thus D HomΛ(Y, )= ExtnΛ( ,X) has a simple socle DF with DF(Y ) = 0.
(2) For any X ∈ C, we have an exact functor ModC → Mod EndΛ(X) given by F → F(X).
For any sub-EndΛ(X)-module M of F(X), there exists a sub-C-module F ′ of F such that M =
F ′(X). Using this fact, it is easily checked that (socC ExtnΛ( , τnX))(X) is a simple socle of the
EndΛ(X)-module ExtnΛ(X, τnX). 
2.4.2. Corollary. Let S be a simple Λ-module, P → S → 0 a projective cover and I := νP .
Then the Cop-module ExtdΛ(S, ) has a simple socle with (socCop ExtdΛ(S, ))(I ) = 0. More-
over, ExtdΛ(S, I ) = (socCop ExtdΛ(S, ))(I ) and ExtdΛ(S, I ′)= 0 for any indecomposable injective
I ′ = I .
Proof. Since D ExtdΛ(S, ) has a simple top C/JC( , I ) by 1.6, the former assertion follows.
Applying the Nakayama functor to 1.6, we have an exact sequence
C(ν− ,P1) ·f−→ C(ν− ,P0)→D ExtdΛ(S, )→ 0
on injective modules. On the other hand, since C( ,P1) ·f−→ C( ,P0)→ C/JC( ,P0)→ 0 is exact
on projective modules, D ExtdΛ(S, )= C/JC(ν− ,P0) holds on injective modules. Thus the latter
assertion follows. 
2.5. Let us give a remarkable example of maximal (n − 1)-orthogonal subcategories with
d = n + 1. For a field k, we call σ ∈ GL(d, k) a pseudo-reflection if rank(σ − 1)  1. A finite
subgroup G of GL(d, k) acts on Γ := k[[x1, . . . , xd ]] linearly, and the invariant subring Λ := Γ G
contains a complete regular local subring R such that Λ is an R-order. For the case d = 2, the
following theorem is a well-known result which asserts addΛ Γ = CMΛ.
Theorem. Let k be a field of characteristic zero, G a finite subgroup of GL(d, k) with d  2,
Γ := k[[x1, . . . , xd ]] and Λ := Γ G the invariant subring. Assume that G does not contain any
pseudo-reflection except the identity, and that Λ is an isolated singularity. Then C := addΛ Γ is
a maximal (d − 2)-orthogonal subcategory of CMΛ.
2.5.1. Proposition. Let Λ be an R-order which is an isolated singularity, X,Y ∈ CMΛ and
2 n d . Then depthR HomΛ(X,Y ) n if and only if X ⊥n−2 Y .
Proof. Take a maximal number n such that n d and X ⊥n−2 Y . Let 0 → Ωn−1X → Pn−2 →
·· · → P0 → X → 0 be a projective resolution. Then we have an exact sequence A : 0 →
HomΛ(X,Y ) → Λ(P0, Y ) → ·· · → Λ(Pn−2, Y ) → Λ(Ωn−1X,Y) → Extn−1Λ (X,Y ) → 0 with
depthR Λ(Ωn−1X,Y)  2 and Λ(Pi, Y ) ∈ CMR. If n = d , then HomΛ(X,Y ) ∈ CMR by A.
Now assume n < d . Then Extn−1Λ (X,Y ) = 0. Since depthR Extn−1Λ (X,Y ) = 0 by 1.3.1(3), we
obtain depthR HomΛ(X,Y ) = n by A. 
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Since G does not contain any pseudo-reflection except the identity, we have EndΛ(Γ )= Γ ∗G
by the argument in [6] (see also [42, 10.7, 10.8]) where the assumption d = 2 there was not used.
In particular, EndΛ(Γ ) ∈ CMR holds. Thus 2.5.1 implies Γ ⊥d−2 Γ . By 2.2.2, we only have
to show Γ ⊥d−2 ∩ CMΛ ⊆ C. Fix X ∈ Γ ⊥d−2 ∩ CMΛ, and take an injective resolution 0 →
X → I0 → ·· · → Id−1 in CMΛ. Then 0 → Λ(Γ,X) → Λ(Γ, I0) → ·· · → Λ(Γ, Id−1) is exact.
Since the Γ -module DdΓ is free, so is Λ(Γ, Ii) for any i. Since the Γ -module Λ(Γ,X) is a d th
syzygy, it is free. Thus Λ(Γ,X) ∈ C holds. Since the injection Λ → Γ is a split monomorphism
of Λ-modules [6] (see also [42, 10.5]), X = Λ(Λ,X) is a direct summand of Λ(Γ,X) ∈ C. Thus
X ∈ C.
2.6. Let Λ be a self-injective Artin algebra or a Gorenstein order [4,17]. Namely we assume
that DdΛ is a projective Λ-module. Then ΛM coincides with ΛM, and the functors τ :ΛM →
ΛM and Ω :ΛM → ΛM are equivalences such that τΩ =Ωτ by 1.4.1 and 1.1.1. We denote by
Ω− the inverse of Ω . The following easy observation will be used in Section 4.
Proposition.
(1) We have a functorial isomorphism HomΛ(X,Y ) 	D HomΛ(Y,Ω−τX) for any X,Y ∈ ΛM.
(2) Let X ∈ indΛM. Then the ΛM-module HomΛ( ,X) has a simple socle with
(soc
ΛMHomΛ( ,X))(τ−ΩX) = 0. The ΛMop-module HomΛ(X, ) has a simple socle with
(soc
ΛM
op HomΛ(X, ))(Ω−τX) = 0.
Proof. (1) Let 0 → ΩY → P → Y → 0 be a projective resolution. Then we have an exact
sequence Λ(P, )→ Λ(ΩY, )→ Ext1Λ(Y, )→ 0. Since P is injective, we have HomΛ(ΩY, )=
Ext1Λ(Y, ). Thus HomΛ(X,Y ) = D Ext1Λ(Y, τX) = D HomΛ(ΩY, τX) = D HomΛ(Y,Ω−τX)
by 1.5.
(2) Immediate from (1). 
3. n-Almost split sequences
In this section, we keep the notation in 1.4. We introduce n-almost split sequences on maximal
(n − 1)-orthogonal subcategories. Our main result is the existence theorem of n-almost split
sequences, and that of n-fundamental sequences for the case d = n + 1. Then we study the
functor category modC, especially we show that modC has finite global dimension.
3.1. Definition. Let C be a full subcategory of ΛM.
We call a complex · · · f1−→ C1 f1−→ C0 f0−→ X with terms in C a sink sequence of X (in C) if
fi ∈ JC and the following sequence is exact:
· · · ·f2−−→ C( ,C1) ·f1−−→ C( ,C0) ·f0−−→ JC( ,X)→ 0.
We call the above f0 a sink map of X. Dually, we call a complex X
f ′0−→ C′0
f ′1−→ C′1
g′2−→ · · ·
with terms in C a source sequence of X (in C) if f ′i ∈ JC and the following sequence is exact:
· · · f
′
2·−−→ C(C′1, ) f
′
1·−−→ C(C′0, ) f
′
0·−−→ JC(X, )→ 0.
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(respectively source) sequence induces a minimal projective resolution of a semisimple C-module
C/JC( ,X) (respectively a semisimple Cop-module C/JC(X, )). We call an exact sequence
0 → Y fn−→ Cn−1 fn−1−−−→ · · · f1−→ C0 f0−→ X → 0 (respectively 0 → Y fn−→ Cn−1 fn−1−−−→ · · · f1−→
C0
f0−→ X) with terms in C an n-almost split sequence (respectively n-fundamental sequence)
if it is a sink sequence of X and a source sequence of Y simultaneously. By definition, a direct
sum of n-almost split (respectively sink, source) sequences and a direct summand of an n-almost
split (respectively sink, source) sequences are again n-almost split (respectively sink, source)
sequences.
3.1.1. By (1) below, a sink (respectively source) sequence is unique up to isomorphisms of
complexes. By (2) below, the study of n-almost split sequences is reduced to that of n-almost
split sequences with indecomposable left and right terms.
Proposition.
(1) Let A and A′ be sink (respectively source) sequences of X and X′, respectively. Then any
isomorphism X →X′ extends to an isomorphism A → A′.
(2) Let A : 0 → Y → Cn−1 → ·· · → C0 → X → 0 and A′ : 0 → Y ′ → C′n−1 → ·· · → C′0 →
X′ → 0 be n-almost split sequences. Then X 	 X′ if and only if Y 	 Y ′, and X is indecom-
posable if and only if Y is indecomposable.
Proof. (1) Immediate from the definition.
(2) The former assertion follows from (1). Moreover, X ∈ C is indecomposable if and only
if C/JC( ,X) ∈ ModC is indecomposable if and only if the minimal projective resolution of
C/JC( ,X) is indecomposable as a complex if and only if A is indecomposable as a complex.
Similarly, A is indecomposable as a complex if and only if Y ∈ C is indecomposable. 
3.2. The next lemma gives the relationship among long exact sequences with terms in C,
projective resolutions of C-modules and those of Cop-modules.
Lemma. Let C be a maximal (n−1)-orthogonal subcategory of ΛM (n 1) and A : 0 →Xn fn−→
Cn−1
fn−1−−−→ · · · f1−→ C0 f0−→X0 → 0 an exact sequence with terms in C. Put Xi := Kerfi−1. Then
we have exact sequences
0 → C( ,Xn) ·fn−−→ C( ,Cn−1) ·fn−1−−−→ · · · ·f1−−→ C( ,C0) ·f0−−→ C( ,X0)→ F → 0,
0 → C(X0, ) f0·−−→ C(C0, ) f1·−−→ · · · fn−1·−−−→ C(Cn−1, ) fn·−−→ C(Xn, )→G→ 0
on C such that
D
(
G ◦ τ+n
)= F ⊆ ExtnΛ( ,Xn), D(F ◦ τ−n )=G⊆ ExtnΛ(X0, ).
If A is zero in ExtnΛ(X0,Xn), then f0 is a split epimorphism and fn is a split monomorphism.
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This shows that the upper sequence is exact. Again by 2.2.1(1), F = Ext1Λ( ,X1) =
Extn−1Λ ( ,Xn−1) holds, and
0 → Extn−1Λ ( ,Xn−1)→ ExtnΛ( ,Xn) ·fn−−→ ExtnΛ( ,Cn−1)
is exact on C. By 2.3.1,
C(Cn−1, τ+n ) fn·−−→ C(Xn, τ+n )→DF → 0
is exact. Thus
C(Cn−1, ) fn·−−→ C(Xn, )→D(F ◦ τ−n )→ 0
is exact, and we obtain G = D(F ◦ τ−n ). The latter assertion is immediate since 1X0 is mapped
to A by the inclusion F(X0)⊆ ExtnΛ(X0,Xn). 
3.2.1. Immediately we have the following proposition, where the case n= 1 is well known.
Proposition. Let C be a maximal (n− 1)-orthogonal subcategory of ΛM (n 1), 0 → Xn fn−→
Cn−1
fn−1−−−→ · · · f1−→ C0 f0−→ X0 → 0 an exact sequence with terms in C and Y ∈ C. Then
C(Y,C0) ·f0−−→ C(Y,X0)→ 0 is exact if and only if C(Cn−1, τnY ) fn·−−→ C(Xn, τnY )→ 0 is exact.
3.3. We have the following characterizations of n-almost split sequences.
Proposition. Let C be a maximal (n − 1)-orthogonal subcategory of ΛM (n  1) and A : 0 →
Y
fn−→ Cn−1 fn−1−−−→ · · · f1−→ C0 f0−→ X → 0 an exact sequence with terms in C. If fi ∈ JC and
X,Y ∈ indC, then conditions (1)–(6) are equivalent.
(1) A is an n-almost split sequence.
(2) f0 is a sink map.
(3) fn is a source map.
(4) A is in (socCop ExtnΛ(X, ))(Y ) \ {0}.
(5) A is in (socC ExtnΛ( ,Y ))(X) \ {0}.
(6) Y = τnX and A is in socEndΛ(X) ExtnΛ(X, τnX)= socEndΛ(τnX)op ExtnΛ(X, τnX).
Proof. We will borrow the notation in 3.2. By 3.2, A is non-zero in ExtnΛ(X,Y ).
(1) ⇔ (2) ⇔ (3). The equalities F = D(G ◦ τ+n ) and G = D(F ◦ τ−n ) show that F is simple
if and only if G is simple. The assertion follows from the exact sequences in 3.2.
(1) ⇔ (5). By 3.2, we have an inclusion δ :F = Cok(·f0) ⊆ ExtnΛ( ,Y ) such that A =
δ(1X). Thus F is a simple C-module if and only if F ⊆ socC ExtnΛ( ,Y ) if and only if [A] ∈
(socC ExtnΛ( ,Y ))(X) since F is generated by 1X .
(5) ⇔ (6). Immediate from 2.4.1(2). 
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Theorem. Let C be a maximal (n− 1)-orthogonal subcategory of ΛM (n 1).
(1) For any non-projective X ∈ indC, there exists an n-almost split sequence 0 → Y → Cn−1 →
·· · → C0 →X → 0 in C.
(2) For any non-injective Y ∈ indC, there exists an n-almost split sequence 0 → Y → Cn−1 →
·· · → C0 →X → 0 in C.
(3) Any n-almost split sequence 0 → Y → Cn−1 → ·· · → C0 → X → 0 satisfies Y 	 τnX and
X 	 τ−n Y .
Proof. (1) If n = 1, then C = ΛM. By 2.4.1(1), we can take a non-split short exact sequence A
which is in (soc
ΛM Ext1Λ(X, ))(τnX). Then A is a 1-almost split sequence by 3.3. Now assume
n > 1. We can take a sink map a :Y →X in ΛM by the case n= 1, and a right C-approximation
b :Z → Y of Y . Let f :C0 →X be a right minimal direct summand of ba :Z →X as a complex.
Then f is a sink map in C. Since X is non-projective, f is surjective. Thus X1 := Kerf is in ΛM.
By 2.2.3, there exists a minimal right C-resolution 0 → Cn fn−→ · · · f2−→ C1 → X1 → 0 of X1.
By 3.3, the sequence 0 → Cn fn−→ · · · f1−→ C0 f0−→X → 0 is an n-almost split sequence.
(3) By 3.3, (socCop ExtnΛ(X, ))(Y ) = 0. By 2.4.1(1), Y 	 τnX and X 	 τ−n Y hold. 
3.4. To complete the study of minimal projective resolutions of simple C-modules, we will
consider sink sequences of projective modules and source sequences of injective modules. Recall
that we denote by d the dimension of R (1.4).
3.4.1. Theorem. Let C be a maximal (n− 1)-orthogonal subcategory of ΛM (n 1), X ∈ indC,
F := C/JC( ,X) and G := C/JC(X, ).
(1) d  pdC F max{n,d} if X is projective, and pdC F = n+ 1 otherwise.
(2) d  pdCop Gmax{n,d} if X is injective, and pdCop G= n+ 1 otherwise.
Proof. (1) By 2.2.4, there exists a minimal right C-resolution 0 → Cm fm−−→ · · · f2−→ C1 →
JΛP → 0 with m := max{n,d}. Then 0 → Cm fm−−→ · · · f2−→ C1 → P gives a sink sequence of P .
By considering the depth over R, we obtain Cd = 0.
(2) Since a sink sequence A of X ∈ C gives a source sequence DdA of DdX ∈ DdC, the
assertion follows from (1). 
3.4.2. For the case d  n+ 1, we can give a more explicit construction than 3.4.1.
Lemma. Let C be a maximal (n− 1)-orthogonal subcategory of ΛM with d  n+ 1 2. For an
injective I ∈ indC, put P = P0 := ν−I and S := P/JΛP . Take a minimal projective resolution
0 → Ωd−nS → Pd−n−1 fd−n−1−−−−→ · · · f1−→ P0 → S → 0 of S and a minimal right C-resolution
· · · fd−n+2−−−−→ Cd−n+1 fd−n+1−−−−→ Cd−n → Ωd−nS → 0. Then Cd 	 I and Cd+1 = 0 hold, and the
following complex gives a source sequence of I :
Cd
fd−→ · · · fd−n+1−−−−→ Cd−n → Pd−n−1 fd−n−1−−−−→ · · · f1−→ P0 → 0.
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· · · fd−n+1−−−−→ Cd−n →Ωd−nS → 0, we obtain Sd−1 ∈ C⊥n−1 . By the dual of 2.2.1(1) and 1.3.1(2),
Ext1Λ(Sd−1, )⊆ ExtnΛ(Sd−n, )= ExtdΛ(S, ) and
Ext1Λ(Si, )= Exti+1Λ (S, )= 0 (0 i < d − 1)
hold on C. Similarly,
ExtiΛ(Sd−1,DdΛ)= Exti+d−1Λ (S,DdΛ) (i > 0)
holds. By 1.3.1(1), ExtiΛ(Sd−1,DdΛ) = 0 holds for any i > 1. By 2.4.2, Ext1Λ(Sd−1, I ′) = 0
holds for any indecomposable injective I ′ = I , and Ext1Λ(Sd−1, I ) is a simple EndΛ(I)op-
module. Thus we can take a non-split exact sequence A : 0 → I a−→ X → Sd−1 → 0. By 2.4.2
again, A is contained in the simple socle of the Cop-module Ext1Λ(Sd−1, ).
(ii) We will show X ∈ C.
Since X ∈ C⊥n−1 holds by (i), we only have to show X ∈ ΛM. By 1.3.1(1) and (i), we
only have to show Ext1Λ(X, I) = 0. We have an exact sequence EndΛ(I) δ−→ Ext1Λ(Sd−1, I ) →
Ext1Λ(X, I) → 0 of EndΛ(I)op-modules. Since Ext1Λ(Sd−1, I ) is a simple EndΛ(I)op-module
by (i) and δ(1I )= [A] = 0, we obtain Ext1Λ(X, I) = 0.
(iii) Since C ⊥1 I holds, A is a minimal right C-resolution of Sd−1. Thus Cd 	 I and Cd+1 = 0
hold. It remains to show that our sequence gives a source sequence of I . We have an exact
sequence C(X, ) a·−→ C(I, ) γ−→ Ext1Λ(Sd−1, ) of Cop-modules. The image of γ is generated by
γ (1I ) = [A], which is contained in the simple socle of the Cop-module Ext1Λ(Sd−1, ). Thus the
image of γ is simple, and a is the source map of I . Since Ext1Λ(Si, ) = 0 (0 i < d − 1) holds
on C by (i), 0 → C(P0, ) f1·−−→ · · · fd−2·−−−→ C(Cd−2, )→ Λ(Sd−1, )→ 0 is exact. 
3.4.3. We have the following description of source sequences of injective modules and sink
sequences of projective modules for the case d  n+ 1 2.
Theorem. Let C be a maximal (n− 1)-orthogonal subcategory of ΛM with d  n+ 1 2. Take
a projective P ∈ indC and an injective I ∈ indC with I = νP , and put S := P/JΛP .
(1) There exists an exact sequence 0 → Cd → ·· · → Cd−n → Pd−n−1 → ·· · → P0 → S → 0
with Cd = I , P0 = P , Ci ∈ C and Pi projective. This gives a source sequence of I .
(2) There exists an exact sequence 0 → I0 → ·· · → Id−n−1 → C′d−n → ·· · → C′d → S → 0
with I0 = I , C′d = P , C′i ∈ C and Ii injective. This gives a sink sequence of P .
Proof. (1) follows immediately from 3.4.2. We now show (2). Since DdC is a maximal (n− 1)-
orthogonal subcategory of ΛopM, we can apply (1) to DdC. Thus a source sequence of DdP in
DdC is given by an exact sequence 0 → C′d → ·· · → C′d−n → P ′d−n−1 → ·· · → P ′0 → S′ → 0
with C′d = DdP , P ′0 = DdI , P ′i projective and S′ simple. Since ExtiR(S′,R) = 0 for any i = d ,
we have an exact sequence 0 → DdP ′0 → ·· · → DdP ′d−n−1 → DdC′d−n → ·· · → DdC′d →
DS′ → 0 by applying Dd . This gives a sink sequence of P =DdC′d in C with DS′ = S. 
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usual Auslander–Reiten theory [4, 3.6] (see also [42, 11.5]). The following theorem shows that
n-fundamental sequences exist for the case d = n+ 1.
Theorem. Let C be a maximal (n− 1)-orthogonal subcategory of ΛM and d = n+ 1 2.
(1) For any X ∈ C, there exists an n-fundamental sequence 0 → Y → Cn−1 → ·· · → C0 → X
with Y = νX.
(2) For any Y ∈ C, there exists an n-fundamental sequence 0 → Y → Cn−1 → ·· · → C0 → X
with X = ν−Y .
Proof. Recall that ν = τn holds as a functor C → C by 2.3.2.
(1) By 3.3.1, we only have to consider the case when X = P is indecomposable projec-
tive. Since d = n + 1, the exact sequence 0 → Cd fd−→ · · · f2−→ C1 f1−→ P0 in 3.4.2 gives an
n-fundamental sequence.
(2) Since ν :C → C is an equivalence by 2.3, the assertion follows from (1). 
3.4.5. In [28], the concept of τ -categories was introduced. It was applied in [29,30] to derive
information on modΛM from almost split sequences. To apply the theory of τ -categories to ΛM
in Section 4, we need the following observation.
Theorem. ΛM and ΛM form τ -categories.
Proof. For any non-injective X ∈ indΛM, the almost split sequence 0 →X → θ−X → τ−X →
0 induces an exact sequence ΛM(τ−X, ) → ΛM(θ−X, ) → JΛM(X, ) → 0 by [29, 1.3]. If
τ−X is non-zero in ΛM, then ΛM( ,X) → ΛM( , θ−X) → JΛM( , τ−X) → 0 is exact again
by [29, 1.3]. Fix injective I ∈ indΛM and take the source sequence
I
fd−→ Cd−1 → Pd−2 fd−2−−−→ · · · f1−→ P0
of I constructed in 3.4.2 for n = 1. Since Pd−2 is projective, ΛM(Cd−1, ) fd ·−−→ JΛM(I, ) is
an isomorphism by [29, 1.3]. Thus ΛM forms a τ -category, and the equivalence τ :ΛM → ΛM
shows that so is ΛM. 
3.5. Definition. Let C be an additive category. We say that a C-module F is finitely presented if
there exists an exact sequence C( , Y ) ·f−→ C( ,X)→ F → 0. We denote by modC the category of
finitely presented C-modules. The Yoneda embedding X → C( ,X) (respectively X → C(X, ))
gives an equivalence from C (respectively Cop) to the category of finitely presented projective
C-modules (respectively Cop-modules).
If C is an R-category for R in 1.4, then F(X) has an R-module structure naturally for any
C-module F and X ∈ C. Thus we have a functor D : ModC ↔ ModCop by composing with
D : ModR → ModR in 1.2 and 1.3. We call C a dualizing R-variety if D induces a duality
modC ↔ modCop [9]. In this case, modC and modCop are closed under kernels since they are
always closed under cokernels [3, 2.1]. Thus modC (respectively modCop) is an abelian subcat-
egory of ModC (respectively ModCop).
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3.5.1. Proposition. Let C be a maximal (n− 1)-orthogonal subcategory of ΛM (n 1). For any
F ∈ modC, there exists a unique exact sequence 0 → Cn+1 fn+1−−−→ Cn fn−→ · · · f2−→ C1 f1−→ C0 → 0
such that Ci ∈ C, fi ∈ JC and the following sequences are minimal projective resolutions:
0 → C( ,Cn+1) ·fn+1−−−→ C( ,Cn) ·fn−−→ · · · ·f2−−→ C( ,C1) ·f1−−→ C( ,C0)→ F → 0,
0 → C(C0, ) f1·−−→ C(C1, ) f2·−−→ · · · fn·−−→ C(Cn, ) fn+1·−−−→ C(Cn+1, )→D(F ◦ τ−n )→ 0.
Proof. Take a minimal projective resolution C( ,C1) ·f1−−→ C( ,C0) → F → 0. Then F(Λ) = 0
implies that f1 is surjective. Thus X2 := Kerf1 is in ΛM. By 2.2.3, there exists a minimal right
C-resolution 0 → Cn+1 fn+1−−−→ · · · f3−→ C2 → X2 → 0. Then the exact sequence 0 → Cn+1 fn+1−−−→
· · · f1−→ C0 → 0 gives a minimal projective resolution 0 → C( ,Cn+1) ·fn+1−−−→ · · · ·f1−−→ C( ,C0) →
F → 0. By 3.2, the lower sequence is exact. 
3.5.2. We have the following description of injective C-modules.
Theorem. Let C be a maximal (n− 1)-orthogonal subcategory of ΛM (n 1).
(1) C and C are dualizing R-varieties.
(2) X → ExtnΛ( ,X) gives an equivalence from C to the category of finitely presented injective
C-modules, and X → ExtnΛ(X, ) gives an equivalence from Cop to the category of finitely
presented injective Cop-modules.
Proof. (1) If F ∈ modC, then DF ∈ modCop by 3.5.1. By 1.3.1(3), D : modC ↔ modCop is in
fact a duality.
(2) We only show the former assertion. Since ExtnΛ( ,X) =D HomΛ(τ−n X, ) holds by 2.3.1,
our functor X → ExtnΛ( ,X) is a composition of the equivalence τ−n :C → C, the duality X →
C(X, ) from C to the category of finitely presented projective Cop-modules, and the duality
D : modCop → modC. 
3.6. Definition. Let C be a functorially finite subcategory of ΛM. Then C is a functorially finite
subcategory of modΛ by Auslander–Buchweitz approximation theory [8]. Thus C has pseudo-
kernels [11], and modC (respectively modCop) is an abelian subcategory of ModC (respectively
ModCop) [3, 2.1]. For F ∈ modC, take a projective resolution C( , Y ) ·f−→ C( ,X) → F → 0.
Then αF is defined by the exact sequence 0 → αF → C(X, ) f ·−→ C(Y, ). It is easily shown that
α gives a left exact functor α : modC → modCop, and we define α : modCop → modC dually. We
denote by Rnα : modC ↔ modCop their nth derived functor [20].
3.6.1. Let us calculate RiαF for C-modules F .
Theorem. Let C be a maximal (n− 1)-orthogonal subcategory of ΛM.
(1) Any F ∈ modC satisfies pdC F  n+ 1 and RiαF = 0 for any i = n+ 1.
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coincides with the equivalence induced by τn :C → C.
Proof. (1) and the latter assertion of (2) follows from 3.5.1. The former assertion of (2) follows
from (1) since Rn+1αF = TrΩnF holds (cf. 1.1.1(2)). 
3.6.2. We now calculate the global dimension of functor categories.
Theorem. Let Λ be a maximal (n− 1)-orthogonal subcategory of ΛM (n 1).
(1) If gl.dimΛ = d , then gl.dim(modC) = gl.dim(modCop) = max{n + 1, d}. If gl.dimΛ = d ,
then gl.dim(modC)= gl.dim(modCop)= d .
(2) If F ∈ modC (respectively modCop) is simple with pdF = n + 1, then RiαF = 0 for any
i = n+ 1 and Rn+1αF is simple with pd Rn+1αF = n+ 1.
Proof. (1) Take F ∈ modC and a projective resolution C( ,C1) f1−→ C( ,C0) → F → 0. Put
X2 := Kerf1. By 2.2.4, there exists a minimal right C-resolution 0 → Cm fm−−→ · · · f3−→ C2 →
X2 → 0 with m := max{n + 1, d}. Thus pdF  m, and we obtain gl.dim(modC)  m. If
gl.dimΛ= d , then ΛM consists of projective Λ-modules [5, 1.5], and the assertion follows. As-
sume gl.dimΛ = d . Then there exists non-projective X ∈ indC, and pdC C/JC( ,X) = n+ 1 by
3.4.1(1). If d > n+ 1, then any projective Λ-module P satisfies pdC C/JC( ,P )= d by 3.4.1(1).
(2) Put F = C/JC( ,X) for X ∈ indC. If X is not projective, then the existence of n-almost
split sequence implies the assertion. If X is projective, then 3.4.1(1) implies d = n+ 1. Thus the
existence of n-fundamental sequences implies the assertion. 
4. Self-injective algebras and Gorenstein orders1
Throughout this section, we keep the notation in 1.4, and we assume that Λ is a representation-
finite self-injective Artin algebra or a representation-finite Gorenstein order (2.6). In other words,
we assume that DdΛ is a projective Λ-module and indΛM is a finite set. We will classify all
maximal 1-orthogonal subcategories of ΛM. We denote by A(ΛM ) the stable Auslander–Reiten
quiver of Λ. In [35], Riedtmann introduced the quiver ZΔ associated to a graph Δ. The well-
known theorem [26,35] below also holds for our Λ since the function rankR on ΛM gives a
subadditive function on A(ΛM ).
4.1. Proposition. A(ΛM ) is a finite disjoint union
∐
k(ZΔk/Gk) with Dynkin diagrams Δk and
automorphism groups Gk of ZΔk .
We denote by (ZΔ)0 (respectively (ZΔ/G)0) the set of vertices of the quiver ZΔ (respec-
tively ZΔ/G). Our goal in this section is to determine configurations of maximal 1-orthogonal
subcategories of ΛM as subsets of
∐
k(ZΔk/Gk)0. For a simplicity reason, we assume that each
Δk is a classical Dynkin diagram Am, Bm, Cm or Dm+1 though our method explained in 4.4
works for arbitrary Dynkin diagram Δ.
1 Note added in proof: It turns out that the content in this section is closely related to the recent work of Caldero,
Chapoton and Schiffler [14] and Buan, Marsh, Reineke, Reiten and Todorov [13]. See [31, 6.3] for an explanation.
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or
(1,2)−−−→ by thick arrows for the case Δ= Bm or Cm.
In each case, the translation τ is defined by τ(i, j) = (i − 1, j − 1) and τ(i, i + m + 1)± =
(i − 1, i + m)±. Define an automorphism σ of ZΔ as follows. If Δ = Am, Bm or Cm, then
σ := 1ZΔ. If Δ = Dm+1, then σ(i, i + m + 1)± := (i, i + m + 1)∓ and other points are fixed.
For x ∈ (ZΔ)0, we will define subsets H−(x) and H+(x) of (ZΔ)0. If Δ = Am, then H±(x)
consists of points in the rectangles (and their boundary) below.
If Δ= Bm, Cm or Dm+1, then H±(x) consists of points in the polygons (and their boundary)
below.
We need more explanation for the case Δ = Dm+1. If σx = x, then H−(x) (respectively
H+(x)) contains both of (p,p + m + 1)+ and (p,p + m + 1)− for any p satisfying i − m +
1  p  j − m − 1 (respectively i  p  j − 2). If σx = x, then H±(x) contains (τσ )∓px
(0 p <m), but does not contain σ(τσ )∓px (0 p <m).
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σ(τσ )m for other Δ. It is easily checked that τ , ω and H± mutually commute. Put τi := τωi−1.
We call a subset S of (ZΔ)0 maximal n-orthogonal if
(ZΔ)0 \ S =
⋃
x∈S,0<in
H−(τix).
In 4.4.3, we will show that these combinatorial datum ω and H−(x) (respectively H+(x))
on ZΔ correspond to homological datum Ω and {Y ∈ indΛM | HomΛ(Y,X) = 0 (respectively
HomΛ(X,Y ) = 0)} on ΛM.
4.2.1. Proposition.
(1) x ∈H−(y) if and only if y ∈H+(x).
(2) H−(τx)=H+(ωx).
(3) Any maximal n-orthogonal subset S satisfies τn+1S = S.
(4) S is maximal n-orthogonal if and only if (ZΔ)0 \ S =⋃x∈S,0<in H+(τ−1i x).
(5) Any τn+1-invariant subset S of (ZΔ)0 satisfying S ∩ (⋃x∈S,0<in H−(τix)) = ∅ is con-
tained in a maximal n-orthogonal subset.
Proof. (1), (2) Easy.
(3) We will show that τn+1x ∈ H−(τiy) if and only if y ∈ H−(τn+1−ix). Since H−(τiy) =
H+(ωiy) holds by (2), τn+1x ∈ H−(τiy) if and only if ωiy ∈ H−(τn+1x) by (1). Since
ω−iH−(τn+1x)=H−(τn+1−ix), the assertion follows.
If x ∈ S and τn+1x /∈ S, then there exist y ∈ S and i (0 < i  n) such that τn+1x ∈ H−(τiy).
Then y ∈ H−(τn+1−ix) holds, a contradiction. If x /∈ S and τn+1x ∈ S, then there exist y ∈ S
and i (0 < i  n) such that x ∈ H−(τiy). Then τn+1y ∈ S and τn+1x ∈ H−(τiτn+1y) hold,
a contradiction.
(4) Immediate from H−(τix)=H+(ωix)=H+(τ−1n+1−iτn+1x) and (3).
(5) Assume S is not maximal n-orthogonal. Take y ∈ (ZΔ)0 which is not contained in S ∪
(
⋃
x∈S,0<in H−(τix)). Then S′ := S ∪{τ in+1y | i ∈ Z} satisfies S′ ∩ (
⋃
x∈S′,0<in H−(τix)) =
∅ since {τ in+1y | i ∈ Z} ∩ (
⋃
0<in H
−(τiy)) = ∅ holds obviously. Since the number of τn+1-
orbits in (ZΔ)0 is finite, we obtain the assertion. 
4.2.2. We call a subset S of
∐
k(ZΔk)0 maximal n-orthogonal if S ∪ (ZΔk)0 is a maximal
n-orthogonal subset of (ZΔk)0 for any k. We will prove the theorems below in 4.4.
Theorem. Let A(ΛM ) =∐k(ZΔk/Gk) and p :∐k(ZΔk)0 →∐k(ZΔk/Gk)0 = indΛM the
surjection. Let C be a subcategory of ΛM such that Λ ∈ C. Then C is maximal n-orthogonal if
and only if the subset p−1(indC ) of∐k(ZΔk)0 is maximal n-orthogonal.
4.2.3. Theorem. The number of maximal 1-orthogonal subsets of (ZΔ)0 is 1m+2
(2m+2
m+1
)
if
Δ=Am,
(2m
m
)
if Δ= Bm or Cm, and 3m+1m+1
(2m
m
)
if Δ=Dm+1.
4.2.4. Remark. We notice that 4.2.2 looks like Riedtmann and Wiedemann’s classification of
configurations of projective modules for self-injective algebras and one-dimensional Goren-
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dimensional over an algebraically closed field. To treat arbitrary Λ in 4.4, we will need results in
[28–30] which are obtained by functorial methods.
4.2.5. Example. We will indicate all maximal 1-orthogonal subsets S of (ZΔ)0 up to the au-
tomorphism group 〈τ, σ 〉 of ZΔ. We will encircle vertices contained in S. We enumerate the
number of maximal 1-orthogonal subsets of (ZΔ)0.
4.3. Put l :=m+3 if Δ=Am, and l := 2m+2 if Δ= Bm, Cm or Dm+1. Then τ 22 = τ l holds.
Since any maximal 1-orthogonal subset S of (ZΔ)0 is τ2-invariant by 4.2.1(3), S can be regarded
as a subset of (ZΔ/〈τ l〉)0 = ((Z/lZ)Δ)0. We will show that such subsets can be displayed very
clearly. This looks like classical results due to Riedtmann and Wiedemann [34,43,44].
4.3.1. Definition. Let Rl be a regular l-polygon and D(Rl) the set of all diagonals of Rl except
edges of Rl . Consider the following conditions on a subset S of D(Rl).
(i) Two diagonals in S do not cross except their endpoints.
(i)′ Two diagonals in S do not cross except their endpoints and the center of Rl .
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(iii) S is symmetric with respect to the center of Rl .
We call a subset S of D(Rl) maximal 1-orthogonal if it satisfies conditions (i) and (ii) (if
Δ = Am), (i), (ii) and (iii) (if Δ = Bm or Cm), (i)′, (ii) and (iii) (if Δ = Dm+1). In 4.3.5, we will
show that maximal 1-orthogonal subsets of (ZΔ)0 corresponds to maximal 1-orthogonal subsets
of D(Rl). The number of maximal 1-orthogonal subsets of D(Rl) is well known for the case
Δ = Am [40]. Notice that the number for the case Δ = Dm+1 is slightly different from 4.2.3
because of a certain identification.
4.3.2. Theorem. The number of maximal 1-orthogonal subsets of D(Rl) is 1m+2
(2m+2
m+1
)
if
Δ=Am,
(2m
m
)
if Δ= Bm or Cm, and
(2m+1
m
)
if Δ=Dm+1.
Proof. It is well known that the number of ways to dissect Rl into triangles by diagonals without
their crossing is given by Catalan number al := 1l−1
(2l−4
l−2
) [40]. This immediately implies the
equality for Am. Let Δ = Bm or Cm. Then any maximal 1-orthogonal subset contains only one
main diagonal of Rl . Of course, any main diagonal dissects Rl into two congruent (m + 2)-
polygons. Since the number of main diagonals of Rl is m + 1 and the number of desired
partitions of a (m + 2)-polygon is am+2 = 1m+1
(2m
m
)
, we obtain the equality for Bm and Cm.
We will show the assertion for Dm+1. It is well known that f (x) :=∑i0 ai+2xi is given by
f (x) = (1 − √1 − 4x)/(2x) [40]. Put b0 := 1/2, b1 := 1, and for m 2, let bm be the number of
the subsets S of D(R2m) satisfying conditions (i)′, (ii) and (iii) in 4.3.1. We will show the recur-
sion formula bm = 2∑m+1i=2 aibm−i+1, which implies that g(x) :=∑i0 bixi satisfies 2xfg =
g − 1/2. Then g = 1/(2(1 − 2xf )) = 1/(2√1 − 4x) =∑i0 (2i−1i )xi shows bi = (2i−1i ). We
denote by c the center of R2m. For any subset S satisfying (i)′, (ii) and (iii) in 4.3.1, there exists
a unique v ∈ {c,2,3, . . . ,2m− 1} such that there is some triangle Tv with the set {0,1, v} of ver-
tices. By (iii), there is another triangle T ′v with the set {m,m+ 1, v+m} (v = c) or {m,m+ 1, c}
(v = c) of vertices. Let bm,v be the number of such S. Then bm = bm,c +∑2m−1v=2 bm,v holds. If
v ∈ {2, . . . ,m}, then R2m is dissected into two symmetric v-polygons and a 2(m−v+1)-polygon
by Tv and T ′v , and it is easily checked that bm,v = avbm−v+1 holds. If v ∈ {m+ 1, . . . ,2m− 1},
then bm,v = bm,2m+1−v holds by symmetry. If v = c, then R2m is dissected into two symmet-
ric (m + 1)-polygons by Tv and T ′v , and it is easily checked that bm,c = am+1 holds. Thus
bm = am+1 + 2∑mv=2 avbm−v+1 = 2∑m+1v=2 avbm−v+1 holds. 
4.3.3. Example. We indicate all maximal 1-orthogonal subsets of D(Rl) up to rotations of Rl .
In 4.3.5 below, we will give a correspondence between maximal 1-orthogonal subsets of D(Rl)
and those of (ZΔ)0. The correspondence between the examples below and those in 4.2.5 is
indicated by indices. We enumerate the number without identifying up to rotations.
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is well-defined by sending (i, j) or (i, j)± to the diagonal connecting i and j . If Δ = Dm+1,
then α corresponds σ -variant points to main diagonals.
Recall that τ2 gives an automorphism of (Z/lZ)Δ of index 2. We denote by the same letter
τ2 the automorphism of D(Rl) which is the identity for Δ = Am and the π -radian rotation for
other Δ. Then α commutes with τ2. For any x ∈ ((Z/lZ)Δ)0, we can regard H−(x) and H+(x)
as subsets of ((Z/lZ)Δ)0. It is not difficult to check the following proposition.
Proposition.
(1) α induces a bijection α : (ZΔ)0/〈τ2, σ 〉 →D(Rl)/〈τ2〉.
(2) Fix x, y ∈ ((Z/lZ)Δ)0 such that x = y, τ2y and at most one of x, y is σ -invariant. Then
y /∈H−(τx) if and only if α(x) and α(y) do not cross except their endpoints.
4.3.5. Theorem.
(1) If Δ=Am, Bm or Cm, then α gives a bijection from the set of maximal 1-orthogonal subsets
of (ZΔ)0 to that of D(Rl).
(2) If Δ = Dm+1, then α gives a surjection from the set of maximal 1-orthogonal subsets of
(ZΔ)0 to that of D(Rl). For a maximal 1-orthogonal subset S of D(Rl), #α−1(S) = 1 if S
contains only one main diagonal, and #α−1(S)= 2 otherwise.
Proof. (1) By 4.3.4(1), α gives a bijection from the set of τ2-invariant subsets S of (ZΔ)0 to
that of D(Rl). By 4.3.4(2), a τ2-invariant subsets S of (ZΔ)0 satisfies S ∩ (⋃x∈S H−(τx)) = ∅
if and only if α(S) satisfies 4.3.1(i). A maximal 1-orthogonal subset of (ZΔ)0 is nothing but a
maximal τ2-invariant subset of (ZΔ)0 satisfying S∩(⋃x∈S H−(τx))= ∅ by 4.2.1(5). Obviously,
a maximal 1-orthogonal subset of D(Rl) is nothing but a maximal τ2-invariant subset of D(Rl)
satisfying 4.3.1(i). Thus the assertion follows.
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and Σ2. It is not difficult to check that any maximal 1-orthogonal subset S of (ZΔ)0 satisfies
#(S ∩Σ/〈τ2〉) 2 and exactly one of the following conditions:
(a) S ∩Σ/〈τ2〉 = {x,σx} for some x.
(b) S ∩Σ ⊆Σ1.
(c) S ∩Σ ⊆Σ2.
By (1) for Δ = Bm or Cm, α gives a bijection from the set of maximal 1-orthogonal subsets
of (ZΔ)0 satisfying (a) above to maximal 1-orthogonal subsets of D(Rl) containing only one
main diagonal. A similar argument as in the proof of (1) shows that α gives a bijection from
the set of maximal 1-orthogonal subsets of (ZΔ)0 satisfying (b) (respectively (c)) above to the
set of maximal 1-orthogonal subsets of D(Rl) containing at least two main diagonals. Thus the
assertion follows. 
4.4. In the rest of this section, we will give a proof of 4.2.2 and 4.2.3. For a set S, we denote
by Z[S] (respectively N[S]) the free abelian group (respectively monoid) with the base S. For
example, the set of isomorphism classes of objects in ΛM can be identifies with N[indΛM] by
the Krull–Schmidt theorem. For x =∑y∈S ayy ∈ Z[S] (ay ∈ Z), put suppx := {y ∈ S | ay = 0}.
We write x = x+ − x− with x+, x− ∈ N[S] and suppx+ ∩ suppx− = ∅.
Since ΛM forms a τ -category by 3.4.5, we can apply the general theory of τ -categories de-
veloped in [28–30]. We denote by θX →X the sink map of X in ΛM. Define θi :N[indΛM ] →
N[indΛM ] by θ0X := X, θ1X := θX and θiX := (θθi−1X − τθi−2X)+ for i  2. By the theo-
rem [28, 7.1] below, θi becomes a monoid morphism.
4.4.1. Theorem. For any X ∈ ΛM and i  0, the projective cover of the ΛM-module J i
ΛM
( ,X)
has the form
HomΛ( , θiX)→ J iΛM( ,X)→ 0.
In particular,
⋃
i0 supp θiX = {Y ∈ indΛM | HomΛ(Y,X) = 0} holds if # indΛM<∞.
4.4.2. For any x ∈ (ZΔ)0, put
θx :=
∑
y∈(ZΔ)0
ayy ∈ N
[
(ZΔ)0
]
where y is a predecessor of x with a valued arrow y (ay ∗)−−−→ x. We extend θ to an element of
EndZ(Z[(ZΔ)0]), and define θi :N[(ZΔ)0] → N[(ZΔ)0] by θ0x := x, θ1x := θx and θix :=
(θθi−1x − τθi−2x)+ for i  2. An easy calculation gives us the following proposition.
Proposition. For any x ∈ (ZΔ)0, ⋃i0 supp θix = H−(x), θl−4x = τ−1ωx, θl−3x = 0 and
θix = θθi−1x − τθi−2x for any i  l − 3.
4.4.3. In the rest of this paper, we use the notation in 4.2.2, and put G :=∏k Gk . For X ∈
indΛM =∐k(ZΔk/Gk)0, put H±(X) :=⋃x∈p−1(X) H±(x) ⊆∐k(Zk)0. Thus H±(p(x)) =
GH±(x) holds for any x ∈∐k(ZΔk)0.
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(1) pτ = τp and pθi = θip for any i  0.
(2) HomΛ(p(x),p(y)) = 0 if and only if Gx ∩H−(y)= ∅.
(3) HomΛ(X,Y ) = 0 if and only if p−1(X)⊆H−(Y ).
(4) For i > 0, ExtiΛ(X,Y ) = 0 if and only if p−1(Y ) ⊆H−(τiX).
(5) pΩ = ωp and pτi = τip for any i > 0.
Proof. (1) Obviously p commutes with both of θ and τ . Although p does not commute with
( )+ in general, 4.4.2 shows that p commutes with θi for any i.
(2) Since p commutes with θi by (1), p(H−(y)) = p(⋃i0 supp θiy) =⋃i0 supp θiY =
{Z ∈ indΛM | HomΛ(Z,Y ) = 0} holds by 4.4.2 and 4.4.1. Thus Gx ∩H−(y)= ∅ if and only if
p(x) /∈ p(H−(y)) if and only if HomΛ(X,Y ) = 0.
(3) Since (ZΔ)0 is a disjoint union of G-orbits, the assertion follows from (2).
(4) Since ExtiΛ(X,Y ) 	D HomΛ(Y, τiX) holds by 1.5, the assertion follows from (3).
(5) The ΛM-module HomΛ( ,X) has a simple socle such that(
soc
ΛMHomΛ( ,X)
)
(τ−ΩX) = 0
by 2.6(1). Since p commutes with θi by (1),
J l−4
ΛM
( ,X)= soc
ΛMHomΛ( ,X) and τ
−ΩX = p(θl−4x)= p
(
τ−1ωx
)
hold by 4.4.1 and 4.4.2. Thus ΩX = p(ωx) holds by (1). 
4.4.4. Proof of 4.2.2 and 4.2.3
We will prove 4.2.2. By 2.2.2, C is maximal n-orthogonal if and only if
indC =
⋂
X∈indC,0<in
{
Y ∈ indΛM | ExtiΛ(X,Y ) = 0
}
if and only if
indΛM \ indC =
⋃
X∈indC,0<in
{
Y ∈ indΛM | ExtiΛ(X,Y ) = 0
}
.
This is equivalent to
∐
k
(ZΔk)0 \ p−1(indC )=
⋃
X∈indC,0<in
H−(τiX)
by 4.4.3(4). Since
H−(τiX)=
⋃
x∈p−1(τiX)
H−(x)=
⋃
x∈p−1(X)
H−(τix)
holds by 4.4.3(5), we obtain 4.2.2.
O. Iyama / Advances in Mathematics 210 (2007) 22–50 47We will prove 4.2.3. If Δ=Am, Bm or Cm, then the assertion follows from 4.3.2 and 4.3.5(1).
Assume Δ=Dm+1. The number of maximal 1-orthogonal subsets of D(Rl) containing only one
main diagonal equals to
(2m
m
)
by 4.3.2 for Bm, and the number of others equals to
(
2m+ 1
m
)
−
(
2m
m
)
= m
m+ 1
(
2m
m
)
by 4.3.2 again. By 4.3.5(2), the number of maximal 1-orthogonal subsets of (ZΔ)0 is
(
2m
m
)
+ 2m
m+ 1
(
2m
m
)
= 3m+ 1
m+ 1
(
2m
m
)
.
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Appendix A
It is well known in homological algebra that there exists a bijection between ExtnΛ(X,Y ) and
the set of Yoneda classes of exact sequences of length n [27]. For n > 1, Yoneda classes are
bigger than isomorphism classes of exact sequences. The aim of this section is to show that, for
maximal (n− 1)-orthogonal subcategories, Yoneda classes precisely coincide with isomorphism
classes of certain exact sequences:
We keep the notation in 1.4. Fix a maximal (n− 1)-orthogonal subcategory C of ΛM (n 1)
and X,Y ∈ C. We call an exact sequences A : 0 → Y fn−→ Cn−1 fn−1−−−→ · · · f1−→ C0 f0−→X → 0 with
terms in C almost-minimal if fi ∈ JC holds for any i (0 < i < n). We say that almost-minimal
sequences A and A′ equivalent if there exists the following commutative diagram:
A : 0 Y
fn
Cn−1
fn−1 · · · f2 C1
f1
C0
f0
X 0
A′ : 0 Y
f ′n
C′n−1
f ′n−1 · · · f
′
2
C′1
f ′1
C′0
f ′0
X 0.
Using almost-minimality, we can easily check that vertical maps in the diagram above are iso-
morphisms because both C( ,A) and C( ,A′) give projective resolutions of the submodule of
ExtnΛ( ,Y ) generated by [A] = [A′].
A.1. Proposition. Taking Yoneda classes, we have a bijection from the set of equivalence classes
of almost-minimal sequences to ExtnΛ(X,Y ).
Proof. (i) We will show the surjectivity. For α ∈ ExtnΛ(X,Y ), define a map C( ,X) φ−→ ExtnΛ( ,Y )
by φ(1X) = α. Then F := Imφ ∈ modC holds by 3.5.2. By 3.5.1 and 3.2, there exists an exact
sequence A : 0 → Cn+1 fn+1−−−→ · · · f1−→ C0 → 0 which induces a minimal projective resolution
0 → C( ,Cn+1) ·fn+1−−−→ · · · ·f1−−→ C( ,C0) → F → 0 of F ∈ modC and a minimal injective res-
olution 0 → F → ExtnΛ( ,Cn+1) of F ∈ modC. In particular, we can put X 	 X′ ⊕ C0 and
48 O. Iyama / Advances in Mathematics 210 (2007) 22–50Y 	 Y ′ ⊕ Cn+1 for some X′, Y ′ ∈ C. Then B := A ⊕ (0 → Y ′ 1−→ Y ′ → 0 → ·· · → 0 → X′ 1−→
X′ → 0) is almost-minimal and α = [B].
(ii) We will show the injectivity. Let A and A′ be almost-minimal sequences with [A] = [A′].
By 3.2, there exist the following commutative diagrams of exact sequences:
A : 0 Y
fn
an
Cn−1
fn−1
an−1
Cn−2
fn−2
an−2
· · · f1 C0
f0
a0
X 0
A′ : 0 Y
f ′n
C′n−1
f ′n−1
C′n−2
f ′n−2 · · · f
′
1
C′0
f ′0
X 0,
ExtnΛ(X, ) C(Y, )
δ C(Cn−1, )
fn·
ExtnΛ(X, ) C(Y, )
δ′
an·
C(C′n−1, ).
f ′n·
an−1·
Then δ(1Y ) = [A] = [A′] = δ′(1Y ) implies δ(an − 1Y ) = 0. Thus there exists s ∈ C(Cn−1, Y )
such that an = 1Y + fns. Then the following diagram is commutative:
A : 0 Y
fn
Cn−1
fn−1
an−1−sf ′n
Cn−2
fn−2
an−2
· · · f1 C0
f0
a0
X 0
A′ : 0 Y
f ′n
C′n−1
f ′n−1
C′n−2
f ′n−2 · · · f
′
1
C′0
f ′0
X 0.
Thus A and A′ are equivalent. 
References
[1] M. Artin, W.F. Schelter, Graded algebras of global dimension 3, Adv. Math. 66 (2) (1987) 171–216.
[2] M. Artin, J.-L. Verdier, Reflexive modules over rational double points, Math. Ann. 270 (1) (1985) 79–82.
[3] M. Auslander, Coherent functors, in: Proc. Conf. Categorical Algebra, La Jolla, CA, 1965, Springer, New York,
1966, pp. 189–231.
[4] M. Auslander, Functors and morphisms determined by objects, in: Representation Theory of Algebras, Proc. Conf.,
Temple Univ., Philadelphia, PA, 1976, in: Lecture Notes in Pure and Appl. Math., vol. 37, Dekker, New York, 1978,
pp. 1–244.
[5] M. Auslander, Isolated singularities and existence of almost split sequences, in: Representation Theory, II, Ottawa,
ONT, 1984, in: Lecture Notes in Math., vol. 1178, Springer, Berlin, 1986, pp. 194–242.
[6] M. Auslander, Rational singularities and almost split sequences, Trans. Amer. Math. Soc. 293 (2) (1986) 511–531.
[7] M. Auslander, M. Bridger, Stable module theory, Mem. Amer. Math. Soc. 94 (1969), Amer. Math. Soc., Providence,
RI.
[8] M. Auslander, R. Buchweitz, The homological theory of maximal Cohen–Macaulay approximations, in: Colloque
en l’honneur de Pierre Samuel, Orsay, 1987, Mem. Soc. Math. Fr. (N.S.) 38 (1989) 5–37.
[9] M. Auslander, I. Reiten, Stable equivalence of dualizing R-varieties, Adv. Math. 12 (1974) 306–366.
[10] M. Auslander, I. Reiten, Almost split sequences in dimension two, Adv. Math. 66 (1) (1987) 88–118.
[11] M. Auslander, S.O. Smalo, Almost split sequences in subcategories, J. Algebra 69 (2) (1981) 426–454.
[12] M. Auslander, I. Reiten, S.O. Smalo, Representation Theory of Artin Algebras, Cambridge Stud. Adv. Math.,
vol. 36, Cambridge Univ. Press, Cambridge, 1995.
O. Iyama / Advances in Mathematics 210 (2007) 22–50 49[13] A. Buan, R. Marsh, M. Reineke, I. Reiten, G. Todorov, Tilting theory and cluster combinatorics, Adv. Math. 204 (2)
(2006) 572–618.
[14] P. Caldero, F. Chapoton, R. Schiffler, Quivers with relations arising from clusters (An case), Trans. Amer. Math.
Soc. 358 (3) (2006) 1347–1364.
[15] H. Cartan, S. Eilenberg, Homological Algebra, Princeton Univ. Press, Princeton, NJ, 1956.
[16] C.W. Curtis, I. Reiner, Methods of Representation Theory, Vol. I. With Applications to Finite Groups and Orders,
A Wiley–Interscience Publication, John Wiley & Sons, New York, 1990.
[17] Y.A. Drozd, V.V. Kiricˇenko, A.V. Roı˘ter, Hereditary and Bass orders, Izv. Akad. Nauk SSSR Ser. Mat. 31 (1967)
1415–1436 (in Russian).
[18] H. Esnault, Reflexive modules on quotient surface singularities, J. Reine Angew. Math. 362 (1985) 63–71.
[19] E.G. Evans, P. Griffith, Syzygies, London Math. Soc. Lecture Note Ser., vol. 106, Cambridge Univ. Press, Cam-
bridge, 1985.
[20] R.M. Fossum, P.A. Griffith, I. Reiten, Trivial extensions of abelian categories, in: Homological Algebra of Trivial
Extensions of Abelian Categories with Applications to Ring Theory, in: Lecture Notes in Math., vol. 456, Springer,
Berlin–New York, 1975.
[21] P. Gabriel, A.V. Roiter, Representations of Finite-Dimensional Algebras, Springer, Berlin, 1997.
[22] W. Geigle, H. Lenzing, A class of weighted projective curves arising in representation theory of finite-dimensional
algebras, in: Singularities, Representation of Algebras, and Vector Bundles, Lambrecht, 1985, in: Lecture Notes in
Math., vol. 1273, Springer, Berlin, 1987, pp. 265–297.
[23] S. Goto, K. Nishida, Finite modules of finite injective dimension over a Noetherian algebra, J. London Math.
Soc. (2) 63 (2) (2001) 319–335.
[24] S. Goto, K. Nishida, Towards a theory of Bass numbers with application to Gorenstein algebras, Colloq. Math. 91 (2)
(2002) 191–253.
[25] D. Happel, Triangulated Categories in the Representation Theory of Finite-Dimensional Algebras, London Math.
Soc. Lecture Note Ser., vol. 119, Cambridge Univ. Press, Cambridge, 1988.
[26] D. Happel, U. Preiser, C.M. Ringel, Vinberg’s characterization of Dynkin diagrams using subadditive functions with
application to D Tr-periodic modules, in: Representation Theory, II, Proc. Second Internat. Conf., Carleton Univ.,
Ottawa, ONT, 1979, in: Lecture Notes in Math., vol. 832, Springer, Berlin, 1980, pp. 280–294.
[27] P.J. Hilton, U. Stammbach, A Course in Homological Algebra, Grad. Texts in Math., vol. 4, Springer, New York,
1997.
[28] O. Iyama, τ -Categories I: Ladders, Algebr. Represent. Theory 8 (3) (2005) 297–321.
[29] O. Iyama, τ -Categories II: Nakayama pairs and rejective subcategories, Algebr. Represent. Theory 8 (4) (2005)
449–477.
[30] O. Iyama, τ -Categories III: Auslander orders and Auslander–Reiten quivers, Algebr. Represent. Theory 8 (5) (2005)
601–619.
[31] O. Iyama, Auslander correspondence, Adv. Math. 210 (1) (2007) 51–82 (this issue).
[32] J. McKay, Graphs, singularities, and finite groups, in: The Santa Cruz Conference on Finite Groups, Univ. Cal-
ifornia, Santa Cruz, CA, 1979, in: Proc. Sympos. Pure Math., vol. 37, Amer. Math. Soc., Providence, RI, 1980,
pp. 183–186.
[33] H. Matsumura, Commutative Ring Theory, Cambridge Stud. Adv. Math., vol. 8, Cambridge Univ. Press, Cambridge,
1989.
[34] C. Riedtmann, Representation-finite self-injective algebras of class An, in: Representation Theory, II, Proc. Second
Internat. Conf., Carleton Univ., Ottawa, ONT, 1979, in: Lecture Notes in Math., vol. 832, Springer, Berlin, 1980,
pp. 449–520.
[35] C. Riedtmann, Algebren, Darstellungskocher, Überlagerungen und zurück, Comment. Math. Helv. 55 (2) (1980)
199–224 (in German).
[36] C.M. Ringel, Tame Algebras and Integral Quadratic Forms, Lecture Notes in Math., vol. 1099, Springer, Berlin,
1984.
[37] I. Reiten, M. Van den Bergh, Two-dimensional tame and maximal orders of finite representation type, Mem. Amer.
Math. Soc. 80 (1989).
[38] K.W. Roggenkamp, J.W. Schmidt, Almost split sequences for integral group rings and orders, Comm. Algebra 4 (10)
(1976) 893–917.
[39] D. Simson, Linear Representations of Partially Ordered Sets and Vector Space Categories, Algebra Logic Appl.,
vol. 4, Gordon and Breach Science Publishers, Montreux, 1992.
[40] R.P. Stanley, Enumerative Combinatorics, Vol. 2, Cambridge Stud. Adv. Math., vol. 62, Cambridge Univ. Press,
Cambridge, 1999.
50 O. Iyama / Advances in Mathematics 210 (2007) 22–50[41] M. Van den Bergh, Non-commutative crepant resolutions, in: The Legacy of Niels Henrik Abel, Springer, Berlin,
2004, pp. 749–770.
[42] Y. Yoshino, Cohen–Macaulay Modules over Cohen–Macaulay Rings, London Math. Soc. Lecture Note Ser.,
vol. 146, Cambridge Univ. Press, Cambridge, 1990.
[43] A. Wiedemann, Classification of the Auslander–Reiten quivers of local Gorenstein orders and a characterization of
the simple curve singularities, J. Pure Appl. Algebra 41 (2–3) (1986) 305–329.
[44] A. Wiedemann, Die Auslander–Reiten Kocher der gitterendlichen Gorensteinordnungen, Bayreuth. Math. Schr. 23
(1987) 1–134.
