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ABSTRACT:
The future of wind energy passes through the
installation of oshore wind farms. In such
locations a non-planned maintenance is highly
costly, therefore, a fault-tolerant control system
that is able to maintain the wind turbine con-
nected after the occurrence of certain faults can
avoid major economic losses. The purpose of
this Master's thesis is to design a Fault Detec-
tion and Isolation (FDI) system, which is re-
sponsible of detecting the wind turbine faults
and identify their origin. In this sense, a robust
fault detection based on system identication
and adaptive threshold generation is proposed.
Real eld data is used to identify the nominal
model that produces the estimated output for
residual generation. To avoid long term devia-
tions, this estimated output is computed from
the nominal model and an observer that follows
the so-called Luenberger scheme. Moreover, an
adaptive threshold based on model error mod-
elling that take into account the nominal model
uncertainty i.e. makes the FDI system robust is
presented.
Since the wind turbine is a highly non-linear sys-
tem with a complex operating range, all these
techniques are extrapolated to the entire wind
turbine range using Linear Parameter Varying
(LPV) models.
Finally, an analysis based on residual sensitiv-
ity is developed with the aim of making the FDI
system able to isolate the faults.
Title:
Fault Detection and Isolation of
Wind Turbines - A Real Field
Data Approach
Theme:
Advanced Control Systems
Master's Thesis Period:
February 2010 - August 2010
Author:
Pep Lluis Negre Carrasco
Director:
Vicenc Puig
Number of pages:
85
Typeset by the author using:
LATEX

Preface
This Master's thesis is written to fulll the conditions to obtain the Master degree in Automatic
Control and Robotics at the Technical University of Catalonia. The thesis is the report of the
work conducted in the period from February 22th 2010 to August 9th 2010 and is focused on
fault detection and isolation of wind turbines. The author will like to thank Isaac Pineda and
Michele Rossetti from Alstom Wind S.L.U. for their help throughout the project, where they
have supervised the work and provided the necessary information.
References in the Thesis
 References to sources are referred to like [Negre, 2010, p. 52], where the name of the
author, year of publication, and page number are in square brackets.
 Figures and tables are cited by the number of the object. In a reference like Figure 4.1
the rst number refers to the chapter and the second number refers to the consecutive
gure number of the chapter.
 References to other parts of the thesis are done by referring to the name of the chapter
or section where the content is located, as in Section 5.1.1.
 Equations are referred in the similar way than gures and tables, however, with the num-
ber enclosed in brackets; i.e. Eq. (8.3).

Contents
1 Introduction 13
1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.2 Motivation and Problem Description . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.3 Introduction to Fault Diagnosis of Wind Turbines . . . . . . . . . . . . . . . . . . 14
1.4 Research Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.4.1 Main Objective . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.4.2 Specic Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.5 Project Scope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.5.1 Wind Turbine under Study . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.5.2 Fault Diagnosis Scope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.6 Project Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2 System Description 23
2.1 Wind Turbine Components . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2 Wind Turbine Operating Zones . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.3 General Control Scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3 Statistical Study of Faults 29
3.1 General Published Studies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.2 List of Faults Covered . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4 FDI System Scheme 33
4.1 Model-Based FDI Scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.2 Steps for Building the FDI system . . . . . . . . . . . . . . . . . . . . . . . . . . 35
5 Wind Turbine Modelling 39
5.1 Non-linear Bladed Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
5.1.1 Model Linearisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
5.2 System Identication . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
5.2.1 Model Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
5.2.2 System Identication Results . . . . . . . . . . . . . . . . . . . . . . . . . 45
6 One Operating Point Fault Detection 49
6.1 Nominal Model Estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
6.2 Model Error Modelling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
6.2.1 Linear Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
6.2.2 Non-linear Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
6.2.3 On-line Model Error Envelope . . . . . . . . . . . . . . . . . . . . . . . . 54
7
6.3 One Operating Point Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
7 Full Operation Range Fault Detection 61
7.1 LPV Design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
7.1.1 Nominal LPV model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
7.1.2 Error LPV model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
7.2 Results for Full Operation Range . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
8 Residuals Sensitivity and Fault Isolation 69
8.1 Residuals Table . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
8.2 Sensitivity Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
8.3 Fault Isolation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
9 Conclusions 77
List of Tables
3.1 List of faults covered in this project. . . . . . . . . . . . . . . . . . . . . . . . . . 32
5.1 Hankel singular values for the plant with electrical power output at 7m/s. . . . . 42
5.2 Nominal model orders. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
7.1 List of faults analysed in the whole operating range. . . . . . . . . . . . . . . . . 66
8.1 Residuals activation table. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
8.2 List of faults covered, separated by typology. . . . . . . . . . . . . . . . . . . . . 73
9

List of Figures
1.1 General fault-tolerant control scheme. . . . . . . . . . . . . . . . . . . . . . . . . 15
1.2 Model-based fault diagnosis system. . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.3 ECO100 Wind Turbine. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.1 ECO100 wind turbine component description. . . . . . . . . . . . . . . . . . . . . 24
2.2 Ideal electrical power trajectory versus wind speed. . . . . . . . . . . . . . . . . . 25
2.3 Main steady operating curves of the ECO100 wind turbine. . . . . . . . . . . . . 26
2.4 Optimal trajectory for generator torque demand versus measured generator speed. 27
2.5 A general control scheme for the wind turbine. . . . . . . . . . . . . . . . . . . . 27
3.1 Reliability statistics for main wind turbine systems. . . . . . . . . . . . . . . . . 30
3.2 Percentage distribution of failures for Swedish wind power plants between 2000-
2004. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.3 Percentage downtime of components for Swedish wind power plants between
2000-2004. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.1 Complete model-based FDI scheme designed in this research. . . . . . . . . . . . 34
4.2 Power curve range with three possible operating points separated 5m/s between
them. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
5.1 Scheme of the global MIMO diagnosis model divided into specic MISO models. 41
5.2 ARX model structure. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
5.3 Identication results for model 1 corresponding to electrical power output. . . . . 46
5.4 Identication results for model 2 corresponding to generator speed output. . . . . 46
5.5 Identication results for model 3 corresponding to measured generator torque
output. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.6 Identication results for model 3 with measured blade pitch angle output. The
shaded line is the real measured output and the continuous line is the estimated
output. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
6.1 Comparison between dierent observer gain values. . . . . . . . . . . . . . . . . . 51
6.2 Luenberger observer scheme assuming that D = 0. . . . . . . . . . . . . . . . . . 52
6.3 Comparison between linear and non-linear approach for MEM identication. . . 54
6.4 General scheme of the structure with all the models computed until this point. . 55
6.5 Signal envelope algorithm based on the Hilbert Transformation. . . . . . . . . . . 55
6.6 Upper and lower error signal envelopes. . . . . . . . . . . . . . . . . . . . . . . . 56
6.7 One operating point algorithm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
6.8 Electrical power sensor fault detection. . . . . . . . . . . . . . . . . . . . . . . . . 58
6.9 Generator speed sensor fault detection. . . . . . . . . . . . . . . . . . . . . . . . . 58
6.10 Generator torque sensor fault detection. . . . . . . . . . . . . . . . . . . . . . . . 59
11
6.11 Blade pitch angle sensor fault detection. . . . . . . . . . . . . . . . . . . . . . . . 60
7.1 Uncertainty in the parameters of 1st column of the model 2. . . . . . . . . . . . . 63
7.2 Nominal LPV model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
7.3 Bode of LPV transfer function between generator torque and generator speed. . . 64
7.4 LPV model parameter variation. . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
7.5 Electrical power sensor fault detection for 4m/s wind speed operating point. . . . 66
7.6 Generator speed sensor fault detection for 9m/s wind speed operating point. . . . 67
7.7 Generator torque actuator fault detection for 14m/s wind speed operating point. 68
7.8 Blade pitch angle actuator fault detection for 21m/s wind speed operating point. 68
8.1 Dierent residual sensitivities. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
8.2 Time evolution of the residual sensitivity for generator speed. . . . . . . . . . . . 74
8.3 The internal FDI signals for fault detection of model 2. . . . . . . . . . . . . . . 75
Chapter 1
Introduction
This chapter provides an explanation of the wind energy background and current state of art.
The need of the fault-tolerant controls for oshore wind turbines are also described in Section
1.2. Moreover, a brief overview of fault-diagnosis is given to introduce the reader in the main
concepts that will be often repeated in this document.
1.1 Background
In the last decades the economic growing has caused a big increase of the energy demand. The
most important part of this demand is covered using fossil fuels, making the price being very
expensive. High prices can be a big problem for the countries that do not have fossil sources, so
their interest in the renewable energy has also been growing. Furthermore, the awareness about
the greenhouse gas eect and the fact that the fossil sources have a limited life, have helped to
focus the interest of politicians on clean energy.
The wind energy is the renewable energy that has experienced the strongest expansion dur-
ing the past years [Lacey and Writer, 2010], with an annual world growth rate in installed wind
energy capacity upper than 30%. For example, in Spain renewable energy covered the 10% of
the 260TWh electricity generated in 2007 [G. Zubi, 2009]. Wind is nowadays the rst renewable
source in Spain.
On the other hand, the future of wind energy passes through the installation of oshore
wind farms. It is well known that the wind has high-speed average and less turbulent form
in marine emplacements and the visual impact is also lower. The expectations for this new
concept of wind parks are very high. In Europe, the oshore wind energy had a growing of 54%
in 2008 [w. Oshore Wind Inc., 2010]. The situation in 2010 is that Europe is the world leader
in oshore wind farms with 828 wind turbines and a cumulative capacity of 2,056 MW spread
across 38 oshore wind farms in 9 European countries.
1.2 Motivation and Problem Description
As described in the previous section, it is expected that in the next years the electrical capacity
provided by oshore wind farms will be increase due to its several benets [Donders, 2002]:
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 The average wind speed is higher, which is energetically more protable.
 There is less turbulence, that causes less fatigue loads and makes the components cheaper.
 The remote emplacement does not causes inconveniences (noise and sight) to local resi-
dents.
 Higher tip speed ratios can be allowed, which increases the wind energy yield.
If many wind turbines will be installed oshore, a non-planned maintenance can be highly
costly. This is because access to these kind of parks can not be allowed for long periods of time
and the way to access them (helicopter or boat) is also expensive. Therefore a fault-tolerant
control system that keeps the wind turbine connected after a certain fault has occurred (even if
power production has to be reduced) until the next planned service, can avoid major economic
losses. Thus the fault-tolerant control is not an option but a necessity [Esbensen and Slot,
2009]. In fact, for successful application of oshore wind turbines, a very challenging goal is to
build larger wind turbines, which need less maintenance than current land based wind turbines.
As discussed in Section 1.3, a fault-tolerant control is composed of two main parts:
1. Fault Detection and Isolation (FDI): which is responsible for detecting the faults and
identifying its origin.
2. Control Reconguration: which receives the outputs of the FDI and recongures the
control to adapt the plant to the new faulty situation.
Obviously, the control reconguration system can not work without the inputs of an FDI
system. Therefore, the rst step for building a complete fault-tolerant control scheme is always
the design of FDI system. So this research is focused on solving the problem of fault detection
and isolation of wind turbines.
1.3 Introduction to Fault Diagnosis of Wind Turbines
This section aims to give the reader basic knowledge about fault diagnosis. Additionally, a short
review of this topic focusing on wind turbines is also presented. Some of the concepts explained
here will be repeated many times throughout the project. If the reader already has knowledge
of fault diagnosis and fault-tolerant control can leave out this section.
Introduction to Fault Diagnosis
In short, a fault-tolerant control has the form of the Figure 1.1 as described in [BLA, 2006, p.
17]. This is the most accepted fault-tolerant control scheme because can allow multiple cong-
urations of both FDI and control reconguration part. Although there are many possibilities
Figure 1.1: General fault-tolerant control scheme.
for designing the reconguration part it is not the aim of this thesis and it will be skipped.
Returning to Figure 1.1 and focussing on FDI part, note that the system can be aected by
faults (f) and disturbances (d). The FDI algorithm has to be able to distinguish between them
and detect only the true faults. In general, there are two main methods for designing an FDI
system:
1. Feature-based approach: that is based on detecting by analysing certain features of
the measured signals.
2. Model-based approach: that is based on the use of a system model to generate resid-
uals that indicate the presence of a fault.
The model-based approach provides a very broad theoretical background and has the im-
portant advantage that allows taking into account the machine structure (components, sensors
and actuators) in the process of the fault isolation. By contrast, if the system is hard to describe
mathematically, the modelling stage implies a lot of work. In spite of such disadvantage and
because a non-linear model of a wind turbine is available, this thesis follows the model-based
approach.
Figure 1.2 illustrates the basic architecture of model-based FDI system. The residual r is
the dierence between the real and estimated outputs. So it is a measure of how dierent is
the real behaviour against the expected. The modelled behaviour will never be the same than
the real one; therefore it is common to use a threshold that takes into account the modelling
uncertainty [de Oca and Puig, 2010].
FDI task is divided in several subtasks, since faults have to be detected, isolated, and in some
cases estimated. Fault detection is responsible for detecting the occurrence of a fault. There are
two popular methods in the available literature for fault detection: passive and active. Passive
Figure 1.2: Model-based fault diagnosis system.
fault detection detects faults by comparing the expected system behaviour with the observed
system behaviour, as seen in Figure 1.2. In contrast, active fault detection uses injection of
auxiliary signals into a system to improve the fault detection capabilities or in some cases make
fault detection possible [Simandl and Puncochar, 2009]. Fault isolation is the nal stage of the
FDI system and should identify which is the faulty component in the plant. Note that this last
step is highly important because the reconguration of the control will depend on that result. If
the fault identication is incorrect, the control action to mitigate the fault will also be improper.
Fault Diagnosis of Wind Turbines
The aim of this section is to present the state of the art of fault diagnosis systems of wind
turbines by examining the available literature.
Most of the wind turbines designed in the last years are equipped with condition monitoring
and fault detection systems. These systems are used to extract component failure statistics and
the conditions under that the wind turbine had the fault. Moreover the output information can
have an important role in the service maintenance previsions. Most of these condition monitor-
ing and fault detection systems are feature-based and use signal processing techniques to detect
the wind turbine malfunctions. [Z. Hameed, 2009].
In the literature review one can found three important contributions (all master's thesis)
about fault-tolerant control focused on wind turbines:
 Fault Detection and Identication for Wind Turbine Systems: a closed-loop
analysis [Donders, 2002]. This was one of the rst important works that covered the FDI
subject applied to wind turbines. It was written in the University of Twenty (Netherlands)
by Stijn Donders. A time-domain model-based fault detection and isolation methods for
application to wind turbines are illustrated. This research takes into account two possible
scenarios: the estimation of an unknown actuator gain and an unknown actuator delay.
Moreover, a comparison between two classes of model-based approaches is analysed: the
system identication approach, and the observer-based approach using the Kalman lter.
 Fault Tolerant Wind Turbine Control [Dobrilla and Stefansen, 2007]. It was the
rst important work that covered the whole fault-tolerant control subject focussed on
wind turbines. It was written by Christian Dobrila and Rasmus Stefansen at the Tech-
nical University of Denmark. A model-based approach is also used here, giving much
importance to the modelling stage to obtain an accurate non-linear model. Then, the
non-linear model is linearised to use linear fault detection and reconguration control
scheme based on linear techniques. Faults are considered in the blade load measurements
and are detected thought CUSUM test [Ploberger and Kramer, 1992] applied to the resid-
uals.
 Fault diagnosis and fault-tolerant control of wind turbines [Esbensen and Slot,
2009]. This is probably the most extensive and realistic research done in fault diagnosis
and fault-tolerant control of wind turbines available in the literature today. It was written
by Thomas Esbensen and Christoer Sloth in the Aalborg University of Denmark. They
covered the whole process for designing a fault-tolerant control system thought the stages
of modelling, fault analysis, fault diagnosis and control reconguration.
It is also true that numerous papers have been published related to fault diagnosis and isola-
tion of wind turbines, such as: [Odgaard, 2009], [E. Echavarria, 2007], [M. Ruba, 2009], [J. Stous-
trup, 2009], [X. Wei, 2008], but it has not been possible to nd neither fault-tolerant control
nor FDI system that used real wind turbine data to model the plant or to apply the developed
methods.
Then, this project attempts to provide a new approach to fault detection and isolation
of wind turbines by incorporating eld data into the modelling process. As any model-based
method, the quality of the model has an important role in the reliability of the results. Fur-
thermore, using real data to validate the algorithm designed will allow the future process of
implementation in the wind turbine much easier.
1.4 Research Objectives
The purpose of this section is to detail the objectives to be carried out in the investigation.
First of all, the global objective is given and then, specic objectives are detailed in order to
establish concrete challenges.
1.4.1 Main Objective
The main objective of any fault diagnosis algorithm is to improve the reliability of the system.
It is intended that at the end of this project, wind turbines can incorporate new methods of
fault detection and isolation to enable the future development of a fault-tolerant control scheme.
1.4.2 Specic Objectives
In order to be more concrete and in order to achieve the general project objective, the following
specic goals are detailed:
 The FDI system must be able to detect faults that cause the major economic losses, in
statistical terms, of wind turbines.
 The fault detection system must include a model that describes as close as possible the
real wind turbine.
 The fault detection system must be able to operate for long periods without uncertainties
or deviations that causes incorrect fault detections.
 The fault detection system must be able to operate in the whole range for which the wind
turbine is designed.
 The fault detection and isolation system must be able to detect and isolate the origin of
a predetermined set of faults.
1.5 Project Scope
The overall scope of this project is to design a feasible and really applicable FDI system. This
is the rst step of the whole fault-tolerant control design that will improve the reliability of
wind turbines. This is accomplished by considering a real 3MW wind turbine, for which the
corresponding real eld data has been provided by Alstom Wind S.L.U.. The methods applied
will be application-specic but based on model-based fault detection and isolation. This focus
is chosen, since the literature survey in the previous section shows that this approach is the
most suitable one.
1.5.1 Wind Turbine under Study
The machine under study is a commercial variable-speed, variable-pitch 3MW wind turbine of
Asltom Wind S.L.U. with the commercial name ECO100 [w. Alstom Wind S.L.U., 2010] due
to its rotor diameter of 100m (see Figure 1.3). Its structure follows the standard of Danish
concept: horizontal axis using a three bladed rotor design with an active yaw system keeping
the rotor always oriented upwind.
The ECO100 is II-A class IEC/EN-61400-1 with an ideal mean annual wind speed of 8.5m/s
and the wind speeds cut-in and cut-o are respectively 3m/s and 25m/s. The rotor velocity
can vary between 7.94 - 14.3 r.p.m. and it has a swept area of 7980 m2. The tower is an hybrid
90m in height with the rst 10m of concrete and the rest of steel.
The ECO100 is modelled by Alstom Wind S.L.U. innovation department using the commer-
cial GH BladedTMsoftware [w. GL Garrad Hassan, 2010]. This program is able to model the
wind turbine in non-linear form and can also provide its linearised model. Such linear model
and many other characteristics of this software will be used throughout this research to improve
Figure 1.3: ECO100 Wind Turbine.
the nal results. Note that all the procedures have been made with BladedTMcan also carried
out with other commercial packages such as MatlabTM/SimulinkTM.
Moreover, Alstom Wind S.L.U. also collaborates with us providing real eld data of ECO100
wind turbine to help us in the stages of modelling and result validation. These data come from
a big set of sensors installed along the wind turbine to collect time-domain measurements of its
most important components.
1.5.2 Fault Diagnosis Scope
As presented in Section 1.3, some fault diagnosis algorithms have already been developed for
wind turbines, where the main characteristic is to use a physic theoretical model of the plant.
This inspires for an investigation of the benets of applying model identication techniques
for system modelling, which are performed in this project. It is expected that the introduc-
tion of real measurement data will improve the performance of the diagnosis system, since less
uncertainty is introduced in the FDI part. It is important to note that all these techniques
are applicable even not having real measurements, since the measurements may come from a
simulation of some wind turbine non-linear model.
Otherwise, the fault diagnosis approach should only use sensors of the main components
associated with the control of the wind turbine as rst approximation. It is done because in a
future reconguration control design, the main faults that fault-tolerant control has to be able
to handle are the ones related to the control.
All these concepts will be analysed and developed throughout the project.
1.6 Project Outline
The content of this thesis is divided into a number of chapters, which are outlined in this section
to provide an overview of the whole document.
Chapter 2: System Description
The purpose of this chapter is to introduce the real wind turbine that is considered in the
project, and to explain how a wind turbine is typically controlled. The general wind turbine
components are described as well as its common operating zones.
Chapter 3: Statistical Study of Faults
In this chapter, a revision of the available statistical studies of faults in wind turbines is done.
The results of two reports with great relevance for wind turbine reliability industry are shown
in order to understand the main component failures. Besides, and focussing in the goal of this
research, a list of faults considered for our wind turbine under study is also given.
Chapter 4: FDI System Scheme
The aim of this chapter is to describe graphically the FDI system designed in this research. The
meaning of such scheme is to provide a global vision and explain the dierent steps required for
the design process. Without entering to technical methods, the general concepts of the whole
process are given.
Chapter 5: Wind Turbine Modelling
The purpose of this chapter is to set up a linear model for individual operating points of the
considered wind turbine. Such model will be necessary for fault detection and isolation tech-
niques used in the next chapters. Since the aim of this research is to be as realistic as possible,
our interest is focussed on modelling the wind turbine using system identication techniques
with real eld data.
Chapter 6: One Operating Point Fault Detection
Since it is not possible to identify a model that covers the whole wind turbine operating range,
rst of all is necessary to address the fault detection in a single operating point. In this chap-
ter an analysis of the dierent methods for computing the nominal model estimation is given.
Moreover, any model-based fault detection algorithm should be robust against modelling errors;
hence two dierent ways to take into account the model uncertainty will also be presented. Fi-
nally, all these techniques are placed together to test the diagnosis in one single operating point.
Chapter 7: Full Operation Range Fault Detection
The FDI system must be useful to work in the entire wind turbine range. For this reason, in this
chapter, the approach based on Linear Parameter Varying (LPV) models is explained. Those
models will be constructed from the existing set of models identied in individual operating
points introduced in Chapter 5.
Chapter 8: Residuals Sensitivity and Fault Isolation
The purpose of this chapter is to present some methods for fault isolation based on residual
sensitivity analysis. In general, the previous chapters allow the fault detection but not identify
its origin. So, after this study the fault identication feature can be included in the FDI system.
Chapter 9: Conclusions
The main conclusions of this thesis as well as the recommendations for further research are
given in this chapter.
This chapter has provided a motivation for considering fault diagnosis of wind turbines.
Some previous researches have been revised and a brief introduction to fault diagnosis has also
been given to put the reader into the context. Finally, an overview of the contents of the thesis
has been provided.

Chapter 2
System Description
The purpose of this chapter is to describe, more in deep, the structure of ECO100 wind tur-
bine and give a brief explanation in terms of energy transferences between components. Then,
Section 2.2 illustrates the main curves of wind turbine in normal operation. Additionally each
operating point is related with a short explanation of the general control strategy.
2.1 Wind Turbine Components
As described in Section 1.5, this project considers a real 3MW wind turbine of Alstom Wind
S.L.U. that is a standard Danish-concept wind turbine (see Figure 2.1).
Figure 2.1 illustrates the main components of the ECO100 and their interconnections. A
brief description of each component is given below [w. The Encyclopedia of Alternative Energy
and Living, 2005].
 Anemometer is used to measure the wind speed. The wind turbine is started when the
wind speed reaches a lower limit, while operation is cut-out when wind speeds become too
high.
 Brakes can be applied mechanically, electrically, or hydraulically and function as parking
brakes.
 Gearbox connects the low-speed shaft to the high-speed shaft, thus increasing the rota-
tional speed to a level required by the generator to produce electric energy.
 Generator converts rotational energy into electric energy. On a modern wind turbine
the maximum power output is typically from a few and up to ve megawatts.
 High-speed shaft drives the generator.
 Hub and rotor blades together make up the rotor of the wind turbine. The hub
connects the rotor blades to the low-speed shaft. Pitching the blades is used to maximize
the eciency in low winds and reduce eciency in high winds to protect the wind turbine
from structural damage.
 Low-speed shaft connects the rotor to the gearbox.
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Figure 2.1: ECO100 wind turbine component description.
 Nacelle is located at the top of the tower and contains the gearbox, low- and high-speed
shafts, generator, and brakes.
 Tower carries the nacelle and the rotor. Since the wind speed increases with the height,
a taller tower generally enables a wind turbine to generate more electric energy.
 Wind vane is used to measure the direction of the wind. The wind direction is used by
the yaw mechanism to orient the wind turbine perpendicular to the wind.
 Yaw mechanism uses electrical motors to orient the wind turbine rotor perpendicular to
the direction of the wind.
In short, the operation of the wind turbine in terms of energy transfer is as follows; the rotor
absorbs the kinetic energy of the wind and transmits it to the low-speed shaft i.e. this shaft has
a high torque but low speed. The gearbox is responsible to change this relation and its output
(high-speed shaft) is the low speed multiplied by N , which is the gearbox relation. High-speed
shaft enters to generator that converts the mechanical energy to electrical energy. Finally, the
converter adapts the output voltage and frequency to electric network.
2.2 Wind Turbine Operating Zones
The aim of this section is to explain the standard curves that follow the wind turbine in normal
operation, which are consequence of control strategy used. In general, the control system has
the overall target of minimizing the operational cost while maximizing the generated power.
Notice that good knowledge of main wind turbine operating zones is relevant since the fault
diagnosis system are subject to the conditions of the closed-loop plant.
Every wind turbine is designed for a nominal power, but not always is possible to output the
maximum energy since the wind that drives the wind turbine is time-variant. Therefore, it can
be less than the nominal wind speed for which the machine is designed. In general, the graphic
of output electrical power versus wind speed follows the trajectory of Figure 2.2. By examining
this curve it is clear that the wind turbine is designed to connect to electrical network when
the wind speed is greater than (3m/s) i.e. the minimum generator speed is achieved. On the
other hand, when the wind speed is greater of 25m/s the wind turbine disconnects due to safety
reasons. Hence, the power curve can be divided in two dierent regions:
1. Partial load region: where the electrical power is less than the rated, thus the maximum
generator torque is not yet achieved. It is obvious that the goal of the controller in this
region is to extract the maximum feasible power using the generator torque demand and,
of course, keeping the machine into its safety margins.
2. Full load region: where the electrical power has the maximum value thus the generator
torque is also maximum. In this region, the aim of the controller is to keep the generator
speed within margins and reduce as much as possible the loads in the main structural
components; as for example in blades and tower. This goal is achieved by adjusting the
pitch angle of the blades.
Figure 2.2: Ideal electrical power trajectory versus wind speed.
In short, the wind turbine control strategy can be implemented using two separate con-
trollers: one for each operational region. Furthermore, both controllers can be seen as inde-
pendent SISO transfer functions that have the same reference (generator speed) but dierent
output control actions: in the partial load region the generator speed is regulated using gener-
ator torque. Then, in the full load region, the generator speed is regulated using pitch angle.
Figure 2.3 illustrates the trajectories of the main control signals in both, partial and full load
regions. Notice that for scale reasons, the generator torque control signal is replaced by aerody-
namic torque, which is the torque that wind transmits to blades and these to low speed shaft.
Of course that this torque has the same form than the generator torque and only the scale is
dierent.
By examining Figure 2.3 it is clear that the pitch angle (dash-dot line) is zero in the partial
load region because the wind turbine is below rated and must not be restrained. Then, the
generator speed is only controlled by adjusting the generator torque (dashed line). In the full
load region, the generator torque is set at its maximum value and the velocity is regulated by
the pitch angle. Moreover upper certain high wind speed, the rotor velocity is slightly decreased
to reduce further the structural damages.
Figure 2.3: Main steady operating curves of the ECO100 wind turbine.
Finally, notice that the rotor speed (thin line) reaches its nominal value before the electrical
power to do so. The reason is due to the form of electrical power (P ) and generator torque
() because the rotor speed (!r) depends of these two variables and can be computed as follows:
P =   !r; (2.1)
As explained before, in the full load region the aim of the control is to minimize the struc-
tural loads and thereby reduce fatigue damages, because the output power is maximum. Thus,
the controller that tries to extract the maximum energy of the wind is the partial load region
controller. To do this, the generator torque demand versus generator speed curve follows the
optimal trajectory illustrated in the Figure 2.4 [BUR, 2001]. The slope between connection
speed and rated speed (1000 and 1800 rpm respectively in Figure 2.4) has been computed by
optimization to extract the maximum power from the wind.
Figure 2.4: Optimal trajectory for generator torque demand versus measured generator speed.
2.3 General Control Scheme
To achieve the objectives described in the section before, the control scheme of Figure 2.5 is
normally used. Basically the system has three inputs and two outputs:
 Inputs: wind speed  which can be divided in mean wind speed  and the turbulent parte. The generator torque reference ref and pitch angle reference ref
 Outputs: angular generator speed ! and the electrical power P .
Figure 2.5: A general control scheme for the wind turbine.
By examining this scheme, the generator torque reference and the blade pitch angle reference
are both considered controllable inputs. Otherwise, the wind speed is uncontrollable disturbance
from which the controller must act on. The generator speed signal is assumed measurable and
thus the signal is available for the controller. With this simple structure all control objectives
can be achieved as discussed in the previous section. It is important to note that, although
the main control objectives can be reached with this scheme, most controls utilized in the wind
industry have several sub-strategies to accomplish many others requirements. The controller
actions are always the same (ref and ref ) but the inputs can also include the following signals:
 Wind speed and direction
 Active and reactive electrical power
 Tower and blade deections
 Temperature sensors
 Component accelerations
As explained in Section 3.2, the FDI system designed in this project will include fault de-
tection for the most of these sensors.
Chapter 3
Statistical Study of Faults
In this chapter, a revision of the available statistical studies of faults in wind turbines is done.
The rst section presents the results of two reports with great relevance for the wind turbine
reliability industry. Besides, and focusing in the goal of this research, a list of faults contem-
plated throughout the thesis is given in Section 3.2.
3.1 General Published Studies
One relevant information available about wind turbine failure statistics is the technical report
published by UpWind in 2009 [Faulstich and Hahn, 2009] that analyses the failures in the main
wind turbine components and related with the dierent machine typologies.
This study was done using real data recorded during 17 years by the German government. In
short, in 1989 starts in German a long-term project with the topic of availability and reliability
of wind turbines. Owners or operators of wind turbines were obliged to report on energy yields,
on operational and on all maintenance measures. Throughout the project, a total of 193.000
monthly reports of operation and 64.000 maintenance and repair reports from over 1500 wind
turbines were analyzed.
Since the machine under consideration has a particular typology (explained in Section 2.1),
the most relevant information that could be extracted from this report is which refers to the
probability of failure of main components. Moreover, it is also important the downtime asso-
ciated to every failure for estimating the global costs. In this sense, Figure 3.1 illustrates how
often the system fails in terms of annual rate and how many times (in average) each failure is
needed to be repaired. In black (left side), the failure probability in terms of annual rate and
in white (right side), the average downtime that each failure involves.
Generally, the electrical subsystems fail more often than the mechanical ones, while me-
chanical subassemblies experience longer downtimes after the failure. It should be a common
property of all power generation systems. But, it is interesting to note that, by examining this
failure database, the components of the electrical and control systems fails more often than 2
years and half. In opposite, for example, a failure in the gearbox occurs only every 19 years.
Similar results were obtained in the study of [Ribrant and Bertling, 2006] where a statistical
analysis about wind turbine failures was done with data of Sweden, Finland and Germany wind
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Figure 3.1: Reliability statistics for main wind turbine systems.
companies. By focusing on the result obtained in Sweden, Figure 3.2 shows the percentage
breakdown of failures occurred during the years 2000-2004 in this country. Notice that the
failures with a higher probability are linked to the electric system followed by sensors, blade
components and control. These results were also obtained in the UpWind analysis seen before.
Figure 3.2: Percentage distribution of failures for Swedish wind power plants between 2000-2004.
Finally, the same downtime study was done as well for Sweden wind farms giving the results
of Figure 3.3. In this case, the downtime results are quite dierent that the ones of UpWind
since the control and electrical systems have very high repair periods. It is also true that, as in
the report of UpWind, the biggest downtime is for gearbox system.
Figure 3.3: Percentage downtime of components for Swedish wind power plants between 2000-
2004.
In this section, a review of the most important literature databases about wind turbine
failure statistics has been presented to have more knowledge about the real industry problems.
It is important that, as a rst wind turbine FDI approach, it has to solve the diagnosis problem
for the main faults in a statistical sense.
Analysing these reports, it is clear that the control system is one of those responsible for
the greatest number of failures in wind turbines. Thus, it is reasonable to solve rst the faults
related to the control system. The next point describes an specic list of faults linked to control
system that will be considered in this project.
3.2 List of Faults Covered
In the previous section an introduction to the most relevant wind turbine faults has been done.
The work that concerns us in this section is to focus global subsystem faults into specic ones.
As seen in Section 3.1 the most likely failures are those related to sensors, electrical and control
systems. Although the mechanical systems seem to have higher downtime ratios as they suppose
high costs, a fault-tolerant solution for these kinds of faults is not immediate and, moreover, its
occurrence is low. On the other hand, the failures linked to sensors and control system are the
most common and it may also involve higher costs for the companies.
The sensors are one of the most important parts of the control system since the control ac-
tions are directly related to input reference sensors. Thus, it is very reasonable designing a FDI
system that takes into account the failures in the sensors to prevent the control malfunctions.
Besides the two control actuators Generator torque and Blade pitch angle are also susceptible to
failures. The failures in actuators can be easily mitigated by fault-tolerant control techniques,
therefore it is reasonable to include these components in the list (Table 3.1).
Signal name Signal type
1 Electrical power sensor
2 Generator speed sensor
3 Generator torque actuator
4 Blade pitch angle actuator
5 Wind speed sensor
Table 3.1: List of faults covered in this project.
All the faults under study can be modelled as osets or gains in the signals that are sent to
the FDI system. This means that any wind turbine malfunction that is visible in any of these
signals can be mathematically described by two parameters:
yf (k) = K|{z}
gain
 y(k) + D|{z}
offset
(3.1)
where yf is the signal seen by the FDI system and y is the expected signal without faults.
Under these conditions, the FDI system will receive the signals described in Table 3.1 and
must be able to detect any change in gain or oset that does not correspond with the correct
behaviour of the machine.
Chapter 4
FDI System Scheme
The purpose of this chapter is to describe, graphically, the FDI system for wind turbine devel-
oped in this Master's thesis, providing a global vision and explaining the dierent steps required
for the design process. Without entering into the technical details of the methods, the general
concepts of the complete algorithm are given. Later, the following chapters will describe in
more detail each one of these steps.
4.1 Model-Based FDI Scheme
In [NOU, 2009, p. 108] the basic concepts of a model-based FDI are explained (see Figure 1.2).
The basic idea is to estimate the measured outputs, in real-time, using the model that most
closely matches the actual plant. The estimated output is compared to the measured output so
that a residual is obtained:
r(k) = y(k)  y^; (4.1)
Such residual indicates the presence of fault when a threshold is exceeded. There are sev-
eral ways to compute the residual threshold. Otherwise, while the residual satises [Frisk, 1998]:
[r(k)] 2 [r(k); r(k)] ; (4.2)
no fault can be indicated. The model-based FDI system can be divided in two main subsystems
that represent the computation of Eq. (4.1) and Eq. (4.2) respectively:
 Residual generation: where the model is used on-line to produce the estimated output
and generate the residual with Eq. (4.1).
 Residual evaluation: that is responsible for generating the residual threshold and de-
termining if a fault has occurred by evaluating Eq. (4.2).
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Figure 4.1 illustrates the general FDI scheme. The main signals that appear in the picture
are the following: the controller actions u, the measured outputs y, the estimated outputs y^,
the residual r, the observer correction c and the fault f .
By examining the residual generation block, one can see that, in addition to the nominal
model, includes an observer scheme. The nominal model is used to estimate the outputs that
more closely matches the current wind turbine outputs. The observer is placed in order to
avoid drifting between the estimated and measured outputs that would cause erroneous fault-
detections.
On the other hand, residual evaluation part is responsible for generating the thresholds
taking into account the model uncertainty. These limits take into account the uncertainty in
the modelling stage and make the FDI system robust.
Figure 4.1: Complete model-based FDI scheme designed in this research.
It is obvious that gure 4.1 only shows the main FDI concepts since each box requires an
explanation in detail. For this reason the next section describes the dierent steps for building
the complete FDI system. Then in the following chapters a technical explanation of each pro-
cess stage will be done. Therefore the purpose of this section is to give a general view of the
diagnosis system that will be designed.
4.2 Steps for Building the FDI system
Because the plant under consideration is extremely complex, the FDI scheme presented in the
previous section has to be implemented through the follow steps:
 Wind Turbine Modelling
 One Operating Point Fault Detection
 Full Operation Range Fault Detection
 Fault Isolation
Each step represents an important stage in the whole process of the FDI design. A brief
introduction is given below.
Wind Turbine Modelling
As any model-based technique it is necessary to model the plant under study. But this model
has to be developed focusing on its use for fault diagnosis. Moreover, it must be eective in
detecting the set of faults described in Section 3.2. Since most of the techniques available in
the literature utilize linear models, the more straightforward approach is to model the plant in
this way. However, a linear model will only be able to represent the non-linear wind turbine
behaviour around a given operating point.
Additionally, this project tries to be as realistic as possible. With this aim, the plant model
will be constructed using real wind turbine data in system identication methods. It is impor-
tant to note that this process does not prevent the modelling if there are no real eld data,
because the data used in the identication process can be obtained from any non-linear model
simulation.
As seen in Section 2.2, the wind turbine operates between the range of 3m/s and 25m/s.
It is clear that it is not possible to cover the whole operation range with a single data vector,
because covering the entire range may involve several months of data recording. Normally, the
eld data are available in vectors of 10 minutes and the wind speed operating point is deter-
mined by the average of the full vector. Hence it is impossible to identify a linear model that
covers the whole wind turbine operating range.
One Operating Point Fault Detection
Usually, the real eld data is presented in time series of 10 or 20 minutes with sampling time of
0.01 seconds. The low recording time causes that it is not possible to get the entire wind speed
range (from 3m/s to 25m/s) in a single time series. Therefore, the form of the eld data only
allows the identication of the system in one wind speed operating point (the mean wind speed
for each time series). Thus, several models have to be identied around single points along the
full operation range as shown in Figure 4.2. In this example, three operating points in 7m/s,
12m/s and 17m/s have been selected. Notice that these points include the partial and full load
zones and the transition between both, as well.
Figure 4.2: Power curve range with three possible operating points separated 5m/s between
them.
Each identication process introduces a modelling error, which can be seen as model uncer-
tainty. Thus, the behaviour of the real plant is not exactly the same as the estimated. This
induces the residual of Eq. (4.1) to be dierent from 0 even there is no fault. Then, it is nec-
essary to model the uncertainty to distinguish between faults and modelling errors. In Section
6.2, dierent techniques for model error modelling are exposed in order to obtain an envelope
of the nominal model that takes into account the modelling uncertainty.
For each operating point selected, a model is identied using real eld data. Then, an ob-
server is designed using each one of those models to ensure that the simulated model does not
deviate from the real wind turbine behaviour. Obviously, this technique has, as a disadvantage,
the fact of using the measured output in the FDI system could lead to the fault following eect.
The Chapter 6 is fully dedicated to cover the fault detection in one operating point and all
of these methods will be explained more in detail there.
Full Operation Range Fault Detection
The FDI system has to be able to detect a fault in any operating point for which the wind
turbine is designed. This is achieved by using the result of the step before and extrapolating it
to the entire operating range.
To implement this idea a Linear Parameter Varying (LPV) model is built from dierent
operating points identied before. The parameters of the model will vary depending on a func-
tion of the wind speed. In Chapter 7 it is explained how to build this global model and how
the observer is included. Moreover, the error model has to be also extrapolated to the whole
operating range but the way to do this depends on the form of such model.
Fault Isolation
From the above steps, the FDI system would be able to detect wind turbine faults but not to
identify its origin. For this reason it is therefore necessary to develop a method to isolate faults.
In Chapter 8 methods for fault isolation based on residual sensitivity are introduced.

Chapter 5
Wind Turbine Modelling
The purpose of this chapter is to set up a linear model of the considered wind turbine. It is
easy to nd mathematical models in the literature, as for example in [Odgaard, 2009], [Dobrilla
and Stefansen, 2007] or [Esbensen and Slot, 2009]. But usually these models only represent the
simplest dynamics and are not useful to simulate the full operating range of the wind turbine.
For this reason our interest is focussed in using system identication techniques in order to
obtain a model as realistic as possible.
5.1 Non-linear Bladed Model
To identify a system two things are required: real eld data and knowledge on the structure
of the model. Alstom Wind S.L.U. provides eld data to carry out the identication, and a
non-linear model built using the commercial software GH BladedTM [w. GL Garrad Hassan,
2010]. This model will help us to nd the best structure to be used in the identication process.
GH BladedTMis a program for wind turbine modelling highly validated which provides very
accurate non-linear simulation models. The model delivered is an encrypted model that does
not allow us to use it explicitly. However, this model can be used to extract information about
the structure of the model that will be identied. As most system identication techniques
need linear structures, this GH BladedTMnon-linear model has to be linearised around a given
operating point.
5.1.1 Model Linearisation
GH BladedTMallows users to linearise its internal non-linear model at any wind speed operating
point. Thus, for example, it is possible to build a linear model every 1m/s of wind speed with
the objective of obtaining a set of models that covers the whole wind turbine range. These
models are presented in state-space form, so that it can be written as follows:
x(k + 1) = Ax(k) +Bu(k)
y(k) = Cx(k) +Du(k)
(5.1)
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where x(k) 2 <nx, y(k) 2 <ny, u(k) 2 <nu are the state-space vectors, the system output
and the system inputs respectively; A 2 <nxnxnl, B 2 <nxnunl, C 2 <nynxnl and
D 2 <nynunl. Finally, nl is the length of the operating points vector. Notice that the state-
space matrix are three-dimensional.
In addition, the software allows users to decide which dynamics want to include in the lin-
earised model. Hence, the order nx depends on how many dynamic modes have been taken into
account. The model outputs can also be selected though the linearisation process to obtain a
model focussed on a concrete application. In this sense, by examining the list of faults presented
in Table 3.1, the outputs of our model should be:
 Generator speed
 Electrical power
 Generator torque (actuator)
 Pitch angle (actuator)
Notice that as shown in Figure 2.5, the last two signals are inputs of the plant (controller
actions) but are also measured and used by supervisory algorithms. It means that these two
outputs will take into account the dynamics of the corresponding actuator allowing the FDI
system to be able to detect faults in the actuators. On the other hand, the wind speed sig-
nal can not be added as an output because it is a disturbance and must be modelled as an input.
Determination of the Model Order for Identication Process
The purpose of this section is to explain the method used to determine the order of the model,
to be identied, from the linear model described in the previous section.
The linear model obtained with GH BladedTMnormally contains all the dynamics and can
be a higher order model (upper than 40 states). Therefore, it is useless to be used applying
diagnostic techniques. These techniques require relatively low order models but high accuracy.
To achieve these targets, one model will be identied for each output signal shown in the pre-
vious section. Then the global diagnosis model can be built joining all these sub-models as
illustrated in Figure 5.1.
The GH BladedTMlinear model can be studied using the controllability and observability
Gramians to determine which ones have more importance in a dynamical sense. Basically, as
explained in [ZHO, 1996, p. 156], for any stable system:
G =

A B
C D

(5.2)
there exists a non-singular transformation T such that:
Figure 5.1: Scheme of the global MIMO diagnosis model divided into specic MISO models.
G =
 TAT 1 TBCT 1 D
 (5.3)
has controllability Gramian P and observability Gramian Q given by:
P =

1
2
0
0
 , Q =

1
0
3
0
 (5.4)
respectively, and 1, 2, 3 are diagonal and positive denite. The Gramians satisfy the fol-
lowing Lyapunov equations:
AP + PA +BB = 0;
AQ+QA+ CC = 0 (5.5)
where  indicates the complex conjugated form. The diagonal entries of the Gramians P and
Q compose the vector   of Hankel singular values. Small entries in   indicate states that can
be removed to simplify the model. For example, given the model 1 of Figure 5.1 at 7m/s the
rst 15 Hankel singular values are presented in Table 5.1
The left column of Table 5.1 indicates the state, the middle column corresponds to the
Hankel singular value and the right column shows the dierence in % from the previous value.
A small value in the third column of the table indicates that the corresponding Hankel sin-
gular value experiments a big change comparing to the previous one. It means that from this
state a new dynamic behaviour is introduced in the model. A usual way to determine the model
State number Hankel singular value Dierence in % to the previous value
1 3291018 -
2 3282512 99.7 %
3 221503 6.7 %
4 209918 94.7 %
5 68206 32.5 %
6 65285 95.7 %
7 40782 62.5 %
8 22742 55.8 %
9 22238 97.8 %
10 16213 72.9 %
11 1944 12.0 %
12 1937 99.6 %
13 207 10.7 %
14 194 93.4 %
15 126 65.3 %
Table 5.1: Hankel singular values for the plant with electrical power output at 7m/s.
order is to search the states that cause big jumps (small % values in the Table 5.1) of Hankel
singular values. By examining such table, the order of the model to be identied for electrical
power output could be of 2 states (6.7%), 4 states (32.5%), 10 states (12.0%) and so on. Then,
in the identication process these orders can be tested to analyse which one works best.
5.2 System Identication
The aim of this section is to describe the methods applied to identify the dierent models il-
lustrated in Figure 5.1 at the operating points shown in Figure 4.2. Basically, models for the
following 4 outputs have to be identied:
 Generator speed
 Electrical power
 Generator torque (sensor)
 Pitch angle (sensor)
in the next operating points:
 @ 7m/s
 @ 12m/s
 @ 17m/s
Just for illustrative purposes only three points have been considered hereafter. These points
represent the most important regions of operation: partial load region (controlled with genera-
tor torque), intermediate region (controlled with generator torque and blade pitch jointly) and
full load region (controlled with blade pitch angle), respectively.
5.2.1 Model Structure
A common structure used in system identication is the so-called autoregressive with exoge-
nous terms (ARX). An ARX model, as the one shown in Figure 5.2, is the simplest model
incorporating the error signal. The estimation of the ARX model is the most ecient of the
polynomial estimation methods because it is the result of solving linear regression equations
in analytic form [FJU, 1999, p. 176]. Furthermore, the solution is unique, in other words, the
solution always satises the global minimum of a loss function.
Figure 5.2: ARX model structure.
The ARX models can be represented by the equation:
y(k) = 'T (k) + e(k) (5.6)
where '(k) is the regressor vector and  is the vector of parameters:
'(k) = [ y(k   1):::  y(k   na); u(k   nk   1):::u(k   nb  nk)]T
 = [a1:::ana; b1:::bnb]
(5.7)
Here, two dierent approaches can be studied:
1. Simulation approach: where the values y(k  1):::y(k  na) are the estimated outputs,
i.e. the outputs of the model. In this case, the residual is not contaminated by the
fault, but long time deviations can appear in the estimated output that cause wrong fault
detections.
2. Prediction approach: where the values y(k   1):::y(k   na) are the measured outputs,
i.e. the real system outputs. In this case, the estimated output can not experiment devi-
ations because is continuously corrected by the real measurement. However, the residual
could be contaminated by the fault and consequently its evaluation implies more sophis-
ticated techniques.
The approach used in wind turbine identication is the simulation one. In Section 6.1 of
the next chapter, the reasons for used this approach will be justied.
Once the model structure and approach have been decided, the problem to solve is to esti-
mate the parameter vector, ^, using the N observations y(1), '(1),..., y(n), '(N). From Eq.
(5.6), a set of linear equations are derived:
y(1) = 'T (1)^
y(2) = 'T (2)^
:
:
:
y(N) = 'T (N)^
(5.8)
that can be written in matrix form as:
Y = ^ (5.9)
where Y is a N -dimension vector Y = [y(1); y(2); :::y(N)]T ; and  is the matrix formed by
 = ['(1); '(2); :::'(N)]T ;
The modelling error is the dierence between the real and the estimated output, thus it can
be written as:
" = Y   ^ (5.10)
The least squares (LS) parameter estimation algorithm, consists in minimizing the residual
function, V (^), dened by the equation:
V (^) =
1
2
NX
k=1
"2(k) =
1
2
"T " =
1
2
k"k2 (5.11)
Substituting Eq. (5.10) in Eq. (5.11) the function to minimize is obtained:
min

= V (^) =
1
2

Y TY   Y T   TTY + TT (5.12)
The optimal parameters satisfy the derivative of the function (5.12) for the parameters are
zero. Therefore, the value of the parameters that minimizes V (^) is:
^ =
 
T
 1
TY (5.13)
leading to standard least squares formulation. Solving this problem for every model described
in Figure 5.1, it will result in a bank of models with the ARX structured described in Eq. (5.6).
The next point illustrates the results obtained in the identication process using each of these
models.
5.2.2 System Identication Results
The purpose of this section is to show the results obtained in the system identication process
by applying methods introduced in previous sections.
The method explained in Section 5.1.1 provides a way to select the order for each model.
Table 5.2 illustrates the denitive orders after examining the Hankel singular values and carry-
ing out a series of identication tests.
Model Output Order
1 Electrical power 4
2 Generator speed 4
3 Generator torque (sensor) 2
4 Blade pitch angle (sensor) 3
Table 5.2: Nominal model orders.
Using these orders, each model presented in Table 5.2 is identied in three dierent operating
points: 7m/s, 12m/s and 17m/s. It is important to know that all the models for each operating
point have been computed using simulation approach. It means that measured output has not
been used for estimating the model output i.e., this output is estimated taking into account
only the measured inputs of the model.
Model 1: Electrical Power
Figure 5.3 shows the identication results corresponding to the model with electrical power
output. The shaded line is the real measured output and the continuous line is the estimated
output. All the models for the three dierent operating point present a matching greater than
70%. Although the t with real output is good enough it will increase when the observer, seen
in the FDI general scheme, will be added.
Figure 5.3: Identication results for model 1 corresponding to electrical power output.
Model 2: Generator Speed
The identication results for the model 2 corresponding to the generator speed output are shown
in Figure 5.4. The shaded line is the real measured output and the continuous line is the es-
timated output. This model presents similar behaviour than the previous one with matching
greater than 70%. The right behaviour of the model decreases when the wind speed operating
point increases because wind has more turbulent form at high speeds.
Figure 5.4: Identication results for model 2 corresponding to generator speed output.
Model 3: Measured Generator Torque
This model only includes the actuator dynamics since it is the transfer function between con-
troller output and the actuator measured action. For this reason the model order is lower than in
the two previous cases and the identication achieves high matching (upper than 90%). Figure
5.5 illustrates the results for this model identication, where it is easy to distinguish between
the partial load region (@ 7m/s), the full load region (@ 17m/s) and the transition between
both (@ 12m/s). As in the previous cases, the shaded line is the real measured output and
the continuous line is the estimated output. In the upper plot, the torque has not yet reached
its nominal level and varies greatly to extract the major eciency of the wind. In the middle
graph, there are regions where the torque reaches its maximum value (16kNm), and therefore
this controller action is saturated. Finally, in the lower plot, a zoom in the rst 150s allows to
notice that the torque is maximum and only presents the oscillations due to the active drive
train damping strategy explained in Section 2.3.
Figure 5.5: Identication results for model 3 corresponding to measured generator torque out-
put.
Model 4: Measured Blade Pitch Angle
Figure 5.6 illustrates the results of model identication corresponding to blade pitch angle.
Similar conclusions as for the previous models can be extracted by examining this gure. In the
upper plot the pitch controller still is not acting, but in the middle plot the pitch angle begins
to act when the maximum generator torque is achieved. Finally, the pitch is always actuating
in the full load region of the lower graph.
Once all the nominal models have been identied it is necessary to determine the on-line
model computation technique and build a model error for the model uncertainty that is al-
ways present in the identication process. Procedures for modelling the model error will be
introduced in the next chapter, where the results obtained here are picked up and a variety of
Figure 5.6: Identication results for model 3 with measured blade pitch angle output. The
shaded line is the real measured output and the continuous line is the estimated output.
techniques to improve the reliability in the simulation of these models are discussed.
Chapter 6
One Operating Point Fault Detection
In this chapter, an analysis of the dierent methods for computing the nominal model estima-
tion is done rst. Moreover, any model-based fault detection algorithm should be robust against
modelling errors; hence two dierent approaches to take into account the model uncertainty will
be also presented. Finally, in the last section, all these techniques are placed together to test
the diagnosis in one single operating point.
6.1 Nominal Model Estimation
Any model-based method must dene how model output estimation is performed in real time
i.e. how the model will be used. It is important since, for example, a simulation method can
causes a long-term deviations that could lead to the detection of faults when the system is
working properly.
Let us consider the model resulting from the system identication process introduced in the
previous chapter (see Figure 5.2) as a transfer function in terms of the classic q-operator:
y(k) =
V (q)
W (q)
u(k) (6.1)
where the error signal e(k) has not taken into account because it will be included in Section
6.2. According to [Gertler, 1998] the system described by (6.1) can be rewritten as:
y^(k) = Gu(q)u(k) +Gy(q)y(k) (6.2)
where y^ is the estimated output and y is the measured output. As shown in [V. Puig, 2008],
Eq. (6.2) includes the following particular cases:
 Simulation: Gy(q) = 0; Gu(q) = V (q)
W (q)
;
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 Prediction: Gy(q) =W (q); Gu(q) = V (q);
 Observation: Gy = H(q)
W (q) +H(q)
; Gu(q) =
V (q)
W (q) +H(q)
;
where H(q) =
Pn
i=1 liq
 i and lii = 1; :::; n are the observer coecients and can be denoted as
the gain vector L. In the next section, each case is analysed separately to decide which is more
suitable for wind turbine diagnosis.
Choosing the most Adequate Method for Simulation
By analysing the dierent model structures recalled before, one can see that the simulation
case does not take into account the measured outputs i.e. it could accumulate high deviations
because the simulation may be running for long periods without including no correction. The
presence of disturbances, noise and modelling errors causes residuals to become non-zero and
interfering with the detection of faults. Only in the ideal case (i.e., with no modelling errors),
the computation does not accumulate errors and consequently the simulation would be the best
approach, because when a fault occurs it is always visible since the model is not contaminated
by the faulty real outputs of the plant.
On the other hand, the prediction case has the advantage that estimated output follows
the real measured output perfectly and no deviations are possible. The reason is due to the
term W (q), that implies the model output y^ is calculated utilizing real measurements and there
is not feedback with the estimated outputs previously computed. The biggest disadvantage of
this approach is that when a fault occurs the detection system has only one sample time in
which the fault is visible. Then, the model is immediately adapted to the new faulty plant
conguration and the residual is negligible again.
The observation case is a mix between simulation and prediction, since with the gain L it
can be adjusted to implement both. By selecting a gain such that H(q) = 0 the model behaves
as in simulation and making H(q) =  W (q) the model works as in prediction. Therefore, an
intermediate gain would avoid the model to deviate much from the reality and extend, to more
than one sample time, the period during which the detection system can see the fault.
The most reasonable option for the wind turbine diagnosis is to select the observer approach.
The gain L will be a parameter for adjusting the nominal model to the reality and to determine
the time during which the fault will be visible. Since the fault detection depends on the adaptive
threshold that will be generated using the error model, this parameter must be set at the end
of the process. However to illustrate the eect of this parameter, Figure 6.1 is attached, where
the observer gain values are set: H(q) = 0 for the upper plot, H(q) =
1
2
W (q) in the middle plot
and H(q) = W (q) in the lower plot. This gure represents the model 1 with electrical power
output at 7m/s. The simulation case (upper plot) is very similar to the one obtained in Figure
5.3. This is because the results shown in the system identication section were obtained using
simulation approach. The prediction case (middle plot) has the best matching (near to 100%)
but presents the problem that the fault is no longer visible one sample time after it appears.
Finally, the observation case (lower plot) presents an intermediate in between the other two.
It is usual to normalize the observer gain applying the next relation:
L =  W (q) with  2 [0; 1] (6.3)
such that  = 0 corresponds to prediction behaviour while  = 1 results in a simulation be-
haviour.
Figure 6.1: Comparison between dierent observer gain values.
The FDI system has to compute the estimated output on-line. A widely used structure for
model simulation is the state-space form. Because the result of the identication process is a
transfer function (see Eq (6.1)), it has to be converted to state-space form using, for exam-
ple, the techniques described in [Pota, 1996]. Then, the equations seen for the observation case
(Eq. (6.2)) can be generalized following the so-called Luenberger scheme (Figure 6.2) as follows:
x^(k + 1) = Ax^(k) +Bu(k) + L(y(k)  y^(k))
y^(k) = Cx^(k)
(6.4)
where L is the observer gain, designed to stabilize the matrix A LC and is equivalent to that
of Eq. (6.3). Notice that the rst equation above can be rearranged in the following way:
x^(k + 1) = A0x^(k) +B0u0(k) (6.5)
where A0 = A  LC, B0 = [BL] and u0 = [u(k); y(k)]T . Then, the output estimation using an
observer can be solved with the classic simulation approach.
In this section, a mathematical method for simulating the nominal model in one operating
point has been given. The observer gain parameter will be adjusted at the end of the process
to tune the time that the fault will be visible. Moreover, as described in Chapter 8, this gain
plays an important role in fault isolation and in the minimum detectable fault.
Figure 6.2: Luenberger observer scheme assuming that D = 0.
6.2 Model Error Modelling
Ideally, residuals should only be aected by the faults. However, the presence of disturbances,
noise and modelling errors causes residuals to become non-zero and thus interferes with the
detection of faults. Therefore, the fault detection procedure must be robust against these un-
desired eects [Chen and Patton, 1999].
The nal target of this section is to obtain an adaptive threshold (envelope) that follows,
in real-time, the estimated output. Then, the diagnosis algorithm will only have to verify the
next condition:
y^(k) 2 [y(k); y(k)] (6.6)
where,
y(k) = y^(k) + (k)
y(k) = y^(k)  (k) (6.7)
The signal  is the output of the system that models the error. In this section, two ways
of deriving such model are proposed. Both are based on the Model Error Modelling (MEM)
technique proposed in [W. Reinelt, 2001]. The MEM technique allows to compute a reliable
estimation of the uncertainty associated with the system identication process. This approach
considers the contributions of the two main uncertainty sources: unmodeled dynamics and noise
aecting the data.
The basic idea of MEM is to use a nominal model built using identication methods denoted
G0, and a collection of measured eld data (y; u). Then, the model error modelling strategy
can be summarized as follows:
1. Compute the residual  = y  G0u.
2. Consider the "error system", with input u and output , and identify a model Ge for this
system. This is an estimation of the error due to undermodeling, the so-called MEM.
3. Take into account the noise that aect the measured data by multiplying Ge by a factor,
typically between 1 and 5%.
Identication of the MEM from residual data can be seen as a separation between noise and
unmodeled dynamics. In fact, Ge is an estimation of the dynamic system G, such that:
(k) = Gu(k) + e(k) (6.8)
The success of this technique lies on the way the model Ge is identied. Obtaining such
model is not simple, therefore two dierent approaches are studied.
6.2.1 Linear Approach
In general, the error model (Ge) can be identied using the linear ARX method described in
Section 5.2. Figure 6.3 illustrates the results of MEM identication using validation data. This
graphic represents the error introduced in the identication of the nominal G0;1 model with
electrical power output in 7m/s operating point. It is obvious that the matching between real
error and the estimated error is low. Therefore, the envelope that would be obtained with this
model does not meet the real G0;1 uncertainty.
6.2.2 Non-linear Approach
In [Ljung, 1999, p. 14] it is discussed the use of non-linear structures for identication of the
model error modelling. It means that the Eq. (6.8) can be rewritten as:
(k) = ef(uk) + e(k) (6.9)
where ef typically is a neural network NNFIR model:
(k) = g (u(k); u(k   1); :::; u(k  M + 1); ) + e(k) (6.10)
This is because, in the absence of specic suspected non-linearities, it is reasonable to test
non-linear neural networks black boxes ( [Ljung, 1999, p. 15]). The input delayM can be chosen
relatively small, equal to M = 4 or so.  has the same meaning than in Eq. (5.6), thus it is the
vector of parameters that must be estimated though the identication process. The non-linear
identication procedure is fully described in [J.S. Sakellariou, 2003] or in [w. The MathWorks,
2010a].
Applying those techniques in the same data set before, the result of Figure 6.3 is obtained.
The Ge model is built by linear (above) and non-linear (below) system identication methods,
respectively. In this case, the matching with the real validation data is high, therefore this
model can be useful to implement the model error modelling.
Figure 6.3: Comparison between linear and non-linear approach for MEM identication.
This procedure has been done for each of 12 nominal models computed in Section 5.2. Con-
sequently, a total of 24 models have been computed: 12 nominal models and 12 error models
(see Figure 6.4).
6.2.3 On-line Model Error Envelope
A signicant feature of the error signal described in Eq. (6.9) is that it presents a shape similar
to a random wave with zero-mean. This can also be seen in Figure 6.3 where the time series was
shown. This fact causes the Eq. (6.7) can not be used to generate an adaptive threshold, due
to the zero-crossings of  signal. Due to the fact that this signal has sign changes constantly,
Figure 6.4: General scheme of the structure with all the models computed until this point.
sometimes y can be interpreted as y and vice versa.
To solve such problem, an on-line error envelope algorithm has been implemented. This
strategy computes in real-time the upper and lower error signal envelope by applying the Hilbert
Transform techniques described in [Zhong-Sheng and Nan, 1995]. Basically, the Hilbert trans-
form is a FIR lter, where the original signal must be delayed to match the group delay of
such transformation. Then the process can be continued by computing the absolute value, and
nally with a function that implements peak holding. Figure 6.5 illustrates this scheme.
Figure 6.5: Signal envelope algorithm based on the Hilbert Transformation.
The FIR lter coecients that implements the Hilbert Transform can be computed as fol-
lows:
h(n) =
2
n
sin2
n
2

; for n = 1;2; ::: N
2
; and h(0) = 0 (6.11)
where N is the lter order. Figure 6.6 illustrates the results of applying this approach to the
output error signal of the Ge model.
If we denote the upper envelope as  and the lower envelope as  the Eq. (6.7) that imple-
ments the adaptive threshold can be rewritten in:
y(k) = y^(k) + (k)
y(k) = y^(k)  (k) (6.12)
Figure 6.6: Upper and lower error signal envelopes.
It is important to note that this detection law has the two main features that is robust to
model uncertainty and on-line adaptive. It means that the interval [; ] is time-dependent in
terms of the three inputs: wind speed (v), generator torque reference (Tref ) and blade pitch
angle reference (ref ) of the system.
6.3 One Operating Point Results
Putting all together procedures shown in this chapter is possible to build an algorithm for fault
detection in the operating points: 7m/s, 12m/s and 17m/s. Such algorithm is conceptually
represented in Figure 6.7 where both G0 and Ge estimations are included. Then, an illustration
of the envelope of error model and the fault decision criterion with adaptive threshold are given.
This scheme is able to detect faults in the following components:
1. Electrical power sensor
2. Generator speed sensor
3. Generator torque actuator
4. Blade pitch angle actuator
Obviously, there are three pitch systems in the wind turbine, one for each blade. But, be-
cause blade actuator is the same for all, modelling the three pitch angles can be summarized
by only one model. Then, the other two actuators will have the same structure. The following
points will analyse each of these failures separately to study the behaviour of the algorithm
presented.
Figure 6.7: One operating point algorithm.
Electrical Power Sensor Fault
Let us consider a single gain fault of 50% in the sensor of the electrical power signal. A simu-
lation implementing this fault has been done for each operating point described in Section 6.4.
Figure 6.8 illustrates the internal FDI signals for fault detection (above) and the corresponding
fault indicator (below). The three operating points obtained in the identication process are
shown from left to right: 7m/s, 12m/s and 17m/s. Furthermore, the observer gain  of Eq.
(6.3) has been adjusted to  = 0:8 to achieve a more similar prediction behaviour.
The fault is detected for all operating points, but the time during which the indicator ag
is active is low. This is due to prediction type approach that has been selected by the con-
sidered observer gain. Notice that the minimum detectable fault would be less than the error
percentage (50% in this case), since it is closely related to the magnitude of error model Ge.
For example, to the 7m/s operating point, the minimum detectable fault would be around 50kW .
Generator Speed Sensor Fault
In the same way as for the fault presented in the previous section, Figure 6.9 illustrates the
fault detection results for the three operating points: 7m/s, 12m/s and 17m/s. In this case, a
proportional gain fault of 15% is caused and the observer gain has been changed to  = 0:5.
This observer setting causes an intermediate behaviour between prediction and simulation ap-
proaches for the nominal model.
The fault indicator is always active when the fault occurs, but its behaviour changes de-
pending of the wind speed operating point. First of all, it is important to note that after the
fault appears, the estimated output presents a worse matching with the measured faulty sig-
nal. It is because the observer is correcting the nominal model to make it working in dierent
Figure 6.8: Electrical power sensor fault detection.
Figure 6.9: Generator speed sensor fault detection.
conditions from those it has been identied. Notice, for example, that the maximum possible
generator speed is 1800 rpm but due to the fault, the nominal model is working close to 2075
rpm for 12m/s and 17m/s operating points. It causes that more detections are seen after the
fault transient has passed.
Generator Torque Actuator Fault
The measured generator torque is the signal that quanties the action of such actuator. Let us
suppose for this signal a fault with 15% of change in the actuator gain . Figure 6.10 illustrates
the results of this fault scenario in the same three operating points dened before: 7m/s, 12m/s
and 17m/s. In this case, an observer gain  = 0:2 is used.
The conclusion extracted from the previous fault scenarios can also be applied to the gen-
erator torque actuator. The fault indicator has a dierent behaviour depending on whether the
operating point is: in partial (7m/s) or full (12m/s and 17m/s) load region. When a propor-
tional fault is applied to the partial load region, the generator torque is kept below its rated
value. Therefore, the estimated output ts the real output once the transient has passed. On the
other hand, the faults in 12m/s and 17m/s lead the nominal model to work on a point for which
it has not been identied. Hence, the nominal model is not able to t the real output because
the observer gain has been set to  = 0:2, leading to a behaviour more similar to the simu-
lation approach. The nal result is that the fault indicator is always active after the fault occurs.
Figure 6.10: Generator torque sensor fault detection.
Blade Pitch Angle Actuator Fault
The pitch model can only be simulated for 17m/s of wind speed, since the pitch is not actuating
for the other operating points. In Figure 6.11, a proportional fault in the actuator gain is also
tested for the pitch model using the same conditions than the fault in the generator torque signal.
In this case, the fault causes a deviation between estimated and real output such that the
fault indicator is always active after the failure occurs.
Figure 6.11: Blade pitch angle sensor fault detection.
So in short, this chapter demonstrates that the algorithm designed is valid for fault detection
in the operating points for which the nominal models have been identied. The problem now is
that the FDI system will have to work on-line for long periods, thus it has to be able to oper-
ate in the whole wind turbine operating range. The next chapter explains how the techniques
presented here can be extrapolated to the entire wind speed range for which the wind turbine
has been designed.
Chapter 7
Full Operation Range Fault
Detection
Ideally, if a eld data vector covering the entire operating range was available and it had a
reasonable size, the identication process described in Section 5.2 could have been applied to
this data. However, it is not possible for wind turbine eld data since the real wind can not
vary between 3m/s and 25m/s in a reasonable period of time. Therefore, the results explained
in [Bamieh and Giarre, 1999] or in [Boonto and Werner, 2008] are not applicable here. In such
case a common approach is to construct a Linear Parameter Varying (LPV) model from the
existing set of models obtained in single operating points.
7.1 LPV Design
For a class of non-linear systems, an LPV model can be built with linear structure and time-
varying parameters with the operating point. Any LPV model can be represented in state-space
form as follows:
x(k + 1) = A((t))x(k) +B((t))u(k)
y(k) = C((t))x(k) +D((t))u(k)
(7.1)
The dynamics of LPV models are functions of a measurable time varying parameter vector
(t).
In our case, an analysis of the linear models identied in Chapter 5 can be done to determine
which parameters will be considered time-variant. The system modelling method explained in
such chapter allows us to identify some linear models in multiple operating points. Then, an
LPV model can be constructed by nding an experimental scheduling function that describes
how parameter vary with the operating point.
As discussed in Chapter 5, the proposed FDI scheme consists in two dierent subsystems:
residual generation and evaluation. Each subsystem contains a model that has to be able to
estimate the system output in the whole range; the nominal and the error model, respectively.
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Since the nominal model includes an observer gain, while the error model not and the latter is
also non-linear, the LPV design is dierent in both cases.
7.1.1 Nominal LPV model
The nominal models are identied using the ARX structure described in Eq. (6.1). When this
structure is converted to state-space form by applying Eq. (6.2), the model can be expressed in
the standard observability form (considering D = 0) given by:
Ao =
0BB@
 g1 1 0 ::: 0
 g2 0 1 ::: 0
: ::: :
 gn 0 0 ::: 0
1CCA
Bo =
 
f1 ::: fn
T
Co =
 
1 0 ::: 0

(7.2)
where v1; v2; ::vn and w1; w2; ::wn are the coecients of the polynomials V (q) and W (q) of Eq.
(6.1) respectively. The major variances are in the denominator W (q), so the matrix Ao is very
similar for all operating points identied.
Furthermore, the inclusion of the observer (6.5) makes the Ao matrix constant for all the
operating points. Then, the gain L scheduled with the operating point keeping constant the
eigenvalues of the matrix Ao. Due to the low variations in the polynomial W (q) throughout the
dierent models, the observer gain L is only slightly modied. This leads to an observer with
similar properties for all the wind turbine operating range.
The fact that the matrix Ao is the same for any wind turbine operating point, i.e. it does not
have varying parameters, solves the stability problem. Since such matrix contains the system
dynamics, if all its eigenvalues are inside the unit circle (in the discrete-time case), the LPV
nominal model will be stable for the entire operating range.
From (7.2) it is clear that only the parameters in Bo matrix present large changes with the
operating points. As an example, Figure 7.1 illustrates the uncertainty in the rst column of
Bo for the model 2 with generator speed output. The curves of this gure are constructed for
the three operating points: 7m/s, 12m/s and 17m/s indicated with dashed lines. This model
has been identied with an order equal to 4 as shown in Table 5.2, such that the rst column
of matrix Ao has 4 parameters, one for each state. The rst model input is the wind speed. So
the curves in the gure represents the uncertainty against this signal. The wind speed has more
turbulent form for high values. This implies that parameter uncertainty grows with the wind
speed as can be notice in Figure 7.1.
If all the nominal models hold the properties described above, the way to build the LPV
nominal model can be summarized as follows:
Figure 7.1: Uncertainty in the parameters of 1st column of the model 2.
1. Identify a set of models for dierent operating points, i.e. at 7m/s, 12m/s and 17m/s
wind speeds.
2. Add the observer gain to those models to achieve the properties described in Eq. (7.2).
3. Extrapolate the parameter values of Bo identied in each operating point using linear
methods to the whole wind turbine range, as shown in Figure 7.1.
At the end of this process, the result is a three-dimensional matrix Bo where the third di-
mension is a function of the wind speed. The matrix Ao and Co are two-dimensional as shown
in Figure 7.2.
Figure 7.2: Nominal LPV model.
Since stability has been guaranteed by checking the eigenvalues of matrix Ao, it is important
to check the Bode of the system in order to discover strange behaviours. In this sense, for exam-
ple, Figure 7.3 illustrates the Bode of transfer function between generator torque (input) and
generator speed (output), i.e. a part of model 2. Notice that x-axis represents the frequency
in rad/s, y-axis the wind speed in m/s and z-axis the bode magnitude in dB. Due to the LPV
form, the Bode has three dimensions since wind speed dimension is added.
The left Bode represents the LPV model generated while the right one represents the
BladedTMlinear model. Both Bodes are placed together in order to compare our LPV model
with an external linear model to check the consistency. If not unusual behaviours are found, the
nominal LPV can be terminated. In this case, the system works as a high-pass lter throughout
the whole wind turbine range.
Figure 7.3: Bode of LPV transfer function between generator torque and generator speed.
These checks can be made for all transfer functions that composes the system of Figure 5.1.
7.1.2 Error LPV model
The FDI algorithm designed not only consists of a nominal model, but also includes a model
for the error. Of course, this latter model must be able to be used in the whole wind turbine
range, thus an LPV model has also be built for this case.
As explained in Section 6.2, the error model has been obtained using non-linear identica-
tion techniques. Therefore, the resulting model is non-linear and has to be linearised. There
are multiple model linearisation techniques of NNFIR models as explained in [w. The Math-
Works, 2010b]. One common way to obtain this linearisation consists in computing the so-called
tangent approximation. The resulting model of this process is a rst-order Taylor series approx-
imation for the NNFIR about some operating point, which is dened by a constant input and
state model. The resulting linear model is accurate in the local neighbourhood of this operating
point.
On the other hand, unlike the nominal model G0, the error model Ge does not include an
observer feedback. Because the output signals of error models have always zero mean, long-term
deviations are not possible, therefore an observer is not necessary here. For this reason it is not
justied to consider that the matrix A will have the same values for dierent operating points,
as in Eq. (7.2). However, by examining the values of matrix A for all operating points, it is
easy to see that those parameters do not have high variations throughout the dierent operating
points. For example, Figure 7.4 illustrates the variation of rst column of matrix A, of error
model for the nominal model 1 (left graph). The variation of the parameters is insignicant
compared to the parameter variations in B matrix (right graph). Both graphics are obtained
from error model of the nominal model 1 Ge;1, corresponding to the electrical power output.
Only the rst column is shown to help in the understanding of the graphics.
This analysis has been done for the other parameters obtaining similar behaviours. There-
fore, the matrix A can be considered constant, where the nominal value is calculated from the
Figure 7.4: LPV model parameter variation.
average of all operating points. If such matrix has all eigenvalues in the unit circle, the system
will be stable for entire wind turbine range (under slow parameter variation assumption), so
the stability problem is also solved. Then, the linear parameter varying matrix B is computed
in the same way as for the nominal model G0 described previously. In short, the same method
for LPV model construction presented in previous section can be reformulated here as:
1. Identify a set of NNFIR models for dierent operating points, i.e. at 7m/s, 12m/s and
17m/s wind speeds.
2. Linearise the NNFIR models applying rst-order Taylor series approximation.
3. Study the parameter variations in matrixA andB of these linearised models and determine
which parameters have larger variations. If the variation in A matrix are much lower than
in B, compute its nominal values from the average of all operating points, and check the
stability.
4. Extrapolate the parameter values of B0 of each operating point to the whole wind turbine
range.
When the nominal and error models for single operating points have been extrapolated to
LPV models, the FDI system is able to detect faults for any wind turbine operating point. The
next section shows the results of fault detection for dierent wind speeds to check the consis-
tency of the algorithm.
7.2 Results for Full Operation Range
Let us consider the faults of Table 7.1, where all the models described in previous chapter are
included. Dierent operating points are considered in order to analyse the reliability of the
LPV models.
These faults are similar to those presented in Section 6.3, but the wind speed operating point
changes. In the following paragraphs the eect of each of these faults are analysed separately,
in order to check the reliability of the LPV models constructed.
Signal name Fault description Operating point Observer gain
1 Electrical power Proportional gain of 50% 4m/s  = 0:8
2 Generator speed Proportional gain of 15% 9m/s  = 0:5
3 Generator torque Proportional gain of 10% 14m/s  = 0:2
4 Blade pitch angle Proportional gain of 10% 21m/s  = 0:2
Table 7.1: List of faults analysed in the whole operating range.
Electrical Power Sensor Fault
The fault in electrical power sensor considered consists in a gain change of 50%. This fault
occurs when wind turbine is operating at 4m/s of wind speed. Notice that the nearest oper-
ating point identied from real eld data is at 7m/s. Figure 7.5 illustrates the fault detection
indicator of FDI algorithm designed. The fault occurs at t=100s and the fault indicator is
activated during more than 1 second. Then, the estimated output ts the real measurement
due to its higher observer gain value.
Figure 7.5: Electrical power sensor fault detection for 4m/s wind speed operating point.
Generator Speed Sensor Fault
The fault in generator speed sensor considered is a gain change of 15%. The wind speed is
9m/s when the fault occurs, and the generator speed has not yet reached its nominal value.
Figure 7.6 illustrates the occurrence of such fault. Notice that the fault indicator is active for
longer than in the previous case. This behaviour is due to lower observer gain set for this model.
Figure 7.6: Generator speed sensor fault detection for 9m/s wind speed operating point.
Generator Torque Actuator Fault
The generator torque actuator fault has the same properties as seen in the previous chapter.
When a gain change of 10% is caused, the estimated output behaves as illustrated in Figure
7.7. In this case, a proportional gain of 15% has been applied. After the fault, the simulation
does not t the real output because the low observer gain. Therefore, when the transient has
passed, the fault indicator remains active forever.
Blade Pitch Angle Actuator Fault
The fault in blade pitch angle actuator considered is a gain change of 10%. This fault occurs
when wind turbine is operating at 21m/s of wind speed. The estimated output is not able to
t the real output after the fault occurs, then the fault indicator is always active. Since the
observer gain is  = 0:2 the system behaves as the simulation case presented in Section 6.1.
In all cases the fault is correctly detected in the transition zone, where nominal model suers
a correction by the observer to adapt it to the new faulty plant. The duration of this transition
is clearly dependent on the observer gain value. A high observer gain causes high speed tran-
sitions, thus the fault is only detected in small slots of time. Otherwise, a low observer gain
induce to long-term transitions and the indicator fault is activated for a long time.
Basically this chapter has demonstrated that the FDI system designed in this work is able
to detect the rst 4 faults presented in Table 3.1. Moreover, in the next chapter it will be
shown that all models detect the latest fault, corresponding to wind speed input signal, since
it is an input of all of them. Therefore, an isolation technique has to be presented in order to
Figure 7.7: Generator torque actuator fault detection for 14m/s wind speed operating point.
Figure 7.8: Blade pitch angle actuator fault detection for 21m/s wind speed operating point.
dierentiate if the fault is caused by the output or input sensor.
Chapter 8
Residuals Sensitivity and Fault
Isolation
The methods presented in the previous chapters allow the FDI system to detect faults but not
to isolate them. There are some kinds of faults that can cause the activation of more than
one residual, allowing to develop a method to isolate the source of the fault. By identifying the
origin of the fault, a fault-tolerant control can be activated accordingly to recongure the control.
In this chapter, a method for fault isolation based on residual sensitivity is introduced. In
general, other faults than those analysed previously, which can cause activation of more than
one residual are studied. Thus, at the end of this chapter, the FDI system will be able to detect
and isolate all the faults presented in Table 3.1.
8.1 Residuals Table
In the previous chapters, an algorithm for fault detection has been explained. This algorithm
allows the FDI system to detect when occurs a fault in the following wind turbine components:
1. Electrical power sensor
2. Generator speed sensor
3. Generator torque actuator
4. Blade pitch angle actuator
Since simulation models (G0 and Ge) of the FDI system have the same inputs than the
plant shown in Figure 2.5, a fault in the wind speed sensor can cause an incorrect detection.
It is important to notice that the other two inputs (Generator toque reference and Blade pitch
reference) can not have errors because they are digital values read within the same controller;
there are neither sensors nor actuators intervening in the process. Therefore, the relations of
residuals against faults can be built as shown in Table 8.1. In this table the residual index
refers to the output of each model in Figure 2.5 and the fault index refers to faults considered in
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Residual F1 F2 F3 F4 F5
r1 1 0 0 0  1
r2 0 1 0 0  1
r3 0 0 1 0  1
r4 0 0 0 1  1
Table 8.1: Residuals activation table.
Table 3.1. The symbol  1 indicates that such residual can be (or not) activated due to fault F5.
Since the wind speed is an input of all models in the FDI scheme, a fault in this sensor
can cause an activation of all residual signals. There is no way to determine if a fault in such
signal will induce a massive residual activation because it depends on the type and magnitude
of the fault. For example, let us consider a fault as a xed output value (equal to 0) in the wind
speed signal, and suppose that the failure occurs for 17m/s wind speed at second 100. Figure
8.1 illustrates the estimated outputs using the four nominal models (i.e. G0;1 G0;2 G0;3 and
G0;4) and their adaptive thresholds. The structure of the gure is: top left graph for model 1
with electrical power output; top right graph for model 2 with generator speed output; bottom
left graph for model 3 with generator torque output; and bottom right graph for model 4 with
blade pitch angle output.
It is important to see that only the model 2 detects the presence of the fault in the correct
instant. The other models have more or less sensitivity to this fault but he fault is not detected
in any case. Thus, from this results, it is not possible to distinguish if this fault comes from the
generator or wind speed sensors.
Figure 8.1: Dierent residual sensitivities.
8.2 Sensitivity Analysis
The results described in [J. Mesenguer, 2010] enables FDI system to identify the source of fault
by analysing the residual sensitivities. Basically, the residual sensitivity to a certain fault is
given by [Gertler, 1998]:
Sfi;j (q
 1) =
@ri
@fj
(8.1)
which is a transfer function that describes the eect of fault fj in the residual ri. In the case
of abrupt unitary fault (step), the relation (8.1) can be evaluated in the discrete time domain as:
sfi;j (k) = Sfi;j (q
 1)fj(k) (8.2)
This transfer function can be computed analytically using Eq. (6.5), as well as its temporal
evolution of the residual.
Considering the Eq. (4.1) of residual set and according to Eq. (6.2) the computational form
of the residual generator is:
r(k) =  Gu(q)u(k) + (I  Gy(q))y(k) (8.3)
Alternatively, the residual given by Eq. (8.3) can also be expressed in terms of the eects
caused by faults as follows:
r(k) =  r0(k) + (I  Gy(q))(Gfa(q)fa(k) +Gfy(q)fy(k)) Gfu(q)fu (8.4)
where
r0(k) =  Gu(q)u0(k) + (I  Gy(q))y0(k) (8.5)
would be the expression of the faultless residual. The signals fu fy and fa represent faults in
the system input sensors, output sensors and actuators, respectively. Gfu, Gfy and Gfa are the
system transfer functions considering those system faults. The sub-index "0" indicates that the
corresponding signal does not include the eect of faults. Then, for example, the faulty input
signal u(k) can be written as:
u(k) = u0(k) + Fufu(k) (8.6)
where fu(k) is the input sensor fault while Fu is its associated matrix (equal to identity if inputs
faults are independent).
It is possible to use these expressions to analyse, separately, output sensor faults fy, inputs
sensor faults fu and actuator faults fa, to compute the residual fault sensitivity time evolution.
1. Sensitivity of the residual to an output sensor fault: Given Eq. (8.1) and consid-
ering the residual form of Eq. (8.4) the analytical Sfy expression will be:
Sfy(q) = (I  Gy(q))Gfy(q) (8.7)
Then, the combination of Eq. (8.7) with the nominal model in state-space form with
observer conguration given in Eq. (6.4), results that:
Sfy(q) = (I   C(qI   (A  LC)) 1L)Fy (8.8)
2. Sensitivity of a fault to an input sensor fault: Applying the analysis procedure used
in the output sensor case, it is easy to see that:
Sfu(q) =  (C(qI   (A  LC)) 1(B   LD) +D)Fu (8.9)
3. Sensitivity of a fault to an actuator fault: With the same procedure than previous
cases, it results in:
Sfa(q) = (I   C(qI   (A  LC)) 1L)(C(qI  A) 1Fa) (8.10)
To apply these results in our FDI scheme, rst of all, it is necessary to determine which
fault of those presented in Table 3.1 is present. In this sense, by examining the Figure 2.5, such
table can be rewritten as in Table 8.2.
The Table 8.2 indicates to the FDI system which is the transfer function that determines
the time evolution should have the residual signal for each fault. Then, for example, if there is
a fault in the wind speed sensor, the residual of model 1 (with electrical power output) must
have the same shape than the indicated by the sensitivity Sfu(q).
Signal name Signal type Sensitivity
1 Electrical power output sensor Sfy(q)
2 Generator speed output sensor Sfy(q)
3 Generator torque actuator Sfa(q)
4 Blade pitch angle actuator Sfa(q)
5 Wind speed inputs sensor Sfu(q)
Table 8.2: List of faults covered, separated by typology.
8.3 Fault Isolation Results
The purpose of this section is to validate the results presented before in a given fault scenario.
Basically, let us consider the situation shown in Figure 8.1 where an abrupt fault in wind speed
input sensor was illustrated. In such case, the fault was only detected by the residual corre-
sponding to generator speed output sensor. Without the use of the sensitivity analysis, the FDI
system would have assigned the fault to generator speed sensor and the reconguration action
taken by the fault-tolerant control would be wrong.
Two faults can aect to the generator speed residual:
1. Generator speed output sensor fault
2. Wind speed input sensor fault
Therefore, the corresponding two residual sensitivity functions have to be analysed. Using
Eq. (8.8) and Eq. (8.9) respectively, both sensitivities are computed and shown in Figure 8.2.
In this graphic, the time evolution of the residual sensitivity for model 1 with generator speed
output is illustrated. The left graph is the fault sensitivity to an output sensor fault, i.e. a
fault in the generator speed sensor. The right graph is the fault sensitivity to an input sensor
fault, i.e. a fault in the wind speed sensor. Both curves are dierent, thus the faults are isolable.
Let us consider now the two possible fault scenarios described in the list above with an
abrupt fault (xed value to 0) in both cases. Figure 8.3 illustrates the FDI internal signals for
the corresponding model when these faults occur. The gure shows the generator speed output
sensor fault (abrupt fault) in the top plot, and the wind speed input sensor fault (abrupt fault)
in the bottom plot. It is obvious that both scenarios cause dierent behaviours in the estimated
output; when an abrupt fault is done in generator speed output sensor, the estimated output is
not able to t the real faulty measurement. Thus the fault indicator is always active after the
fault. When an abrupt fault is given in wind speed input sensor, not only the input of the model
is aected because the LPV model uses this signal for the parameter variation. Therefore, after
the transient is dicult to determine what happens with the estimated output. However, the
signal time evolution in the transient zone can be analysed in order to nd out the fault origin.
By examining Figure 8.2 and Figure 8.3 it is easy to see that the faults are clearly isolable
since the estimated output follows the shape of the corresponding residual sensitivity in the
transient. For the case of wind speed input sensor fault, the transient has less amplitude than
in the generator speed output sensor fault. This eect is also visible in Figure 8.2 where the
Figure 8.2: Time evolution of the residual sensitivity for generator speed.
residual sensitivities have dierent amplitude scale being much lower the one corresponding to
wind speed input sensor.
Of course that the residual sensitivities are computed o-line and its time evolution curves
are included in the FDI system. In on-line mode, when the fault has been detected the tran-
sition signals are recorded. Then the Euclidean distance described in [Basseville, 1988] can be
applied in order to compute the dierence between signals and isolate the fault. Normally the
standard euclidean norm is useful to compute such distance.
In this chapter, a method for fault identication and isolation has been exposed. With this
part the FDI system designed in this research will be able to detect and isolate all the faults
described in Section 3.2.
Figure 8.3: The internal FDI signals for fault detection of model 2.

Chapter 9
Conclusions
In this master thesis, a fault diagnosis identication system is developed for improving the re-
liability of wind turbines. The study is based on a model of a variable-speed, variable pitch
3MW real wind turbine that the company Alstom Wind S.L.U. has provided the data. The
faults considered in the project are chosen based on published statistical studies of wind turbine
faults and are related to elements used for the control system. The analysis primarily focuses
on sensor and actuator faults, which are validated using real wind turbine eld data.
In the fault diagnosis, model-based algorithms are primarily developed, due to its improved
resilience towards making incorrect decisions compared to signal-based approaches. Those mod-
els have been constructed using system identication methods to achieve the maximummatching
with the reality.
Additionally, the uncertainty is taken into account to be robust against modelling errors
and signal noise. It is achieved using techniques of model error modelling that allow nding a
model for the uncertainty. The robustness of a fault detection system means that it must be
only sensitive to faults, even in the presence of model-reality dierences.
Wind Turbine Modelling
The model of the wind turbine is the most important issue in any model-based system. In this
work, the wind turbine model is constructed using system identication techniques and real eld
data. The company Alstom Wind S.L.U. provide us with a non-linear model extracted from
a commercial software and eld data of the wind turbine under study collected in a long-term
campaign.
The standard ARX structure in model identication methods is used to construct models
in single operating points. The order of the model is determined by analysing the non-linear
model given and dierentiating between non-similar dynamics.
77
One Operating Point Fault Detection
It is not possible to identify a model that covers the whole wind turbine operating range, since a
vector of continuous data that contains measurements between 3m/s and 25m/s of wind speed
are impossible to obtain, thus nominal models have been identied in specic operating points.
Then, the dierent methods of model usage available in the literature are studied in order
to determine which type is more useful for implementing the fault detection algorithm. The
importance of this part lies in nding a model that avoid long-term deviations. Such devia-
tions could cause incorrect fault detections, and therefore a wrong fault-tolerant control action.
Therefore, it is determined that the best model usage is one that includes an observer feedback
to correct the possible deviations.
Furthermore, when building a model of a dynamic process to monitor its behaviour, there is
always a mismatch between the modelled and the real behaviour. This is because some eects
are neglected in the model, some non-linearities are linearised, the real signals have noise, etc.
A way to take this into account consists in identify a model that includes all of these unmodelled
eects. Therefore, a model for the error is also identied with real eld data to handle this
uncertainty and make the FDI system robust.
Full Operation Range Fault Detection
The results extracted for one single operating point have to be extrapolated to the entire wind
turbine operating range. This feature is achieved using LPV models. The FDI system has to
be able to operate for years, and the wind turbine can be at any point of operation when the
fault appears. Therefore, a model that covers the entire wind turbine range is needed.
Since the FDI system is composed of nominal and error models, the LPV design must in-
clude both. In this sense, some important properties of observer conguration are exploited in
order to make the LPV design more reliable.
Residuals Sensitivity and Fault Isolation
There are some kind of faults that can cause the activation of more than one residual, then
the FDI system must include a method to isolate the source of the fault. By identifying their
origin, the fault-tolerant control can act in concordance to recongure the control. To achieve
this important feature, a residual sensitivity analysis is done.
Finally, the residual sensitivities curves that determine the fault time evolution are included
in the FDI system. Then, when some fault occurs, the FDI system only needs to compare the
shape of the residual in the transition to the internal residual sensitivity forms recorded in the
design process.
Overall Conclusion
In this research, a robust model-based fault detection and identication algorithm has been
presented. The method has been developed to be as realistic as possible and to include real
eld data measurement to obtain the nominal models and the error models. This last model
allows taking into account the uncertainty and noise, and therefore ensuring the robustness of
the algorithm. Moreover, the LPV structure enables the model to be applied to the entire wind
turbine operating range.
The algorithm is focused on detecting and isolating faults in the main sensors and actuators
of the control system to establish the rst steps for a future fault-tolerant control scheme.
Limitations and Recommendations for Future Work
In order to make the developed algorithms applicable on real wind turbines, some further work
have to be conducted, to guarantee that the algorithms perform satisfactorily. The main limi-
tation of the FDI system designed is the reliability against non-studied fault scenarios. There
may be any component failure not considered in this work that causes the activation of some
residual. In such case the fault will be identied incorrectly and then the fault-tolerant recon-
guration action can cause major inconveniences.
On the other hand, future work is needed in order to complete the whole fault-tolerant
control scheme. This research only considers the rst stage of a fault-tolerant control: the fault
diagnosis. Then, a control able to understand the failures detected and implement corrective
actions is essential.
In short, two important future works are proposed:
1. Complete fault analysis study
2. Fault-tolerant control design
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