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17 Zeroes of the Swallowtail Integral
David Kaminski
Abstract
The swallowtail integral
S(x, y, z) =
∫ ∞
−∞
exp[i(u5 + xu3 + yu2 + zu)] du
is one of the so-called canonical diffraction integrals used in optics, and
plays a role in the uniform asymptotics of integrals exhibiting a con-
fluence of up to four saddle points. In a 1984 paper by Connor, Curtis
and Farrelly, the authors make a number of remarkable observations re-
garding the zeroes of S(x, y, z), including that its zeroes occur on lines
in xyz-space, and that the zeroes of S(0, y, z) lie along the line y = 0.
These assertions are based on numerical evidence and the asymptotics
of S(0, 0, z). We examine these assertions more completely and provide
additional detail on the structure of the zeroes of S(x, y, z).
1 Introduction
The swallowtail integral
S(x, y, z) =
∫ ∞
−∞
exp[i(u5 + xu3 + yu2 + zu)] du (1)
is one of the suite of integrals used in asymptotics for the construction
of uniform asymptotic expansions of integrals in which four saddle
points coalesce [W, Ch. VII, §6], and has a home in optics where the
integral is used to describe diffraction phenomena [BK]. These types of
integrals were the object of considerable study in the 1980s and 1990s,
but still surface in the literature on occasion in more recent years (see,
for example [CH] and [Nye]), and have even found a home in the NIST
Handbook of Mathematical Functions [NIST, Ch. 36].
When working with S(x, y, z) it is often less notationally cumber-
some to use a slightly rescaled version,
Q(x, y, z) =
∫ ∞
−∞
exp[i(15 t
5 + 13xt
3 + 12yt
2 + zt)] dt. (2)
1
S and Q are easily related by
S(x, y, z) =
1
51/5
Q(
3x
53/5
,
2y
52/5
,
z
51/5
) (3)
and
Q(x, y, z) = 51/5S(
53/5x
3
,
52/5y
2
, 51/5z). (4)
Both S and Q enjoy the symmetry
S(x,−y, z) = S(x, y, z), Q(x,−y, z) = Q(x, y, z), (5)
where the overline represents complex conjugation, so all our work
involving S and Qmay be restricted to y ≥ 0 without loss of generality.
Nye [Nye] uses
1√
2pi
Q(x, y, z) as his swallowtail integral.
We note that through an application of Jordan’s lemma, the inte-
gration contour can be deformed into one that begins at∞e9pii/10 and
ends at∞epii/10, so that the integrand undergoes exponential decay as
|t| → ∞ along the integration contour.
Of interest to us in the present work is the distribution of zeroes of
Q for large values of the parameters x, y and z, which we take to be
real. In particular, our attention will initially focus on the remarkable
observations made in [CCF] that the zeroes of S (and therefore of Q)
lie along lines in xyz-space, and that the zeroes of S(0, y, z) are to be
found along the z-axis in the yz-plane. The setting in [CCF] is one
of numerical computation, and the authors appear to be making the
claim based on computated values of S they made, and draw attention
to the connexion of the asymptotics of S(0, 0, z) and location of the
computed zeroes.
Of related interest is a set of observations made in [Nye] where
reference is made to saddle points of Q(x, 0, z). Some additional com-
mentary on Nye’s work is provided at the close of this paper.
2 Q(0, 0, z)
With
f±(t) = 15 t
5 ± t (6)
we see that a change of variable t 7→ |z|1/4t permits us to write
Q(0, 0,±|z|) = |z|1/4
∫ ∞epii/10
∞e9pii/10
ei|z|
5/4f±(t)dt. (7)
It follows that for the case of z > 0, the saddle points for Q(0, 0, z) are
t = ±e±pii/4, or
tk = i
iepii/4, k = 0, 1, 2, 3. (8)
2
For z < 0, the corresponding saddles for Q(0, 0,−|z|) are t = ±1,±i,
or
tk = i
k, k = 0, 1, 2, 3. (9)
We observe that
f+(tk) =
4
5 i
kepii/4 and f−(tk) = − 45 ik
where the selection of tk is made in (8) or (9) according to the sign of
z.
The steepest descent paths through these saddles in each case (z >
0 or z < 0) are among the steepest curves through the saddles. For
z > 0,
i
(
f+(t)− f+(tk)
)
= 2i3k+1e3pii/4(t− tk)2 − 2(−1)k(t− tk)3
+ik+1epii/4(t− tk)4 + 15 i(t− tk)5,
and for z < 0,
i
(
f−(t)− f−(tk)
)
= 2i3k+1(t− tk)2 + 2i2k+1(t− tk)3
+ik+1(t− tk)4 + 15 i(t− tk)5,
where, again, the selection of saddles tk is made from (8) or (9) ac-
cording as z > 0 or z < 0. The steepest curves for z > 0 passing
through t0 and t1 are depicted in Fig. 1 (the origin in each illustration
in the figure corresponds the saddle point, so the left illustration in
Fig. 1 depicts t1 at the origin, and the right illustration in Fig. 1 has
t0 located at the origin).
For z > 0, the steepest descent curve through t1 is that curve Γ
+
1
beginning at ∞e9pii/10 which passes through t1 and then rises to ∞i;
the steepest descent curve through t0 is that curve Γ
+
0 beginning at∞i
which passes through t0 and then ends at∞epii/10. Thus, for S(0, 0, z)
with z > 0, the integration contour can be deformed into the sum
of these two steepest descent curves, Γ+1 + Γ
+
0 , yielding two relevant
saddle points for the asymptotics of S.
When z < 0, the steepest descent curve through t2, Γ
−
2 , is the one
beginning at ∞e9pii/10 passing through t2 and dropping into the lower
half plane to end at∞e13pii/10. The steepest descent curve through t3,
Γ−3 , is the one beginning at∞e13pii/10 rising up to t3 and then dropping
again into the lower half-plane to end at∞e17pii/10. The steepest curve
passing through t0 (cf., the bottom illustration in Fig. 2), Γ
−
0 , begins
at ∞e17pii/10, rises up to t0 and then continues into the right of the
upper half-plane to end at ∞epii/10. So, for S(0, 0, z) with z < 0, the
original integration contour gets deformed into a sum of three steepest
descent curves, Γ−2 +Γ
−
3 +Γ
−
0 , in turn those passing through t2, t3 and
t0, yielding three relevant saddle points for our asymptotic analysis.
3
Γ1
+ Γ0
+
Figure 1: Curves Im i(f(t)−f(tk)) = 0 for k = 1 (left) and k = 0 (right). In each figure,
the coordinate used is t− tk = u+ iv, u, v real, so that the saddle point at the origin in
each plot.
With the steepest descent paths and relevant saddles identified, we
can construct the asymptotics of Q for large |z|.
For z > 0, there are only two relevant saddles. Writing λ = z5/4,
our steepest descent calculation proceeds along the usual lines (cf. [W,
Ch. II, §4]:∫
Γ+k
eiλ(f+(t)−f+(tk)+f+(tk))dt = eiλf+(tk)
∫
Γ+k
eiλ(f+(t)−f+(tk))dt, k = 0, 1.
With i(f+(t) − f+(tk)) = −τ we find t − tk ∼ ±
√
2i/f ′′+(tk) · τ1/2 to
leading order, and so
dt+
dτ
− dt
−
dτ
∼
√
2i
f ′′+(tk)
τ−1/2
to leading order. Accordingly,∫
Γ+
1
+Γ+
0
eiλf+(t)dt ∼
{
eiλf+(t0)
√
2i
4t30
+ eiλf+(t1)
√
2i
4t31
}√
pi
λ
.
Since 2i/(4t30) =
1
2e
−pii/4 and 2i/(4t31) =
1
2e
pii/4,
eiλf+(t0)
√
2i
4t30
+eiλf+(t1)
√
2i
4t31
=
e−4λ/5
√
2
√
2
(e4λi/(5
√
2)−pii/8+e−4λi/(5
√
2)+pii/8)
we obtain ∫
Γ+
1
+Γ+
0
eiλf+(t)dt ∼
√
2pi
λ
e−4λ/5
√
2 cos(
4λ
5
√
2
− pi
8
)
4
Γ2
-
Γ3
-
Γ0
-
Figure 2: Curves Im i(f(t) − f(tk)) = 0 for k = 2 (left) and k = 3 (right) and k = 0
(bottom). In each figure, the coordinate used is t − tk = u + iv, u, v real, so that the
saddle point at the origin in each plot.
as λ→∞, to leading order. Since
Q(0, 0, z) = z1/4
∫
Γ+
1
+Γ+
0
eiλf+(t)dt
if we want the asymptotic distribution of the zeroes of Q, then we will
want the cosine factor to vanish, so that we must have
4λ
5
√
2
− pi
8
= (2m+ 1)
pi
2
for m = 0, 1, 2, . . .. Isolating λ and restoring the large parameter z
results in the approximate zeroes
z ∼
[
5
√
2
4
(pi
8
+ (2m+ 1)
pi
2
)]4/5
, m = 0, 1, 2, . . . . (10)
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For z < 0, three saddles are relevant and in an entirely similar
manner as that for positive z, we have, with λ = |z|5/4,∫
Γ−k
eiλf−(t)dt = eiλf−(tk)
∫
Γ−k
eiλ(f−(t)−f−(tk))dt, k = 2, 3, 0.
Once again we are setting i(f−(t)− f−(tk)) = −τ and to leading order
we have t− tk ∼ ±
√
2i/f ′′−(tk)τ
1/2. We find
∫
Γ−
2
+Γ−
3
+Γ−
0
eiλf−(t)dt ∼
{
eiλf−(t0)
√
i
2
+ eiλf−(t2)
√
i
−2 + e
iλf−(t3)
√
i
2i
}√
pi
λ
since the expressions for tk are so much simpler in the z < 0 case.
With the principal branch of square root being used, we find∫
Γ−
2
+Γ−
3
+Γ−
0
eiλf−(t)dt ∼
√
pi
2λ
{
e−4λi/5+pii/4 + e4λi/5−pii/4 + e−4λ/5
}
and since the last term is exponentially negligible compared to the
other two, we arrive at the first order approximation∫
Γ−
2
+Γ−
3
+Γ−
0
eiλf−(t)dt ∼
√
2pi
λ
cos
(
4λ
5
− pi
4
)
as λ→ +∞. If this is to vanish, then we must have
4λ
5
− pi
4
= (2m+ 1)
pi
2
for integers m, and restoring z,
z ∼ −
[
5
4
(pi
4
+ (2m+ 1)
pi
2
)]4/5
, m = 0, 1, 2, . . . . (11)
The approximate zeroes in (10) and (11) are the zeroes identified
as the line of zeroes in [CCF].
3 Q(0, y, z)
In allowing y to be nonzero, we begin as before by rescaling the inte-
gration variable with t 7→ |z|1/4t to produce
Q(0, y,±|z|) = |z|1/4
∫ ∞epii/10
∞e9pii/10
ei|z|
5/4f±(t;γ)dt
where now
f±(t; γ) = f±(t) = 15 t
5 + 12γt
2 ± t (12)
6
and
γ =
y
|z|3/4 .
If it happens that we restrict y to be bounded, then the quantity γ is
clearly evanescent as |z| → ∞, and so the study of Q(0, y, z) reduces
to that of Q(0, 0, z) for which there are, indeed only zeroes along the
z-axis.
A more subtle approach is needed if γ > 0; recall (5). If (y, z) lies
above the caustic in the yz-plane, (z/3)3 = (y/4)4, corresponding to
γ = 4/33/4, then we know the phase function (12) f+(t) has saddle
points consisting of two complex conjugate pairs, say
t1 = p1 + iq1, t2 = p1 − iq1 and t3 = p2 + iq2, t4 = p2 − iq2,
where p1, p2, q1, q2 are real numbers with q1 and q2 nonnegative. From
the theory of equations, we know that the sum of these saddle points
must equal the coefficient of t3 in f ′+(t), or t1+ t2+ t3+ t4 = 0. Thus,
2p1+2p2 = 0 whence p1 = −p2. Let us take p = p1 ≥ 0 and so p2 = −p
and our roots of f ′+ = 0 have the form
t1 = p+ iq1, t2 = p− iq1, t3 = −p+ iq2, t4 = −p− iq2 (13)
with all of p, q1, q2 nonnegative.
Additionally, the coefficient of t2 in f ′+ = 0 is also 0, so the elemen-
tary symmetric function
t1t2 + t1t3 + t1t4 + t2t3 + t2t4 + t3t4
must vanish. Using the values (13) in this symmetric function leads to
the identity q21 + q
2
2 = 2p
2.
In considering the steepest descent curve structure applicable in
this case, we see that the circumstance for z > 0 in our analysis of
Q(0, 0, z) applies directly in this case: the relevant saddle points con-
tributing to the asymptotic behaviour of Q(0, y, z) are the two saddles
above the real axis in the t-plane, so we need only consider t1 and t3.
Furthermore, the steepest descent paths then have the same form as
Γ+1 and Γ
+
0 of §2 and in Fig. 1. Therefore, the dominant contributions
to the asymptotic behaviour of Q(0, y, z) are of the form
eiλf+(tk)+pii/4−i(arg f
′′
+(tk))/2
√
2pi
λ|4t3k + γ|
(14)
for k = 1, 3 with λ = z5/4; here, f ′′+(tk) = 4t
3
k+γ. Since t
4
k+γtk+1 = 0,
we find that t5k = −tk−γt2k and so f+(tk) = 310γt2k+ 45 tk and evaluating
at t1 and t3 gives
f+(t1) = { 310γ(p2 − q21) + 45p}+ i{ 310γ · 2pq1 + 45q1}
f+(t3) = { 310γ(p2 − q22)− 45p} − i{ 310γ · 2pq2 − 45q1}.
7
In light of the relation q21 + q
2
2 = 2p
2, we have p2 − q22 = −(p2 − q21) so
that these evaluations lead to
if+(t1) = −{ 310γ · 2pq1 + 45q1}+ i{ 310γ(p2 − q21) + 45p}
if+(t3) = +{ 310γ · 2pq2 − 45q2} − i{ 310γ(p2 − q21) + 45p}.
If these are used in (14), then we see that the contribution of the saddle
point t1 is of exponentially small order compared to the contribution
from t3 and so there is no way to combine the two contributions in a
form that would permit us to extract a zero of Q(0, y, z), unless we
had p = 0.
If it were to happen that p = 0, then there would be four saddle
points for our integral strung along the imaginary axis in the t-plane,
an impossible occurrence under the current hypotheses, for that then
implies that f ′+(t) has a nonzero quadratic term which can only happen
in the case where x 6= 0 in Q(x, y, z).
So, above the caustic, it appears the only zeroes of Q(0, y, z) for
z > 0 occur along the z-axis.
For (y, z) below the caustic, the saddle point arrangement changes.
To fix our discussion, we assume z < 0 (which is certainly below the
caustic) and the relevant phase function now is f−(t; γ) = f−(t). As
we saw in §2, in this setting, f ′−(t) = 0 has one pair of real roots, and
one complex conjugate pair. Let the real roots be t1 < t2, and let t3
and t4 be the conjugate pair, say t3 = p+ iq and t4 = p− iq with q > 0.
The arrangement of saddle points and steepest descent curves we saw
in §2 for z < 0 carries over to this case with y > 0: the integration
contour for Q(0, y, z) can be deformed into a sum of steepest paths,
one through t1, one through t4 and one through t2, as was the case for
Γ−2 + Γ
−
3 + Γ
−
0 ; recall Fig. 2.
From the theory of equations, we know
∑
tk = 0 whence t1 + t2 =
−2p and ∑j<k tjtk = 0 implies t1t2 = 3p2 − q2.
Since t1 and t2 are real saddles, f− must have a local max at t1
and a local min at t2, and so f
′′
−(t1) = 4t
3
1 + γ < 0 and f
′′
−(t2) =
4t32 + γ > 0. As well, f
′
−(tk) = 0 implies that t
4
k = 1 − γtk giving the
evaluations f−(tk) = 310γt
2
k − 45 tk. The saddle at t4 will result in an
exponentially negligible contribution, and so we find, to leading order,
that the saddles t1 and t2 contribute
eiλf−(t1)−pii/4
√
2pi
λ|f ′′−(t1)|
+ eiλf−(t2)+pii/4
√
2pi
λf ′′−(t2)
where λ = |z|5/4, as before.
If these contributions are to combine into a cosine term as in the
previous cases we’ve examined, then we will need to have
f−(t1) = −f−(t2) and 4t31 + γ = −(4t32 + γ).
8
The first of this pair then implies
3
10γt
2
1 − 45 t1 = −( 310γt22 − 45 t2)
or
0 = 310γ(t
2
1 + t
2
2) +
8
5p.
Since γ > 0 and t1 and t2 are real, then we must have p < 0. t1+ t2 =
−2p then implies that t2 > |t1|. To have 4t31 + γ = −(4t32 + γ) is
equivalent to −2(t31+ t32) = γ. But t2 > |t1| gives t32 > |t1|3 from which
we obtain t32+ t
3
1 > 0 which in turn implies that γ < 0, a contradiction.
Therefore the contributions of the saddle points t1 and t2 to the
asymptotics of Q(0, y, z) for z < 0 cannot add in a way as to produce
a cosine factor.
Therefore, the only zeroes of Q(0, y, z) for z of either sign lie along
the z-axis.
4 Closing remarks
Pearcey & Hill [PH, p. 48] assert that if
I5(X,Y ) =
∫ ∞
−∞
ei(t
5+Xt2+Y t)dt,
then I5(0, Y ) has zeroes on the positive Y -axis near
Y = 5 · 2−6/5(n+ 58 )4/5 · pi4/5,
for n = 0, 1, 2, . . ., a result that we have recovered in our (10), once the
change in parameters in (3) and (4) is taken into account. However, our
result for the zeroes of Q(0, 0, z), given in (11) for negative z, although
close to what is reported in [PH, p. 52], suggests an arithmetic error
in [PH] – there is an incorrect scaling factor there.
The analysis of the distribution of zeroes of the swallowtail integral
for x 6= 0 is a more complicated affair, which we elect to leave for
another time.
Finally, we close by noting the relevence of [Nye] to this discussion.
Nye discusses families of zeroes of the swallowtail integral, using the
location of saddlepoints of S(x, 0, z) to anchor his analysis. However,
his analysis does not appear to produce explicit formulæ for the families
of zeroes of S(x, y, z), though he is able to provide a means of indexing
families of these zeroes.
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