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Transient error is a type of measurement error caused by fluctuations in psychological
states and assessed using short-term test-retest (dependability) studies. Although transient error
can hinder the advancement of psychological research, the states contributing transient error
have not been identified. The present study examined the extent to which eleven states associated
with cognitive processes involved in the completion of self-report measures (positive affect,
negative affect, attentiveness, fatigue, pain, stress, hunger, sleepiness, health, substance
intoxication, and recovery from effects of substances) influence the dependability of related trait
measures containing different amounts of transient error (BFI and PANAS-X). 305 MTurkers
completed self-report measures assessing their current states, the BFI, and PANAS-X twice over
a 1-week retest. Differences in state were relatively small in the present sample, indicating
participants were in similar states while completing the trait measures at each assessment
occasion. Next, the hypothesized states generally did not demonstrate an extensive impact on the
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trait scales. Differences in state rarely moderated the dependability of the trait measures and
rarely demonstrated a differential effect across the BFI and PANAS-X, despite containing
significantly different amounts of transient error. Moreover, deviations in the hypothesized states
infrequently predicted scores on the trait measures within individuals over time. Overall, the
findings indicate the hypothesized states infrequently contributed transient error in the present
sample; however, they many in other samples that experience great differences in state across the
assessment occasions. Future research should continue to identify the sources of transient error
and their impact on the measurement of trait-like constructs.
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CHAPTER 1

1.1 Introduction
Psychometrically sound measurement is essential for advancement in all areas of
science, including psychology (Clark & Watson, 2019; Schmidt & Hunter, 1999; Schmidt et al.,
2003). Indeed, the ability to accurately identify associations between constructs, examine
stability over time, examine growth and development, evaluate the efficacy and effectiveness of
interventions, and identify mechanisms and biological underpinnings all rely on the
psychometric properties of measurement tools. One critical psychometric property is reliability.
Broadly speaking, reliability refers the consistency of measurement and indicates the extent it is
influenced by error (Chmielewski & Watson, 2009; Schmidt et al., 2003; Urbina, 2014).
Therefore, reliable measurement is essential to have confidence in the results and conclusions
drawn from psychological research; however, measures rarely demonstrate perfect reliability due
to the ubiquity of measurement error (Chmielewski & Trujillo, 2020; Schmidt et al., 2003;
Schmidt & Hunter, 1999).
Poor reliability (i.e., high levels of irrelevant variance) can create substantial problems in
research. For example, measurement error can increase the appearance of construct change,
produce findings that do not replicate, lead to inaccurate evaluation of treatment and intervention
efficacy, distort associations between constructs, and hinder the identification of mechanism
1

(Anusic et al., 2012; Chmielewski et al., 2017; Chmielewski & Trujillo, 2020; Chmielewski &
Watson, 2009; Pargent et al., 2019; Schmidt et al., 2003). Indeed, measurement error may
substantially impede scientific progress. Thus, in order to correct for error in psychological
research, improve the reliability and validity of current and future psychological measures, and
obtain more accurate results, it is imperative to understand measurement error and its sources
(Chmielewski & Watson, 2009; Green, 2003; Gnambs, 2015; Schmidt & Hunter, 1996; Schmidt
et al., 2003; Watson, 2004).
1.2 Transient Error
All forms of measurement (e.g., self-report, informant-report, interview, behavioral
coding, laboratory tasks) are affected by measurement error; however, the types of error can
differ across methods. One often neglected type of measurement error relevant for trait or traitlike constructs is transient error. Transient error refers to variance produced by fluctuations in an
individual’s psychological state that systematically affect responses on trait measures during a
single assessment occasion but may produce inconsistent responses upon retest on another day
(Becker, 2000; Chmielewski & Watson, 2009; Gnambs, 2015; Green, 2003; Raykov & Penev
2005; Schmidt et al., 2003). As Schmidt and Hunter (1996) note, an individual’s mood may
affect his or her responses on an organizational commitment survey, regardless of that
individual’s general commitment, such that a positive mood may evoke more favorable
responses than a negative mood. Furthermore, because psychological states randomly fluctuate
over the course of days or weeks, different responses could emerge in the absence of true change
in the construct (Chmielewski et al., 2016; Green, 2003). Measures of constructs that are
theorized to vary from moment to moment, like mood, cannot be affected by transient error, as
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such variations in state measures would represent true changes in the construct of interest
(Chmielewski & Watson, 2009; Schmidt & Hunter, 1996).
Transient error can have widespread detrimental effects in psychological research. First,
transient error can affect our understanding of the target construct. For example, it can create the
inaccurate appearance of construct stability and change, thereby impacting understanding of a
construct’s development and the efficacy of interventions designed to elicit change in the
construct (Chmielewski et al., 2016; Chmielewski et al., 2017). Second, it can distort
associations with other constructs, thereby hindering our understanding of the related constructs.
Third, because such states frequently fluctuate, transient error can produce non-replicable results
(Chmielewski et al., 2016; Chmielewski et al., 2017). Despite the potential negative impact on
psychological research, little is known about which fluctuations in which specific states lead to
transient error.
Many have expressed the need for research examining the causes of transient error and
noted the lack of empirical evidence regarding its sources (e.g., Chmielewski & Watson, 2009;
McCrae et al., 2011; Schmidt & Hunter, 1996; Schmidt & Hunter, 1999; Watson, 2004). For
example, Schmidt and Hunter (1999) stated that when measurement error is not substantively
defined, “one is left the impression that measurement error springs from hidden and unknown
sources and its nature is mysterious” (p. 192). This position is echoed by Chmielewski & Watson
(2009) who stated that the “exact causes of transient error remain elusive and need to be clarified
in future research” (p. 198). This was also reiterated by McCrae and colleagues (2011) who
asserted that “state variations in trait perception that are themselves worthy of more serious
research attention” (p. 22) in order to determine why participants provide different responses on
3

different occasions and why such response behaviors occur for some traits more than others.
Others have emphasized that understanding the sources of transient error may advance
understanding of a given construct, like Schmidt and Hunter (1996) who stated “we cannot
dismiss transient error as irrelevant [to a given construct] without knowing the substantive nature
of the transient error” (p. 217).
1.3 Hypothesized Sources of Transient Error
Although the exact sources of transient error have not been empirically identified, many
researchers have hypothesized potential contributions to transient error including mood, health,
and fatigue (Becker, 2000; Chmielewski & Watson, 2009; Heggestad et al., 2006; Gnambs,
2014; Gnambs, 2015; Green, 2003; Reeve et al., 2005; Raykov & Penev, 2005; Schmidt et al.,
2003; Shaffer et al., 2016; Vispoel et al., 2018; Vispoel & Tao, 2013; Watson et al., 2015).
Importantly, these states have demonstrated empirical associations with processes that may be
involved in the completion of self-report measures, like memory and attention (Bower, 1981;
Huntsinger et al., 2010; Smith, 2013; Söderfjell et al., 2006; Oosterman et al., 2011; Ruci et al.,
2009; Teodoro et al., 2018). For example, research has demonstrated that mood may affect
several memory systems, including autobiographical and episodic (Drace, 2013; Ellis et al.,
1985; Ruci et al., 2009; Snyder & White, 1982). Results from such experiments suggest that an
individual’s mood during the moment of retrieval influences the valence of the information that
is retrieved. For instance, individuals are more likely to retrieve information that matches the
valence of their current mood, a phenomenon referred to as mood congruent memory (Bower,
1981; Drace, 2013; Ruci et al., 2009). However, there is also evidence of an incongruent memory
effect for negative moods, which may function as a compensatory mechanism (Isen, 1985;
Loeffler et al., 2013).
4
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Additionally, states relating to an individual’s current health or illness have been linked
to variation in memory and attention. For example, individuals experiencing chronic (e.g.,
fibromyalgia, chronic fatigue syndrome) and acute (e.g., influenza, common cold) illnesses
associated with pain lead to impaired working, episodic, and semantic memory as well as
increased distractibility (Smith, 2013; Söderfjell et al., 2006; Oosterman et al., 2011; Teodoro et
al., 2018). Some have theorized increases in distractibility may be related to decreases in
memory for those in pain, as experiencing pain might consume attentional resources that could
otherwise be used by various memory systems (Oosterman et al., 2011). Moreover, pain may
also evoke state congruent effects such that individuals in pain are able to recall significantly
more negatively valenced information than when pain free (Meyer et al., 2015).
Although not specifically discussed as sources of transient error, other psychological
states, including stress, sleep, substance use, and hunger have demonstrated associations with
impaired memory and attention and, as a result, may also affect responses provided on self-report
measures. Meta-analytic data indicate that acute stress impairs the retrieval of non-neutral
episodic memory (Shields et al., 2017) whereas higher levels of sleepiness are associated with
increased distractibility and decreased sustained attention (Anderson & Home, 2005; Lee et al.,
2015). Use of substances like alcohol and marijuana are linked to impaired memory and attention
(Ilan et al., 2004; Mintzer, 2007). Finally, hunger and hormones associated with hunger are
associated with one’s vigilance and level of arousal (Montagrin et al., 2019; Sakurai, 2014)
Indeed, frequently hypothesized sources of error may affect mental processes potentially
involved in the completion of self-report measures; however, the extent to which these sources
actually influence dependability remains to be empirically tested.
5

1.4 Dependability
The majority of research on transient error comes from dependability studies.
Dependability is an indicator of reliability and refers to a measure’s short-term test-retest over an
interval during which a) the targeted trait-like construct should not demonstrate true change and
b) transient states contributing measurement error are expected to fluctuate (Anusic et al., 2012;
Cattell et al., 1970; Chmielewski & Watson, 2009; Watson, 2004). Because the trait-like
construct should not change, retest correlations (dependability coefficients) should essentially be
1.0; dependability coefficients less than 1.0 indicate the proportion of error variance contained in
the measure (e.g., a correlation of .80 would indicate measurement error contributes 20% of the
variance in scores) (Anusic et al., 2012; Chmielewski et al., 2016; Watson, 2004). In addition to
theory-driven retest intervals, dependability studies should include large sample sizes (n ≥ 300)
to obtain precise estimates of a measure’s dependability. They should also include benchmark
measures— measures of similar constructs or established measures of other traits that should not
exhibit true change over the retest interval—to facilitate the interpretation of the coefficients
(Watson, 2004).
Dependability studies can shed light on a measure’s level of construct validity
(Chmielewski et al., 2017; McCrae et al., 2011). By definition, trait-like constructs are
conceptualized as stable over certain periods of time. Therefore, if a dependability coefficient
indicates high levels of error relative to benchmark measures, it would suggest the measure is not
assessing the trait as intended. Furthermore, dependability sets the upper limit of a measure’s
long-term stability (Anusic et al., 2012; Chmielewski et al., 2017). Thus, dependability can
contextualize the results of longitudinal studies. As Anusic and colleagues (2012) note,
6

interpreting a 5-year stability coefficient of .65 in isolation may lead to the conclusion that the
construct is relatively unstable; however, having the knowledge that its 2-week dependability
coefficient is .70 may lead to an entirely different conclusion about its stability.
1.5 Dependability of the BFI and PANAS-X
Over the past decade there has been a substantial increase in the number of dependability
studies of trait and trait-like measures (e.g., personality, personality pathology, trait affect,
dissociation, schizotypy, and affective judgments of exercise) (e.g., Ackerman & Donnella,
2013; Chmielewski et al., 2016; Chmielewski et al., 2017; Chmielewski & Watson, 2008;
Chmielewski & Watson, 2009; Huprich & Roberts, 2012; Linde et al., 2013; Suzuki et al., 2017;
Vaidya et al., 2002; Watson, 2003; Watson et al., 2015; Watson et al., 2019). Critically, such
dependability studies have demonstrated the ubiquity of transient error in self-report measures;
however, the level of error varies substantially across trait measures even when those measures
are assessing the same construct.
Two measures that have been frequently examined in dependability studies are the Big
Five Inventory (BFI, John & Srivastava, 1999) and the trait versions of the Positive and Negative
Affect Schedules (e.g., PANAS, Watson et al., 1988; PANAS-X, Watson & Clark, 1994)
(Chmielewski & Watson, 2009; Gnambs, 2014; Soto & John, 2017; Vaidya et al., 2002; Watson,
2004; Watson et al., 2015). The BFI is one of the most widely used measures of personality—a
relatively stable and enduring pattern of affect, cognition, and behavior. The PANAS family of
measures are frequently used measures of affect. The BFI and PANAS measures demonstrate
theoretical and empirical associations with each other. For example, both personality and affect
reflect stable patterns of feelings, although to different extents. Moreover, four Big Five domains
7

demonstrate moderate to strong associations with PANAS-X scales (Neuroticism-Negative
Affect; Extraversion-Positive Affect; Agreeableness-Hostility; Conscientiousness-Attentiveness)
(Vaidya et al., 2002; Vaidya et al., 2008; Watson, 2004; Watson & Clark, 1999).
Despite their similarity, the BFI and PANAS measures have demonstrated substantially
different levels of long-term stability (i.e., stability over time intervals when true change may
occur) (Vaidya et al., 2002; Vaidya et al., 2008; Watson & Humrichouse, 2006). Moreover, past
research has demonstrated that this differential stability is unlikely due to content differences,
life experiences, and developmental trajectory (Vaidya et al., 2002; Vaidya et al., 2008). Instead,
the differences may be due to differential susceptibility to transient error; that is, the Big Five
Inventories and PANAS-X demonstrate vastly different levels of dependability. For example,
meta-analytic results indicate the BFI domains demonstrate an average dependability of .84.
These findings indicate up to 16% of the variance in the BFI domains may be caused by transient
states (Gnambs, 2014). Although the BFI is not perfectly dependable, it demonstrates a high
level of dependability relative to other trait measures. This has contributed to its widespread use
as a benchmark of acceptable dependability in dependability studies. In contrast, the
corresponding scales on the PANAS-X demonstrate an average dependability of .71, indicating
up to 29% of the variance may be error (Chmielewski & Watson, 2009). The PANAS-X is
frequently considered as demonstrating an unacceptable level of dependability. In fact, the
creators of the PANAS-X developed a new measure of affect to remedy this problem (Watson et
al., 2015). Studies comparing the measures have found the original BFI domains to be
significantly more dependable than their PANAS-X counterparts (Chmielewski & Watson, 2009;
Vaidya et al., 2002) and that differences in the BFI’s and PANAS-X’s instructions and item
format may contribute to their differential susceptibility to transient error (Watson, 2004).
8
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Indeed, the BFI and PANAS-X reflect a wide range of dependability, and thus represent a
range of susceptibility to transient error, making them ideal measures to identify the sources of
transient error. Identifying the transient states that impact the measurement of trait and trait-like
constructs is a critical and necessary step toward advancing psychological research. Doing so
will allow researchers to develop a more substantive definition and thorough understanding of
transient error, and determine if the sources affecting participants’ responses are irrelevant to the
target construct. Thus, furthering our understanding of transient error and trait and trait-like
constructs themselves. Moreover, identifying these sources would inform future efforts to
improve the properties of self-report measures. However, until the states influencing
measurement are identified, transient error and the actions required to reduce their impact will be
unknown.
1.6 The Present Study
The present study was designed to further the knowledgebase of transient error by
empirically identifying its sources, it represents the first study of its kind. In the present study, I
will examine if eleven transient states, frequently hypothesized to affect measurement
dependability and empirically linked to processes involved in the completion of self-report
measures, affect the short-term test-retest reliability of trait measures. The transient states that
will be examined are: mood (positive and negative), attentiveness, fatigue, pain, stress, hunger,
sleepiness, health, and substance use (intoxication and recovery from the effects of intoxication).
Specifically, this study will test the extent to which such transient states influence the 1-week
dependability of the BFI and PANAS-X, two measures reflecting vastly different levels of
dependability. This study will be the first to empirically test if inconsistency of a broad range of
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states across the re-administration of self-report measures affects the association between the
repeated assessment of trait measures
1.7 Primary Hypotheses
1. Consistent with previous studies, the BFI scales will be significantly more dependable
than their PANAS-X counterparts.
2. The association between Time 1 and Time 2 responses for a given trait scale will be
influenced by differences in all transient states across the assessment occasions.
3. The dependability of PANAS-X scales will be more influenced by transient states
than the dependability of their BFI counterparts.

10

CHAPTER 2

2.1 Participants and Procedures

Participants will be recruited on the Amazon Mechanical Turk (MTurk) platform using
the CloudResearch service. Prior to 2018, MTurk samples have demonstrated equivalent or
superior data quality compared to lab and community samples. A substantial decrease in MTurk
data quality emerged in 2018 (see Chmielewski & Kucker, 2020) and several recommendations
have been made and have demonstrated effectiveness in improving data quality.
Recommendations include using MTurk’s CloudResearch service, which allows researchers to
sample from a vetted group of MTurk workers who have a history of providing high q
uality data, and using a wide range of response validity indicators (Chmielewski & Kucker,
2020). Both recommendations will be implemented in the present study.
300 MTurk workers vetted through CloudResearch, who are between 18 and 21 years
old, are able to read and comprehend English, and are located in the United States will complete
a battery of measures twice over approximately a one-week (e.g., minimum 7 days, maximum
10 days) retest interval. To increase the likelihood that participants complete the measures based
on the correct time frame (e.g., current moment vs. in general), they will complete a block of
eleven state measures followed by the trait measures; measures will be randomized within
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blocks. To emphasize the appropriate reference period for each set of measures, a page
describing the reference period in bold text will precede each block. Data will be screened using
a two-tiered approach based on three types of validity indicators (described below). In tier one,
participants failing the seconds per item validity check will be excluded from analyses and will
not be compensated. In tier two, participants surpassing established cutoff scores on the
Infrequency or Inconsistency subscales of the Attentiveness Response Scale-33 will be excluded
from analyses. Participants passing validity checks will be compensated $3.40 (time 1: $1.20;
time 2: $2.20).
2.2 Measures
2.2.1 Trait Measures
The Big Five Inventory (BFI, John & Srivastava, 1999) is one of the most widely used measure
of the Five-Factor Model of personality and a commonly used benchmark measure in
dependability studies. The BFI contains 44 items designed to assess five higher-order domains of
personality: Neuroticism, or the tendency to experience negative emotions (e.g., is depressed,
blue); Extraversion, or the tendency to be sociable, assertive, and experience positive affect (e.g.,
is talkative); Openness, or the tendency to be interested in truth and beauty (e.g., is curious about
many different things); Agreeableness, or the tendency to be kind, sympathetic, and cooperative
(e.g., is considerate and kind to almost everyone); and Conscientiousness, or the tendency to be
responsible and achievement-striving (e.g., does a thorough job). Respondents are asked to rate
their agreement with each statement on a 5-point Likert scale ranging from “disagree strongly” to
“agree strongly”. The BFI has produced Cronbach’s alphas between .83 and .90 at the domain
level (mean = .87) in a large Mturk sample (Chmielewski et al., 2016). In addition, the BFI has
12

frequently demonstrated high levels of dependability in MTurk samples (mean
scaledependability: .91) making it an appropriate representative of acceptable susceptibility to
transient error (Chmielewski et al., 2016).
The expanded version of the Positive and Negative Affect Schedule (PANAS-X; Watson
& Clark, 1994) is a commonly used hierarchical measure of emotional experiences. The
PANAS-X consists of 60 single adjective items designed to assess two higher order domains that
reflect the valence of affective experiences—Positive Affect (10 items; e.g., active, enthusiastic,
interested) and Negative Affect (10 items; e.g., afraid, distressed, hostile)—and eleven lowerorder facets that reflect the content of the experience (e.g., Hostility, Attentiveness). The
PANAS-X contains eight different versions, each with different temporal instructions that allow
affect to be measured across different time periods. To assess trait affect, participants were asked
to rate the extent to which they experienced the emotion provided in each item “in general, that
is, on average”. Responses were provided on a 5-point Likert scale ranging from “very slightly
or not at all” to “extremely”. The trait version of the PANAS-X has demonstrated adequate
internal consistency at the domain- and facet-levels in undergraduate (domains: a = .85 - .87;
facets: a = .73 - .93) and clinical samples (domains: a = .83 - .89; facets: .70 - .92) (Watson &
Clark, 1994). In contrast, the PANAS-X has demonstrated low levels of dependability (mean
scale dependability: .71), making it an appropriate measure to examine the influence of the
hypothesized transient states (Chmielewski & Watson, 2009).
2.2.2 State Measures
Mood, Attentiveness, & Fatigue. Participants will complete scales from the state version
of the PANAS-X to assess their mood states during each study session. The 10-item Positive
Affect and Negative Affect scales will be used to assess the valence of participants’ current
13

mood. The 4-item Attentiveness and Fatigue scales will be used to assess participants’ current
levels of attention and fatigue, respectively. The items and response format of these scales are
identical to those of the trait version of the PANAS-X; however, their instructions differ to
reflect the appropriate time frame. Participants will be instructed to rate the extent to which they
experience each adjective “right now (that is, at the present moment)”. The state versions of the
Positive Affect (a = .88), Negative Affect (a = .85), Attentiveness (a = .72), and Fatigue (a = .88)
scales have demonstrated adequate internal consistency (Watson & Clark, 1994).
Pain, Stress, & Hunger. The Numeric Rating Scale (NRS) is one of the most extensively
used scales to assess pain intensity (Goulet et al., 2017; Kim & Jung, 2020). In its most basic
form, the scale consists of a single 11-point number line ranging from 0 to 10 in one-unit
increments; however, descriptive labels are frequently provided for each end point (e.g., 0: “no
pain”; 10: “maximum pain”) or each response option. The NRS has been flexibly used in
research. For example, the scale has been used to assess pain intensity over several reference
periods (e.g., current, weekly, and monthly pain). Furthermore, it has been used to assess
numerous sources of pain, including headaches (Christiansen et al., 2015; Hong et al., 2017;
Vetvik et al., 2015), lower back (Matheve et al., 2019), musculoskeletal conditions (Baastrup et
al., 2016; Fernández-de-las-Peñas et al., 2010; Strand et al., 2007), and cancer (Kim & Jung,
2020). In the present study, the NRS will be used to assess participants’ current levels of pain.
Descriptive labels will be provided for each endpoint (0: “no pain”; 10: “maximum pain”).
Participants will be instructed to select the number that best represents the intensity of their
overall experience of pain at that moment.
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Relatively few measures have been developed to assess state stress and hunger so 11point NRS will be used to maintain consistency and reduce participant burden. Descriptive labels
will be included at each endpoint (stress: 0 = “not at all stressed”, 10 = “extremely stressed”;
hunger: 0 = “not at all hungry”, 10 = “extremely hungry”).
Sleepiness. The Karolinska Sleepiness Scale (KSS; Åkerstedt & Gillberg, 1990) is a
commonly used measure of an individual’s level of subjective sleepiness (Kaida et al., 2006;
Putilov & Donskaya, 2013). The KSS assesses sleepiness with one item. Participants are asked to
rate their level of sleepiness during the past ten minutes on a 9-point Likert-type response scale
ranging from 1 (“extremely alert”) to 9 (“extremely sleepy, can’t keep awake”). Descriptive
labels are provided for each response option. The KSS has been used to measure the sleepiness
in several populations, including shift workers (e.g., Ftouni et al., 2013; Mulhall et al., 2019),
students (Nagai-Manelli et al., 2012; Teixeira et al., 2013), and medical professionals (Anderson
et al., 2018; Zion, 2018). It has also been used across a wide range of age groups (Lee et al.,
2020; Putilov, 2018; Walsh et al., 2010). Furthermore, the KSS has demonstrated convergence
with physiological indicators of sleep and performance-based tasks (Kaida et al., 2006).
Acute Health. Participants will complete one item to assess their current health. The item
asks “Are you currently sick, ill, or experiencing allergies?”. Participants will respond on a 5point Likert scale from 1 (“Not at all”) to 5 (“Very much so”). In the event that there is little
variance on this item, it will be dichotomized.
Substance Use. Participants will also complete two items to assess current intoxication.
First, participants will be asked “Are you currently buzzed, drunk, high, or under the influence of
drugs or alcohol?”. Second, they will be asked “Are you currently recovering from the effects of
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drugs or alcohol (e.g., feeling hungover, coming down from drugs, crashing). Responses will be
provided on a 5-point Likert scale from 1 (“Not at all”) to 5 (“Very much so”). In the event that
there is little variance on these items, they will be dichotomized.
2.2.3 Response Validity Indicators
Seconds per Item will be assessed automatically in Qualtrics. Consistent with
recommendations from Wood and colleagues (2017), participants spending < 1 second per item
will be excluded from analyses.
The Attentive Responding Scale-33 (ARS-33; Maniaci & Rogge, 2014) is a 33-item
measure designed to assess inattentiveness during the completion of self-report measures. The
ARS-33 contains two subscales assessing different types of inattentive responding: response
infrequency and inconsistency. The Infrequency subscale contains 11 items that are highly likely
to produce skewed response distributions (e.g., “I don’t like getting speeding tickets”, “I enjoy
the music of Marlene Sandersfield”). Participants are asked to indicate the extent to which each
item is generally true for them on a 5-point Likert scale from 1 (“Not at all true”) to 5 (“very
true”). For each item, the most common response (e.g., “Not at all true”, “Very true”) earns score
of 0 and each successive response increases by one unit. Scores are added to produce
Infrequency subscale scores where higher scores indicate greater inattentiveness. The
Inconsistency subscale contains 11 highly similar items pairs (22 items total). Item pairs (e.g., “I
am an active person”, “I have an active lifestyle” ) are presented in opposite halves of the study.
The absolute differences for each item pair are summed to create an Inconsistency subscale score
where higher scores indicate greater inattentiveness.
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ARS-33 items are divided into two halves, one presented at beginning one at end of the
assessment battery. In accordance with the recommendations from Maniaci and Rogge (2014),
participants with Infrequency subscale scores of ≥ 11.5 or Inconsistency subscales scores of ≥
10.5 will be excluded from analyses. The authors found that these cutoffs were effective in
identifying randomly generated data and patterned responses, and that excluding participants
failing these cutoffs yielded increases in power. Moreover, results indicate that screening data
based on the ARS-33 and seconds per item produce larger power gains than the ARS-33 alone.
2.3 Data Analytic Plan
2.3.1 Data Preparation and Screening
Following data cleaning, missing data diagnostics will be conducted to determine the
amount and pattern of missing data for multi-item state and trait measures. The pattern of
missing data will be identified using Little’s MCAR test (Little, 1988). Imputation will be
conducted by measure such that missing data within a given measure will be imputed using only
items within that measure as predictors. Next, I will compute absolute difference scores for each
state variable using the formula |StateT1 – StateT2|. Higher scores on a variable would indicate
greater inconsistency of the target state across assessment occasions. Next, several aspects of
data screening will be conducted. First, descriptive statistics will be run for all variables to
ensure all values, means, and standard deviations are aligned with past research. After examining
the descriptive statistics, I will conduct preliminary tests of the assumptions of multilevel
modeling.
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2.3.2 Test of Hypotheses
To test Hypothesis 1, the dependability of the BFI and PANAS-X scales will be
estimated using Pearson correlations. Participants’ scores on Time 1 and Time 2 for a given scale
will be correlated to estimate the amount of transient error it contains. Dependability correlations
for each BFI – PANAS-X scale pair will be subjected to Pearson-Filon tests, which tests the
difference of two non-overlapping correlations.
Multilevel modeling will be used to test Hypothesis 2 and 3. Below are the level 1, level 2,
and combined models:
Level 1: T2 Scale Scoreij=b0i+b1i*T1 Scale Scoreij+b2i*Domainij+b3i*T1 Scale Scoreij*Domainij
Level 2: b0i= ϒ00+ ϒ01*State Differencei
Level 2: b1i= ϒ10+ ϒ11*State Differencei
Level 2: b2i= ϒ20+ ϒ21*State Differencei
Level 2: b3i= ϒ30+ ϒ31*State Differencei
Combined Model:
T2 Scale Scoreij = ϒ00+ϒ01*State Changei+ϒ10*T1 Scale Scoreij+
ϒ11*State Differencei*T1 Scale Scoreij+ϒ20* Domainij +
ϒ21*State Differencei* Domainij +ϒ30*T1 Scale Scoreij*Domainij+
ϒ31*State Differencei*T1 Scale Scoreij*Domainij
T1 Scale Scoreij and T2 Scale Scoreij refer to a trait score for the individual i and trait scale j at
the first and second assessment occasion, respectively; both variables will be standardized. State
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Differencei refers to the absolute difference in a given state across assessment occasions for
individual i. Lastly, Domainij is a dummy coded variable that refers to the tested BFI – PANASX trait pair (e.g., 0 = Extraversion, 1 = Positive Affect). Eleven variations of this model (one for
each state measure) will be conducted for each trait pairing. All models will be conducted using
an unstructured error covariance matrix.
The slope of the interaction between T1 Scale Scoreij and State Differencei (ϒ11) will be
used to test if state differences across assessment occasions affect the association between Time
1 and Time 2 trait scores (Hypothesis 2). A significant ϒ11 would indicate that State Difference
significantly moderates the association between T1 and T2 Scale Scores (i.e., the dependability)
for the domain coded 0 (e.g., Domainij : Extraversion = 0, Positive Affect = 1). The dummy
coded variable will be reversed and the model will be run again to examine the moderating effect
for the remaining trait pair. Cohen’s f2 will be computed for each ϒ11 coefficient to determine the
size of the effect.
The slope of the three-way interaction between T1 Scale Scoreij, State Differencei, and
Domainij (ϒ31) will test if the PANAS-X scales are more influenced by transient states than their
BFI counterparts (Hypothesis 3). If the slope is significant, it would indicate the moderating
effect of State Difference on the association between T1 and T2 Scale Scores (i.e., the
dependability) significantly differs between the two domains. Cohen’s f2 will be computed for
each ϒ31 coefficient to determine the size of the effect.
2.3.3 Exploratory Analyses
Multilevel modeling will be conducted to examine if deviations in the state variables are
systematically associated with scores on each trait scale. Deviations for each state variable will
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be obtained by calculating each participant’s average state score across the two time points and
subtracting that average from their state scores at time 1 and 2. The multilevel model is:
Scale Scoreij = b0i + b1i*State Meani + b2i * State Deviationij
Scale Scoreij refers to a trait score for the individual i at assessment j (e.g., Extraversion). State
Meani refers to the mean of a given state variable for individual i and State Deviationij refers to
the deviation of a state variable for individual i at assessment j (e.g., Hunger). A significant b2i
would indicate that state deviations are systematically associated with trait scale scores within
individuals over time.
After identifying which of the hypothesized state variables significantly affect trait scores
and their dependability (Hypothesis 2 and Exploratory Analysis 1), I will examine if each of
those states is a unique predictor of the corresponding trait scales, and therefore, a unique
contributor of transient error. This will be tested by adding the means and deviations of all of the
significant state variables into the multilevel model described above. All exploratory multilevel
models will be conducted using unstructured error covariance matrices.
2.4 Updates to Data Analytic Plan
Several changes were made to the data analytic plan. First, prior to running analyses,
examination of the data revealed that the MLM assumptions of normality and absence of outliers
were violated (Tabachnick & Fidell, 2013). Normality was assessed by examining the
distribution and skewness statistic for each variable, with skewness statistics greater than 1
defined as a departure from normality. Outliers were defined as values 3 standard deviations
beyond the variable’s mean. Four trait variables were skewed and seven contained outliers.
Similarly, the majority of state variables were skewed and contained outliers. To reduce the
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impact of these violations, variables were transformed with a natural logarithmic transformation
and remaining outliers were winsorized to be exactly 3 standard deviations beyond each
variable’s mean. Although these transformations eliminated outliers, the variables did not
achieve a normal distribution. Due to the violation of normality, the models testing Hypotheses 2
and 3 and the exploratory analyses were run using generalized linear mixed modeling (GLMM)
using robust standard errors, which allow for the use of skewed variables and are robust to
violations of multivariate normality. Additionally, Time 1 and Time 2 trait variables were
centered at their means to improve the interpretation of GLMM coefficients.
Next, prior to running analyses, it was determined that Cohen’s f2 would not be an
appropriate effect size estimate for the GLMM models used to test Hypotheses 2 and 3 due to the
inclusion of two- and three-way interactions. Cohen’s f2 for a given predictor is partly
determined by subtracting the R2 explained by the model without the target predictor from the R2
explained by the full model. Because a two-way interaction must be included in a model with a
three-way interaction, it would not be possible to obtain the R2 for a model containing all
predictors except the two-way interaction. In order to obtain effect sizes for the two-way
interactions and maintain consistency across predictors, all effect sizes will be estimated using
Cohen’s d.
Lastly, Benjamini-Hochberg family-wise corrections were used to correct for the
increased false discovery rate associated with conducting multiple tests. Families were
considered to be the set of eleven models conducted for each trait scale. The family-wise false
discovery rate was set to .05. Benjamini-Hochberg corrections were used for the GLMM results
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testing Hypotheses 2 and 3, and the exploratory analyses examining the association between state
deviations and trait scale scores.
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CHAPTER 3

3.1 Participants

518 participants completed Time 1. 77 were excluded due to failing the response validity
indictors, leaving 441 participants eligible to complete Time 2. Of the 318 participants that
completed Time 2, 13 failed the validity indicators. The final sample consisted of 305
participants (71.1% female; age: mean = 46.0, SD = 13.9). The majority of the sample was White
(77.7%), followed by Asian (7.9%) and Black (6.9%). Participants were primarily non-Hispanic
(93.1%) and tended to be employed (78.7%). To reduce the likelihood of true change in
personality and trait affect over the retest interval, participants were required to complete Time 2
seven to ten days after Time 1. The average retest length was 7.15 days (SD = .51).
3.2 Descriptive Statistics
Descriptive statistics of all measures and Cronbach’s alphas for all multi-item measures
are displayed in Table 11. Means, standard deviations, and alphas were consistent with past
research. Table 2 contains descriptive statistics for the variables representing absolute differences
in each of the hypothesized states 2. To contextualize these results, Table 2 also contains the

1

To allow for comparison with past research, all descriptive statistic and alphas in Table 1 were conducted with
variables prior to transformation and winsorization.
2
To facilitate interpretation, Table 2 contains the descriptive statistics for the absolute difference state variables
prior to transformation and winsorization.
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maximum difference score one could possibly earn for each state. On average, participants
reported experiencing different degrees of each state at each assessment. However, absolute
difference scores appeared small, indicating participants’ states were relatively consistent across
assessment occasions.
Tables 3 and 4 contain the correlations between the hypothesized states and the BFI and
PANAS-X trait scales at Time 1 and Time 2, respectively. At both time points, states tended to
demonstrate significant associations with the trait scales. Correlations ranged from weak to
strong. The strongest associations were between the PANAS-X’s trait affect scales and
conceptually similar states. For example, state negative affect demonstrated strong associations
with the negatively valenced scales—Negative Affect (mean r = .75) and Hostility (mean r =
.63)— and state positive affect and state attentiveness demonstrated strong associations with the
positively valenced trait scales—Positive Affect (state positive affect: mean r = .85; state
attentiveness: mean r = .68) and Attentiveness (state positive affect: mean r = .72; state
attentiveness: mean r = .79). Interestingly, state positive affect, attentiveness, and negative affect
demonstrated stronger associations with the PANAS-X scales than their BFI counterparts
(Neuroticism- state negative affect: mean r = .49; Agreeableness- state negative affect: mean r =
-.22; Extraversion- state positive affect: mean r = .42, state attentiveness: mean r = .27;
Conscientiousness- state positive affect: mean r = .45, state attentiveness: mean r = .44).
3.3 Differential Dependability of the BFI and PANAS-X
Table 5 contains the 1-week dependability coefficients of the BFI and PANAS-X.
Dependability coefficients ranged from .93 to .95 (mean = .94) for the BFI and .78 to .88 (mean
= .82) for the PANAS-X. The magnitude of all dependability coefficients were similar to past
research in MTurk samples. Notably, all dependability coefficients were less than 1.0, indicating
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that all trait scales were influenced by transient error. The fourth column of Table 5 contains the
results of the Pearson Filon tests, which examined if the dependability significantly differed
between BFI-PANAS-X trait pairs. As predicted in Hypothesis 1, PANAS-X scales were
significantly less dependable than their BFI counterparts across all four trait pairs, indicating the
PANAS-X scales are more greatly influenced by transient error.
3.4 State Differences and Dependability
Next, I tested if the hypothesized states contribute transient error to the BFI and PANASX scales. GLMM was used to examine if differences in the hypothesized states across
assessment occasions influence the dependability of the BFI and PANAS-X scales and if the
influence was stronger for the less dependable PANAS-X. Tables 6-9 contain the results from
these analyses.
3.4.1 Effect of State Differences on BFI and PANAS-X Dependability
The two-way interactions (absolute difference in state x Time 1 scale score) were
examined to determine if state differences influence BFI and PANAS-X dependability.
Benjamini-Hochberg corrections were used to correct for the false discovery rate. In Hypothesis
2, I predicted that differences in all eleven transient states would moderate the dependability of
all eight trait scales. The results did not support this hypothesis (Table 6-9, columns 1 and 2).
Differences only moderated Time 1 and Time 2 trait associations in 3.4% (3/88) of models.
Thus, there was no occurrence in which differences in any state affected all trait scales nor any
occurrence in which any trait scale was affected by differences in all states. This indicates the
hypothesized state rarely contribute substantial amounts of transient error. It is noteworthy that
within the subset of significant models, state differences only moderated PANAS-X scales,
which consistently demonstrated lower levels of dependability. Differences in state sleepiness
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influenced the T1 and T2 associations in PANAS-X trait Hostility (b = .22, SE = .06, p < .01, d =
.28), and differences in state positive affect and attentiveness influenced PANAS-X trait
Attentiveness (positive affect: b = -.24, SE = .08, p < .01, d = -.24; attentiveness: b = -.28, SE =
.09, p < .01, d = -.26) .
The significant models were graphed to examine how the degree of state difference
across assessment occasions moderates dependability (Figures 1-3). Each figure depicts the
associations between T1 and T2 traits scores at two levels of the moderator: no state difference—
defined as an absolute difference score of zero— and large state difference—defined as an
absolute difference score one standard deviation above its mean. Each figure also contains a
reference line representing perfect dependability—the absence of all transient error— in order to
facilitate interpretation. When participants experienced large differences in state positive affect
and attentiveness, the associations between Time 1 and Time 2 trait Attentiveness scores was
weaker than that of no difference, and the association appeared to deviate more greatly from
perfect dependability. In contrast, high state differences in sleepiness produced stronger
associations that were closer to perfect dependability for trait Hostility. Therefore, differences in
state across assessment occasions do not consistently reduce the dependability of trait scales.
3.4.2 Differential Effect of State Differences on BFI and PANAS-X Dependability
Next, the three-way interactions (absolute difference in state x Time 1 scale score x
domain [0 = BFI, 1 = PANAS-X]) were used to test if the state moderation effects significantly
differed across BFI-PANAS-X trait pairs, which demonstrated different levels of dependability.
Benjamini-Hochberg corrections were used to correct for the false discovery rate. In Hypothesis
3, I predicted that the moderating effect of each state variable on Time 1 and Time 2 trait
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associations would be significantly stronger for the PANAS-X scales. The results are presented
in column 3 of Tables 6-9. Unsurprisingly, this hypothesis was not supported due to the rarity of
significant moderation effects discussed above. Moreover, of the three models demonstrating
significant moderation effects, only one demonstrated a differential state effect—absolute
differences in sleepiness had a significantly greater impact on PANAS-X Hostility than BFIAgreeableness (b = .22, SE = .07, p < .01, d = .27).
Overall, this pattern of results indicates the hypothesized states, chosen for their links to
cognitive processes involved in the completion of self-report measures, rarely contribute
substantial transient error to the BFI and PANAS-X. Differences in state infrequently affected
the dependability of the trait scales and did not consistently demonstrate a differential effect
across scales of significantly different levels of dependability. Thus, other transient states are
likely responsible for the imperfect and differential dependability of the BFI and PANAS-X
scales.
3.5 Exploratory Analyses
3.5.1 State Deviations and BFI and PANAS-X Scale Scores
Although the hypothesized states infrequently influenced scale dependability, they may
still influence scale scores. In other words, one’s state at the time of the assessment may affect
their score on a BFI/PANAS-X scale, but not enough to exert a significant influence on its
dependability. Exploratory GLMM was used to examine if deviations from an individual’s
average state level across the assessment occasions predict the individual’s scores on the BFI and
PANAS-X over time. Benjamini-Hochberg corrections were used to correct for the false
discovery rate. The results are presented in Tables 10-13. Overall, state deviations were
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infrequently associated with scores on the BFI and PANAS-X. State deviations predicted trait
scores in only 18.2% (16/88) of models, indicating that one’s state at the time of the assessment
generally is not systematically associated with their trait score.
Notable patterns emerged within the subset of models demonstrating significant
deviations. First, the PANAS-X (34.1%, 15/44) was more frequently associated with state
deviations than the BFI (2.3%, 1/44), indicating the hypothesized states tend to predict scores on
scales that are more susceptible to transient error. Additionally, within the PANAS-X, scales of
the same valence were generally associated with the same states. For example, trait Negative
Affect and Hostility were positively associated with deviations in state negative affect, fatigue,
pain, and stress. This indicates that when individuals experienced higher than average levels of
these states, they tended to rate themselves as higher in trait negative affect and hostility.
Similarly, trait Positive Affect and Attentiveness were positively associated with state deviations
of positive affect and attentiveness, and negatively associated with sleepiness.
3.5.2 Identifying Unique Predictors of Trait Scores
Although the hypothesized states did not have a widespread influence on all trait scales,
the PANAS-X scales tended to be influenced by multiple state differences and deviations. For
each PANAS-X scale, exploratory GLMM analyses were conducted to identify which of the
states that demonstrated significant moderation and/or deviation effects are unique predictors of
scale scores. The results of these analyses are presented in Table 14. The Negative Affect trait
scale was predicted by deviations in state negative affect (b = .29, SE = .08, p < .01, d = .30),
pain (b = .05, SE = .02, p < .05, d = .18), and recovery from substance use (b = .20, SE = .08, p <
.01, d = .21); Positive Affect was predicted by deviations in state positive affect (b = .20, SE =
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.07, p < .01, d = .22); Hostility was predicted by deviations in state negative affect (b = .26, SE =
.11, p < .05, d = .20), fatigue (b = .08, SE = .04, p < .05, d = .17), and pain (b = .06, SE = .03, p <
.05, d = .18); and Attentiveness was predicted by deviations in state attentiveness (b = .31, SE =
.10, p < .01, d = .27). Notably, trait PANAS-X scales were most strongly predicted by the state
version of the construct. For example, trait Positive Affect and Attentiveness were only predicted
by deviations in state positive affect and attentiveness, respectively, and deviations in state
negative affect demonstrated the strongest effect on trait Negative Affect. Moreover, deviations
in state negative affect was the strongest predictor of Hostility, which is a facet of the general
negative affect domain on the PANAS-X. Overall, these findings indicate that states related to
the trait construct tend to have the largest influence on scale scores.
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CHAPTER 4

4.1 Discussion
To date, the sources of transient error have received relatively little examination despite
concerns raised about its elusiveness and calls for its investigation (Chmielewski & Watson,
2009; McCrae et al., 2011; Schmidt & Hunter, 1996; Schmidt & Hunter, 1999; Watson, 2004).
The present study took a critical first step toward addressing this gap in the literature by
examining the extent to which eleven states—selected based on empirical associations with
memory and attention, processes that may be involved in the completion of self-report—
influence the measurement of the BFI and PANAS-X traits. Despite their associations with
memory and attention, these results suggest the included states did not have an extensive impact
on these trait measures in the present sample. State differences rarely moderated the
dependability of the trait measures and rarely demonstrated differential moderation effects across
BFI - PANAS-X trait pairs, despite all PANAS-X scales containing significantly greater amounts
of transient error. In addition to their minimal impact on dependability, deviations in the
hypothesized states infrequently predicted scores on the trait measures within individuals over
time.
Although the hypothesized states did not demonstrate the predicted widespread effect on
dependability in the present sample, they should not be eliminated as potential sources of
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transient error. Indeed, their minimal influence may be the result of the relatively small levels of
state change in the present sample. According to current conceptualizations of transient error,
one’s state at the time of the assessment systematically affects one’s responses on a measure.
Consequently, differences in state across assessment occasions can produce changes in scores on
a trait measure in the absence of true change, which are detectable by dependability (Becker,
2000; Cattell et al., 1970; Chmielewski & Watson, 2009; Gnambs, 2015; Green, 2003; Raykov
& Penev 2005; Schmidt et al., 2003; Watson, 2004). The present study examined the extent to
which between-individual differences in state change moderate dependability and withinindividual differences in change (state deviations) predict trait scores over time. On average,
participants in the present study tended to report low levels of state change across assessment
occasions, indicating there was generally little within-individual variance in the hypothesized
states. Similarly, standard deviations in state change were small, indicating there was generally
little between-individual variance in state differences. Consistent with the aforementioned
conceptualization of transient error, this minimal state change was accompanied by little
variability in how participants rated their personality and trait affect across assessment occasions.
The dependability of the BFI and PANAS-X was relatively high in the present study, with
average dependability coefficients of .94 and .82, respectively. Taken together, these findings
suggest that across assessment occasions participants tended to experience highly similar levels
of the hypothesized states while completing the BFI and PANAS-X and tended to respond to the
measures similarly. Therefore, while the present findings indicate these small changes in the
hypothesized states did not influence dependability in the present sample, it remains possible that
they may in other samples that experience greater state differences across the assessment
occasions.
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4.1.1 State Affect and the PANAS-X Trait Scales
As described, the hypothesized states did not extensively influence the BFI and PANASX scales—differences in state did not moderate the dependability of all trait scales nor did they
always demonstrate a stronger influence on the PANAS-X as initially predicted. However,
notable patterns emerged from the small subset of significant findings. For example, across
analyses, fluctuations in state predominately influenced the measurement of PANAS-X traits,
providing evidence that scales with lower dependability may be more influenced by transient
states. Critically, PANAS-X scales tended to be influenced by states conceptually related to the
target trait. For example, the dependability of the Attentiveness scale—which assesses the
tendency to experience energy and alertness—was moderated by differences in state positive
affect and attentiveness across assessment occasions. Furthermore, deviations in state positive
affect and attentiveness were the only unique predictors of their trait counterparts. These
associations were positive indicating that when participants experienced higher than average
levels of these states during the assessment occasion, they tended to rate themselves as higher in
trait Positive Affect and Attentiveness. A similar pattern was found for the Negative Affect and
Hostility scales, which assess the tendency to experience negative emotions including distress,
sadness, and irritability. Both trait scales demonstrated unique positive associations with
deviations in state negative affect and pain, with state negative affect being the strongest
predictor. Thus, experiencing higher than average levels of these states while completing the
PANAS-X predicted reporting higher scores in trait Negative Affect and Hostility, within
individuals over time.
These results indicate fluctuations in affective states can contribute variance to the
PANAS-X trait scales, particularly states that demonstrate strong conceptual associations with
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the target trait. Additionally, these similarly valenced state deviations and trait scores
demonstrated positive associations, suggesting these affective states may potentially influence
responses on the PANAS-X scales through a mood congruent memory effect (Bower, 1981;
Drace, 2013; Ruci et al., 2009). Although this state variance predicted scores on the PANAS-X
but rarely moderated its dependability in the present sample, it may in other samples if
participants experience greater differences in state affect across the assessment occasions.
Therefore, the PANAS-X may be susceptible to transient error contributed by state affect.
Overall, this subset of findings provide preliminary insight to the causes of the PANAS-X’s
imperfect dependability that should be explicated in future research.
4.2 Limitations
The results of the present study should be interpreted in the context of the following
limitations. First, the state measures included in the present study may have influenced the
results. As described, the findings indicate that participants experienced relatively little change in
the hypothesized states across the assessment occasions. Although there is research to suggest
that psychological states may be somewhat stable (Hudson et al., 2017), this limited change
partially may be an artifact of the state scales. The state scales included in the study are some of
the most widely used in their respective areas (Goulet et al., 2017; Kaida et al., 2006; Kim &
Jung, 2020; Putilov & Donskaya, 2013); however, there was generally little information on their
psychometric properties, including sensitivity to change. Therefore, it’s unclear if the selected
scales accurately detected fluctuations in participants psychological states. Next, including both
the state and trait version of the PANAS-X in the study also may have biased the findings.
Several state scales from the PANAS-X were selected due to their established reliability and
widespread use (Watson & Clark, 1994). However, their inclusion resulted in assessing several
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state and trait constructs with similar instructions, identical items, and identical response formats.
Although effort was made to emphasize differences in their instructions (e.g., “how you feel
right now” vs. “how you feel on average”), it’s possible that participants mistakenly completed
the state and trait scales based on the same temporal period. Indeed, descriptive statistics
indicated that affective states (e.g., negative affect, positive affect, attentiveness) and the
PANAS-X trait affect scales demonstrated strong correlations at both Time 1 and Time 2.
Moreover, their identical items and response formats may have led to correlated specific factor
error—error due to an individual’s idiosyncratic responses to some aspect of the measure
(Gnambs, 2015; Schmidt et al., 2003). Consequently, including both versions of the PANAS-X
may have inflated associations between deviations in state affect and trait affect scores. Future
studies aiming to examine the influence of these transient states should use alternative state
measures that have demonstrated adequate psychometric properties.
Second, the sample may have been biased by the selected response validity indicators.
Previous research has indicated that MTurk samples have demonstrated a substantial decrease in
data quality since 2018 (Chmielewski & Kucker, 2020). To increase the likelihood that the
present study will be based on high quality data two response validity indicators were used
during data screening: seconds per item and the Attentive Responding Scale-33. Research has
illustrated that each indicator is able to identify participants that do not provide meaningful
responses (e.g., patterned and randomly generate responses) (Maniaci & Rogge, 2014; Wood,
2017). Moreover, the combined use of these indicators has been linked to increases in power
(Maniaci & Rogge, 2014). These indicators have demonstrated multiple screening benefits;
however, it’s possible that they were too conservative and that participants experiencing normal
fluctuations in attentiveness throughout the study were excluded, thereby biasing the sample.
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Future research should aim to replicate these findings with alternative response validity
indicators.
Third, the results of the present study were obtained from an MTurk sample and may not
generalize to samples of different demographics. Dependability is a relatively consistent property
of a measure in that some measures are consistently more dependable than other measures;
however, a given measure’s dependability may vary across sample types. For example, previous
research has demonstrated that the dependability coefficients of the BFI and PANAS-X obtained
from undergraduate samples tend to be lower than those from MTurk by a difference of
approximately .1 (Chmielewski et al., 2016; Chmielewski et al., 2021; Chmielewski & Watson,
2009; Vaidya et al., 2002). This suggests that these trait measures contain an additional 10% of
transient error variance in undergraduates. Therefore, it’s possible that the states affecting
dependability of the BFI and PANAS-X and the strength of their effect also may differ in
undergraduates. Future research examining the influence of these states in various samples (e.g.,
student, clinical, community) is necessary to evaluate the generalizability of these findings.
Fourth, the present study aimed to identify states that affect the dependability of the BFI
and PANAS-X. Although the results identified a few cases in which participants’ states were
associated with variation in the dependability and scale scores of these measures, they did not
establish causality. It’s possible that completing psychological measures affected participants’
states; however, the present study attempted to minimize the likelihood of this effect by requiring
participants to complete all state measures prior to the trait measures. In order to determine if
participants’ states at the time of assessment cause them to respond differently on the BFI and
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PANAS-X, future studies should use experimental designs and state manipulation procedures,
such as mood induction, stress induction, and sleep restriction.
Fifth, the transient states examined in the present study represent a small subset of states
that could potentially contribute transient error to trait measures. For example, the majority of
states were selected because they were some of the most frequently hypothesized psychological
states in the transient error literature. Additionally, all selected states were chosen for their
empirical associations with memory and attention—cognitive processes that may be involved in
the completion of self-report measures (Anderson & Home, 2005; Drace, 2013; Ellis et al., 1985;
Ilan et al., 2004; Lee et al., 2015; Meyer et al., 2015; Montagrin et al., 2019; Ruci et al., 2009;
Shields et al., 2017; Smith, 2013; Söderfjell et al., 2006; Snyder & White, 1982; Oosterman et
al., 2011; Teodoro et al., 2018). However, other psychological states that weren’t examined may
also influence memory and attention or may influence other cognitive processes that weren’t
considered during the selection process. A comprehensive examination of transient states was
not feasible in the present study; therefore, future research aiming to further our understanding of
transient error should examine the impact of alternative psychological states.
4.3 Conclusion
This study is the first to attempt to empirically identify psychological states that
contribute transient error in frequently used trait measures (BFI and PANAS-X). Several states
linked to processes potentially involved in the completion of self-report measures were
examined. Overall, these states did not have an extensive impact on these measures; however,
the PANAS-X scales may be susceptible to influence from one’s state affect at the time of
assessment. Ultimately, the sources of transient error for these measures, and self-report
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measures more broadly, remain unknown. Until the sources of transient error are identified, it
cannot be determined if the variance they contribute is irrelevant and informed efforts cannot be
made to improve the properties of self-report measures. Therefore, I recommend that future
research continue to elucidate the sources of transient error and their impact on trait measures.
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Table 3
Pearson correlations between states and trait scores at Time 1
BFI (95% CI)

PANAS-X (95% CI)

Negative
Affect

N
.49**
(.41, .57)

E
-.24**
(-.35, -.13)

A
C
-.25**
-.31**
(-.36, -.14) (-.44, -.19)

NA
.81**
(.74, .87)

PA
-.25**
(-.35, -.14)

Host.
.69**
(.58, .79)

Att.
-.16**
(-.28, -.03)

Positive
Affect

-.51**
(-.59, -.43)

.45**
(.36, .54)

.43**
(.34, .51)

.45**
(.36, .54)

-.33**
(-.42, -.24)

.86**
(.83, .89)

-.26**
(-.35, -.17)

.74**
(.69, .79)

Attentiveness

-.39**
(-.49, -.29)

.30**
(.20, .40)

.37**
(.27, .46)

.46**
(.36, .55)

-.23**
(-.35, -.11)

.68**
(.61, .74)

-.18**
(-.31, -.06)

.79**
(.73, .83)

Fatigue

.48**
(.39, .57)

-.25**
(-.36, -.14)

-.25**
-.36**
(-.36, -.15) (-.46, -.26)

.44**
(.32, .57)

-.29**
(-.38, -.19)

.37**
(.26, .50)

-.31**
(-.41, -.20)

Pain

.37**
(.27, .47)

-.15**
(-.26, -.04)

-.16**
-.24**
(-.27, -.06) (-.35, -.13)

.43**
(.31, .56)

-.11*
(-.23, 0)

.41**
(.27, .54)

-.09
(-.20, .02)

Stress

.58**
(.50, .65)

-.21**
(-.33, -.09)

-.28**
-.35**
(-.39, -.16) (-.46, -.24)

.66**
(.58, .73)

-.31**
(-.41, -.20)

.56**
(.47, .65)

-.27**
(-.39, -.16)

Hunger

.13*
(.01, .24)

-.05
(-.15, .07)

-.07
(-.17, .04)

.14*
(.03, .24)

-.04
(-.15, .09)

.14*
(.04, .24)

-.07
(-.19, .05)

Sleepiness

.41**
(.31, .51)

-.26**
(-.36, -.16)

-.25**
-.33**
(-.36, -.15) (-.43, -.22)

.27**
(.15, .39)

-.36**
(-.45, -.27)

.23**
(.12, .33)

-.38**
(-.47, -.29)

Health

.36**
(.25, .46)

-.16**
(-.27, -.03)

-.12*
-.16**
(-.22, -.02) (-.26, -.05)

.39**
(.21, .54)

-.16**
(-.28, -.04)

.36**
(.19, .53)

-.10
(-.21, .02)

Substance
Use (under
influence)

.11
(.02, .20)

-.06
(-.17, .05)

-.03
(-.15, .06)

-.15**
(-.26, -.03)

.16**
(-.04, .35)

-.07
(-.19, .08)

.15**
(-.04, .35)

.00
(-.17, .16)

Substance
Use
(recovering
from effects)

.10
(.00, .21)

-.05
(-.12, .02)

-.08
(-.16, .01)

-.12*
(-.20, -.01)

.09
(-.04, .21)

-.14*
(-.25, -.01)

.10
(-.03, .23)

-.20**
(-.32, -.09)

-.11
(-.22, .01)

Note: N = 301. p < .05*, p < .01**, two-tailed. All 95% confidence intervals are bootstrapped. BFI, Big Five Inventory; N,
Neuroticism; E, Extraversion; A, Agreeableness; C, Conscientiousness. PANAS-X, expanded version of the trait Positive and
Negative Affect Schedule; NA, Negative Affect; PA, Positive Affect; Host., Hostility; Att., Attentiveness.
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Table 4
Pearson correlations between states and trait scores at Time 2
BFI (95% CI)
N
E
A
C
Negative
0.49**
-0.20**
-0.18**
-0.42**
Affect
(.41, .56)
(-.32, -.09) (-.31, -.07) (-.53, -.29)

NA
0.68**
(.55, .79)

Positive
Affect

-.44**
(-.53, -.35)

.39**
(.29, .48)

.37**
(.26, .47)

.44**
(.34, .53)

-.31**
.83**
(-.42, -.21) (.78, .87)

-.23**
(-.33, -.13)

.69**
(.63, .75)

Attentiveness

-.33**
(-.43, -.22)

.23**
(.12, .33)

.30**
(.18, .41)

.41**
(.31, .51)

-.21**
.68**
(-.33, -.09) (.61, .74)

-.15*
(-.28, -.02)

.79**
(.72, .84)

Fatigue

.46**
(.36, .53)

-.14*
(-.25, -.02)

-.23**
-.37**
(-.36, -.12) (-.47, -.28)

.45**
(.35, .56)

-.29**
(-.38, -.20)

.37**
(.27, .48)

-.34**
(-.45, -.23)

Pain

.33**
(.22, .42)

-.08
(-.19, .03)

-.05
(-.15, .06)

-.15**
(-.27, -.04)

.33**
(.22, .46)

-.13*
(-.24, -.01)

.28**
(.14, .42)

-.09
(-.21, .04)

Stress

.57**
(.48, .65)

-.13*
(-.26, .00)

-.21**
-.38**
(-.33, -.08) (-.48, -.26)

.59**
(.48, .68)

-.28**
(-.39, -.16)

.49**
(.37, .61)

-.27**
(-.39, -.15)

Hunger

.13*
(.02, .24)

-.04
(-.16, .08)

-.01
(-.12, .11)

-.14*
(-.25, -.02)

.17**
(.08, .26)

-.02
(-.13, .09)

.11
(.01, .21)

-.09
(-.21, .04)

Sleepiness

.43**
(.33, .52)

-.22**
(-.33, -.11)

-.22**
-.37**
(-.34, -.11) (-.48, -.27)

.40**
(.29, .50)

-.39**
(-.48, -.29)

.32**
(.21, .44)

-.44**
(-.53, -.34)

Health

.25**
(.17, .34)

.01
(-.13, .12)

.00
(-.10, .09)

-.06
(-.18, .04)

.18**
(.09, .28)

-.02
(-.14, .10)

.11
(.01, .21)

-.02
(-.13, .09)

Substance
Use (under
influence)

.15**
(.05, .23)

-.02
(-.08, .05)

-.09
(-.21, .05)

-.16**
(-.31, .03)

.29**
(.08, .45)

-.04
(-.16, .07)

.22**
(-.01, .39)

-.05
(-.18, .12)

PANAS-X (95% CI)
PA
Host.
-0.28**
0.56**
(-.37, -.18)
(.42, .70)

Att.
-0.23**
(-.33, -.14)

Substance
.15**
-.05
-.13*
-.12*
.21**
-.12*
.25**
-.15*
Use
(.04, .26)
(-.14, .04) (-.23, -.04) (-.23, .00)
(.06, .36)
(-.23, .00)
(.06, .44)
(-.27, -.01)
(recovering
from effects)
Note: N = 305. p < .05*, p < .01**, two-tailed. All 95% confidence intervals are bootstrapped. BFI, Big Five Inventory; N,
Neuroticism; E, Extraversion; A, Agreeableness; C, Conscientiousness. PANAS-X, expanded version of the trait Positive and
Negative Affect Schedule; NA, Negative Affect; PA, Positive Affect; Host., Hostility; Att., Attentiveness.
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Table 5.
Dependability Correlations and Pearson-Filon Tests for the BFI and PANAS-X Trait Scales
Traits

BFI (95% CI)

PANAS-X (95% CI)

Difference

Z

Neuroticism vs. Negative Affect

.94 (.92-.96)

.86 (.80-.91)

.08

5.51**

Extraversion vs. Positive Affect

.95 (.93-.96)

.88 (.84-.91)

.07

5.18**

Agreeableness vs. Hostility

.93 (.91-.95)

.78 (.68-.85)

.15

7.88**

Conscientiousness vs.
Attentiveness

.94 (.93-.96)

.79 (.72-.85)

.15

8.79**

Note: N = 305. p < .001**, two-tailed. All 95% confidence intervals are bootstrapped. BFI, Big Five Inventory; PANAS-X,
expanded version of the Positive and Negative Affect Schedule. Z-statistic is the result of the Pearson-Filon test comparing
the dependability coefficients of each trait pair.

Table 6
GLMM results for state differences and dependability: BFI Neuroticism, and PANAS-X Negative Affect
T1 Neuroticism x State
T1 Negative Affect x State
T1 Scale Score x State x Domain
b

SE

d

Negative Affect

-.04

.03

-.13

Positive Affect

.02

.03

Attentiveness

-.01

Fatigue

b

SE

d

b

SE

d

-.11**

.04

-.22

-.07

.04

-.14

.07

-.08*

.03

-.19

-.11**

.04

-.24

.03

-.02

-.07

.04

-.14

-.07

.04

-.12

-.03

.03

-.10

-.07

.04

-.13

-.04

.04

-.08

Pain

-.03

.04

-.05

-.11

.09

-.10

-.08

.08

-.09

Stress

-.07*

.03

-.19

-.13*

.06

-.19

-.06

.05

-.09

Hunger

.02

.03

.06

-.10*

.05

-.16

.12*

.05

-.19

Sleepiness

.01

.03

.04

.07

.05

.11

.05

.05

.09

-.07

.05

-.13

-.17

.09

-.15

-.10

.08

-.10

State

Health

Substance Use
-.01
.06
-.02
-.33
.22
-.12
-.32
.19
-.14
(under influence)
Substance Use
-.05
.06
-.07
-.15
.28
-.04
-.10
.27
-.03
(recovering from
effects)
Note: N = 305 ** < .01 *<.05. Bolded and underlined coefficients remained significant after Benjamini-Hochberg correction. b =
regression coefficient, SE = robust standard error, d = Cohen’s d. T2 Neuroticism score is the outcome variable for the results of
T1 Neuroticism x State. T2 Negative Affect score is the outcome for the results of T1 Negative Affect x State. The outcome
variable for the results of T1 Scale Score x State x Domain is determined by dummy coded Domain: 0 = BFI Neuroticism, 1 =
PANAS-X Negative Affect.
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Table 7
GLMM results for state differences and dependability: BFI Extraversion and PANAS-X Positive Affect
T1 Extraversion x State
T1 Positive Affect x State
T1 Scale Score x State x Domain
b

SE

d

b

SE

Negative Affect

-.03

.02

-.10

-.02

Positive Affect

.02

.02

.10

Attentiveness

.00

.02

-.05*

d

b

SE

d

.03

-.05

.01

.04

.01

-.10*

.05

-.17

-.13*

.05

-.21

.00

-.14*

.06

-.21

-.14*

.06

-.02

.02

-.17

-.02

.06

-.02

.03

.06

.04

.01

.03

.01

.04

.04

.08

.03

.05

.05

-.01

.03

-.04

-.03

.04

-.07

-.02

.04

-.03

.01

.02

.04

.04

.04

.07

.03

.05

.04

Sleepiness

-.04

.03

.00

.00

.08

.00

.03

.08

.01

Health

-.02

.04

-.05

.04

.06

.06

.07

.07

.08

State

Fatigue
Pain
Stress
Hunger

Substance Use
-.07
.04
-.14
-.04
.11
-.03
.03
.13
.02
(under influence)
Substance Use
.03
.12
.02
.09
.11
.06
.06
.17
.03
(recovering from
effects)
Note: N = 305 ** < .01 *<.05. Bolded and underlined coefficients remained significant after Benjamini-Hochberg correction. b =
regression coefficient, SE = robust standard error, d = Cohen’s d. T2 Extraversion score is the outcome variable for the results of T1
Extraversion x State. T2 Positive Affect score is the outcome for the results of T1 Positive Affect x State. The outcome variable for
the results of T1 Scale Score x State x Domain is determined by dummy coded Domain: 0 = BFI Extraversion, 1 = PANAS-X
Positive Affect.
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Table 8
GLMM results for state differences and dependability: BFI Agreeableness and PANAS-X Hostility
T1 Agreeableness x State
T1 Hostility x State
T1 Scale Score x State x Domain
b

SE

d

Negative Affect

-.01

.03

Positive Affect

-.03

Attentiveness

b

SE

d

-.03

-.10

.05

-.15

-.09

.06

-.13

.04

-.07

-.09

.05

-.16

-.06

.05

-.10

-.03

.04

-.07

-.05

.06

-.07

-.01

.06

-.02

.00

.04

-.01

.05

.05

.08

.05

.06

.08

-.03

.04

-.06

-.09

.10

-.07

-.06

.10

-.05

Stress

.02

.04

.05

-.04

.07

-.05

-.07

.07

-.07

Hunger

.00

.03

.00

-.10

.06

-.12

-.10

.06

-.12

Sleepiness

-.01

.04

-.02

.06

.28

.07

.27

Health

-.03

.06

-.04

.12

-.14

.11

-.13

State

Fatigue
Pain

.22**
-.21

b

.22**
-.18

SE

d

Substance Use
-.38*
.17
-.18
-.37
.26
-.11
.02
.30
.00
(under influence)
Substance Use
.07
.12
.04
-.10
.37
-.02
-.17
.36
-.04
(recovering from
effects)
Note: N = 305 ** < .01 *<.05. Bolded and underlined coefficients remained significant after Benjamini-Hochberg correction. b =
regression coefficient, SE = robust standard error, d = Cohen’s d. T2 Agreeableness score is the outcome variable for the results of
T1 Agreeableness x State. T2 Hostility score is the outcome for the results of T1 Hostility x State. The outcome variable for the
results of T1 Scale Score x State x Domain is determined by dummy coded Domain: 0 = BFI Agreeableness, 1 = PANAS-X
Hostility.

44

Table 9
GLMM results for state differences and dependability: BFI Conscientiousness and PANAS-X Attentiveness
T1 Conscientiousness x State
T1 Attentiveness x State
T1 Scale Score x State x Domain
State

b

SE

d

b
.00

SE

d

b

SE

d

.06

-.01

-.05

.06

-.07

Negative Affect

.05

.03

.13

Positive Affect

-.04

.03

-.14

-.24**

.08

-.24

-.19*

.08

-.19

Attentiveness

-.05

.03

-.11

-.28**

.09

-.26

-.23**

.09

-.21

Fatigue

-.01

.03

-.02

-.11

.10

-.09

-.10

-.10

-.08

Pain

.04

.04

.08

.07

.06

.10

.03

.07

.04

Stress

.08

.04

.15

-.07

.07

.08

-.15

.09

-.14

Hunger

.07*

.04

.16

.08

.08

.09

.01

.08

.01

-.05

.03

-.11

-.06

.14

-.03

-.02

.14

-.01

.08

.05

.12

.07

.09

.07

-.01

.10

-.01

Sleepiness
Health

Substance Use
.06*
.03
.16
-.14
.24
-.05
-.20
.24
-.07
(under influence)
Substance Use
.00
.04
.00
.17
.10
.14
.17
.10
.13
(recovering from
effects)
Note: N = 305 ** < .01 *<.05. Bolded coefficients remained significant after Benjamini-Hochberg correction. b = regression coefficient,
SE = robust standard error, d = Cohen’s d. T2 Conscientiousness score is the outcome variable for the results of T1 Conscientiousness x
State. T2 Attentiveness score is the outcome for the results of T1 Attentiveness x State. The outcome variable for the results of T1 Scale
Score x State x Domain is determined by dummy coded Domain: 0 = BFI Conscientiousness, 1 = PANAS-X Attentiveness.

Table 10
GLMM results for state deviations and scale scores: BFI Neuroticism and PANAS-X Negative Affect
Neuroticism Score
Negative Affect Score
Predictors: State
b
SE
d
b
SE
d
Deviations
Negative Affect
2.47
1.43
.14
.35**
.09
.32
Positive Affect
-.10*
.04
-.18
.00
.00
-.01
Attentiveness
-.19*
.09
-.17
.00
.01
.00
Fatigue
.92
.51
.15
.09*
.04
.20
Pain
.56
.38
.12
.08**
.03
.24
Stress
.48
.38
.10
.06**
.02
.27
Hunger
-.03
.08
-.03
.00
.00
-.02
Sleepiness
.30**
.10
.25
.01
.01
.14
Health
.46
.45
.08
-.01
.04
-.03
Substance Use (under
.23
.36
.05
.16
.13
.10
influence)
Substance Use
.60
.42
.12
.22*
.09
.19
(recovering from effects)
Note: N = 305 ** < .01 *<.05. Bolded underlined coefficients remained significant after Benjamini-Hochberg
correction. b = regression coefficient, SE = robust standard error, d = Cohen’s d. BFI Neuroticism and PANAS-X
Negative Affect were the outcome variables for each set of models.
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Table 11
GLMM results for state deviations and scale scores: BFI Extraversion and PANAS-X Positive Affect
Extraversion
Positive Affect
Predictors: State
b
SE
d
b
SE
d
Deviations
Negative Affect
-.37
.94
-.03
-.28
1.39
-.02
Positive Affect
.04
.03
.10
.30**
.07
.36
Attentiveness
.06
.07
.07
.55**
.15
.30
Fatigue
-.10
.47
-.02
-1.71
.91
-.15
Pain
-.26
.27
-.08
-.06
.44
-.01
Stress
-.31
.25
-.10
.01
.37
.00
Hunger
.01
.05
.02
-.04
.08
-.04
Sleepiness
-.10
.08
-.10
-.51**
.17
-.24
Health
.29
.32
.07
.02
.50
.00
Substance Use (under
-.85
.64
-.11
1.35
1.54
.07
influence)
Substance Use
-1.10
.82
-.11
.34
1.04
.03
(recovering from
effects)
Note: N = 305 ** < .01 *<.05. Bolded and underlined coefficients remained significant after Benjamini-Hochberg
correction. b = regression coefficient, SE = robust standard error, d = Cohen’s d. BFI Extraversion and PANAS-X
Positive Affect were the outcome variables for each set of models.

Table 12
GLMM results for state deviations and scale scores: BFI Agreeableness and PANAS-X Hostility
Agreeableness
Hostility
Predictors: State
b
SE
d
b
SE
d
Deviations
Negative Affect
-1.10
.93
-.10
.34**
.10
.26
Positive Affect
.07
.04
.15
.00
.00
-.01
Attentiveness
.11
.08
.12
.00
.01
.02
Fatigue
-.70
.49
-.12
.12**
.04
.25
Pain
-.63*
.31
-.17
.09**
.03
.23
Stress
-.33
.27
-.10
.05**
.02
.25
Hunger
.01
.05
.02
.00
.00
-.04
Sleepiness
-.10
.10
-.09
.01
.01
.14
Health
-.47
.18
-.11
.02
.04
.03
Substance Use (under
.65
.80
.07
.15
.15
.08
influence)
Substance Use
-.61
.67
-.07
.24*
.12
.17
(recovering from
effects)
Note: N = 305 ** < .01 *<.05. Bolded coefficients remained significant after Benjamini-Hochberg correction. b = regression
coefficient, SE = robust standard error, d = Cohen’s d. BFI Agreeableness and PANAS-X Hostility were the outcome variables
for each set of models.
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Table 13
GLMM results for state deviations and scale scores: BFI Conscientiousness and PANAS-X Attentiveness
Conscientiousness
Attentiveness
Predictors: State
b
SE
d
b
SE
d
Deviations
Negative Affect
-1.59
.83
-.15
-.35
.67
-.04
Positive Affect
.02
.03
.06
.15**
.04
.33
Attentiveness
.06
.07
.07
.35**
.08
.37
Fatigue
-.17
.40
-.03
-1.00*
.47
-.17
Pain
-.34
.24
-.11
-.17
.20
-.07
Stress
-.05
.24
-.01
.13
.21
.05
Hunger
-.04
.04
-.06
-.05
.05
-.07
Sleepiness
-.12
.07
-.14
-.22**
.08
-.23
Health
.25
.28
.07
-.14
.22
-.05
Substance Use (under
.72
.40
.14
.60
1.23
.04
influence)
Substance Use
-.51
.84
-.05
-.61
.39
-.13
(recovering from
effects)
Note: N = 305 ** < .01 *<.05. Bolded and underlined coefficients remained significant after Benjamini-Hochberg correction. b
= regression coefficient, SE = robust standard error, d = Cohen’s d. BFI Conscientiousness and PANAS-X Attentiveness were
the outcome variables for each set of models.
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Table 14
GLMM results identifying unique predictors of PANAS-X trait scale scores
Negative Affect
SE

d

.08
.03
.02
.02
.08

.30
.07
.18
.07
.21

b

Positive Affect
SE

d

.20**
.18
-.23

.07
.17
.14

.22
.09
-.13

b

Hostility
SE

d

.26*
.08*
.06*
.01
.00

.11
.04
.03
.02
.01

.20
.17
.18
.03
-.05

b

Attentiveness
SE

d

b
Predictors: State Deviations
Negative Affect
Fatigue
Pain
Stress
Substance Use (recovering
from effects)

Predictors: State Deviations
Positive Affect
Attentiveness
Sleepiness

Predictors: State Deviations
Negative Affect
Fatigue
Pain
Stress
Sleepiness

.29**
.03
.05*
.02
.20**

Predictors: State Deviations
Positive Affect
.02
.04
Attentiveness
.31**
.10
Sleepiness
-.05
.07
Note: Ns = 602 – 610. ** < .01 *<.05. b = regression coefficient, SE = robust standard error, d = Cohen’s d.
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.04
.27
-.06

Figure 1.

Figure 2.
Moderating Effect of Differences in State
Sleepiness on the Association Between Trait
Hostility Scores

Moderating Effect of Differences in State PA on
the Association Between Trait Attentiveness
Scores
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Figure 3.
Moderating Effect of Differences in State
Attentiveness on the Association Between Trait
Attentiveness Scores
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Note: No state difference refers to an absolute difference state score of 0, indicating the
individual reported the same level of the state at each assessment occasion. Large state
differences refers to an absolute difference state score one standard deviation above the mean. A
line representing perfect dependability represents a 1.0 correlation between T1 and T2 trait
scores and the absence of transient error. This line was added to facilitate interpretation.
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