We propose that feedback-delayed manual tracking performance is limited by fundamental constraints imposed by the physics of negative group delay. To test this hypothesis, the results of an experiment in which subjects demonstrate both reactive and predictive dynamics are modeled by a linear system with delay-induced negative group delay. Although one of the simplest real-time predictors conceivable, this model explains key components of experimental observations. Most notably, it explains the observation that prediction time linearly increases with feedback delay, up to a certain point when tracking performance deteriorates. It also explains the transition from reactive to predictive behavior with increasing feedback delay. The model contains only one free parameter, the feedback gain, which has been fixed by comparison with one set of experimental observations for the reactive case. Our model provides quantitative predictions that can be tested in further experiments.
Introduction
In feedback-delayed manual tracking experiments, tracking performance depends on the subject's ability to predict or anticipate the target positions. This prediction is necessary to overcome the visual feedback delay time. For example, if in a two-dimensional tracking experiment the subject is required to track a moving target on a screen, using a control handle, and there is a visual delay between the control handle position and the corresponding tracking marker position on the screen, the subject needs to predict in real-time the target position with the control handle position. Therefore, in order to successfully track the target, the control handle position has to lead, or anticipate, the target position on the screen. Besides being of importance for man-machine interaction, when humans become part of a control system (Craik 1947; K. U. Smith 1962; Gerisch et al. 2013) , the dynamic and cognitive mechanisms behind delayed manual tracking performance have been an ongoing topic of research (Langenberg et al. 1992; Tass et al. 1996; Just et al. 2003; Miall and Jackson 2006; J. G. Milton 2011) with possible clinical applications (J. G. Milton et al. 1989; Beuter et al. 1990; Alexander 1994; J. Milton et al. 2016 ). Furthermore, by introducing a time-delayed feedback into a manual tracking task, the transformation from motor commands to their sensory consequences (Wolpert and Ghahramani 2000) is disturbed. This disturbance provides a mechanism for the study of motor control from the perspective of the central nervous system, as the delay in turn must affect internal representations of the motor process (Pouget and Snyder 2000) including a model of the environment.
In a recent two-dimensional tracking experiment with inherently chaotic targets (Stepp 2009 ), one of us has shown that subjects can track the target with feedback delays of up to 400 ms well. In this experiment the control handle was a hand-held stylus used on a pressure-sensitive tablet. The following specific observations about tracking performance have been made:
(1) The actually measured anticipation time, as determined by the argument of the maximum of the cross-correlation function (CCF) between stylus and target, usually is significantly smaller than the feedback delay time.
(2) If subjects track with a certain anticipation time for a feedback delay of 400 ms, then in other experimental runs with feedback delays of only 200 ms, subjects do not utilize the full prediction performance demonstrated in the previous run but usually use a shorter anticipation time. In other words, participants predict by an amount relative to the given feedback delay, not by the greatest of their ability.
(3) The measured anticipation time roughly increases linearly with the given feedback delay for up to a critical delay where tracking performance deteriorates. (4) Tracking performance as measured by the magnitude of the CCF between stylus and target decreases with feedback delay up to that critical delay. (5) For small feedback delay, the target is not anticipated but trailed by the stylus. In other words, the subject's behavior changes from predictive to reactive.
We present a mechanism that is based on the physics of negative group delay (NGD) and which can explain all of these observations. NGD is known from the physics of systems with anomalous dispersion (Garrett and McCumber 1970) and simple electronic circuits (Mitchell and Chiao 1997; Nakanishi et al. 2002) , but to the best of our knowledge has not been used in the psychological and neurosciences so far. Furthermore, the here presented particular form of NGD, delay-induced NGD, and its potential relevance in human motor control is not widely known either.
The outline of the paper is as follows. First, the general model will be described in Section 2. Then, the model will be adapted to the recent experiment of (Stepp 2009) in Section 3 and compared with experimental data in Section 4. A discussion concludes this paper.
Model description
Our model is a linear relaxation system with external input and a linear time-delayed feedback, i.e.,
where x(t) is the input signal (zero-mean, bounded, stationary), a ≥ 0 the relaxation coefficient, b the input scaling, c ≥ 0 the feedback gain, and τ > 0 the constant visual feedback delay. It is assumed that for b = 0 the parameters a and c are chosen such that the fixed point y = 0 does not become unstable.
The meaning of the variables in the delayed manual tracking experiment (Stepp 2009 ) is as follows: The variable x is the horizontal coordinate of the target on the screen, after a linear normalizing transformation. The variable y is the normalized horizontal stylus coordinate. The variable y(t − τ) =: y τ is the delayed and normalized horizontal stylus coordinate of the marker on the screen, which is supposed to continuously track the target marker at position x for given, fixed, feedback delay τ. Therefore, in order to follow the target position x, subjects have to continuously predict where its position will be at a time τ later. In other words, delayed tracking amounts to fulfilling the equation x = y τ .
Despite its simplicity, model (1) has both predictive, or anticipatory, as well as reactive properties, which are given by the sign of its group delay, as defined below; Eq. (1) has been studied recently in the context of real-time signal prediction, where it has been found that it shows a negative group delay for low-frequency spectral components of the signal (Voss 2016b) . Specifically, in contrast to the well-studied case of conventional NGD filters without time delay (Mitchell and Chiao 1997; Nakanishi et al. 2002; Kitano et al. 2003; Kandic and Bridges 2013) , the group delay in our model is caused by the delayed-feedback term in Eq. (1); it is a delay-induced group delay. It can be positive or negative, depending on signal properties and model parameters.
Because the mechanism of real-time signal prediction by Eq. (1) does not seem to be straightforward and the concept of NGD might first be counterintuitive, we will proceed in two steps: First, we will phenomenologically demonstrate signal prediction by Eq. (1) in Section 2.1. The theory of delay-induced negative group delay pertaining to Eq. (1) will be provided in Section 2.2 and applied to the phenomenological findings in Section 2.3.
Real-time signal prediction with model (1)part 1
We phenomenologically describe how a band-limited input signal is transformed by our model. These and all following numerical simulations were performed with MATLAB R2015a (The MathWorks, Inc., Natick, MA). In order to simulate Eq. (1) a Runge-Kutta scheme of 4th order was used with a time step of 0.001 s.
In a first example, the input signal x consists of the superposition of two sinusoidal time series with frequencies of 0.14 and 0.30 Hz. These frequencies correspond to the locations of the two main peaks of the power spectrum of the target trajectories in the tracking experiment (Stepp 2009 ). Sinusoidal signal superposition is an efficient way to model bandlimited signals and has been used previously in the context of human tracking performance (Elkind and Sprague 1961) . (An alternative would be low-pass filtered random signals introduced by (Bariska 2008) and exemplified for delayinduced NGD in (Voss 2016b) ). With parameters a = c = 12.82 s −1 , b = 1.5a, and τ = 800 ms, the final 40 s of an 80 s long simulation of Eq. (1) are shown in Fig. 1a . It is apparent that that the response y (red graph) anticipates the input x (black graph) on average. Like in (Stepp 2009 ), this is verified with the CCF between x and y. It has a maximum of 0.96 at −353 ms. The input and output power spectra in Fig. 1b demonstrate that the frequency content of these signals changes only slightly.
In a second example, a third sinusoidal signal with a frequency of 0.58 Hz is added as a distortion to the two input signals used above. It is weighted relatively to the two previous signals, which had an amplitude of 1 each, with an amplitude of 0.04. Figure 1c demonstrates that the graph of this new input signal (black) is visually indistinguishable from the one used before, but a simulation of Eq. (1) now yields a different result: Anticipation is not evident anymore and the response signal oscillates faster than the input. Specifically, the CCF between x and y now has a maximum of only 0.76, at −325 ms. In addition, the power spectra in Fig. 1d show that the barely visible spectral component at 0.58 Hz in x has become inflated in y, reflecting the observed oscillations.
These findings, namely the anticipation of the original input signal and diminished anticipation for the disturbed signal can only be understood if system (1) is further analyzed. This will be done in the following section.
Properties of delay-induced group delay
Equation (1) is linear and thus can be described by its frequency response function (Calvo et al. 2004; Blakely et al. 2008) . It is given by
with β 1 = a + c cos (ωτ), β 2 = c sin (ωτ) − ω, β ¼ β 2 1 þ β 2 2 (Lee 1994; Munakata et al. 2009; Voss 2016b ). Here we use Eq.
(2) to describe the input/output relationship between a band-limited input signal x and output y under steady-state conditions. This relationship is given in Fourier space as
x(t) = ∫X(ω)e iωt dω, and y(t) = ∫Y(ω)e iωt dω. If the frequency response function is written as
delay is frequency dependent and given by (Voss 2016b) 
In general, NGD means a group advance (Mitchell and Chiao 1997; Nakanishi et al. 2002) , or real-time prediction (Dajani and Lam 2008) of the input signal x.
For the prediction of smooth, i.e., band limited signals, as we have seen above of particular interest is the value of δ(ω) for small ω. In order to derive the value of the group delay for low frequencies, Eq. (3) is expanded in terms of small ω, Fig. 1 The negative group delay model. a Section of an input signal x consisting of the sum of two sinusoidal signals with frequencies of 0.14 and 0.30 Hz (black graph). This is the signal to be predicted. The predicting signal y, via model (1), is shown in red and on average anticipates the input by 353 ms. b Normalized power spectra of the signals used in a. c Same as a but with a sinusoidal signal with frequency of 0.58 Hz added to the signals in a as a disturbance. d Same as b but with the disturbance. e Analytic frequency response function gain G (black dashed) and phase Φ (black solid), as well as the analytic group delay δ (red connected circles). It is evident that there exists a negative group delay for frequencies from 0 to 0.51 Hz, which becomes positive between 0.51 and 0.63 Hz. The latter interval contains a resonance of system (1), in which the gain becomes relatively large. This explains the amplification of the disturbance signal used in c in the power spectrum d, causing diminished anticipation in c which reveals that there are no linear terms in ω. If quadratic and higher order terms are neglected in both the counter and denominator of this expansion, it follows (Voss 2016a)
This expression has four important consequences for lowfrequency input signal components, i.e., for small ω:
1. Equation (4) allows both for positive and negative group delay. The group delay is positive for cτ < 1, corresponding to a trailing response. For cτ > 1, the group delay δ 0 is negative, a necessary condition for anticipation. 2. The group delay δ 0 is independent of ω, a necessary condition for distortion-free signal transfer (Nakanishi et al. 2002; Kandic and Bridges 2013) . 3. For unconstrained feedback delay, maximization of the NGD requires a = c. This follows from Eq. (4) and the fact that the delay-independent stability of equation (1) with b = 0 requires a > c (Bernard et al. 2001; Calvo et al. 2004) . Therefore, the maximum prediction horizon is achieved exactly next to the edge of the parameter regime that guarantees stability for all possible, including arbitrarily large, feedback delays. 4. The maximum NGD, or prediction horizon, is achieved for a = c in the limit of infinite a. It is
This value provides a universal upper bound for the prediction horizon of stable delay-induced NGD processes (1), a quite telling constraint when taken in terms of empirical results, as discussed below.
The system with a < c including the conservative case with a = 0 still can have a NGD, but its stability depends on the feedback delay. A more detailed analysis reveals that the limit obtained in (5) cannot be overcome. It is noted again that these model predictions hold only for input signal components with small ω. Also, only steady-state solutions without transients are captured by the frequency response function. Although of potential interest for a more detailed comparison with experimental data, modeling of transients is not necessary for our purposes and would require an analysis (Michiels and Niculescu 2007) that is beyond the scope of this paper.
Real-time signal prediction with model (1)part 2
The analysis of the previous section now allows us to understand the numerical simulation results of Section 2.1. Figure 1e shows the analytic frequency response function gain G (black dashed; for better visibility, the square root of G is shown) and phase Φ (black solid), derived from Eq. (2), as well as the analytic group delay δ (red connected circles), from Eq. (3). The group delay is negative for the interval from 0 to 0.51 Hz and positive for the interval from 0.51 to 0.63 Hz. The latter interval defines a resonance of system (1), in which the gain becomes relatively large. The band-limited signal of the first example in Section 2.1. is lying entirely within the NGD interval. The disturbance used in the second example defines an out-of-band contribution that falls into the resonance interval. This explains the amplification of the disturbance signal and the diminished anticipation in this case.
For the used parameters, Eq. (4) yields a zero-frequency limit group delay of δ 0 = −361 ms, which is close to the CCFmeasured anticipation time of 353 ms for the first example. The small discrepancy between these two values has at least three contributions: (i) Transients, which die out relatively quickly in this example. (ii) The estimation error of the CCF due to the finite data set sampled. (iii) The fact that Eq. (4) is the zero-frequency limit, whereas the two signal frequencies of 0.14 and 0.30 Hz correspond to group delays measured from the graph in Fig. 1e of −360 and −351 ms, respectively. These differences cause signal distortions that affect the CCF in two ways: The argument of the maximum CCF value might differ from δ 0 , and the maximum itself becomes less than 1.0.
It remains to discuss the prediction horizon given by Eq. (5), which would be 400 ms in this example with a feedback delay of 800 ms in the limit of infinite parameters a and c. There are three reasons for the specific choice of these parameters in this example, rather than to increase them in order to gain a larger prediction horizon: They arise from a fit to experimental data in the next section, the required numerical integration time step would have to become prohibitively small from a certain point on, and the gain of the resonance would increase, causing enhanced oscillatory instabilities for out-of-band signal components that fall into the resonance frequency band (Dajani and Lam 2008) .
Modeling feedback-delayed manual tracking data
In order to apply the model to feedback-delayed manual tracking data from an experiment previously performed by one of us (Stepp 2009 ), we simplify it further until all parametric freedom is eliminated: First, the model is used with a = c, at the edge of stability, in order to maximize the NGD δ 0 , Eq. (4). Second, the input scaling b just affects the overall gain and transients and otherwise is of not much importance for the interpretation of the model. We use b = 2c, which scales the response y correctly for comparison with x for most stable dynamics observed. Third, the feedback gain c is determined by a fit to experimental observations: Fig. 1c in (Stepp 2009) shows that the errors on the lag/lead times across subjects and trials are lowest for the smallest experimentally tested feedback delay of τ = 20 ms. Therefore, this delay is used for a fit of c to observations. This case causes trailing behavior on average with an average δ 0 = +29 ms. Inserting this value into Eq. (4) gives c 0 = 12.82 s −1 . Finally, the simplified model is
with τ 0 = 1/c 0 = 78 ms. We call the parameter τ 0 the Bzero lag time^for reasons that will become apparent just below. Re-insertion of c 0 into Eq. (4) for variable delays provides the expected group delays listed in Table 1 , second column. As one can see, fixing parameter τ 0 on the case with τ = 20 ms, i.e., trailing behavior, still allows for anticipatory behavior in our model for the larger feedback delays, 200 to 1000 ms.
Specifically, three delay-dependent dynamic regimes are to be expected from model (6):
The group delay is non-negative. This means, the stylus position will either synchronize with or trail the target position after some transient time. 2. τ 0 < τ < τ crit : Stable anticipation after some transient time.
3. τ ≥ τ crit : Instability or inconsistent tracking.
The value of τ crit depends on the properties of the frequency response function. Specifically, the larger the delay, the less the assumption for the validity of Eq. (4), namely the small frequency approximation, becomes justified, and dispersion or even oscillatory instabilities occur. This will become more apparent in the analytic group delay graphs shown in the next section.
Results
We first describe further numerical simulations of model (1) and then a comparison with experimental data of the delayed manual tracking experiment (Stepp 2009 ). An interpretation of the model with respect to the observations (i) to (v) in the Introduction will be made in the Discussion.
In Fig. 2a sections of the input x and the output y are shown for one set of numerical simulations of Eq. (1) with the parameters of Eq. (6), i.e., a = c = c 0 = 1/τ 0 = 12.82 s −1 , b = 2c 0 . Equation (1) was simulated as before but with an input described by a chaotic oscillator, and of the 160 s long simulations, the first 80 s were discarded (Stepp 2009 ).
For a feedback delay of 400 ms (middle column), the response y (red graph) anticipates the chaotic input x (black graph) on average. This is verified with the CCF between x and y, which has a maximum of 0.99 at −151 ms. Further, the group delay δ 0 via Eq. (4) is −161 ms (Fig. 2b, red connected  circles) . Figure 2b also shows the estimated and analytic phase of the frequency response function. For small and intermediate feedback delays (20 and 400 ms) it has a frequency band with approximately constant group delay throughout the frequency range that contains most of the power of the data x (Fig. 2c) . However, for a very large feedback delay of τ = 1000 ms, the response signal power spectrum shows some amplified components (Fig. 2c, third column) . These are caused by a resonance of the frequency response function that was present for the two other cases, too, but now falls into in the frequency domain with already significant power of the otherwise approximately band-limited input signal x (Fig. 2b,  third column) . Figure 3 shows experimental data and power spectra for selected trials of a single representative subject of the experiment (Stepp 2009 ). The observed delays as measured by the maxima of the CCFs are for τ = 20 ms: CCF(+20 ms) = 0.99; for τ = 400 ms: CCF(−200 ms) = 0.94. In the latter case, the subject anticipates the target with the maximum anticipation time or prediction horizon that can be achieved with delayinduced NGD. It is given by Eq. (5) as τ/2 = 200 ms. Table 1 Group delays for varying feedback delays. Expected group delays, or lag/lead times, from Eq. (4), average simulated group delays, and average experimental group delays, in dependence of the given feedback delay τ. Positive group delays reflect that the stylus trails the target, negative that the stylus anticipates the target. The coincidence of the three group delays in the first row arises from a fit of the only free constant in model (6), the feedback gain c 0 = 1/τ 0 , to data with a given feedback delay of 20 ms. Simulated average values are based on 100 repeats of the trajectory for x with varying initial conditions, and experimental averages are based on 10 participants (Stepp 2009 ). The small deviations between expected and simulated group delays arise from the fact that the former are predicted from Eq. (4), which holds for small frequencies only, whereas the latter are obtained from numerical simulations of Eq. (1), which contain all frequency components of the data. The response signal power spectra show a similar behavior as for simulated data, namely that for τ = 1000 ms some frequency components are amplified. This is caused by a resonance of the frequency response function, which moves into low-frequency areas for large feedback delays (compare with Fig. 2b, third column) . Subject and trial averaged lead/lag times are provided in Table 1 , fourth column.
Discussion

Modeling the observations of the manual tracking experiment
In the following, each of the experimental observations (i) to (v) listed in the Introduction will be interpreted by the oneparameter delay-induced group delay model (6).
(1) The actually measured anticipation time usually is significantly smaller than the feedback delay: This observation can be explained by our analytic result that the maximum achievable anticipation time cannot exceed half of the feedback delay time, Eq. (5). a b c Fig. 2 Simulation -Time series, frequency response phases, and power spectra. The three columns each represent one of the three dynamic regimes: The first column is for a feedback delay of τ = 20 ms (reactive or trailing behavior), the second column for τ = 400 ms (predictive or anticipatory behavior), and the third column for τ = 1000 ms (inconsistent behavior). a Simulated drive x (black graph) and response y variables (red graph) following the model of (Stepp 2009 ). Shown are the last 4 s of the 80 s that were modeled. The corresponding average lead/lag times are provided in Table 1 , third column. b Analytic phase, Eq. (2), (bold) and estimated phase from the simulation (thin line), as well as the analytic group delay Eq. (3) (red circles connected with lines). In the trailing case, the group delay is positive (expected value = +29 ms) and approximately constant throughout the shown frequency range; in the anticipatory case it is negative (expected value = −161 ms) and a deviation from constancy already is visible, and in the inconsistent case it is variable (expected value = −461 ms). c Normalized logarithmic power spectra, restricted to frequencies that contain most of the power of the chaotic drive signal x (black graph), and for the response signal y (red graph). In the trailing case, power spectra are approximately identical, indicating only weak signal distortion. (The trailing effect itself does not affect the power spectrum.) In the anticipatory case some higher frequency components of y are amplified, indicating a slight signal distortion; in the inconsistent case, the response is significantly distorted and tracking performance is deteriorating a b Fig. 3 Experiment -Time series and power spectra. The same as Fig. 2a , c, but for the experimental, normalized, data of a single subject (Subject 3, (Stepp 2009) (2) Participants predict by an amount relative to the given feedback delay, not by the greatest of their ability: This observation can be explained by Eq. (4), which shows that the group delay depends on the feedback delay, if the other parameters are kept constant. The subject's potential ability has no influence.
(3) The measured anticipation time roughly increases linearly with the given feedback delay for up to a certain critical delay where tracking performance becomes low: For fixed parameters a and c, the linearity again is given by Eq. (4) . The deterioration of performance at a feedback delay τ crit was shown to be related to the properties (resonances) of the frequency response function for increasing feedback delays. (4) Tracking performance as measured by CCF decreases with feedback delay up to that critical delay: Tracking performance is directly related to the constancy of the NGD over the relevant signal components. If the group delay becomes skewed, as in Fig. 2 , right column, different frequency components of x are transferred differently, and the output signal y is distorted relative to the input. In turn, this affects the CCF. (5) For small feedback delay, the target is trailed by the stylus: With fixed zero lag time τ 0 in model (6), this somewhat paradoxical behavior occurs for feedback gains fulfilling the condition c 0 τ < 1 or, equivalently, τ < τ 0 . Thus the zero lag time determines the feedback delay for which subjects would exactly synchronize with the target without a lag or lead. However, for sufficiently small feedback delay τ this condition can always be fulfilled.
In fitting the feedback gain to trailing data, we implicitly enforced this condition (via c 0 × 20 ms = 0.26 < 1) and have found a value that both allows for reactive, or trailing, and predictive, or anticipatory, behavior, depending on the feedback delay. This particular model prediction that for sufficiently small feedback delays predictive behavior is replaced by reactive behavior gives us most confidence for the validity of the model. Also, this prediction provides a clear signature of the involvement of delay-induced group delay in dynamical data in general, which can be tested in experiments.
In summary, our extremely parsimonious model (6) explains several properties of the experimental observations. In particular, we have found a lower bound of the feedback delay for anticipatory tracking behavior (given by condition τ = τ 0 ) and an upper limit determined by the properties of the frequency response function. The latter is not a strict limit but rather affects tracking performance gradually by signal distortion, when the frequency dependent NGD is not constant anymore in the main frequency range of the data, causing mixing of different frequency components, also known as dispersion. Whereas in the experiment, τ crit has a value somewhere between 400 and 600 ms, in our simulations it is between 900 and 1000 ms. This discrepancy is not explained by our model. An explanation would have to include modeling subjectdependent upper performance limits (Gerisch et al. 2013) , which lies beyond the present capabilities of our model.
General model implications
Model (1) describes the dynamics of the prediction variable y just as a linear combination of the two other variables x and y τ , or as a linear filter. The cognitive task of delayed target tracking then reduces to a realization of this simple filter. Specifically, the proposed mechanism does not depend on the model of the trajectories to be tracked. For example, for the chaotic data of (Stepp 2009 ) it would not be required that subjects learn the chaotic dynamics beforehand. In the end, it is just the smoothness of the signals that enables prediction, independent of the underlying specific dynamics, which even can be of smoothed stochastic origin. This has been termed Banticipatory relaxation dynamics^(ARD) (Voss 2016b) . Therefore, delayed manual tracking experiments that use smooth unpredictable signals whose dynamics cannot be learned by subjects (Foulkes and Miall 2000; Miall and Jackson 2006) could shed more light on the question whether delay-induced NGD plays a role in human motor control.
These experiments have been interpreted in a qualitative way before (Stepp 2009 ) in terms of anticipatory synchronization (Voss 2000 (Voss , 2001a (Voss , 2002 Stepp and Turvey 2008) . Some of the observations described here could be explained with that concept, too. Whereas anticipatory synchronization and delay-induced NGD models are related (Voss 2016b) , the latter concept does not require a model of the driving system and is thus more parsimonious. Further, the striking difference between given delayed feedback time and actual anticipation time cannot be explained by anticipatory synchronization but follows naturally from the delay-induced group delay concept, as well as the observation of trailing behavior for small feedback times. It might be worthwhile to investigate neuronal models based on anticipatory synchronization (Ciszak et al. 2004; Matias et al. 2011; Pyragiene and Pyragas 2013; Matias et al. 2015; Pyragiene and Pyragas 2015) with respect to delay-induced NGD.
The prediction horizon Eq. (5) is universal as it is given by the mathematical properties of the delay-induced group delay frequency response function (2). We note in passing that the cascading of an anticipatory system, i.e., feeding its output into another NGD system, might enable larger total prediction horizons. This would require, however, more complex circuitry with possibly detrimental effects on stability (Voss 2001a, b; Mendoza et al. 2004; Kandic and Bridges 2013; Baraik et al. 2014) .
Although being counterintuitive, it stands to reason that the phenomenon of NGD does not violate causality (Mitchell and Chiao 1997; Voss 2001a) . Its performance depends on the choice of parameters and the data, and for improperly chosen parameters and data that do not fulfill the specified stationarity and smoothness criteria it might not be predictive or cause oscillatory instabilities (Bernard et al. 2001; Calvo et al. 2004; Kandic and Bridges 2013) .
Finally, it might be worth noting that our tuning of the model close to the edge of instability resembles the energetically optimal tuning of models for stick balancing (reviewed by (J. Milton et al. 2016) ). The parameters leading to Eq. (5) are also related to the "limit of large delayB or "thermodynamic limitB in the theory of stability of delay-differential equations (Giacomelli and Politi 1996; Lichtner et al. 2011 ). This relates our approach to delay-difference equations, which can be used to model delay-induced NGD in discrete-time systems (Voss 2016c) . There, in analogy to Eq. (5), a feedback dealy of 2 time steps is required to achieve a NGD of −1 time step.
Implications for motor control
The proposed model Eq. (1) or (6) to explain feedbackdelayed manual tracking performance differs from most previous models in its parsimony and mechanism, namely the physics of delay-induced NGD. Negative group delay is closely related to negative group velocity, which has been known as a property of wave propagation in anomalous dispersive media for a long time (for a review, see (Brillouin 1960) ) but only very recently made entry into applied physics, for example in the design of metamaterials (Siddiqui et al. 2003; Dolling et al. 2006 ). As a possible mechanism underlying observations in the neurosciences, the concept of NGD is less known (but see (Voss 2001a (Voss , 2016a and discussions in (Dajani and Lam 2008) ).
Formally our approach continues a long tradition of modeling delayed tracking experiments by delay-differential equations: The most popular model used within this endeavor is probably the Smith predictor (O. J. M. Smith 1959) . It requires the knowledge of the process causing the signal to be predicted and constitutes an extension of conventional process controllers of that time with respect to the inclusion of time delays. The Smith predictor has been proposed to be able to explain adaptation to delays in feedback-delayed manual tracking by (Foulkes and Miall 2000) . The increase in power spectral density for larger delays in their Fig. 4 is reminiscent of our Figs. 2c and 3b. In terms of our NGD based model, this increase could be explained with a shift of the first resonance of the frequency response function towards smaller frequencies, which increases the gain for those frequency components. If this can be generalized, the observed adaptation, or reversal of the power increase, in (Foulkes and Miall 2000) would thus amount into finding some strategies to cope with the resonance.
Whereas in some models of motor control including the Smith predictor Bprediction precedes control in motor learning^ (Flanagan et al. 2003) , in other types of models this distinction becomes blurred (Mehta and Schaal 2002; Krstic 2009; J. Milton et al. 2016) . This includes our model, in which anticipation by delay-induced NGD means prediction and control in one instance. The anticipatory coupling principle used in Eqs. (1, 6) , consisting of the difference term including x and y τ (Voss 2002 (Voss , 2016b , enforces both prediction by NGD and defines the error term used for control. However, again this leaves adaptation and learning unexplained; the only parameter of model (6), the zero lag time τ 0 , is assumed to be constant for all feedback delays. It means that the model does not require an adjustment of τ 0 to the feedback delay. The zero lag time has been estimated as 78 ms for this data set but is probably subject or even trial dependent and could contribute to the inter-subject variability observed in the tracking experiment. These model predictions could be tested in experiments with continuously changing feedback delays.
Our model does not include the compensation of intrinsic processing delays (Loram et al. 2009; Nijhawan 2008) . Generally, those intrinsic delays can exceed some of the artificial delays used here (J. Milton et al. 2016) . In order to include these into our model, it would probably be easiest to start with tasks not involving artificial delays. This approach would lead to a description of aspects of motor control by NGD as an alternative to internal feedforward models (Kawato 1999) . A more specific suggestion for such a model has been proposed very recently for the visuomotor system (Hayashi et al. 2016) . For the case of negligible brain-hand delay time, their model equation (2) would be structurally similar to Eq. (1), but the meaning of the only dynamically relevant time delay τ in their model differs; it is modeling somatosensory feedback delay. We conjecture that the behavior of that model for smoothly varying target signals, including transition from reactive to predictive, is dictated by NGD, too. If this holds true, one could speculate more generally that some internal mechanisms of motor control would have components consisting of intrinsic time delays inducing NGD. In the same sense, it remains to be seen if the limitations in human tracking performance for non-feedback delayed tracking as proposed by (Gerisch et al. 2013) can at least partially be explained by the limits of delay-induced NGD, Eq. (5), if intrinsic delays are taken into account. However, it is important to keep in mind that there is likely no role for NGD when target signals are not smoothly varying and, for example, contain infrequent abrupt transitions (Bariska 2008) . In these cases the nervous system must resort to non-predictive, reactive type control strategies.
Conclusion
The delay-induced group delay model accurately reproduces both trailing and anticipatory target tracking observed in a feedback-delayed manual tracking experiment. These reactive and predictive dynamics appear as two facets of the same physical mechanism, group delay. Group delay is positive for small feedback delay and negative for larger feedback delay, causing reactive and predictive dynamics, respectively.
Since our model is one of the most parsimonious descriptions of a real-time predictor conceivable, it makes it an interesting candidate for modeling other cognitive or neuronal prediction mechanisms. We have outlined several signatures of the model that can be tested in further experiments, such as a linear dependence of the prediction horizon on the feedback delay, a universal maximum prediction horizon, a smooth delay-dependent transition from reactive to predictive dynamics, and an increase of power in the higher frequency components of the prediction time series.
