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Povzetek
Naslov: Kompresija slik s pomocˇjo linearne regresije in delitve slike na
ploske sektorje
Avtor: Gasˇper Primozˇicˇ
V diplomskem delu predlagamo novo metodo izgubnega ali neizgubnega sti-
skanja slik. Slike so v njihovi osnovni obliki, v racˇunalniku predstavljene kot
dvodimenzionalna polja intenzitet treh razlicˇnih barvnih kanalov. Barvni
model slike spremenimo v taksˇnega, ki minimizira kovarianco med intenzite-
tami vseh barvnih kanalov, hkrati pa varianco maksimizira na enem samem
kanalu. S pomocˇjo sektorizacije, posamezne barvne kanale razrezˇemo na
sektorje, katerega intenzitete so sebi podobne. Intenzitete vseh stolpcev in
vrstic dobljenih sektorjev aproksimiramo s pomocˇjo regresijskih funkcij prve
stopnje. Tako za vsak sektor slike, namesto vseh intenzitet, ohranimo le ko-
eficiente, ki opisujejo prilezˇne premice in na ta nacˇin dosezˇemo kompresijo.
Ker so lokacije intenzitet vrstice ali stolpca vnaprej znane, lahko postopek
iskanja koeficientov tovrstnih premic okrajˇsamo. Prav tako pa metoda pred-
stavlja tudi mozˇnost paralelizacije korakov kompresije in dekompresije, saj
se glavnina racˇunanja izvaja z matrikami, za kar pa so moderni procesorji
in graficˇne kartice specializirani. Predstavimo tudi evalvacijo predstavljene
metode. S pomocˇjo numericˇnih orodij ocenjevanja kakovosti rekonstrukcij
in statisticˇne analize pokazˇemo, da se prednosti metode izkazˇejo pri mocˇno
stisnjenih slikah, katere so po vecˇini ploske.
Kljucˇne besede: kompresija, racˇunalnik, linearna regresija.

Abstract
Title: Image compression with linear regression and image segmentation to
flat sectors
Author: Gasˇper Primozˇicˇ
We propose a new approach for lossless and lossy image compression. Im-
ages are stored in computer in its primary form, as two dimensional fields of
intensities of three color channels. We change the color model of an image to
one which minimizes the covariance between the intensities of all channels,
and maximizes the variance on a single one. With the help of sectoriza-
tion, we split each of the color channels to sectors, whose intensities are self
similar. We approximate the intensities of all sectors, by applying first de-
gree regression functions, to all rows and columns of a sector. Compression
is achieved by storing only the coefficients of the regressed functions and
discarding the original intensities. The procedure of finding the regression
function coefficients can be speeded up since the positions of the intensi-
ties in a sector are known beforehand. This method is also expandable for
paralellisation of crucial steps in the algorithm, because the majority of the
time consuming calculations are matrix-based. Modern day processors and
graphics cards are made for these kinds of applications, which can drastically
drop the compression and decompression times. Our proposed compression
method is thoroughly analyzed. Numerical approaches and statistical anal-
ysis are utilized to show that the advantage of this method is with highly
compressed flat images.
Keywords: compression, computer, linear regression.
Poglavje 1
Uvod
Zametki shranjevanja slike segajo globoko v cˇlovekovo zgodovino. Zˇe pralju-
dje so skicirali po stenah z razlicˇnimi barvami in motivi. Zatem se je pricˇela
doba umetnosti in portretov, kjer so z namensko barvo in platnom risali ter
upodabljali podobe ali ljudi.
Z razvojem optike se je zacˇela pojavljati drzna ideja o zajemanju okolice
na medij. Sprva so se razvile metode zajemanja fotografij s pomocˇjo hlapov
srebrovega halida, katerega postopek je bil nevaren in dolgotrajen, hkrati pa
drag. Zˇelja po kakovostnih fotografijah pa je ostajala mocˇna, a za tisti cˇas
futuristicˇna. Z razvojem prvih osebnih fotografskih naprav (Kodak camera
[17]) pa so lahko fotografirali mnogi. Fotografije so zajemali na rolo celulo-
znega traku, prevlecˇenem s fotosenzitivno kemikalijo, ki so ga nato poslali
do razvijalca slik, kjer so s traku fotografijo presneli na papir in jo nato
poslali uporabniku. A tovrstne fotografije so bile sˇe zmeraj cˇrnobele. Z ra-
zvojem fotosenzitivnih kemikalij, ki reagirajo pri razlicˇnih valovnih dolzˇinah
svetlobe, pa je bilo mocˇ zajeti tudi barvo trenutka. Metoda se je razvijala in
izboljˇsevala vse do prihoda digitalnih kamer. Digitalne kamere namesto ce-
luloznega traku za zajem uporabljajo fotoaktivne polprevodniˇske elemente,
ki delujejo na principu fotoelektricˇnega efekta, pokrite z raznimi barvnimi
filtri za singulacijo intenzitet barv. Prevladujocˇi tehnologiji tovrstnih sen-
zorjev sta CMOS in CCD [7]. Sprva so bile tovrstne naprave slabe, saj so
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bile metode izdelave taksˇnih senzorjev drage. Z razvojem fotolitografije se je
razvijala tudi sodobna kamera, fotografije pa so zajemale vse vecˇ informacije,
saj se je z izboljˇsevanjem metod hkrati povecˇevalo sˇtevilo pikslov na senzorju.
Ker je fotografija postajala virtualno vse vecˇja, pomnilnik pa je bil omejen,
so se zacˇele razvijati tudi metode kompresiranja slik.
1.1 Motivacija
Slika v nekompresiranem formatu zaseda prevecˇ prostora. Res je, da ohra-
nja vse informacije o intenzitetah vseh pikslov, a nasˇe oko je bolj obcˇutljivo
na velike spremembe intenzitet kot na majhne. Cˇe hranimo vsako vrednost
posebej, pa je tudi razprsˇenost intenzitet tako visoka, da niti brezizgubno
entropsko kodiranje po intenzitetah ne prinasˇa vecˇjih prednosti pri kompre-
siranju. Sliko je potrebno transformirati v signale, ki so si podobni in opiˇsejo
sliko dovolj dobro, da razlike niso ocˇitne, hkrati pa jih je mogocˇe tudi dobro
stisniti. Problem kompresiranja slik oziroma samih signalov je zˇe dolgo pri-
soten, pravzaprav se je pojavil s pojavom medijev, resˇitve pa so si v osnovi
dokaj podobne.
1.2 Sorodna dela
Kakor slike, tudi ostale medije, kot so video in zvok, kompresiramo s pomocˇjo
podobnih metod kompresiranja signalov. Kompresiramo jih v veliki vecˇini
[4] s pomocˇjo fourierjeve transformacije - specificˇno hitre fourierjeve transfor-
macije FFT in diskretne kosinusne transformacije DCT. Obe metodi signal
predstavita kot obtezˇeno kombinacijo vecˇih baznih sinusnih in kosinusnih si-
gnalov razlicˇnih frekvenc, ki enolicˇno opiˇsejo signale. Kot je bilo navedeno
zˇe v zacˇetku, je oko bolj obcˇutljivo na vecˇje spremembe intenzitet, kot na
manjˇse. Metode kompresiranja medijev se kompresije lotijo tako, da eno-
stavno ignorirajo bazne signale, ki ne dodajo veliko informacije. To je razvi-
dno takrat, ko poizkusimo sliko, video ali zvok stisniti prevecˇ, kot to prikazuje
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Slika 1.1. Pri zvoku se sliˇsi, da ni na voljo celotnega razpona frekvenc, pri
sliki in videu pa se to prepozna po razlicˇnih napakah in artefaktih v sliki, sˇe
najbolj v predelih kontrastnih sprememb. Tudi med nevronskimi mrezˇami
so vse bolj popularni variacijski avtoenkoderji, ki stojijo na teoriji globokega
ucˇenja [9, 8] in Bayesianskih prijemov [10], slike pa s pomocˇjo pravilne vzpo-
stavitve kodirne nevronske mrezˇe stisnejo v mnozˇico intenzitet, ki jih lahko
nato s pomocˇjo dekodirne nevronske mrezˇe rekonstruiramo v priblizˇek slike,
ki je taksˇne intenzitete povzrocˇila.
(a) Original (b) Rekonstrukcija
Slika 1.1: Primer prevecˇ stisnjene slike [3].
1.3 Prispevki naloge
Metoda kompresiranja, predstavljena v tem delu, se posluzˇuje lastnosti slik,
da so sektorji slik velikokrat ploski. Ko fotografiramo npr. morsko obalo,
smucˇiˇscˇe, itd., velikokrat ujamemo v objektiv tudi nebo, ki je skoraj enakih
intenzitet, oziroma se intenzitete spreminjajo zvezno.
Tovrstne ploske sektorje slik je mocˇ rekonstruirati z manj informacij, kot
bi jih potrebovali za opis vseh intenzitet. Zato se za vrstice in stolpce taksˇnih
sektorjev izracˇunajo le cˇimbolj prilezˇne premice s pomocˇjo linearne regresije,
katerih koeficiente nato hranimo. V nadaljevanju bodo koraki natancˇneje
opisani.
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1.4 Struktura naloge
Predstavljena naloga je razdeljena na pet poglavij. V Poglavju 1 je naloga
opredeljena v splosˇnem smislu, Poglavje 2 pa opisuje pristope in algoritme,
ki jih uporabljamo v nalogi. V zacˇetku poglavja je opisana diskretna pred-
stavitev slik v racˇunalniku in nato sˇe na kratko o barvnih modelih, ki jih za
stiskanje uporabljamo. Sledi opis linearne regresije in njenih pohitritev, ki v
implementaciji pridejo do izraza. Opisana je sˇe sektorizacija, ki jo potrebu-
jemo za izlusˇcˇenje detajlov slike.
V Poglavju 3 je opisan nacˇin, kako prej omenjene in kasneje natancˇneje
opisane algoritme implementiramo in uporabimo v prid kompresije. Sledi ji
komplementarni algoritem dekompresije, kjer s pomocˇjo koeficientov, prido-
bljenih v fazi kompresije, rekonstruiramo priblizˇek originalu slike. Sledi sˇe
numericˇna analiza ucˇinkovitosti stiskanja slik.
Eksperimentalna evalvacija in ocene kvalitete kompresije so opisane v
Poglavju 4. V poglavju sta opisani dve metodi evalvacije. Numericˇna eval-
vacija kvalitete opisuje kvaliteto stiskanja slik, ki smo jo pridobili s pomocˇjo
povprecˇne absolutne napake rekonstrukcije glede na original. Sledi ji sˇe sta-
tisticˇna analiza kvalitete, kjer je vzorec ljudi ocenjeval, kako dobro metoda
ohranja informacijo v sliki pri razlicˇnih kompresijskih razmerjih. Poglavje 5
vsebuje zakljucˇek in nacˇrt za nadaljnje delo.
Poglavje 2
Osnovne metode
2.1 Barvni modeli
Slike so v racˇunalniku v nekompresirani obliki shranjene kot polja intenzitet
barvnih kanalov. Barvni kanali so po vecˇini trije, torej rdecˇ, moder in zelen,
saj so to tudi barve, na katere se trije tipi receptorjev za barvo v nasˇih ocˇeh
najbolj odzivajo [2], kot je to predstavljeno na Sliki 2.1. Korelacija med
tovrstnimi barvnimi kanali je visoka, kar pomeni, da se s spreminjanjem ene
barve najverjetneje spreminjata tudi ostali dve. S tem vsak od kanalov nosi
veliko taksˇne informacije, ki je vsem kanalom skupna, s tem pa se velikost
slike vecˇa. Nasˇa zˇelja je sliko cˇim bolj stisniti, zato je bolje, da barve vsakega
piksla spremenimo v nek drug, bolj prakticˇen barvni model.
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Slika 2.1: Odzivnost stozˇcev cˇlovesˇkega ocˇesa glede na barvo svetlobe.
2.1.1 Barvni model RGB
Ekrani imajo v vsakem pikslu tri razlicˇne sektorje. To so rdecˇi, zeleni in
modri sektor. Izbrani so bili na podlagi obcˇutljivosti cˇlovesˇkega ocˇesa, saj
lahko na ta nacˇin dobro rekonstruiramo barvo, ki jo zˇelimo na ekranu izrisati.
Vsak piksel ima zato tri komponente, vsaka slika pa ima tri kanale, kjer vsak
izmed kanalov predstavlja doprinos korespondencˇne barve h koncˇni barvi, ki
jo izriˇsemo na ekran. Tak barvni model je v stroki poimenovan s kratico
RGB.
2.1.2 Barvni model YCbCr
Barvni model YCbCr [11] je predstavitev neke barve s pomocˇjo komponent
svetlosti in dveh komponent barvitosti. Gre za linearno transformacijo mo-
dela RGB, ki je nato normirana med 0 in 255. Ravno taksˇen barvni model
nam pride najbolj prav, saj se izkazˇe, da je nasˇe oko najbolj obcˇutljivo na
spremembe svetilnosti. Tako izoliramo najbolj entropsko bogat signal od ti-
stih, ki ne hranijo veliko informacije o barvi in jih lahko zaradi tega tudi bolj
stisnemo.
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Slika 2.2: Vizualizacija YCbCr barvnega modela [12].
Izbran barvni model je normirana linearna transformacija, kjer za vsak
piksel, zapisan v barvnem modelu RGB, izracˇunamo njegove YCbCr kompo-
nente, ki se izracˇunajo po enacˇbi

Y
Cb
Cr
 =

0
128
128
+

0.299 0.587 0.114
−0.169 −0.332 0.500
0.500 −0.419 −0.081


R
G
B
 . (2.1)
Postopek spremembe barvnega modela sliki je opisan v Algoritmu 1.
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Algoritem 1 Spremeni barvni model vhodni sliki I in vrni rezultat O
1: function RGB2YCbCr(ImageRGB I)
2: ImageYCbCr O
3: for i = 1→ I.width do
4: for j = 1→ I.height do
5: PixelRGB pi = Ii,j
6: PixelYCbCr po
7: po.Y =0 +0.299·pi.R +0.587·pi.G +0.114·pi.B
8: po.Cb =128 -0.169·pi.R -0.332·pi.G +0.500·pi.B
9: po.Cr =128 +0.500·pi.R -0.419·pi.G -0.081·pi.B
10: Oi,j = po
11: return O
2.2 Linearna regresija
Linearna regresija (LR) je v osnovi metoda prileganja linearnih modelov odvi-
snosti med odvisno spremenljivko in eno ali vecˇ neodvisnimi spremenljivkami
za statisticˇne analize podatkov, kakor je to predstavljeno v Sliki 2.3. LR ni
omejena s sˇtevilom nakljucˇnih spremenljivk, ki jih v dani iteraciji poskusˇamo
aproksimirati. Postopek, opisan v diplomski nalogi, s pomocˇjo modela line-
arne premice opazuje in analizira odvisnost med intenziteto nekega piksla in
njegovo lokacijo v vrstici oziroma stolpcu. Ker je lokacija pikslov diskretna
in deterministicˇna, nam to ponuja pohitritve, ki jih bomo kasneje v poglavju
natancˇneje opisali in definirali. LR hkrati ponuja enostavno resˇitev za brez-
izgubno kompresijo, saj linearna premica natancˇno opiˇse vse tocˇke, oziroma
za nas intenzitete, ki so linearno odvisne od lokacije v vrstici oziroma stolpcu.
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Slika 2.3: Prileganje premice linearne regresije na splosˇne tocˇke v dvodimen-
zionalnem koordinatnem sistemu [14].
2.2.1 Splosˇne enacˇbe LR za prileganje premic
V dvodimenzionalnem koordinatnem sistemu je poljubna tocˇka opisana s
pomocˇjo dveh koeficientov x in y. Enacˇba za premico v taksˇnem koordina-
tnem sistemu je definirana po enacˇbi
y = α + βx, (2.2)
kjer je x lokacija, y pa intenziteta ki jo zˇelimo aproksimirati. Nasˇa naloga je
poiskati α in β, ki se cˇim bolj prilegata podatkom o intenzitetah y in lokaciji
x, zato velja enacˇba za iskanje cenilke αˆ
αˆ = y¯ − βˆ · x¯, (2.3)
kjer je
x¯ =
∑n
i=1 xi
n
, (2.4)
y¯ =
∑n
i=1 yi
n
. (2.5)
Problema se v diplomski nalogi lotevamo s pomocˇjo metode najmanjˇsih
kvadratov. Ker ocenjujemo odvisno spremenljivko le glede na eno neodvisno
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spremenljivko, si za iskanje naklona modela linearne funkcije lahko poma-
gamo s pomocˇjo variance in kovariance [15]. Kovarianca je mera, ki opisuje
skupno spremenljivost dveh nakljucˇnih spremenljivk, varianca pa opisuje,
kako razprsˇena je neka nakljucˇna spremenljivka. Zato veljata enacˇbi
Cxy =
n∑
i=1
(xi − x¯) · (yi − y¯), (2.6)
Cxx =
n∑
i=1
(xi − x¯)2, (2.7)
zato lahko z njima izrazimo cenilko βˆ kot
βˆ =
Cxy
Cxx
, (2.8)
s tem pa tudi omogocˇimo izracˇun cenilke αˆ, ki je izrazˇena v enacˇbi (2.3).
2.2.2 Pohitritve
Splosˇne enacˇbe LR so primerne za tocˇke, katerih x in y zajemata poljubne
vrednosti iz mnozˇice realnih sˇtevil. V diplomski nalogi pa zˇelimo aproksimi-
rati vrstice in stolpce neke slike, zato lahko trdimo, da ∀xi ∈ N in ko ocenju-
jemo zaporedje n komponent, zajema zalogo vrednosti xi = {1, 2, ..., n}, kjer
je x1 = 1, x2 = 2, ...xn = n. Zato lahko zapiˇsemo
x¯ =
(n+ 1)
2
, (2.9)
za pomocˇ v nadaljevanju pa izpeljanke bernoullijeve enacˇbe za vsote n-tih
potenc
n∑
k=1
k =
n(n+ 1)
2
, (2.10)
n∑
k=1
k2 =
n(n+ 1)(2n+ 1)
6
. (2.11)
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Razvijemo Cxx:
Cxx =
n∑
i=1
(xi − x¯)2, (2.12)
=
n∑
i=1
(x2i − 2xix¯+ x¯2), (2.13)
=
n∑
i=1
(x2i )−
n∑
i=1
(2xix¯) +
n−1∑
i=0
(x¯2), (2.14)
=
n∑
i=1
(x2i )− 2x¯
n−1∑
i=0
(xi) + nx¯
2, (2.15)
=
n∑
i=1
(x2i )− 2x¯
n(n+ 1)
2
+ n
(n+ 1)2
4
, (2.16)
=
n∑
i=1
(x2i )− 2
n+ 1
2
n(n+ 1)
2
+
n(n+ 1)2
4
, (2.17)
=
n∑
i=1
(x2i )−
n(n+ 1)2
2
+
n(n+ 1)2
4
, (2.18)
=
n(n+ 1)(2n+ 1)
6
− n(n+ 1)
2
4
, (2.19)
=
2n(n+ 1)(2n+ 1)− 3n(n+ 1)2
12
, (2.20)
=
4n3 − 6n2 + 2n− 3n3 + 6n2 − 3n
12
, (2.21)
=
n3 − n
12
. (2.22)
Kot je razvidno iz razvitja enacˇbe (2.12), se vrsta Cxx =
∑n−1
i=0 (xi − x¯)2
spremeni v enostavnejˇso enacˇbo Cxx =
n3−n
12
. To je polinom tretje stopnje,
odvisen samo od dolzˇine oziroma sˇtevila pikslov, ki jih zˇelimo v danem tre-
nutku aproksimirati z LR. To nam drasticˇno zmanjˇsa cˇas racˇunanja, saj za
ta korak namesto cˇasovne zahtevnosti O(n) potrebujemo le O(1).
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Razvijemo sˇe Cxy:
Cxy =
n∑
i=1
(xi − x¯)(yi − y¯), (2.23)
=
n∑
i=1
xiyi − xiy¯ − x¯yi + x¯y¯, (2.24)
=
n∑
i=1
xiyi −
n∑
i=1
xiy¯ −
n∑
i=1
x¯yi + nx¯y¯, (2.25)
=
n∑
i=1
xiyi − y¯
n∑
i=1
xi − x¯
n∑
i=1
yi + nx¯y¯, (2.26)
=
n∑
i=1
xiyi − y¯
n∑
i=1
xi −x¯ny¯ + nx¯y¯ , (2.27)
=
n∑
i=1
xiyi − y¯
n∑
i=1
xi, (2.28)
=
n∑
i=1
xiyi − y¯ n(n+ 1)
2
, (2.29)
=
n∑
i=1
xiyi − n (n+ 1)
2
n∑
i=1
yi
n
, (2.30)
=
n∑
i=1
xiyi − n+ 1
2
n∑
i=1
yi, (2.31)
=
n∑
i=1
xiyi − n+ 1
2
yi, (2.32)
=
n∑
i=1
(xi − n+ 1
2
)yi. (2.33)
Tako smo skrajˇsali tudi enacˇbo za iskanje vrednosti Cxy. Sˇe vedno ostaja
vrsta, ki jo je treba sesˇteti, a ta z logicˇnega vidika mora ostati, saj drugacˇe ne
bi uposˇtevali vseh vrednosti, ki jih zˇelimo v danem trenutku aproksimirati z
LR. Tudi ta del nam kalkulacijski cˇas drasticˇno zmanjˇsa, saj nam ni potrebno
vedno znova racˇunati povprecˇij x¯ in y¯. Cˇe pa razmislimo sˇe o cenilkah αˆ in
βˆ, lahko s pomocˇjo zgornjih enacˇb okrajˇsamo tudi te enacˇbe.
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Razsˇirimo enacˇbo za iskanje cenilke βˆ
βˆ =
Cxy
Cxx
, (2.34)
=
∑n
i=1(xi − n+12 )yi
n3−n
12
, (2.35)
=
n∑
i=1
12(xi − n+12 )
n3 − n yi, (2.36)
=
n∑
i=1
(xi
12
n3 − n −
6
n2 − n)yi, (2.37)
za cenilko αˆ pa
αˆ = y¯ − βˆ · x¯, (2.38)
=
n∑
i=1
yi
n
−
n∑
i=1
((xi
12
n3 − n −
6
n2 − n)yi) ·
n+ 1
2
, (2.39)
=
n∑
i=1
(
n− 1
n2 − n + xi ·
−6
n2 − n +
3n+ 3
n2 − n)yi, (2.40)
=
n∑
i=1
(xi · −6
n2 − n +
4n+ 2
n2 − n)yi. (2.41)
Tako smo izracˇunali dve enacˇbi za izracˇun komponent αˆ in βˆ modela premice,
ki ga apliciramo na podatke, razporejene zaporedno, z razmakom velikosti 1.
Cˇe pozorno pogledamo enacˇbi, je razvidno, da se spreminjata le s spreminja-
njem sˇtevila vhodnih podatkov, saj xi ∈ {1, 2 . . . i, . . . n}. S tem so pohitritve
LR za nasˇo specificˇno uporabo zakljucˇene.
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2.3 Aproksimacije 1D polj s pomocˇjo LR
Kot smo videli v Poglavju 2.2.2, so se enacˇbe za izracˇun komponent pre-
mic drasticˇno okrajˇsale. S tem je mocˇ razviti tudi LR za enodimenzionalne
objekte. Oznacˇimo tovrstna polja z vektorsko notacijo
x =

x1
x2
...
xk
...
xn

. (2.42)
Nasˇa zˇelja je aproksimirati vektor x s pomocˇjo premice, ki bo s cˇim manjˇso
napako opisala komponente danega vektorja. Za pomocˇ predstavimo indeks
elementov k kot vektor
k =

1
2
...
k
...
n

. (2.43)
Ker smo v enacˇbi (2.34) okrajˇsali enacˇbe za iskanje komponente βˆ, v enacˇbi
(2.38) pa za αˆ, lahko to predstavimo kot linearno transformacijo. Za iskanje
komponente premice βˆ lahko izpostavimo
γn = k · 12
n3 − n −
6
n2 − n, γn =

1 · 12
n3−n − 6n2−n
2 · 12
n3−n − 6n2−n
...
n · 12
n3−n − 6n2−n
 , (2.44)
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zato lahko komponento βˆ za aproksimacijo danega polja izrazimo kot skalarni
produkt
βˆ = γn
> · x. (2.45)
Za iskanje komponente premice αˆ pa lahko izpostavimo
δn = k · −6
n2 − n +
4n+ 2
n2 − n, δn =

1 · −6
n2−n +
4n+2
n2−n
2 · −6
n2−n +
4n+2
n2−n
...
n · −6
n2−n +
4n+2
n2−n
 , (2.46)
in izrazimo tudi αˆ kot skalarni produkt
αˆ = δn
> · x. (2.47)
Iskanje komponent αˆ in βˆ izrazimo kot linearno transformacijo[
δn
>
γn
>
]
· x =
[
αˆ
βˆ
]
. (2.48)
Izracˇuna vektorjev δn in γn sta povzeta v Algoritmu 2. S tem smo po-
enostavili osnove za lazˇje razvijanje linearnih transformacij, potrebnih za
kompresijo in dekompresijo sektorjev.
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Algoritem 2 Izracˇun vektorjev δn in γn
1: function getδ(Integer n)
2: Vec d(n)
3: for i = 1→ n do
4: di = i · −6n2−n + 4n+2n2−n
5: return d
6: function getγ(Integer n)
7: Vec g(n)
8: for i = 1→ n do
9: gi = i · −6n2−n + 4n+2n2−n
10: return g
2.4 Aproksimacije 2D polj s pomocˇjo LR
Nasˇa naloga je iz vsake vrstice in vsakega stolpca polja izracˇunati premico s
koeficienti αˆ in βˆ, ki se bo s pomocˇjo metode najmanjˇsih kvadratov najbolj
prilegala vrednostim vrstice ali stolpca. Naj bo vhodno polje predstavljeno
kot matrika S, definirana kot
S =

s11 s12 . . . s1n
s21 s22 . . . s2n
...
...
. . .
...
sm1 sm2 . . . smn
 =⇒ s =

s11
...
s1n
s21
...
smn

. (2.49)
Vektor s je transformacija matrike S v stolpicˇni vektor, kamor smo po kljucˇu
od leve proti desni in od zgoraj navzdol, prepisali vse vrednosti matrike S.
Njegova viˇsina je torej m×n. Ker znamo iz LR za aproksimacije komponent
1D polja izracˇunati vektorje, s katerimi moramo mnozˇiti vhodne podatke,
da dobimo αˆ in βˆ, lahko enacˇbe razsˇirimo na tovrstno pretvorjene matrike.
Ker je vrstic m in stolpcev n, iˇscˇemo pa αˆ in βˆ za vsako vrstico in stolpec
posebej, jih bomo oznacˇili z αˆi, βˆi; i ∈ {1, 2, . . . ,m+ n}.
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Cˇe zapiˇsemo iskane vrednosti kot vektor µ, t.j.,
µ =

αˆ1
. . .
αˆm+n
βˆ1
. . .
βˆm+n

, (2.50)
lahko nato izrazimo enacˇbo za aproksimacijo vektorja µ kot
M · s = µ. (2.51)
2.4.1 Zgradba matrike M
Matrika M iz enacˇbe (2.51) naj bo taksˇna matrika, da lahko z mnozˇenjem
matrike M in transformacijo polja s, izracˇunamo µ. Ker poznamo vektorske
transformacije za iskanje αˆ in βˆ, poznamo tudi vse koeficiente, ki se bodo v
matriki M pojavljali. Razsezˇnost M je 2(m+ n)×mn.
Za zacˇetek, si problem najprej razdelimo na podprobleme iskanja vr-
sticˇnih αˆ, vrsticˇnih βˆ, stolpicˇnih αˆ in stolpicˇnih βˆ komponent prilezˇnih pre-
mic.
Permutacijske in ciklicˇne matrike
Permutacije v linearni algebri izrazˇamo s permutacijskimi matrikami. Ime-
nujmo taksˇne matrike z veliko cˇrko P. Pomembno je, da je P kvadratna
binarna matrika, ki ima natanko en zapis sˇtevila 1 v vsaki vrstici in vsakem
stolpcu, povsod drugod pa 0. S taksˇnimi matrikami lahko ustvarjamo po-
ljubne permutacije vektorjev ali matrik. Velikost permutacijske matrike naj
bo implicitno dolocˇena z viˇsino vektorja, ki ga permutiramo. Primer
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P · v = u, (2.52)

0 0 1
1 0 0
0 1 0
 ·

v1
v2
v3
 =

v3
v1
v2
 . (2.53)
Razvidno je, da je permutacijska matrika P matrika identitete1, katere stolpci
so bili krozˇno prestavljeni v levo za eno mesto, kar nam za eno mesto pre-
makne tudi koeficiente vektorja, ki ga zˇelimo permutirati. Tovrstne permu-
tacijske matrike imenujemo krozˇne matrike [6]. Poimenujmo jih s K, katere
stolpci so definirani kot
K =
[
i2 i3 . . . in i1
]
, (2.54)
kjer so vektorji ij vektorji matrike identitete.
1Matrika identitete je kvadratna matrika z enicami po diagonali in nicˇlami drugod.
Mnozˇenje vektorja ali matrike z matriko identitete vrne rezultat enak vhodnemu vekorju
ali matriki.
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Iskanje vrsticˇnih koeficientov αˆ
Za iskanje αˆ potrebujemo vhodni vektor podatkov in δn, ki je odvisen od
dolzˇine vrstice sektorja, ki ga zˇelimo pretvoriti. Vrsticˇni koeficient αˆ1 je
odvisen samo od vrstice 1 v matriki S, ki je transformirana v vektor s na
mesta od 1 do n. Zato vektor a zapiˇsemo kot kombinacijo komponent
ak =
k · −6n2−n + 4n+2n2−n ; k ≤ n0 ; sicer , (2.55)
a =

a1
a2
...
am·n
 . (2.56)
Ker je genericˇna vrstica i polja S zapisana v vektorju s z zamikom (i− 1)n
mest, lahko iskanje poljubnega vrsticˇnega koeficienta αˆi izrazimo s krozˇno
matriko
ai = K
(i−1)n · a. (2.57)
Ker je v matriki S sˇtevilo vrstic m, iˇscˇemo pa koeficient αˆi za vsako vrstico,
lahko izrazimo matriko A kot kombinacijo krozˇno zamaknjenih vektorjev a
A =

(K0 · a)>
(Kn · a)>
...
(K(m−1)·n · a)>
 . (2.58)
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Iskanje stolpicˇnih koeficientov αˆ
Stolpicˇni koeficient αˆ1 je odvisen samo od stolpca 1 v matriki S. Po definiciji
je prvi stolpec matrike kombinacija prvih koeficientov vseh vrstic te matrike.
Ker je vrstica i preslikana v vektor s z zamikom (i − 1)n mest, velja, da je
stolpec 1 v vektorju s zapisan na mestih k, kjer k sovpada s pravilom
k mod n ≡ 1; k ∈ {1, 2, . . . ,m · n}, (2.59)
zato lahko zapiˇsemo vektor b kot kombinacijo komponent
bk =
(1 + k−1n ) · −6n2−n + 4n+2n2−n ; k mod n ≡ 10 ; sicer , (2.60)
b =

b1
b2
...
bm·n
 . (2.61)
Genericˇni stolpicˇni koeficient αˆj je odvisen samo od stolpca j v matriki S,
ki pa je po definiciji kombinacija j-tih koeficientov vseh vrstic. Zato si lahko
pomagamo s krozˇno matriko
bj = K
(j−1) · b. (2.62)
Ker vemo, da je v matriki S sˇtevilo stolpcev n, iˇscˇemo pa koeficient αˆj za
vsak stolpec, lahko izrazimo matriko B za iskanje stolpicˇnih koeficientov αˆj
kot kombinacijo krozˇno zamaknjenih vektorjev b
B =

(K0 · b)>
(K1 · b)>
...
(K(n−1) · b)>
 . (2.63)
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Iskanje vrsticˇnih koeficientov βˆ
Podobno, kot iskanje vrsticˇnih koeficientov αˆi, racˇunamo tudi βˆi, le s to
razliko, da uporabimo druge koeficiente in sicer tiste, ki smo jih definirali v
Poglavju 2.3 aproksimacij enodimenzionalnih polj za racˇunanje βˆ
ck =
k · 12n3−n − 6n2−n ; k ≤ n0 ; sicer , (2.64)
c =

c1
c2
...
cm·n
 . (2.65)
Zato lahko matriko za racˇunanje vrsticˇnih koeficientov βˆ, zapiˇsemo kot kom-
binacijo vektorjev c s krozˇnim zamikom, kot smo to storili v Poglavju 2.4.1
za racˇunanje vrsticˇnih koeficientov αˆ
C =

(K0 · c)>
(Kn · c)>
...
(K(m−1)·n · c)>
 . (2.66)
Iskanje stolpicˇnih koeficientov βˆ
Podobno, kot za iskanje stolpicˇnih koeficientov αˆj, racˇunamo tudi βˆj, le s to
razliko, da uporabimo druge koeficiente in sicer tiste, ki smo jih definirali v
Poglavju 2.3
dk =
(1 + k−1n ) 12m3−m − 6m2−m ; k mod n ≡ 10 ; sicer ; (2.67)
d =

d1
d2
...
dm·n
 . (2.68)
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Zato lahko matriko za racˇunanje stolpicˇnih koeficientov βˆ zapiˇsemo kot kom-
binacijo vektorjev d s krozˇnim zamikom, kot smo to storili v Poglavju 2.4.1
za racˇunanje stolpicˇnih koeficientov αˆ
D =

(K0 · d)>
(K1 · d)>
...
(K(n−1) · d)>
 . (2.69)
Ker poznamo zgradbo vektorja µ, lahko matriko M zapiˇsemo kot kombinacijo
sˇtirih matrik
M =

A
B
C
D
 . (2.70)
Tako smo ustvarili vsa potrebna orodja za transformacijo matrik v koeficiente
prilezˇnih premic vrstic in stolpcev. Vredno je omeniti, da se matrika M
spreminja zgolj s spreminjanjem dimenzij matrike S, zato je pravzaprav sploh
ni treba vedno znova racˇunati, ampak si jo lahko za razlicˇne razsezˇnosti
matrike S vnaprej izracˇunamo in zapomnimo. Izracˇun matrike je povzet v
Algoritmu 3, izracˇun vektorja µ pa v Algoritmu 4.
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Algoritem 3 Izracˇunaj matriko M izracˇun vrsticˇnih koeficientov αˆ in βˆ
matrike razsezˇnosti m× n
1: function getRowMrx(Integer m,n, Vec v)
2: Vec a(m · n)
3: a1→n=v
4: Mrx A(m,m · n)
5: for i = 1→ m do
6: Ai,.=K
n·(i−1) · a
7: return A
8: function getColMrx(Integer m,n, Vec v)
9: Vec a(m · n)
10: for i = 1→ m do
11: a(i−1)·n+1=vi
12: Mrx A(n,m · n)
13: for i = 1→ n do
14: Ai,.=K
i−1 · b
15: return A
16: function getM(Integer m,n)
17: Mrx M(2 · (m+ n),m · n)
18: M1→n,. =getRowMrx(m,n, getγ(n))
19: M(n+1)→(m+n),. =getColMrx(m,n, getγ(m))
20: M(m+n+1)→(m+2·n),. =getRowMrx(m,n, getδ(n))
21: M(m+2·n+1)→(2·(m+n)),. =getColMrx(m,n, getδ(m))
22: return M
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Algoritem 4 Izracˇunaj vektor µ za vhodno 2D polje img
1: function getµ(Mrx img)
2: Integer m = img.height
3: Integer n = img.width
4: Mrx M = getM(m,n)
5: Vec s(2 · (m+ n))
6: for i = 1→ m do
7: for j = 1→ n do
8: s((i−1)·n)+j = imgm,n
9: return M · s
2.5 Sektorizacija slik
Slike so sestavljene iz razlicˇnih odtenkov in intenzitet, kar pa premice slabo
opiˇsejo. Zato moramo sliko sektorizirati na ploske sektorje, ki jih nato lazˇje
opiˇsemo s pomocˇjo premic.
2.5.1 Sektorizacija v eni dimenziji
Za lazˇje razumevanje potrebne metode za sektorizacijo slik v dveh dimenzi-
jah, se najprej omejimo na enodimenzionalni problemski prostor. Prilezˇna
premica je definirana po enacˇbi
f(x) = α + βx. (2.71)
Prilezˇno premico izracˇunamo s pomocˇjo LR, katere postopek smo opisali v
Poglavju 2.3. Premica, ki jo izracˇunamo, ima v vsaki tocˇki aproksimacijsko
napako, katero lahko izrazimo kot povprecˇno kvadratno napako po enacˇbi
e =
n∑
i=1
(yi − f(i))2
n
. (2.72)
Ker zˇelimo z nasˇo metodo slike stiskati tudi izgubno, si definiramo dopustno
napako emargin in pogoj za nadaljno sektorizacijo izrazimo kot
e > emargin. (2.73)
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Cˇe premica opiˇse vhodne podatke z dovolj majhno napako, oziroma e ≤
emargin, si zapomnimo koeficiente premice. Cˇe pa je napaka med premico in
vhodnimi podatki prevelika, premica ne predstavlja dovolj dobre rekonstruk-
cije. Zato moramo vhodne podatke sektorizirati na manjˇse podsektorje. To
storimo tako, da vhodne podatke razdelimo na dve podskupini (dva sektorja),
na katerih nato izvajamo enak postopek.
Razdelimo jih na dva enaka dela. Vsak sektor smatramo kot neodvisno
entiteto, zato se lahko sektorizacija na podsektorjih nadaljuje in posledicˇno
tudi ustavi na razlicˇnih nivojih. Postopek izvajamo vse dokler je napaka
vecˇja od mejne napake, oziroma dokler sektor zajema vecˇ kot dva vhodna
podatka, saj gre premica, ki se najbolj prilega natanko dvema tocˇkama, skozi
njiju. Izracˇun napake je povzet v Algoritmu 5.
Grafi v Sliki 2.4 prikazujejo primere sektorizacij. Predstavljeni so sˇtirje
grafi, katerih abscisna os predstavlja odmik, ordinatna os pa intenziteto.
Zgoraj levo so predstavljeni vhodni podatki, na katerih izvajamo postopek
sektorizacije, kot je to predstavljeno v ostalih treh grafih. Premice prika-
zujejo rekonstrukcijsko funkcijo, krizˇci na njej pa rekonstruirane intenzitete.
Zgoraj desno je predstavljen primer, kjer zacˇetno premico smatramo kot do-
volj dobro rekonstrukcijo. Ostala dva primera s cˇrtkano cˇrto prikazujeta
postopek sektorizacije, kjer se podatki razrezˇejo na dva podsektorja. Na
sliki spodaj desno je predstavljen sˇe primer, kjer se sektorizacija ustavi na
razlicˇnih nivojih.
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Slika 2.4: Primer sektorizacije in prileganja premic z razlicˇnimi dopustnimi
rekonstrukcijskimi napakami emargin.
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Algoritem 5 Izracˇunaj napako med projekcijo in 1 dimenzionalnim poljem
y
1: function getErr1D(Vec y, Decimal α, Decimal β)
2: Integer n = y.length
3: Decimal err = 0
4: for i = 1→ n do
5: err = err + (yi − (α+ β · i))
6: err = errn
7: return err
2.5.2 Sektorizacija v dveh dimenzijah
Slike, ki jih zˇelimo aproksimirati, so dvodimenzionalni signali. Brez sekto-
rizacije bi nasˇa rekonstrukcija zelo slabo aproksimirala intenzite, kot je to
razvidno v Sliki 2.5, kjer je na levi strani predstavljen original, na desni pa
prikaz rekonstrukcije brez uporabe metode sektorizacije.
Slika 2.5: Primer rekonstrukcije brez uporabe metode sektorizacije.
V Poglavju 2.5.1 smo opisali, kako sektorizirati enodimenzionalni signal s
pomocˇjo delitve signala in dopustne rekonstrukcijske napake. Ker aproksimi-
ramo dvodimenzionalna polja intenzitet, moramo ta postopek ekstrapolirati
na dve dimenziji.
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Implementacija 2D sektorizacije
Sliko smatramo kot skupek vrstic in stolpcev. Na vsaki vrstici in stolpcu izve-
demo aproksimacijo premice, s pomocˇjo katere izracˇunamo napako po enacˇbi
(2.72). Cˇe je napaka katerekoli vrstice oz. stolpca vecˇja od mejne napake, je
to indikator, da se intenzitete spreminjajo prehitro, oziroma, da s pomocˇjo
premice ne moremo dovolj dobro opisati intenzitet slike. Sliko moramo zato
razrezati na sˇtiri podkvadrante, katerih ogljiˇscˇa se srecˇajo na sredini slike.
Na vsakem od podsektorjev izvedemo enako operacijo, kot smo jo opisali za
celotno sliko. Sektorje rezˇemo tako dolgo, dokler niso vse napake manjˇse od
mejne napake, oziroma dokler ne pridemo do sektorja velikosti 2× 2. Takrat
se s pomocˇjo metode LR za iskanje primerne premice sektor opiˇse brez izgub,
saj izracˇunane premice vrstic in stolpcev natanko opiˇsejo dejanske intenzi-
tete. Pogoj za nadaljnjo sektorizacijo dvodimenzionalnih struktur lahko zato
definiramo kot
max(ei) > emargin. (2.74)
Izracˇun napake za dvodimenzionalna polja je povzet v Algoritmu 6. Na Sliki
2.6 je prikazan primer sektorizacije slike. Slika je razrezana na sektorje in
podsektorje, ki se nato smatrajo kot ploski. Razlike v intenzitetah vsakega
sektorja niso velike, zato lahko sektorje opiˇsemo s pomocˇjo postopka prile-
ganja premic, kot smo to opisali za dvodimenzionalna polja v Poglavju 2.4.
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Slika 2.6: Primer rezanja slike na ploske sektorje.
Algoritem 6 Izracˇunaj napako med projekcijami µ in 2 dimenzionalnim
poljem img
1: function getErr2D(Mrx img, Vec µ)
2: Integer m = img.height
3: Integer n = img.width
4: Decimal errmax = 0
5: for i = 1→ m do
6: errnew = getErr1D(imgi,.,µi,µm+n+i)
7: if errnew > errmax then
8: errmax = errnew
9: for i = (m+ 1)→ m+ n do
10: errnew = getErr1D(img.,i,µi,µm+n+i)
11: if errnew > errmax then
12: errmax = errnew
13: return errmax
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2.5.3 Predstavitev sektorizacije
Ker sliko razrezˇemo na sˇtiri sektorje, za katere se nato po enakem postopku
odlocˇamo o nadaljni sektorizaciji, si lahko dobljeno sektorizacijsko zaporedje
predstavljamo kot drevesno podatkovno strukturo z vejitveno stopnjo sˇtiri.
Slika 2.7 predstavlja graficˇni prikaz taksˇnega drevesa. Koren drevesa pred-
stavlja celotna slika. Vsak od naslednikov vozliˇscˇa predstavlja enega od pod-
sektorjev. Vozliˇscˇa so tisti sektorji, ki smo jih delili na podsektorje, listi pa
tisti, ki smo jih uspeli uspesˇno opisati s prilezˇnimi premicami. Pomembno je
omeniti, da si moramo za shranjevanje slike zapomniti le koeficiente prilezˇnih
premic, ki opisujejo sektorje, ki so v listih drevesa.
Slika 2.7: Primer sektorizacijskega drevesa.
Poglavje 3
Kompresija slik z lokalnimi
ploskvami
V tem Poglavju bomo natancˇneje opisali uporabo metod predstavljenih v
Poglavju 2, hkrati pa bomo predstavili inverzno funkcijo, s katero lahko re-
konstruiramo sliko, ki smo jo stisnili.
3.1 Kompresija
Zaenkrat smo opisali teoreticˇni model vseh potrebnih postopkov za kom-
presijo slik, ki jih je potrebno zdruzˇiti v smiselno celoto. Kompresija slik,
predstavljena v diplomskem delu, smatra sliko kot skupek treh barvnih ka-
nalov, ki jih smatramo kot osnovne sektorje. Za sektor izracˇunamo prilezˇne
premice vrstic in stolpcev. Na vsakem sektorju izvajamo postopek sektori-
zacije. Pogoj za nadaljno sektorizacijo je izpolnjen, ko maksimalna napaka
rekonstruiranih vrstic in stolpcev posameznega sektorja presega mejno na-
pako.
3.1.1 Diskretizacija drevesne strukture
Ker poznamo drevesno strukturo postopka sektorizacije, lahko s pomocˇjo
premega obhoda po drevesu in predstavitve elementov drevesa z binarnimi
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vrednostmi, shranimo drevo v zelo majhnem prostoru. Naj bit 1 predstavlja
vozliˇscˇe oz. sektorizacijo, bit 0 pa list drevesa oz. koncˇni sektor. Tako dobimo
binarni zapis drevesa, ki ga lahko s pomocˇjo premega obhoda in poznavanja
stopnje vejitve ponovno zgradimo v fazi rekonstrukcije osnovne slike.
3.1.2 Diskretizacija koeficientov premic
Koeficienti pridobljenih premic so zapisani v 32-bitnem zapisu float32. Nasˇa
zˇelja je cˇimbolj zmanjˇsati velikost transformiranega zapisa slike. Intenzitete
ki jih opisujemo, so predstavljene v 8-bitnem zapisu uint8 in zajemajo vre-
dnosti med 0 in 255. Tudi rekonstruirana slika mora zajemati taksˇne vredno-
sti, zato si raje zapomnimo priblizˇne intenzitete na zacˇetku y1 = αˆ+βˆ ·1 in na
koncu yn = αˆ+ βˆ ·n premice, ki opisuje podatke vrstice oz. stolpca sektorja.
Tako lahko vsako prilezˇno premico dobro opiˇsemo z dvemi 8-bitnimi sˇtevili
y1 in yn. S pomocˇjo premega obhoda po drevesni strukturi pa lahko koefi-
ciente premic sektorjev zapisujemo na disk z dobro definiranim zaporedjem,
kar nam bo v fazi rekonstrukcije koristilo kot pravilo za branje koeficientov.
3.2 Ucˇinkovitost
Mera ucˇinkovitosti je kvantitativna mera uspesˇnosti stiskanja. Predstavlja
razmerje med stisnjenimi in nestisnjenimi podatki. V splosˇnem
R =
SIZEuncompressed
SIZEcompressed
; R ∈ (0,∞), (3.1)
kjer viˇsja vrednost predstavlja boljˇso ucˇinkovitost stiskanja. Kompresijski
algoritem je kombinacija rezanja slike na ploske sektorje in aproksimacije
sektorjev s pomocˇjo LR. Kompresijski korak pride v posˇtev sˇele takrat, ko
namesto a · b intenzitet shranimo le koeficiente µ za dolocˇen sektor. Ker
je velikost µ odvisna od viˇsine in sˇirine sektorja, ki ga v danem trenutku
obravnavamo, ucˇinkovitost kompresiranja naraste z rastjo sektorja. Velikost
µ za sektor velikosti a · b je enaka
|µ| = 2 · (a+ b). (3.2)
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Ker |µ| predstavlja sˇtevilo koeficientov, ki aproksimirajo dani sektor, lahko
izrazimo ucˇinkovitost stiskanja posameznega sektorja kot
Rsector =
a · b
2 · (a+ b) . (3.3)
Razberemo lahko, da bo ucˇinkovitost stiskanja danega sektorja Rsector vecˇja
od 1, kadar
2 · (a+ b) < a · b. (3.4)
Sliko smo v fazi kompresije razdelili po barvnih kanalih in vsakega od njih
razrezali na ploske sektorje, katerih velikosti so znane. Ker moramo kompre-
sirati zgolj tiste sektorje, ki jih ne rezˇemo dalje, lahko to izrazimo s pomocˇjo
sektorizacijskega drevesa. Shraniti moramo koeficiente sektorjev µ, ki so li-
sti v drevesu. Presˇteti moramo torej sˇtevilo listov na vsakem nivoju drevesa.
Ker je velikost korenskega sektorja oziroma celotnega barvnega kanala enaka
m×n, njegovega naslednika pa m
2
× n
2
, itd., lahko izrazimo sˇtevilo koeficientov
vseh sektorjev
Ncoefficients =
d∑
i=1
(pi · 2 · ( m
2i−1
+
n
2i−1
)), (3.5)
kjer je d maksimalna globina sektorizacijskega drevesa, pi pa sˇtevilo listov na
i-tem nivoju. Za rekonstrukcijo potrebujemo sˇe sektorizacijsko drevo. Drevo
smo v Poglavju 3.1.1 predstavili s pomocˇjo premega obhoda in zapisovanja
nicˇel in enic. Vsako vozliˇscˇe v drevesu k velikosti drevesa prispeva natanko
en bit. Cˇe presˇtejemo sˇtevilo vozliˇscˇ v danem drevesu, je rezultat velikost
drevesa
SIZEtree =
d∑
i=1
(pi). (3.6)
Velikost stisnjenega barvnega kanala je sesˇtevek velikosti drevesa in sˇtevila
koeficientov pomnozˇenih s sˇtevilom bitov, ki jih vsak koeficient zajema. Iz-
34 Gasˇper Primozˇicˇ
razimo jo lahko kot
SIZEcolorchannel = SIZEtree + 8 · Ncoefficients, (3.7)
=
d∑
i=1
(pi) + 8 ·
d∑
i=0
(pi · 2 · ( m
2i−1
+
n
2i−1
)), (3.8)
=
d∑
i=1
(pi + 8 · pi · 2 · ( m
2i−1
+
n
2i−1
)), (3.9)
=
d∑
i=1
pi · (1 + 16 · ( m
2i−1
+
n
2i−1
)). (3.10)
Slika je s pomocˇjo barvnega modela YCbCr predstavljena v treh locˇenih ka-
nalih. Vsakega od njih smo stisnili po enakem postopku. Torej je skupna
velikost stisnjene slike enaka sesˇtevku velikosti vseh stisnjenih barvnih kana-
lov
SIZEimage = SIZEY + SIZECb + SIZECr. (3.11)
Ker podatke o sliki sˇe entropsko kodiramo s pomocˇjo algoritma LZW [16],
lahko rezultat stisnjenega objekta izrazimo kot
SIZEentropic = LZW(SIZEimage). (3.12)
S tem lahko izrazimo skupno ucˇinkovitost stiskanja
R =
SIZEentropic
3 · 8 ·m · n . (3.13)
Celoten postopek kompresije slike je povzet v Algoritmu 7.
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Algoritem 7 Izracˇunaj kompresijske koeficiente slike rgb, s pomocˇjo mejne
napake emargin
1: Decimal emargin = const
2: function recursiveCompress(Mrx x)
3: Integer m = x.height
4: Integer n = x.width
5: BoolVec t(1)
6: Vec µ = getµ(x)
7: if getErr2D(x,µ) ≤ emargin then
8: t1 = True
9: else
10: BoolVec a,b,c,d
11: Vec µa,µb,µc,µd
12: a,µa = recursiveCompress(x1→m
2
,1→n
2
)
13: b,µb = recursiveCompress(xm
2
+1→m,1→n
2
)
14: c,µc = recursiveCompress(x1→m
2
,n
2
→n)
15: d,µd = recursiveCompress(xm
2
+1→m,n
2
→n)
16: t1 = False
17: t = t.append(a).append(b).append(c).append(d)
18: µ = µa.append(µb).append(µc).append(µd)
19: return t, µ
20: function compress(ImageRGB rgb)
21: ImageYCbCr img = RGB2YCbCr(rgb)
22: BoolVec tY ,tCb,tCr
23: Vec cY ,cCb,cCr
24: tY , cY = recursiveCompress( imgY)
25: tCb, cCb = recursiveCompress( imgCb)
26: tCr, cCr = recursiveCompress( imgCr)
27: return tY.append(tCb).append(tCr), cY.append(cCb).append(cCr)
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3.3 Dekompresija
Sliko smo v Poglavju 3.1 pretvorili v barvni model, ki ohranja vecˇino infor-
macije na enem kanalu, nato smo s pomocˇjo sektorizacije rezrezali vse kanale
na ploske sektorje in s pomocˇjo LR za aproksimacije dvodimenzionalnih polj
pretvorili sˇe vsak sektor v komponente αˆi in βˆi ki opisujejo vrstice in stolpce
sektorjev. Vse te podatke o transformacijah smo si shranili in jih entropsko
kodirali. Postopek dekompresije mora zato vsak korak kompresije opraviti v
obratnem vrstnem redu in v njegovi inverzni obliki.
3.3.1 Inverz sektorizacije
Sektorizacijsko drevo, potrebno za sektorizacijo barvnega kanala, smo si v
postopku kompresije shranili s pomocˇjo premega obhoda in shranjevanja bi-
narnih vrednosti, ki opisujejo strukturo drevesa. Ker poznamo velikost origi-
nala vsake slike, lahko isti postopek premega obhoda ponovimo, da zgradimo
strukturo sektorizacijskega drevesa. Ko iz binarnega zapisa preberemo bit 0,
to pomeni, da se sektor, na katerem smo, ne sektorizira. Ker smo v koraku
kompresiranja koeficiente premic shranili v istem vrstnem redu, lahko tudi
te preberemo po vrsti, kakor smo jih shranili. Cˇe preberemo bit 1, pa to
pomeni, da smo v postopku kompresije sektor razrezali. Razrezˇemo ga na
enak nacˇin, kot smo to storili v koraku sektorizacije. Na ta nacˇin si zgra-
dimo drevo sektorjev, hkrati pa za vsak sektor poznamo koeficiente, ki ga
opisujejo.
3.3.2 Inverzna LR za 2D polja
Ker poznamo osnovno enacˇbo, po kateri smo izracˇunali komponente αˆ in βˆ
za vrstice in stolpce danega sektorja (2.51) in pri dekompresiji poznamo µ,
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iˇscˇemo pa s, ga lahko izrazimo kot
M−1Ms = M−1µ,
Is = M−1µ,
s = M−1µ.
(3.14)
Inverz matrike M
Matrika M, definirana pri kompresiranju sektorjev v Poglavju 2.4.1, je nekva-
dratna matrika, zato inverza nima. A s pomocˇjo razcepa matrike po lastnih
vrednostih [5], za kar se v stroki uporablja kratica SVD, lahko izracˇunamo
matriko M†, ki predstavlja psevdoinverz matrike M, pridobljen po metodi
najmanjˇsih kvadratov in bo sluzˇila kot nadomestilo inverzu M−1. Psevdoin-
verz se izracˇuna z enacˇbo
M† = V ·Σ−1 ·U>, (3.15)
zato velja
s ≈M†b. (3.16)
S tem aproksimiramo koeficiente vektorja, za katerega razsezˇnosti osnovne
matrike oziroma sektorja poznamo. Zato ga transformiramo v matriko, ki
bo predstavljala rekonstrukcijo sektorja, po kljucˇu vsakih n koeficientov se
pricˇne nova vrstica
s =

s11
s12
...
s1n
s21
...
smn

=⇒ S =

s11 s12 . . . s1n
s21 s22 . . . s2n
...
...
. . .
...
sm1 sm2 . . . smn
 . (3.17)
Transformacija vektorja je opisana v Algoritmu 8.
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Algoritem 8 Izracˇunaj 2D polje img za vhodni vektor µ
1: function Vec2Mrx(Vec v, Integer m,n)
2: Mrx a(m, n)
3: for i = 1→ m do
4: for j = 1→ n do
5: ai,j = v(i−1)·n+m
6: return a
3.3.3 Pretvorba barvnega modela
Ker smo za barvni model izbrali transformacijsko matriko, s katerim mnozˇimo
intenzitete RGB vsakega piksla, da dobimo YCbCr barvni model, lahko
poiˇscˇemo njen inverz, s katerim moramo mnozˇiti intenzitete YCbCr barv-
nega modela
Q ·X = Y,
Q−1QX = Q−1Y,
X = Q−1Y.
(3.18)
Matriko Q smo definirali v Poglavju 2.2. Ker je matrika Q kvadratna bazna
matrika ortogonalnih vektorjev, vemo, da je njen inverz mozˇen in ga lahko
tudi zapiˇsemo
Q−1 =

1.000 0.000 1.403
1.000 −0.344 −0.714
1.000 1.770 0.000
 , (3.19)
ter ga apliciramo na vse intenzitete rekonstruirane slike. Pretvorba barvnega
modela sliki je povzeta v Algoritmu 9.
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Algoritem 9 Spremeni barvni model vhodni sliki I in vrni rezultat O
1: function YCbCr2RGB(ImageYCbCr I)
2: ImageRGB O
3: for i = 1→ I.width do
4: for j = 1→ I.height do
5: PixelYCbCr pi = Ii,j
6: PixelRGB po
7: pi.Cb− 128
8: pi.Cr − 128
9: po.R =1.000·pi.Y +0.000·pi.Cb +1.402·pi.Cr
10: po.G =1.000·pi.Y -0.344·pi.Cb -0.714·pi.Cr
11: po.B =1.000·pi.Y +1.722·pi.Cb +0.000·pi.Cr
12: Oi,j = po
13: return O
Opisali smo vsa potrebna orodja za rekonstruiranje slike iz objektov, ki
smo jih shranili v fazi kompresije. Algoritem 10 je povzetek vseh orodij v
smiselno celoto.
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Algoritem 10 S pomocˇjo binarnega zapisa drevesnih struktur in koeficientov
rekonstruiraj sliko
1: BoolVec t
2: Vec c
3: function recursiveDecompress(Integer m,n)
4: Mrx a(m,n)
5: if t.pop() == True then
6: Vec µ = c.pop(2 · (m+ n))
7: Mrx M = getM(m,n)
8: Mrx U,S,V = SVD(M)
9: Mrx M+ = V· S−1 · U
10: a= Vec2Mrx(M+ · µ)
11: else
12: a1→m
2
,1→n
2
= recursiveDecompress(t, c, m2 ,
m
2 )
13: am
2
+1→m,1→n
2
= recursiveDecompress(t, c, m2 ,
m
2 )
14: a1→m
2
,n
2
→n = recursiveDecompress(t, c, m2 ,
m
2 )
15: am
2
+1→m,n
2
→n = recursiveDecompress(t, c, m2 ,
m
2 )
16: return a
17: function decompress(BoolVec treeData, Vec coeffs, Integer m,n)
18: t = treeData
19: c = coeffs
20: ImgYCBCR img(m,n)
21: img.Y=recursiveDecompress(m,n)
22: img.Cb=recursiveDecompress(m,n)
23: img.Cr=recursiveDecompress(m,n)
24: return YCbCr2RGB(img)
Poglavje 4
Evalvacija
Ker diplomsko delo opisuje algoritem za stiskanje slik, je najprimerneje, da se
kakovost stiskanja kvantificira in ovrednoti. To poglavje povzema numericˇno
in eksperimentalno evalvacijo nasˇe metode.
4.1 Podatkovna zbirka
Sˇest razlicˇnih slik smo stisnili s pomocˇjo algoritma JPEG, s tremi razlicˇnimi
kakovostnimi razredi. Kakovostne razrede smo izbrali s pomocˇjo razmerja R,
opisanega v Poglavju 3.2. Za lazˇjo interpretacijo pomena si definirajmo Q
Q =
1
R
, (4.1)
ki predstavlja inverz ucˇinkovitostnemu razmerju, oziroma velikost stisnjenih
objektov glede na nestisnjeno sliko. Visoko kakovostni razred predstavljajo
slike, kjer je
QHQ = 0.9± 0.025, (4.2)
oziroma, kjer je velikost stisnjenih objektov enaka 90% ± 2.5% velikosti ne-
stisnjene slike. Razred, ki predstavlja srednjo kakovost, so slike, kjer je
QSQ = 0.5± 0.025, (4.3)
nizko kakovostni razred pa predstavljajo slike, kjer je
QLQ = 0.1± 0.025. (4.4)
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S pomocˇjo kompresije slik z lokalnimi ploskvami (LP) smo stisnili enakih
sˇest slik tako, da so bile velikosti stisnjenih objektov enake velikosti stisnje-
nih slik s pomocˇjo JPEG z dovoljeno napako petih odstotkov. Rezultat je
sˇestintrideset slik, ki predstavljajo osemnajst parov slik, torej sˇest originalov,
stisnjenih z JPEG in LP pri treh razlicˇnih kakovostnih razmerjih. Slika 4.1
predstavlja originale slik, na katerih smo nato izvajali razlicˇne kompresijske
algoritme pri razlicˇnih kakovostnih razmerjih.
(a) Slika 1 (b) Slika 2 (c) Slika 3
(d) Slika 4 (e) Slika 5 (f) Slika 6
Slika 4.1: Originali slik
Originale slik smo izbrali na podlagi raznolikosti motivov in stilov. Slika
4.2 predstavlja stisnjene slike visoke kakovosti. Prva vrstica predstavlja slike,
stisnjene s pomocˇjo JPEG, druga pa s pomocˇjo metode LP. Slika 4.3 pred-
stavlja stisnjene slike srednjega kakovostnega razreda in kot zadnje, Slika 4.4
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predstavlja slike, stisnjene z visoko prostorsko prioriteto, kjer smo slike zˇeleli
stisniti v cˇim manj prostora.
4.2 Numericˇna evalvacija
Za vse slike, ki smo jih stisnili, smo numericˇno ocenili napako, ki nastane
pri izgubnem stiskanju slik. Napako smo izracˇunali s pomocˇjo povprecˇne
absolutne napake
MAE =
1
3 ·m · n
m∑
i=1
n∑
j=1
|OPi,j−RRi,j |+ |OGi,j−PGi,j |+ |OBi,j−PBi,j |, (4.5)
kjer O predstavlja original slike, P pa rekonstrukcijo le-te. Absolutne pov-
precˇne napake MAE intenzitet rekonstrukcij vseh slik, stisnjenih s pomocˇjo
algoritma JPEG pri razlicˇnih kakovostnih razmerjih, so predstavljene v Ta-
beli 4.1, absolutne povprecˇne napake MAE intenzitet rekonstrukcij vseh slik,
stisnjenih s pomocˇjo LP pri razlicˇnih kakovostnih razmerjih, pa v Tabeli 4.2.
Slika Visoka kakovost(QHQ) Srednja kakovost(QSQ) Nizka kakovost(QLQ)
Slika 1 0,482 4,082 16,288
Slika 2 9,166 9,744 13,544
Slika 3 0,394 3,989 17,784
Slika 4 0,321 2,050 12,504
Slika 5 1,182 4,543 8,521
Slika 6 0,102 1,526 12,053
Tabela 4.1: Povprecˇne absolutne napake intenzitet rekonstrukcij s pomocˇjo
algoritma JPEG.
44 Gasˇper Primozˇicˇ
Slika Visoka kakovost(QHQ) Srednja kakovost(QSQ) Nizka kakovost(QLQ)
Slika 1 3,089 7,179 19,598
Slika 2 9,278 12,396 15,522
Slika 3 2,515 7,398 12,623
Slika 4 1,252 1,186 1,490
Slika 5 4,620 5,562 9,683
Slika 6 1,210 1,886 2,526
Tabela 4.2: Povprecˇne absolutne napake intenzitet rekonstrukcij s pomocˇjo
LP.
Iz tabel lahko razberemo, da je pri visoki kakovosti napaka MAE algo-
ritma JPEG manjˇsa pri vseh slikah, oziroma, da rekonstrukcija s pomocˇjo LP
rekonstruira sliko slabsˇe kot algoritem JPEG. Pri srednji kakovosti kompre-
sije, so razlike med JPEG in PS manjˇse in iz njih ni mocˇ postaviti hipoteze
o rekonstrukciji z manjˇso napako, medtem ko izracˇuni MAE pri nizko ka-
kovostnih slikah potrjujejo, da metoda LP z visoko prostorsko prioriteto,
rekonstruira ploske slike veliko natancˇneje kot JPEG. To je najrazvidneje v
Sliki 4, ki sta izpostavljeni v Sliki 4.5, kjer je MAELQJPEG = 12, 504, medtem,
ko je MAELQLP = 1, 490.
Dobljene rezultate za algoritem JPEG smo povprecˇili po posameznih ra-
zredih kakovosti in s pomocˇjo LR izracˇunali trend povprecˇne absolutne na-
pake, ki nastane z nizˇanjem kakovosti stisnjene slike Q
MAEJPEG(Q) = 13.76− 14.38Q. (4.6)
Isti izracˇun smo izvedli tudi na rezultatih meritev kompresiranja s pomocˇjo
LP
MAELP(Q) = 10.74− 8.22Q. (4.7)
Rezultati so predstavljeni v Sliki 4.6. Dobljene trende smo primerjali med
seboj in razbrali, da absolutna napaka algoritma JPEG raste v odvisnosti
s kakovostjo kompresiranja z vecˇjim naklonom, kot trend absolutne napake
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kompresije z metodo LP, kar je predstavljeno na Sliki 4.7. Interval in pre-
lomno tocˇko, kjer MAEJPEG postane vecˇji od MAELP, smo izracˇunali z ne-
enacˇbo
MAEJPEG(Q) ≤ MAELP(Q),
13.76− 14.38Q ≤ 10.74− 8.22Q,
Q ≤ 0.49.
(4.8)
4.3 Eksperimentalna evalvacija
Vseh osemnajst parov slik smo predstavili mnozˇici sedemintridesetih ljudi.
Za vsako kompresijsko razmerje vsake slike sta bili na voljo dve sliki, od
katerih je boljˇso moral izbrati uporabnik. Pari so bile enake slike, stisnjene
z enakimi kakovostnimi razmerji, od tega ena s pomocˇjo algoritma JPEG,
druga pa s pomocˇjo kompresije LP. Vse odlocˇitve smo zabelezˇili na spletni
strani in ustvarili statistiko.
Tabela 4.3 predstavlja delezˇe ljudi, ki so kot boljˇso kategorizirali sliko,
ki je bila stisnjena s pomocˇjo metode LP. Vredno je izpostaviti, da so se
najvecˇje prednosti metode LP izkazale pri mocˇno stisnjenih slikah, ki so po
vecˇini povrsˇine ploske, kjer pristop s pomocˇjo algoritma DCT ne prinasˇa do-
volj dobrih rekonstrukcij, metdem ko kompresija s pomocˇjo ploskih sektorjev
taksˇne slike dobro stisne in posledicˇno tudi rekonstruira.
Najvecˇji delezˇ se je izkazal pri Sliki 6, stisnjeni z nizko kakovostjo, katere
primerjava je izpostavljena v Sliki 4.8. Algoritem JPEG prelive barv pri
nizki kakovosti zanemarja in cilja na cˇim boljˇse priblizˇke barv, medtem ko
kompresija z metodo LP tovrstne prelive dobro ohrani. Skoraj enaki rezul-
tati so se izkazali tudi za Sliko 4, katere primerjava je predstavljena v Sliki
4.5. Ponovno gre za plosko sliko, katere intenzitete se dobro opiˇse s pomocˇjo
premic.
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Slika Visoka kakovost(QHQ) Srednja kakovost(QSQ) Nizka kakovost(QLQ)
Slika 1 0,600 0,000 0,000
Slika 2 0,300 0,033 0,033
Slika 3 0,467 0,000 0,000
Slika 4 0,433 0,500 0,800
Slika 5 0,300 0,533 0,500
Slika 6 0,533 0,100 0,833
Tabela 4.3: Delezˇi vzorca, ki so kot boljˇso rekonstrukcijo kategorizirali kom-
presijo s ploskimi sektorji.
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(a) Slika 1 (b) Slika 2 (c) Slika 3
(d) Slika 4 (e) Slika 5 (f) Slika 6
(LP)
(g) Slika 1 (h) Slika 2 (i) Slika 3
(j) Slika 4 (k) Slika 5 (l) Slika 6
(JPEG)
Slika 4.2: Visoka kakovost
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(a) Slika 1 (b) Slika 2 (c) Slika 3
(d) Slika 4 (e) Slika 5 (f) Slika 6
(LP)
(g) Slika 1 (h) Slika 2 (i) Slika 3
(j) Slika 4 (k) Slika 5 (l) Slika 6
(JPEG)
Slika 4.3: Srednja kakovost
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(a) Slika 1 (b) Slika 2 (c) Slika 3
(d) Slika 4 (e) Slika 5 (f) Slika 6
(LP)
(g) Slika 1 (h) Slika 2 (i) Slika 3
(j) Slika 4 (k) Slika 5 (l) Slika 6
(JPEG)
Slika 4.4: Nizka kakovost
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(a) JPEG (b) LP
Slika 4.5: Primerjava Slike 4 stisnjene z obema algoritmoma pri nizki kako-
vosti
Diplomska naloga 51
Slika 4.6: Trendi stiskanja slik s pomocˇjo metode JPEG(zgoraj) in s pomocˇjo
metode LP(spodaj).
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Slika 4.7: Trendi stiskanja slik z metodo JPEG in metodo LP.
(a) JPEG (b) LP
Slika 4.8: Primerjava Slike 6 stisnjene z obema algoritmoma pri nizki kako-
vosti
Poglavje 5
Zakljucˇek
Predstavili smo algoritem za kompresijo slik s pomocˇjo linearne regresije in
delitve slik na ploske sektorje, ter njen inverzni komplementarni algoritem
za dekompresijo. S temi orodji lahko kompresiramo poljubne slike poljubnih
velikosti, a izkazˇe se, da je algoritem najbolj ucˇinkovit, ko pride do risa-
nih slik, kot so posamezne slicˇice v risankah. Implementacija algoritma v
programskem jeziku Java je dostopna na avtorjevem spletnem repozitoriju
[13].
5.0.1 Izboljˇsave in nadaljnje delo
Na predstavljenem algoritmu aktivno delamo, ga popravljamo in izboljˇsujemo.
Delo je hkrati hobi in zˇelja po boljˇsem kompresijskem algoritmu. Delo je zelo
zanimivo, razvijanje in implementiranje znanih metod v drugacˇnem problem-
skem prostoru pa je zasvojljive narave, zato bomo idejo v prihodnosti sˇe
razvijali. V nadaljevanju so opisane nacˇrtovane izboljˇsave.
Prilezˇne funkcije viˇsje stopnje
Algoritem je omejen na prileganje premic na podatke. A prilezˇna funkcija,
ki jo iˇscˇemo, bi lahko bila polinom viˇsje stopnje, s katero bi osnovne podatke
bolje opisali. Zato pa potrebujemo cenilke, ki bodo viˇsje momente dobro
opisale.
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Primernejˇsi model YCbCr
Zaenkrat smo za barvni model uporabili konstantno transformacijo. Lahko
pa bi primerno bazo za barvni model slike nasˇli s pomocˇjo analize glavnih
komponent PCA [18]. PCA je metoda iskanja ortogonalnih baznih vektorjev
prostora, ki maksimizirajo varianco, hkrati pa kovarianco minimizirajo. Za
barvni model bi zato lahko poiskali taksˇne ortogonalne bazne vektorje, ki bi
maksimizirali podrobnosti na enem samem kanalu, medtem ko bi na drugih
dveh podrobnosti zmanjˇsali, saj bi lahko s tem kanale tudi bolj stisnili.
Kvaliteta signalov
V splosˇnem velja, da je nasˇe oko bolj obcˇutljivo na spremembe svetlosti, kot
na spremembe barvitosti [1]. Zato bi lahko podvzorcˇili signale barvitosti v
razlicˇnih shemah ucˇinkovitosti, saj bi nam to pomenilo drasticˇne razlike v
velikosti kodirane slike, hkrati pa razlike v kakovosti ne bi bile ocˇitne.
Naravna sektorizacija
Sektorizacija, opisana v diplomskem delu, poteka po naivno izracˇunanih me-
jah. Slike imajo sektorje ploskih kvadrantov razporejene po vzorcu vsebine
slike. Z naravnim sektoriziranjem, kjer bi sliko razrezali tam, kjer bi to pome-
nilo najviˇsjo ucˇinkovitost, bi lahko velikost kompresirane slike sˇe zmanjˇsali.
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