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1 
In his ’Origin of Species’, Charles Darwin eloquently described how the 
survival of any species depends on the fittest individuals (Darwin, 1859). 
However, what does it mean to belong to the fittest individuals in a 
species? Numerous examples illustrate that being ‘fit’ does not 
necessarily mean that you are the strongest, the smartest, or the most 
attractive. To survive , one  needs to make the right choices at the right 
time. When faced with an adversary, does one fight or does one flee? Does 
one eat the green or the red berries? Does one take the risk to catch prey 
in hazardous conditions or does one wait and risk starvation? All these 
situations determine the survival chances of an individual and thus 
whether it is ‘fit’ enough to propagate it’s genes.  
 
The question which then arises is: How do we make the correct decisions? 
Unfortunately, we are not born preprogrammed to know what should be 
done in each situation and the outcomes of our actions are therefore 
uncertain. Based on the consequences of our actions we accumulate 
knowledge about the environment, which allows us to make more 
accurate predictions the outcome of our actions in the future. As such, 
outcomes of previous actions determine whether an action is repeated, 
typically after a rewarding outcome, or whether an action is avoid, 
typically after a punishing outcome. The processing of feedback is thus 
inevitably related to the process of decision making.  
 
The way in which the brain processes feedback for decision making can 
be described in two ways. First, in a mechanistic fashion, that is a 
hypothesis about what the brain does during decision making. The 
leading theory on how the brain processes feedback is based on the 
presence of internal prediction models that compare an actual outcome to 
an expected outcome. Second, it can be described in a neurophysiological 
fashion, that is a hypothesis on how the brain performs the necessary 
steps to make a decision. In this latter aspect the involved brain regions, 
as well as the neurophysiological processes that drive these regions is 
investigated. Although a large amount of evidence has accumulated over 
the past decennia on these neurophysiological processes, the influence of 
our complex surroundings on these processes is not yet fully understood. 
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The studies described in this thesis attempted to uncover some of these 
contextual effects on feedback processing in the human brain. 
 
1.1. Economic models for reward and punishment 
processing 
1.1.1. Expected utility theory 
According to the expected utility theory a decision within an uncertain 
environment relies on a comparison between expected utility values. The 
theory’s primary assumption is the maximization of gains and the 
minimization of losses (Mongin, 1997). However, the St. Petersburg 
paradox shows that an individual does not choose based on expected 
value. In this game a coin is tossed and two dollar is received when heads 
appears. The gain is doubled for each time heads appears and the game 
is stopped when tails appears. Since the gains are doubled and the 
chances of throwing an ever increasing sequence of heads is halved each 
round, the expected value in this game is infinite. In theory any sum of 
money could be paid as entrance fee for this game and one would still 
benefit. In reality, however, participants are not willing to make high 
bets. As a solution to this paradox, the expected utility theory weights the 
participant’s wealth within a logarithmic function. As such a millionaire 
will be willing to pay a higher entrance fee than someone who is broke. 
Although the expected utility theory takes into account this contextual 
feature, it still assumes that human decision making is based on 
(objective) logical reasoning (Mongin, 1997). The Allais paradox shows, 
however, that this is not the case. The paradox shows individuals prefer 
certainty when chances of winning are generally high, even if the 
expected utility is lower than for a slightly more uncertain option. In 
contrast, participants are more willing to gamble when chances of 
winning are small. The Allais paradox illustrates that human decision 
making is inherently subjective and is affected by the chances of winning, 
the amount of possible gains, and the way in which the information is 
presented (framing) (Mongin, 1997). 
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1.1.2. Prospect theory 
The prospect theory proposed by Kahneman and Tversky (1979) aims to 
explain subjective human decision making by describing a variety of 
external (context) and internal (subjective) features. The theory describes 
that decisions are based on heuristics or rules of thumb that are 
generalized conclusions based on a sample of experienced events. 
Heuristics follow the principles of inductive reasoning and could 
therefore be compared to estimations rather than specific knowledge 
(Tversky & Kahneman, 1992). Using the representativeness heuristic one 
compares an specific features of an object, person or situation to other 
known features of comparable objects, persons or situations in order to 
judge whether both belong to the same larger class (Tversky & 
Kahneman, 1992). For example, a person wearing a tie and polished 
shoes is more likely to be judged as a banker than a construction worker. 
Furthermore, people will typically extrapolate a set other features from 
their judgement, such as the person with nice clothes being wealthy and 
intelligent. Another heuristic that is applied in uncertain situations is 
the availability heuristic. This heuristic is a strategy in which one assigns 
more importance to an object, person, or situation that is more readily 
available to mind, that is how easy it is to retrieve the information from 
memory (Tversky & Kahneman, 1992). For example, the chances of 
fatalities due to shark attacks is often overestimated, since the dangers 
of sharks are well-represented in the mind. Finally, Kahneman and 
Tversky discovered the heuristic of anchoring and adjustment, which is 
particularly related to value estimation. When an information cue is 
available about the value of an object, one tends to use this value as the 
offset, an anchor, and adjust his or her estimation based on this reference. 
If the anchor assigns a high value to an object, one is more likely to 
overestimate the value, than when the anchors assigns a low value (Epley 
& Gilovich, 2006).  
 
Furthermore, decision making is strongly affected by context. Kahneman 
and Tversky showed that the way in which two options are presented 
(framed) influences the choice (Tversky & Kahneman, 1992). 
Psychological experiments have shown that positively framed options, for 
example a treatment saving an specific amount of lives, was strongly 
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preferred over a negatively framed option, for example a treatment would 
lead to the death of a specific amount of people, even when the expected 
value of both options is the same (Gächter et al., 2009). Based on this 
observation the concept of loss aversion was proposed, which is the idea 
that participants react more strongly to a loss as compared to a same-
valuated gain (Abdellaoui et al., 2007).  
 
Although heuristics provide approximations that may often yield correct 
assessment of the situation, there is a considerable margin of error with 
these judgements. Despite the possibility for errors heuristics are a 
powerful tool in decision making, since the allow for fast assessments. In 
most situations it is impossible to acquire all information that is needed 
to make a rational decision. Moreover, even if all information is available, 
absorbing this information takes a lot of time and effort and it requires 
less resources and time to take advice from an expert than becoming an 
expert yourself. In short, the use of logical reasoning or heuristics 
depends on a trade-off between time and accuracy of one’s prediction 
(Kahneman & Tversky, 1979).  
 
 
 
Figure 1.1. Schematic of the predictive coding process. 
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1.2. Prediction-outcome models 
According to the predictive coding account the brain computes predictions 
for every percept or action and compares these to the actual outcome 
(Alexander & Brown, 2011). A schematic of the predictive coding account 
during decision making is shown in Figure 1.1. A decision is typically 
coupled to an action. The choice of which action we make is based on our 
available knowledge of the world up to that point. At the same time a 
decision action is made a prediction is made about the outcome this action 
will have. Typically, people will choose an action that will yield the most 
favorable outcome. Subsequently, the actual outcome of the action will be 
compared to the prediction. Whenever there is a mismatch between 
predicted and actual outcome attention resources will be activated, which 
highlight the ‘surprise’ of a mismatch (Holroyd et al., 2003; Alexander & 
Brown, 2011). Generally, the prediction will be updated for future 
reference, in order to reduce future mismatches whenever similar actions 
are performed (Fischer & Ullsperger, 2013). In accordance, the 
knowledge of the world may be adjusted as well, which may have the 
consequence that a different action under the same circumstances will be 
performed in the future. Furthermore, the comparison between predicted 
and actual outcome could be influenced by context (Holroyd et al., 2004). 
For example, the Prospect theory (section 1.1.2) describes that framing 
effects  influence our percept of an outcome (Kahneman & Tversky, 1979). 
Thus a small reward in the presence of much larger rewards is not as 
satisfying as a small reward in presence of punishments. A mismatch 
between predicted and actual outcome may therefore be either larger or 
smaller. 
 
For example, imagine you have read a brochure about a hotel in 
Copenhagen, which you plan to visit. The brochure, which represents 
knowledge about the world is very positive about the hotel and you decide 
to book a room there (action). Your expectation will be that you will have 
a pleasant stay at the hotel, with friendly staff, nice rooms and good food 
(predicted outcome). Once arrived, you notice that the staff is unfriendly, 
the rooms are dirty and the food is disgusting (actual outcome). When 
comparing the predicted and actual outcome, there is a strong mismatch. 
Due to this mismatch you will no longer predict a pleasant stay in this 
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hotel for future reference. Furthermore, the importance you place in 
brochures for selecting hotels may decrease and you may seek other 
sources of information, meaning that your knowledge of the world is 
updated. Altogether, it seems unlikely that you will come back to this 
hotel in the future and you will choose a different hotel (action). An 
additional factor that amplifies the mismatch is the observation that this 
example takes place in Copenhagen, Denmark, which has a multitude of 
good hotels (context). 
 
Scientifically, the predictive coding scheme can be investigated by letting 
participants perform a forced choice computer task, with rewarding or 
punishing feedback after each trial. Context can be affected by presenting 
reward in punishment relative to other outcomes, as will be described in 
chapter 2. Knowledge of the world can be influenced by presenting 
participants with additional information in each trial. This can be done 
for example by providing advice cues, as will be shown in chapters 3, 4, 
5 and 6.  
 
1.3. Neurophysiology of reward and punishment 
processing 
1.3.1. Brain structures involving reward and punishment 
processing 
Reward and punishment processing is related to a number of heavily 
interconnected areas, both in the subcortex as well as the cortex (Haber 
& Knutson, 2010). Information on rewards and punishments travels from 
the cortex to the subcortex and back, creating a closed loop. On the 
subcortical level, the ventral part of the striatum (VS) in the basal ganglia 
receives direct dopaminergic input from the ventral tegmental area 
(VTA), which releases dopamine in rewarding situations. In punishing 
situations the septo-hippocampal system, which receives input from the 
amygdala and is mediated by noradrenergic and serotoninergic 
connections, becomes activated (Gray, 1982). The reward- and 
punishment-related subcortical structures are connected to the 
orbitofrontal cortex (OFC) and the anterior cingulate cortex (ACC)(Figure 
1.2.). Furthermore, it receives information from the limbic system (Gray, 
1982). The OFC has been linked to subjective valuation of reward and 
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punishment information. As such OFC activity during feedback 
processing is strongly context dependent (Campbell-Meiklejohn et al., 
2012). A small punishment may be perceived as positive if the alternative 
would be a larger punishment. This positive feeling of a small 
punishment is mediated by the OFC. The role of the ACC is to process 
errors between predicted and actual outcome. It therefore is crucially 
involved in learning from reward and punishment feedback. Within the 
cortex the OFC and ACC are connected to the dorsolateral prefrontal 
cortex (DLPFC), which is known to be involved in a multitude of executive 
functions, such as working memory, planning, cognitive flexibility (Haber 
& Knutson, 2010). Finally, frontal cortical areas, as well as the 
subcortical sub-thalamic nucleus (STN) have projections to motor 
planning areas, such as the right inferior frontal gyrus (rIFG) and the 
pre-supplementary motor area (pre-SMA)(Aron et al., 2010). These areas 
make sure that a decision is converted into a motor action, which is finally 
executed by the primary motor cortex (M1). This entire process in this 
network occurs within several hundred milliseconds (Figure 1.2.). Thus, 
to completely understand reward and punishment processing, high 
temporal resolution is a necessity. 
 
 
Figure 1.2. Simplified schematic of the brain areas involved in reward/punishment 
processing and decision making. Areas involved in the processing of feedback are 
shown in green and areas involved in execution of a decision are shown in blue.  
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1.3.2. Event related potentials of reward and punishment 
processing 
The electroencephalogram (EEG) is a recording technique that provides 
information about cortical activity with a high temporal resolution on 
millisecond time scale (Luck, 2005). This allows for the investigation of 
processes that occur precisely at the moment that feedback is presented 
after a decision is made. These segments of EEG recording can be 
averaged over a number of trials, which yields a so-called event-related 
potential (ERP). Within an ERP several positive and negative 
components can be identified that have been related to processes of 
predictive coding (Luck, 2005). An example is shown in Figure 1.3. 
 
The feedback-related negativity (FRN) is of particular importance for 
interpreting rewarding and punishing outcomes. The FRN is observed at 
fronto-central electrodes 200 to 300 milliseconds after feedback onset 
(Holroyd et al., 2003; Hajcak et al., 2005). This signal is related to the 
error-related negativity (ERN) and the N2 observed in nogo trials in the 
go/nogo task and oddball tasks (Baker & Holroyd, 2011). All three so-
called medial frontal negativities reflect a discrepancy between an initial 
state before a decision has been made and an outcome state after the 
decision has been made. For the ERN the initial state represents an 
intended action, for example pressing the left response button, and the 
outcome state represents the actual action, for example pressing the right 
button (Holroyd & Coles, 2002). The initial state of the N2 reflects the 
expectation of a repetitive cue (which may or may not be linked to an 
action) and the outcome state reflects the absence of this cue (Baker & 
Holroyd, 2011). Finally, the initial state of the FRN is the expectation of 
a certain reward or punishment and the outcome state is a deviation from 
this expectation. Such deviations may hold better-than-expected and 
worse-than-expected outcomes (Hajcak et al., 2005). Since FRN and N2 
reflect a mismatch between expectation and outcome and overlap both 
spatially and temporally, they are difficult to dissociate. However, it is 
suggested that the FRN, in contrast to the N2, is linked to the subcortical 
dopamine system (Baker & Holroyd, 2011).  
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Next to mismatch detection in the processing of reward and punishment, 
attention plays an important role. When inspecting the ERP during 
feedback processing two attention components can be identified. First, 
the P2 or P2001 component is observed before the FRN and peaks around 
200 milliseconds after feedback processing at fronto-central electrodes 
(San-Martin et al., 2010). Second, the P3 or P300 component is observed 
after the FRN and peaks between 300 and 600 milliseconds after 
feedback processing at parietal electrodes (Fischer & Ullsperger, 2013). 
The P2 component is associated with exogenous attention or arousal, 
signaling the value of an outcome (Goyer et al., 2008). As such it is shown 
to be modulated by both outcome magnitude and valence (Flores et al., 
2015; Goyer et al., 2008). Although the majority of studies investigating 
the P2 during decision making found effects on valence, the directionality 
of these effects remains unclear. Some have found the P2 amplitude to be 
larger when feedback yielded a reward compared to a punishment 
(Bellebaum et al., 2010b; San Martin et al., 2010; Xu et al., 2011). Yet, 
others have observed the P2 to be larger when punishment is received 
(Carretié et al., 2001; Carretié et al., 2005; Polezzi et al, 2008, 
Schuermann et al., 2012). Similar to the FRN, the P2 is related to 
dopaminergic activity. Indeed, the P2 has been source-localized to the 
mesocortico-limbic system (Gui et al. 2016; Kiat et al., 2016; Morie et al. 
2014; Proudfit, 2015). Thus, the P2 and FRN seem to have partially 
overlapping neural generators. Since the calculation of the FRN involves 
the calculation of a local minimum following a maximum at around 200 
ms after feedback. This maximum is equivalent to the P2 and it is thus 
not surprising that P2 and FRN have overlapping functions and anatomy. 
The P2 most likely reflects the processing of the feedback outcome, which 
subsequently is compared to the predicted outcome and may, or may not 
yield a prediction error.   
 
The P3 component follows the FRN and has been related to endogenous 
attention allocation and context updating (Fischer & Ullsperger, 2013; 
                                                 
1 The abbreviation ‘P2’ refers to the second observed positive peak and the ‘P200’ refers to 
a peak observed at 200 ms. During reward and punishment processing these are the same, 
that is, the second positive peak occurs around 200 ms after feedback onset. In the research 
literature both abbreviations are used. The same holds for the ‘P3’ and ‘P300’ component.  
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Polich, 2007). The P3 component is often divided into the P3a, which is 
closely linked to surprising outcomes and thus attention, and the P3b, 
which is related to context updating (Polich, 2007). Although P3a can be 
observed in a variety of task, within feedback processing the surprise 
response is linked to the processing of prediction errors. Basically, P3a is 
the attention process to make the prediction error, which is processed by 
the FRN, apparent. Indeed, the P3a component has been associated with 
the fronto-parietal attention network, found in neuroimaging studies 
(Pfabigan et al,. 2014). This attention allocation is necessary for further 
processing of error information and the updating of the prediction model, 
which has been related to the P3b (Fischer & Ullsperger, 2013; Pfabigan 
et al., 2014). That is, this latter component is involved in altering 
predictions for future trials based on current feedback. It should be noted 
that although theoretically both components are dissociable, 
morphologically they are overlapping and are therefore hard to 
distinguish in some studies (Polich, 2007). In contrast to the P2 and FRN 
has been associated with the P3 has been linked to the norepinephrine 
system (Nieuwenhuis, 2011). Animal studies have suggested that 
norepinephrine depletion led to increased distractibility by irrelevant 
stimuli in rats, suggesting reduced endogenous attention (Oke & Adams, 
1978; Roberts et al., 1976). Furthermore, norepinephrine-mediated 
neurons in the locus coreleus show increased firing during learning and 
have been associated with modulating long term potentiation (LTP; 
Nieuwenhuis, 2011).  
 
1.3.3. Oscillatory activity of reward and punishment 
processing. 
Evoked oscillatory activity in the delta (1-4 Hz) and theta (4-7 Hz) range 
are coupled to ERP components and are observed at the same time during 
feedback processing (Cavanagh, 2015; Cavanagh & Shackman, 2014). 
Therefore, it is not unreasonable that evoked oscillatory activity 
underlies similar processes as the observed ERP components.  
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Figure 1.2. An example of ERP and evoked oscillatory activity after feedback onset. 
 
 
The cortical generator for theta oscillations is the ACC (Alexander & 
Brown, 2018), which connects to the subcortical reward and punishment 
system. Evoked theta responses during feedback processing have been 
particularly coupled to the FRN, but seems to reflect more general 
processes like error processing, punishment processing, novelty and 
conflict (Alexander & Brown, 2018; Cavanagh et al., 2012). Evoked theta 
activity, therefore, seems to reflect a template that provides a temporal 
structure for the processes that are governed by the ACC. Furthermore, 
Sauseng and colleagues (2007) suggested that phase resetting of cortical 
oscillations represents the neural generator for ERPs. Whereas these 
hypotheses suggest a direct link between evoked theta and the FRN, 
differences between both measures have been suggested. Whereas the 
FRN primarily reflects prediction error processing, theta activity reflects 
a more general motivational aspects related to outcome uncertainty 
(Cavanagh et al., 2010). 
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Theta oscillations have been linked to activity in the ACC and seem to 
functionally overlap with the processes reflected by the FRN component. 
Despite the clear link between FRN and medial frontal theta activity, the 
two processes are not the same, since theta activity has been associated 
with a variety of processes, including memory, attention, conflict and 
action selection (Cavanagh, 2012). It has been suggested that evoked 
theta activity acts as a phase reset, that allows for temporal organization 
of neural responses (Sauseng, 2007). This process may reflect temporal 
organization of expected and actual outcome, allowing for the comparison 
of both which may lead to an prediction error. This process would result 
in a FRN component. However, in different task settings temporal 
organization of theta may related to conflict, error or novelty. 
 
Delta oscillations are thought to be involved in attentional processes 
(Lakatos et al., 2008; Stefanics et al., 2010). Indeed, the evoked delta 
power during feedback processing has been linked to the P3 component, 
which is important for attention allocation towards anomalous outcomes. 
Moreover, these attentional resources are relevant for updating of 
predictions and consequently behavioral adaptation (Cavanagh, 2015). 
Attentional processes spread over a variety of spatial locations and low-
frequency, large-amplitude delta oscillations may be particularly 
advantageous for the integration of multiple processes, distributed over 
large spatial distances (Uhlhaas, 2010). This may also explain why no 
single neural generator of delta oscillations has been pointed out 
(Cavanagh, 2015).   
 
Next to delta and theta oscillations which are evoked during feedback 
processing, beta oscillations (13-30 Hz) also play an important role in 
reward/punishment guided decision making and learning (HajiHosseini  
& Holroyd, 2015a; 2015b). Beta activity is thought to originate from 
fronto-cortical areas and are related to the maintenance of cognitive 
states, by integrating reward information, memory and attention (Engel 
& Fries, 2010). In other words, beta oscillations reflect a top-down control 
mechanisms on feedback processing (Mas-Herrero et al., 2015). In order 
to quantify these top-down processes in relation to bottom up 
motivational processes a ratio between low and high frequency 
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oscillations can be calculated. One example is the theta/beta ratio 
(Schutter & Van Honk, 2005). Studies in healthy volunteers showed that 
higher resting state theta-beta EEG ratios were associated with 
increased disadvantageous choices (Massar et al., 2014; Schutter & Van 
Honk, 2005). Furthermore, studies in ADHD patients showed that 
elevated theta-beta EEG ratios relate to disadvantageous decision 
making, impulsivity, lack of attentional focus and decreased learning 
(Clarke et al., 2001; Drechsler et al., 2008; Itami & Uno, 2002; Sagvolden 
et al., 1998; Snyder & Hall, 2006).  
 
1.4. Electric brain stimulation as a means to alter reward 
and punishment processing. 
To modulate cortical activity non-invasively, low-intensity direct or 
alternating currents can be applied to the scalp (Schutter, 2014). 
Transcranial direct current stimulation (tDCS) temporarily increases or 
decreases the resting membrane potentials of a group of neurons, which 
influences their likelihood of firing (Nitsche & Paulus, 2000). Generally, 
cortical excitability under the cathodal electrode is reduced, whereas 
cortical excitability under the anodal electrode is increased (Nitsche et 
al., 2001). It should, however, be kept in mind that these effects may vary 
from person to person and are strongly affected by baseline excitability of 
the cortex, orientation of neurons, time of the day, age, attention and 
genetics (Ridding & Ziemann, 2010). Reinhart & Woodman (2014) 
showed that cathodal tDCS over the frontal cortex reduces the FRN 
amplitude, which was accompanied by decreased learning speed and 
behavioral adjustments. Conversely, anodal tDCS increased FRN 
amplitude and behavioral adjustments.  
 
Although tDCS can potentially affect ERP components during feedback 
processing, since these components are associated with transient 
oscillatory activity, tDCS may be somewhat unspecific. During 
transcranial alternating current stimulation (tACS) an oscillatory 
current is applied, which can temporarily increase or decrease cortical 
neuronal synchronization (Antal et al., 2008). The rationale behind tACS 
is that the application of exogenous oscillatory electric fields induces 
entrainment of endogenous brain rhythms (Schutter, 2014). This 
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principle has been verified in animal studies with increased phase locking 
of oscillations within cortical neurons (Ozen et al., 2010). The effects of 
tACS on the human brain are typically investigated using EEG or an 
magnetoencephalogram (MEG). The effects may manifest as an increase 
in power amplitude, increased coherence between channels, or both 
(Helfrich et al., 2014a; Polania et al., 2013; Vossen et al., 2015). To date 
it is unclear which of these two measures captures the effects of tACS in 
the best way. Whether amplitude or coherence should be the main 
outcome measure may also largely depend on the stimulation montage, 
the investigated electrodes and the type of task that is used.  
 
In spite of the fact that the exact working mechanisms are yet unresolved, 
the hypothesis is that the induced neuronal effects translate to changes 
in specific behavior related to these oscillations. Since reward and 
punishment processing is associated with delta, theta and beta 
oscillatory activity, tACS has the advantage over tDCS to investigate the 
specific role of each oscillatory frequency. In a meta-analysis we showed 
that tACS has beneficial effects on cognitive performance (Schutter & 
Wischnewski, 2016). Even though a small-to-moderate moderate effect 
size was found, it should be noted that studies using a large variety of 
frequencies, intensities, montages and behavioral tasks were pooled. 
Furthermore, given the complex nature of oscillations, the variety of 
underlying functions and difficulty to pinpoint the specific source, the 
translation from a) hypothesis to actual effect on electrophysiology, and 
b) from effects on electrophysiology to behavioral changes is far from 
straightforward. In chapters 6 to 9, tACS was used to influence decision 
making behavior and learning, while effects on EEG where recorded. As 
will become clear from these chapters, the results deviate from the 
original hypothesis and the relationship between electrophysiology and 
behavior is complicated. 
 
1.5. Thesis outline 
This thesis covers two main topics. The first aim was to better understand 
the factors that influence reward and punishment ERP signals. As 
discussed in section 1.3.2., there is controversy about what modulates the 
P2, FRN and P3. Whereas some studies have associated positive 
General Introduction 
_________________________________________________________________________ 
22 
 
1 
outcomes with increased P2 amplitude, others have shown larger 
amplitudes after negative feedback. Whereas some studies have provided 
evidence for valence specificity in the FRN, others have suggested that 
the FRN is not affected by valence. Whereas some studies suggested that 
reward magnitude is a moderator for the P3 amplitude (Sato et al., 2005; 
Wu & Zhou, 2009), others have not found evidence for this association 
(Zeng et al., 2014). Although over the last decade our understanding of 
feedback ERP signals has increased dramatically, these contrasting 
findings withhold the direct coupling between electrophysiology and the 
theoretical framework of predictive coding. First, the role of context on 
reward and punishment processing was investigated. Chapter 2 
focusses on the presence of alternative outcomes, whereas chapters 3, 4, 
5 and 6 describe the effects of expert advice information during decision 
making.  
 
The second aim is  to investigate the effects of non-invasive brain 
stimulation on the underlying event-related potential components of 
feedback processing, as described in chapters 5, 6 and 7. The goal of 
these studies was to find more direct evidence for brain stimulation 
induced changes in electrophysiology and the consequences this has on 
decision making behavior. In the experiments of the first 7 chapters 
decisions that were made had no consequence for future trials, that is 
there was no effect of learning. In contrast, chapters 8 and 9 describe 
the effects of transcranial alternating current stimulation (tACS) on 
learning. The results suggest a potential beneficial role in learning based 
decision making. These findings may imply a potential role of tACS in 
clinical therapy, yet this is only viable in case of effects that outlast the 
duration of stimulation.  
 
The results of the first 9 chapters describe transient effects. However, in 
recent years NIBS has increasingly been used for clinical application. In 
order for NIBS to be useful for the treatment of psychiatric and 
neurological disorders, lasting effects are necessary. Previous studies 
have shown that rTMS and tDCS after effects are related to LTP-like 
plasticity, yet no such study has been performed for tACS. Chapter 10, 
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therefore, describes a pharmacological study that test whether tACS 
effects are associated with synaptic plasticity.  
 
Finally, the results of all studies will be summarized and the new insights 
as well as questions that remain unanswered will be discussed.  
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Chapter 2 
Dissociating absolute and relative reward- and 
punishment-related electrocortical processing: An 
event-related potential study 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Based on: 
 
Wischnewski, M. Schutter, D.J.L.G. (2018). Dissociating absolute and relative reward- 
and punishment-related electrocortical processing: An event-related potential study. 
Int J Psychophysiol, 126, 13-19. 
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Abstract 
The meaning of reward and punishment signals depends on context. 
Receiving a small reward where a larger reward could have been obtained 
can be considered a punishment, while a small loss in the context of 
avoiding a larger loss can be experienced as a reward. The aim of this 
study was to investigate the electrophysiological processes associated 
with absolute and relative reward and punishment signals. Twenty 
healthy right-handed volunteers performed a decision-making task and 
were instructed to judge which of two neutral objects was the most 
expensive. The received outcome was presented together with the non-
received outcome for the alternative choice. The feedback-related 
potentials P200, FRN and P300 were recorded in response to absolute 
(i.e., received) outcome and relative (i.e., received in the context of the 
alternative) outcome. Absolute rewards yielded higher P200 amplitudes 
as compared to relative rewards, while the P200 amplitude was largest 
for relative as compared to absolute punishments. The P300 amplitude 
showed a main effect of valence with larger amplitudes for more positive 
relative and absolute outcomes. No effect of absolute or relative outcome 
was observed for the feedback-related negativity (FRN). Our findings 
suggest distinct processes associated with context-dependent and 
context-independent processing during feedback processing.  
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2.1. Introduction 
During decision making external feedback determines the success of an 
action and whether that action is repeated in the future. Importantly, 
however, what is subjectively perceived as a reward or a punishment 
depends on the relative value within the context in which choices are 
made. A small loss, for instance, can be interpreted as a positive outcome 
if the alternative choice would have resulted in an even greater loss. This 
means that in absolute terms a small loss is a punishment, but in relative 
terms it can in fact be perceived as a reward. Similarly, a small absolute 
reward is a positive outcome, but in relative terms may be perceived as a 
punishment if the alternative choice would have yielded a larger reward.  
 
Effects of context have first been described by the prospect theory of 
human decision making (Kahneman & Tversky, 1979). The theory states 
that feedback signals are used to form internal prediction models to 
predict the intrinsic value of reward and punishment. However, when 
reward and punishment feedback signals are not informative for the 
formation of an accurate prediction model, effects of context will bias 
decision making (Tversky & Kahneman, 1992). This behavioral 
phenomenon is demonstrated by the so-called framing effect. The framing 
effect postulates that two statements are interpreted differently 
depending on positive or negative phrasing, while the expected value is 
the same (Tversky & Kahneman, 1992). Analogously, subjective 
valuation of a reward is influenced by the presence of alternative 
reinforcers (Holroyd et al., 2004). For example, when 20 Euro is retained 
after one started with 50 Euro, one could frame this as a 20 Euro win or 
a 30 Euro loss. De Martino and colleagues (2006) showed that the latter 
scenario of this example was perceived as more negative and was followed 
by more risky decision making to compensate for the perceived 
punishment. Additionally, they found that these contextual effects 
involve a fronto-cortical network, consisting of the orbitofrontal, 
ventromedial prefrontal and anterior cingulate cortex (De Martino et al., 
2006). 
 
Studies investigating event-related potentials (ERP) in response to 
reward and punishment signals have identified several brain potentials 
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associated with feedback processing that have been linked to expectancy, 
valence and magnitude (Bellebaum et al., 2010a; Kreussel et al., 2012; 
Meadows et al., 2016; Weismüller & Bellebaum, 2016; Wu & Zhou, 2009). 
A fronto-central positivity, peaking around 200 ms after feedback onset 
(P200), has been associated with attention capture and allocation (Flores 
et al., 2015; Potts et al., 2006; San Martin et al., 2010). It has been 
proposed that this P200 component primarily reflects motivational 
aspects rather than the mismatch between prediction and outcome (Potts 
et al., 2006). This is evidenced by findings showing larger P200 for better-
than-expected outcomes compared to worse-than-expected outcomes, 
even in the absence of explicit attention cues. In both conditions the 
mismatch between predictions and outcomes was equal, suggesting that 
the difference in P200 amplitude is related to valence (Potts et al., 2006). 
Even though larger P200 amplitudes have been related to more positive 
outcomes (San Martin et al., 2010), others have observed larger P200 
amplitudes for more negative outcomes (Carretié et al., 2001; Carretié et 
al., 2005; Schuermann et al., 2012). Together, these findings suggest that 
the P200 may be an arousal component reflecting a valence effect that is 
associated with the relevance of feedback.  
 
Following the P200, a fronto-central negative deflection that peaks 
between 150 and 350 ms can be observed after feedback onset. This so-
called feedback-related negativity (FRN) component is sensitive to 
unexpected outcomes (Hajcak et al., 2007; Weismüller & Bellebaum, 
2016) and is thought to reflect reward-related prediction errors. This view 
finds support from results showing larger FRN amplitudes for 
unpredicted as compared to predicted outcomes (Hajcak et al., 2007). 
These findings suggest a link between the FRN and the evaluation of the 
accuracy of the internal prediction model (Alexander & Brown, 2011). 
 
Finally, the P300, which is a positive wave between 350 and 500 ms after 
feedback onset, reaches its peak over posterior scalp locations. The P300 
is related to attention allocation in response to unexpected events or 
outcomes during learning (Fischer & Ullsperger, 2013; Polich, 2007). 
Functional neuroimaging studies have shown that the P300 is related to 
the fronto-parietal attention network (Bengson et al, 2015; Pfabigan et 
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al., 2014). The allocation of attention following the detection of a 
mismatch is proposed to reflect an active process of error minimization 
by updating the internal prediction model (Fischer & Ullsperger, 2013). 
Indeed, Kopp and colleagues (2016) showed increased P300 amplitudes 
during high compared to low certainty, suggesting that attention is 
directed towards the most valid information. Moreover, the P300 is 
shown to be correlated to higher learning rates, further supporting its 
involvement internal prediction models (Fischer & Ullsperger, 2013).  
 
A large amount of studies on feedback ERP components has focused on 
the electrophysiological correlates of valence and magnitude in the 
processing of reward and punishment signals (for a review see Ullsperger 
et al., 2014). An additional factor that can play a role in feedback 
processing is context (Gehring & Willoughby, 2002; Gibbons et al., 2013; 
Goyer et al., 2008; Peterburs et al., 2013). Consistent with the prospect 
theory, rewards may be perceived as a punishment when an alternative 
larger non-received reward was present, while losses are perceived as a 
reward in cases where a larger loss was avoided (Tversky & Kahneman, 
1992). Holroyd and colleagues (2004) showed that a punishment is 
associated with a small FRN amplitude when the alternatives would 
have yielded an even larger punishment (i.e., relative reward). 
Furthermore, a reward is associated with a large FRN amplitude when 
the alternative outcome would have resulted in a larger reward (i.e., 
relative punishment). This suggests that the presence of alternative 
outcomes influences the FRN (Holroyd et al., 2004). Furthermore, 
Peterburs et al. (2013) used a gambling task in which participants were 
able to place a bet prior to the decision. They found that the FRN 
amplitude was increased in a high risk context, i.e. when a bet was 
placed,  as compared to a low risk context. The same distinction between 
risk conditions was observed for the P300 (Peterburs et al., 2013), 
suggesting that both early and late feedback ERPs can be affected by 
context. In contrast, Zeng et al. (2014) suggested that the P300 may be 
less sensitive to context as its amplitude is modulated by absolute, but 
not relative outcomes.  
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Although these studies suggest that context influences reward- and 
punishment-related feedback processing in the FRN and P300, a direct 
comparison between the effects of absolute and relative rewards and 
punishments on the P200 brain potentials has, to our knowledge, not 
been made. To this end, we investigated the effects of the presence of 
alternative outcomes on the P200, FRN and P300 amplitude by 
comparing feedback-related reward and punishment signals. Rooted in 
the idea that the FRN and P300 are involved in the formation of an 
internal prediction model we anticipate that the FRN and P300 display 
distinct processes in terms of absolute and relative outcomes. As feedback 
was provided pseudo-randomly, making the formation of an accurate 
prediction model extremely unlikely, it was expected that these 
components would be particularly susceptible to contextual information. 
Specifically, we hypothesized larger FRN amplitudes for relative losses 
as compared to relative gains, leaving the FRN unaffected in response to 
absolute outcomes. Similarly, larger P300 amplitudes were expected for 
relative gains compared relative losses. In contrast, the early P200 
component, which is thought to reflect implicit attentional processes, may 
be less influenced by contextual effects and is therefore primarily affected 
by absolute outcomes. Consequently, P200 amplitudes were hypothesized 
to be increased for absolute gains compared to absolute losses, but no 
effect of relative outcomes on the P200 amplitude was expected. 
 
2.2. Materials and methods 
2.2.1. Participants 
Twenty healthy right-handed adult volunteers (14 females, mean age ± 
SD: 22.7 ± 3.8) participated in the present study. All participants were 
right handed (44.1 ± 3.65 of maximally 48) as determined by the 
Edinburgh inventory of handedness (Oldfield, 1971). Furthermore, 
participants had normal or corrected-to-normal vision, and no history of 
neurological or psychiatric disorders. Subjects received a monetary 
compensation of 10 Euro for participation. The study protocol was 
approved by the medical ethical committee of the Radboud University 
Medical Centre in Nijmegen and carried out in accordance with the 
standards set by the Declaration of Helsinki (Fortaleza Amendments). 
 
Chapter 2 
_________________________________________________________________________ 
31 
 
2 
2.2.2. Decision making task 
In this two alternatives forced choice decision making task, participants 
were presented with two vases and were instructed to indicate which of 
the vases is the most expensive one. After their choice, pseudo-random 
feedback was presented showing the amount of points associated with 
each vase. One outcome corresponding to the participant’s choice, 
whereas the other outcome corresponded to a non-received outcome. The 
outcome corresponding to subject’s choice was added to the total score. 
Importantly, outcome of the non-chosen vase was shown to inform 
subjects about the amount of point they would have received for choosing 
the alternative. Participants were instructed that choosing the correct 
vase always yields a relative rewards. Unknown to the participant the 
rewards and punishments were presented in a pseudo-randomized and 
counterbalanced way, meaning that no learning effect could occur. In 
total there were twelve feedback combinations as depicted in Table 2.1. 
The combinations were categorized according to absolute and relative 
gains and losses. Importantly, contingencies were chosen in a way such 
that in one trial an absolute gain would correspond to a relative loss and 
a relative gain would correspond to an absolute loss (Table 2.1). In the 
relative condition a large positive outcome was 60 points better than the 
other outcome, whereas a large negative outcome was 60 points worse 
than the other outcome. A small positive outcome was 20 points better 
than the other outcome, whereas a small negative outcome was 20 points 
worse than the other outcome. Absolute values were categorized to be 
directly comparable to relative values, with categories of large positive 
(on average +60 points), small positive (on average +20 points), small 
negative (on average -20 points) and large negative (on average -60 
points). The combination of 90/30 is not included in the absolute reward 
condition, as the inclusion of this condition would lead to an absolute gain 
of larger than +60 and confound the comparison to the other conditions. 
By grouping the conditions in that way, the total number of ERP 
segments per condition was not equal. In the supplementary data we 
perform bootstrapping to examine the possible effects of unequal 
segments on the mean results. 
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Table 2.1. Absolute and relative reward and punishment combinations. 
Combination Received Relative Absolute 
  Reward Punishment Reward Punishment 
90/30 90 +++    
 30  --- +  
30/-30 30 +++  +  
 -30  ---  - 
-10/-70 -10 +++   - 
 -70  ---  --- 
70/50 70 +  +++  
 50  - +++  
10/-10 10 +  +  
 -10  -  - 
-30/-50 -30 +   - 
 -50  -  --- 
 
In each trial two vases were shown for 2 seconds during which the 
participant made a choice by pressing either the left or right response 
button on the computer keyboard (Figure 2.1). After the button press a 
square appeared around the chosen vase for 1 second to highlight the 
participant’s choice. This was followed by feedback, where the points 
corresponding to the participant’s choice were highlighted within a grey 
square for 2 seconds. The inter-trial interval was between 100 and 1000 
ms. An overview of a single trial is shown in Figure 2.1. The task 
consisted of 30 x 12 (number of reward-punishment contingencies) trials 
with a total duration of approximately 30 minutes including a 5 minute 
break half way. Note that conditions are not completely orthogonal, 
meaning that there is no condition in which a large relative reward is 
coupled with a large absolute punishment. A correlation was calculated 
and showed a shared variance of 11.4% (r = 0.338, p = 0.309) between 
conditions, which means that statistical power for observing an 
interaction effect was slightly decreased. 
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Figure 2.1. Example of a single trial of the decision making task. Two vases were shown 
and participants were asked to indicate which one is the most expensive using left and 
right index finger. Participants responded using the left or right arrow key. This was 
followed by feedback with the received (highlighted by the gray square) and non-
received outcome. 
 
2.2.3. Electroencephalography recording and analysis 
EEG was recorded continuously during the task using an online 0.1-70 
Hz band-pass filter with a sampling rate of 1000 Hz from 27 main 
electrodes: Fp1, Fp2, Fz, F3, F4, F7, F8, Fc1, Fc2, Fc5, Fc6, Cz, C3, C4, 
T7, T8, Cp1, Cp2, Cp5, Cp6, Pz, P3, P4, P7, P8, O1 and O2. (EASYCAP 
GmbH, Herrsching, Germany). The reference electrode was positioned on 
the left mastoid and the ground electrode was placed at the Fpz position. 
Additionally, a vertical electro-oculogram (VEOG) was obtained by 
subtracting signal recordings from above and below the left eye. A 
horizontal electro-oculogram (HEOG) was obtained by subtracting signal 
recordings from electrodes at the outer canthi of the eyes. All impedances 
were kept below 10 kΩ. Raw EEG data were recorded and stored for 
offline analysis using BrainVision Analyzer 2.0 (Brain Products GmbH, 
München, Germany). 
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EEG recordings were offline band-pass filtered between 1 and 30 Hz 
(48dB/Octave). VEOG and HEOG signals were used to correct for 
horizontal and vertical eye movement artifacts respectively, using the 
independent component analysis (ICA) ocular correction method, which 
is implemented in BrainVision Analyzer 2.0 (Makeig et al., 1996). For the 
ICA, the infomax method with a maximum number of 512 steps to 
approximate the separating matrix (Makeig et al., 1996). EEG 
segmentation was time-locked to the moment participant received 
feedback. Epochs started 100 ms before feedback onset and ended 1000 
ms after feedback onset. Epochs were baseline corrected using a -100–0 
ms window. Segments containing artifacts greater than 100 µV peak-to-
peak were removed automatically. Next, data were visually inspected for 
remaining non-neurogenic sources of activity. In total 95.02% (range: 
93.83-96.61%) of the ERP data was used for the analyses. Remaining 
epochs were averaged for the four reward-punishment categories for both 
relative and absolute gain, resulting in eight averaged ERPs. Average 
ERPs of relative outcome conditions (i.e., large negative, small negative, 
small positive and large positive) consisted of 90 trials. For absolute 
outcomes the average ERPs of large positive and large negative 
conditions consisted of 60 trials, small positive of 90 trials and small 
negative of 120 trials. For these eight categories the average amplitudes 
of the P200 (time window: 160-260 ms) and P300 (time window: 350-500 
ms) were examined. Additionally, the difference component FRN was 
investigated by determining the first maximum value and the following 
minimum value in a window between 150 and 350 ms. These values were 
subtracted to obtain the relative negativity (Hajcak et al., 2006; Holroyd 
et al, 2003). For the investigation of P200 and FRN fronto-central 
electrodes Fz, Fc1, Fc2 and Cz were pooled (Andreatta et al., 2017; Zottoli 
& Grose-Fifer, 2012). The centro-parietal electrodes Cz, Cp1, Cp2 and Pz 
were pooled to investigate the P300 (Tacikowski et al., 2011, Warbrick et 
al., 2012). 
 
2.2.4. Procedure 
A campus participant database was used for recruitment of healthy 
volunteers between 18 and 35 years of age. After being informed about 
the study, participants filled out a safety screening, handedness form, 
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and written informed consent was obtained. Next, volunteers were 
prepared for EEG recordings and seated in a chair in front of a computer 
screen (~ 80 cm). At the beginning of the task participants received 
instructions about the task on the computer screen followed by ten 
practice trials. The total duration of the task was approximately 30 
minutes including a 5 minute break half way. Finally, participants were 
debriefed and received monetary compensation. In addition, to encourage 
participants to attend to the task and perform well, they were told that a 
bonus of 50 Euro would awarded to one participant based on 
performance. Total duration of the experiment was approximately 1 hour. 
 
2.2.5. Statistical analysis 
Separate Greenhouse-Geisser corrected 2x4 repeated measures ANOVAs 
were performed to examine the effect of relative and absolute rewards for 
the P200, FRN and P300 amplitude. ‘Outcome magnitude’ (large gain, 
small gain, small loss and large loss) and ‘outcome type’ (relative and 
absolute) acted as independent variables. Since the outcome magnitude 
was treated as an ordinal variable, significant main or interaction effects 
were followed by a post hoc polynomial contrast analysis to further 
investigate the relationship between outcome magnitude and ERP 
amplitude. Additionally, in the case of an two-way interaction, a 
Bonferroni-corrected simple effects analysis was performed in which 
absolute and relative rewards and punishments were compared. In the 
case of a main effect Bonferroni-corrected pairwise comparisons were 
performed. Since not all conditions consisted of an equal amount of ERP 
segments, the main analysis was repeated, in which all conditions 
consisted of 60 ERP segments. These segments were selected using a 
bootstrapping method (Alin et al., 2017). Random selection of 60 trials in 
each condition was repeated 1000 times. The repetitions were averaged 
to provide a representative value for each ERP window. The results of 
this analysis are shown in the supplementary data. The alpha level of 
significance was set at 0.05 (two-tailed). 
 
2.3. Results 
Analysis of the P200 component revealed a significant two-way 
interaction between outcome type and outcome magnitude, F3,57 = 3.34, p 
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= 0.033, η² = 0.09 (Figure 2.2). Bootstrapping of ERP segments yielded 
similar outcomes (See supplementary data). Polynomial contrast analysis 
revealed a linear decrease for relative outcomes with valence, that is, 
larger amplitudes for more negative outcomes. In contrast, a linear 
increase was found for absolute outcomes, that is, larger amplitude for 
more positive outcomes (F1,19 = 6.97, p = 0.016; relative: y = -0.37x + 2.69, 
absolute: y = 0.26x + 1.22). In line with these results, post-hoc Bonferroni-
corrected t-tests showed a significantly larger P200 amplitudes for 
absolute compared to relative large reward (t19 = 3.32, p = 0.024, Figure 
2.2B). Differences in P200 amplitude between relative versus absolute 
large punishment, large absolute reward versus large absolute 
punishment, and large relative reward versus large relative punishment 
were not significant (p’s > 0.2). Also, no significant main effects of  
outcome magnitude (F1,19 = 0.86, p = 0.432, η² = 0.02) and outcome type 
(F1,19 = 0.75, p = 0.399, η² < 0.01) were observed.  
 
In contrast to our expectations, no significant effects were observed for 
the FRN component (outcome type: F1,19 = 1.02, p = 0.326, η² = 0.01; 
outcome magnitude: F1,19 = 1.03, p = 0.376, η² = 0.03; outcome 
type*outcome magnitude: F3,57 = 0.381, p = 0.735, η² < 0.01), indicating 
that the FRN was similar across relative and absolute reward and 
punishment conditions. 
 
Analysis of the P300 component revealed a significant main effect for 
outcome magnitude, F1,19 = 3.72, p = 0.036, η² = 0.08 (Figure 2.3). 
Bootstrapping of ERP segments yielded similar outcomes (See 
supplementary materials). Polynomial contrasts revealed a linear 
increase for outcome magnitude with the larger amplitudes for relative 
and absolute rewards than punishments (F1,19 = 4.82, p = 0.041; relative: 
y = 0.31x + 1.99, absolute: y = 0.18x + 2.17). Despite the significant main 
effect, the Bonferroni-corrected pair-wise comparisons did not reach 
statistical significance. The largest difference was found between large 
rewards and large punishments (p = 0.07, Figure 2.3B). No significant 
effect for outcome type (F1,19 = 1.65, p = 0.214, η² = 0.01) or the two-way 
interaction between reward type and outcome magnitude (F3,57 = 0.38, p 
= 0.744, η² = 0.01) was found. 
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Figure 2.2. A) Grand-averaged ERPs in response to relative (left) and absolute (right) 
outcomes investigating P200 and FRN. Additionally, the P200 scalp topographies are 
shown. Electrodes Fz, Fc1, Fc2 and Cz were pooled. Negativity is plotted downward. B) 
Bar graph of the averaged P200 amplitudes (160-260 ms after feedback onset) for each 
condition. ---: large punishment, -: small punishment, +: small reward, +++: large 
reward. C) P200 scalp topographies of the difference between +++ and --- condition for 
relative (upper left) and absolute rewards (upper right), reflecting the effect of outcome 
magnitude. Below, the scalp topography of the interaction effect between relative and 
absolute values, by plotting (relative +++ - relative ---) – (absolute +++ - absolute ---). 
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Figure 2.3. A) Grand-averaged ERPs and scalp topographies in response to relative 
(left) and absolute (right) outcomes investigating P300. Electrodes Cz, Cp1, Cp2 and Pz 
were pooled. Negativity is plotted downward. B) Bar graph of the averaged P300 
amplitudes (350-500 ms after feedback onset) for each condition. ---: large punishment, 
-: small punishment, +: small reward, +++: large reward. C) P300 scalp topographies of 
the difference between +++ and --- condition for relative (upper left) and absolute 
rewards (upper right), reflecting the effect of outcome magnitude. Below, the scalp 
topography of the interaction effect between relative and absolute values, by plotting 
(relative +++ - relative ---) – (absolute +++ - absolute ---). 
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2.4. Discussion 
The present study investigated the effects of context on feedback-related 
electro-cortical potentials. In contrast to our expectations, the early P200 
component displayed differential processing of relative and absolute 
outcomes. Results show that both large absolute rewards and large 
relative punishments are associated with the largest P200 amplitudes. In 
contrast, the P300 showed an increase in amplitude both after absolute 
and relative rewards. The FRN was neither sensitive to absolute nor 
relative outcomes.  
 
Context-driven modulation of the P200 suggests that the brain 
differentially processes absolute and relative outcomes already at an 
early stage. Prior studies on the effects of valence have been rather 
inconclusive (Bellebaum et al., 2010b; Polezzi et al, 2008; San Martin et 
al., 2010; Schuermann et al., 2012; Xu et al., 2011). Previous studies 
found that the P200 amplitude was larger when absolute feedback 
yielded a reward rather than a punishment (Bellebaum et al., 2010b; San 
Martin et al., 2010; Xu et al., 2011). Yet, others have found larger  P200 
amplitudes following negatively valenced outcomes (Carretié et al., 2001; 
Carretié et al., 2005; Polezzi et al, 2008, Schuermann et al., 2012). Our 
finding suggest that the P200 is not only indicative for an arousal 
response to feedback, but also is sensitive for contextual information. In 
support of this notion, Gibbons and colleagues (2013) found significant 
P200 differences between reward and punishment signals in an 
ambiguous context, in which a variety of words reflected the same 
outcome. However, when the same words were consistently used as 
feedback no difference in P200 amplitude was observed (Gibbons et al., 
2013). This study concurs with the view that the P200 may dissociate 
between different information sources and is involved in resolving 
conflicting information (Nikolaev et al., 2008). Furthermore, Goyer et al. 
(2008) showed that the P200 component is increased by high-consequence 
compared to low-consequence outcomes. In addition they showed that 
previous trial outcomes also shape the P200 component, providing 
further evidence for early context processing. 
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Part of the complex neural circuitry associated with the generation of the 
P200 involves dopamine-driven mesocortico-limbic areas (Gui et al. 2016; 
Kiat et al., 2016; Morie et al. 2014; Proudfit, 2015). Several studies have 
demonstrated that both the striatum and orbitofrontal cortex are able to 
encode absolute and relative rewards (Chen et al., 2015; Miller et al., 
2014; Noonan et al., 2012; Peters & Büchel, 2010; Rushworth et al., 2011; 
Schultz, 2010; Tricomi & Lempert, 2014). For example, Tobler et al. 
(2005) showed that dopamine projections are generally more active 
during the processing of reward as compared to punishment signals, and 
are also susceptible to contextual information. More specifically, the 
larger of two potential rewards was always associated with a larger 
dopamine firing rate, which depended on the difference in reward 
magnitude (Frank & Claus, 2006, Tobler et al., 2005). 
  
In contrast to the P200, the FRN amplitude was not sensitive to absolute 
or relative reward and punishment signals. This finding is opposite to 
previous studies that provided evidence for the involvement of FRN in 
prediction error detection and increased sensitivity to punishments than 
rewards (Bellebaum et al., 2010a; Hajcak et al., 2005; Hajcak et al., 2007; 
Kreussel et al., 2012). These findings suggest that the FRN may underlie 
a process which dissociates between worse-than-expected and better-
than-expected outcomes (Ullsperger et al., 2014). However, other studies 
have found that the FRN is driven by expectancy and not by negative 
valence per se (Alexander & Brown, 2011; Jessup et al., 2010; Talmi et 
al., 2013). For example, Jessup and colleagues (2010) showed that the 
FRN is larger after receiving an unexpected reward in a context where a 
punishment was more likely. In line with the idea of expectancy, the FRN 
is evoked when either an anticipated reward is omitted or an unexpected 
reward is provided (Alexander & Brown, 2011). In our study feedback was 
provided in a pseudo-random fashion and therefore not informative in 
terms of predicting future outcomes. Therefore, it is not likely that 
participants were able to form reliable predictions on whether a 
particular choice would give a reward or punishment. Without being able 
to make reliable predictions about the outcome, no prediction error can 
be detected. This could provide an explanation for the fact that no 
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significant changes were observed for the FRN across the absolute and 
relative reward and punishment conditions. 
 
The P300 component is linked to directing attention to relevant stimuli 
(Wu & Zhou, 2009; Flores et al., 2015). Previous studies suggest that the 
allocation of attention is a direct effect of valence and unexpected 
outcomes (Bellebaum & Daum, 2008; Flores et al., 2015; Hajcak et al., 
2005; Kreussel et al., 2012; Sato et al., 2005; Schevernels et al., 2014). 
Furthermore, the P300 is implicated in updating internal prediction 
models to facilitate learning efficiency (Fischer & Ullsperger, 2013). Since 
our decision making task was not designed in such a ways that 
participants could form reliable predictions to guide their decision 
making, differences in P300 amplitude between conditions cannot be 
explained by learning. Still, in contrast to the FRN, the P300 was larger 
for relative and absolute rewards compared to relative and absolute 
punishments. The valence effect for relative outcomes suggest that P300 
is sensitive to context. This is in line with findings from Peterburs et al. 
(2013) who found that risk context significantly affects the P300 
amplitude. Furthermore, they showed larger P300 amplitudes for wins 
compared to losses. However, in contrast to our findings they found a non-
linear effect of outcome magnitude, that is large losses showed larger 
P300 amplitudes than small losses and small gains. These divergent 
findings may be explained by different ways in which context was 
influenced, yet more research is warranted to gain a clear picture of 
contextual influences on P300. 
 
The present results showed that, unlike the P200, the directionality of 
the P300 valence effect was the same for absolute and relative outcomes, 
that is more positive outcomes yielded larger P300 amplitudes regardless 
of whether this outcome was relative or absolute. Although P200 and 
P300 are both associated with attentional processes, the differential 
effects of both components in relation to absolute and relative outcomes 
may suggest separate mechanisms. Whereas the P200 component is 
associated with mesolimbic dopamine projections (Morie et al. 2014; 
Proudfit, 2015), the P300 is thought to be mediated by noradrenergic 
networks (De Rover et al., 2015; Nieuwenhuis et al., 2005). In accordance, 
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the noradrenergic system has been associated with optimizing task 
performance by increasing the signal-to-noise ratio of subsequent 
processing (Aston-Jones & Cohen, 2005; Harley, 2004; Nieuwenhuis, 
2011). As the feedback in the present task did not have any predictive 
value, the observed effects may reflect a general attention effect biased 
towards more rewarding outcomes, regardless of whether they are 
absolute or relative. 
 
A limitation of the present study is that the relative and absolute 
feedback conditions are not completely independent. Specifically, there is 
no condition in which a large absolute gain is coupled to a large relative 
loss or vice versa. As a result 11% of the variance (r² = 0.114) was shared 
by relative and absolute outcomes. In spite of the fact that due to shared 
variance the statistical sensitivity to detect differences is reduced, we 
nonetheless found an outcome type*outcome magnitude interaction for 
the P200 component. In spite that the lack of interaction effects for FRN 
and P300 may be explained by the reduced statistical sensitivity as 
explained above, the statistical results (all p-values > 0.7) do not support 
this alternative interpretation .  
 
In conclusion our study provides evidence that feedback-related 
electrocortical activity is sensitive to weighting contextual information 
already at a relative early processing stage as reflected by the P200 
component. In contrast, late stage feedback processing, reflected by the 
P300 amplitude, did not differentiate between relative and absolute 
values, suggesting that the P300 indexes a more general attentional 
effect biased to reward in the absence of the formation of an internal 
prediction model. 
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Supplementary data 
Due to the task design it was not possible to create conditions with an 
equal amount of ERP segments. In order to provide a comparison with an 
equal amount of segments, we resampled using a bootstrapping method 
(Alin et al., 2017). Originally, the absolute --- and +++ ERP consist of 60 
averaged segments, the absolute – ERP consists of 120 averaged 
segments, and all other conditions consist of 90 averaged segments. For 
both P200 (160-260 ms after feedback) and P300 time window (350-500 
ms after feedback) we resampled the data in such a way that all 
conditions consist of 60 averaged segments. This was done by randomly 
selecting 60 segments from each condition per participant. This random 
selection was repeated 1000 times. These 1000 repetitions were averaged 
to provide a representative value for each ERP window. Mean ± SEM of 
the bootstrapping are shown in comparison to the original results in 
Figure S1 and Table S1. Similar to the original analysis we performed a 
2x4 repeated-measures ANOVA (Table S2). Results of the bootstrapping 
approach did not yield significantly different results as compared to the 
original results.  
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Figure S1. Means ± SEM of relative (black) and absolute (grey) conditions, where --- 
corresponds to a large loss, - to a small loss, + to a small gain and +++ to a large gain.  
Analysis with all ERP segments is shown on the left and analysis with 60 ERP segments 
based on bootstrapping method is shown on the right. The upper row represents the 
results of P200 and the lower row represents the results of P300. 
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Table S1. Mean ± SEM of original and bootstrap results corresponding to Figure 2 
P200 Absolute --- Absolute - Absolute + Absolute +++ 
Original (µV) 1.81 ± 0.29 1.42 ± 0.40 1.71 ± 0.44 2.58 ± 0.43 
Bootstrap (µV) 1.70 ± 0.27 1.45 ± 0.40 1.61 ± 0.45 2.61 ± 0.42 
 Relative --- Relative - Relative + Relative +++ 
Original (µV) 2.32 ± 0.52 1.92 ± 0.30 1.69 ± 0.33 1.18 ± 0.34 
Bootstrap (µV) 2.33 ± 0.52 1.92 ± 0.30 1.73 ± 0.32 1.17 ± 0.34 
P300 Absolute --- Absolute - Absolute + Absolute +++ 
Original (µV) 2.41 ± 0.46 2.60 ± 0.40 2.33 ± 0.50 3.08 ± 0.55 
Bootstrap (µV) 2.41 ± 0.46 2.60 ± 0.40 2.34 ± 0.50 3.09 ± 0.55 
 Relative --- Relative - Relative + Relative +++ 
Original (µV) 2.26 ± 0.50 2.76 ± 0.52 2.77 ± 0.51 3.30 ± 0.45 
Bootstrap (µV) 2.27 ± 0.50 2.77 ± 0.52 2.78 ± 0.51 3.32 ± 0.45 
 
Table 3. Repeated measures ANOVA of original and bootstrapping results 
  Original Bootstrapping 
P200 Type F = 0.75, p = 0.399 F = 0.19, p = 0.669 
 Magnitude F = 0.86, p = 0.432 F = 0.73, p = 0.486 
 Type*Magnitude F = 3.34, p = 0.033 * F = 3.99, p = 0.018 * 
P300 Type F = 1.65, p = 0.214 F = 1.76, p = 0.200 
 Magnitude F = 3.72, p = 0.036 * F = 3.76, p = 0.035 * 
 Type*Magnitude F = 0.38, p = 0.744 F = 0.37, p = 0.750 
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Chapter 3 
Electrophysiological correlates of prediction 
formation prior to reward and punishment-
related feedback processing 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Based on: 
 
Wischnewski, M., Schutter, D.J.L.G. (under review). Electrophysiological correlates of 
prediction formation in anticipation of reward and punishment-related feedback 
signals.  
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Abstract 
Feedback processing during decision making involves comparing 
anticipated and actual outcome. Although effects on event-related 
potentials (ERPs) of valence, magnitude, expectancy and context during 
feedback processing have been extensively investigated, the 
electrophysiological processes underlying prediction formation in 
anticipation of feedback signals have received little attention. The aim of 
the present study was to explore these processes of prediction formation 
and their influence on subsequent feedback signals. Twenty healthy 
right-handed volunteers performed a forced-choice task in which they 
had to indicate which of two presented objects was most expensive. After 
the volunteer’s choice, an expert cue, which was accurate in 80% of trials, 
was presented to manipulate prediction formation about future reward 
and punishment. ERPs were recorded during presentation of the expert 
cue and during feedback. Results revealed that prediction formation of 
future rewards and punishments is accompanied by differences in the P2 
component and a subsequent delay period. During feedback processing, 
the prediction-related P2 was associated with the processing of valence 
reflected in the feedback-related P2. Furthermore, the prediction-related 
difference in the delay period was associated with error processing in 
feedback-related medial frontal negativity. These findings suggest that 
prediction signal prior to feedback contain information about whether a 
prediction is correct or wrong (expectancy), and if the outcome will be a 
reward or punishment (valence).  
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3.1. Introduction 
The predictive coding account of decision-making postulates that 
decisions are followed by a prediction about the subsequent outcome and 
that this prediction is evaluated during feedback processing (Alexander 
& Brown, 2018; Friston, 2005; Friston & Kiebel, 2009; Rushworth, Mars, 
& Summerfield, 2009; Van Pelt et al., 2016). A mismatch between 
prediction and actual outcome, a prediction error, is thought to prompt 
minimization of the observed error (Holroyd, Nieuwenhuis, Yeung, & 
Cohen, 2003). Context is important as it guides the anticipated outcome 
prediction and thus the subsequent prediction error (Kahneman & 
Tversky, 1979; Tversky & Kahneman, 1992; Holroyd et al., 2004; Hajcak 
et al. 2005; Hajcak et al., 2007; Wischnewski & Schutter, 2018). For 
example, an expert cue can strongly shape participants’ expectations and 
guide decision making (Meshi et al.,  2012; Wischnewski et al., 2018). On 
the one hand, if a contextual cue hints towards a positive outcome, a 
reward will not cause a prediction error. On the other hand, in a 
contextual environment that points towards a negative outcome, a 
reward will elicit a prediction error.  
 
Event-related potential (ERP) studies have demonstrated that 
prediction-outcome mismatch detection and error minimization during 
the processing of feedback is associated with distinct exogenous and 
endogenous electrophysiological components (Holroyd et al., 2003; 
Fischer & Ullsperger, 2013). First, the P1 and N1, which peak around 
100 ms after feedback presentation over the occipito-parietal cortex are 
exogenous visual components. Trautmann-Lengsfeld & Herrmann (2013) 
provided evidence that even such early visual attention components can 
be influenced by contextual advice cues. They found decreased P1 
amplitudes when participants followed incorrect advice compared to 
correct advice, which suggests that bottom-up attention can be biased by 
the prediction of rewards and punishments (Trautmann-Lengsfeld & 
Herrmann, 2013). Second, the P2 is a brain potential which peaks over 
fronto-central electrode approximately 200 ms after feedback 
presentation and is linked to early attentional processes that 
discriminate between reward and punishment signals. In a previous 
study we showed that the P2 is modulated by context. We found that an 
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outcome that is in relative terms perceived as a punishment elicits 
increased P2 amplitudes, even though in absolute terms this outcome can 
be interpreted as a reward (Wischnewski & Schutter, 2018). Third, the 
medial frontal negativity (MFN; also referred to as feedback-related 
negativity) peaks between 200 and 300 ms after feedback onset over 
fronto-central electrodes and shows a larger amplitude when the 
predicted outcome does not match the actual outcome (Holroyd et al., 
2003). Results from a number studies indicate that the MFN primarily 
reflects the detection of a discrepancy between anticipated reward and 
reward omission. According to this view, the MFN is proposed to reflect 
a process in which worse-than-expected outcomes are distinguished from 
expected and better-than-expected outcomes (Bellebaum et al., 2010a; 
Holroyd et al., 2003; Hajcak et al., 2005; 2007). Yet, other studies indicate 
that rewards may yield increased MFN amplitudes compared to 
punishments if this is an uncommon or surprising result. Therefore, these 
findings suggested that the MFN indexes an action-outcome predictor, 
that encodes unexpected results independent of valence (Alexander & 
Brown, 2011; 2018; Jessup et al., 2010; Talmi et al., 2013). Finally, a 
parietal positive peak around 300-500 ms (P3) is thought to reflect top-
down attentional allocation towards perceived outcome mismatches. 
Indeed, the P3 has been linked to the fronto-parietal attention network 
as observed in functional magnetic resonance imaging studies (Bengson 
et al., 2015; Pfabigan et al., 2014). Fischer & Ullsperger (2013) showed 
that the P3 is involved in the updating of context and future predictions 
based on feedback, by means of error minimization, constituting a 
learning effect. 
  
Whereas the electrophysiological processes during feedback processing 
have been well-studied, less is known about the electrocortical signals of 
prediction formation and how these predictions affect subsequent 
feedback processing. Stefanics and colleagues (2010) investigated the 
processing of predictions in the sensory domain. In their experiment the 
occurrence of a target auditory stimulus could be predicted by the 
frequency of a previous auditory cue. They observed slow potentials in 
the delta (0.5-3 Hz) frequency range prior to the onset the target 
stimulus, which showed higher amplitudes after more predictable cues. 
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It has been proposed that a prediction signal contains information about 
expected outcome and valence, that is whether the outcome will match 
the prediction and whether the future outcome will be positive (reward) 
or negative (punishment) (Summerfield et al., 2006; Summerfield & 
Egner, 2009). To date, it is unclear whether these results from the visual 
domain can be extrapolated to the cognitive domain of decision-making.  
 
The aim of the present study was to explore the electrophysiological 
correlates of prediction formation and the effects on the processing of 
subsequent feedback signals. Specifically, it was hypothesized that 
prediction signals are related to subsequent MFN-related feedback 
processing of prediction-outcome mismatches and valence processing 
associated with the P2 and P3 ERP components.   
 
3.2. Materials and methods 
3.2.1. Participants 
Twenty healthy volunteers (14 females, mean age ± SD: 22.7 ± 3.8) 
participated in the present study. All participants were right handed 
(mean ± SD, 44.1 ± 3.7) as determined by the Edinburgh inventory of 
handedness (Oldfield, 1971) and had normal or corrected-to-normal 
vision, and no history of neurological or psychiatric disorders. The study 
protocol was approved by the local ethical committee of the Donders 
Centre for Cognition in Nijmegen and carried out in accordance with the 
standards set by the Declaration of Helsinki (Fortaleza Amendments). 
 
3.2.2. Decision making task 
In this task participants were shown two horizontally presented vases 
(resolution 350x250, present 5 cm left and right from the center, visual 
angle 3.5°) on a screen (22 inch, 30x48 cm, resolution: 1680x1050) and 
had to indicate which was the most expensive by pressing the left or right 
response button with their index fingers (maximum response time: 2000 
ms).  
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Figure 3.1. Example of a single trial of the decision making task. Two vases were shown 
and participants had to indicate which of both was the most expensive using left or right 
index finger. A response was followed by a highly valid expert cue (80% correct). 
Finally, reward (+50 points) and punishment (-40 points) feedback was shown. 
 
Vase pictures had a white background and were presented on a black 
screen. The stimuli were gathered from a database that was used in 
previous studies of our group (Wischnewski & Schutter, 2017; 
Wischnewski et al., 2018). After a choice was made, the selected vase was 
surrounded by a grey square and with the text ‘you chose:’ above it. After 
500 ms an additional square with blue color appeared, with the text 
‘expert chose:’ above it. This expert cue was programmed to be correct in 
80% of the trials and this information was shared with participants 
before the start of the task. Participants were informed that they could 
use the expert choice to make a prediction for subsequent reward (+50 
points) or punishment (-40 points). Having the same answer as the expert 
would in 80% of trials result in a reward, whereas having chosen the 
other option would in the majority of cases result in a punishment. The 
task therefore yielded four conditions (Figure 3.1): (1) Congruent reward: 
Expert agreed with participant’s choice, meaning that the subject would 
expect a reward, followed by indeed receiving a reward. The outcome is 
therefore congruent with the prediction; (2) Congruent punishment: 
Expert disagreed with participant’s choice, meaning that the subject 
would expect a punishment, followed by indeed receiving a punishment. 
The outcome is therefore congruent with the prediction; (3) Incongruent 
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reward: Expert disagreed with participant’s choice, meaning that the 
subject would expect a punishment, followed by receiving a reward. The 
outcome is therefore incongruent with the prediction; (4) Incongruent 
punishment: Expert agreed with participant’s choice, meaning that the 
subject would expect a reward, followed by receiving a punishment. The 
outcome is therefore incongruent with the prediction. In a previous study 
we showed that participants do not score above chance level and strongly 
rely on external cues (Wischnewski et al., 2018). Therefore, a valid 
prediction about whether participants will receive either a reward or 
punishment is only formed during the presentation of the cue. Two 
seconds after the choice of the expert was displayed, reward or 
punishment feedback was presented, for 1500 ms. A ‘correct’ choice 
yielded +50 points, an ‘incorrect’ choice yielded -40 points. Unknown to 
the participants, outcomes were fixed with 50% reward trials and 50% 
punishment trials (Figure 3.1). The inter-trial interval was jittered 
between 100 and 1000 ms. A total of 300 trials was presented, with 120 
congruent reward, 120 congruent punishment, 30 incongruent reward, 
and 30 incongruent punishment trials. The decision making task used in 
this experiment was programmed using Neurobs Presentation software 
(Neurobehavioral Systems, Inc., Berkeley, CA, USA). 
  
3.2.3. Electroencephalogram 
EEG was recorded continuously during the task using an online 0.1-70 
Hz band-pass filter with a sampling rate of 1000 Hz using 28 main 
electrodes: Fp1, Fp2, Fz, F3, F4, F7, F8, Fc1, Fc2, Fc5, Fc6, Cz, C3, C4, 
T7, T8, Cp1, Cp2, Cp5, Cp6, Pz, P3, P4, P7, P8, Oz, O1, and O2 
(EASYCAP GmbH, Herrsching, Germany (EASYCAP GmbH, 
Herrsching, Germany). The reference electrode was positioned over the 
left mastoid and the ground electrode was placed at Fpz. Furthermore, a 
vertical electro-oculogram (VEOG) was obtained by subtracting signal 
recordings from above and below the left eye. A horizontal electro-
oculogram (HEOG) was obtained by subtracting signal recordings from 
electrodes at the outer canthi of the eyes. All impedances were kept below 
10 kΩ. Raw EEG data were recorded and stored for offline analysis using 
BrainVision Analyzer 2.1 (Brain Products GmbH, München, Germany). 
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3.2.4. Procedure 
Participants were recruited using a campus database of healthy 
volunteers between 18 and 35 years of age. Initially, participants received 
information about the study and the EEG procedure, after which they 
filled out a safety screening, handedness form, and provided written 
informed consent. Subsequently, participants were prepared for EEG 
recording in a comfortable chair that was placed ~80 cm in front of the 
computer screen. Before the beginning of the task participants received 
written instructions and performed ten practice trials. Then participants 
performed the task which lasted for approximately 30 minutes, with an 
intermediate break of 5 minutes. At the end EEG equipment was 
removed and participants received a monetary compensation of 10 Euros 
for their participation. The total duration of the experiment was 
approximately one hour.   
 
3.2.5. Data reduction and analysis 
Raw EEG signals recordings were offline band-pass filtered between 0.1 
and 30 Hz (48dB/Octave) and re-referenced to an average reference. 
VEOG and HEOG signals were used to correct for horizontal and vertical 
eye movement artifacts using the Gratton and Coles method (Gratton et 
al., 1983). The ERPs of interest were investigated at two different time 
points. First, ERPs were segmented time-locked to expert cue 
presentation (prediction formation). In this analysis two conditions were 
compared, namely the expert cue agreed with the participant and a 
reward was anticipated (Exp+) versus the expert cue disagreed with the 
participant and a punishment was anticipated (Exp-). For this analysis 
epochs started 100 ms before expert cue onset and ended 2000 ms after 
expert cue onset (prediction information), which coincides with the time 
of feedback onset. Second, ERPs were segmented time-locked to the 
moment participants received the feedback, which is when the prediction 
is evaluated. In this analysis, the task conditions (congruent-reward/ 
incongruent-reward/ congruent-punishment/ incongruent-punishment) 
were compared, with epochs starting 100 ms before and ending 1000 ms 
after feedback onset. For both analyses a baseline correction with the 
window of -100–0 ms was used. Segments containing artifacts greater 
than 100 µV peak-to-peak were removed. Next, data were visually 
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inspected for remaining non-neurogenic sources of activity. For both 
analyses, the following averaged components were investigated: 1) The 
N1 at electrode Pz and Cz within a time window of 80-140 ms after 
cue/feedback onset (Doallo et al., 2007; Ho et al., 2012); 2) The P2 at 
electrode Fz and Cz within a time window of 160-260 ms after 
cue/feedback onset (Wischnewski & Schutter, 2018); 3) The MFN at 
electrode Fz and Cz, which was determined as the difference between the 
first maximum and the subsequent minimum value in a time window of 
150-350 ms after cue/feedback onset (Holroyd et al, 2003; Hajcak et al., 
2005); and 4) The P3 at electrode Pz and Cz within a time window of 300-
400 ms after cue/feedback onset (Balconi & Crivelli, 2010; Goyer et al., 
2008). Additionally, the delay period until feedback onset at electrode Fz 
and Cz within a time window of 600-2000 ms after prediction formation 
was investigated. ERPs related to the onset of prediction formation will 
contain the prefix ‘p’ (i.e., p-N1, p-P2, p-MFN, and p-P3), whereas the 
components related to the onset of feedback processing will contain the 
prefix ‘f’ (i.e., f-N1, f-P2, f-MFN, and f-P3).  
 
3.2.6. Statistical analysis 
The analysis of ERPs during prediction formation a GLM repeated 
measures ANOVA for each ERP window was used to compare the 
condition in a reward prediction (Exp+) and a punishment prediction 
(Exp-) was formed. For the analysis of ERPs during feedback processing 
a 2x2 GLM within-subjects ANOVA was performed for each ERP window 
with the factors valence (reward vs punishment) and congruency 
(congruent vs incongruent feedback). Finally, a multivariate linear 
regression was performed to test for the relationship between prediction 
formation and feedback processing signals. For this analysis, components 
showing a significant effect in the prediction formation analysis were 
entered as predictors. The valence and congruency effects of each 
component (f-N1, f-P2, f-MFN and f-P3) during feedback processing were 
entered as dependent variables. Significant effects were followed by 
Bonferroni-corrected univariate linear regression analyses. All analyses 
were performed using IBM SPSS 22.0 and all statistical tests were 
compared to a two-sided α significance level of 0.05.  
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Table 3.1. t-test results of prediction 
information (Exp+ vs Exp-) 
  F(1,19) p ηp² 
p-N1 Pz 1.33 .264 .065 
 Cz 1.42  .248 .070 
p-P2 Fz 25.57 <.001*** .574 
 Cz 30.05 <.001*** .613 
p-MFN Fz 3.99  .060 .174 
 Cz 0.97 .337 .049 
p-P3 Pz 1.19  .289 .059 
 Cz 0.14  .714 .007 
Delay Fz 10.66  .004** .359 
 Cz 4.27  .053 .184 
 
3.3. Results 
3.3.1. ERP signals during prediction formation 
A significant effect of prediction was observed in the p-P2 component at 
electrode Fz (F(1,19) = 25.57, p < .001, ηp² = .574; Figure 3.2A) and Cz 
(F(1,19) = 30.05, p < .001, ηp² = .613; Figure 3.2B), with the prediction of 
reward (mean ± SEM, 5.72 ± 1.01 µV) yielding a larger p-P2 amplitude 
than the prediction of punishment (mean ± SEM, 3.12 ± 0.86 µV). 
Furthermore, a significant prediction effect was observed in the delay 
period after between expert cue and feedback in electrode Fz (F(1,19) = 
10.66, p = .004, ηp² = .359; Figure 3.2A). The same trend was observed in 
electrode Cz (F(1,19) = 4.27, p = .053, ηp² = .184; Figure 3.2B). Within the 
delay period a larger positivity was found on average for prediction of 
reward (mean ± SEM, 2.05 ± 0.38 µV) compared to prediction of 
punishment (mean ± SEM, 1.68 ± 0.34 µV). No significant prediction 
effect was observed for components p-N1, p-MFN and p-P3 (Figure 3.2; 
Table 3.1). To explore prediction-related differences in oscillatory activity 
(Exp+ vs Exp-), a time-frequency analysis was performed 
(Supplementary Figure S3.1). The difference between Exp+ and Exp- was 
accompanied by a difference in theta power (3-7 Hz) in the first 500 ms. 
During the delay period, 500 ms after the predictive cue until feedback 
onset, a difference in the 1-2 Hz (delta) frequency range was observed 
(Stefanics et al., 2010).  
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Figure 3.2. Grand-averaged ERPs time-locked to presentation of the expert cue, 
coinciding with the formation of an explicit prediction about future reward (Exp+, solid 
line) or punishment (Exp-, dotted line). ERPs from electrodes Fz (A), Cz (B) and Pz (C) 
are shown and the investigated time windows are marked by a grey square or an arrow. 
Negativity is plotted downwards. * p < 0.05, ** p < 0.01, *** p < 0.001. 
 
3.3.2. ERP signals during feedback processing 
A significant effect of congruency was observed for f-N1 at the Cz 
electrode (F(1,19) = 7.26, p = .014, ηp² = .276; Figure 3.3B), indicating 
that incongruent feedback was related to a larger negative amplitude 
(mean ± SEM, -3.72 ± 0.62 µV).  
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Table 3.2. GLM repeated-measures ANOVA results of valence (reward vs punishment) 
and congruency (congruent vs incongruent) effects during feedback processing 
  Valence  Congruency  Valence*Congruency 
  F(1,19) p ηp²  F(1,19) p ηp²  F(1,19) p ηp² 
f-N1 Pz 0.45  .508 .02  3.12 .094 .14  0.48 .499 .03 
 Cz 0.21 .653 .01  7.26 .014 .28  0.07 .789 <.01 
f-P2 Fz 12.04  .003 .39  <0.01 .985 <.01  0.39 .541 .02 
 Cz 28.09  <.001 .60  0.04 .839 <.01  2.87  .107 .13 
f-
MFN 
Fz 1.63 .217 .08  23.35  <.001 .55  0.12 .733 .01 
 Cz 4.25  .053 .18  12.90 .002 .40  <0.01 .996 <.01 
f-P3  Pz 1.41 .250 .07  6.33 .021  .25  0.14  .713 .01 
 Cz 1.23 .282 .06  1.09 .309 .05  0.10  .751 .01 
 
as compared to congruent feedback (-2.79 ± 0.51 µV). Neither a significant 
main effect of valence, nor a congruency*valence interaction effect 
observed for f-N1 (Table 3.2, Figure 3.3). For the f-P2 component a 
significant effect of valence was observed in electrode Fz (F(1,19) = 12.04, 
p = .003, ηp² = .388; Figure 3.3A) and Cz (F(1,19) = 28.09, p < .001, ηp² = 
.597; Figure 3.3B). Negative feedback (mean ± SEM, 4.42 ± 0.61 µV) 
elicited larger f-P2 amplitudes than positive feedback (mean ± SEM, 3.47 
± 0.57 µV). No significant effect of congruency and congruency*valence 
were observed for f-P2 (Table 3.2). Analysis on the f-MFN component 
showed a significant main effect of congruency at the Fz electrode (F(1,19) 
= 23.35, p < .001, ηp² = .551; Figure 3.3A) and Cz (F(1,19) = 12.90, p = 
.002, ηp² = .404; Figure 3.3B). Incongruent feedback elicited larger f-MFN 
amplitudes (mean ± SEM, -5.97 ± 0.64 µV) compared to congruent 
feedback (mean ± SEM, -4.53 ± 0.39 µV). No significant effects of valence 
and congruency*valence were observed (Table 3.2). For the f-P3 
amplitude, a significant effect of congruency was observed in Pz (F(1,19) 
= 6.33, p = .021, ηp² = .250; Figure 3.3C). Congruent trials (mean ± SEM, 
6.43 ± 0.71 µV) elicited a larger f-P3 than incongruent trials (mean ± 
SEM, 5.29 ± 0.59 µV). No significant effects of valence and 
congruency*valence were observed (Table 3.2). 
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3.3.3. Relationship between prediction formation and 
feedback processing signals 
The prediction effect of p-P2 and the delay period (difference between 
Exp+ and Exp-) were entered as predictors in a multivariate linear 
regression analysis. Results showed that the p-P2 is a significant 
predictor for subsequent feedback processing signals (F(4,14) = 3.45, p = 
0.037). Bonferroni-corrected post-hoc univariate linear regressions 
showed the p-P2 difference as a significant predictor for the f-P2 valence 
effect (F(1,17) = 11.84, p = 0.025; Figure 3.4B). Valence and congruency 
effects in other ERP components were not associated with p-P2 (p’s > 
0.24). Together these results provide evidence the p-P2 is a predictive 
signal for subsequent reward and punishment processing in f-P2 (Figure 
3.4A). Furthermore, the multivariate regression analysis showed that 
delay period prediction effect is a significant predictor for subsequent 
feedback processing signals (F(4,14) = 4.14, p = 0.020). Bonferroni-
corrected post-hoc univariate linear regressions showed the delay 
difference as a significant factor for the congruency effect of p-MFN 
(F(1,17) = 13.91, p = 0.013; Figure 3.4C). These results imply that the 
delay period reflects a predictive signal for subsequent feedback-related 
error processing (Figure 3.4A). Valence and congruency effects in the 
other ERP components were not predicted by the delay period (p’s > 0.18).  
 
3.4. Discussion 
The present study explored the electrophysiological correlates of 
prediction formation and how these predictions affect subsequent 
feedback processing. During feedback processing, the f-P2 component 
was found to be larger for punishments compared to rewards. Although a 
valence effect on the P2 amplitude has been repeatedly shown by other 
studies, the directionality of this effect has been less consistent 
(Bellebaum et al., 2010b; Polezzi et al., 2008; San Martin et al., 2010; 
Schuermann et al., 2012; Xu et al., 2011).  
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Figure 3.3. Grand-averaged ERPs time-locked to presentation of the feedback 
presentation, with four conditions: Congruent reward (solid gray line), incongruent 
reward (dotted gray line), congruent punishment (solid black line), and incongruent 
punishment (dotted black line). ERPs from electrodes Fz (A), Cz (B) and Pz (C) are 
shown and the investigated time windows are marked by a grey square or an arrow. 
Negativity is plotted downwards. Asterisks indicated a significant effect of valence 
(reward vs punishment), whereas obelisks indicate a significant effect of congruency 
(congruent vs incongruent). * p < 0.05, ** p < 0.01, *** p < 0.001. 
 
While some studies found larger P2 amplitudes for reward in comparison 
to punishment feedback (Bellebaum et al., 2010b; San Martin et al., 2010; 
Xu et al., 2011), others have found larger P2 amplitudes to punishment 
compared to reward feedback (Carretié et al., 2001; Carretié et al., 2005; 
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Polezzi et al, 2008, Schuermann et al., 2012).In a previous study we 
showed that in the presence of alternative outcomes, reward was 
associated with larger P2 amplitudes compared to punishments 
(Wischnewski & Schutter, 2018). However, in line with the findings of the 
present experiment, absolute rewards were associated with smaller P2 
amplitudes compared to absolute punishments during feedback 
processing (Wischnewski & Schutter, 2018). This valence effect on P2 
amplitude was associated with a difference in prediction signals at the p-
P2 at the time of the expert cue (Figure 3.4). Interestingly, the 
directionality of valence during prediction was inversely related to that 
of f-P2, meaning that prediction of a reward lead to larger p-P2 
amplitudes than prediction of a punishment. Since the P2 is related to 
attentional processes, these results suggest that more attention is 
allocated to information that predicts a reward rather than a 
punishment. When a reward is subsequently received no additional 
increase in attention is prompted. These findings seem analogous to 
reports in non-human primates where dopamine release in the striatum 
is related to the prediction of reward, with no further dopamine release 
is observed when actually receiving this reward (Schultz et al., 1997; 
Schultz, 2007). Indeed, the P2 may reflect a similar process, since this 
component is proposed to be associated with dopaminergic activity in the 
mesocorticolimbic tract and could therefore be partially related to this 
observation (Gui et al., 2016; Kiat et al., 2016; Morie et al., 2014; Proudfit, 
2015). 
 
In agreement with earlier findings, a significant congruency effect was 
found in the f-MFN (Alexander & Brown, 2011; Hajcak et al., 2005; 2007; 
Holroyd et al., 2003; Holroyd et al., 2004; Weismüller & Bellebaum, 
2016). Incongruent feedback was associated with increased negativity 
(i.e., large prediction error), compared to congruent feedback, which 
yielded reduced negativity (i.e., small prediction error). The absence of a 
valence and interaction effect indicated that this increased negativity 
was seen for both reward- and punishment-related prediction errors. 
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Figure 3.4. A) Schematic representation of the multivariate regression analysis results. 
Signal difference in p-P2 (Exp+ - Exp-) was significantly inversely correlated to the 
valence effect (reward – punishment) in subsequent f-P2 (B). Signal difference in p-P2 
(Exp+ - Exp-) was significantly positively correlated to the congruency effect 
(congruent – incongruent) in subsequent f-MFN (C). 
 
Currently, it is debated whether the MFN reflects a reward prediction 
error (Bellebaum et al., 2010a; Holroyd et al., 2003; Hajcak et al., 2005; 
2007) or general mismatch detection (Alexander & Brown, 2011; Jessup 
et al., 2010; Talmi et al., 2013). Our results provide evidence for the latter 
hypothesis. Although no distinction between reward and punishment 
prediction error was observed in the f-MFN component, a difference in 
signals of reward and punishment prediction was observed in the delay 
period. This difference in the delay period was positively correlated to the 
discrepancy between mismatches and non-mismatches of predicted and 
actual outcome in the f-MFN (Figure 3.4). The relationship between 
prediction and feedback signals suggest that, although no valence effect 
was found during feedback processing (f-MFN), dissociable signals for 
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reward and punishment were present during anticipation. Furthermore, 
the positive relationship between prediction in the delay period and error 
signals in the f-MFN suggests that the more divergent prediction signals 
are, the more distinctive are the signals for error processing. Slow wave 
activity in the delta band as observed during the delay period 
(Supplementary Figure S3.1), have been related to heightened selective 
attention (Lakatos et al., 2008; Stefanics et al., 2010). It has been 
proposed that this selective attention enhances detection and 
discriminability between various stimuli (Schroeder & Lakatos, 2009; 
Summerfield & Egner, 2009). Selective attention may therefore play a 
role in the future detection of mismatches in predicted and actual reward 
and punishments. 
 
The present results also indicated that the early attention component N1 
does reflect an effect of mismatch detection. This suggests that the 
outcome of the comparison between anticipated and actual outcome is 
already detected at an early stage of feedback processing. Trautman-
Lengsfeld and Herrmann (2013) have proposed that such early attention 
components can be biased by the outcome prediction, due to differential 
processing of mismatches and non-mismatches in visual areas. However, 
we did not find a relationship between prediction information signals and 
N1 feedback processing component. The N1 component is thought to 
reflect a visual sensory process influenced by subcortical regions 
including the amygdala (Shackman et al., 2011). Indeed, N1 amplitude is 
shown to be increased in trials with increased vigilance and stress, 
particularly in response to aversive stimuli (Doallo et al., 2007; 
Shackman et al., 2011 You & Li, 2016). On a speculative account, the 
congruency effect of N1 observed in the present study may reflect 
increased vigilance towards the detection of unexpected outcomes and 
may prime subsequent attention allocation as reflected by the P3 
(Shackman et al., 2011). Unfortunately, N1 is not regularly investigated 
in performance monitoring studies and thus more evidence from future 
studies is needed to test this hypothesis.  
 
The difference between mismatch and non-mismatch of predicted and 
actual outcome (i.e., the congruency effect) during feedback signals was 
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observed for the P3 component, which is in agreement with previous 
studies (Bellebaum & Daum, 2008; Hajcak et al., 2005; Pfabigan et al., 
2011). However, this effect was not related to the studied ERP 
components during prediction formation and the subsequent delay 
period. P3 has been suggested to index an endogenous process of 
attentional allocation related to surprise (Polich, 2007). This explains the 
difference in P3 signal between trials with and without a prediction error 
(Fischer & Ullsperger, 2013; Pfabigan et al., 2011). As such, attention 
allocation is a consequence of prediction error processing, as indexed by 
the MFN, in which potentially action-relevant situations are highlighted 
(Ullsperger et al., 2014). Therefore, since the attentional allocation of the 
P3 depend on the error processing (reflected by the MFN), the effects on 
P3 observed here may reflect an ad hoc phenomenon. This suggestion 
would imply that if no effect of congruency is observed in MFN, neither 
will there be a demand for attentional allocation, as indexed by the P3. 
Still, the lack of a valence effect on the P3 is notable. Even though this 
result contrasts studies that did observe an effect of valence on P3 
amplitude (Bellebaum et al., 2010a; Flores et al., 2015; Kreussel et al., 
2012; Schevernels et al., 2014), others have reported an absence of 
valence effects on P3 (Goyer et al., 2008; Sato et al., 2005; Von Borries et 
al., 2013; Yeung & Sanfey, 2004). It is conceivable that these valence 
specific effects depend on the opportunity to learn in a task, since the 
attention allocation processes associated with P3 are relevant for error 
minimization and learning (Fischer & Ullsperger, 2013; Ullsperger et al., 
2014). Although the present task demonstrated a mismatch between 
predicted and actual outcome, this information could not be used by the 
participants for error minimization. Processing of valence in feedback 
signals is necessary for learning, since a punishment would require a 
change of action in the future, whereas a reward would require the same 
action to be repeated. It is possible that the absence of learning effects, 
due to pseudo-random feedback, attenuates distinct reward and 
punishment processing reflected by P3 (Sato et al., 2005; Yeung & Sanfey, 
2004).  
 
In conclusion, the present study offers novel insights in the 
electrophysiological components related to prediction formation before 
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feedback processing. The evaluation of mismatch or non-mismatch 
between predicted and actual outcome (i.e., prediction errors) and reward 
or punishment (i.e., valence) are both reflected by signal differences 
before actual feedback processing. First, the P2 component during 
prediction formation encodes expectancy of future rewards and 
punishments. Second, the delay period which encodes expectancy of 
future errors in prediction, which is possibly related to selective 
attention.
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Supplementary data 
 
 
 
Figure S1. To explore prediction-related differences in oscillatory activity (Exp+ vs    
Exp-), a time-frequency analysis was performed. Fast Fourier transformed power 
spectra were analyzed using complex Morlet wavelets, with 50 logarithmically 
increasing steps between 0.1 and 30 Hz at electrode Fz (upper) and Cz (lower). The 
difference between Exp+ and Exp- was accompanied by a difference in theta power (3-
7 Hz) in the first 500 ms. During the delay period, 500 ms after the predictive cue until 
feedback onset, a difference delta power (1-2 Hz is observed). 
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Chapter 4 
Electrophysiological correlates of advice 
information processing and learning 
 
 
 
 
 
 
 
 
 
 
 
 
 
Based on: 
 
Wischnewski, M., Schutter, D.J.L.G. (In preparation). Electrophysiological correlates of 
advice information processing and learning.  
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Abstract 
Information is interpreted within its context. Invalid information may 
seems valid if other sources are even more untrustworthy and vice versa. 
This phenomenon has been explained by the effect of framing, described 
in the Prospect theory. However, to date the electrophysiological 
correlates of this framing effect are unresolved. In the present study 51 
participants performed a decision making task over two experiments. In 
the first experiment participants performed a task in which they received 
received three cues of high-validity (60%, 80% and 90% correct) during a 
learning phase, which all performed better than themselves. Although 
the best strategy for the subsequent test phase would have been to follow 
all cues, the validity of the 60% cue was strongly underestimated, since 
it was framed cues of higher validity. This erroneous underestimation 
was associated with a larger P2 amplitude during cue presentation in the 
learning phase.  In the second experiment, results were replicated using 
low valid cues (10%, 20%, 40% correct). In this case, due to framing of low 
valid 10% and 20% cues, the validity of the 40% cue was strongly 
overestimated. As observed in experiment 1, this erroneous estimation 
was coupled to a larger P2 amplitude. The present results offer insights 
into the electrophysiological correlates of heuristic-based decision 
making.  
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4.1. Introduction 
When individuals need to make decisions in which outcome is uncertain, 
they tend to rely on external information sources if present. One example 
is the advice from others that we consider more knowledgeable than 
ourselves in the context of the current decision the person is facing (Meshi 
et al., 2012; Wischnewski et al., 2018). Meshi et al. (2012) proposed that 
advice taking depends on three processes. First, the face validity of the 
advice is evaluated. For example, expert advice is typically thought to 
have a higher validity than novice advice. Second, the dissonance 
between own and advisor opinion is assessed. Finally, these two steps are 
combined to form a final decision on whether advice is utilized or not. 
 
To judge the validity of information contextual framing effects play an 
important role (Kahneman & Tversky, 1979). During the processing of 
rewards and punishments it has been shown that a reward in a context 
in which punishments are dominant is perceived as more positive than a 
reward in a reward-dominant context (Holroyd et al., 2003 Wischnewski 
& Schutter, 2017). In an event-related potential study, the fronto-central 
P2 component was found to be implicated in outcome evaluation relative 
to the context (Wischnewski & Schutter, 2017). This finding is in 
accordance with results of neuroimaging studies which indicate that the 
P2 component originates from the striatum and medial prefrontal cortex 
(mPFC). Functional magnetic neuroimaging studies have shown that 
areas involved in the valuation of advice information overlap with areas 
that represent value of rewards and punishments, supporting the notion 
that advice taking depends on valuation of information (Engelmann et 
al.,2009; 2012; Meshi et al., 2012). Functionally, the P2 component has 
been linked to exogenous attention that detects the valence of a stimulus 
(Schutter et al., 2004). This attention mechanism arguably plays a role 
in dissociative processing of the value of target and contextual 
information. 
 
Analogous to feedback processing, an advice cue that is in reality 
reasonably predictive for success may be perceived as valid when other 
advice is not predictive of success, whereas the same advice may be seen 
as invalid when more predictive cues are presented. However, 
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electrophysiological evidence linking contextual framing effects on advice 
information to ERP components is lacking. In the present study we used 
a decision making task with three advice cues with differing objective 
predictive values. Although all advice cues were better predictors of 
success than one’s own opinion, the predictive value of one cue was lower 
relative to the other cues. It was hypothesized that the contextual 
framing of highly predictive cues would decrease the subjective valuation 
of a reasonably predictive cue. Furthermore, it was expected that this 
judgement error would be related to attention allocation towards trials in 
which advice was not unanimous. Specifically, we anticipated increased 
P2 amplitudes for trials in which the opinion of the cue with the lowest 
predictive value deviated from the other cues. In a second experiment, we 
aimed to replicate the findings of our first experiment to provide 
additional evidence that such judgement errors represent a general 
phenomenon rather than being limited to the predictability of the advice 
itself. 
 
4.2. Methods 
4.2.1. Participants 
For Experiment 1 thirty healthy adult were recruited (mean ± SD, 23.67 
± 3.36, 22 females). Experiment 2 consisted of twenty-one healthy 
volunteers (mean ± SD, 22.57 ± 4.50, 16 females). All participants were 
right-handed and had normal or corrected-to-normal vision. None of the 
participants used psychotropic medication or had a history of cognitive of 
neurological disorders. The study was approved by the local ethics 
committee of the Radboud University. 
 
4.2.2. Decision making task 
In this task participants were asked to indicate which of two vases is the 
most expensive. Vases were presented on a black screen (22 inch, 30x48 
cm, resolution: 1680x1050) and were placed approximately 80 cm from 
the screen. The pictures of the vases (resolution: 350x250 pixels) had a 
monotonous white background and were presented 5 cm left and right 
from the center. Participants made their choice by pressing the left or 
right arrow key corresponding to the left or right vase. The task consisted 
of three parts. In the first part, the ‘initial phase’, participants were 
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shown the vases for maximally 2000 ms and had to make a choice without 
any additional cues. Five hundred ms after their decision feedback was 
given by displaying the words ‘correct’ or ‘wrong’. If participants did not 
respond within the 2000 ms the word ‘faster’ was displayed. Feedback 
was shown for 1500 ms. The initial phase consisted of a total of 50 trials 
and lasted for approximately 3 minutes. 
 
In the second part, the ‘learning phase’, vases were presented together 
with three cues simultaneously, which indicated the choices of three 
fictional players. Participants were instructed to learn how predictive 
each of the three cues is, as they would get these cues in the last phase 
in which they will play for points. Hence, the better they learned the 
predictive value, the better they could make use of these cues. In 
Experiment 1 the advice cues indicated correct answers in 60%, 80% and 
90% of the trials. This means that all cues were predictive for the correct 
answer above chance level (50%). In Experiment 2 the advice cues 
indicated correct answers in 10%, 20% and 40% of the trials. This means 
that all cues were predictive for the correct answer below chance level, 
that is the cues were more predictive for the wrong answer.  The cues 
were shown as colored (green, blue and orange) boxes around the vase 
this fictional player chose. To facilitate the learning process, the colored 
boxes were presented with the picture of a person together with a name 
(‘Jimmy’, ‘Johnny’, ‘James’). The predictive value of each cue was 
consistent over time. For example, if Johnny was corrected in 60%, 
Jimmy was correct in 80% and James was correct in 90% of the trials, 
this predictive value was stay the same during the entire training phase. 
At the start of the learning phase participants were unaware of the 
predictive value of each cue. Vases together with cues were presented for 
maximally 2000 ms. Five hundred ms after participants made their 
decision feedback followed with the words ‘correct’ or ‘wrong’ for 1500 ms. 
The learning phase consisted of 100 trials and lasted for approximately 7 
minutes.  
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Table 4.1. Overview of the 4 conditions in experiment 1 and 2, including the number 
of trials. 
Condition Experiment 1 Experiment 2 # trials 
A All cues together All cues together 40 
B 90% and 80% cue together, 
60% different 
10% and 20% cue together, 
40% different 
34 
C 90% and 60% cue together, 
80% cue different 
10% and 40% cue together, 
20% cue different 
11 
D 80% and 60% cue together, 
90% cue different 
20% and 40% cue together, 
10% cue different 
15 
 
In the third part of the experiment, the ‘test phase’, vases were presented 
and in each trial one of the three previously learned cues was shown. The 
cues were displayed pseudo-randomly across trials. In the test phase 
participants received points for their answers and they were encouraged 
to score as good as possible. Points ranged from -40 to +50 in steps of 10 
and were assigned at random. Participants were instructed that they 
could use their knowledge of the cues from the learning phase. However, 
in actuality all three advice cues were shown at random, which means 
they had a predictive value of 50%. Participants were instructed that both 
options were linked to a point score and that the higher value would 
always be coupled to the most expensive vase. For example, if option A 
yields -20 points and option B would have yielded -40 points, option A 
was the correct answer leading to the best points score (even though it is 
negative in this case). To prevent participants from realizing that advice 
cue and feedback information was pseudorandom, they were informed 
that the gained points they were only presented with the points they 
actually won and the points for the alternative were not presented. 
Therefore, participants were kept uncertain about the actual correctness 
of their choice, preventing them to learn new information in the test 
phase. This means that the points itself were not indicative of their 
performance and therefore participants had to rely on the information 
concerning the advice cues they gathered during the learning phase. 
Consequently, the amount of following each cue is directly related to the 
learning phase and should not be altered by the (random) feedback 
during the test phase. Vases together with the cue were depending on 
response time presented for a  maximum of 2000 ms. Five hundred ms 
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after participants made their decision points feedback followed and was 
presented for 1500 ms. The test phase consisted of 150 trials (50 trials for 
each cue) and lasted for approximately 10 minutes.  
 
Experiment 1 and Experiment 2 only differed in the learning phase, 
specifically the predictability of the cues. The initial and test phase were 
identical in both experiments.  
 
 
Figure 4.1. Overview of a single trial in the initial, learning and test phase. Responses 
were given by pressing the left and right arrow key, using the index fingers. 
 
4.2.3. ERP recording, preprocessing and analysis 
EEG was recorded during the task using an Active-Two system (BioSemi, 
Amsterdam, The Netherlands). Thirty-two electrodes were placed 
according to 10-20 system: Fp1, Fp2, AF3, AF4, F7, F3, Fz, F4, F8, FC5, 
FC1, FC2, FC6, T7, T8, C3, Cz, C4, CP5, CP1, CP2, CP6, P7, P3, Pz, P4, 
P8, PO3, PO4, O1, Oz, and O2. EEG data was sampled at 2,048 Hz and a 
default online low pass filter (DC to 400 Hz) was applied. The data was 
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stored for offline analysis using BrainVision recorder and BrainVision 
Analyzer 2.1 (Brain Products GmbH, München, Germany).  
 
EEG data was offline re-referenced to the average signal and was band-
pass filtered between 1 and 30 Hz (48 dB/Octave). Eye blinks were 
corrected using electrode Fp1 by applying the Gratton and Coles method 
(Gratton et al., 1983). EEG segmentation was time-locked to the onset of 
the cues during the training phase. All epochs started 100 ms before the 
onset of the cue or feedback and ended 1000 ms after the onset of the cue 
or feedback. Segments containing artifacts greater than 100 µV peak-to-
peak were removed automatically. Next, data were visually inspected for 
remaining non-neurogenic sources of activity. All segments were baseline 
controlled using a window of -100 to 0 ms in reference to feedback onset. 
 
ERPs evoked by the cues were compared. It was hypothesized that the 
60% cue and 40% cue in experiment 1 and 2 respectively would be show 
distinct subjective valuation compared to the other cues (80% and 90% in 
experiment 1, and 20 and 10% in experiment 2). Therefore, the ERPs of 
condition A (all cues pointed towards the same option; Table 1) and 
condition B (the 60/40% cue deviated from the other cues; Table 1) were 
compared during the learning phase. An averaged time-window of 150-
220 ms after cue onset at electrode Pz was used to capture P2-related 
activity (Wischnewski & Schutter, 2017) 
 
4.2.4. Statistical Analysis 
ERP conditions A and B recorded during the training phase, as indicated 
in table 1, were compared in the time window of  150-220 ms after cue 
onset using paired samples t-test for both experiment 1 and 2. 
 
In order to test whether the training phase had distinctly affected 
participants judgement of the cues, the percentage following of cues in 
the test phase was compared using a GLM repeated measures ANOVA. 
Since a bias in judgement was expected, particularly in the deviant 
condition (60% in experiment 1 and 40% in experiment 2) a follow up 
analysis was performed using three one-sample t-tests (one for each cue) 
with the objective predictive value as test value.  
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4.3. Experiment 1 
4.3.1. Results  
4.3.1.1. ERP results during training phase 
A paired samples t-test showed a significant difference between condition 
A (all cues the same) and B (60% cue deviates) on the P2 component, t(29) 
= 2.69, p = 0.012. On average, larger P2 amplitudes were observed for 
conditions B (mean ± SEM, 3.12 ± 0.34 µV) compared to condition A (mean 
± SEM, 2.33 ± 0.32 µV). 
 
 
Figure 4.2. A) ERP signal locked to the cue presentation. The dotted line marks the 
condition in which all cues were in agreement (condition A). The solid line marks the 
condition in which the 60% cue had a deviating opinion (condition B). The grey area 
indicates the investigated time period 150-220 ms after onset, reflecting the P2 
component. B) Scalp distribution of the difference between condition A and B. C) 
Correlation between the percentage following of the 60% cue and the condition A and 
B difference. The dotted line indicates the objective predictive value. 
 
4.3.1.2. Behavioral results during test phase 
Percentage following in the test phase reflects the subjective predictive 
value that participants assigned to the three cues, that is, how 
trustworthy they feel each cue was. It was hypothesized that due to a 
framing effect of the highly valid 80% and 90% cue, the actual predictive 
value of the 60% cue would be underestimated. Results showed that the 
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90% cue was followed in (mean ± SEM) 93.12 ± 1.21% of trials, which was 
slightly more often than would expected from the objective predictive 
value (t = 2.57, p = 0.015). The 80% cue was followed in (mean ± SEM) 
76.10 ± 3.39% of trials, which was not significantly different than would 
be expected from the objective predictive value (t = 1.15, p = 0.259). The 
60% cue was followed in (mean ± SEM) 31.51 ± 3.54% of trials, which was 
significantly less than would be expected from the objective predictive 
value (t = 8.04, p < 0.001).  
 
 
Figure 4.3. Percentage following of the 60%, 80%, and 90% advice cue during the test 
phase. The dotted line indicates the objective predictive value of each cue.  
 
Spearman correlation between the observed difference in P2 amplitude 
between conditions and the percentage of following the 60% cue revealed 
a significant negative relationship (r = -0.45, p = 0.014). This indicates 
that a larger difference in P2 during learning was related to a lower 
valuation of the 60% cue. 
 
4.3.2. Discussion 
The aim of this study was to investigate how the presence of highly 
predictive cues affects the judgement of reasonably (above average) 
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predictive cue. As hypothesized, these results suggest that the predictive 
value of the 60% cue was strongly underestimated. Furthermore, the 
predictive value was estimated to be worse than participants’ own 
percentage of correct trials. This indicated that participants generally 
opposed the choice of the 60% cue, whereas in reality following this cue 
would have been beneficial. The amount in which this fallacy occurred 
was correlated to a difference in P200 in the learning phase between 
conditions in which the 60% cue agreed or was deviant from the 80% and 
90% cue. 
 
The results support the idea that the perception of the 60% cue was 
negatively biased by a framing effect by the other cues. However, an 
alternative explanation may be that the amount of correct trials in the 
initial phase, when no cues were present, was misperceived. For example, 
if participants correctly estimated the cues in the training phase to be 
correct in respectively 60%, 80% and 90% of the trials, but perceived their 
own amount of correct trials at 70%, the best option would be then to 
follow the 80% and 90% cue and oppose the 60% cue. In this situation a 
similar pattern of results would be expected. Therefore, in the 
Experiment 2, the predictive values of the cues was changed to 40%, 20%, 
and 10%. If participants would perceive the 40% cue as a deviant based 
on a framing effect, as originally hypothesized, one would expect the 40% 
cue to be followed significantly more than would be expected from the 
objective predictive value. However, if the alternative hypothesis of 
overestimating their own correctness would be true, one would expect 
that all three cues would be opposed in Experiment 2, yielding low 
amount of following the advice cues. 
 
4.4. Experiment 2 
4.4.1. Results  
4.4.1.1. ERP results during training phase 
A paired samples t-test showed a significant difference between condition 
A (all cues the same) and B (60% cue deviates) on the P2 component, t(20) 
= 3.39, p = 0.002. A larger P2 amplitude was observed for condition B 
(mean ± SEM, 3.88 ± 0.49 µV) compared to condition A (mean ± SEM, 
2.39 ± 0.60 µV). 
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Figure 4.4. A) ERP signal locked to the cue presentation in experiment 2. The dotted 
line marks the condition in which all cues were in agreement (condition A). The solid 
line marks the condition in which the 40% cue had a deviating opinion (condition B). 
The grey area indicates the investigated time period 150-220 ms after onset, reflecting 
the P2 component. B) Scalp distribution of the difference between condition A and B. C) 
Correlation between the percentage following of the 40% cue and the condition A and 
B difference. The dotted line indicates the objective predictive value.  
 
4.4.1.2. Behavioral results during test phase 
Results showed that the 10% cue was followed in (mean ± SEM) 26.19 ± 
4.33% of trials, which was slightly more often than would expected from 
the objective predictive value (t = 2.57, p = 0.015). Similarly, the 20% cue 
was followed in (mean ± SEM) 45.96 ± 5.63% of the trials, which was 
significantly different than would be expected from the objective 
predictive value (t = 4.61, p < 0.001). Lastly, the 40% cue was followed in 
(mean ± SEM) 85.96 ± 3.67% of the trials, which was also significantly 
more than would be expected from the objective predictive value (t = 
12.53, p < 0.001).  
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Figure 5. Percentage following of the 40%, 20%, and 10% advice cue during the test 
phase. The dotted line indicates the objective predictive value of each cue.  
 
Spearman correlation between the observed difference in P2 amplitude 
between conditions and the percentage of following the 40% cue revealed 
a significant positive relationship (r = 0.68, p = 0.001), indicating a larger 
difference in P2 during learning was related to more following of the 40% 
cue. 
 
4.5. General discussion 
The present study investigated the valuation of advice cues and the 
electrophysiological correlates underlying this process. The combined 
results of experiment 1 and 2 indicate that the predictive value of a cue 
is falsely perceived in the presence of cues with more extreme values. 
This suggests that the context in which information is placed strongly 
determines the valuation of this information. That is, reasonably valid 
information may be perceived as invalid in the presence of more highly 
valid information. Conversely, invalid information may be perceived as 
valid if other cues are experienced as even more invalid.  
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The second experiment suggest a general overestimation of low predictive 
advice cues. Whereas an valuation bias was observed for the 60% cue in 
experiment 1, the validity of the other two cues was estimated correctly 
as evidenced by the percentage advice following. Based on this finding an 
alternative explanation is that participants may have overestimated 
their own ability to judge the vases and therefore perceive the 60% cue 
as being worse than themselves. However, in addition to the validity bias 
of the 40% cue, a general overestimation was observed for the advice cues 
in experiment 2. That is, the percentage following of all three advice cues 
was significantly larger than their objective predictive value. This 
suggests that participants had little confidence in their own ability and 
followed even highly invalid cues. The alternative explanation of 
overconfidence explaining the results of experiment 1 seems therefore 
highly unlikely. The overvaluation of low predictable cues may be 
explained loss aversion, which is described within the prospect theory 
(Kahneman & Tversky, 1979). Kahneman and Tversky (1979) proposed 
that participants react more strongly to a loss compared to a reward of 
equal magnitude. Since participants were quite uncertain about their 
own choices, they would have been more inclined to take any available 
information to avoid losses. Indeed, a primary reason for following advice 
is to reduce risk (Yaniv, 2004). Consequently, the cues may have been 
perceived as valuable, even if they were factually not accurate. An 
additional factor that may be a reason for the following of low predictable 
cues the obedience to authority effect, introduced by Milgram (1974). As 
participants did not have any knowledge about vase prices, advice cues 
may have been seen as authoritative figures. This may explain why they 
followed the advice even if the choice did not seem correct to them.  
 
Additionally, it was found that the observed bias towards 
underestimating and overestimating cues in the presence of other cues is 
manifested during the learning phase of the cues and is reflected by the 
P2 component. In a previous study we observed that the P2 component 
during advice cue presentation is significantly modulated depending on 
whether the cue predicts future reward or punishment (Wischnewski & 
Schutter, submitted). This result may indicate that the P2 reflects a 
process that valuates advice cues by means of allocating attention 
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towards relevant information. Such valuation is arguably important for 
determining whether advice information is either useful or not. The 
present study seems to be in line with this idea.  
 
Furthermore, the P2 component is sensitive to context as shown in a 
previous study where we showed that P2 amplitude is modulated by 
outcome valence and magnitude, relative to an alternative non-received 
outcome (Wischnewski & Schutter, 2018). For example, positive outcomes 
in which 20 points were gained led to a small P2 amplitude when the 
alternative choice would have led to a negative outcome of -60 points. 
However, in comparison, a positive outcome of 20 points was associated 
with a significantly larger P2 amplitude when the alternative choice 
would have led to a more positive outcome of 60 points. This suggests that 
when alternative outcomes are present, the P2 components reflects a 
process of subjective interpretation in reference to these other outcomes. 
The present results concur with this idea. The observed bias of under-
/over-estimating the deviant cue is thus affected by the presence of 
alternative cues. As predicted by framing effect within the prospect 
theory (Kahneman & Tversky, 1974), participants interpret the value of 
each cue in comparison to the others, rather than for each separately. 
Indeed, a significant correlation was observed between participants with 
larger biases (i.e., subjective valuation) and P2 amplitude.   
The P2 is related to arousal and exogenous attention (Carretié et al., 
2001; 2005). Increased P2 amplitudes when one cue deviates may reflect 
increased attention towards that cue as being particularly relevant. In 
the first experiment this relevance is expressed as this cue being 
significantly worse than the other two, which leads to avoidant behavior. 
In the second experiment attention directed towards the deviant cue 
suggests that it is observed as significantly better than the other two, 
which leads to approach behavior. Additionally, the P2 component has 
been associated with activity in a broad network including both 
dopaminergic tracts in the striatum, as well as cortical activity in the 
anterior cingulate cortex (ACC) and mPFC. Interestingly, Tobler et al. 
(2005) found that although dopaminergic neurons in the striatum are 
more sensitive to rewarding than punishing outcomes, this information 
is interpreted relative to contextual outcomes. In addition, the P2 
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component has been associated to the exogenous attention towards 
rewarding and punishing information driven by the ACC and mPFC 
(Carretié et al., 2001; 2005). It has been proposed that this attention is 
necessary for mismatch detection and context updating, which is 
reflected by the subsequent medial frontal negativity and P3 component 
(Alexander & Brown, 2011; 2018; Fischer & Ullsperger, 2013; Holroyd & 
Coles, 2002).  
 
In conclusion, the present study suggests that value computation of 
advice is done within the framework of its context, which may yield 
misperception of the value of each advice cue separately. This may 
consequently yield disadvantageous decision making. This bias was 
strongly related to the P2 component. This suggest that the P2 is related 
to the processing of information within context and reflects values in a 
subjective rather than an objective way.  
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Chapter 5 
Frontal cortex electrophysiology in reward- and 
punishment-related feedback processing during 
advice-guided decision making: An interleaved 
EEG-DC stimulation study 
 
 
 
 
 
 
 
 
 
 
 
 
Based on: 
 
Wischnewski, M., Bekkering, H. Schutter, D.J.L.G. (2018). Frontal cortex 
electrophysiology in reward- and punishment-related feedback processing during 
advice-guided decision making: An interleaved EEG-DC stimulation study. Cogn Affect 
Behav Neurosci, 18(2), 249-262.  
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Abstract 
During decision making individuals are prone to rely on external cues 
such as expert advice when the outcome is not known. However, the 
neurophysiological correlates associated with outcome uncertainty and 
the use of expert advice are not completely understood. The feedback-
related negativity (FRN), P3a and P3b are event-related brain potentials 
(ERPs) linked to dissociable stages of feedback and attentional processing 
during decision making. Even though these ERPs are influenced by 
reward- and punishment-related feedback, it remains unclear how 
extrinsic information during uncertainty modulates these brain 
potentials. In this study the effects of advice cues on decision-making 
were investigated in two separate experiments. In the first experiment 
EEG was recorded in healthy volunteers during a decision-making task 
in which participants received reward or punishment feedback, preceded 
by novice, amateur or expert advice. Results showed that the P3a 
component was significantly influenced by the subjective predictive value 
of an advice cue, whereas FRN and P3b were unaffected by advice cues. 
In the second sham-controlled experiment cathodal transcranial direct 
current stimulation (ctDCS) was administered in conjunction with EEG 
to explore the direct contributions of the frontal cortex in these brain 
potentials. Results showed no significant change in advice following 
behavior or decision times. However, ctDCS decreased FRN amplitudes 
compared to sham, with no effect on P3a or P3b. Together, these findings 
suggest that advice information may primarily act on attention allocation 
during feedback processing, whereas the electrophysiological correlates 
of the detection and updating of internal prediction models are not 
affected. 
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5.1. Introduction 
Decision-making is a multifaceted process associated with evaluating and 
selecting among a finite set of alternatives based on probability and 
outcome (Lee, 2013). Implicit and explicit knowledge is used to reduce 
uncertainty and maximize the likelihood of obtaining the selected 
outcome. An important source of explicit knowledge that guides decision-
making during uncertainty comes from expert advice. Expert advice is 
subjectively perceived as a reliable predictor for the desired outcome 
(Sniezek, 2004), which is further illustrated by results showing that even 
good decision-makers remain biased towards the opinion of experts 
(Harvey & Fischer, 1997; Cook et al., 2014). The usefulness of advice is 
determined by its predictive value in terms of reward and punishments 
(Bonaccio & Dalal, 2006). Yet, how advice affects cortical processing 
underlying decision-making is still poorly understood. 
 
It is assumed that during feedback processing an internal prediction 
model is used to evaluate the current feedback. Based on errors in the 
prediction this model can be further refined. Electroencephalogram 
(EEG) studies have identified event-related potential (ERP) components 
that are associated with different stages of feedback processing 
(Enriquez-Geppert et al., 2010; Baker & Holroyd, 2011; Cavanagh et al., 
2014). First, an internal prediction model detects a mismatch between 
expected outcome and actual outcome. The fronto-central midline 
feedback-related negativity (FRN) is associated with such error detection 
(Holroyd & Coles, 2002; Ullsperger et al., 2014). Furthermore, several 
studies have indicated that FRN is affected by valence and magnitude of 
the rewards, as well as the context in which rewards are presented 
(Bellebaum et al., 2010b; Holroyd et al., 2004; Wu & Zhou, 2009).  
 
Source localization studies indicate that the neural generator of the FRN 
lies in the anterior cingulate cortex (ACC) (Bocquillon et al. 2014; Hauser 
et al., 2014; Ullsperger et al., 2014). In addition, functional magnetic 
resonance imaging (fMRI) studies support the importance of the ACC in 
reward and punishment processing together with the orbitofrontal cortex 
(OFC) and ventral striatum (Rogers et al., 2004; Beckmann et al., 2009). 
There is increasing evidence that the neural activity in these regions 
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during reward processing is modulated by the presence of expert 
information (Engelmann et al., 2009; Engelmann et al., 2012; Meshi et 
al., 2012; Tomlin et al., 2013). Hemodynamic activity in the OFC has been 
shown to increase when advice is more likely to change one’s initial 
opinion in favor of following the expert’s opinion (Meshi et al., 2012). 
Furthermore, the OFC has shown to reflect subjective value of rewards 
and external information (Padoa-Schioppa & Cai, 2011; Peters & Büchel, 
2010). These results indicate that the OFC is involved in the processing 
of subjective valuation of advice cues, in which seemingly more 
informative cues are associated with increased OFC activity and hence 
increased following behavior (Meshi et al., 2012). In contrast, Suen et al. 
(2014) showed increased ACC activity when financially disadvantageous 
expert advice was opposed, providing a possible way to override following 
advice. Therefore, whether advice is followed may depend on a balance 
between the urge to follow experts, mediated by OFC activity, and the 
actual benefits of following advice, mediated by ACC activity. In addition 
to cortical structures, this balance determines the subjective value of a 
cue has also been associated with activity in the ventral striatum (Meshi 
et al., 2012). 
 
Following the detection of a mismatch between expected and actual 
outcome, endogenous processes allocate attention towards it and the 
prediction model is updated to make the model more accurate for future 
feedback. A parietal positive deflection that can be observed between 300 
and 600 ms (P300) after reward and punishment-related feedback is 
associated with these processes (Goldstein et al., 2006). The P300 
component is associated with attention allocation and is comprised of the 
two sub-components P3a and P3b (Polich, 2007). It has been proposed 
that the P3a reflects a process of novelty detection (Polich, 2007). Studies 
indicate that the amplitude of the P3a is influenced by the expectedness 
of feedback (Donchin & Coles, 1988), as well as by the magnitude of the 
reward or punishment (Sato et al., 2005; Wu & Zhou, 2009). Based on 
these observations, the allocation of attention towards relevant 
information accompanies a higher P3a amplitude (Polich, 2007). In 
accordance, neuroimaging studies have related P300 to the fronto-
parietal attention network (Pfabigan et al., 2014; Bengson et al, 2015). 
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Fronto-parietal network activity is proposed to be directly influenced by 
the amount of uncertainty during decision-making (Paulus et al. 2001; 
Kopp et al., 2016). Expert advice can increase confidence in a decision 
especially during uncertain situations (Bonaccio & Dalal, 2006). 
However, it is unknown whether the predictive value of advice modulates 
attention allocation and consequently P3a amplitudes during reward and 
punishment feedback. The P3b component has been suggested to underlie 
the adaptation of behavior in subsequent trials by means of updating 
one’s internal prediction model based on current reward or punishment 
feedback (Polich, 2007; Fischer & Ullsperger, 2013). Studies indicate that 
changes in behavior associated with learning and optimizing decision 
making is paralleled by larger P3b amplitudes (Chase et al., 2011; 
Fischer & Ullsperger, 2013). 
 
The FRN, P3a and P3b are thus thought to reflect different facets 
underlying feedback processing. FMRI studies provided evidence that 
activity in the networks associated with these ERPs is influenced by 
advice during decision-making (Meshi et al., 2012). However, the extent 
to which advice actually affects these electrophysiological components of 
feedback processing remains unclear. Although some studies 
investigated the ERP components directly related to the presentation of 
an advice cue (Chen et al., 2012; Kim et al., 2012; Kimura & Katayama, 
2013; Shestakova et al., 2013; Trautmann-Lengsfeld & Herrmann, 2013; 
Yu & Sun, 2013), to date no study investigated the effects of advice cues 
on ERP components  of subsequent feedback processing. In order to 
accurately use advice during decision-making advice needs to be 
validated and its usefulness needs to be determined, that is whether 
advice is predictive for subsequent gains or losses. It is therefore possible 
that feedback and attention related electro-cortical components are 
susceptible to advice cues. 
 
The present study consists of two experiments aimed at delineating the 
relation between advice cues and processes related to feedback and 
attention. In the first experiment, effects of advice cues on performance 
and ERPs were investigated during a forced-choice reward-punishment 
task. We hypothesized that expert cues would be perceived as more 
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predictive compared to non-expert cues. Furthermore, it was expected 
that this difference in perceived predictiveness would be reflected in 
subsequent feedback processing ERP components. Specifically, feedback 
following the more predictive cues would be of more importance for 
making successful choices. Therefore, we hypothesized that advice cues 
viewed as more predictive would increase mismatch detection and direct 
attention towards the feedback as revealed by larger FRN and P300 
amplitudes. In the second experiment, cathodal transcranial direct 
current stimulation (ctDCS) targeting the OFC was applied during the 
forced-choice reward-punishment task to directly manipulate decision 
making based on advice cues and associated feedback-related brain 
potentials. Transcranial direct current stimulation (tDCS) has been 
shown to be effective in modulating cortical physiological activity  
(Nitsche & Paulus 2000; 2001; Nitsche et al. 2003) and cognitive 
performance (For a review see Kuo & Nitsche, 2015).  As the OFC is 
related to processing of subjective valuation of advice cues (Meshi et al., 
2012), we hypothesized that the ctDCS-related interference with OFC 
activity would decrease the subjective biases towards the advice cues and 
thus the reliance on them. As a result the percentage following of advice 
cues would be closer to chance level. Additionally, we explored the effects 
of online ctDCS on feedback-related ERPs. As our hypothesis in the first 
experiment states that increased FRN and P300 amplitudes are related 
to increased advice following, we expected a decrease in FRN and P300 
amplitude during ctDCS.  
 
5.2. Experiment 1 
5.2.1. Materials and methods 
5.2.1.1. Participants 
Twenty-one right-handed subjects with (corrected-to-)normal vision and 
no history of neurological or psychiatric disorders participated in 
experiment 1 (12 female, mean age ± SD 22.67 ± 3.18 years). The study 
protocol was approved by the Committee on Research Involving Human 
Subjects of the Radboud University Medical Centre. 
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5.2.1.2. Experimental design and procedure 
In each trial of the decision-making task two neutral objects of the same 
type (vases) were presented on a black screen (22 inch, 30x48 cm, 
resolution: 1024x768) and participants were asked to indicate which is 
more expensive. Participants were placed approximately 80 cm from the 
screen and objects (resolution 350x250 pixels) were presented 5 cm left 
and right from the centerpoint on a white background. In every trial 
different vases were shown (a total of 240 vases) to prevent learning 
effects. After the objects appeared one of three advice cues was randomly 
presented, indicated by a red frame (1 cm width) surrounding the picture. 
Participants were informed that the advice cue represented the choice of 
a group of participants of a previous study. Three types of cues were used: 
‘novices’, ‘amateurs’, and ‘experts’, which was shown above the red frame. 
The level of expertise was manipulated by informing participants that 
experts had high scores on this task, whereas novices had low scores. 
However, subjects were free to use any decision strategy. Although advice 
information purposely implied that following expert cues is better than 
following novice cues, in reality the predictive value of each cue was at 
chance level. The objects were shown for maximally 2500 milliseconds 
and the cue appeared after the first 500 milliseconds. This means that 
participants had a maximum of 2000 ms to make a decision by pressing 
either the left or right button with their index finger (Figure 5.1). 
Subsequently, participants  
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Figure 5.1. Left: Overview of a single trial. In total 120 trials were presented with an 
jittered inter-trial interval of 100-1000 ms. The total duration of the task was 
approximately 10 minutes. Right: EEG setup of experiment 1 and tDCS-EEG setup of 
experiment 2. 
 
received points that reflected monetary reward. Points ranged from -40 
(punishment) to +50 (reward) in steps of 10. When participants did not 
respond within 2000 ms a message with the text “faster” appeared. The 
outline of a single trial is shown in Figure 5.1. To prevent that 
participants realize that advice cue information was random, they were 
informed that the points they receive are relative to the points they would 
have received if opted for the alternative. As the number of points for this 
alternative was not presented, participants were kept uncertain about 
the actual correctness of their choice. A total of 120 trials was presented, 
with 40 trials of each advice cue and an inter-trial interval of 100-1000 
ms. Data of the behavioral task were stored for offline analysis using 
Presentation software (Neurobehavioral systems, Berkeley, CA, USA).  
 
To study underlying ERP components of advice information processing 
EEG measurements were performed during the task. After participants 
were informed about the task EEG electrodes were placed. Then 
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participants performed the decision-making task for approximately 10 
minutes, after which EEG was removed and participants were debriefed.  
 
5.2.1.3. Electroencephalography recording 
EEG was recorded continuously during the task using an online 0.1-70 
Hz band-pass filter with a sampling rate of 1000 Hz on a passive 64 
channel EASYCAP with TMS multitrode system (EASYCAP GmbH, 
Herrsching, Germany). Recordings were made from a selection of 13 
resin-covered sintered Ag/AgCl electrodes (F3, F1, Fz, F2, F4, P3, Pz, P4, 
T7, T8, O1, Oz, O2), as shown in Figure 5.1. The reference electrode was 
positioned on the left mastoid and the ground electrode was placed at 
POz. Furthermore, a vertical electro-oculogram was recorded from 
electrodes above and below the left eye and a horizontal electro-
oculogram was recorded from electrodes at the outer canthus of both eyes. 
Raw EEG data were recorded and stored for offline analysis using 
BrainVision Analyzer 2.0 (Brain Products GmbH, München, Germany). 
 
5.2.1.4. Data reduction and processing 
5.2.1.4.1. Advice information processing 
For each participant the % following of novice, amateur and expert cues 
was calculated. In order to determine how informative each cue was 
experienced by the participants the subjective predictive value (SPV) was 
calculated. This value is the absolute difference between % following and 
chance level (50%). Therefore, the SPV is a value between 0 and 50 with 
larger numbers representing higher subjective information value. For 
example, if a cue is followed in 100% of trials or in 0% of trials, the SPV 
would be 50. This means that these cues were highly informative, as 
participants either followed or opposed the cue at all times, whereas an 
SPV of 0 implies that the cue was uninformative to the participant and 
was followed at chance level.  
 
5.2.1.4.2. ERP data analysis 
All EEG recordings were offline band-pass filtered between 1.5 and 30 Hz 
(48 dB/Octave) and referenced to the mastoid. ERPs of 1000 ms were 
segmented time-locked to the moment participant received feedback 
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immediately following the decision. Epochs were baseline-corrected using 
a -100–0 ms window. Ocular artifacts were controlled using the Gratton 
and Coles algorithm (Gratton et al., 1983). Additional artifacts were 
removed automatically if peak-to-peak differences exceeded 100 µV or 
was below 0.5 µV, which was followed by a visual inspection. Remaining 
epochs were averaged separately for 1) reward vs punishment and 2) 
novice vs amateur vs expert trials. All ERP results were analyzed at the 
Pz electrode. This electrode was chosen to compare the findings with 
experiment in which only the Pz electrode was investigated (see section 
3.1.5. and Supplementary Table 5.1). The ERPs recorded at the other 
channels are displayed in Supplementary Figure S5.1 and S5.2.  
   
5.2.1.5. Statistical analysis 
Expert information processing was measured by the amount of advice 
cues followed during the decision-making task. GLM repeated measures 
ANOVAs with dependent variables % following cues and reaction time 
were used to investigate how advice cues influenced decision-making. 
Significant results were followed by Bonferroni-corrected paired samples 
t-tests. Additionally, in a post hoc test SPV values were tested against a 
test value of 0 (indicating no predictive value). ERP components were 
investigated using GLM repeated measures ANOVAs in the time window 
of FRN (200-300 ms; Gentsch et al., 2009), P3a (350-400 ms; Muller-Gass 
et al., 2007) and P3b (450-600 ms; Calvo & Beltrán, 2014). Significant 
results were followed by an exploratory analysis in which a time course 
of the significant differences was made by plotting the p-value each 4 ms 
within the investigated time window.  
All statistical analysis were performed using IBM SPSS 22.0 and the 
statistical level of significance was set to α < 0.05 (two-tailed). All 
analyses were checked for normality and Mauchly’s test was used to 
examine the assumption of sphericity. A Greenhouse-Geisser correction 
was used if the sphericity assumption was violated. All averages are 
represented as mean ± SEM. 
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5.2.2. Results 
5.2.2.1. Advice cue processing 
Participants chose the left vase in 50.59 ± 1.16% and the right vase in 
48.89 ± 1.09% of trials, which did not significantly differ (t(20) = 0.76, p = 
0.45), and responded too late in 0.51 ± 0.30% of trials. A significant 
difference between following the three advice cues was observed (F(2,40) 
= 31.91, p < .001). On average, participants followed novices in 33.41 ± 
4.23%, amateurs in 37.80 ± 3.26%, and experts in 76.10 ± 4.22% of trials. 
Bonferroni-corrected pairwise comparisons revealed that experts were 
followed significantly more than novices (t(20) = 6.11, p < .001) and 
amateurs (t(20) = 6.31, p < .001), but percentage following was not 
different between novices and amateurs (Figure 5.2A). Furthermore, we 
tested whether the subjective predictive value, that is the absolute 
difference from chance level (50%) was significantly greater than zero. 
Consequently, Bonferroni-corrected one-sample t-tests were performed 
and SPVs of all cues (novice: SPV = 16.59, t(20) = 3.82, p = .003; amateur: 
SPV = 12.20, t(20) = 3.75, p = .003; expert: SPV = 26.10, t(20) = 6.18, p < 
.001) were significantly different from chance level (Figure 5.2A). Expert 
cues were subjectively perceived as being most predictive, whereas 
amateur cues were seen as least predictive. Interestingly, SPVs were 
significantly positively correlated between all three conditions (novice – 
amateur: r = 0.507, p = .019; novice – expert: r = 0.529, p = .014; amateur 
– expert: r = 0.508, p = .019). This suggest that participants who rely more 
on advice information in one condition, will also rely more on advice 
information in another condition.   
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Figure 5.2. A) Percentage advice following for novice, amateur and expert cues in 
experiment 1. Percentage following was compared between different cue types and to 
chance level (50%). B) Decision times for each of the three advice cues. Asterisks 
indicate significant results after Bonferroni correction (p < .05). 
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Figure 5.3. A) ERP response time-locked to reinforcement feedback immediately after 
decision making for reward and punishment trials in experiment 1. P3b amplitude B) 
and time course C) 450-600 ms after feedback onset for reward and punishment trials. 
D) ERP response time-locked to reinforcement feedback immediately after decision 
making for different advice cues in experiment 1. E) Time course of the differences 
between advice cues within P3a. F) P3a amplitude 350-400 ms after feedback onset for 
advice cues (left y-axis). Gray bars reflect the SPV for each cue (right y-axis). Asterisks 
indicate significant effects (p < .05).  
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Decision time differed significantly between advice cue categories as well 
(F(2,20) = 19.00, p < .001). Bonferroni-corrected pairwise comparisons 
revealed that during expert trials decisions were made significantly 
faster than during novice trials (t(20) = 7.02, p < .001) and amateur trials 
(t(20) = 4.60, p = .001). No difference was observed between novice and 
amateur trials, (t(20) = 0.08, p = .936)(Figure 5.2B). Furthermore, no 
correlation between averaged decision time and averaged SPVs was 
found (r = -0.186, p = 0.420). 
 
5.2.2.2. Reward and punishment ERPs 
A significant difference for the P3b component was observed between 
reward and punishment trials (Pz, F(1,20) = 5.99, p = .024; Figure 
5.3A,B), specifically in a time window of 492 – 588 ms (Figure 5.3C). No 
significant difference between reward and punishment trials was 
observed for FRN (Pz, F(1,20) = 0.01, p = .965) or P3a (Pz, F(1,20) = 0.01, 
p = .934). Similar results were observed for electrode P3 and P4, but no 
differences between reward and punishment trials were found in other 
electrodes (Supplementary Figure S3.1). 
 
5.2.2.3. Advice cue ERPs 
Analysis of ERPs segmented for different advice cues revealed a trend 
towards significance at the P3a component (F(2,40) = 3.30, p = 0.047; 
Figure 5.3D). Indeed, analysis of the time points within the P3a window 
revealed a significant effect between 366 and 386 ms (Figure 5.3E). 
Bonferroni-correct post-hoc comparisons revealed a significantly larger 
P3a amplitudes in response to expert compared to amateur cue (t(20) = 
2.73, p = 0.039; Figure 5.3F). The novice-expert and novice-amateur 
differences in ERP signal did not reach significance. The modulation of 
the P3a component concurred with the differences in SPV (Figure 5.3F). 
No effect of advice cues was found on FRN (F(2,40) = 2.43, p = 0.101) and 
P3b (F(2,40) = 0.20, p = 0.822).  
 
5.3. Experiment 2 
Indeed, Reinhart et al. (2014) have shown that FRN amplitudes are 
decreased and error positivity are increased after offline cathodal tDCS 
(ctDCS), and reduced behavioral adjustments after errors. Here, we 
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explored the effects of online ctDCS on feedback-related ERPs. Based on 
experiment 1 we expected therefore P3a amplitude to be decreased. 
Furthermore, in accordance to findings of Reinhart et al. (2014) a 
decrease in FRN amplitude was expected. 
 
5.3.1. Materials and methods 
5.3.1.1. Participants 
Thirty right-handed subjects participated in experiment 2 (19 female, 
mean age ± SD 22.13 ± 3.50 years), none of which participated in 
experiment 1. All participants had normal or corrected-to-normal vision, 
and no history of neurological or psychiatric disorders.  
 
5.3.1.2. Experimental design and procedure 
During this experiment the same behavioral task was utilized during 
which sham and cathodal stimulation was applied in a double-blind 
within-subjects design. As subjects participated in two sessions, the 
original behavioral task (with vases) was presented once and in the other 
session the same behavioral task was used with other neutral objects 
(lamps). The order of stimulation and behavioral task objects was 
randomized. To control for effects of diurnal rhythm both sessions started 
at the same time of day (Ridding & Ziemann, 2010). To prevent carry-
over effects sessions were 7 days apart (Nitsche & Paulus, 2001). 
 
The procedure was similar to experiment 1 with the exception that tDCS 
was applied during the task, which was turned on 4 minutes prior to the 
begin of the task and lasted throughout the duration of the task.  
 
5.3.1.3. Transcranial direct current stimulation 
TDCS was delivered with a battery-driven constant current stimulator 
(DC-stimulator, NeuroConn GmbH, Ilmenau, Germany), using two 
rubber electrodes in saline-soaked sponges. Additional conductive gel was 
used to improve conductivity between the electrodes and the scalp and 
avoid bridging between EEG sensors. In addition, EEG sensors were 
protected by a resin cover. The active tDCS electrode (5x7 cm) was placed 
horizontally over Fpz, whereas the reference electrode (10x10 cm) was 
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placed over Cz (Manuel et al., 2014) Stimulation was applied at an 
intensity of 1.0 mA (current density active: 0.029 mA/cm², reference: 0.01 
mA/cm²) which is within the borders of tDCS safety guidelines (Nitsche 
et al., 2008). Electrode impedance was kept below 10 kΩ during the 
stimulation period.  
 
Active ctDCS was applied for approximately 14 minutes, 4 minutes before 
the onset of the behavioral task, in order to ensure that effects of 
stimulation were maximal at the start of the behavioral task (Nitsche & 
Paulus, 2000; Manuel et al., 2014). During the fade-in period the current 
was gradually increased over 30 seconds (Zaehle et al., 2011). During 
sham tDCS a current was applied for only 30 seconds using the same 
montage as in the active ctDCS condition, which has shown to 
successfully blind participants (Gandiga et al., 2006). All participants 
underwent both active and sham stimulation conditions. After each 
session participants were asked to indicate whether tDCS felt 
unpleasant. Also, to ensure successful blinding subjects were asked to 
indicate in which of the two conditions they received active stimulation. 
 
5.3.1.4. Electroencephalography recording 
EEG apparatus, setup and recording were the same as in experiment 1.  
 
5.3.1.5. ERP data analysis 
EEG data preparation and analysis was performed in the same way as in 
experiment 1. Pre-processing steps were standardized across the two 
experiments. In both experiments, the same criteria for removing 
artifacts were used, (automatic removal of peak-to-peak differences above 
100 µV and below 0.5 µV, followed by visual inspection). This was done to 
avoid any quality differences in recorded EEG signals between the 
experiments. Due to the proximity between EEG and tDCS electrodes a 
considerable amount of clipping or high intensity noise was observed in 
frontal electrodes. The participant’s data of a single channel were 
excluded if more than 50% of epochs were rejected. As a result the Fz 
electrode was excluded from further analyses as 23 participants (77%) 
met this criteria. For electrode Pz data from 7 participants was excluded 
and the data of the remaining 23 participants was analyzed and reported 
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here. To compare data quality between sham and active ctDCS condition 
the percentage of removed segments, based on the above-mentioned 
artifact removal criteria, was compared. From the remaining 23 
participants on average 3.83 ± 1.98% of the segments was removed in the 
sham condition and 4.56 ± 1.56% of segments was removed in the ctDCS 
condition. A within-subjects ANOVA did not reveal a significant 
difference in percentage removed trials (F(1,22) = 0.10, p = 0.755). For 
the main analysis artifact-free epochs were averaged separately for 1) 
reward vs punishment, 2) novice vs amateur vs expert, and 3) sham vs 
cathodal tDCS trials.  
 
To investigate changes in oscillatory activity, an exploratory time-
frequency analysis was performed by using the fast Fourier transformed 
power spectra of single trial EEG data using complex Morlet wavelets, 
using 30 logarithmically increasing steps between 1.5-10 Hz. All ERP 
results were analyzed at the Pz electrode. Other electrodes of interest 
were not taken into account because of the large amount of data loss 
(Supplementary Table S5.1). 
 
5.3.1.6. Statistical analysis 
Effect of ctDCS on percentage following cues and reaction time were 
investigated using GLM repeated measures ANOVAs. To check for a test-
retest effect between sessions a repeated measures ANOVA was 
performed with session number on the percentage following of cues. All 
comparisons between ERP components (reward vs punishment, 
“RewPun”; novice vs amateur vs expert, “CueType”; sham vs real, “Stim”) 
as well as interaction effects were analyzed using GLM repeated 
measures ANOVA analyses at FRN (200-300 ms), P3a (350-400 ms) and 
P3b (450-600 ms). For the spectral analysis of evoked power a time 
window of interest between 200 and 500 ms was selected, at which FRN 
and P300 are observed (Cohen et al., 2007; Wischnewski & Schutter 
2017). Paired samples t-tests were performed to test the difference 
between sham and active ctDCS for reward and punishment trials 
separately in the windows of 2.5 – 4.0 Hz, 4.0 - 5.5 Hz and 5.5 - 7.0 Hz. 
As this is an exploratory analysis, no multiple comparison correction was 
performed. 
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All statistical analysis were performed using IBM SPSS 22.0 and the 
statistical level of significance was set to α < 0.05 (two tailed). All 
analyses were checked for normality and Mauchly’s test was used to 
examine the assumption of sphericity. A Greenhouse-Geisser correction 
was used if the sphericity assumption was violated. All averages are 
represented as mean ± SEM. 
 
5.3.2. Results 
Stimulation was well tolerated and only one participant reported mild 
discomfort (a constant itching sensation). Due to tDCS-related artifacts, 
ERP data from electrode Pz could not be analyzed in seven participants 
(Supplementary Table S5.1). Other electrodes of interest were not taken 
into account because of the large amount of data loss. Blinding of real and 
sham tDCS was successful (43.3% correct, χ² = 1.80, p = 0.180).  
 
5.3.2.1. Effect of ctDCS on advice processing 
In the sham condition participants chose the left vase in 48.44 ± 1.02% 
and the right vase in 51.36 ± 1.05% of trials, which did not significantly 
differ (t(29) = 1.41, p = 0.17), and responded too late in 0.19 ± 0.08% of 
trials. In the ctDCS condition participants chose the left vase in 48.61 ± 
0.87% and the right vase in  
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Figure 5.4. A) Percentage advice following for novice, amateur and expert cues during 
sham and ctDCS in experiment 2. Percentage following was compared between different 
cue types, sham and active stimulation and to chance level (50%). B) Decision times 
during sham and ctDCS for each of the three advice cues. Asterisks indicate significant 
results after Bonferroni correction (p < .05). 
 
50.97 ± 0.87% of trials, which also did not significantly differ (t(29) = 0.76, 
p = 0.45), and responded too late in 0.42 ± 0.14% of trials.  GLM repeated-
measures ANOVA revealed an effect of advice information on decision-
making (F(2,58) = 46.24, p < .001). On average, participants followed 
novices in 38.60 ± 3.50%, amateurs in 46.67 ± 2.76%, and experts in 77.57 
± 2.66%. As in experiment 1, Bonferroni-corrected pairwise comparisons 
showed that participants followed experts significantly more than novices 
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(t(29) = 7.65, p < .001) and amateurs (t(29) = 8.64, p < .001), but no 
significant difference was observed between novices and amateurs 
(Figure 5.4A). Bonferroni-corrected one-sample t-tests showed that SPV 
of novice cues in the sham condition (t(29) = -3.47, p = .030) as well as the 
SPV of expert cues in both sham (t(29) = 8.60, p < .001) and active ctDCS 
condition (t(29) = 10.23, p < .001) were significantly different from chance 
level. No deviations from chance level were observed after amateur and 
novice cues during active ctDCS. No main effect of ctDCS condition was 
found, neither was there an interaction effect between type of cue and 
stimulation (Figure 5.4A). Furthermore, the results cannot be explained 
by a test-retest effects as the % following behavior did not significantly 
differ between the first and second session (F(2,58) = 0.66, p = 0.421). 
 
Decision time differed significantly between advice cue categories 
(F(2,50) = 18.64, p < .001). Bonferroni-corrected pairwise comparisons 
showed that during expert trials decision time was significantly faster 
than during novice trials (t(29) = 4.59, p < .001) and amateur trials (t(29) 
= 4.49, p = .001), with no difference between novice and amateur trials. 
Reaction times did not differ between sham and active ctDCS, neither 
was there an interaction effect between type of cue and stimulation 
(Figure 5.4B). In sum, frontal ctDCS did not influence the use of advice  
as compared to sham. 
 
5.3.2.2. Effect of ctDCS on reward and punishment ERPs  
Similar to experiment 1, analysis of the feedback-locked ERPs revealed a 
significant effect of RewPun for P3b (F(1,22) = 12.73, p = .001; Figure 
5.5A). This effect was specific to a time window between 472 - 568 ms, 
with reward feedback inducing larger P3b amplitudes than punishment 
feedback. (Figure 5.5C). No significant RewPun effect was observed for 
FRN (F(1,22) = 0.87, p = .361) or P3a (F(1,22) = 0.62, p = .438). 
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Figure 5.5. A) ERP response time-locked to reinforcement feedback immediately after 
decision making during sham and ctDCS in experiment 2. The asterisk indicates a significant 
effect of RewPun and the obelisk indicates a significant effect of Stim (p < .05). B) Time 
course (200-300 ms after feedback onset) of the Stim effect. C) Time course (450-600 ms 
after feedback onset) of the RewPun effect. D) ERP response time-locked to reinforcement 
feedback for different advice cues during sham and ctDCS in experiment 2. P3a amplitude 
(350-400 ms) for advice cues (left y-axis), with gray bars reflecting the SPV (right y-axis) 
during E) sham stimulation and F) active ctDCS.  
 
A significant main effect of Stim (ctDCS vs sham) was observed for FRN 
(on average F(1,22) = 4.75, p = .040; Figure 5.5A). Compared to sham, 
ctDCS decreased the amplitude of FRN in the window between 248 and 
272 ms (Figure 5.5B). No significant Stim effect was observed for P3a 
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(F(1,22) = 1.55, p = .226) or P3b (F(1,22) = 0.03, p = .862). Also, no 
significant RewPun*Stim interaction was found for FRN (F(1,22) = 0.34, 
p = .566), P3a (F(1,22) = 0.52, p = .477) and P3b (F(1,22) = 1.07, p = .314). 
The difference in FRN amplitude between active and sham ctDCS was 
not significantly correlated with overall % following (r = 0.044, p = .842), 
response time (r = -0.202, p = .354), or overall SPV (r = -0.089, p = .686). 
 
Furthermore, the mean standard deviation of the ERP signal between 0 
and 600 ms was comparable across conditions. In the sham condition the 
average standard deviation was 13.19 ± 0.34 µV for the punishment 
condition and 13.12 ± 0.46 µV for the reward condition. In the active 
ctDCS condition the average standard deviation for the punishment 
condition was 13.81 ± 0.64 µV and for the reward condition14.05 ± 0.64 
µV. A 2x2 within ANOVA revealed no significant differences between 
stimulation conditions (F(1,22) = 1.24, p = 0.278), nor between reward 
and punishment (F(1,22) = 0.19, p = 0.670), nor an interaction effect 
(F(1,22)  = 0.97, p = 0.335). This suggests that the noise levels did not 
differ between real and sham ctDCS. 
 
5.3.2.3. Effect of ctDCS on advice cue ERPs  
CueType did not significantly affect P3a amplitude (F(2,44) = 0.45, p = 
.639; Figure 5.5D). However, during sham tDCS the P3a component did 
show a comparable trend of modulation by subjective predictive value as 
found in experiment 1 (Figure 5.5E), even though the difference between 
P3a amplitudes of amateur and expert cues did not reach statistical 
significance (p = 0.066). Similar though more variable results were 
observed in the ctDCS condition indicating that active stimulation did 
not significantly alter P3a amplitudes (Figure 5.5F). As in experiment 1, 
no effect of CueType was found on FRN (F(2,44) = 0.80, p = .454) and P3b 
(F(2,44) = 0.52, p = .596). 
 
As with the reward and punishment trials a trend towards decreased 
FRN amplitudes after ctDCS compared to sham was observed, but this 
did not reach significance (F(1,22) = 3.12, p = .090). No Stim effect was 
found for P3a (F(1,22) = 2.26, p = .146) and P3b (F(1,22) = 0.32, p = .579). 
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Figure 5.6. Frequency spectrum plots time-locked to reinforcement feedback immediately 
after decision making in experiment 2. In the upper part the time-frequency plots are shown 
for reward trials during sham (left) and active (middle) stimulation as well as the activity 
difference (right). In the lower part the same plots are shown for punishment trials. The box 
indicates a significant difference between active and sham stimulation (p < .05). 
 
No interaction effect of CueType*Stim was observed in FRN (F(2,44) = 
0.42, p = .657), P3a (F(2,44) = 0.36, p = .703) and P3b (F(2,44) = 0.43, p = 
.655). 
 
5.3.2.4. Effect of ctDCS on evoked power 
An exploratory analysis of the event-locked data in time-frequency 
domain revealed that real compared to sham tDCS decreased activity in 
between 4 and 5.5 Hz in a time window of 200-500 ms after feedback onset 
(Figure 5.6). However, this effect was only observed in reward (F(1,22) = 
6.52, p = .018), but not punishment trials (F(1,22) = 0.78, p = .387).  
 
5.4. Discussion 
When individuals experience outcome uncertainty during decision-
making, they tend to rely on advice that may contain relevant 
information that contributes to a positive outcome. As such, expert advice 
is considered more credible than advice by non-experts at face value 
(Harvey & Fischer, 1997; Van Swol & Sniezek, 2005). In the first 
experiment we showed that during uncertainty expert advice is indeed 
significantly followed more often than amateur and novice advice. 
Furthermore, participants responded significantly faster to cues that 
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were perceived as more informative, which is in accordance with previous 
findings (Klucharev et al., 2008; Meshi et al., 2012).  
 
These observations are in accordance with the prospect theory of 
decision-making (Kahneman & Tversky, 1979). Kahneman and Tversky 
(1979) proposed that feedback signals are used to form an internal 
inference model (heuristic) to predict which choices yield the expected, 
better than expected or worse than expected outcome. However, 
uninformative feedback lacks predictive power and introduces 
uncertainty, and consequently contextual framing effects strongly 
influence decision-making (Tversky & Kahneman, 1992). Due to the low 
predictability of the reward and punishment feedback, participants start 
to rely on alternative cues to guide their decisions. In other words, 
because the reward-punishment feedback cannot be used to form an 
internal prediction model, participants will become more sensitive to 
expert advice. 
 
Our first finding was that the FRN was not modulated by feedback cues. 
The FRN is thought to reflect the discrepancy between predicted and 
actual outcomes (Holroyd & Coles, 2002). The absence of effects therefore 
suggests that prediction-outcome mismatch detection is unaffected by 
advice cues. Importantly, since reward and punishment feedback was 
randomly presented, participants were not able to form a reliable internal 
prediction model. As a result, brain signals related to the detection of 
anticipated versus actual outcome are not be expected. This is also 
underlined by the observation that no effect of valence was observed in 
the FRN. Several studies have suggested that the FRN is affected by 
valence, with larger amplitudes for negative compared to positive 
feedback (Bellebaum et al., 2010a; Wu & Zhou, 2009). Hence, the FRN 
may distinguish between better- and worse-than-expected outcomes 
(Bellebaum et al., 2010a; Ullsperger et al., 2014). The absence of a valence 
effect in this study points towards the absence of a reliable prediction 
model. 
 
In accordance with the prospect theory, during the absence of a reliable 
internal model, no errors in prediction will be observed and individuals 
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will rely strongly on external cues instead. Our results showed that, in 
contrast to the FRN, the P3a amplitude seemed to be affected by advice 
cues. This may suggest that subjectively perceived predictability of a cue 
may be reflected by a change in P3a amplitude. The least informative 
amateur’s advice showed the smallest P3a amplitude, whereas the most 
informative expert cues showed the largest P3a amplitude. Previous 
studies have shown that the P3a amplitude is associated with the 
allocation of attentional resources (Polich, 2007). Furthermore, Kopp and 
colleagues (2016) showed that P3a amplitudes increase with higher 
certainty as more attention is allocated towards information that is 
subjectively perceived as the most valid. In our study, participants’ 
certainty depended on the SPV of each advice cue since reward and 
punishment feedback signals were randomly given and thus 
uninformative. In this context, expert advice is considered to be more 
reliable than amateur advice, which yields increased attention towards 
the feedback. Importantly, although the results of P3a in the second 
experiment pointed towards the same direction, differences between 
expert and amateur cues did not reach significance (p = 0.066, two-tailed). 
The interpretation of the P3a results is therefore tentative and needs to 
be further explored in future investigations. 
 
In contrast to the P3a component, the P3b was not affected by the SPV of 
each cue. This is in line with the idea that no internal prediction model 
was generated and hence no updating, which is associated with P3b 
amplitude, could have occurred. As reward and punishment feedback was 
not predictive, advice cues were perceived as the primary source of 
information and as the cues remained the same over time no additional 
learning and hence prediction model updating occurred (Tversky & 
Kahneman, 1992; Chase et al., 2011). This is supported by the 
observation that participants showed no difference in following the advice 
between sessions in the second experiment.  
In the second experiment we investigated the contributions of the frontal 
reward-punishment network that underlie these electrophysiological 
components using concurrent ctDCS-EEG. Reinhart & Woodman (2014) 
showed that offline frontal ctDCS before a decision-making task 
decreases FRN amplitudes and was related to slower learning rates. This 
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suggests that by decreasing FRN, and hence the detection of prediction 
errors, the generation of internal predictions models was hindered. Here, 
we show that the FRN amplitude is also decreased when these signals 
are measured during ctDCS. Furthermore, in our  study the ctDCS-
induced decrease in FRN did not influence decision making, further 
suggesting that the participants tended to rely on advice and not on 
reward-punishment feedback, thus preventing any learning. It should 
also be noted that contrary to Reinhart & Woodman (2014) we 
investigated the online effects of simultaneous tDCS on 
electrophysiological components. Our study therefore provides evidence 
that tDCS can directly affect the FRN, that is not necessarily related to 
plasticity effects in the underlying cortical tissue. Previous studies have 
linked the FRN to activity in the theta band (HajiHosseini & Holroyd 
2013; Cavanagh et al., 2014) and it has previously been shown that 
increased learning speed is associated with decreased theta activity 
(Cavanagh et al., 2010; Mas-Herrero & Marco-Pallares, 2014; 
Wischnewski et al., 2016). Indeed, a significant decrease in theta activity 
in reward trials was observed after ctDCS. 
 
Notably, ctDCS did not modulate the P3a amplitude which may be due to 
the tDCS montage which may not have targeted the actual neural 
generator of the P3a component. Another explanation is that ctDCS did 
target the intended neuronal population for generating the P3a, but that 
the physiological effects were too small to cause a measurable change in 
amplitude and behavior. It should however be noted that the currently 
used tDCS montage has shown to cover a significant portion of the frontal 
cortex, including the OFC and medial frontal cortex (Manuel et al., 2014). 
P3a source localizing studies have identified a broad network within 
frontal, parietal and cingulate areas (Volpe et al., 2007; Sabeti et al., 
2016) that broadly corresponds to the so-called fronto-parietal attention 
network (Szczepanski et al., 2013). Although there seems to be 
considerable overlap between the areas underlying P3a generation and 
the area being stimulated with ctDCS, it is unknown whether this 
montage actually targets the critical sub-regions and networks. 
Furthermore, meta-analyses have shown that tDCS effects on cognition 
are subtle with a small-to-moderate effect size at best (Jacobson et al., 
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2012; Dedoncker et al., 2016). So, whereas ctDCS did influence FRN 
activity, the P3a was not modulated by the current tDCS montage. As 
indicated by the observation that the ctDCS-induced change in FRN was 
not related to any ctDCS-induced behavioral changes, the FRN does not 
seem to be  part of the subjective valuation of advice cues. However, as 
the present study was not designed to provide evidence for this null 
hypothesis, more research is needed to shed light on whether or not a 
relationship between FRN and advice taking exists. 
 
Finally, several limitations should be mentioned. First, presentation of 
feedback immediately followed the participant’s button response. This 
response was given by a button press of the left or right index finger, 
which may evoke movement-related potentials in electrodes near the 
primary motor cortex, specifically C3 and C4. Unfortunately EEG could 
not be recorded from the C3 and C4 electrode  recorded due to the size of 
the return electrode. Even though possible contributions of movement-
related potentials cannot be completely excluded the equal distribution 
of left and right responses, it not likely that movement-related potentials 
would have affected recording from more posterior electrode locations 
such as the Pz. Second, due to the relatively small number of trials no 
interaction between reward/punishment and advice cue on the ERP 
signals could be analyzed. However, as the effects of advice cues and 
reward vs punishment were observed in different time windows (350-400 
ms and 450-600 ms respectively) no interaction effect was expected. 
Third, the present study suggests that FRN and P3b have no direct 
involvement in the processing of advice cues as decision-making behavior 
itself was not affected by ctDCS. The behavioral changes that are 
associated with FRN modulation using the current ctDCS montage 
cannot be answered by the present study as in this study no learning task 
was used. Lastly, combining EEG and tDCS in the current montage is 
challenging and due to low signal-to-noise ratio in the frontal electrodes 
we could not analyze the EEG recordings (Mancini et al., 2015). Channels 
were excluded if more than 50% of epochs were rejected. Electrode Fz, at 
which the FRN component is typically measured (Barker & Holroyd, 
2011), had to be rejected in 77% of participants. Therefore, the FRN 
component was analyzed at the Pz electrode. To the best of our 
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knowledge, this is the first study investigating feedback-related ERP 
components during tDCS and despite the suboptimal scalp location, a 
clear negativity was observed between 200 and 300 ms after feedback 
onset. In addition to a decreased signal-to-noise ratio, a blood pulsation 
artifact is observed at around 1 Hz (Noury et al., 2016) and therefore a 
high-pass filter of 1.5 Hz was used, which did not affect the observed 
difference in FRN between real and sham stimulation (Supplementary 
Figure S5.3).  
 
5.5. Conclusion 
The present study shows that during uncertainty participants direct 
their attention to expert advice. On the electrophysiological level, this is 
evidenced by a larger P3a during subsequent reward- and punishment-
related feedback processing. Other components such as the FRN and P3b 
were not affected by advice cues. However, ctDCS targeting the frontal 
cortical areas did significantly decrease FRN amplitude. This suggests 
that advice cues can alter feedback related electrocortical signals by 
primarily affecting attentional processes, whereas detection and 
adaptation of mismatches between a prediction model and actual 
outcome do not seem to be influenced. 
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Supplementary data 
 
 F1 F2 FZ F3 F4 T7 T8 P3 PZ P4 O1 OZ O2 TOTAL 
LOSS 
PP 1 A+S A+S A  A   A      5 
PP 2 A A A A A A A A A A A A A 13 
PP 3              0 
PP 4 A+S A+S A+S  A     A    5 
PP 5 S S   S         3 
PP 6 S A+S S A A     A    6 
PP 7 A  A A A   A  A    6 
PP 8 S S            2 
PP 9 A A A A A   A A A    8 
PP 10 A+S A+S A+S A+S A         5 
PP 11  A A  A         3 
PP 12 A A A           3 
PP 13 A A+S A A A   A A A    8 
PP 14 A+S A+S A A+S A         5 
PP 15              0 
PP 16 A A A A A         5 
PP 17 S A A A          4 
PP 18 S S S S          4 
PP 19              0 
PP 20  S A           2 
PP 21 S A+S S S S S S S S S S S S 13 
PP 22 A A+S A A A A A A A A A A A 13 
PP 23  A+S A+S A+S          3 
PP 24 A+S A A A A         5 
PP 25 A+S A A+S A+S      A+S    5 
PP 26  A+S A A S    A A    6 
PP 27 A S A A S    A+S     6 
PP 28              0 
PP 29  S S S S         4 
PP 30              0 
TOTAL 
LOSS 
20 24 23 18 18 3 3 7 7 10 3 3 3  
 
Table S5.1. EEG channels that were too noisy due to artifacts produced by the tDCS 
apparatus are indicated by the letter A or S. Data loss was observed during active 
stimulation (A) and during sham stimulation (S). The recording  was discarded > 50% 
of the data was rejected due to artifacts. Data loss was mainly observed in channels that 
were close to the tDCS electrodes in the frontal channels. Furthermore, artifacts were 
not only limited to active stimulation, but were also observed during sham stimulation. 
Although during sham stimulation no active current is flowing, the DC-stimulator is 
turned on. A decrease in signal-to-noise ratio of EEG signals was observed in a number 
of participants due to small passive current leakage from the stimulator. 
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Figure S5.1. An overview of ERPs after feedback onset (0 ms) in all recorded channels for 
reward and punishment trials. Around 100 ms a positive peak (P1) is observed in occipital 
electrodes. A second positive peak (P2) is observed at the frontal electrodes around 200 ms, 
followed by a fronto-parietal negativity (FRN). Lastly a positive peak is observed around 375 
ms (P3a), which is followed by a relative positivity, referred to as P3b (450-600 ms). A 
significant main effect of observed for the P3b component (450-600 ms) in electrode Pz 
(F(1,20) = 5.99, p = .024). The same effect was also observed in electrode P3(F(1,20) = 
10.41, p = .004) and P4 (F(1,20) = 7.05, p = .015). None of the other channels showed a 
significant difference in FRN, P3a or P3b. 
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Figure S5.2. An overview of ERPs after feedback onset (0 ms) in all recorded channels for 
novice, amateur and expert cues. A significant main effect of observed for the P3a component 
(350-400 ms) in electrode Pz (F(2,40) = 3.30, p = 0.047). None of the other channels showed 
a significant difference in FRN, P3a or P3b.  
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Figure S5.3. For the offline analysis of ERP components a band-pass filter of 1.5-30 Hz 
was used. Frequencies below 1.5 Hz were discarded due to the possibility of an artifact 
caused by blood pulsation in skin arteries (Noury et al., 2016). However, as feedback-
related ERPs are driven by low-frequency oscillations in the delta and theta range 
(Cavanagh et al., 2014), it is possible that this filter setting distorted our results. 
Therefore, analysis was performed using a band-pass filter of 0.1-30 Hz (Figure S5.3A). 
As can be observed, the general waveform differs between this analysis and the original 
analysis (1.5-30 Hz; Figure S5.3B). We explored whether the differences in ctDCS vs 
sham that were observed for the FRN (200-300 ms) could be explained by different 
filter settings. A GLM repeated measures ANOVA with FRN amplitude (200-300 ms) as 
dependent variable, and RewPun (reward vs punishment), Stim (ctDCS vs sham) and 
Filter (0.1-30 Hz vs 1.5-30 Hz) as independent variables was performed. The results 
showed neither a main effect of Filter (F(1,22) = 3.14, p = 0.091), nor a Filter*Stim 
(F(1,22) < 0.01, p = 0.957),  and Filter*Stim*RewPun interaction (F(1,22) = 0.30, p = 
0.590),. This means that the observed difference at the FRN was not distorted due to 
the filter settings. 
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Chapter 6 
Transcranial alternating current stimulation to 
frontal cortex modulates feedback-related 
electrocortical signals during advice-guided 
decision making 
 
 
 
 
 
 
 
 
 
 
 
 
Based on: 
 
Wischnewski, M., Bekkering, H. Schutter, D.J.L.G. (under review). Transcranial 
alternating current stimulation to frontal cortex modulates feedback-related 
electrocortical signals during advice-guided decision making. 
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Abstract 
Expert advice can affect decision making processes during uncertainty 
and influence the way in which reward and punishment feedback is 
perceived and processed. The frontally-recorded feedback-related 
negativity (FRN) and parietal P3 are event-related potentials (ERPs) 
proposed to be involved in both feedback processing and following advice 
during decision making. However, the  relationship between ERP 
modulation and following advice cues remains unclear. In this sham-
controlled within-subject study transcranial alternating current 
stimulation (tACS) was applied to the frontal cortex in healthy volunteers 
to specifically target FRN, P3a and P3b components and influence the 
subjective valuation of advice. Resting-state EEG was recorded prior to 
tACS and ERPs were measured during an advice guided decision making 
task after tACS. Results showed that the tendency to follow advice cues 
was negatively correlated to FRN amplitude and was predicted by resting 
state delta and theta oscillations. In contrast, P3a and P3b amplitudes 
were unrelated to behavioral outcomes. Theta tACS significantly lowered 
P3b amplitudes, while the FRN amplitude was not affected. No 
behavioral effects were observed. Our results suggest that the early, but 
not late processes involved in reward and punishment processing also 
reflect the valuation of advice information. 
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6.1. Introduction 
An important aspect involved in optimizing decision making involves the 
processing of feedback. Typically, decisions yielding a reward will be 
repeated, whereas decisions resulting in a punishment will be avoided in 
the future (Thorndike, 1911; Walsh & Anderson, 2012). In addition to 
intrinsic factors, such as valence and magnitude of reinforcement, which 
determine how feedback is perceived, extrinsic factors, like advice from 
experts, have also been shown to influence feedback processing and 
decision making (Meshi et al., 2012). The valuation of reward and 
punishment feedback depends on individual’s belief regarding the 
correctness of advice cues (Engelmann et al., 2009; 2012; Meshi et al., 
2012). Especially when reward and punishment signals are uncertain, 
one becomes more sensitive to extrinsic factors (Kahneman & Tversky, 
1979). In particular, participants likely anticipate a reward following 
highly-valid expert advice. Conversely, when a punishment follows an 
expert cue, this is subjectively perceived as a worse-than-expected 
outcome and this cue may be discarded in future situations (Ullsperger 
et al., 2014).  
 
The neurological process associated with the mismatch between actual 
and predicted outcome can be recorded from the scalp by event-related 
potentials (ERPs). The feedback-related negativity (FRN) is a feedback-
locked ERP with a fronto-central negative deflection that peaks between 
200 and 300 ms (Alexander & Brown, 2011; Holroyd et al., 2002). The 
FRN is proposed to reflect an error signal that contributes to the 
formation of internal prediction models necessary for uncertainty 
minimization (Alexander & Brown, 2011; Holroyd et al., 2002). Whereas 
some studies found evidence that the FRN mainly reflects reward 
prediction errors in case an anticipated reward is omitted (Bellebaum & 
Daum, 2008; Holroyd et al., 2002; Holroyd et al., 2004; Pfabigan et al., 
2011), other studies suggest that the FRN represents a mismatch that is 
independent of the valence of the feedback signal (Alexander & Brown, 
2011; Chase et al., 2010, Oliveira et al., 2007). The FRN is a theta (4-7 
Hz) component and originates from the anterior cingulate cortex 
(ACC)(Hauser et al., 2014; Holroyd et al., 2002; Marco-Pallarés et al., 
2007; Walsh & Anderson 2012; Zanolie et al., 2008). Furthermore, theta 
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activity is thought to reflect the degree of prediction errors in response to 
feedback outcomes (Cavanagh et al., 2010; 2011; Mas-Herrero & Marco-
Pallarés, 2014).  Both the FRN and ACC activation have been shown to 
be modulated by the presence of advice information (Engelmann et al., 
2009; 2012; Shestakova et al., 2013). For example, a discrepancy between 
one’s own choice and the choice adviced by others leads to increased FRN 
amplitudes (Shestakova et al., 2013).  
 
Next to the FRN, a parietal positive deflection 300 to 600 ms following 
feedback onset (P3) can be observed (Goldstein et al., 2006). The P3 
component can be divided into the P3a, which is associated with conscious 
attention allocation, and the P3b, which is linked to updating of the 
internal model (Fischer & Ullsperger, 2013; Polich, 2007, Ullsperger et 
al., 2014). In sum, the allocation of attention (i.e., P3a) following the 
detection of a mismatch (i.e., FRN) is proposed to reflect an active process 
of error minimization by updating the internal prediction model (i.e., 
P3b)(Fischer & Ullsperger, 2013). Similar to the FRN, both P3a and P3b 
amplitudes are sensitive to outcome magnitude and valence (Bellebaum 
& Daum, 2008; Flores et al., 2015; Hajcak et al., 2005; Kreussel et al., 
2012; Sato et al., 2005; Schevernels et al., 2014; Wischnewski & Schutter, 
2018). Additionally, we recently found preliminary evidence for an effect 
of context on the P3a in response to advices cues that were perceived as 
being more informative, suggesting that attention is allocated towards 
these cues (Wischnewski et al., 2018). Furthermore, Trautman-Lengsfeld 
& Herrmann (2013) showed that P3 amplitudes are larger after following 
correct compared to incorrect advice.  
 
Like the FRN, the P3 component is associated with oscillatory activity in 
the delta (1-4 Hz) and theta frequency range (Başar-Eroglu et al., 1992; 
Harper et al., 2014; Wischnewski & Schutter, 2017). This slow wave 
activity has been linked to numerous processes including reward 
feedback processing (Bernat et al., 2011; Nelson et al., 2011), commission 
of errors (Cavanagh et al., 2012) and cognitive inhibition (Smith et al., 
2008). More broadly, it has been suggested that larger slow-frequency 
oscillations reflect increased motivationally driven behavior, which may 
be at the cost of cognitive regulation (Schutter & van Honk, 2005; 
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Knyazev, 2012; Massar et al., 2012; Schutte et al., 2017; Wischnewski et 
al. 2016).  
 
In a previous study we aimed to investigate the direct relationship 
between FRN, P3 and following advice cues during decision making 
(Wischnewski et al., 2018). Due to the ambiguity of reward and 
punishment feedback, participants relied strongly on advice information. 
Results showed that transcranial direct current stimulation (tDCS) to the 
frontal cortex decreased FRN amplitude, but not P3 amplitude. Despite 
the effect on FRN, no effect of tDCS was found on the behavioral level. 
Since FRN and P3 are linked to slow-frequency EEG activity, tDCS may 
not have been effective in tapping into the frequencies underlying advice 
taking. This may perhaps explain the absence of behavioral findings. In 
recent years transcranial alternating current stimulation (tACS) has 
been used to modulate endogenous rhythmic activity and behavior by 
applying exogenous oscillatory currents on the head (Schutter, 2014; 
Schutter & Wischnewski, 2016). We anticipated that if tACS amplifies 
the responsible oscillatory processes underlying the reward and 
punishment feedback components FRN, P3a and P3b, less emphasis 
would be placed on external information. Thus, we hypothesized that 
tACS will lower the use of expert advice cues in decision making.  
   
6.2. Methods 
6.2.1. Participants 
Twenty-four healthy right-handed volunteers (17 females), mean age ± 
standard deviation, 21.42 ± 2.57, were included in this study. 
Participants had normal or corrected-to-normal vision, and no history of 
neurological or psychiatric disorders. Exclusion criteria were the 
presence of skin allergy or disease, the presence of metallic objects or type 
of stimulator in the body, medication (except oral contraceptives) or 
recreational drugs use less than 72 hours before each experimental 
session. All participants were naïve to the aim of the study and were paid 
for participation. Written informed consent was obtained from all 
participants. The study was conducted in accordance with the standards 
set by the Declaration of Helsinki (Fortaleza Amendments) and was 
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approved by the Committee on Research Involving Human Subjects of 
the Radboud University Medical Centre. 
 
6.2.2. Decision making task 
Participants were presented with two objects (i.e., either a pair of vases, 
pair of lamps or pair of commodes) and were instructed to decide which 
item on display was most the expensive one (Wischnewski et al., 2018). 
Objects were surrounded by a white background (resolution 350x250 
pixels) and were presented on a black screen (22 inch, 30x48 cm, 
resolution: 1680x1050 pixels). Pictures were shown 5 cm left and right of 
the center point. Participants were seated 80 cm from the screen. The 
task consisted of 120 trials and lasted for approximately 10 minutes. 
Objects were pseudo-randomly selected from a database of 240 vases, 240 
lamps and 240 commodes and each object was only shown once. In each 
trial, 500 milliseconds after initial presentation one of the two presented 
objects was surrounded by a red frame (1 cm width), which indicated the 
choice of an advisor. Participants were informed prior to the task that the 
type of advice cue was based on the scores of a previous study. Three types 
of advice cues were distinguished ‘novices’ (<400 points), ‘amateurs’ (>400 
and <1000 points), and ‘experts’ (>1000 points). The type of cue was 
indicated above the red frame. Participants were informed that they 
could use the advice cues to guide their decision, but nonetheless were 
free to use any decision strategy they desired. Although advice 
information was purposely manipulated during the instructions in a way 
that expert advice was perceived as being superior to amateur and novice 
advice, in reality the predictive value of each cue was at chance level. 
Objects were shown for maximally 2500 milliseconds and the advice cue 
appeared after the first 500 milliseconds, allowing for a maximum 
decision time of 2000 ms. Responses were given by pressing either the 
left or right button with the index finger (Figure 6.1). All conditions were 
counterbalanced. 
 
After the response, feedback was given consisting of points between -40 
(punishment) and +50 (reward) in steps of 10. If no response was 
registered within the 2000 ms the text “faster” was shown. Participants 
were informed that they received a higher number of points for the correct 
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answer than for the wrong answer. They were only shown the points 
belonging to the choice they made, but not the points of the alternative. 
Since the gained points had to be interpreted relative to the points for the 
alternative participants were kept uncertain about the actual correctness 
of their choice. Feedback was presented for 2000 ms. In total the task 
consisted of 120 trials, with 40 trials of each advice cue and an inter-trial 
interval of 100-1000 ms. Data of the behavioral task were stored for 
offline analysis using Presentation software (Neurobehavioral systems, 
Berkeley, CA, USA).  
 
 
Figure 6.1. Left: Overview of a single trial. In total 120 trials were presented with an 
jittered inter-trial interval of 100-1000 ms. Participants responded with the left or right 
index finger. Right: EEG and tACS setup. 
 
6.2.3. Transcranial alternating current stimulation 
In three separate sessions, 2.5 Hz (delta), 5 Hz (theta) or sham tACS 
(NeuroConn, Ilmenau, Germany) was administered using a frontopolar 
(Fpz; 5x7 cm)-vertex (Cz; 10x10 cm) montage at an intensity of 1 mA 
peak-to-peak amplitude (Manuel et al., 2014). During the two active 
conditions tACS was applied for 12 minutes, whereas during sham tACS 
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was applied for 30 seconds. In all conditions a ramp-up and ramp-down 
phase of 30 seconds was applied. Sessions were randomized in a 
counterbalanced order. Impedances were constantly monitored during 
stimulation and were kept below 10 kΩ (mean ± SEM; delta-tACS: 3.8 ± 
0.4 kΩ, theta-tACS: 4.2 ± 0.5 kΩ, sham: 3.9 ± 0.4 kΩ).  
 
6.2.4. Electroencephalogram recording  
Electroencephalogram (EEG; Brain Products, Gilching, Germany) was 
recorded from 13 electrodes (F3, F1, Fz, F2, F4, T7, T8, P3, Pz, P4, O1, 
Oz, O2, Figure 6.1) using an online 0.1-70 Hz band-pass filter (sampling 
rate: 1000 Hz). Four additional electrodes, placed above and below the 
left eye and at the outer canthi of each eye, were used to record eye blinks 
and movements. The reference electrode was placed on the left mastoid 
and the ground electrode was placed at POz. EEG was recorded 
continuously during the task and a resting state measurement of four 
minutes was performed before the task, alternating between open and 
closed eyes every 60 seconds. Electrode impedances were kept below 10 
kΩ. Data was recorded and stored for offline analysis using Brain Vision 
Recorder software (Brain Products GmbH, Munich, Germany).  
 
6.2.5. Procedure 
Participants were recruited using a campus database. Before the first 
session each participant filled out a safety screening form and was asked 
to give written informed consent. At the start of each session participants 
were placed comfortably in a chair in front of the task computer. TACS 
electrodes were placed and subsequently the EEG cap was positioned 
over the head and tACS electrodes. The experiment started with a four 
minute resting-state EEG in which participants alternated between open 
and closed eyes every 60 seconds. After this, participants read the task 
instructions and performed 10 practice trials followed by 12 minutes 
tACS at rest. Post-tACS participants started the task, which lasted for 
approximately 10 minutes while EEG was recorded. Finally, EEG and 
tACS electrodes were removed and participants filled out a questionnaire 
concerning somatosensory (e.g., itching or burning feeling) or visual (e.g., 
phosphenes) sensations during tACS (Bikson et al., 2016; Schutter, 
2016). After the final session participants were asked to guess when they 
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had received sham stimulation. The financial compensated consisted of 
45 Euro worth of gift cards. All sessions were separated by at least 48 
hours. 
 
6.2.6. Data reduction and processing 
6.2.6.1. Advice information analysis 
For each participant the percentage of following novice, amateur and 
expert cues was calculated. Additionally, in order to determine the by 
participants perceived informative value, the subjective predictive value 
was calculated (SPV). This value is the absolute difference between 
percentage following and chance level (50%). Therefore, the SPV ranges 
between 0 and 50 with larger numbers representing cues with more 
subjectively perceived informative value. For example, if a cue is followed 
in 100% of trials or in 0% of trials, the SPV would be 50. This means that 
these cues were perceived as highly informative, since participants either 
followed or opposed the cue at all times. On the other hand, if a cue is 
followed in 50% of the trials, the SPV is 0 and this cue is perceived as 
uninformative to the participant.  
 
6.2.6.2. EEG preprocessing  
Both resting state EEG and ERP data were band-pass filtered between 1 
and 30 Hz (shift-free Butterworth, 48 dB/Octave) and referenced to the 
left mastoid. A vertical electro-oculogram (VEOG) was obtained by 
subtracting signal recordings from above and below the left eye. A 
horizontal electro-oculogram (HEOG) was obtained by subtracting signal 
recordings from electrodes at the outer canthi of the eyes. For the baseline 
resting-state EEG and ERP analysis VEOG and HEOG signals were used 
to correct for horizontal and vertical eye movement artifacts respectively, 
using the Gratton and Coles method (Gratton et al., 1983). Remaining 
artifacts were removed in a semi-automatic procedure with an amplitude 
difference above a maximum of 100 µV followed by visual inspection for 
remaining non-neurogenic sources of activity.  
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6.2.6.3. Baseline resting-state EEG analysis 
The data was segmented into 120 two-second epochs and corrected for eye 
movements (see section 2.6.2.). After artifact rejection 2.76 ± 1.46% of 
data was discarded which did not differ between conditions (sham: 2.42 ± 
1.11%, delta-tACS: 3.01 ± 1.82%, theta-tACS: 2.86 ± 1.43%; GLM 
repeated-measures ANOVA: F(2,46) = 0.43, p = .587). A fast Fourier 
transform analysis (Hanning window length: 10%) was performed on the 
segments of pooled midline electrodes Fz and Pz, and averaged 
(Cavanagh & Shackman, 2014). Spectral voltage levels of the four minute 
resting-state EEG data was obtained in the delta (1-4 Hz), theta (4-7 Hz), 
alpha (7-13 Hz) and beta frequency range (13-30 Hz). 
 
6.2.6.4. ERP analysis 
EEG recordings during the task were segmented and time-locked to the 
onset of the feedback and corrected for eye movements (see section 2.6.2.). 
Epochs started 100 ms before presentation of feedback and ended 1000 
ms after presentation of feedback. After artifact rejection 8.60 ± 0.94% of 
data was discarded, which did not differ between conditions (sham: 8.25 
± 0.84%, delta-tACS: 8.17 ± 1.01%, theta-tACS: 9.37 ± 0.99%; GLM 
repeated-measures ANOVA: F(2,46) = 0.56, p = .573). Remaining epochs 
were baseline corrected using a -100 – 0 ms window. Subsequently epochs 
were averaged separately for novice vs amateur vs expert trials for the 
different tACS conditions. The FRN amplitude was computed by 
determining the first maximum value and the subsequent minimum 
value in a window between 150 and 350 ms at electrode Fz. These values 
were subtracted to obtain the relative negativity (Hajcak et al., 2006; 
Holroyd et al, 2003). The P3a amplitude was determined by averaging 
voltage levels in a time-window of 320-420 ms after feedback onset at 
electrode Pz. The P3b amplitude was calculated by averaging voltage 
levels in a time-window of 460-600 ms at electrode Pz (Wischnewski et 
al., 2018). 
 
6.2.7. Statistical analysis 
All statistical analyses were performed using IBM SPSS 22.0. Pre-
stimulation resting-state EEG was compared using GLM repeated-
measures ANOVAs with the three tACS conditions (sham, delta, and 
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theta) as independent variable and the frequency bands (delta, theta, 
alpha, beta) as dependent variables. Behavioral data was analyzed using 
GLM repeated-measures ANCOVAs with tACS (sham, delta, and theta) 
and cue type (novice, amateur, and expert) as the independent variables. 
EEG power in delta, theta, alpha and beta bands were entered as 
covariates and percentage following advice and SPV were the dependent 
variables. ERP components were investigated using  GLM repeated 
measures ANCOVAs with tACS conditions (sham, delta, and theta) and 
advice conditions (novice, amateur, and expert) as independent variable, 
and FRN, P3a and P3b as dependent variables. Resting-state EEG power 
values acted as covariates. All analyses were checked for normality and 
Mauchly’s test was used to examine the assumption of sphericity. A 
Greenhouse-Geisser correction was used if the sphericity assumption was 
violated. In the case of a significant main effect, Bonferroni-corrected 
paired t-tests were applied as post-hoc analysis. The statistical level of 
significance was set to α < 0.05 (two-tailed) throughout. 
 
6.3. Results 
Stimulation was tolerated by all participants and no adverse events 
occurred. Somatosensory sensations were reported by 11 participants 
during the sham stimulation, 14 during delta-tACS, and 13 during theta-
tACS. Two participants experienced the tACS as unpleasant (one in the 
delta-tACS condition and one in the theta-tACS condition) in the first 
minute of stimulation, after which the sensation decreased. None of the 
participants reported phosphenes. Blinding was successful as 
participants were unable to distinguish sham from active tACS and 
guessed the sham stimulation session correctly in 29.2% of the cases (χ² 
= 0.19, p = 0.665). 
  
6.3.1. Resting state EEG 
Baseline resting state EEG did not differ between tACS conditions for the 
delta (F(2,46) = 0.11, p = .895), theta (F(2,46) = 0.25, p = .762), alpha 
(F(2,46) = 0.56, p = .569) and beta power (F(2,46) = 0.63, p = .520). 
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Figure 6.2. A) Percentage advice followed per advice cue and stimulation condition. B) 
Subjective predictive value per advice cue and stimulation condition. C,D) Correlation 
between the average SPV and delta and theta resting state spectral voltage levels 
respectively. * p < 0.05, ** p < 0.01, *** p < 0.001. 
 
6.3.2. Advice cue following 
The percentage of choices following novice, amateur and expert cues 
differed significantly (F(2,38) = 52.40, p < .001; Figure 6.2A). Bonferroni-
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corrected pairwise comparisons revealed that the expert cue was followed 
significantly more than the novice (t(23) = 7.91, p < .001) and amateur 
cues (t(23) = 7.05, p < .001). Amateur cues were followed significantly 
more than novice cues (t(23) = 3.02, p = .018). Resting state EEG did not 
significantly predict the percentage following (p >.38).  
 
No main effect of tACS (F(2,38) = 1.82, p =.185) or tACS*cue type 
interaction (F(4,76) = 0.75, p = .507) were found . Furthermore, baseline 
resting state EEG did not significantly covary with these effects (p > .11). 
 
6.3.3. Subjective predictive value 
A main effect of cue type was found SPV (F(2,38) = 26.45, p < .001; Figure 
6.2B). Experts cues were associated with the largest SPV (27.53 ± 2.65), 
followed by novices (21.70 ± 2.26) and lastly amateurs (14.34 ± 1.59). 
Bonferroni-corrected post hoc tests showed that the SPV did differ 
significantly between expert and novice (t(23) = 2.85, p = .027), expert and 
amateur (t(23) = 5.64, p < .001), and amateur and novice (t(23) = 4.46, p 
< .001)(Figure 6.2B). A moderating effect of resting state delta (F(2,38) = 
6.73, p = .004) and theta (F(2,38) = 7.09, p = .003), but not alpha and beta 
(p > .42), on cue type was found. A post hoc correlational analysis showed 
that the overall SPV (pooled over the three advice cues) correlated 
negatively with delta (r = -.58, p = .003; Figure 6.2C)  and theta (r = -.60, 
p = .002; Figure 6.2D) resting state activity. 
 
The main effect of tACS (F(2,38) = 1.34, p =.270) and the tACS*cue type 
interaction (F(4,76) = 0.83, p = .493) were not significant. Furthermore, 
no moderating effects of baseline resting state EEG were found (p > .18).
  
6.3.4. Advice cue event-related potentials 
No significant main effect of cue type was found on FRN (F(2,38) = 0.72, 
p = .448), as can be seen in Figure 6.3A and C. However, resting state 
theta activity was a significant covariate for the FRN amplitude (F(2,38) 
= 5.63, p = .008), whereas delta, alpha and beta activity did not (p > .07). 
A correlational analysis showed a significant positive relationship 
between resting state theta activity (r = .57, p = .003) and overall FRN 
amplitude. Furthermore, FRN amplitude was also significantly 
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correlated with the SPV value (r = -.57, p = .004). When investigating the 
effect of tACS no significant main effect on FRN amplitude was found 
(F(2,38) = 0.29, p =.746; Figure 6.3A,C). Also, the interaction effect of 
tACS*cue type was not significant (F(4,76) = 1.78, p = .159). 
 
The effect of tACS on P3a amplitude reached borderline significance 
(F(2,38) = 3.37, p = .051), as shown in Figure 6.3B and D. Exploratory 
Bonferroni-corrected post-hoc t-tests revealed a significant decrease of 
P3a amplitude after theta tACS compared to sham tACS (t = 2.91, p = 
.024; Figure 6.3D). The difference between theta tACS and delta tACS, 
as well as between delta tACS and sham was not significant (p > .43). 
Neither an effect of cue type F(2,38) = 0.12, p = .882), nor an tACS*cue 
type interaction effect was found on P3a amplitude (F(4,76) = 0.30, p = 
.811). Baseline resting state EEG activity was not predictive for effects 
on P3a (p > .09). Also, no significant correlation between P3a amplitude 
and SPV (r = .17, p = .438), and between P3a amplitude and FRN 
amplitude (r = -.30, p = .152) was observed.  
 
Stimulation did significantly affect P3b amplitude significantly (F(2,38) 
= 5.54, p = .011)(Figure 6.3B and E). Bonferroni-corrected t-tests did 
reveal a significant decrease of P3b amplitude after theta tACS compared 
to sham tACS (t = 3.59, p = .006; Figure 6.3E). The difference between 
theta tACS and delta tACS, as well as between delta tACS and sham was 
not significant (p > .28). Cue type (F(2,38) = 0.03, p = .974) and the 
tACS*cue type interaction (F(4,76) = 1.37, p = .258) were not significant. 
Resting state EEG activity was no significant covariate for any of these 
effects (p > .22). Furthermore, no significant correlation between P3b 
amplitude and SPV (r = -.05, p = .817), nor between P3b amplitude and 
FRN amplitude (r = .26, p = .225) was found. 
 
Altogether, these results suggest that theta tACS decreases the P3a and 
P3b signal compared to sham tACS, with no effect on FRN. 
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Figure 6.3. A) ERP response time-locked to feedback for different cues and tACS 
conditions from electrode Fz. The gray bar represents the time window of the FRN 
(150-350 ms). B) ERP response time-locked to feedback for different cues and tACS 
conditions from electrode Pz. The gray bars represents the time window of the P3a 
(320-420 ms) and P3b (460-600 ms). C,D,E) Bar graphs representing the average 
amplitudes (µV) of the FRN, P3a and P3b time windows. * p < 0.05, ** p < 0.01, *** p < 
0.001. 
 
6.4. Discussion 
In having to make complex decisions with uncertain outcomes individuals 
become more sensitive to external information, like expert advice. In 
concordance with previous studies we found that advice cues of different 
expertise significantly affected the participant’s decision making, even in 
the absence of an objective predictive value (Klucharev et al., 2011; Meshi 
et al., 2012; Wischnewski et al., 2018). In agreement with the prospect 
theory such behavioral bias towards external information is expected in 
the case of uncertainty arising from ambiguous feedback (Kahneman & 
Tversky, 1979; Tversky & Kahneman, 1992). Since reward- and 
punishment-related feedback signals were (pseudo)randomely presented, 
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participants more readily relied on external information (Tversky & 
Kahneman, 1992). Our results also show that the susceptibility to such 
advice cues is associated with baseline resting state delta and theta EEG 
power. That is, lower resting state midline delta and theta power is 
correlated to larger SPVs. Previous studies have found that high 
amplitudes in delta/theta activity is indicative of increased 
motivationally driven behavior and reduced top-down cognitive 
regulation (Schutter & van Honk, 2005; Massar et al., 2012; Schutte et 
al., 2017; Wischnewski et al. 2016). For example, a tACS-induced 
decrease in theta activity in relation to beta activity led to faster 
switching in a reversal learning paradigm (Wischnewski et al., 2016). In 
the present task behavioral flexibility is important for updating the 
valuation of the advice cues. Hence, low behavioral flexibility, which 
involves relative higher resting state delta/theta activity, may be related 
to uncertainty of updating the initial belief about advice information. 
Therefore, the idea that expert advice is seen as superior to novice advice 
by the participants will not change during the task. Conversely, higher 
behavioral flexibility as indexed by relative low resting state delta/theta 
activity, may be related to an increased likelihood of updating the initial 
believe about advice information. Thus, in the present task participants 
are more likely to realize that advice information is not indicative of 
success and may reject the idea that experts are better than novices. 
 
We not only observed a relationship between resting-state EEG power 
and subjective valuation of cues, but overall FRN amplitude was also 
related to both variables (Figure 6.4). This finding concurs with previous 
studies that found an association between the FRN and advice taking 
behavior (Chen et al., 2012; Shestakova et al., 2013). The positive 
relationship between FRN and slow-wave EEG activity replicates 
previous studies that attributes partially overlapping functional roles of 
theta oscillations and FRN to the anterior cingulate cortex (Cavanagh et 
al., 2010; Massar et al., 2012). The inverse relationship between FRN and 
SPV is also consistent with the idea that the FRN is important for the 
generation of internal prediction models (Holroyd et al., 2002; Hajcak et 
al., 2007). In the case that a participant largely relies on the advice by 
others, no updating occurs and the internal prediction model remains 
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unaltered. Therefore, the functional relevance of prediction errors is 
limited and FRN amplitudes are reduced. However, for participants that 
ignore advice and solely rely on reward and punishment feedback the 
functional relevance of detecting errors in prediction is high and hence 
FRN amplitudes will be generally larger. Interestingly, although the 
overall FRN amplitude was predictive of overall SPV, individually FRN 
did not differ between cues (Figure 6.3). This suggests that FRN 
amplitude is a general reflection of attitude towards advice taking, rather 
than a direct representation of the amount of cues that will be followed.  
 
 
Figure 6.4. The solid black line indicate a significant relationship or effect, whereas the 
gray dotted lines indicate non-significant findings. A three-way relationship between 
resting-state delta/theta oscillations, FRN amplitude during the task, and SPV was 
found. While frontal cortex tACS did not influence FRN amplitude and SPV, theta tACS 
significantly reduced P3a amplitude. 
 
Despite the relationship between resting-state slow wave activity and 
SPV, both delta-tACS and theta-tACS did not significantly affect 
percentage of followed advice or the SPV. The three-way relationship 
between SPV, FRN and resting-state EEG activity, as shown in Figure 
6.4,  may provide a possible explanation for the absence of behavioral 
effects. Since both FRN and P3 are related to delta and theta oscillations, 
we hypothesized that tACS in these frequency ranges may alter FRN and 
P3 amplitude. Yet, tACS in theta range only affected the P3 amplitude, 
which was not found to be related to the SPV (Figure 6.4). FRN 
amplitude, which correlated with SPV, was neither affected by delta- nor 
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theta-tACS. This suggests that although tACS was able to alter the P3 
amplitude, tACS was not effective in influence decision making since the 
FRN component remained unaltered (Figure 6.4). The absence of tACS-
induced effects on FRN was unexpected as we have demonstrated such 
effects previously using tDCS with the same montage (Wischnewski et 
al., 2018). Specifically, since theta oscillatory activity is coupled to FRN 
amplitude, we expected a clear modulation of this component and 
consequently in the amount of advice following. The differences in effects 
after tDCS (affecting primarily FRN, without behavioral changes; 
Wischnewski et al., 2018) and after tACS (affecting primarily P3, without 
behavioral changes) despite using the same montage and intensity may 
be a consequence of the difference in electrophysical properties of both 
techniques (Neuling et al., 2012; Ruffini et al., 2014). Since a variety of 
parameters, such as intensity, montage and specific frequency have not 
yet been explored, more research is needed to resolve whether tDCS and 
tACS can affect advice taking.   
 
Typically, the P3 component is involved in attention allocation and 
context updating, both which are crucial for successful learning (Fischer 
& Ullsperger, 2013). Importantly, in the present task reward and 
punishment feedback was presented (pseudo)randomly, and participants 
could not learn from feedback to make an estimation of how informative 
the cues actually are (Tversky & Kahneman, 1992). The absence of 
learning effects in the present task may explain why the tACS-induced 
modulation of P3a and P3b did not have behavioral consequences. Data 
of our previous study suggested a link between P3a and subjective 
valuation of advice cues in one experiment (Wischnewski et al., 2018). 
However, this effect could not be replicated in the second experiment of 
that study. Together with the present null finding, we conclude that there 
exists no strong functional relationship between P3 and advice taking  
 
Finally, it is conceivable that the effects of the current tACS setup on 
cortical electrophysiology were insufficient to induce behavioral changes. 
The FRN and P3 are associated with numerous aspects of feedback 
processing, including valence (Hajcak et al., 2005; Hajcak et al., 2007, 
Kreussel et al., 2012), magnitude (Bellebaum & Daum, 2008; Bellebaum 
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et al., 2010b; Flores et al., 2015; Sato et al., 2005), task difficulty 
(Schevernels et al., 2014), risk taking (Peterburs et al., 2013) and the 
presence of alternative reinforcements (Wischnewski & Schutter, 2018). 
Modulating components reflecting such global processes may therefore 
have a number of non-specific effects. It may therefore be difficult to 
modulate one specific aspect of behavior such as advice taking. 
Alternatively, the resilience of cortical networks should be taken into 
account. It is possible that modulating oscillations in a certain frequency 
may not affect behavior since deficits are compensated for by another 
frequency (Wischnewski & Schutter, 2017). Indeed, oscillatory activity in 
harmonic frequencies has been suggested to have similar properties and 
may therefore act as compensatory mechanism (Brem et al., 2014; 
Herrmann, 2001; Onton et al., 2005). Furthermore, although tACS can 
significantly affect cognitive processing, the effect is thought to be small 
(Schutter & Wischnewski, 2016) and are prone to large inter-individual 
variability.  
 
In conclusion, the present study showed that following advice is related 
to FRN amplitude. The P3 component, however, does not seem to be 
crucially involved with the processing of advice information, since the 
modulation of this component with tACS had no effect on the behavioral 
level. 
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Abstract 
Phase synchronization is suggested to be among the mechanisms that can 
explain the  effects of transcranial alternating current stimulation 
(tACS). However, little is known about the effects of tACS on event-
related oscillatory activity. Therefore the objective was to investigate 
frequency-related effects of frontal tACS on event-related oscillatory 
power. In a double blind randomized controlled cross-over design, twenty-
four participants received 12 minutes of delta (2.5 Hz), theta tACS (5 Hz) 
and sham tACS at an intensity of 1 mA peak-to-peak. Event-related 
delta- and theta-related oscillatory activity was recorded to reward- and 
punishment-related feedback signals. Delta tACS decreased feedback-
related oscillatory power in the 1.5 and 3.5 Hz frequency range. This 
effect was driven by power changes below the tACS frequency 
stimulation. Exogenous field potentials can attenuate event-related 
oscillatory activity in a rhythm slightly below the stimulation frequency. 
Our findings suggest an interaction between tACS and event-related 
rhythmic activity that extends beyond phase synchronization. These 
findings add novel insights into the mechanisms of tACS after-effects. 
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7.1. Introduction 
Phase synchronization of rhythmic activity is proposed to be an 
important mechanism by which exogenous oscillatory electric fields 
modulate underlying cortical processes (Helfrich et al., 2014a; Schutter, 
2014; Thut et al., 2011; Zaehle et al., 2010). It has been shown that 
transcranial alternating current stimulation (tACS) affects endogenous 
oscillatory activity in a narrow range around the stimulated frequency 
(Helfrich et al., 2014a; Neuling et al., 2015). Additionally, it has been 
shown that tACS effects can endure beyond the duration of stimulation 
(Neuling et al., 2013; Vossen et al., 2015).  
 
In spite of the available evidence in support of the neural entrainment 
hypothesis during tACS, there is evidence that induced changes in 
oscillatory activity after tACS are more complex (Neuling et al., 2013; 
Veniero et al., 2015; Vossen et al., 2015). Several lines of research 
indicate that the after-effects are, at least in part, different from online 
tACS (Kasten et al., 2016; Veniero et al., 2015; Vossen et al., 2015). For 
example, Zaehle et al. (2010) proposed that spike-timing dependent 
plasticity (STDP) may play a role in sustaining effects of tACS after the 
end of stimulation. According to the STDP model, it is suggested 
thatsynaptic strength can be decreased when post-synaptic precede pre-
synaptic potentials (Hutcheon & Yarom, 2000; Markram et al., 1997). 
Consequently, STDP models predict suppressive effects of tACS slightly 
below the stimulation frequency (Vossen et al., 2015; Zaehle et al., 2010). 
Indeed, Vossen et al. (2015) showed that increases in endogenous 
oscillatory activity are independent from tACS phase continuity, 
indicating that other mechanisms besides entrainment may be involved. 
Consistent with the STDP model, Vossen and colleagues (2015) showed 
that maximal effects of tACS were found on oscillations slightly above the 
stimulation frequency (+ 0.5 Hz).  
 
Another important factor affecting tACS-induced effects on oscillatory 
responsiveness is the basal level of neural  activity in the cerebral cortex 
(Neuling et al., 2013). Furthermore, observations that after-effects of 
tACS depend on the state of the cerebral cortex further illustrates the 
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importance of state factors contributing to the neural signature of tACS 
(Schutter & Hortensius, 2011; Veniero et al., 2015). 
 
Several studies have shown that tACS-induced effects are associated 
with changes in performance on behavioral tasks (Helfrich et al., 2014a; 
Kasten & Herrmann, 2017; Schutter & Wischnewski, 2016; Wischnewski 
et al., 2016). For example, learning from rewards and punishments has 
been associated with increased evoked oscillatory activity in the delta (1-
4 Hz) and theta (4-8 Hz) range between 100 and 600 milliseconds after 
the onset of the feedback (Cavanagh, 2015; Cohen et al., 2007). Indeed, 
Wischnewski et al. (2016) showed that reinforcement learning was faster 
when frontal 6 Hz tACS is applied compared to sham stimulation. 
Typically tACS-induced behavioral changes are correlated with changes 
in resting state EEG (Helfrich et al., 2014b; Wischnewski et al., 2016). 
However, effects of tACS on endogenous oscillatory activity during task 
execution have not yet been explored. In the current study participants 
performed a simple decision making task with reward and punishment 
feedback after tACS was applied. The effects of 2.5 Hz and 5 Hz tACS 
over frontal cortex on feedback evoked oscillatory activity in the 
delta/theta range were investigated. We hypothesized that tACS would 
target event-related oscillatory activity at the stimulated frequency. 
Specifically, in accordance with the STDP model (Vossen et al., 2015; 
Zaehle et al., 2010), we hypothesized that an increase in oscillatory 
activity would more likely be found slightly above the stimulation 
frequency, whereas a decrease in oscillatory activity would more likely be 
found slightly below stimulation frequency. 
 
7.2. Methods 
7.2.1. Participants  
Twenty-four healthy right-handed volunteers participated (17 females, 
21.42 ± 0.52 years) in a double-blind randomized controlled cross-over 
design. Informed consent was obtained and the study was approved by 
the Committee on Research Involving Human Subjects of the Radboud 
University Medical Centre. 
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Figure 7.1. A) Overview of a single trial. A fixation cross was presented for 100-1000 
ms after which the objects were presented. Participants had maximally 2000 ms to 
respond (mean ± SEM decision time: 1127.46 ± 53.45). After participants made their 
choice by pressing left or right button feedback was presented for 1500 ms. Time 
frequency analysis was performed from 1000 ms before to 1500 ms after feedback 
onset. Baseline correction was performed using the window of -1000 – 0 ms. B) The 
tACS and EEG setup of this experiment. 
 
7.2.2. Reward-punishment task 
Feedback-related activity was measured in response to punishment (i.e., 
losing points) and reward-related (i.e., winning points) signals during a 
decision making task. During this task pairs of three types of neutral 
objects (i.e., commodes, lamps, and vases) were displayed on a computer 
monitor and participants were instructed to indicate which of the objects 
was the most expensive. Object-pairs were presented on the left and right 
side of the screen (visual angle ~3.5°) for a duration of maximally 2000 
ms. During this period participants pressed the left and right button 
presses to indicate their choice (mean ± SEM response time: 1127.46 ± 
53.45 ms). Feedback was delivered immediately after the button press for 
1500 ms. Punishment and reward values were provided between -40 and 
+50 points in steps of 10. Participants were informed that the points of 
their choice were relative to the points that they would have scored for 
choosing the alternative object and that the correct answer would always 
give them the most points. Unknown to the participants points were 
given at random. The goal of the task was to score as many points as 
possible. In total the task consisted of 120 trials in which object-pairs 
were presented in a counterbalanced order, with a jittered inter-trial 
interval of 100-1000 ms. An example of a single trial is presented in 
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Figure 7.1A. In the first session participants performed 10 practice trials 
to familiarize themselves with the task. In the subsequent sessions 
participants performed 3 practice trials. 
 
7.2.3. Transcranial alternating current stimulation 
Previous research has shown that feedback signals of punishment and 
reward evoke activity in the delta (1-4 Hz) and theta (4-8 Hz) frequency 
range over the anterior regions of the scalp (Cavanagh, 2015; Cohen et 
al., 2007; Leicht et al., 2013; Marco-Pallares et al., 2008). In three 
sessions separated by at least 48 hours, twelve minutes of 2.5 Hz (delta 
tACS), 5 Hz (theta tACS) or sham tACS (NeuroConn, Ilmenau, Germany) 
was administered using a frontopolar (5x7 cm)-vertex (10x10 cm) 
montage at an intensity of 1 mA peak-to-peak amplitude prior to the task 
(Manuel et al., 2014; Figure 7.1B). A ramp-up and ramp-down phase of 
30 seconds was applied. Sessions were randomized in a counterbalanced 
order. 
 
7.2.4. EEG recording and preprocessing 
EEG (Brain Products, Gilching, Germany) was recorded from the scalp 
at a 1,000 Hz sampling rate. EEG activity was recorded from 13 
electrodes (F3, F1, Fz, F2, F4, T7, T8, P3, Pz, P4, O1, Oz, O2, Figure 7.1B) 
with an additional four electrodes to measure horizontal and vertical eye 
movements and a reference electrode on the left mastoid. Raw EEG 
recordings were filtered between 1 and 30 Hz. The amount of eye blinks 
(delta tACS = 120.21 ± 12.77, theta tACS = 121.96 ± 12.86, and sham = 
121.17 ± 16.10) did not differ between conditions (F(2,46) = 0.03, p = 
0.975) and were corrected using the Gratton and Coles method (Gratton 
et al., 1983). Additional artifacts were manually removed and removal 
was similar across conditions (sham: 91.75% remained, delta-tACS: 
91.83% remained, theta-tACS: 90.63% remained).  Time-frequency 
analyses were performed using complex Morlet wavelets on a window of 
-1000–1500 ms post feedback onset (50 logarithmic steps) to measure 
frontal delta and theta evoked power in response to punishment- and 
reward-related feedback signals. The window between -1000 and 0 ms 
was used for baseline correction. An identical time-frequency analysis 
without baseline-correction was performed to investigate differences in 
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spontaneous oscillatory activity. For all analyses the Fz electrode was 
used as it has been shown to reliably reflect fronto-midline delta-theta 
activity (Cavanagh et al., 2012; Cavanagh, 2015; Cohen et al., 2007; 
Leicht et al., 2013; Marco-Pallares et al., 2008). 
 
7.2.5. Procedure 
A campus participant database was used to recruit healthy volunteers. 
At the start of the first experimental session, volunteers filled out a safety 
screening and handedness form. After being informed about the 
procedure of each session, signed informed consent was obtained. Next, 
EEG and tACS was placed after which participants read the task 
instructions and performed the practice trials. Next, tACS was applied 
offline for 12 minutes in a double blind fashion while participants were 
seated comfortably in a chair. Immediately after tACS participants 
performed the task, which lasted for 8-10 minutes. After the task, 
recording and stimulation electrodes were removed and participants 
were asked to indicate whether they experienced any somatosensory (e.g., 
itching or burning) or visual (e.g. phosphenes) sensations. Total duration 
of each session was approximately 1 hour. 
 
Order of the three sessions was counterbalanced and separated by at 
least 48 hours. After the final session participants were asked to indicate 
during which session sham tACS was applied. Finally, volunteers were 
debriefed and received monetary compensation for participation. 
  
7.2.6. Statistical analysis 
The main analysis comprised of two repeated-measures ANOVAs with 
spectral activity (µV) between 1.5 – 3.5 Hz and spectral activity between 
4.0 – 6.0 Hz respectively. Covariance-variance distributions were checked 
for normality and no violations occurred. The Greenhouse-Geisser 
method was used to correct for violations of the sphericity assumption. 
Type of stimulation was the independent variable (sham, delta-tACS, and 
theta-tACS). The time frame for this analysis was between 100 and 600 
ms after feedback onset, corresponding to the expected maximal evoked 
delta/theta power (Cohen et al., 2007; Cavanagh, 2015). Significant 
results were followed up by post-hoc pairwise comparisons. Also, a 
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repeated-measures ANOVA was performed comparing the first (60 trials) 
and second half (60 trials) of the task to investigate if the after-effects are 
stable over time. Additionally, in the case of significant results windows 
of ± 1.0 µV to the stimulation intensity were investigated separately (i.e. 
1.5 – 2.5 Hz and 2.5 – 3.5 Hz). Post-hoc analyses comparing the three 
stimulation conditions were corrected using the Bonferroni method. 
 
In order to ensure that any differences in evoked oscillatory activity were 
not the result of differences in baseline oscillatory activity a repeated-
measures ANOVA on oscillatory activity was conducted in the -1000 – 0 
ms time window preceding feedback onset. Furthermore, to test whether 
effects on evoked power would be driven by differences in spontaneous 
EEG a Pearson correlation between these variables was calculated. 
  
7.3. Results 
Electric stimulation was well tolerated and no adverse events occurred. 
None of the participants reported phosphenes and performed at chance 
level on identifying sham from active tACS (29.2% correct, χ² = 0.19, p = 
0.665). The ANOVA on spectral power between 1.5 and 3.5 Hz revealed a 
significant effect of stimulation (F(2,46) = 4.69, p = 0.016, η² = 0.17, 
Figure 7.2). Bonferroni-corrected post-hoc tests revealed a significant 
decrease in evoked power after delta tACS compared to sham (-0.085 ± 
0.031 µV, t(23) = 2.74, p = 0.036, η² = 0.25, Figure 7.2B) and compared to 
theta tACS (-0.101 ± 0.033 µV, t(23) = 2.69, p = 0.039, η² = 0.24). The 
observed difference between delta-tACS and sham could not be explained 
by differences in spontaneous EEG activity (t(23) = 0.16, p = 0.872, η² < 
0.01, Figure 7.3A). Neither was variability in spontaneous activity 
correlated with differences in evoked power (r = 0.19, p = 0.374, Figure 
7.3B). Furthermore, in a post-hoc analysis we found that activity in the 
first half (-0.080 ± 0.054 µV) was not different from activity in the second 
half (-0.098 ± 0.039 µV) of the experiment (F(2,46) = 0.09, p = 0.756, η² < 
0.01) when delta was compared to sham tACS. No significant difference 
on evoked power between 1.5 and 3.5 Hz was observed between theta and 
sham tACS (t(23) = 0.42, p = 0.681, η² < 0.01).  
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Figure 7.2. A) Time-frequency plot of feedback evoked delta/theta activity after sham, 
delta tACS, and theta tACS, measured from the Fz electrode. The white dashed line 
represents the stimulation frequency and the dashed boxes represent significant 
differences. B) Difference plots of evoked oscillatory activity (delta tACS compared to 
sham, theta tACS compared to sham, and delta tACS compared to theta tACS). The 
dashed boxes represent significant differences.  
 
Next, we explored whether the delta tACS-induced decrease in evoked 
power could be explained by oscillations above or below the stimulation 
frequency. To this end, delta tACS versus sham at the frequency ranges 
above (2.5-3.5 Hz) and below (1.5-2.5 Hz) stimulation frequency were 
compared. Results showed that compared to sham, delta tACS decreases 
oscillatory activity at frequencies between 1.5 and 2.5 Hz (t(23) = 2.34, p 
= 0.028, η² = 0.19, Figure 7.2B). In contrast, observed changes in the 
range between 2.5 and 3.5 Hz did not reach significance (t(23) = 1.84, p = 
0.079, η² = 0.13). Frequency specificity was further supported by an 
ANOVA on spectral power between 4.0 and 6.0 Hz that showed no 
significant differences across the tACS conditions (F(2,46) = 0.37, p = 
0.690, η² = 0.02). Finally, delta tACS was not associated with changes in 
decision making (F(2,46) = 1.77, p = 0.189, η² = 0.01) or reaction times 
(F(2,46) = 0.11, p = 0.850, η² < 0.01). 
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Figure 7.3. A) Spontaneous activity (-1000 – 0 ms) between 1.5 and 3.5 Hz after delta 
tACS and sham. B) Scatter plot of the differences between delta tACS and sham in 
spontaneous activity (x-axis) in relation to the differences between delta tACS and sham 
in evoked power (y-axis). This correlation was not significant (r = 0.19, p = 0.374). 
   
7.4. Discussion 
Adding to previous studies that showed enhanced oscillatory activity 
during resting states after the application of tACS (Helfrich et al., 2014a; 
Neuling et al., 2013; Zaehle et al., 2010), we here provide evidence that 
tACS reduces evoked activity in response to feedback signal in a window 
± 1 Hz around the stimulated frequency. To date, whether tACS after-
effects reflect neural entrainment, synaptic plasticity or a combination of 
both remains to be determined. In the present study evidence was found 
for the STDP plasticity model of tACS after-effects. According to this 
model facilitatory effects on neural oscillations are expected slightly 
above the stimulation frequency whereas depressive effects of neural 
oscillatory activity is expected slightly below stimulation frequency 
(Vossen et al., 2015; Zaehle et al., 2010). In agreement with this 
prediction, we observed that delta tACS (2.5 Hz) decreased evoked 
oscillatory activity between 1.5 and 3.5 Hz, which was driven by effects 
in the 1.5 to 2.5 Hz frequency range. Interestingly, the after-effect was 
stable over time, which is in accordance with studies showing that tACS 
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after-effects may be observed for at least 30 minutes (Neuling et al., 2013; 
Kasten et al., 2016). 
 
Theta tACS had no effects on evoked delta (1.5-3.5 Hz) and theta (4.0-6.0 
Hz) oscillations. The absence of after-effects of theta-tACS could have 
resulted from not stimulating the relevant networks involved in 
generating theta oscillations. Alternatively, it is possible that tACS after-
effects differ across frequencies, as the structure, function and 
mechanisms underlying neural populations differs. The majority of 
studies on tACS after-effects focused on the alpha range in the visual 
cortex (Helfrich et al., 2014a; Neuling et al., 2013; Veniero et al., 2015; 
Vossen et al., 2015; Zaehle et al., 2010). Although the findings of these 
studies seem to concur with our results, it remains to be determined 
whether after-effects found in the present study reflect a generic 
mechanism that can be found across different cortical areas. 
 
Although our results are in accordance with prediction from the STDP 
model, effects of neural entrainment persisting beyond stimulation 
duration cannot be excluded. Neural entrainment of delta oscillations 
during tACS may have decreased the accessibility of delta-mediated 
oscillatory networks after tACS. It can be speculated that the prolonged 
synchronous activity of delta-mediated networks would be followed by a 
downstate period in which those networks do not function at their 
optimal capacity. Interestingly however, in contrast to effects on evoked 
power, spontaneous oscillatory activity was not changed by tACS and 
concurs with previous findings (Kasten & Herrmann, 2017). These 
results suggest that tACS after-effects are state-dependent (Neuling et 
al., 2013). On the one hand, a task-related increase in evoked power (i.e., 
oscillatory activity is higher compared to baseline) may emphasize the 
observation of tACS-induced reduction in oscillatory activity. On the 
other hand, a task-related decrease in evoked power (i.e., oscillatory 
activity is lower compared to baseline) may emphasize the observation of 
increases in oscillatory activity (Kasten & Herrmann, 2017). This seems 
to be in line with the idea that effects of transcranial brain stimulation 
depend on homeostatic properties of the brain (Karabanov et al., 2015; 
Thickbroom, 2007). 
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While not formally tested, the observed changes in Figure 7.2B seem to 
continue beyond the investigated time window. This may suggest an 
effect on task-related oscillatory activity rather than just evoked 
potentials. However, evoked potentials and oscillatory activity are 
correlated (Cavanagh & Frank, 2014; Sauseng et al., 2007) and are 
difficult to separate with the present study design as the inter-trial 
intervals were too short to investigate prolonged oscillations. Whether 
the present results reflect an effect of tACS on evoked potentials or on 
oscillatory activity that is amplified by the endogenous state of the 
cerebral cortex remains to be determined by future studies.  
 
In the present experiment tACS was applied prior to the task. 
Endogenous delta oscillations are observed in the frontal cortex at rest 
(Mantini et al., 2007; Scheeringa et al., 2008) and it has been suggested 
that such spontaneous activity can be synchronized by exogenous weak 
electric currents (Ali et al., 2013). However, it is not clear whether the 
same networks underlying spontaneous delta oscillations also govern 
feedback evoked delta power. Although tACS is assumed to interact with 
ongoing endogenous oscillations (Helfrich et al., 2013; Thut et al., 2011) 
and after-effects may depend on successful entrainment, the present 
results may not be explained in terms of entrainment per se. Another 
explanation for our findings may be that analogous to slow frequency 
repetitive transcranial magnetic stimulation, delta tACS may have 
caused reductions in cortical excitability (Funke & Benali, 2009). Effects 
of tACS on neural tissue are well below the firing threshold. However, 
animal studies have shown that rTMS with an intensity far smaller than 
the firing threshold has been associated with effects of plasticity 
(Makowiecki et al., 2014, Rodger et al., 2012, Tang et al., 2016). 
Furthermore, subthreshold 1 Hz rTMS in humans has been shown to 
reduce cortical excitability (Bagnato et al., 2005; Romero et al., 2002) and 
cerebral blood flow (Conchou et al., 2009; Min et al., 2016) as well as 
influence behavioral performance (Houdayer et al., 2007; Liepert et al., 
2007). Therefore, our effects observed for the event-related oscillatory 
activity may have resulted from downscaling excitability levels rather 
than neural entrainment. This could perhaps explain why no effects were 
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found for theta-tACS, as this higher frequency has not been shown to 
decrease cortical excitability. Also, differences in the sensitivity and 
duration of tACS induced after-effects across oscillatory networks may 
play a role (Ruffini et al., 2013).   
 
Cortical delta oscillations are a network phenomenon and proposed to be 
related to faster response times and recruitment of relevant networks 
(Gillary & Niebur, 2016). Here, delta tACS may have influenced (part of) 
the network related to feedback processing. In addition, delta activity has 
been related to increased reward sensitivity and the dopaminergic 
reward network (Schutter & Knyazev, 2012; Wacker et al., 2009).  
 
Finally, no effects on behavioral performance were observed in the 
present study. This may hint at possible compensatory mechanisms in 
which affected circuits start to operate on an alternative frequency to 
keep these circuits in a functional range, hence the absence of changes in 
behavioral performance (Brem et al., 2014). These compensatory 
mechanisms may be governed by oscillatory activity in harmonic and 
subharmonic frequencies ranges (Herrmann et al., 2001; Onton et al., 
2005). 
 
In conclusion, this study provides evidence for state-dependent changes 
on event-related oscillatory activity induced by tACS. More research is 
needed to understand mechanisms behind such suppression effects and 
the relation to tACS-induced behavioral effects. 
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Abstract 
Theta oscillations in the electroencephalogram (EEG) are associated with 
learning and behavioral adaptation. To investigate the effects of theta 
transcranial alternating current stimulation (tACS) applied to the frontal 
cortex on reversal learning. Healthy volunteers participated in a sham-
controlled between subjects design. TACS at 1 mA peak-to-peak  was 
administered during a reward-punishment reversal learning task. 
Resting state EEG was measured before and after tACS and the task.  
Active tACS improved learning ability, but at the same time interfered 
with applying the rule to optimize behavior. Furthermore, a significant 
decrease in frontal theta-beta EEG ratios were observed following active 
tACS. Results provide direct behavioral and electrophysiological evidence 
for influencing reversal learning with exogenous oscillatory electric field 
potentials applied to the frontal cortex. 
 
  
Chapter 8 
_________________________________________________________________________ 
157 
 
8 
8.1. Introduction 
Adapting one’s behavior to changing environments is a key feature that 
determines the evolutionary success of a species (Darwin, 1859). 
Especially learning from feedback-related reward and punishment 
signals facilitates the process of adapting to various situations and 
contributes to mental flexibility (Schultz, 2015). This way, individuals 
learn to select the proper action under varying conditions based on the 
consequences of the action. For such reinforcement learning feedback the 
processing of reward and punishment signals is crucial to create internal 
prediction models (Holroyd et al., 2003; Schultz et al., 1997).  
 
Neuroscientific research has demonstrated the importance of neural 
oscillations in the electroencephalogram (EEG) of the frontal cortex 
during learning and updating of internal prediction models (Cavanagh et 
al., 2010; HajiHosseini & Holroyd, 2015a). Especially oscillatory frontal 
cortical activity in the theta (4-7 Hz) and beta (13-30 Hz) range has been 
proposed to underlie neural processes associated with reinforcement 
learning and decision (Cavanagh et al., 2010; Cohen et al., 2007; 
HajiHosseini & Holroyd, 2015a; HajiHosseini et al., 2012; Luft et al., 
2013; Marco-Pallares et al., 2008). Van de Vijver and colleagues (2011) 
showed that both theta and beta predicts next trial success rate, 
indicating that both frequency ranges are involved during learning in 
response to an incorrect trial. The findings illustrate the importance of 
these frequencies in updating information and response inhibition of 
actions that are no longer beneficial (Aron et al., 2014; Chmielewski et 
al., 2016). In further support, the available evidence for the involvement 
of theta and beta oscillations in reinforcement learning stems from 
studies using reversal learning that involves rule learning under varying 
conditions (Mas-Herrero & Marco-Pallares, 2014; Pennartz et al., 2011).  
 
Additionally, it has been shown that local beta range activity of distant 
cortical networks is temporally correlated during resting-state EEG 
(Linkenkaer-Hansen et al., 2001). Theta activity has been proposed to act 
as a rhythm that influences interregional activity and relative to higher 
(beta) oscillatory activity reflects the motivational state of the system 
ensembles with higher oscillatory activity (Jensen & Colgin, 2007; 
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Mizuseki et al., 2009; Polania et al., 2012; Schutter & Van Honk, 2005). 
The importance of theta-beta EEG ratios during decision making has 
been demonstrated in healthy volunteers in which higher resting state 
theta-beta EEG ratios are associated with increased disadvantageous 
risky choices (Massar et al., 2014; Schutter & Van Honk, 2005). 
Exploratory analyses have shown that this relationship is driven by the 
association between theta oscillation and reward-dependent learning 
(Massar et al., 2014). The results of these studies concur with patient 
studies in which elevated theta-beta EEG ratios have been linked to risky 
decision making, impulsivity, lack of attentional focus and poor reversal 
learning (Clarke et al., 2001; Drechsler et al., 2008; Itami & Uno, 2002; 
Sagvolden et al., 1998; Snyder & Hall, 2006). 
 
Even though EEG studies illustrate the importance of theta oscillations 
in reward-punishment learning, it remains unclear whether theta 
oscillations directly contribute to reversal learning. By applying weak 
oscillatory currents to the brain, transcranial alternating current 
stimulation (tACS) offers a non-invasive way to emulate natural 
occurring rhythms in the cortex (Antal et al., 2008; Schutter, 2014). Prior 
research has provided evidence that tACS can entrain endogenous brain 
rhythms and increase neural synchronization in the corresponding 
frequency to influence cognitive performance (Helfrich et al., 2014b; 
Polania et al., 2012). Indeed, several studies using theta tACS have 
shown changes in performance of working memory (Jausovec & Jausovec, 
2014; Jausovec et al., 2014; Polania et al., 2012), problem solving (Pahor 
et al., 2014) and decision making (Sela et al., 2012).  
 
In the present study we investigated the role of theta oscillations between 
left and right frontal cortices during reversal learning. Therefore, tACS 
was applied at 6 Hz over bilateral frontal cortex and compared to a 
placebo stimulation condition. It was hypothesized that theta tACS would 
improve reversal learning performance. Furthermore, we tested the 
hypothesis that if theta tACS would be effective in improving reversal 
learning and whether this would go accompanied by a decrease in theta-
beta EEG ratio.  
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8.2. Materials and methods 
8.2.1. Participants 
Fifty adult healthy volunteers (31 females), mean age ± SD, 24.1 ± 7.80 
years, participated in the present study. All participants were right-
handed as measured by the Edinburgh inventory of handedness, mean ± 
SD, 43.8 ± 4.37 (Oldfield, 1971), had normal or corrected-to-normal vision, 
and no history of neurological or psychiatric conditions. Participants were 
excluded if they had metallic objects in their head, had any type of 
stimulator in their body, used medication (except oral contraceptives) or 
recreational drugs less than 48 hours before the experiment, or suffered 
from a skin disease or skin allergy. Participants were naïve to the aim of 
the study and paid for participation. Written informed consent was 
obtained from all participants. The study protocol was approved by the 
medical ethical committee of the Radboud University Medical Centre in 
Nijmegen and carried out in accordance with the standards set by the 
Declaration of Helsinki (Fortaleza Amendments). 
 
8.2.2. Transcranial alternating current stimulation 
Alternating currents were applied by a battery-driven stimulator via two 
electrodes in saline-soaked sponges (35 cm2; NeuroConn GmbH, Ilmenau, 
Germany), which were placed under an EEG cap. Electrodes were 
positioned over left (between F3 and Fc5) and right (between F4 and Fc6) 
frontal cortex (Figure 8.1B). A sinusoidal stimulation waveform was 
applied with a peak-to-peak intensity of 1.0 mA and no DC offset at a 
frequency of 6 Hz. During active tACS the current was ramped up for 20 
seconds, reached its maximum 1 minute before the start of the reversal 
learning task and lasted until the task was completed (approximately 11 
minutes). During sham tACS the current was ramped up over 20 seconds 
but discontinued immediately after. The impedance of the tACS 
electrodes was kept below 10 kΩ during stimulation. Stimulation was 
applied in a randomized double-blind fashion  
 
8.2.3. Reversal learning 
The task used in the present experiment is a modified version of the 
reinforcement learning task by Gehring and Willoughby (2002). 
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Participants performed a reversal learning task in which two fictional 
monetary reward choices were presented vertically. Eight possible 
stimulus combination were presented in random order (5-25; 25-5; 10-30; 
30-10; 15-35; 35-15; 20-40; 40-20) with a jittered inter-trial interval of 
800-1200 ms. Participants had to chose the high or the low number. 
Selection of the large value corresponded to a high-risk decision  that 
would lead to either a relative large reward in case of positive response 
feedback or relative a large punishment in case of negative response 
feedback. Selection of the small value corresponded to a low-risk decision 
that would either lead to either a relative small reward in case of positive 
response feedback or a relative small punishment in case of negative 
response feedback. Participants were instructed to select one of these 
options by a click on the computer mouse with either left or right thumb 
(Figure 8.1A). Although there was no time constraint for each trial, 
participants were encouraged to respond as quickly as possible. Feedback 
was presented 500 ms after the subject’s decision by a colored square 
which indicated whether the response was correct (green square) or 
incorrect (red square). In the case of a correct response, the points of the 
participant’s choice were added to the summed total score and if the 
response was incorrect the points of the participant’s choice were 
subtracted from the summed total score. The total score was shown after 
each trial for 2000 ms. An overview of a single trials is shown in Figure 
8.1A. In total, the task consisted of 120 trials, consisting of 6 blocks of 20 
trials and two strategy reversals (after block 2 and block 4). First, 
participants learn that high-risk options are preferred (high risk: 80%, 
low risk: 20%). After 40 trials, participants had to reverse their strategy 
to low-risk options (high risk: 20%, low risk: 80%). Finally, after 80 trials 
the strategy had to be reversed again to high-risk options (high risk: 80%, 
low risk: 20%).  Participants were unaware of the contingency reversals 
at the start of the task and were instructed to obtained as many points 
as possible. Average duration of the ask was 10 minutes. 
  
8.2.4. Electroencephalogram 
During these recordings an online 0.1-70 Hz band-pass filter with a 
sampling rate of 1000 Hz with a 32 active electrode system was used 
(BioSemi, Amsterdam, The Netherlands), as shown in Figure 8.1B.  
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Figure 8.1. A) overview of one trial in the reversal learning task. Participants were 
presented with two options (here 25 and 5) which they could choose using a computer 
mouse. Points were added to the total score if the answer was correct and subtracted 
from the total score if the answer was incorrect. After participants made their choice 
color feedback indicated which option was correct and the total score was presented. 
B) EEG and tACS set-up of the current experiment. The tACS electrodes were removed 
during resting-state EEG recordings. 
 
Common mode sense (CMS) and driven right leg (DRL) electrodes, acting 
as reference and ground, were placed over C1 and C2 respectively. 
Furthermore, a vertical electro-oculogram (VEOG) was recorded from 
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electrodes above and below the left eye and a horizontal electro-
oculogram (HEOG) was recorded from electrodes the outer canthus of 
both eyes. Raw EEG data were recorded and stored for offline analysis 
using BrainVision Analyzer 2.0 (Brain Products GmbH, München, 
Germany). 
 
8.2.5. Procedure 
A university participant database was used to recruit healthy adult 
volunteers. Before the experiment started subjects filled out a safety 
screening and handedness form. After being informed about the 
preparation procedure and the task, participants signed an informed 
consent, followed by the placement of EEG. Before and after the 
behavioral task and tACS a resting-state EEG was recorded before and 
after tACS for 4 minutes in which participants alternated between 
opened and closed eyes every minute. After the experiment EEG 
equipment was removed and subjects could wash their hair.  Participants 
were asked if they had experienced any somatosensory (e.g. itching or 
burning feeling) or visual (e.g. phosphenes) sensation during tACS. Total 
duration of the experimental session was approximately 1 hour. 
 
During the reversal learning task tACS was applied in a randomized 
counterbalanced order. Sample sizes were calculated with a statistical 
power analysis based on moderate-to-large effect size (Cohen’s d = 0.8) 
(Polania et al., 2012) and statistical power of 0.8. Twenty-five 
participants received active stimulation during the entire duration of the 
task, whereas the other 25 subjects received sham stimulation tACS.  The 
stimulator was pre-programmed so both participants and experimenter 
were blind during the experimental session. 
 
8.2.6. Data reduction and analysis  
8.2.6.1. Reversal learning performance 
A 4-parameter logistic least-squares fit for both reversals was used on the 
averaged choice over participants (Dombrowski et al., 2010; Walton et al., 
2010), according to the following formula: 
 
Chapter 8 
_________________________________________________________________________ 
163 
 
8 
𝑦 =  
𝐻𝑚𝑖𝑛 − 𝐻𝑚𝑎𝑥
1 + (
𝑥
𝐼50
)𝑆
+ 𝐻𝑚𝑎𝑥 
 
In this formula Hmin and Hmax represent the lower and higher asymptote 
respectively, which reflect the percentage high risk taking in low and 
high risk blocks. The inflection point, I50, depicts trial number x at which 
the midpoint between Hmin and Hmax is reached. This parameter indicates 
how many trials participants need to learn the reversal. Finally, 
parameter S reflects the maximum slope of the sigmoid function and acts 
as measure of the learning rate. For the first reversal, averaged data from 
trial 21-60 was used (reversal after trial 40) whereas for the second 
reversal averaged data from trial 61-100 was used (reversal after trial 
80). To investigate baseline differences in learning a linear regression 
was performed on averaged data from trial 1-20. To ensure the 
appropriateness of using the present 4-parameter logistic functions the 
goodness of fit was compared to other non-linear (polynomial) functions 
that included quadratic, cubic curves and logistic curve modeling. 
 
The primary aim of the present study was to investigate the effects of 
theta tACS on reversal learning. As such, the presence of reversal 
learning was a prerequisite for addressing this question and only 
participants who showed the expected learning pattern were included 
according to the following two criteria: I) participants choose the high risk 
option between trial 21 and 40 in more than 50% of trials, indicating that 
they were aware that high risk taking was the best option before the first 
reversal. If participants did not demonstrate this behavior no initial 
learning had occurred. II) participants showed a reversal in the expected 
direction, i.e. choosing high risk more often between trials 21-40 than 
between trials 41-60. If participants did not demonstrate this behavior no 
reversal learning occurred.  
 
8.2.6.2. Resting-state EEG 
All EEG recordings were offline band-pass filtered (shift-free 
Butterworth) between 1 and 30 Hz (48dB/Octave) and re-referenced to an 
average reference. The 4-minute resting-state EEG measurements were 
Effects of theta tACS on reversal learning 
_________________________________________________________________________ 
164 
 
8 
segmented into 2-seconds epochs and corrected for horizontal and vertical 
eye movement artifacts using independent component analysis (ICA) 
(Makeig et al., 1996). A fast Fourier transform analysis (Hanning window 
length: 10%) was performed to obtain spectral voltage levels in theta (4-
7 Hz) and beta (13-30 Hz) frequency bands. Additionally, the theta-beta 
ratios were calculated. To investigate global changes in left and right 
frontal EEG after tACS electrodes in close proximity of the tACS 
electrodes were pooled (left hemisphere: F3, F7, Fc1, Fc5, C3; right 
hemisphere: F4, F8, Fc2, Fc6, C4; Figure 8.1B).  
 
8.2.7. Statistical analysis 
All statistical analyses were executed using JMP pro (version 10) 
software. The linear and logistic regression parameters were compared 
between sham and active tACS conditions separately for the first and 
second reversal using independent samples t-tests. The 4-parameter 
logistic functions were compared to different functions based on the 
Akaike information criterion corrected for finite samples (AICc) and 
explained variance (r²). To investigate performance, an repeated-
measures ANOVA was used that investigated the points that 
participants scored with within-subjects factor ‘block’ (first high risk 
block, first low risk block and second high risk block) and between-
subjects factor ‘stimulation type’ (sham and active tACS). Changes in 
EEG activity pre and post stimulation were calculated for both sham and 
active tACS and was statistically compared using independent samples 
t-tests separately for each frequency range and each hemisphere. For all 
comparisons the level of significance was set to α = 0.05 (two-tailed) and 
all mean values are presented ± SEM. 
 
8.3. Results 
Brain stimulation was well tolerated and no adverse events occurred. 
Seven out of fifty participants (14%; three in the active tACS condition) 
reported an itching sensation when the stimulation was started, which 
quickly disappeared and none of the participants reported phosphenes 
during tACS, suggesting that participants were blinded successfully. 
Data from 5 participants in the active tACS condition and 6 participants 
in the sham tACS condition were excluded as they did not satisfy the 
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criteria underlying the expected reversal learning pattern. Due to 
technical issues data from only 16 electrodes was collected in 7 subjects 
(3 subjects in the sham tACS condition and 4 subjects in the active tACS 
condition). 
 
 
Figure 8.2. Average monetary reward choices per trial of both active and sham tACS 
conditions together with the fitted 4-parameter sigmoid learning curves for reversal 1 
(trial 40) and 2 (trial 80). 
 
8.3.1. Reversal learning 
A linear fit within the first 20 trials revealed that initial learning of the 
task did not differ between sham and active tACS conditions (t = 1.24, p 
= 0.224). Goodness of fit measures revealed that the 4-parameter logistic 
curves explained more than 80% of variance (r² ≥ 0.8; Capaday et al., 
1999) and was the best model to describe the data compared to other non-
linear functions. Investigating the logistic parameters at the first 
reversal a significant difference between sham and active tACS 
conditions was found on parameter I50 (t = 2.12, p = 0.041, d = 0.68; Figure 
8.2, Table 8.1). The active tACS group showed on average a lower I50 
(42.44 ± 0.82) and hence faster learning, than the sham tACS group 
(44.30 ± 0.27). After the second reversal, the same trend was seen for the 
I50 parameter, however, this did not reach significance (active tACS: 
81.39 ± 0.31, sham tACS: 82.42 ± 0.43; t = 1.95, p = 0.059). Initial risk-
taking before the first reversal did not differ significantly between 
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conditions, neither was there a difference in low-risk taking after the first 
reversal. The gradual decrease of risk taking during low-risk trials 
(Figure 8.2) did not result in a significant difference in Hmin values of 
the two logistic curves for both sham and active tACS conditions (sham: 
t = 1.62, p = 0.115; active: t = 1.93, p = 0.061). After the second reversal a 
significantly lower Hmax was found (t = 2.36, p = 0.024, d = 0.73; Figure 
8.2, Table 8.1) for participants who received active tACS (0.75 ± 0.02) 
compared to sham tACS (0.83 ± 0.03), indicating lower high-risk taking 
by participants who received active tACS.  
 
Participants score significantly less points during low-risk trials 
compared to high risk trials (F = 200.97, p < 0.001). However, no 
significant main effect in performance was observed (F = 0.63, p = 0.433), 
neither was there an interaction between stimulation type and block (F 
= 1.46, p = 0.240). 
 
Table 8.1. Mean, SEM, t and p value for the four sigmoid parameters for both reversals 
of each tACS condition. Significant results are marked with an asterisk   
S I50 Hmin Hmax 
Reversal 1 Sham (mean ± 
SEM) 
-3.23 ± 
2.14 
44.30 ± 
0.27 
0.29 ± 
0.02 
0.81 ± 0.02 
 
Real (mean ± 
SEM) 
-0.68 ± 
0.33 
42.44 ± 
0.82 
0.33 ± 
0.03 
0.80 ± 0.03 
 
t 1.20 2.12 0.85 0.27  
p (two-tailed) .236 .041* .403 .792       
Reversal 2 Sham (mean ± 
SEM) 
1.37 ± 0.71 82.42 ± 
0.43 
0.23 ± 
0.03 
0.83 ± 0.03 
 Real (mean ± 
SEM) 
3.04 ± 1.96 81.39 ± 
0.31 
0.24 ± 
0.02 
0.75 ± 0.02 
 t 0.78 1.95 0.37 2.36 
 p (two-tailed) .439 .059 .711 .024* 
 
8.3.2. Resting-state EEG 
No significant baseline differences between the sham and active tACS 
condition were observed within the theta (left hemisphere: t = 1.64, p = 
0.121, right hemisphere: t = 1.59, p = 0.132) and beta range (left 
hemisphere: t = -0.12, p = 0.905, right hemisphere: t = -0.44, p = 0.666). 
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Neither was there a baseline difference for the theta-beta EEG ratio (left 
hemisphere: t = 1.63, p = 0.124, right hemisphere: t = 1.62, p = 0.127). 
When the change from baseline to post stimulation was compared 
between active and sham tACS conditions a significant decrease in theta-
beta EEG ratio was found in the left hemisphere after active compared to 
sham tACS (t = -4.39, p < 0.001, d = 0.99; Figure 8.3). However, no 
significant difference between sham and active stimulation was observed 
in theta (t = -1.74, p = 0.09) and beta range (t = 0.67, p = 0.50) separately 
(Figure 8.3). No changes were observed in the right hemisphere. 
 
 
Figure 8.3. Difference between sham and active tACS on the change from pre- to post-
stimulation for theta and beta activity as well as the theta-beta EEG ratio (µV²). 
Significant results are marked by an asterisk. 
 
8.4. Discussion 
The present study investigated the behavioral and electrophysiological 
effects of theta tACS over the frontal cortex on reversal learning in 
healthy volunteers. Results showed that active tACS induced faster 
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reversal learning and decreased high risk taking after reversal learning 
had occurred compared to sham tACS. In line with our expectations, a 
significant decrease in the baseline-corrected theta-beta ratio recorded 
from left anterior sites was observed after active compared to sham tACS.  
 
The tACS-related increase in learning speed was reflected by a decrease 
in the I50 parameter during the first reversal, suggesting that active tACS 
facilitates behavioral adaptation as compared to sham tACS. Also at the 
second reversal participants the active tACS condition showed a trend 
towards decreased I50 values compared to sham tACS. A possible 
explanation for why this effect did not reach statistical significance is 
that during the second reversal, participants were already aware of the 
changes in reward-punishment contingencies encountered during the 
first phase of the task.  
 
The observed difference in reversal learning between active and sham 
tACS condition could not be explained by baseline differences in group 
performance as regression coefficients from the first 20 trials did not 
differ significantly between sham and active tACS condition. To our 
knowledge, this is the first study showing that theta tACS can improve 
reinforcement learning in healthy volunteers. Our results concur with 
prior studies showing that theta tACS can improve central executive 
functioning (Jausovec & Jausovec, 2014; Jausovec et al., 2014; Pahor et 
al., 2014; Polania et al., 2012). 
 
In addition to faster reversal learning, participants showed a decrease in 
high-risk taking following the reversals during active tACS. This finding 
indicates that when participants experience uncertainty, they adopt a 
more conservative and less risky decision making strategy. The change 
in risk taking behavior is only seen when participants experience 
uncertainty with respect to the correct choice.  Whereas participants in 
the active tACS condition exhibit faster rule learning after the second 
reversal, they unexpectedly showed less advantageous high risk taking 
as compared to participants receiving sham tACS. This behavioral 
paradoxical finding indicates that anterior tACS can improve cognitive 
ability, but at the same time induce other effects that actually prevent 
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participants from applying the learned cognitive strategy. Given the fact 
that tACS applied in its current form is still fairly agnostic to the 
functional processes being targeted, it is, in retrospect, not surprising 
that tACS over anterior brain regions can have both positive as well as 
negative effects. Contextual demands may then determine whether the 
positive effects outweigh the negative effects in considering whether or 
not the expressed behavior is an adaptive response. Further research is 
needed to investigate this idea. 
 
Effects of bilateral hemispheric tACS on neuronal synchrony have been 
investigated by Helfrich and colleagues (2014b) who showed that 
bilateral hemispheric tACS in the 40 Hz (gamma) range over the occipital 
cortex decreases neural synchrony between the hemispheres. Here, we 
used comparable bilateral hemispheric set-up and stimulated the left and 
right hemisphere in anti-phase at a frequency of 6 Hz. The proposed 
hemispheric decoupling to anti-phase tACS may lead to frontal 
asymmetries that could provide a neurological explanation for the 
decrease in advantageous high risk taking (Gianotti et al., 2009; Sela et 
al., 2012). However, whether tACS indeed resulted in decreased neural 
synchrony between the frontal hemispheres during the task remains an 
open question. Finally, it should be noted that due to the anatomical and 
functional differences in transcallosal connectivity between the occipital 
and frontal regions (Highley et al., 1999; Nikouline et al., 2001) a direct 
comparison with the study by Helfrich and colleagues (2014b) is difficult. 
 
Resting state EEG recordings revealed that the theta-beta ratio in left 
frontal cortex was significantly decreased from pre- to post-measurement 
in the active compared to sham tACS condition. These results coincide 
with previous studies that have found evidence for an inverse 
relationship between theta-beta EEG ratio and response inhibition 
(Morillas-Romero et al., 2015; Putman et al., 2010). The findings fit 
research in attention deficit-hyperactivity disorder that has shown 
associations between increased levels of theta-beta ratio activity (Snyder 
& Hall, 2006), poor reversal learning and increased perseverance to a 
behavioral strategy (Itami & Uno, 2002). Indeed, these effects concur the 
present findings and with a recent EEG study showing lower theta-beta 
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EEG ratio and better reversal learning (Schutte et al., 2017). Moreover, 
other studies have shown a positive relationship between risk taking and 
theta-beta ratio activity, meaning that smaller theta-beta EEG ratios 
correspond to decreased risk taking (Massar et al., 2012; Massar et al., 
2014; Schutter & Van Honk, 2005). Massar and colleagues (2014) 
demonstrated that this relationship between theta-beta ratio and risk 
taking is mainly driven by theta oscillations. Even though we observed a 
similar trend in the present experiment (Figure 8.3), it was not 
statistically reliable. The reduction of the theta-beta EEG ratio in the left 
hemisphere suggests that tACS has induced an anterior asymmetry that 
may have contributed to improved learning, yet less advantageous risk-
taking. This interpretation fits the frontal lateralization theory of 
motivational direction in which the left frontal cortex is involved in 
approach- and reward-related behavior, whereas the right frontal cortex 
is linked to avoidance- and punishment-related behavior (Schutter & 
Harmon-Jones, 2013). We speculate that exposing the brain to exogenous 
oscillatory field in the theta range during the task may have improved 
the learning skills (Cavanagh et al., 2010; Cavanagh et al., 2012).  
 
Although the results of the present study extend previous findings, some 
limitations should be acknowledged. As we were interested specifically in 
the effects of theta tACS on reversal learning, we removed those subjects 
who did not show a reversal learning (see methods section). Reasons for 
not showing the expected reversal learning included failure to comply to 
the instructions and lack of motivation. A power analysis prior to the 
experiment showed that the remaining sample size should be sufficient 
to address our hypotheses. However, non-significant results such as the 
difference between sham and active tACS in learning speed at the second 
reversal (p = 0.059) as well as change in theta band power from pre- to 
post-tACS (p = 0.09) may suggest that the present study was statistically 
underpowered. Another issue concerns the possible influence of 
phosphenes on cognition (Schutter, 2015). Low intensity tACS has been 
shown to induce retinal potentials (Schutter & Hortensius, 2010), which 
could potentially affect cognition (Bauer et al., 2009). Even though none 
of the participants in the present experiment reported seeing phosphenes 
we cannot fully exclude the possibility that our results are influenced to 
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some degree by the (unconscious) perception of phosphenes (Schutter, 
2015). Finally, in line with the available literature, our results suggest a 
direct role for theta oscillations in (reversal) learning. However, the 
frequency specificity of the observed effects needs to be examined in 
further studies that co-register tACS with EEG (Neuling et al., 2015). 
Our study does not allow us to make any inferences on whether the 
observed behavioral effects are a consequence of neural entrainment 
(Helfrich et al., 2014b) between frontal cortices or if other mechanisms, 
like tACS-induced plasticity (Vossen et al., 2015) play a role. 
Furthermore, based on the idea that energetic resources are limited, 
neural network activity changes in one frequency domain may induce 
opposing effects in different frequency bands (Brem et al., 2014; Schutter, 
2014). Whether merely a change in theta activity or a shift in balance 
between theta and other frequency bands induced the effects on reversal 
learning that are found in the present experiment needs to be clarified by 
future research. 
 
In conclusion, the present study provides evidence that tACS at 6 Hz over 
frontal cortex increases rule learning ability, but at the same time 
interferes with applying the learned rule.  
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Chapter 9 
Frontal beta transcranial alternating current 
stimulation improves reversal learning 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Based on: 
 
Wischnewski, M., Joergensen, M.L., Compen, B. Schutter, D.J.L.G. (under review). Frontal 
beta transcranial alternating current stimulation improves reversal learning. 
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Abstract 
Electroencephalogram (EEG) studies suggest an association between 
beta (13-30 Hz) power and reversal learning performance. To provide 
direct evidence for the involvement of beta oscillations in reversal 
learning by applying transcranial alternating current stimulation 
(tACS). Hundred-and-eight healthy volunteers participated in a double-
blind, sham-controlled, between-subjects design. Exogenous oscillatory 
currents were applied bilaterally to the frontal cortex at 20 Hz with an 
intensity of 1 mA peak-to-peak and the effects on reward-punishment 
based reversal learning were evaluated. Pre- and post-tACS resting state 
EEG recordings were analyzed. Beta-tACS improved rule 
implementation during reversal learning and a decrease in left and right 
resting-state frontal theta/beta EEG ratios was observed following tACS. 
Our findings provide the first direct behavioral and electrophysiological 
evidence for exogenous 20 Hz oscillatory electric field potentials 
administered over to the frontal cortex to improve reversal learning. 
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9.1. Introduction 
Learning from reward and punishment feedback signals requires mental 
flexibility to adapt behavior (Schultz, 2015). Evidence from studies using 
the electroencephalogram (EEG) has shown that neural oscillations play 
an important role during behavioral adaptation (Benchenane et al., 2011; 
Cavanagh & Frank, 2014; Fries, 2005; HajiHosseini & Holroyd, 2014). 
Particularly, frontal cortex oscillatory activity in the theta (4-7 Hz) and 
beta (13-30 Hz) range are correlated to adjustments following incorrect 
responses and are predictive for next trial success rate (Van de Vijver et 
al., 2011). Reversal learning tasks offer a behavioral paradigm to 
investigate response adaptation based on reward and punishment 
feedback (Cools et al., 2002; Schutte et al., 2017). On the one hand, it has 
been suggested that theta activity reflects subcortically mediated 
approach motivation (Schutter & Van Honk, 2005). Beta power, on the 
other hand, is associated with cognitive regulation governed by cortical 
areas, such as the dorsolateral prefrontal cortex (Engel & Fries, 2010; 
Mas-Herrero & Marco-Pallares; Pennartz et al., 2011, HajiHosseini & 
Holroyd, 2015b). In addition, theta activity is proposed to be involved in 
long-range neural communication between subcortical and cortical areas, 
whereas beta activity is thought to reflect local cortical communication 
(Donner & Siegel, 2011; Fries, 2015; Fujisawa & Buzsaki, 2011). Local 
beta oscillations operate in the range of tens of milliseconds and enable 
top-down control via specific cognitive processes involved in attention and 
response inhibition (Engel & Fries 2010; Knyazev, 2012). Thereby, these 
processes provide a temporary structure for interactions between more 
distant areas (mediated by theta activity) operating in the range of 
hundreds of milliseconds that integrate information on reward and 
punishment signals (Donner & Siegel, 2011; Siegel et al., 2012; Knyazev, 
2012).  
 
In recent years, transcranial alternating current stimulation (tACS) is 
increasingly used to modulate cognitive performance by applying weak 
oscillatory currents on the head, which are thought to entrain 
endogenous cortical rhythms (Schutter, 2014; Schutter & Wischnewski, 
2016). In a previous study, we applied tACS in the theta range (6 Hz) over 
the frontal cortex during reversal learning (Wischnewski et al., 2016) and 
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found better learning performance in the active as compared to sham 
tACS condition. Specifically, participants showed faster learning rates, 
as evidenced by quicker transitions between strategies to changes in 
reward and punishment contingencies. However, the increased learning 
rate was at the cost of rule implementation, as evidenced by less risk 
taking compared to the control condition when high risk taking was the 
best strategy. Furthermore, whereas no effect on theta and beta power 
was observed, tACS-induced decreases in the ratio between theta and 
beta activity were found. This observation concurs with previous studies 
showing an inverse relationship between theta/beta ratio and risk taking 
(Schutter & van Honk, 2005; Massar et al., 2014; Schutte et al., 2017). 
The theta/beta ratio is suggested to reflect the balance between 
motivational tendencies and cognitive regulation. Since the theta/beta 
ratio correlates with a variety of (partially overlapping) processes, such 
as learning ability, risk-taking, impulsivity and attention, it may reflect 
a general measure of behavioral adaptability (Schutter & van Honk 2005; 
Massar et al., 2012; 2014; Wischnewski et al., 2016, Schutte et al., 2017, 
Angelidis 2016).  
 
Recently, biophysically-oriented studies have demonstrated that the 
tACS montage can affect the phase at which alternating currents are 
applied. In a traditional two-electrode tACS montage electric currents of 
the electrodes have an opposite phase-relationship. By using montages 
with more than two electrodes the phase-relationship of the electric 
currents can be manipulated allowing for flexible configurations with 
anti-phase and in-phase stimulation (Polania et al., 2013). For example, 
an anti-phase relationship between two electrodes leaves open the 
possibility for an in-phase relationship with a third electrode. It has been 
argued that in-phase tACS increases neuronal synchronization and 
spectral power, which arguably facilitates behavioral performance. In 
contrast, anti-phase tACS has been proposed to decrease neural 
synchronization and spectral power, which yields decreases in behavioral 
performance (Alekseichuk et al., 2017; Helfrich et al., 2014b; Polania et 
al., 2013).  
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In the present study we explored the effect of beta-tACS on a reversal 
learning task using two different electrode montages. Based on the idea 
that beta power reflects communication of local intra-cortical 
connections, one montage was designed to increase local beta power in 
left and right frontal cortex by applying in-phase currents within each 
hemisphere (tACSLOCAL). Since stimulation of beta activity may increase 
cognitive regulation during decision making, we hypothesized that the 
tACSLOCAL montage would facilitate reversal learning performance. 
Conversely, the second montage applied in-phase currents between 
hemispheres (tACSINTER) was expected to decrease local beta activity and 
thus we anticipated worsened reversal learning performance. Finally, 
based on our previous study (Wischnewski et al., 2016) we hypothesized 
that an increase in reversal learning performance would be accompanied 
by a decrease in resting state EEG theta/beta ratio, whereas a decrease 
in performance would be accompanied by an increase in resting state 
EEG theta/beta ratio. 
 
9.2. Methods 
9.2.1. Participants 
Hundred-and-eight healthy right-handed volunteers (mean age ± SD = 
22.46 ± 3.66, range 18-34 years, 73 female) participated in the study. All 
volunteers had normal or corrected-to-normal vision and were right 
handed. Participants were excluded if they I) had a history of psychiatric 
or neurological diseases; II) had metallic objects in the head; III) had any 
type of stimulator in their body; IV) used psycho-active medication or 
recreational drugs less than 48 hours before the experiment; V) suffered 
from a skin disease/allergy. The protocol was approved by the medical 
ethical committee of the Radboud University Medical Centre in Nijmegen 
and carried out in accordance with the Declaration of Helsinki (Fortaleza 
amendments). 
 
9.2.2. Reversal learning task 
The present task has been validated by previous studies to evoke reversal 
learning (Wischnewski et al. 2016; Schutte et al. 2017). Two options were 
presented vertically on a screen, representing points that could be gained 
(reward) or lost (punishment). Eight point combinations were randomly 
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presented and always consisted of a high and a low number (5-25; 25-5; 
10-30; 30-10; 15-35; 35-15; 20-40; 40-20). Selection of the high points 
option corresponded to a high-risk decision that would either lead to a 
relatively large reward when participants had opted correctly (i.e., points 
gained) or to a relative large punishment when participants had chosen 
incorrectly (i.e., points lost). Selection of the low points option 
corresponded to a low-risk decision and would either lead to a relative 
small reward when being correct and a relatively small punishment when 
being wrong. High or low risk options could be selected by clicking on the 
left (high risk option) or right (low risk option) computer mouse button 
with either left or right thumb (Figure 9.1A). Although there was no time 
constraint, participants were encouraged to respond as quickly as 
possible. Feedback was presented as colored squares, which indicated 
whether the response was correct (green square) or wrong (red square) 
500 milliseconds after a decision was made. Depending on the outcome, 
points were either added or subtracted from the total score. The total 
score was shown after each trial for 2000 ms. The inter-trial interval was 
jittered between 800 and 1200 ms. An overview of a single trials is shown 
in Figure 9.1A. In total, the task consisted of 120 trials with two strategy 
reversals. First, participants learn that high-risk options are preferred 
(high risk: 80%, low risk: 20%). After 40 trials, participants had to reverse 
their strategy to low-risk options (high risk: 20%, low risk: 80%). Finally, 
after 80 trials the strategy had to be reversed again to high-risk options 
(high risk: 80%, low risk: 20%). Participants were unaware of the 
reversals at the start of the task and were informed that they could use 
any strategy to score as many points as possible. Duration of the task was 
approximately 12 minutes. 
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Figure 9.1. A) response buttons on the computer mouse on the left and an overview of 
a single trial on the right. B) Same phase stimulation within the same hemisphere was 
applied to increase local beta power (tACSLOCAL). C) Opposing phase stimulation within 
the same hemisphere was applied to decrease local beta power (tACSINTER). To control 
for phosphene perception, flickering LEDs were attached next to the participant eyes. 
 
9.2.3. Transcranial alternating current stimulation 
Alternating currents were applied using a battery-driven stimulator 
(Eldith DC Stimulator (CE 0118), NeuroConn GmbH, Ilmenau, 
Germany) and two pairs of 3x5 cm electrodes (15 cm²) placed under the 
EEG cap. Stimulation electrodes were made of conductive rubber and 
attached to the head using adhesive conductive paste (Ten20, Weaver and 
Company, Aurora, CO, USA). Intensity of stimulation was set to 1 mA 
peak-to-peak. The ramp up and ramp down period at the start and end of 
the stimulation respectively was five seconds. Stimulation was turned on 
one minute before the start of the task and lasted until the end of the 
task. In the sham condition only 20 seconds of real tACS was applied 
between ramp up and ramp down period. 
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Two electrodes were placed over bilateral frontal cortex with the center 
of the electrode 2 cm lateral of AF3 and AF4. The second pair of electrodes 
was placed fronto-centrally 1 cm lateral of Fc1 and Fc2. Thus, tACS was 
centered on F3 and F4, corresponding to the dorsolateral prefrontal 
cortex and the locus of beta oscillations (HajiHosseini & Holroyd, 2015a). 
Using a four electrode set-up allowed for manipulating the phase of tACS 
intra- and inter-hemispherically (Alekseichuk et al., 2017). Accordingly, 
in one condition tACS was applied to increase local beta power within 
each hemisphere and creating opposing phase currents between left and 
right hemisphere. This montage will be referred to as tACSLOCAL (Figure 
9.1B). In the second experimental condition tACS was applied to decrease 
beta power within each hemisphere and creating same phase currents 
between left and right hemisphere. This montage will be referred to as 
tACSINTER (Figure 9.1C). For the sham condition in-phase and anti-phase 
montages were applied in a counter-balanced fashion between the 
participants. Electrode impedances were kept below 10 kΩ at all time.  
 
9.2.4. Phosphene control 
A number of studies indicate that beta-tACS may evoke transcutaneous 
retinal phosphenes, which can affect cognitive performance (Kar & 
Krekelberg, 2012; Schutter & Hortensius, 2010; Schutter, 2016). To 
control for this, two light emitting diodes (LED) were placed on the outer 
canthi of the eyes. During the task the lights flickered at the same 
frequency as the tACS (20 Hz). The flickering of the LEDs overrides 
tACS-induced phosphene perception and therefore flickering sensation in 
each condition would be the same. After the experiment, participants 
were questioned about the intensity of the light flashes and if the 
perception of the flickering changed over time. Additionally, volunteers 
were also asked if they thought the lights had interfered with their 
performance. Finally, they were asked if they had an idea what the 
purpose of the lights was. Results are presented in Supplementary data 
B. 
 
9.2.5. Electroencephalogram 
Resting state EEG was recorded using an ActiveTwo system (BioSemi, 
Amsterdam, The Netherlands), with 32 electrodes placed according to the 
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international 10-20 system. Data was sampled at 2048 Hz using a default 
online bandpass filter (DC to 400 Hz). Resting state EEG was recorded 
for four minutes, alternating between opened and closed eyes each 
minute. Data was recorded using BrainVision Recorder and stored for 
offline analysis using BrainVision Analyzer 2.1 (Brain Products GmbH, 
München, Germany).  
 
9.2.6. Procedure 
Participants were recruited using a campus database. All subjects were 
divided over two experimental groups (in-phase tACS: mean age ± SD = 
22.56 ± 3.68, range 19-34 years, 23 female; anti-phase tACS: mean age ± 
SD = 22.36 ± 3.86, range 18-34 years, 26 female) and one control group 
(mean age ± SD = 22.47 ± 3.55, range 18-31 years, 24 female) with n = 36 
for each. After filling out a safety screening and informed consent form, 
EEG was prepared. After the preparation the pre-test resting state EEG 
was recorded for four minutes. Afterwards tACS electrodes were placed 
under the EEG cap and the phosphene control LEDs were attached. LEDs 
and brain stimulation were turned on one minute before the start of the 
task, to ensure that participants were comfortable with the tACS-induced 
sensations. Then participants performed the task, which lasted 
approximately 12 minutes. After the end of the task tACS-electrodes were 
removed and the post-test resting state EEG was recorded. Finally, 
participants filled out an adapted version of the questionnaire of 
Fertonani et al. (2015), with additional questions on the sensation of the 
lights (Supplementary data A and B). 
 
9.2.7. Data reduction and analysis 
9.2.7.1. Reversal learning performance 
A 4-parameter logistic least-squares was fit to the averaged choices of 
participants for the first and second reversal (Capaday, 1997; Capaday et 
al., 1999; Wischnewski et al., 2016), according to the following formula: 
 
𝑦 =  
𝐻𝑚𝑖𝑛 − 𝐻𝑚𝑎𝑥
1 + (
𝑥
𝐼50
)𝑆
+ 𝐻𝑚𝑎𝑥 
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Hmin and Hmax represent the lower and higher asymptote respectively, 
which is an indicator of the percentage high risk taking in low and high 
risk blocks. A value approximating 1 suggests that participants always 
opted for the high risk choice, whereas values approximating 0 suggest 
that participants never opted for the high risk choice (i.e., always chose 
the low risk option). The inflection point, I50, depicts trial number x at 
which the midpoint between Hmin and Hmax is reached. This parameter 
provides an index for the amount of trials participants need to reverse 
from high to low risk and vice versa. Finally, parameter S reflects the 
maximum slope of the logistic function and is and indicator for the 
learning rate. For the first reversal, participant averages from trial 21-
60 were used (reversal after trial 40) and for the second reversal 
participant averages from trial 61-100 were used (reversal after trial 80). 
To explore baseline differences in initial learning a linear regression 
function was fit to participant averages of the first 20 trials.  
 
9.2.7.2. Resting-state EEG 
All EEG recordings were offline band-pass filtered (shift-free 
Butterworth) between 1 and 30 Hz (48dB/Octave) and re-referenced to 
the average signal. The 4-minute resting-state EEG measurements were 
segmented into 2-seconds epochs and corrected for eye blinks measured 
by electrode Fp1 using the Gratton and Coles method (Gratton et al., 
1983). Spectral power levels were acquired by performing a fast Fourier 
transform analysis (Hanning window length: 10%) in the theta (4-7 Hz) 
and beta (13-30 Hz) frequency range. Additionally, the theta/beta ratios 
were calculated. For the statistical analysis post-test – pre-test difference 
scores were calculated for both left and right frontal cortex. Since beta 
power is related to activity in the dorsolateral prefrontal cortex, 
electrodes F3 and F4 were selected for analysis (HajiHosseini & Holroyd, 
2015a). Outliers were removed before the statistical analysis (11 out of 
648 data points based on a mean ± 3.5*standard deviation criterion; 
Iglewicz & Hoaglin, 1993).   
 
9.2.8. Statistical analysis 
All statistical analyses were performed using SPSS version 22.0 (IBM 
corporation, Armonk, NY, USA). The linear and logistic regression 
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parameters were compared between sham and active tACS conditions 
separately for the first and second reversal using one-way between-
subjects analyses of variance (ANOVA). Differences in pre-test (baseline) 
EEG power were analyzed by performing repeated measures ANOVAs 
for theta and beta power and theta/beta ratio, with both hemispheres and 
type of stimulation as within-subjects variable (Supplementary data C). 
Post-test – pre-test changes in spectral activity were calculated for 
tACSLOCAL, tACSINTER and sham tACS and for both hemispheres (F3 and 
F4). These values were statistically compared using 2x3 repeated-
measures ANOVAs with theta power, beta power and theta/beta ratio as 
dependent variables, both hemispheres as independent between-subjects 
variable and type of stimulation as independent within-subjects variable. 
For all comparisons the level of significance was set to α = 0.05 (two-
tailed) and all mean values are presented ± SEM. 
 
9.3. Results 
Stimulation was well tolerated and no adverse events occurred. The 
sensation of tACS was comparable between groups. Itching sensation was 
categorized as ‘strong’ by two participants and as ‘considerable’ by one 
participant. All other sensations were categorized as none, mild or 
moderate (see Supplementary data A). Furthermore, annoyance by the 
flickering LEDs was categorized as none, mild or moderate and was 
comparable between conditions (see Supplementary data B). Six 
participants in the tACSLOCAL and sham condition and seven participants 
in the tACSINTER group felt that the LEDs had a slight effect on their 
performance. Stimulation electrode impendences were similar between 
groups (tACSLOCAL: 3.67 ± 0.24 kΩ, tACSINTER: 3.16 ± 0.42 kΩ, sham: 3.17 
± 0.31 kΩ; F(2,106) = 0.80, p = .450). Blinding of participants was 
successful, since identification of active and sham tACS was at chance 
level with 54.6% guessing correctly (χ² = 0.86, p = 0.355).  
 
9.3.1. Reversal learning 
Goodness of fit measures showed that the model with the 4-logistic curve 
explained over 70% of the variance for both reversals in all conditions 
(Capaday 1997; Capaday et al., 1999; Wischnewski et al., 2016). A linear 
regression on the first 20 trials showed no difference in intercept values 
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(F(2,106) = 0.61, p = 0.545) and regression coefficients (F(2,106) = 1.40, p 
= 0.251) between groups, showing that initial learning was comparable 
between conditions (Figure 9.2A). For the first reversal a significant 
difference between stimulation groups was found for Hmax (F(2,106) = 
4.90, p = 0.009, η² = 0.085). Bonferroni-corrected post-hoc t-tests showed 
a significantly higher risk-taking probability for tACSLOCAL compared to 
sham (t(71) = 2.92, p = 0.014, d = 0.687). No significant effects were 
observed between tACSLOCAL and tACSINTER (t(71) = 2.15, p = 0.106, d = 
0.506) and between tACSLOCAL and sham (t(71) = 0.81, p ~ 1, d = 0.192). 
Additionally, a significant difference between groups was found for the 
Hmin parameter (F(2,106) = 6.76, p = 0.002, η² = 0.114). Bonferroni-
corrected t-tests revealed a significantly higher probability of low risk-
taking (i.e., lower probability of high risk-taking) for tACSLOCAL compared 
to sham (t(71) = 3.42, p = 0.003, d = 0.806) as well as for tACSINTER 
compared to sham (t(71) = 2.95, p = 0.013, d = 0.696). No effects were 
found for tACSLOCAL compared to tACSINTER (t(71) = 1.04, p = 0.899, d = 
0.246). No difference in parameters GR and I50 were found for the first 
reversal (Figure 9.2B, Table 9.1). In sum, participants showed better rule 
implementation during tACSLOCAL and tACSINTER compared to sham 
tACS, with no effect on learning speed. 
 
Table 9.1. Values of the 4-parameter logistic fit for each condition and statistical 
comparison 
  In-phase 
Anti-
phase 
Sham Statistic (df = 2,106) 
Reversal  Hmax 0.83±0.02 0.77±0.02 0.75±0.02 F = 4.90, p = .009, η² = .085 
1 Hmin 0.39±0.03 0.43±0.02 0.52±0.02 F = 6.76, p = .002, η² = .114 
 I50 45.6±0.91 44.9±0.60 43.9±0.73 F = 1.31, p = .273, η² = .024 
 GR 0.43±0.15 1.00±0.52 1.23±0.96 F = 0.42, p = .657, η² = .008 
Reversal  Hmax 0.74±0.02 0.74±0.02 0.72±0.02 F = 0.48, p = .619, η² = .009 
2 Hmin 0.29±0.014 0.30±0.02 0.40±0.02 F = 10.9, p<.001, η² = .172 
 I50 83.1±0.34 83.8±0.40 82.3±0.78 F = 1.89, p = .156, η² = .035 
 GR 1.15±0.40 1.86±1.20 0.79±0.43 F = 0.49, p = .612, η² = .009 
 
For the second reversal a significant difference was observed for the Hmin 
parameters (F(2,106) = 10.88, p < 0.001, η² = 0.172). Bonferroni-corrected 
t-tests revealed a significantly higher probability of low risk-taking (i.e., 
lower probability of high risk-taking) between tACSLOCAL compared to 
sham (t(71) = 4.51, p < 0.001, d = 1.062), as well as for tACSINTER 
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compared to sham (t(71) = 3.43, p = 0.003, d = 0.808). No significant 
difference was observed between tACSLOCAL and tACSINTER (t(71) = 0.53, 
p ~ 1, d = 0.126). Other parameters, Hmax, GR and I50 did not differ 
significantly between conditions (Figure 9.2C, Table 9.1). In accordance 
with the first reversal, the second reversal showed better rule 
implementation during tACSLOCAL and tACSINTER compared to sham 
tACS, with no effect on learning speed. 
 
 
Figure 9.2. Reversal learning results. A) a linear regression was performed to estimate 
differences in initial learning during the first 20 trials. B,C) A regression using a 4-
parameter logistic function was used to estimate differences in reversal learning 
performance for the first (B) and second reversal (C). Results of the sham condition are 
presented in black, the tACSINTER condition in red, and the tACSLOCAL condition in blue. 
Significant differences are indicated by an asterisk. 
  
9.3.2. Resting-state EEG 
No difference in baseline activity was observed for theta power, beta 
power and theta/beta ratio (Supplementary data C). 
 
Repeated-measures ANOVA on the pre- to post-test change of spectral 
beta power showed no significant effects of stimulation (F(2,103) = 0.09, 
p = 0.912, η² = 0.001), hemisphere (F(1,103) = 0.18, p = 0.669, η² = 0.002) 
or hemisphere*stimulation (F(2,103) = 1.68, p = 0.192, η² = 0.033). 
Similarly, no effects of stimulation (F(2,104) = 0.94, p = 0.396, η² = 0.011), 
hemisphere (F(1,104) = 0.46, p = 0.501, η² = 0.005) or 
hemisphere*stimulation (F(2,104) = 0.13, p = 0.969, η² = 0.001) were 
found for theta power. 
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Repeated-measures ANOVA on the pre-test to post-test change of the 
theta-beta ratio revealed a significant difference between stimulation 
conditions (F(2,102) = 4.23, p = 0.017, η² = 0.094). Bonferroni-corrected 
post-hoc independent t-test revealed a significant decrease in theta-beta 
ratio after tACSLOCAL compared to sham (t(69) = 2.29, p = 0.042, d = 
0.612). No difference was observed between tACSLOCAL and tACSINTER 
(t(68) = 1.46, p = 0.149, d = 0.272) and between tACSINTER and sham (t(68) 
= 1.29, p = 0.201, d = 0.339). The observed effect between groups was 
similar for both hemispheres (F(1,102) = 1.27, p = 0.264, η² = 0.014). 
Neither was a significant hemisphere*stimulation interaction found 
(F(2,102) = 0.77, p = 0.466, η² = 0.017). In sum, tACSLOCAL, but not 
tACSINTER, decreased theta/beta ratio compared to sham, with no effect 
on theta and beta power. 
  
 
Figure 9.3. Post-test minus pre-test differences in resting-state EEG for the theta (4-7 
Hz) range (A), beta (13-30 Hz) range (B), and the theta/beta ratio (C). Significant 
differences are indicated by an asterisk.  
 
9.4. Discussion 
This study examined the direct involvement of beta EEG activity on 
reversal learning. Our results show that administration of beta-tACS 
with in-phase currents within each hemisphere and anti-phase currents 
between hemispheres (tACSLOCAL) led to improved reversal learning 
performance compared to sham tACS. The present findings concur with 
our previous study where we showed that theta-tACS influences reversal 
learning performance (Wischnewski et al., 2016). However, in contrast to 
theta-tACS, beta-tACS did not affect the amount of trials needed to 
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reverse strategy. Instead, rule implementation was enhanced, 
demonstrated by the observation that participants who received beta-
tACS opted more often for high-risk choices in high-risk blocks and low-
risk choices in low-risk blocks. It should, however, be noted that in our 
previous study a traditional two-electrode montage was used, with 
currents in anti-phase between hemispheres.  
 
Interestingly, in addition to the tACSLOCAL condition, the tACSINTER 
montage, applying in-phase currents between hemispheres and anti-
phase currents within each hemisphere, also improved reversal learning 
performance compared to sham. Surprisingly, this finding suggests no 
strong dissociation between both montages on reversal learning 
performance. Previous studies showed contrasting effects of in-phase and 
anti-phase tACS (Polania et al., 2013; Helfrich et al., 2014b; Alekseichuk 
et al., 2017). Therefore, it was expected that the tACSINTER condition 
would reduce performance. It should, however, be noted that previous 
studies using in-phase and anti-phase tACS targeted a connection 
between specific areas, such as between the frontal and parietal cortex 
(Polania et al., 2013; Alekseichuk et al., 2017). In the present study the 
aim was to target the frontal cortex reward and punishment network 
including the dorsolateral prefrontal, ventromedial prefrontal, 
orbitofrontal and anterior cingulate cortex. Consequently, our conditions 
do not represent genuine in-phase and anti-phase montages, but rather 
stimulation with alternating currents in different orientations. 
Furthermore, several studies using ‘traditional’ tACS montages with two 
electrodes, applying current in opposing phase have found beneficial 
effects on performance (for a review see Schutter & Wischnewski, 2016). 
Thus, the present study can draw no conclusions on the exact relationship 
between beta oscillatory phase and behavioral performance and further 
research is warranted.  
 
Results of the resting-state EEG recordings showed that both theta and 
beta power was decreased after tACS (Figure 9.3). However, this effect 
did not differ significantly between active and sham tACS conditions and 
likely reflects changes in general arousal (Jung et al., 1997; Makeig & 
Inlow, 1993; Makeig & Jung, 1995). Whereas no effect on absolute theta 
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and beta power was found, significantly lower theta/beta ratio values 
were found after tACSLOCAL in comparison to sham. These results are in 
line with previous studies showing a relationship between lower 
theta/beta ratio and better reversal learning performance (Wischnewski 
et al., 2016; Schutte et al, 2017), as well as other related cognitive 
processes such as attention and impulsivity (Angelidis et al., 2016; 
Massar et al., 2012; Putman et al., 2010; Schutter & van Honk 2005). 
Interestingly, whereas we found that beta-tACS improved rule 
implementation and theta-tACS increased learning speed (Wischnewski 
et al., 2016), a similar effect was found on the electrocortical level (i.e., 
decreased theta/beta ratio). This result may be indicative for the 
theta/beta ratio reflecting a generic mechanism for adapting to new 
situations, rather than one specific aspect of learning (Schutte et al., 
2017). According to this idea, lower values of theta/beta ratio are related 
to a more generic form of behavioral adaptation. In contrast, higher 
values of theta/beta ratio are related to maladaptive decision making. 
This may also explain why the theta/beta ratio has been associated with 
a variety of motivational and cognitive processes, such as impulsivity, 
attention and learning (Angelidis et al., 2016; Massar et al., 2012; 
Putman et al., 2010; Schutter & van Honk 2005). Schutter & Van Honk 
(2005) suggested that the theta/beta ratio reflects a trade-off between 
subcortically mediated approach motivation and cortical top-down 
cognitive regulation. Hence, the present observed tACS-induced decrease 
in theta/beta ratio may relate to increased cognitive regulation and 
reduced motivational urge for constantly changing strategy. 
 
A limitation in the present study that should be addressed is the presence 
of retinal stimulation. Beta-tACS can induce the perception of 
phosphenes, which in itself can have an effect on cognitive performance 
(Schutter, 2016). By flashing LEDs at the tACS frequency it was possible 
to override any tACS-induced phosphene sensation. The subjective 
experience of light flickering was similar between sham and active tACS 
conditions (Supplementary B), which implies that the retinal stimulation 
in itself cannot explain the present results. Although the annoyance of 
LEDs was similar between real and sham tACS, a role of the light flashes 
on cognitive performance cannot be completely ruled out. 
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In conclusion, our results suggest that frontal cortex tACS in the beta 
range can facilitate rule implementation during learning. tACS montages 
targeting intra- and interhemispheric connections were applied to the 
frontal cortex, with similar effects. Although beta-tACS was beneficial for 
reversal learning, the present results do not provide evidence for a 
specific relationship between tACS phase and performance 
improvements. Finally, we found a reduction in frontal theta/beta EEG 
ratio after beta-tACS as compared to sham. Together, the resting-state 
EEG and behavioral findings suggest that the theta/beta EEG ratio is a 
measure of behavioral adaption.  
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Supplementary data 
 
Supplementary data A. Self-report questionnaire results on the sensation of tACS and 
the perceived influence on performance. 
 tACSLOCAL tACSINTER Sham 
Itching None: n=15 
Mild: n=14 
Moderate: n=6 
Considerable: n=1 
Strong: n=0 
None: n=23 
Mild: n=9 
Moderate: n=3 
Considerable: n=0 
Strong: n=1 
None: n=13 
Mild: n=15 
Moderate: n=7 
Considerable: n=0 
Strong: n=1 
Pain None: n=25 
Mild: n=10 
Moderate: n=1 
Considerable: n=0 
Strong: n=0 
None: n=34 
Mild: n=2 
Moderate: n=0 
Considerable: n=0 
Strong: n=0 
None: n=24 
Mild: n=11 
Moderate: n=1 
Considerable: n=0 
Strong: n=0 
Burning None: n=29 
Mild: n=6 
Moderate: n=1 
Considerable: n=0 
Strong: n=0 
None: n=29 
Mild: n=6 
Moderate: n=1 
Considerable: n=0 
Strong: n=0 
None: n=31 
Mild: n=2 
Moderate: n=3 
Considerable: n=0 
Strong: n=0 
Warmth None: n=27 
Mild: n=7 
Moderate: n=2 
Considerable: n=0 
Strong: n=0 
None: n=22 
Mild: n=13 
Moderate: n=1 
Considerable: n=0 
Strong: n=0 
None: n=27 
Mild: n=8 
Moderate: n=1 
Considerable: n=0 
Strong: n=0 
Pinching None: n=18 
Mild: n=11 
Moderate: n=7 
Considerable: n=0 
Strong: n=0 
None: n=24 
Mild: n=9 
Moderate: n=3 
Considerable: n=0 
Strong: n=0 
None: n=19 
Mild: n=12 
Moderate: n=5 
Considerable: n=0 
Strong: n=0 
Metallic taste None: n=35 
Mild: n=1 
Moderate: n=0 
Considerable: n=0 
Strong: n=0 
None: n=35 
Mild: n=1 
Moderate: n=0 
Considerable: n=0 
Strong: n=0 
None: n=34 
Mild: n=2 
Moderate: n=0 
Considerable: n=0 
Strong: n=0 
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Fatigue None: n=28 
Mild: n=7 
Moderate: n=1 
Considerable: n=0 
Strong: n=0 
None: n=30 
Mild: n=3 
Moderate: n=3 
Considerable: n=0 
Strong: n=0 
None: n=28 
Mild: n=5 
Moderate: n=3 
Considerable: n=0 
Strong: n=0 
Other None: n=36 
Mild: n=0 
Moderate: n=0 
Considerable: n=0 
Strong: n=0 
None: n=36 
Mild: n=0 
Moderate: n=0 
Considerable: n=0 
Strong: n=0 
None: n=36 
Mild: n=0 
Moderate: n=0 
Considerable: n=0 
Strong: n=0 
Affect 
performance 
Not at all: n=31 
Slightly: n=5 
Considerably: n=0 
Much: n=0 
Very much: n=0 
Not at all: n=31 
Slightly: n=5 
Considerably: n=0 
Much: n=0 
Very much: n=0 
Not at all: n=33 
Slightly: n=3 
Considerably: n=0 
Much: n=0 
Very much: n=0 
 
Supplementary data B. Self-report questionnaire results on the discomfort of the 
flickering lights and the perceived influence on performance. 
 
tACSLOCAL tACSINTER Sham 
Discomfort lights None: n=16 
Mild: n=16 
Moderate: n=4 
Considerable: n=0 
Strong: n=0 
None: n=16 
Mild: n=17 
Moderate: n=3 
Considerable: n=0 
Strong: n=0 
None: n=15 
Mild: n=17 
Moderate: n=4 
Considerable: n=0 
Strong: n=0 
Affect 
performance 
Not at all: n=30 
Slightly: n=6 
Considerably: n=0 
Much: n=0 
Very much: n=0 
Not at all: n=29 
Slightly: n=7 
Considerably: n=0 
Much: n=0 
Very much: n=0 
Not at all: n=30 
Slightly: n=6 
Considerably: n=0 
Much: n=0 
Very much: n=0 
 
Supplementary data C. Repeated measures ANOVA on pretest (baseline) differences 
between tACS conditions. 
 
Stimulation Hemisphere Hemisphere*Stimulation 
Theta F(2,104) = 0.61, 
p = .544 
F(1,104) = 2.89,  
p = .092 
F(2,104) = 0.11, p = .894 
Beta F(2,103) = 0.10, 
p = .904 
F(1,103) = 0.48,  
p = .488 
F(2,103) = 0.15, p = .865 
Theta/beta ratio F(2,102) = 0.92, 
p = .401 
F(1,102) = 1.88,  
p = .173 
F(2,102) = 0.16, p = .856 
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Abstract 
Transcranial alternating current stimulation (tACS) has been shown to 
modulate neural oscillations and excitability levels in the primary motor 
cortex (M1). These effects can last for more than an hour and an 
involvement of N-methyl-D-aspartate receptor (NMDAR) mediated 
synaptic plasticity has been suggested. However, to date the cortical 
mechanisms underlying tACS after-effects have not been explored. Here, 
we applied 20 Hz beta tACS to M1 while participants received either the 
NMDAR antagonist dextromethorphan or a placebo and the effects on 
cortical beta oscillations and excitability were explored. When a placebo 
medication was administered, beta tACS was found to increase cortical 
excitability and beta oscillations for at least 60 minutes, whereas when 
dextromethorphan was administered, these effects were completely 
abolished. These results provide the first direct evidence that tACS can 
induce NMDAR-mediated plasticity in the motor cortex, which 
contributes to our understanding of tACS-induced influences on human 
motor cortex physiology. 
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10.1. Introduction 
Synchronized oscillations in the beta range (~20 Hz) are the primary 
observed activity in the sensorimotor cortex at rest (Baker et al., 1997). 
Beta activity in the motor cortex is related to activity and plasticity in 
both glutamatergic and GABAergic pyramidal neurons (Yamawaki et al., 
2008). Furthermore, during movement preparation a decrease in beta 
synchronization and a rebound of synchronization post movement take 
place (Hall et al., 2011). A relationship between beta oscillations and 
motor-evoked potential (MEP) amplitudes has been shown by Mäki & 
Ilmoniemi (2010), who found increased spontaneous beta oscillatory 
activity before small compared to large MEP amplitudes. In recent years, 
transcranial alternating current stimulation (tACS) has been used to 
entrain endogenous cortical oscillatory activity (Feurra et al., 2011; 
Feurra et al., 2013; Helfrich et al., 2014b; Neuling et al., 2013; Schutter, 
2014; Veniero et al., 2015; Vossen et al., 2015). Based on the relationship 
between beta oscillations and MEPs, a variety of studies have applied 
tACS at 20 Hz to investigate its effects on motor cortex excitability, both 
online (Cancelli et al., 2015a; Cancelli et al. 2015b; Feurra et al., 2011; 
Feurra et al., 2013; Wach et al., 2013 and offline (Heise et al., 2016; 
Schilberg et al., 2018; Schutter & Hortensius, 2011). Indeed, beta tACS 
has been found to elevate cortical excitability in the primary motor cortex, 
as evidenced by increases in motor evoked potential (MEP) amplitudes, 
during stimulation (Feurra et al., 2011; Feurra et al., 2013; Heise et al., 
2016). Although some studies have found no evidence for offline effects of 
beta tACS on MEP amplitude (Schilberg et al., 2018; Wach et al., 2013), 
recently Heise et al. (2016) provided evidence that more focal high-
definition stimulation is significantly more effective in modulating MEPs 
post stimulation. Furthermore, tACS intensity may play a vital role in 
the effects on MEP amplitude (Cancelli et al., 2015a). Recently, it has 
been shown that effects of tACS on oscillatory activity can outlast the 
duration of stimulation for at least an hour (Kasten et al., 2016). It is 
suggested that spike-timing dependent plasticity (STDP), involving N-
methyl-D-aspartate receptor (NMDAR) activity, may be an important 
mechanism underlying tACS after-effects (Vossen et al., 2015; Zaehle et 
al., 2010). However, to date direct evidence for synaptic plasticity as one 
main mechanism of tACS after-effects is lacking. Therefore, in the 
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current study, the NMDAR antagonist dextromethorphan (DMO) or a 
placebo medication (PLC) was administered to participants before tACS 
intervention. Subsequently, we compared pre- and post-tACS resting-
state electroencephalogram (EEG) and MEP measurements. The main 
objective of this study was to demonstrate that MEP and oscillatory 
amplitude changes, induced by tACS, are mediated by NMDAR 
plasticity. Furthermore, we aimed to investigate the relationship 
between tACS-induced effects on MEP and beta oscillations and map the 
time course of tACS after-effects. 
 
10.2. Methods and materials 
10.2.1. Participants 
Participants were recruited via online advertisement at the Leibniz 
Research Center for Working Environment and Human Factors (IfADo). 
Only right-handed participants were included and underwent a 
neurological examination to exclude any evidence for neurological or 
psychiatric diseases. The following exclusion criteria were applied: No 
alcohol, nicotine or recreational drug abuse, no CNS-acting medication, 
no previous neurosurgical treatments, no metal implants in the head or 
neck area, no migraine, epilepsy or previous cerebral seizures (also 
within their family), no pacemaker, intracranial metal clips, cochlea 
implants, liquor shunts or pregnancy. Furthermore, participants were 
excluded if the location of the C3 electrode did not correspond to the TMS 
hot spot. A total of 18 participants were recruited of which 13 participants 
started the first session of the study. For the remaining five participants, 
the C3 electrode did not correspond to the TMS hot spot. Two participants 
did not complete the experiments because of adverse reactions to the 
dextromethorphan intervention. Therefore, 11 participants completed 
the study and were included in all analyses (mean age ± standard 
deviation, 23.1 ± 3.4; 9 Female). Before the experiment started, subjects 
were informed about the experimental procedures and gave written 
informed consent. The study procedures were approved by the local ethics 
committee of the IfADo and conducted in accordance with the Declaration 
of Helsinki. 
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Figure 10.1. Experimental timeline of the present study. Each participant completed 
all four sessions. Abbreviations: RMT: resting motor threshold; spMEP: single pulse 
motor evoked potential; ppMEP: paired pulse motor evoked potential; ISI: inter-
stimulus interval; DMO: dextromethorphan; PLC: placebo. 
 
10.2.2. Pharmacological intervention 
Two hours before tACS, 150 mg dextromethorphan (DMO) or placebo 
medication (PLC) was administered orally using two digestible capsules. 
The maximum plasma level of DMO is achieved ~2 hours after intake, 
with a half-life of 2 to 4 hours, and the administered dose is sufficient to 
elicit prominent effects in the central nervous system (Silvasti et al., 
1987). The administered dosage has been applied in prior experiments 
and has shown to abolish transcranial direct current stimulation (tDCS)-
induced plasticity effects (Kuo et al., 2017; Liebetanz et al., 2002; Nitsche 
et al., 2003). 
 
10.2.3. TMS 
TMS was applied using a Magstim 200 stimulator (Magstim Company 
Ltd., Spring-Gardens, Whitland, UK). For stimulation of the right 
abductor digiti minimi muscle (ADM), a figure-of-eight coil (diameter = 
70 mm; peak magnetic field = 2.2 T) was placed over the left motor cortex 
and held tangentially to the scalp at an angle of 45 degrees to the mid-
sagittal line of the participants head (Wehrhahn et al., 1994). The exact 
hot spot over the left M1 was determined corresponding to the right ADM. 
The resting motor threshold (RMT) was defined as the minimum 
stimulation intensity necessary to evoke MEPs of >50μV in the relaxed 
muscle in 50% of the trials. RMT was examined using the TMS Motor 
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Threshold Assessment Tool (MTAT 2.0; Awiszus, 2003; Awiszus & 
Borckardt, 2012). After determination of the hotspot, single pulse TMS 
was applied to determine the stimulus intensity (SI) to evoke spMEPs 
with an amplitude of 1mV.  
 
For experimental spMEP measurements (pre-intervention, baseline and 
post) 25 stimuli of the same intensity were given to the subject at a 
stimulus intensity (SI) to evoke MEP amplitudes of ~1 mV (Jamil et al., 
2017). For ppMEP measurements, 15 single test stimuli (TS) were 
applied in addition to 16 double pulses with an inter-stimulus interval of 
2, 3, 5, 10, and 15 ms, meaning that a subject received 90 samples, which 
were taken at each experimental measurement (pre-intervention, 
baseline and post). Inter-stimulus intervals of 2 and 3 ms represent short 
latency intracortical inhibition (SICI), and inter-stimulus intervals of 10 
and 15 ms represent intracortical facilitation (ICF) (Kujirai et al., 1993). 
The TS was delivered at an SI of ~1 mV, and the preceding conditioning 
stimulus (CS) was delivered at an intensity of 70% of RMT. In the case of 
global excitability changes of > 20% between pre-intervention and 
baseline measurements, stimulation intensities were adjusted (Kuo et 
al., 2017). The paired pulse TMS (ppTMS) conditions were presented in a 
pseudo-randomized order.  
 
10.2.4. EEG 
EEG was recorded from 32 scalp positions positioned according to the 
international 10-20 system using Starstim R32 (Neuroelectrics, 
Barcelona, Spain) with NG Pistim Ag-AgCl pellet electrodes (surface 
area: 3.14 cm², position: Fp1, Fp2, AF3, AF4, F7, F3, Fz, F4, F8, Fc5, Fc1, 
Fc2, Fc6, T7, C3, Cz, C4, T8, Cp5, Cp1, Cp2, Cp6, P7, P3, Pz, P4, P8, PO3, 
PO4, O1, Oz, and O2). These electrodes were placed on the head using 
high-viscosity electrolyte gel for active electrodes (SuperVisc, Easycap, 
Herrsching, Germany). A sampling rate of 500 Hz was used for recording. 
Common mode sense (CMS) and driven right leg (DRL) electrodes were 
clipped to the right ear and acted as reference and ground. Raw EEG data 
was recorded and stored for offline analysis using BrainVision Analyzer 
2.1. (Brain Products GmbH, München, Germany). Each resting state 
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measurement consisted of eyes opened and closed states alternating 
every 60 seconds. 
 
10.2.5. TACS 
Alternating currents were applied over the motor cortex using the 
Starstim R32 stimulator (Neuroelectrics, Barcelona, Spain). Five Pistim 
electrodes (surface area: 3.14 cm²) were used for stimulation with the 
main electrode at C3 (approximately corresponding to the TMS hot spot) 
with an intensity of 2 mA peak-to-peak and a frequency of 20 Hz. The 
four return electrodes with 25% of the intensity were positioned at T7, 
F3, Cz and P3 (DaSilva et al., 2015; Villamar et al., 2013a, 2013b). 
Stimulation was applied for 15 minutes while participants were at rest 
while their eyes were open, with a ramp up and ramp down of 20 seconds. 
 
10.2.6. Procedure 
Before the participants were included in this study they were invited for 
a test session. During this test session detailed information about the 
study procedure was conveyed and a screening form was filled out. After 
this, participants were asked to sign an informed consent form. The test 
session was performed for two reasons: 1) to determine whether MEPs of 
an amplitude of 1 mV could be evoked; and 2) whether the TMS hotspot 
for the ADM muscle was in the same location, with a margin of 0.5 
centimeter, of the EEG electrode C3. Since the electrode diameter was 1 
cm, this margin allowed for the coverage of the TMS hot spot. This was 
important since the C3 electrode was also used for tACS and the 
adjustability of this location was limited. Furthermore, the test session 
allowed participants to get accustomed to the sensation of TMS and tACS 
in order to avoid arousal-based effects due to missing experience of such 
stimulation.  
 
After the test session, participants performed the four experimental 
sessions, that is the TMS sessions with either PLC and DMO intervention 
and the EEG sessions with PLC or DMO intervention (Figure 10.1). The 
order of sessions was counterbalanced and both participants and 
experimenter were blinded towards the intervention (double blind). In 
the TMS sessions, the hotspot was determined, followed by RMT, spMEP 
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and ppMEP measurements (~60 minutes). Subsequently, participants 
received either DMO or PLC medication and were escorted to a resting 
room in which they were allowed to spend their time freely. However, 
they were asked to refrain from any heavy cognitive or physical activity, 
particularly activities involving their hands. After 1 hour and 45 minutes 
participants were escorted back to the laboratory and spMEP and ppMEP 
baseline measurements were taken. In the case of deviations of >20%, 
stimulation intensities were adjusted (~30 minutes). Then the Starstim 
cap was placed over participants heads and the five tACS electrodes (C3, 
T7, F3, Cz, and P3) were prepared (~10 minutes), followed by 15 minutes 
of 20 Hz tACS at an intensity of 1 mA peak-to-peak. After the end of 
stimulation, the EEG cap was removed and post spMEP and ppMEP 
measurements were performed for 60 minutes. The total duration of the 
TMS experiment was approximately 5 hours. 
 
The EEG session was similar to the TMS session (Figure 10.1). First, the 
32 EEG channels were prepared followed by the pre-intervention resting-
state measurement (~60 minutes). This was followed by the drug 
intervention and 1 hour and 45 minutes of rest. Following the break, the 
baseline resting-state EEG measurement was performed followed by 
tACS electrode preparation and 15 minutes of tACS. Finally, 60 minutes 
of post-measurements were taken. The total duration of the EEG 
experiment was approximately 5 hours. At the end of all sessions 
participants were asked to fill out a form whether they perceived any 
somatosensory or visual sensations as a consequence of tACS. After the 
final session, participants were debriefed and received a monetary 
compensation for their participation.  
 
10.2.7. Data pre-processing and analysis 
MEP data were visually inspected to exclude trials in which background 
electromyographic activity was increased (Wischnewski et al., 2016). 
spMEPs for all measurements were averaged and normalized to baseline, 
such that the outcome measure was the percentage change compared to 
baseline (post/baseline*100). This means that values above 100 indicate 
an increase in cortical excitability, whereas values below 100 indicate a 
decrease in cortical excitability. For the ppMEP data, the conditioned to 
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unconditioned (test) stimulus ratio was calculated and these values were 
averaged (Kujirai et al., 1993). This means that a value above 1 
represents intracortical facilitation, whereas a value below 1 represents 
intracortical inhibition.  
 
EEG resting-state data was offline band-pass filtered (shift-free 
Butterworth) between 1 and 30 Hz (48 dB/Octave) and re-referenced to 
an average reference. The data were segmented into 2-second epochs (120 
segments per measurement). Vertical eye movements were corrected 
using the Gratton and Coles method (Gratton et al., 1983) implemented 
in BrainVision Analyzer 2.1. with electrode Fp1. Additional artifacts 
were automatically removed if they exceeded a difference of 100 µV peak-
to-peak. This was followed by a visual inspection to remove any 
remaining non-neurogenic artifacts. On the remaining epochs, a fast 
Fourier transform analysis (Hanning window length: 10%) was 
performed to obtain spectral power levels in the beta (13-30 Hz), alpha 
(7-13 Hz), theta (4-7 Hz) and delta (1-4 Hz) range. The main electrode of 
interest was C3, as this corresponds to the hotspot of TMS and tACS 
stimulation. For control measurements, data of surrounding electrodes 
(T7, Fc5, F3, Fc1, Cz, Cp1, P3 and Cp5) as well as the opposite 
hemisphere (C4) were explored (see supplementary data). Finally, an 
exploratory connectivity analysis was performed to investigate local and 
interhemispheric beta phase coherence. For the local coherence, electrode 
pairs C3-F3, C3-Fc1, C3-Cz, C3-Cp1, C3-P3, C3-Cp5, C3-T7 and C3-Fc5 
were compared between PLC and DMO conditions. For interhemispheric 
coherence, the electrode pair C3-C4 was compared between PLC and 
DMO conditions. 
 
10.2.8. Statistical analysis 
All statistical analyses were performed using IBM SPSS version 22.0. For 
both, EEG and spMEP data, a GLM repeated-measures ANOVA was 
performed with TIME (relative change compared to baseline for post 0, 
15, 30, 45 and 60 minutes) and DRUG (PLC and DMO) as within subject 
factors. In addition, a GLM-repeated-measures ANOVA with test value 
of 100 was performed to investigate whether values were significantly 
different from baseline. Exploratory post-hoc paired samples t-tests were 
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performed to explore the differences between conditions at each time 
point. For the ppMEP analysis, a GLM repeated-measures ANOVA with 
TIME (post 0, 15, 30, 45 and 60 minutes), DRUG (PLC and DMO), and 
ISI (0, 2, 3, 5, 10 and 15 ms) as within subject factors was performed. In 
addition, GLM-repeated-measures ANOVAs were performed to compare 
baseline values for the DMO and PLC condition for each measurement 
(supplemental data, table S10.1). All analyses were checked for normality 
and sphericity. In the case of a violation of the sphericity assumption, a 
Greenhouse-Geisser correction was performed. For all analyses, the level 
of significance was set to an α = 0.05 (two-tailed). All means are presented 
together with the standard error of means (SEM).  
 
Table 10.1. GLM repeated measures ANOVA results. 
Measurement Factor F value P value 
spMEP Time 0.80 .488 
 Drug 9.69 .011 * 
 Time*Drug 0.29 .794 
Beta activity Time 2.79 .057 
 Drug 5.08 .048 * 
 Time*Drug 0.84 .465 
ppTMS  ISI 36.62 < .001 * 
 Time 1.06 .378 
 Drug 2.52 .143 
 ISI*Drug 1.42 .265 
 ISI*Time 0.69 .633 
 Time*Drug 0.11 .971 
 ISI*Time*Drug 0.90 .492 
 
10.3. Results 
10.3.1.TACS-induced NMDAR plasticity reflected by 
sustained spMEP increase 
A GLM repeated-measures ANOVA comparing PLC and DMO conditions 
on spMEP amplitudes revealed a main effect of the drug intervention 
(F(1,10) = 9.69, p = .011, η² = 0.36). Student’s t-tests (p < 0.05) conducted 
for individual time points showed a significant increase in spMEP 
amplitude in the PLC condition in all time points, but not the DMO 
condition, as well as a significant difference between medication 
conditions in all time points (Figure 10.2A; raw averages are displayed in 
supplementary Figure S10.1). Neither a significant effect for time 
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(F(4,40) = 0.80, p = .488, η² = 0.01), nor an interaction effect between drug 
intervention and time (F(4,40) = 0.29, p = .794, η² < 0.01) was observed. 
Importantly, no difference between PLC and DMO spMEP amplitudes 
was observed at baseline (t(10) = 0.07, p = 0.945), which shows that the 
results cannot be explained by random pre-tACS variation between 
sessions (Supplemental data, table S10.1, for more details).  
 
 
Figure 10.2. A) Percentage of spMEP change compared to baseline. B) Percentage of 
resting-state beta oscillatory activity change compared to baseline. Filled symbols 
indicate a significant difference from baseline (100%), whereas open symbols do 
indicate no significant difference to baseline. Significant differences between DMO and 
PLC are indicated by an asterisk. Error bars reflect the SEM. 
 
10.3.2. TACS-induced effects on sustained beta oscillation 
increase 
A GLM repeated-measures ANOVA comparing PLC and DMO conditions 
on beta (13-30 Hz) activity under C3 revealed a main effect of drug 
intervention (F(1,10) = 5.08, p = .048, η² = 0.21). Student’s t-tests (p < 
0.05) of individual time points showed a significant increase in beta power 
in the PLC condition, 30, 45 and 60 min post-tACS, but not the DMO 
condition, as well as a significant difference between DMO and PLC 
group 15 and 30 min post-tACS (Figure 10.2B). No significant effect of 
time (F(4,40) = 2.79, p = .057, η² = 0.05, ɛ = 0.761), as well as no significant 
interaction effect between time and drug intervention (F(4,40) = 0.84, p = 
.465, η² = 0.01) was observed. Importantly, for beta activity, no difference 
between PLC and DMO was observed at baseline (t(10) = 0.29, p = 0.779). 
Analysis of surrounding (Cz, FC1, F3, FC5, T7, CP5, P3, CP1) and 
opposite hemisphere (C4) electrodes showed no significant differences 
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between intervention conditions (p > 0.14, Supplementary Table S10.2), 
which suggest that the effect was largely restricted to the hot spot area 
(Supplementary Figure S10.2). Furthermore, differences between DMO 
and PLC conditions were frequency-specific, as no significant effect of 
drug intervention was observed in the alpha (7-13 Hz), theta (4-7 Hz), or 
delta (1-4 Hz) range (Supplementary Table S10.3, Figure S10.3). 
 
As spMEP amplitudes and beta oscillatory activity showed effects after 
tACS and drug intervention, we investigated whether these outcome 
measures reflect the same process. A correlation analysis between the 
DMO-PLC difference in spMEP amplitude and beta activity averaged 
over all post measurement time points revealed no significant 
relationship (r = 0.052, p = 0.879). 
 
 
Figure 10.3. SICI/ICF curves for the DMO and PLC condition for each time point. Error 
bars reflect the SEM. 
 
10.3.3. Absence of tACS-induced effects on ppMEPs  
As expected, investigating ppTMS revealed a significant effect of ISI 
(F(5,50) = 36.62, p < .001, η² = 0.59, ɛ = 0.324), with significant inhibition 
for the ISI of 2 ms (t(10) = 7.17, p < .001) and 3 ms (t(10) = 8.41, p < .001), 
and significant facilitation for an ISI of 10 ms (t(10) = 3.33, p =.038)  and 
15 ms (t(10) = 3.67, p =.022), which is shown in Figure 10.3 (raw averages 
are displayed in supplementary Figure S10.1). However, tACS did not 
significantly alter ppMEPs over time (F(5,50) = 1.06, p = .378, η² < 0.01), 
and also no main effect of drug intervention was observed (F(1,10) = 2.52, 
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p = .143, η² = 0.01). Furthermore, no significant interactions were 
observed (Table 10.1).  
 
 
Figure 10.4. Results of the beta phase coherence analysis representing electrode 
combination C3-Cp5 for the DMO and PLC condition at each time point. Error bars 
reflect the SEM. 
 
10.3.4. TACS-induced effects on beta Coherence 
Bonferroni-corrected t-tests showed a significant increase in C3-Cp5 
coherence in the PLC compared to the DMO condition, 15 minutes post-
tACS (t(10) = 3.73, p = .035; Figure 10.4). A similar trend was observed 
for the other time points. No significant differences were observed for 
other electrode combinations.  
 
10.4. Discussion 
The present study investigated the role of NMDAR plasticity in tACS-
induced after-effects. Our first main finding was that spMEPs are 
significantly increased after beta tACS in the PLC condition compared to 
baseline. However, in the DMO condition this effect was nullified. These 
results suggest that: 1) 20 Hz tACS increased cortical excitability, which 
is in line with previous studies (Cancelli et al., 2015a; 2015b; Fuerra et 
al., 2011; 2013; Heise et al., 2016); 2) this increase lasted for at least an 
hour, confirming results of Kasten et al. (2017); and 3) the change in 
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cortical excitability was mediated by NMDAR activity, as receptor 
blocking in the DMO condition abolished the effect of beta tACS. This 
result is in line with the suggested hypothesis of STDP as a mechanism 
behind lasting tACS-induced effects (Zaehle et al., 2010; Veneiro et al., 
2015; Vossen et al., 2015; Wischnewski & Schutter, 2017). According to 
the STDP model, it is suggested that synaptic strength can be increased 
when pre-synaptic precede post-synaptic potentials (Hutcheon & Yarom, 
2000; Markram et al., 1997), which is thought to be aided by increased 
neural synchronization (Zaehle et al., 2010). Although the idea of STDP 
as a potential mechanism involved in tACS after-effects was proposed by 
results from the visual cortex after 10 Hz tACS (Zaehle et al., 2010; 
Veneiro et al., 2015; Vossen et al., 2015), the present results provide 
direct evidence that STDP may also account for plastic changes in the 
motor cortex.   
 
The observed effect sizes on spMEPs (ranging from 59 – 84% excitability 
increase compared to baseline) are, at the least, comparable to those 
observed after tDCS over M1 (Jamil et al., 2017). Even though the 
observed effects contrast the effects observed in prior tACS studies that 
showed relatively small effects, our results concur with more recent 
studies that have explored different electrode montages and intensities. 
Indeed, Heise et al. (2016) showed significant effects of tACS using a high 
definition montage, whereas no effects were found using a standard C3-
supraorbital region (SOR) montage, with the same current density. Since 
the underlying electrophysiological properties and targeted neuronal 
populations of tDCS and tACS might differ (Neuling et al., 2012; Ruffini 
et al., 2014), it is not inconceivable that traditional electrode montages 
may have smaller effects for tACS (Heise et al., 2016). Furthermore, 
Cancelli et al. (2015) showed a significant increase in MEP amplitudes 
after beta tACS at a comparatively higher intensity (2.2 mA), whereas a 
lower intensity stimulation (0.9 mA) decreased MEP amplitudes. It is 
therefore of importance that future studies further explore the role of 
electrode montages (e.g., high-definition, ring, C3-SOR, or C3-C4) and 
intensity (e.g., 0.5, 1, or 2 mA peak-to-peak) of M1 tACS systematically. 
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Our second main finding was an increase in resting-state beta oscillatory 
activity compared to baseline in the PLC condition, but not in the DMO 
condition. In accordance with the spMEP results, this suggests that the 
change in oscillatory activity lasts for at least 60 minutes. Whereas MEPs 
primarily reflect transient pyramidal and interneuronal firing patterns, 
oscillations reflect phase-locking of a group of cortical neurons. It has 
been suggested that neural synchronization is one key aspect for inducing 
local and global synaptic plasticity (Traub et al. 2004; Uhlhaas et al., 
2010; Womelsdorf et al. (2007). Indeed, Helfrich and colleagues (2014b) 
showed a correlation between online entrainment and offline after-effects 
of cortical oscillations. Additionally, this is in line with the idea that 
increased neural synchronization may promote STDP in local recurrent 
cortical networks (Zaehle et al., 2010). Furthermore, assumptions about 
an interdependency of oscillatory activity and plasticity is in line with the 
observation that high-frequency repetitive TMS over M1, which is 
typically delivered at a frequency within the beta range, induces an 
increase in cortical excitability (for a review see Fitzgerald et al., 2006). 
In further accordance, Kasten et al. (2017) found a tACS-induced increase 
in blood oxygenation level dependent activity for at least 70 minutes post 
stimulation in the visual cortex. Together with the present results, this 
may suggest that tACS can have an effect on a variety of outcome 
measures that reflect pyramidal firing rate, oscillatory local field 
potential activity and metabolic activity. The tACS-induced effects on 
resting state EEG were specific to the beta band, with no effects on alpha, 
theta and delta activity. Also, the effect was focalized to the hotspot of 
tACS (C3), since no group differences were observed in surrounding 
electrodes. This is in line with the idea that the current 4x1 tACS setup 
is more focal than conventional two-electrode setups and may therefore 
yield more consistent effects (Heise et al., 2016).  
 
Interestingly, the tACS-induced changes in spMEPs and beta oscillatory 
activity were uncorrelated. Although this non-significant finding does not 
provide definite evidence for the absence for a direct relationship between 
beta activity and spMEP amplitudes, a major association cannot be 
shown by the present results. This may therefore suggest that both 
measurements do not reflect similar or directly related processes, which 
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is in line with the idea that spMEPs to a large extent reflect transient 
corticospinal activation, whereas beta oscillations reflect phase-locking of 
a group of sensorimotor neurons. However, a more complex relationship 
between spMEP and beta oscillation effects, for example the presence of 
mediator mechanisms or non-linear relationships, cannot be excluded. 
Exploration of beta coherence suggested an increase in synchronization 
in the PLC condition, but not in the DMO condition. This may suggest 
that the current tACS montage modulates sensorimotor functional 
connectivity, which is possibly linked to the observed effects of synaptic 
plasticity. However, due to the absence of effects in other local 
connections and the relatively small number of electrodes covering motor 
and somatosensory areas, these results should be interpreted with care 
and should be subject for more thorough investigation by future studies.  
 
Finally, effects of tACS on ppTMS measurements, consisting of 
measurements of short latency intracortical inhibition (SICI) and 
intracortical facilitation (ICF) were investigated. SICI and ICF 
predominantly reflect GABAergic and glutamatergic activity respectively 
(Kujirai et al., 1993). These results do not provide evidence that tACS 
directly alters GABA-mediated circuits as measured by SICI, which is in 
agreement with findings of Nowak et al. (2017). Although a link between 
sensorimotor beta oscillations and GABAergic inhibition has been 
suggested (Pfurtscheller & Lopes da Silva, 1999), findings of Nowak et al. 
(2017) and the present study do suggest no direct effect of beta tACS on 
GABA-mediated circuits. Furthermore, no effect of beta tACS on ICF was 
observed. This result is somewhat surprising as ICF is mediated by 
NMDAR activity. However, the mechanisms behind ICF are not 
completely understood and it is possible that ICF reflects different 
aspects of the glutamatergic network as those reflected by spMEPs 
(Fricke et al., 2011). It is therefore most likely that beta tACS affects the 
balance between interneuronal and glutamatergic pyramidal networks, 
rather than exclusively targeting either (Nowak et al., 2017). This is in 
line with the observation that beta oscillatory activity is related to 
synaptic plasticity of both, inhibitory interneurons and excitatory 
pyramidal cells (Yamawaki et al., 2008). However, due to the absence of 
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significant findings in the ppMEP results, the present study cannot 
provide conclusive answers to the underlying neural mechanisms. 
 
Despite the new insights offered by the present study a few limitations 
should be considered. First, since the present study did not monitor 
cortical excitability and oscillatory activity for longer than one hour after 
intervention, the exact duration of the beta-tACS effects remains 
uncertain. Monte-Silva et al. (2013) showed that optimization of tDCS 
parameters can result in after-effects on MEP amplitudes lasting for up 
to 24 hours. Whether tACS has the same potential is a question that 
should be addressed in future research. Second, since tACS was applied 
at the beta range only, no conclusions about the effects of stimulation at 
other frequencies can be made. A number of studies has investigated the 
effects of 10 Hz tACS over the motor cortex, with none of them finding 
any change in MEP amplitude (Antal et al., 2008; Feurra et al., 2011; 
2013; Schutter & Hortensius, 2011; Tecchio et al., 2014). This evidence 
would suggest that alpha tACS is not effective in modulating motor cortex 
excitability, which may be explained by the observation that alpha 
oscillations are more related to sensory processes (Schutter & Hortensius, 
2011). Despite these non-significant findings on MEPs, beneficial effects 
of alpha tACS have been found on motor learning (Antal et al., 2008; 
Pollok et al., 2015). Extensive research on tACS at frequencies in the 
delta, theta or gamma range is lacking and its effects remain to be 
established in future studies. Interestingly, high-frequency stimulation 
in the ripple range (140 Hz) seems also very promising with effects of at 
least an hour (Moliadze et al., 2010). Third, although the difference 
between intervention sessions as well as the location and frequency 
specificity point towards a tACS-specific effect, a concomitant placebo 
effect cannot be fully excluded in the present study since no sham control 
was used. Additionally, animal studies have suggested that NMDAR 
antagonists may affect (beta) oscillatory activity (Kocsis, 2012; Keavy et 
al., 2016). Since the baseline was measured approximately two hours 
after DMO intake, it is unlikely that the present results can be explained 
by an effect of DMO alone, however an interaction between tACS and 
DMO medication cannot be fully ruled out. Finally, due to the duration 
of the experiment participants may have had fluctuating levels of 
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arousal. Since spMEP and ppMEP measurements were in a fixed order it 
cannot be completely ruled out that the absence of significant ppMEP 
results is a consequence of such arousal fluctuations.  
 
In conclusion, the results of the present study provide for the first time 
direct evidence for the presence of NMDAR-mediated synaptic plasticity 
as well as beta-activity entrainment after 20 Hz tACS over M1. We show 
that beta-tACS increases both, MEP amplitudes and beta oscillations for 
at least 60 minutes, and that these effects were prevented by NMDAR 
blockage. The effects on both outcome measures were shown to be 
independent from each other and thus the exploration of the relationship 
between tACS-related effects on oscillatory activity and cortical 
excitability should be a topic of future studies. In accordance with 
previous findings, no effect of tACS on GABA-mediated circuits, as 
measured by SICI, was found (Nowak et al., 2017). The results of the 
present study contribute to our understanding of the impact of tACS on 
human motor cortex physiology. Furthermore, the ability to induce 
plastic changes might offer prospects for tACS as a clinical tool, for 
example in the rehabilitation after motor cortex damage, such as after 
stroke (Naros & Gharabaghi, 2017). 
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Supplementary data 
In order to ensure that PLC and DMO groups were comparable at 
baseline, GLM repeated-measures ANOVAs were performed on RMT, % 
MSO to evoke MEPs with an amplitude of 1 mV, baseline spMEP, 
baseline ppMEP for all ISI conditions, and resting-state EEG power for 
all frequency ranges. The results are shown in table S10.1. The absence 
of significant effects suggests that PLC and DMO groups were 
comparable for all measurements. 
 
Table S10.1. Baseline values of TMS and EEG measurements of PLC and DMO 
conditions 
 PLC DMO Statistic (df = 
1,10) 
rMT 37.91 ± 1.75 37.73 ± 1.90 F = 0.07, p = 0.803 
% MSO for SI 1 mV 50.18 ± 2.49 48.64 ± 2.48 F = 1.09, p = 0.321 
Base spMEP (mV) 0.957 ± 0.024  0.959 ± 0.029  F = 0.01, p = 0.945 
    
Base ppMEP TS (mV) 1.021 ± 0.052  0.994 ± 0.077 F = 0.11, p = 0.746 
Base ppMEP ISI 2 ms (mV) 0.495 ± 0.082  0.497 ± 0.100 F < 0.01, p = 0.977 
Base ppMEP ISI 3 ms (mV) 0.359 ± 0.073  0.327 ± 0.091 F = 0.07, p = 0.797 
Base ppMEP ISI 5 ms (mV) 0.885 ± 0.095 1.026 ± 0.078 F = 1.33, p = 0.276 
Base ppMEP ISI 10 ms (mV) 1.238 ± 0.091  1.506 ± 0.157 F = 2.41, p = 0.152 
Base ppMEP ISI 15 ms (mV) 1.471 ± 0.120 1.365 ± 0.154 F = 0.85, p = 0.379 
    
EEG beta (µV²) 0.042 ± 0.006 0.043 ± 0.006 F = 0.08, p = 0.779 
EEG alpha (µV²) 0.393 ± 0.079 0.389 ± 0.084 F < 0.01, p = 0.952 
EEG theta (µV²) 0.179 ± 0.043 0.164 ± 0.022 F = 0.34, p = 0.570 
EEG delta (µV²) 0.239 ± 0.019 0.251 ± 0.022 F = 0.14, p = 0.719 
 
Table S10.2. Statistics of tACS-induced effects in beta (13-30 Hz) oscillations for 
electrodes surrounding the hotspot 
 DRUG (df=1,10) TIME (df=4,40) DRUG*TIME (df=4,40) 
F3 F = 0.06, p = 0.820 F = 1.30, p = 0.296, ɛ = 0.572 F = 1.05, p = 0.379 
Fc1 F = 0.61, p = 0.454 F = 2.80, p = 0.074, ɛ = 0.590 F = 2.27, p = 0.102 
Cz F = 0.23, p = 0.641 F = 2.13, p = 0.139 F = 1.72, p = 0.184 
Cp1 F = 0.37, p = 0.557 F = 2.51, p = 0.087 F = 0.87, p = 0.465 
P3 F = 0.93, p = 0.357 F = 2.23, p = 0.115 F = 1.26, p = 0.306 
Cp5 F = 2.65, p = 0.135 F = 1.74, p = 0.191 F = 1.23, p = 0.317 
T7 F = 1.39, p = 0.266 F = 0.36, p = 0.749 F = 1.67, p = 0.209, ɛ = 0.545 
Fc5 F = 1.26, p = 0.288 F = 0.29, p = 0.766, ɛ = 0.531 F = 1.52, p = 0.240, ɛ = 0.585 
C4 F = 0.11, p = 0.745 F = 2.31, p = 0.110 F = 0.40, p = 0.728 
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Table S10.3. Statistics of tACS-induced effects in the alpha (7-13 Hz), theta (4-7 Hz) and 
delta (1-4 Hz) range at electrode C3   
 DRUG (df=1,10) TIME (df=4,40) DRUG*TIME (df=4,40) 
Alpha F = 3.13, p = 0.108 F = 2.80, p = 0.112 F = 0.62, p = 0.663, ɛ = 0.523 
Theta F = 0.01, p = 0.923 F = 0.74, p = 0.455, ɛ = 0.365 F = 0.25, p = 0.779, ɛ = 0.493 
Delta F = 1.52, p = 0.246 F = 0.41, p = 0.741 F = 2.83, p = 0.080, ɛ = 0.519 
 
 
 
 
 
 
 
Figure S10.1. Average MEP values in mV displayed for spMEP and ppMEP 
measurements before and after tACS. Error bars reflect the SEM. 
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Figure S10.2. Percentage resting-state beta oscillatory activity change compared to 
baseline for the main electrode (C3), surrounding electrodes (F3, Fc1, Cz, Cp1, P3, Cp5, 
T7, Fc5), and opposite hemisphere (C4). The x-axis represents the time after tACS and 
the y-axis represents the normalized percentage change compared to baseline. The 
orange line represents the PLC condition and the blue line represents the DMO 
condition. No significant differences between conditions were found in surrounding 
and opposite hemisphere electrodes, suggesting a focal effect of tACS on C3. Error bars 
reflect the SEM. 
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Figure S10.3. Percentage resting-state alpha (A), theta (B) and delta (C) oscillatory 
activity change compared to baseline for the main electrode (C3). Filled symbols 
indicate a significant difference from baseline (100%), whereas open symbols do 
indicate no significant difference to baseline. No significant differences between PLC 
and DMO conditions were found. Error bars reflect the SEM. 
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In the present thesis the electrophysiological aspects of reward and 
punishment processing were investigated. Specifically, in chapters 2 to 
6 the role of context on feedback processing was studied. When you 
receive a reward, but for another choice you could have gotten a larger 
reward, your outcome feels like a punishment. The effect of outcomes 
relative to alternative outcomes on the brain physiology was studied in 
chapter 2. In the prospect theory, Kahneman and Tversky (1979) 
proposed that the way in which information is framed determines how it 
is interpreted. So, a cue that is framed as an ‘expert’ may provoke you to 
follow it. In chapter 3 the effect of expert advice after decision making 
was investigated. In chapter 5 and 6 also expert advice was provided, 
but in this case before the decision making process. In chapter 4 
participants received cues with varying predictive value and participants 
had to learn these predictive values. Learning was further investigated 
using a reversal learning task in chapters 8 and 9. 
 
In several studies the aim was not only to passively observe effects of 
decision making and learning on brain physiology, but to actively 
interfere with it. Therefore, tDCS and tACS was applied in chapters 5, 
6, 8 and 9, to influence participants choices. Since some of these chapters 
indeed showed that brain stimulation can affect cognitive behavior, the 
question arises whether these effects are transient or lasting. Therefore, 
the effects of tACS on brain plasticity were investigated in chapters 7 
and 10. 
 
11.1. New insights in the neurophysiology of reward and 
punishment processing 
The electrophysiological components that follow feedback processing 
have been investigated for several decades. Around 200 milliseconds after 
feedback is shown a positive deflection is observed, the P200, which 
indexes an early exogenous attention process (Flores et al., 2015; Potts et 
al., 2006; San Martin et al., 2010). Subsequently, a relative negativity, 
the FRN, is observed between 200 and 300 milliseconds after feedback, 
which reflects the mismatch between expected and actual outcome 
(Hajcak et al., 2007; Weismüller & Bellebaum, 2016). Finally, between 
300 and 600 milliseconds after the feedback the P300 component is 
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observed, which is related to the allocation of attention towards 
mismatches and error minimization (Fischer & Ullsperger, 2013; Polich, 
2007). Numerous studies showing that these components can be 
influenced by various intrinsic factors, such as outcome magnitude and 
valence, as well as extrinsic factors, such as context and advice (Gibbons 
et al., 2013; Goyer et al., 2008; Holroyd et al., 2004; Peterburs et al., 2013; 
Zeng et al., 2014). However, a clear overview of what specifically affects 
these components in each task remains debated. For example, effects of 
magnitude on the P300 are shown by some (Sato et al., 2005; Wu & Zhou, 
2009), yet others do not find such an association (Zeng et al., 2014). 
Similarly, some studies suggested that the FRN is affected by valence 
(Hajcak et al., 2005; 2006; 2007; Holroyd et al., 2003), whereas others 
found that it is valence independent (Alexander & Brown, 2011; Jessup 
et al., 2010). Although the results of the present thesis by no means 
provide a full and uncontestable understanding of the feedback-related 
ERP components, it may provide evidence that favors certain theories 
over others, which deepens the understanding of these 
electrophysiological signals. 
 
11.1.1. Exogenous attention before error detection 
The first fronto-cortical component that has repeatedly been shown to 
process reward and punishment feedback is the P2 (Flores et al., 2015; 
Potts et al., 2006; San Martin et al., 2010). Although several studies have 
described the P2, the majority of studies investigating performance 
monitoring did not investigate the P2. Consequently, relative to the FRN 
and P3,  the specific functional correlate of P2 has remained unclear. 
Previous studies described the P2 as an exogenous attention component 
that encodes valence specific information about feedback, as described in 
section 1.3.2.. However, the direction of effects has been mixed. Some fond 
larger P2 amplitudes for reward compared to punishment feedback 
(Bellebaum et al., 2010b; San Martin et al., 2010; Xu et al., 2011). Others 
have found larger P2 amplitudes for punishment compared to reward 
(Carretié et al., 2001; Carretié et al., 2005; Polezzi et al, 2008, 
Schuermann et al., 2012). One potential explanation for this variability 
in results is the role of context. In more ambiguous settings where the 
different words encode the same outcome, P2 is increased compared to 
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when a single word encodes an outcome (Gibbons et al., 2013). This 
increase in amplitude suggests that the attentional resources underlying 
the P2 component may be directed to contextual information. In chapter 
2 it was investigated how the presence of alternative outcomes, that is 
outcomes that would be received if one would have made a different 
choice, affect the P2 component. The results showed that the P2 is 
sensitive to context. For example, a decision that led to +20 was related 
to a small P2 amplitude when the alternative choice would have resulted 
in -60 points. However, in contrast, the same +20 outcome was coupled to 
a significantly larger P2 amplitude when the alternative choice would 
have led an even better outcome of +60 points. This suggests that the P2 
components reflects a process of subjective interpretation of data relative 
to other information. At the same time, however, when segmenting 
outcomes based on the absolute value of the received outcome the P2 was 
modulated in the opposite way. That is, an absolute reward of +60 points 
led to a larger P2 amplitude than an absolute punishment of -60 points. 
Together these results suggest that the P2 components underlies two 
mechanisms of outcome value processing: one subjective way, strongly 
influenced by context, and one objective way, independent of context. The 
reflection of both processes within one component may explain 
contrasting findings reported in other studies.  
 
The context dependency of the P2 component was also found in the study 
described in chapter 3. In this study participants were informed about 
the likely future outcome by an expert cue, which was accurate in 80% of 
trials. It could be speculated that the presentation of the expert cue 
reflects the first tentative feedback, before the real feedback occurs. 
During both the presentation of the cue and of the feedback a valence-
specific effect was observed on the P2 component.  
 
As chapter 3 showed, the P2 component is not only important for the 
processing of feedback, but also for the processing of advice cues. Results 
presented in chapter 4 demonstrated that the advice-related P2 
component is also affected by context. It was shown that the valuation of 
a cue can be strongly influenced by the presence of other cues. When other 
cues were more predictive the value of the target cue was 
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underestimated. However, when other cues were less predictive, the 
value of the target cue was overestimated. Furthermore, the magnitude 
of over-/underestimation was significantly correlated to the P2 
component. That is, participants who made the largest error in value 
estimation, i.e. the participants with opinions that were most affected by 
context, displayed the largest P2 amplitudes.  
 
Altogether, the P2 component seems to reflect an attentional process that 
encodes information both in a context-dependent and context-
independent  fashion subjectively (in relation to context) and objectively 
(independent of context). Although the P2 is related to feedback 
processing, the present studies show its importance of it during cue 
processing. Since a cue can hold information about future outcome, it 
seems that the P2 does not only reflect received, but also potential 
rewards and punishments. 
 
11.1.2. Feedback prediction errors 
Over the last 15 years a large amount of evidence has accumulated 
showing that FRN component reflects mismatch detection between 
expected and observed outcomes (Alexander & Brown, 2011; Holroyd et 
al., 2003). The observation that the FRN encodes those prediction errors 
is consistent enough that it now can be seen as scientific fact (see section 
1.3.2.). Indeed, the study described in chapter 3 of this thesis confirm 
the role of the FRN. In this study the participant’s expectation was 
manipulated by showing a highly accurate advice cue after decision 
making and before the final feedback. Participants could use the expert 
cue to predict if they would receive a reward, which was most likely when 
their choice was in agreement with the expert’s choice. Alternatively, 
when their choice differed from the expert, the prediction was that the 
participant would receive a punishment. However, since the expert cue 
was wrong in 20% of trials an unexpected reward or punishment could 
occur. Indeed, FRN was significantly increased when unexpected 
feedback was presented compared to expected feedback, confirming 
previous research that tagged the FRN as a proxy for prediction errors. 
Interestingly, our study revealed that the FRN is not the only component 
that codes unexpected results differently from expected results. Already 
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approximately 100 ms after feedback onset the N100 component was 
larger for unexpected, compared to expected results. Although this early 
processing may not be sufficient for complete processing of prediction 
errors, which is necessary for subsequent learning, it may act as a prime 
for later endogenous performance monitoring processes. Moreover, even 
in the delay period before the onset of feedback, a prediction-dependent 
difference in slow wave signals was observed that was significantly 
correlated with prediction error processing of the subsequent FRN 
component. This suggests that anticipatory signals prepare the 
performance monitoring system for both expected and unexpected 
outcomes. Thus, whereas the FRN indeed is the main component 
reflecting prediction error processing, it does not act in isolation. Instead, 
anticipatory and early feedback signals assist and prepare prediction 
error processing. The exact mechanisms behind the relationship between 
FRN and earlier signals cannot are, however, not exactly known and need 
to be investigated by future research. 
 
Whereas the function of the FRN is quite well-established, a persisting 
discussion surrounds the processing of valence by the FRN. Originally, 
the FRN was described as processing merely negative prediction errors, 
that is when an unexpected punishment is received (Hajcak et al., 2005; 
Holroyd et al., 2003). Others, however, have suggested that the FRN is 
valence-independent and reflects a process related to both positive and 
negative prediction errors (Jessup et al., 2010; Talmi et al., 2013). 
Collective evidence from the studies in this thesis is in line with the latter 
hypothesis. In chapter 3 no difference in FRN size was observed for 
unexpected rewarding and punishing feedback. Also, in the studies of 
chapters 2 and 5 no effect of valence on the FRN was found. This suggests 
that the FRN reflects general mismatch detection, whereas valence is 
processed separately by the P2 and P3 components. Since the FRN is a 
difference waveform, several studies calculate its amplitude by 
subtracting the minimum between 150 and 350 ms post feedback onset 
from the preceding maximum. This maximum is the maximum of the P2 
component. Hence, when using this way of calculating the FRN 
amplitude there is an interdependency with the P2 component. It is 
therefore possible that valence effects observed by previous studies may 
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be driven by this interdependency with P2. Yet to date, no study 
systematically investigated different ways of FRN calculation (i.e., as 
difference wave or as a global minimum).  
 
Although the studies in this thesis suggest that FRN is not affected by 
valence, it can be modulated by other contextual features. The study 
described in chapter 6 showed that FRN amplitude is negatively 
correlated to the subjective valuation of advice cues. That is, if one relies 
strongly on advice from others a smaller FRN is observed compared to 
when one does not utilize advice cues. This finding seems in line with the 
general idea of performance monitoring. A participant that consistently 
relies on the advice by others during decision making does not need 
assess different options in detail. Therefore, no clear predictions are 
formed and no contextual updating occurs. The absence of predictions 
implies the absence of prediction errors and the FRN component is 
redundant, which likely explains the reduction in amplitude. In contrast, 
participants that ignore advice have to rely on reward and punishment 
feedback to improve future decision making. Since detecting errors in 
prediction is necessary for model updating the FRN is relevant that will 
yield a larger signal. 
 
The study described in chapter 5 showed that the FRN can be modulated 
by frontal cortex tDCS. By placing the cathodal electrode on the forehead 
the aim was to reduce activity in the frontal network involved in 
performance monitoring, primarily targeting the OFC and ACC. Indeed, 
a decrease in FRN amplitude was found. Unfortunately, since the task 
did not contain an aspect of learning, no change in behavior was observed. 
However, Reinhart & Woodman (2014) showed that cathodal tDCS to the 
frontal cortex decreases FRN amplitude and learning speed, whereas 
anodal tDCS increased FRN amplitude and learning speed. This provides 
further causal evidence for the indispensable relationship between 
prediction error processing and learning.   
 
11.1.3. Endogenous attention for error minimization 
Originally, the P3 component was described as an attentional component 
in odd-ball paradigms. A sharp increase in P3 was observed when a 
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auditory stimulus was presented that deviated from all previous stimuli. 
Based on this finding the P3 was suggested to be involved in the 
processing of surprising outcomes. From that it was concluded that the 
P3 is associated with attentional processes. Indeed, over the last decennia 
it has been confirmed that the P3 is primary related to attention 
allocation and the fronto-parietal attention network. Hence, the P3 is 
suggested to underlie the process of directing endogenous attention 
towards observed prediction-outcome mismatches. Basically, the error, 
reflected by the FRN, becomes conscious, which is important for updating 
the prediction model for future trials. The P3 can be further divided into 
the P3a, which is linked to attention allocation, and the P3b, which is 
related to subsequent context updating and learning. It should be noted, 
however, that P3a and P3b are morphologically overlapping and it is in 
some studies difficult to distinguish between them. For example, as can 
be seen in figure 2 of chapter 5 a transient first peak (P3a) is followed 
by a broader second peak (P3b). However, in figure 2 of chapter 2 no 
such distinction can be made. 
 
Previous studies have suggested that both P3a and P3b component are 
affected by outcome valence and magnitude, as well as context (Gibbons 
et al., 2013; Goyer et al., 2008; Peterburs et al., 2013; Ullsperger et al., 
2014). Confirming previous findings, we showed that the P3 component 
is linearly modulated by the outcome. That is large punishments were 
related to the small P3 amplitudes, whereas large rewards were related 
to large P3 amplitudes. Interestingly, this effect was observed for both 
absolute outcomes, as well as outcomes that were relative to an 
alternative outcome. Since the an effect for relative outcomes was 
observed, it suggests that the P3 amplitude can be context dependent, 
but is not distinguishable from absolute outcomes. This contrast the 
findings on the P2 component. It seems surprising that the late stage P3 
component is less sensitive to contextual information than the early stage 
P2 component. Since the P3 component is related to model updating, one 
possible explanation may be that endogenous attention is allocated to 
generally positive outcomes. The P3 may distinghuish between outcomes 
that should prompt a behavior change, that is generally negative 
outcomes, compared to outcomes that should lead to the same outcome in 
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the future, that is generally positive outcomes. Absolute (i.e., context 
independent) and relative (context dependent) outcomes may therefore 
by integrated into a single signal prompting behavior continuation  or 
change. For example, when in outcome in absolute terms is slightly 
negative, but in relative terms is very positive, repeating this action in 
the future may be worthwhile.  
 
Context may also provide additional information in the form advice cues 
(Meshi et al., 2012). In the first experiment of chapter 5 the P3a 
component was modulated by advice information. Specifically, feedback 
after expert advice led to larger P3a amplitudes compared to novice 
advice. Since feedback was randomized the results cannot be explained 
by differences in outcome valence or magnitude. This result suggested 
that more attention was allocated towards feedback related to expert 
compared to novice cues. It is possible that even though all cues were in 
actuality not predictive, the expert cue was perceived as more useful to 
learn from. That is, more attention is drawn to feedback after an expert 
cue, since you may learn more from an expert than from a novice, even if 
this is a misperception. It should be noted, however, that this effect was 
not replicable. In the second experiment of chapter 5 a similar non-
significant trend was found, but in chapter 6 the effect on P3a was not 
observed. Whether P3a is actually involved in processing different advice 
cues remains therefore speculative and the present thesis cannot give an 
undisputed answer. 
 
11.2.1. Spectral power in feedback processing 
During feedback processing a pronounced delta/theta response is seen 
between 100 and 600 milliseconds after feedback onset (Cavanagh et al., 
2010). Indeed, we observed this evoked response in chapters 3, 5 and 7. 
In chapter 5 we showed that evoked theta activity can be reduced by 
frontal cortex cathodal tDCS. This is in line with the observed decrease 
in FRN amplitude in the same study. Importantly, however, a decrease 
in theta activity only reached significance for reward trials. The 
implications of this finding remain speculative. The used montage 
primarily targeted the OFC and it has been suggested that lateral and 
medial portions of the OFC are specialized on punishments and rewards 
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respectively. It is possible that the hot spot of tDCS reached the medial 
OFC. The observed decrease in theta activity was, however, not 
associated with behavioral changes. Others have shown that differences 
in theta activity relate to differences in learning speed (Reinhart & 
Woodman, 2014).  
 
In chapter 7 a similar task was used, but in this case tACS was applied 
at 5 Hz and 2.5 Hz. Whereas it was originally expected that both theta 
and delta evoked power would increase, a decrease was observed for delta 
power. Although the results contrasted our expectations, they are in line 
with the STDP model of tACS-induced synaptic plasticity, proposed by 
Zaehle et al. (2010). This model proposes that tACS can induce a decrease 
in cortical oscillations if within recurrent networks postsynaptic activity 
precedes presynaptic plasticity, which is the case if the tACS frequency 
is slightly above the endogenous frequency of the recurrent networks. 
Based on visual inspection of Figure 7.2. the peak delta frequency is 
around 1.8 Hz and tACS at 2.5 Hz would indeed induce decreased 
oscillatory power. This is also confirmed by the finding that the decrease 
in delta power was prolonged in a frequency below 2.5 Hz. In contrast to 
the delta frequency, no effects were found in the theta range. The 
expectations based on the STDP model, therefore, do not seem to hold for 
tACS at 5 Hz, with 1 mA, using a Fpz-Cz montage. It is possible that this 
setup did not induce sufficient changes to be picked up. Alternatively, the 
targeted brain areas may have compensated for the induced electric field, 
yielding no net difference. This does not imply that theta tACS is 
ineffective in altering theta oscillations and other parameters need to be 
explored. However, when comparing the results of chapter 5 and 7 it 
does seem somewhat ironic that ‘unspecific’ cathodal tDCS decreased 
theta oscillations in a specific manor, whereas ‘specific’ theta tACS was 
unable to induce any changes in feedback-related electrophysiology. 
 
Interestingly, in chapter 3 it was found that a difference in the delta 
frequency even before the onset of the feedback is correlated to prediction 
error processing after feedback onset. This low frequency oscillation is 
likely related to selective attention processes (Lakatos, Karmos, Mehta, 
Ulbert, & Schroeder, 2008; Stefanics et al., 2010). Such selective 
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attention is necessary to enhance detection and discriminability between 
different stimuli (Schroeder & Lakatos, 2009; Summerfield & Egner, 
2009). It may therefore act as a mechanisms that foreshadows whether 
an prediction error is likely to occur or not. When one is uncertain about 
their choice, or their choice conflicts with the information of an advice 
cue, a prediction error is more likely to occur then when one is certain 
about their answer. Selective attention before feedback onset may 
therefore act as a prime for subsequent prediction error processing. 
 
11.2.2. Spectral power in learning 
As described in section 1.3.3., evoked theta power is observed during 
feedback processing and is strongly related to the FRN, it is not unlikely 
that theta oscillations are crucial for learning in decision-making tasks 
(Cavanagh et al., 2010). This hypothesis was tested in the study of 
chapter 8. Participants performed a reversal learning task, while 
receiving tACS in the theta range over the frontal cortex. Compared to 
sham stimulation, real tACS indeed increased learning speed. However, 
this was at the cost of rule implementation, that is participants did not 
follow the learned strategy as well as during sham. This indicates that 
non-invasive brain stimulation can be a good used for enhancing 
cognition in one domain, but this may be at the cost in another. Since 
tACS was delivered in the theta range, it suggests that entrainment of 
these theta oscillations is particularly important for learning speed. 
Because theta has been linked to motivational aspects and 
reward/punishment drive, it is possible that one would be more eager to 
change strategy after repeated punishment. This would result in to faster 
switching of strategy when this is beneficial, but also more unnecessary 
switching when observing false errors (i.e. punishment although the 
strategy is still correct).  
 
Resting state EEG was recorded before and after the task and 
stimulation. Even though no effect was found on absolute theta 
oscillations, a reduction in the ratio between theta and beta oscillations 
was observed. Increased theta/beta ratio has been found in ADHD 
patients. Indeed, ADHD patients tend to show increased perseverance 
and thus slower reversal learning (Itami & Uno, 2002). However, a 
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decrease in theta compared to beta oscillations seems to contradict the 
idea of entrainment of theta oscillations during stimulation. Because of 
the induced artifacts, EEG cannot be recorded during tACS. Whether the 
effects on spectral power after tACS are a good reflection of the effects 
during tACS are speculative. Online and offline effects of tACS may share 
similarities, but the underlying mechanisms seems to differ. Whereas 
with online tACS entrainment can lead to increased synchronization of 
neurons, offline tACS effects are more likely to be related to LTP-like 
processes (Vossen et al., 2015; Wischnewski et al., 2018). Thus, although 
the results are in accordance with previous findings, linking the online 
effects of tACS on reversal learning and the offline EEG effects on 
theta/beta ratio is precarious. 
 
In order to further investigate the role of theta/beta ratio on reversal 
learning, the study of chapter 8 was repeated, but this time by 
stimulation the frontal cortex in the beta range, as described in chapter 
9. Furthermore, the tACS montage was changed to investigate whether 
intra-hemispheric beta stimulation would be superior inter-hemispheric 
beta stimulation. However, no significant difference between tACS phase 
orientations was observed. Compared to sham, beta tACS improved 
reversal learning. In contrast to theta tACS, however, reversal learning 
speed was unaffected. Rather, rule implementation was improved.  
 
As mentioned earlier, a link between theta/beta ratio and reversal 
learning is difficult to proof in the present setup, since offline tACS effects 
may differ from online effects. Yet, a decrease in theta/beta ratio was 
observed in both chapters 8 and 9. In addition, several studies have found 
an association between theta/beta ratio and a variety of cognitive 
functions (Angelidis et al., 2016; Massar et al., 2012; Putman et al., 2010; 
Schutter & van Honk 2005). Hence, the theta/beta ratio might a generic 
mechanism for adaption in unknown environments, rather than one 
specific aspect of learning (Schutte et al., 2017). Low theta/beta ratio 
values may then reflect a highly functioning frontal reward network 
beneficial for successful behavioral adaptation, whereas high theta/beta 
ratio values reflect maladaptive decision making. The view of theta/beta 
ratio as a generic system may also explain its involvement in a variety of 
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motivational and cognitive processes, such as impulsivity, attention and 
learning (Angelidis et al., 2016; Massar et al., 2012; Putman et al., 2010; 
Schutter & van Honk 2005).  
 
11.3. Non-invasive brain stimulation and decision making 
Non-invasive brain stimulation was used in the majority of studies in the 
present thesis as it allows for directly intervening in processes of decision 
making and learning (see section 1.4.). However, whereas tACS 
significantly affected behavioral outcomes in chapter 8 and 9, no 
behavioral effects of tDCS/tACS were observed in chapters 5 and 6. A 
question that may arise based from this is how effective non-invasive 
electrical brain stimulation actually is. Indeed, it has been critisized for 
its lack of effects. The main reason for null findings when using 
tDCS/tACS is the intrinsic variability of effects it has on neurophysiology 
(Ridding & Ziemann, 2010). The effects are influenced by baseline 
activity of the brain, which itself is dependent on the time of the day, 
hours of sleep, food intake, mood, and many more. Furthermore, gender, 
age and genetic composition will further influence how susceptible one is 
for brain stimulation (Ridding & Ziemann, 2010). These intra- and inter-
individual variability limits the effect sizes that can be found. Indeed, in 
a meta-analysis we found that the effects of tACS on cognition are small 
to moderate (Schutter & Wischnewski, 2016).  
 
Despite the limitations of tDCS/tACS its future potential is high. It is, 
however, important to increase our understanding of how tDCS/tACS 
affects the brain. That is, how neurons with different orientations are 
affected; how stimulation affects excitatory and inhibitory neurons; how 
intensity and duration of stimulation affects the brain differently; 
whether repeated stimulation can prolong the after effects; and how 
stimulation affects abnormal brain functioning. This understanding is 
important not only to understand mechanisms of non-invasive brain 
stimulation as research tool, but also for potential clinical application of 
these techniques. Indeed tDCS has been used for the treatment of 
depression, obsessive compulsive disorder, schizophrenia, stroke, 
dystonia and many more (Lewis et al., 2016). However, with limited 
effects sizes and an unclear understanding about the duration of the after 
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effects, it is unlikely that tDCS/tACS will have large-scale impact. 
Interestingly, tDCS after-effects have been associated with NMDA 
receptor activity and LTP-like plasticity, with effects up to two hours 
after a single session (Liebetanz et al., 2003; Nitsche et al., 2002). The 
effect duration of multiple sessions of tDCS remains uncertain though.  
 
Kasten et al. (2016) showed that tACS after effects can also last for up to 
70 minutes, yet the mechanisms behind it were not fully explored. In the 
study of chapter 10 we aimed to investigate whether tACS after effects 
are related to LTP-like plasticity. In a similar design to Nitsche et al. 
(2013), participants received NMDA receptor blocker dextromethorphan 
or a placebo before 20 Hz tACS over the motor cortex. The results showed 
that tACS increased both MEP and resting state EEG beta amplitudes. 
However, when the DMO medication was taken, both effects were 
abolished. This suggests that tACS can induce LTP-like plasticity, 
similar to tDCS. This raises the potential for tACS to be effective as a 
clinical technique, since it may have the ability to alter the abnormal 
brain. To date, clinical studies using tACS are limited and the effect 
duration after multiple tACS sessions is unknown. However, due to the 
potential of tACS to target specific neural oscillations it is likely, that 
clinical aspects will be investigated in the near future. 
 
As mentioned before, another aspect that limits the efficacy of non-
invasive brain stimulation is intra- and inter-individual variability 
(Ridding & Ziemann, 2010). One way to reduce variability of effects with 
non-invasive brain stimulation is to use intra- and inter-individual 
variability to determine the stimulation parameters. For example, 
several tACS studies used resting-state EEG to determine the individual 
alpha frequency of participants, which was used as stimulation frequency 
(Jausovec et al., 2014; Jausovec & Jausovec, 2014; Neuling et al., 2013). 
To specify the frequencies of stimulation even more one could use the 
peak frequency of task-evoked responses. In a reversal learning task, this 
could mean that the peak frequency of theta oscillations after feedback 
presentation is determined. Since the evoked theta response after 
feedback is related to mismatch detection, it is crucial for learning from 
deviations between prediction and actual outcome. Thus using each 
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participant’s evoked response, that is his electrocortical learning 
“fingerprint”, it is expected that the effects are increased compared to a 
“one size fits all” stimulation at one given frequency. Although 
theoretically this should improve the effects that tACS has, whether such 
improvements are meaningful remains to be determined by future 
research. This will be my future endeavor!  
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Nederlandse samenvatting 
 
Iedere dag maakt de mens een groot aantal beslissingen en vaak is de 
uitkomst hiervan niet geheel zeker. Wanneer wij een beslissing maken, 
proberen we de positieve gevolgen te maximaliseren en de negatieve 
gevolgen te beperken. De vooruitzichttheorie van Kahneman en Tversky 
laat echter zien dat deze afweging subjectief is en wij beïnvloed worden 
door beschikbare informatie en contextuele hints.  
 
De processen die plaatsvinden in de hersenen bij het verwerken van 
teruggekoppelde informatie na een beslissing worden beschreven door de 
voorspellende coderingstheorie. Volgens deze theorie wordt een keuze 
gemaakt op basis van de beschikbare kennis die iemand heeft in een 
bepaalde omgeving. Wanneer een keuze is gemaakt, wordt er 
tegelijkertijd een voorspelling gedaan over de verwachte uitkomst. 
Vervolgens wordt de verwachte uitkomst  vergeleken met de 
daadwerkelijke uitkomst. Als de verwachte en werkelijke uitkomst niet 
overeenkomen is er sprake van een voorspellingsfout. Wanneer er 
aandacht op gericht wordt  kan deze voorspellingsfout gebruikt worden 
om de voorspelling aan te passen, zodat de discrepantie tussen de 
verwachting en de werkelijke uitkomst in de toekomst geringer zal zijn. 
Dit proces van voorspellingsdiscrepantievermindering is een vorm van 
feedback-gerelateerd leren.  
 
Wanneer deze processen experimenteel worden getoetst door middel van 
een beslissingstaak wordt vaak gebruik gemaakt van een elektro-
encefalogram (EEG). In het EEG zien we dat het verwerken van feedback 
in de vorm van beloningen en straffen gepaard gaat met drie 
hersengolven. Een positieve piek 200 milliseconden na het tonen van de 
feedback, de P200, is gerelateerd aan exogene aandacht gericht op het 
verwerken van de valentie en grootte van beloningen en straffen. De P200 
wordt opgevolgd door een relatieve negativiteit rond 250 milliseconden 
na het tonen van de feedback, de feedback-gerelateerde negativiteit 
(FRN). De FRN is gekoppeld aan de verwerking van de boven-genoemde 
voorspellingsfouten tussen verwachte en daadwerkelijke uitkomst. Als 
laatste volgt een positieve piek, de P300, die in verband gebracht wordt 
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met het richten van aandacht op de voorspellingsfouten. Dit 
aandachtsproces is van belang om bewust te worden van deze 
discrepantie tussen voorspelling en uitkomst, en gedrag in de toekomst 
aan te passen om deze voorspellingsfout te minimaliseren – kortom: 
leren. Ook zijn de P200, FRN en P300 gekoppeld aan oscillatie activiteit. 
Delta activiteit (1-4 Hz) is van belang bij de selectieve aandacht die nodig 
is voor het verwerken van feedback. Theta activiteit (4-7 Hz) is gekoppeld 
aan het detecteren van beloningen en straffen, en het verwerken van een 
voorspellingsfout. Beta activiteit (13-30 Hz) is een controlemechanisme 
van bovenaf voor de integratie van beloningsinformatie en aandacht. 
 
Er is dus al veel bekend over de verwerking van beloningen en straffen. 
Wij leven echter in een complexe wereld waarbij onze omgeving, oftewel 
de context van een situatie, bepaalt hoe wij op een beloning of straf 
reageren. Een kleine beloning na het krijgen van meerdere grote 
beloningen zal als minder prettig worden ervaren dan wanneer de kleine 
beloning voorafgegaan wordt door een reeks straffen. Maar hoe zit dat in 
het brein? Hoe worden de bovengenoemde EEG componenten beïnvloed 
door contextuele informatie? Dit was het onderwerp van dit proefschrift. 
 
In hoofdstuk 2 werd gekeken hoe de aanwezigheid van alternatieve 
beloningen of straffen de daadwerkelijk ontvangen feedback beïnvloedt. 
Proefpersonen werd gevraagd aan te geven welke van twee vazen de 
duurste was en kregen een beloning of een straf daarvoor. Ook werd er 
getoond welke beloning of straf ze gekregen zouden hebben wanneer ze 
de andere keuze hadden gemaakt. Zo was het dus mogelijk de 
feedbackverwerking te interpreteren op twee manieren, namelijk in 
relatieve en absolute termen. Wanneer iemand een score van -10 heeft 
gekregen, is dit in absolute termen een bestraffing. Echter, in relatieve 
termen zou dit een beloning kunnen zijn, bijvoorbeeld wanneer het 
alternatief -70 zou hebben opgeleverd. Andersom kan een absolute 
beloning van 30 punten geïnterpreteerd worden als een relatieve straf 
wanneer men bij de keuze voor het alternatief 90 punten zou hebben 
gekregen. De EEG analyse heeft aangetoond dat de P200 component deze 
absolute en relatieve interpretatie van feedback op verschillende 
manieren verwerkt. Hoewel relatieve straffen leidden tot een grotere 
Appendix 
_________________________________________________________________________ 
263 
 
P200 dan relatieve beloningen, was dit patroon precies omgekeerd voor 
absolute beloningen en straffen. Dit suggereert dat de P200 feedback 
informatie verwerkt op een context-afhankelijke en op een context-
onafhankelijke manier. Het uiteindelijke doel is het gebruiken van deze 
twee informatiestromen om tot één actie te komen (strategie aanhouden 
of strategie veranderen). De relatieve en absolute informatie moet dus 
geïntegreerd worden. Dit proces lijkt gereflecteerd te worden door de 
P300. De EEG data lieten zien dat de P300 groter is bij beloning dan bij 
straffen en dit was identiek voor absolute en relatieve feedback. De FRN 
component werd niet beïnvloed door beloningen en straffen. 
 
Context omvat meer dan alleen alternatieve beloningen of straffen. Extra 
informatie die beschikbaar is voor de feedback kan ook meewegen bij de 
verwachting over hoe groot de beloning. Dit heeft uiteindelijk weer een 
effect op hoe voorspellingsfouten verwerkt worden. In hoofdstuk 3 werd 
de hint van een expert getoond na de beslissing, om dit soort extra 
informatie toe te voegen. Verder was de taak vergelijkbaar met de taak 
in hoofdstuk 2. Nadat proefpersonen een keuze hadden gemaakt voor 
een vaas, werd getoond welke vaas een expert dacht dat het duurste zou 
zijn. Proefpersonen werd medegedeeld dat de expert het in 80% van de 
gevallen bij het juiste eind had. Op deze manier was het mogelijk de 
voorspelling van de toekomstige feedback te manipuleren. Wanneer de 
keuze van de proefpersoon overeenkwam met die van de expert kon een 
beloning worden verwacht. Wanneer de keuze van proefpersoon en expert 
verschilden was een straf echter het meest waarschijnlijk. Omdat de 
expert niet altijd gelijk heeft, zijn er ook situaties waarbij de 
daadwerkelijke uitkomst niet aan de verwachting voldoet en er dus een 
voorspellingsfout optreedt. In overeenstemming met eerder onderzoek 
kon worden geobserveerd dat de FRN component groter was bij feedback 
met voorspellingsfouten dan bij feedback zonder voorspellingsfouten. Een 
interessante observatie was dat een dissociatie tussen wel en geen 
voorspellingsfouten al eerder te zien was in het vroege N100 signaal. De 
N100 is gekoppeld aan het verwerken visuele informatie. Ondanks dat 
deze vroege processen geen hogere cognitieve processen weerspiegelen, 
duiden deze resultaten erop dat basale verwerking van 
voorspellingsfouten al vroeg plaats kan vinden. Dit werd benadrukt bij 
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de analyse van het EEG in het tijdvlak voor de feedback en na de expert 
hint werd getoond. De resultaten toonden verschillende trage signalen 
over 2000 milliseconden voor de verwachting van een beloning en van een 
straf. Dit signaalverschil correleerde significant met de 
voorspellingsfoutverwerking van de latere FRN. Dit toont aan dat 
gegevens die nodig zijn om in de toekomst een voorspellingsfout te 
verwerken al aanwezig zijn voordat de feedback wordt getoond. In 
overeenstemming met hoofdstuk 2 werd ook geobserveerd dat de P200 
grootte afhangt van of een beloning of straf wordt ontvangen. In de 
voorspellingsfase voor het tonen van de feedback werd er een 
vergelijkbaar signaal gevonden na het tonen van de expert hint. Deze 
hint-gerelateerde P200 maakte onderscheid tussen de verwachting van 
een beloning en de verwachting van een straf, en was ook voorspelbaar 
voor de latere signaalverschillen in de feedback-gerelateerde P200, die de 
daadwerkelijk verkregen beloningen en straffen verwerkte.  
 
In het dagelijkse leven is het vaak zo dat contextuele informatie al 
beschikbaar is voordat een beslissing wordt genomen en kan deze 
informatie bijdragen aan welke keuze iemand maakt. Wanneer meerdere 
informatiebronnen aanwezig zijn is het van belang de meest betrouwbare 
te vinden, aangezien deze in de meeste gevallen tot een positieve 
uitkomst zal leiden. In hoofdstuk 4 werden proefpersonen tegelijk 
blootgesteld aan drie informatiebronnen met verschillende validiteit. 
Hoewel de hints niet even goede voorspellers waren voor succes, was de 
score van alle drie hints beter dan die van de proefpersonen zelf. Verder 
was de taak vergelijkbaar met de taak in hoofdstuk 2. De meest logische 
handeling zou dus zijn om op alle drie de experts te vertrouwen. Echter, 
dit is niet wat mensen deden. De minst betrouwbare bron was correct in 
60% van de gevallen, wat 10% beter was dan het gemiddelde van de 
proefpersonen. Proefpersonen kozen ervoor om het tegenovergestelde te 
doen van deze expert, wat aantoont dat mensen (onterecht) zeer weinig 
vertrouwen hadden in deze hint. De verklaring voor dit onlogische gedrag 
is dat de 60% expert in verhouding tot de andere twee experts, die 
correcte keuzes maakten in 80% en 90% van de gevallen, zeer 
onbetrouwbaar leek. Dit toont dus aan dat mensen zelfs bij kleine 
hoeveelheden informatie (in dit geval drie bronnen) geen rationele keuze 
Appendix 
_________________________________________________________________________ 
265 
 
maken, maar een gebruik maken van een snelle inschatting die gevoelig 
is voor context. In overeenstemming met hoofdstuk 2 toonde de EEG 
analyse aan dat deze contextuele effecten gekoppeld zijn aan de P200 
component. Mensen die gevoeliger waren voor context, en dus een grotere 
inschattingsfout maakten van de 60% cue, hadden een groter 
signaalverschil in de P200 tussen de conditie waarbij deze hint afweek 
van de andere hints en de conditie waarbij deze overeenkwam met de 
andere hints. 
 
Een andere factor die een rol speelt naast omgevingsinformatie is de 
manier waarop informatie is omschreven. In de vooruitzichttheorie van 
Kahneman en Tversky wordt dit beschreven als ‘framing’. Het doel van 
de studie in hoofdstuk 5 was het onderzoeken van de hersensignalen die 
passen bij dit framing-effect en of deze signalen zijn te beïnvloeden van 
buitenaf middels hersenstimulatie. Proefpersonen kregen bij het maken 
van een beslissing hints van drie bronnen: beginners, amateurs en 
experts, in een taak gebaseerd op de taak in hoofdstuk 2. In de 
informatie voor het experiment werd de participanten medegedeeld dat 
de informatie gebaseerd was op een eerder onderzoek, waarbij de 
beginners vrij slecht scoorden, de amateurs gemiddeld en de experts zeer 
goed. In werkelijkheid waren alle drie hints onbruikbaar en slechts 
correct in 50% van de gevallen. Echter, door een bepaald label te plakken 
aan de hints was de verwachting dat experts meer gevolgd zouden 
worden dan beginners en amateurs. Deze hypothese werd duidelijk 
bevestigd, oftewel framing speelt een belangrijke rol. In een tweede 
experiment werd een poging gedaan dit framing-effect te verkleinen door 
de orbitofrontale cortex (OFC) te stimuleren met transcraniële 
gelijkstroomstimulatie (tDCS). De kathodale elektrode werd geplaatst 
boven de OFC en de verwachting was dat dit de activiteit in het gebied 
zou verlagen. Aangezien de OFC belangrijk is voor de subjectieve 
ervaring van informatie tijdens het maken van beslissingen, was de 
verwachting dat mensen objectiever zouden reageren. Dit betekent dat 
het verschil in volggedrag tussen expert en beginner kleiner zou worden. 
De resultaten toonden geen verschil en tDCS was dus niet in staat gedrag 
te beïnvloeden. Was tDCS ineffectief? Nee, de analyse van het EEG heeft 
aangetoond dat tDCS de FRN amplitude significant verlaagde. 
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Bovendien werd een reductie in theta oscillaties geobserveerd in beurten 
waarbij feedback tot een beloning leidde. De FRN en theta oscillaties zijn 
cruciaal voor het verwerken van voorspellingsfouten, wat tot gevolg kan 
hebben dat mensen anders gaan reageren in de toekomst. Echter, omdat 
er in deze taak geen leereffect was, zou het kunnen zijn dat dit 
fysiologische effect zich niet vertaalt tot een gedragseffect. Ook is het 
mogelijk dat de stimulatie niet genoeg gericht was op de processen die 
een rol spelen bij het maken van dit soort beslissingen. 
 
Om gerichter te stimuleren werd het onderzoek van hoofdstuk 5 
herhaald in hoofdstuk 6. Echter, in dit geval werd geen tDCS maar 
transcraniële wisselstroomstimulatie (tACS) gebruikt. In tegenstelling 
tot tDCS zorgt tACS niet voor een algemene verandering in 
hersenactivatie, maar is het gericht op het versterken van specifieke 
oscillaties in het brein. Omdat uit eerder onderzoek gebleken is dat de 
theta oscillaties cruciaal zijn bij het maken van beslissingen was de 
verwachting dat tACS wellicht effectiever zou zijn in het veranderen van 
volggedrag van beginner en expert informatie. Echter, wederom werd er 
geen effect gevonden op het gedrag van mensen. Wel was er een effect te 
zien in het EEG patroon. De P300 werd significant verlaagd door het 
toedienen van theta tACS. Aangezien de P300 ook van belang is bij leren, 
geldt hetzelfde argument als vermeld in de vorige paragraaf: In dit 
experiment was er geen leereffect en de verandering in hersenactiviteit 
heeft daardoor geen gedrag op het framing-effect. Of framing-effecten 
beïnvloed kunnen worden door tDCS en tACS, en welke parameters en 
montages daarvoor nodig zijn kan helaas niet beantwoord worden door 
het onderzoek in dit proefschrift en meer studies zullen nodig zijn. 
 
In de hoofstukken 2 tot en met 6 ging het om het maken van een 
beslissing die geen invloed had op de beurten erna. Echter, in het 
dagelijkse leven gebruiken we eerdere informatie om ons gedrag aan te 
passen, oftewel we leren van eerdere feedback. In hoofdstuk 8 en 9 werd 
gekeken of leergedrag beïnvloed kan worden door tACS. Daarbij werd 
gebruik gemaakt van een taak waarbij een proefpersoon twee opties 
krijgt waarvan ene vaker tot een beloning leidt dan de andere. Echter, na 
40 beurten moet de strategie omgekeerd worden en levert de andere 
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keuze vaker een beloning op. Proefpersonen weten niet wanneer deze 
omkering plaatsvindt. In deze taak kan dus gekeken worden naar twee 
aspecten van leren: Ten eerste, hoe goed leren mensen? Oftewel: wordt 
de geleerde regel ook consequent toegepast? Ten tweede, hoe snel leren 
mensen? Oftewel: hoeveel beurten hebben mensen nodig om van strategie 
te veranderen wanneer de omkering plaatsvindt? Omdat uit eerder 
onderzoek een correlatie tussen theta oscillaties werd gevonden, werd 
tACS met theta frequentie in hoofdstuk 8 toegepast op de proefpersonen 
tijdens het uitvoeren van deze leertaak. De resultaten toonden dat 
proefpersonen die actief gestimuleerd werden minder beurten nodig 
hadden om van strategie te veranderen in vergelijking tot de 
proefpersonen die een placebo stimulatie kregen. Echter, hoewel deze 
proefpersonen sneller leerden, bleek aan het einde van de taak dat zij de 
geleerde regel niet zo consequent konden toepassen als de proefpersonen 
die geen actieve stimulatie kregen. Dit toont aan dat theta oscillaties van 
belang zijn bij het veranderen van denkprocessen, maar niet per definitie 
de instandhouding van deze processen. Voor en na de stimulatie werd 
EEG gemeten en een interessante observatie hierbij was dat theta tACS 
niet direct een invloed had op theta oscillaties, maar op de verhouding 
tussen theta oscillaties en snellere beta oscillaties. Deze theta/beta ratio 
was verlaagd in de groep die actief werd gestimuleerd. Dit was een hint 
dat beta oscillaties ook een belangrijke rol zouden kunnen spelen in deze 
leertaak. 
 
In hoofdstuk 9 werd het experiment van hoofdstuk 8 herhaald, maar 
in dit geval werden betaoscillaties gestimuleerd met tACS. Ook beta 
stimulatie zorgde voor een verbetering in leren, maar in tegenstelling tot 
theta tACS werd nu de toepassing van de regel verbeterd, terwijl de 
leersnelheid niet veranderde. Dit duidt erop dat beta oscillaties van 
belang zijn bij het in stand houden van een denkproces. In het EEG was 
te zien dat, net als in de studie van hoofdstuk 8, de theta/beta ratio was 
verlaagd. Dus hoewel een ander aspect van leren werd beïnvloed, ging dit 
gepaard met hetzelfde fysiologische proces. Dit duidt erop dat de 
theta/beta ratio in het brein niet gekoppeld is aan specifieke 
leerprocessen, maar meer een reflectie is van algemeen cognitief 
functioneren.  
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Aan de hand van de resultaten in hoofdstuk 8 en 9 is te zien dat 
hersenstimulatie, met name tACS, een positieve invloed kan hebben op 
ons gedrag. Wanneer deze effecten aanhouden, zou tACS een belangrijke 
rol kunnen spelen in de klinische praktijk. Immers, abnormale 
breinprocessen en daaruit volgende gedragsbeperkingen zouden met de 
hulp van tACS aangepast kunnen worden. Dit is een mooi idee, maar er 
is nog veel onderzoek nodig om de positieve effecten van tACS aan te 
tonen. Daarbij is het ook belangrijk dat de effecten van tACS langer 
aanhouden dan alleen tijdens het stimuleren. Zulke na-effecten zijn er 
alleen als tACS een structureel effect heeft op het hersenweefsel. 
Wanneer dit gebeurt, spreekt men van plasticiteit. De na-effecten van 
tACS werden onderzocht in hoofdstuk 7. In een eerder onderzoek werd 
een model opgezet waarbij het idee is dat tACS plastische effecten kan 
hebben op het brein. De hypothese was dat stimulatie op een iets lagere 
frequentie dan de natuurlijke oscillatiefrequentie van het brein zou 
leiden tot een verhoging van activiteit van deze oscillaties. Dit komt 
omdat door deze stimulatie de natuurlijke informatiestroom van pre- 
naar post-synaps versterkt zou worden. Aangezien een versterking van 
een synaps een plastische verandering is, zouden deze effecten een tijdje 
aanhouden. Wanneer tACS echter wordt toegediend op een frequentie die 
iets hoger ligt dan het natuurlijke ritme, zou er een verlaging zijn in 
oscillatie activiteit, omdat de natuurlijke informatiestroom wordt 
tegengewerkt en de post-synaptische activiteit de pre-synaptische 
activiteit voorgaat. Dit laatste is aangetoond in het experiment van 
hoofdstuk 7. Stimulatie op 2.5 Hz, met een natuurlijk ritme van 
ongeveer 2 Hz, zorgde voor verlaagde activiteit van deze natuurlijke 2 Hz 
ritmes. Echter, bij tACS op 5 Hz werden geen effecten gevonden. Deze 
data lijken dus deels het plasticiteit-model van tACS te bevestigen, maar 
meer onderzoek is nodig om duidelijke conclusies te kunnen trekken. 
 
De data van hoofdstuk 7 leverden indirect bewijs dat tACS 
aanhoudende plastische effecten kan hebben. In hoofdstuk 10 is een 
ander onderzoek beschreven, waarbij de effecten op plasticiteit causaal 
werden onderzocht. Voor plastische veranderingen in de neuronen is de 
activatie van de N-methyl-D-aspartaat (NMDA) receptor cruciaal. Door 
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een farmacologische interventie met dextromethorfaan (DMO) is het 
mogelijk deze receptor de blokkeren en plasticiteit te onderdrukken. Als 
tACS dus plasticiteit opwekt, zouden de effecten van de stimulatie dus 
teniet gedaan moeten worden door DMO medicatie. Als de na-effecten 
standhouden, zijn zij niet te verklaren door structurele plastische 
veranderingen. Dit werd gedaan in hoofdstuk 10 door tACS toe te 
dienen over de motorische cortex. Vooraf en achteraf werd de activiteit 
van de motorische cortex gemeten door te kijken naar motorische 
responsen, opgewekt door transcraniële magnetische stimulatie (TMS), 
en naar de EEG activiteit. De resultaten van zowel de TMS, als ook de 
EEG metingen lieten zien dat DMO het effect van tACS significant 
onderdrukte. Oftewel, bij placebo medicatie was er een duidelijke 
verhoging van activiteit te zien, die verdween wanneer proefpersonen 
DMO kregen. Nametingen werden herhaald tot 60 minuten na tACS en 
het effect bleef constant. De na-effecten van tACS houden dus minstens 
1 uur aan, maar waarschijnlijk langer. 
 
Hoofdstuk 7 en 10 laten dus zien dat tACS de potentie heeft om relevant 
te zijn voor klinische toepassing. Ander stimulatietechnieken zoals tDCS 
en TMS worden immers al gebruikt bij de remedie van depressie, 
schizofrenie, beroerte, dystonie, post-traumatische stressstoornis, en vele 
andere aandoeningen. Het huidige onderzoek laat zien dat tACS een 
vergelijkbare toekomst tegemoet zou kunnen gaan. Bovendien heeft 
tACS de mogelijkheid om zich te richten op specifieke oscillaties en zijn 
individuele verschillen in hersensignalen een minder groot probleem dan 
bij TMS en tDCS. Echter, de toekomst zal moeten leren of tACS 
inderdaad deze potentie kan omzetten in de realiteit. Ik hoop dat ik 
hieraan een steentje kan bijdragen! 
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