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ABSTRACT 
Various approx imat ion  schemes f o r  s t o c h a s t i c  o p t i m i z a t i o n  
problems i n v o l v i n g  e i t h e r  approximates o f  t h e  p r o b a b i l i t y  mea- 
sures and/or approximates o f  t h e  o b j e c t i v e  f u n c t i o n a l ,  a re  i n -  
ves t i ga ted .  We d iscuss  t h e i r  p o t e n t i a l  imp1 ementat ion as p a r t  
o f  genera l  procedures f o r  s o l v i n g  s t o c h a s t i c  programs w i t h  r e -  
course. 
Supported i n  p a r t  by g ran t s  of t h e  Na t i ona l  Science Foundat ion.  
1. INTRODUCTION 
We t a k e  
(1 .1 )  f i n d  x  E Rn t h a t  minimizes  E f  (x )  = E{f (x ,  6 (o)  ) ) 
a s  p r o t o t y p e  f o r  t h e  c l a s s  o f  s t o c h a s t i c  opt imizat ion  problems under  i n v e s t i g a -  
t i o n ,  where 
N N 5 i s  a  random v e c t o r  which maps t h e  p r o b a b i l i t y  s p a c e  (R,A,P) on (R , B  , F )  w i t h  
F  t h e  d i s t r i b u t i o n  f u n c t i o n  and c RN t h e  s u p p o r t  o f  t h e  p r o b a b i l i t y  measure 
induced by 5 ( i . e .  F i s  t h e  set  o f  p o s s i b l e  v a l u e s  assumed by 5 ) ,  and 
f :  R " X R ~  + R u { + a )  i s  an ex tended  r e a l - v a l u e d  f u n c t i o n .  We s h a l l  assume: 
(1 .3 )  f o r  a l l  x ,  WH f ( x , C ( o ) )  i s  measurab le  , 
and t h e  f o l l o w i n g  i n t e g r a b i l i t y  c o n d i t i o n :  
(1.4)  i f  P[o  I f (x ,C(w))  < + a ]  = l  t h e n  Ef (x )  < + a  . 
We r e f e r  t o  E f  = ~ { f  ( 0  , c  ( a )  ) } a s  an  expecta t ion  funct ional .  Note t h a t  it can 
a l s o  b e  e x p r e s s e d  a s  a L e b e s g u e - S t i e l t j e s  i n t e g r a l  w i t h  r e s p e c t  t o  F: 
r 
A wide v a r i e t y  o f  s t o c h a s t i c  o p t i m i z a t i o n  problems f i t  i n t o  t h i s  ( a b s t r a c t )  
framework ; i n  p a r t i c u l  a r  s t o c h a s t i c  programs w i t h  ( f i x e d )  recourse [ I.] 
(1 .6 )  f i n d  x  r R:' such  t h a t  Ax = b  , 
and z = cx + O_(x) i s  minimized 
where A i s  an m xn - m a t r i x ,  b  E R m l ,  1 1  
and,  t h e  recourse funct ion i s  d e f i n e d  by 
The (m2xn2)-matrix W i s  c a l l e d  t h e  recourse matrix. For each w : T(w) i s  m xn 2  1' 
q(w) E Rn2 and h(w) E R m 2 .  P i e c i n g  t o g e t h e r  t h e  s t o c h a s t i c  components o f  t h e  pro-  
blem, we g e t  a  v e c t o r  < € RN with  N = n  + m + (m r n  ) ,  and 2  2  2 1  
We s e t  
(1 .9)  f ( x , < )  = r c x  + Q ( x , < )  i f  AX = b  , x 1  0  , 
1 + - o t h e r w i s e  . 
Provided t h e  r e c o u r s e  problem i s  a . s .  bounded, i . e .  
(1.10) P [ w 1 3 ~  s u c h t h a t  ~ W s q ( ~ ) ]  = I ,  
which we assume h e n c e f o r t h ,  t h e  f u n c t i o n  Q and t h u s  a l s o  f ,  does  n o t  t a k e  on t h e  
v a l u e  - m . The m e a s u r a b i l i t y  o f  f  (x ,  * )  fol low- d i r e c t l y  from t h a t  o f  6 t+ Q(x,<) 
[ l ,  S e c t i o n  31. I f  6 has  f i n i t e  second moments, t h e n  Q(x) i s  f i n i t e  whenever 
w-Q(x,<(w)) i s  f i n i t e  [ l ,  Theorem 4.11 and t h i s  g u a r a n t e e s  c o n d i t i o n  ( 1 . 4 ) .  
Much i s  known about  problems o f  t h i s  t y p e  [ l ] .  The p r o p e r t i e s  of f  a s  de-  
f i n e d  through ( 1 . 9 ) ,  q u i t e  o f t e n  m o t i v a t e  and j u s t i f y  t h e  c o n d i t i o n s  under which 
we o b t a i n  v a r i o u s  r e s u l t s .  The r e l e v a n t  p r o p e r t i e s  a r e  
(1 .11)  ( h , T ) t + Q ( x , < = ( q , h , T ) )  i s  a  p iecewise  l i n e a r  convex f u n c t i o n  
f o r  a l l  f e a s i b l e  x c  K = K n K 2 ,  1 
where 
K = {X 1  AX=^, X L O )  1 
- K 2  = {X IY<(w) E = ,  3 y ~ O  such t h a t  Wy=h(w) - ~ ( w ) x )  , 
(1.12) q  t+Q(x ,<=(q ,h ,T) )  i s  a  concave p iecewise  l i n e a r  f u n c t i o n  , 
and 
(1.13) x + Q ( x , < )  i s  a  convex p iecewise  l i n e a r  f u n c t i o n  
which i m p l i e s  t h a t  
(1.14) x!+O_(x) is a Lipschitzian convex function , 
finite on K as follows from the integrability condition on c(-). 2 ' 
When T is nonstochastic, or equivalently does not depend on w, it is some- 
times useful to work with a variant formulation of (1.6). With T = T(w) for all 
w, we obtain 
(1.15) find x E R:', x E Rm2 such that 
AX = b , TX = x , and 
= cx + y (x) is minimized 
where 
(1.16) ~ ( X ) = E { $ ( X , E ( U ) ) } = ~ $ ( X ~ E ( ~ ) ) P ( ~ ~ )  
and 
This formulation stresses the fact that choosing x corresponds to generating a 
tender X = Tx to be "bid" against the outcomes h(w) of random events. The func- 
tions $ and Y have basically the same properties as Q and C?, replacing naturally 
- the set K2 by the set L2 = {x-Tx 1 x E K2 1 = {X I Y h (a) e zh, 3 Y 1 0 such that WY = h(w) -Tx} 
The function f is now given by 
L +- otherwise . 
A significant number of applications have the function $ separable, i.e. 
$(X.S) = qi(Xi,Ei) such as in stochastic programs with simple recourse 
[l, Section 61. This will substantially simplify the implementation of various 
approximation schemes described below. When separability is not at hand, it will 
sometimes be useful to introduce it, by constructing appropriate approximates for 
$ or Q, see Section 3. 
Another common f e a t u r e  o f  s t o c h a s t i c  opt imizat ion problems, t h a t  one should 
not  l o s e  t r a c k  of when designing approximation schemes, i s  t h a t  t h e  random behavior  
of t h e  s t o c h a s t i c  elements of  t h e  problem can o f t e n  be t r aced  back t o  a  few inde- 
pendent random v a r i a b l e s .  Typica l ly  
M (1.19) 5 ( ~ )  = C ~ ( ~ ) ~ ~ + C ~ ( ~ ) E ~ + ~ * * + S ~ ( W ) ~  
where t h e  
a r e  independent rea l -va lued  random v a r i a b l e s ,  and 
a r e  f ixed  v e c t o r s .  In f a c t  many app l i ca t ions  - -  such as  those  involv ing  scena r io  
a n a l y s i s  -- involve j u s t  one such random v a r i a b l e  < ( * ) ;  n a t u r a l l y ,  t h i s  makes t h e  
components of  t h e  random vec to r  5 ( * )  h ighly  dependent. Last ,  but  not  l e a s t ,  only 
r a r e l y  do we have i n  p r a c t i c e  adequate s t a t i s t i c s  t o  model with s u f f i c i e n t  accur-  
acy j o i n t  phenomena involving i n t r i c a t e  r e l a t i o n s h i p s  between t h e  components of 5.  
Hence, we s h a l l  devote most o f  ou r  a t t e n t i o n  t o  t h e  independent ca se ,  remaining 
a t  a l l  t imes very much aware of t h e  cons t ruc t ion  (1 .19) .  
This w i l l  se rve  a s  background t o  our  s tudy  of  approximation schemes f o r  
c a l c u l a t i n g  
Af t e r  t ak ing  ca re  of some genera l  convergence r e s u l t s  (Sect ion 2 ) ,  we begin our  
s tudy  with a  d e s c r i p t i o n  o f  poss ib l e  approximates of  f  i n  t h e  context  of  s tochas-  
t i c  programs with recourse  (Sect ion 3 . )  We then examine t h e  p o s s i b i l i t y  of ob- 
t a i n i n g  lower o r  upper bounds on E f  by means o f  d i s c r e t i z a t i o n  (of t h e  p r o b a b i l i t y  
measure) us ing  condi t iona l  expec ta t ions  (Sect ion 41, measures with extremal 
s u p p o r t  ( S e c t i o n  5) , ex t remal  measures ( S e c t i o n  6) o r  m a j o r i z i n g  p r o b a b i l i t y  mea- 
s u r e s  ( S e c t i o n  7 ) .  I n  each c a s e  we a l s o  s k e t c h  o u t  t h e  implementa t ion o f  t h e  r e -  
s u l t s  i n  t h e  framework o f  s t o c h a s t i c  programs w i t h  r e c o u r s e ,  r e l y i n g  i n  some 
c a s e s  on t h e  approximates  t o  f  o b t a i n e d  i n  S e c t i o n  3 .  In  t h e  l a s t  s e c t i o n ,  we 
g i v e  some f u r t h e r  e r r o r  bounds f o r  i n f  E f  t h a t  r e q u i r e  t h e  a c t u a l  c a l c u l a t i o n  o f  
E (x) a t  some p o i n t s .  f  
The purpose of  t h i s  s e c t i o n  is  t o  f r e e  u s  a t  once from any f u r t h e r  d e t a i l e d  
argumentation involving convergence of s o l u t i o n s ,  inf ima,  and so  on. To do so  
v 
we r e l y  on t h e  t o o l s  provided by epi-convergence. Let {g; g , v = l , .  . . )  be a c o l -  
n l e c t i o n  of func t ions  def ined  on R with va lues  i n  R =  [-ca,+w] . The sequence 
v n {g , v = l ,  . . . I  i s  s a i d  t o  epi-converge t o  g i f  f o r  a l l  X E  R , we have 
(2 1) v v v l i m  i n f  g (x ) 2 g(x) f o r  a l l  {x , v = l ,  . . . I  converging t o  x , 
Vt" 
and 
(2.2) v v v t h e r e  e x i s t s  {x , v = l ,  . . .) converging t o  x such t h a t  l i m  sup g (x ) 2 g(x) . 
Vt03 
v Note t h a t  any one of  t h e s e  condi t ions  impl ies  t h a t  g, t h e  epi-limit of t h e  g , 
i s  n e c e s s a r i l y  lower semicontinuous. The name epi-convergence comes 
v from t h e  f a c t  t h a t  t h e  func t ions  {g , v = l ,  . . .) epi-converge t o  g i f  and only i f  
v t h e  s e t s  {ep i  g , v = l ,  . . . 1 converge t o  e p i  g = {(x ,a )  I g(x)  5 a); f o r  more d e t a i l s  
consul t  [2 ,3 ] .  Our i n t e r e s t  i n  epi-convergence stems from t h e  fol lowing proper- 
t i e s  [4 ] .  
2.3 THEOREM. Suppose a sequence of functions v=l  , . . . ) epi-converges to g. 
Then 




x E argmin g Vk = {x I g x 2 i n f  gVk) 
k fop some subsequence of functions {gVk, k = l , .  . . )  and x = l i m  x , it fottows tkzt 
k- 
x E argmin g , 
and 
vk l i m  ( i n f  g ) = i n f  g . 
k- 
Moreover, if argmin g t 8, then l i m  ( i n f  g') = i n f  g if and only if x c argmin g 
Vt" 
V implies the existence of  sequences {E" 0, v = l , .  . . ) and {x  , v = l ,  . . . )  with 
v l i m ~  = 0 ,  und l i m x  = x ,  
V 
Vt03 v- 
such that  for a l l  v = l ,  ..., 
V V 
x E E -argmin g  = {x I g (x)  I i n f  g V + ~ v )  . 
V V 
V 2.5  COROLLARY. Suppose a sequence of  functions {g , v = l ,  . . . I  epi-converges t o  g, 
and there e x i s t s  a bounded s e t  D such tha t  
V 
argmin g  n D t 0 
for  a l l  v s u f f i c i e n t l y  large. Then 
l i m  ( i n f  g  ) = i n f  g  
V 
vtco 
and the  minimwn of  g i s  at tained a t  some point i n  the closure o f  D: 
PROOF.  S i n c e  D i s  bounded, it f o l l o w s  t h a t  t h e r e  e x i s t s  a  bounded sequence 
V {x , v = l ,  . . . ) w i t h  
v  v  
x  E argmin g  n D . 
T h i s  means t h a t  a  subsequence converges  {xvk, 1 , .  . t o  a  p o i n t  x  both  i n  
t h e  c l o s u r e  o f  D and i n  argmin g  a s  f o l l o w s  from ep i -convergence .  Theorem 2 . 3  
a l s o  y i e l d s  
Vk l i m  gVk(x ) = g ( x )  = i n f  g  . 
k- 
V There  remains  o n l y  t o  a rgue  t h a t  t h e  e n t i r e  sequence { ( i n f  g  ) ,  v = l ,  . . .) converges  
t o  i n f  g .  But t h i s  s imply f o l l o w s  from t h e  o b s e r v a t i o n  t h a t  t h e  p r e c e d i n g  argu-  
ment a p p l i e d  t o  any subsequence y i e l d s  a  f u r t h e r  subsequence converging t o  i n f  g .  I] 
The f o l l o w i n g  p r o p o s i t i o n  p r o v i d e s  v e r y  u s e f u l  c r i t e r i a  f o r  v e r i f y i n g  
epi-convergence.  
v  - 2.6  PROPOSITION. [S,  P r o p o s i t i o n  3.121 Suppose {g : R n + R ,  v = l ,  . . .  1 i s  a col- 
l ec t ion  of  functions pointwise converging t o  g, i. e .  for a l l  x, g  (x)  = l i m  gV (x)  . 
v- 
Then the  gv epi-converge t o  g, i f  they are monotone increasing, or monotone de- 
creasing wi th  g  lower semicontinuous i n  t h i s  l a t t e r  case. 
For e x p e c t a t i o n  f u n c t i o n a l s ,  we o b t a i n  t h e  n e x t  a s s e r t i o n  as a d i r e c t  conse-  
quence of  t h e  d e f i n i t i o n  o f  epi-convergence and F a t o u ' s  lemma. 
2 . 7  THEOREM. Suppose { f ;  fv ,  v = l , .  . . } i s  a co l l ec t ion  of  functions defined on 
RnxQ with  values i n  R u { + a )  sa t i s f y i n g  conditions (1 .3 )  and ( 1 . 4 ) ,  such tha t  for 
a l l  5 E E the  sequence { f V (  ,<) , v = l ,  . . . ) epi-converges t o  f ( -  , c )  . Suppose more- 
over t h a t  the  functions f V  are bounded below uniformly. Then the expectation 
functionals E epi-converge t o  E 
fV f '  
When i n s t e a d  o f  approximat ing t h e  f u n c t i o n a l  f ,  we approximate  t h e  proba- 
b i l i t y  measure P, we g e t  t h e  f o l l o w i n g  g e n e r a l  r e s u l t  t h a t  s u i t s  o u r  needs  i n  
most a p p l i c a t i o n s ,  s e e  [6,  Theorem 3.91 , [ 7 ,  Theorem 3.31 . 
2.8 THEOREM.  Suppose {P v = l ,  . . . I  i s  a sequence of probabil i ty  measures con- 
v  ' 
verging i n  d i s t r i bu t i on  t o  the  probabil i ty  measure P defined on Q, a separable 
metric space wi th  A the Bore2 sigma-field. Let 
be continuous i n  w for each fixed x  i n  K ,  where 
and local ly  Lipschitz  i n  x  on K with  Lipschitz  constant independent of  w.  Sup- 
pose moreover tha t  for any X E  K and E > O  there e x i s t s  a compact s e t  SE and v  such 
E 
t h a t  for a l l  v  2 v  
E 
R\SE 
mul with V={w ( f(x,w) =+a), P(V) > O  if and only if PV(V) '0. Then the sequence 
of expectation fvnctionats {E:, v = l ,  . . . ) epi- and poinhjise converges to E f J  where 
V PROOF. We begin by showing t h a t  t h e  E pointwise converge t o  E First l e t  f f '  
x E K and s e t  
From (2 .9 ) '  it fo l lows  t h a t  f o r  a l l  E > O ,  t h e r e  i s  a compact s e t  SE and index vE 
such t h a t  f o r  a l l  v r vE 
[ Ig(w) IPv(dw) < E . 
Let ME - 
- SupwEsE I g ( w ) ( .  We know t h a t  M i s  f i n i t e  s i n c e  S i s  compact and g i s  E E 
E 
cont inuous,  r e c a l l  t h a t  X E  K .  Let g be a t r u n c a t i o n  o f  g de f ined  by 
E The func t ion  g i s  bounded and cont inuous and we have t h a t  f o r . a l 1  we R 
Hence from t h e  convergence i n  d i s t r i b u t i o n  o f  t h e  Pv 
r 7 
and a l s o  f o r  a l l  v l v  
E'  
R\SE 
Now l e t  
We have t h a t  f o r  a l l  v 2 vE 
and a l s o  t h a t  
Combining t h e  two l a s t  i n e q u a l i t i e s  with (2.10) shows t h a t  f o r  a l l  E > O ,  t h e r e  
e x i s t s  v such t h a t  f o r  a1 1 v 2 v 
E E 
and thus  f o r  a1 1 x  E K ,  
v l i m  E (x) = Ef(x) . 
Vt03 
f  
I f  x  4 K ,  t h i s  means t h a t  
which a l s o  means t h a t  f o r  a l l  v 
from which it follows t h a t  f o r  a l l  v 
v l i m  E (x) = +a = Ef(x) . 
V*W 
f  
n  v And thus ,  f o r  a l l  X E R  , Ef(x) = l i m  E f ( x ) .  This g ives  us not  only pointwise 
v- 
convergence, but  a l s o  condi t ion  (2.2)  f o r  epi-convergence. 
To complete t h e  p r o o f ,  it t h u s  s u f f i c e s  t o  show t h a t  c o n d i t i o n  (2.1) i s  
s a t i s f i e d  f o r  a l l  X E  K .  The f u n c t i o n  x w f ( x , < ( w ) )  i s  L i p s c h i t z i a n  on K ,  with  
w Lipsch i t z  cons t a n t  L independent  of  w .  For  any p a i r  x , x  i n  K ,  we have t h a t  
f o r  a l l  w 
which imp l i e s  t h a t  
w Let u s  now t a k e  xw as p a r t  of  a  sequence {x , w = l , .  . .) converging t o  x .  I n t e g r a t -  
i n g  on both s i d e s  o f  t h e  p reced ing  i n e q u a l i t y  and t a k i n g  lirn i n f ,  we g e t  
LH03 
w w E (x) = l i m  Ef(x)  - L l i m  d i s t ( x , x  ) f  
w- LH03 
= l i m  i n f  (E;(X) - L d i s t ( x , x w ) )  
LH03 
w V lirn i n f  Ef (x  ) , 
LH03 
which completes t h e  p r o o f .  O 
2.11 APPLICATION.  Suppose {P w = l ,  . . .) i s  a sequence of probability measures 
w ' 
that  converge i n  d i s t r ibu t ion  t o  P,  a l l  with compact support $2. Suppose 
wi th  the recourse function Q defined by (1 .8 )  and Q by (1 .7 ) .  Then the Qw both 
epi-  and pointwise converge t o  Q. 
I t  s u f f i c e s  t o  observe t h a t  t h e  c o n d i t i o n s  o f  Theorem 2.8 a r e  s a t i s f i e d .  
The c o n t i n u i t y  o f  Q(x,S) w i t h  r e s p e c t  t o  < ( f o r  x  E K ) fo l lows  from (1.11) and 2  
( 1 .12 ) .  The L i p s c h i t z  p r o p e r t y  wi th  r e s p e c t  t o  x  i s  ob t a ined  from [ l ,  Theorem 7.71; 
t h e  proof  o f  t h a t  Theorem a l s o  shows t h a t  t h e  L i p s c h i t z  c o n s t a n t  is  independent  o f  
5, c o n s u l t  a l s o  [ 8 ] .  
2.12 IMPLEMEIVTATION. From t h e  preceding r e s u l t s  it fol lows t h a t  we have been 
given g r e a t  l a t i t u d e  i n  t h e  choice  of  t h e  p r o b a b i l i t y  measures t h a t  approximate P .  
However, i n  what fol lows we concern ourse lves  almost exc lus ive ly  wi th  d i s c r e t e  
p r o b a b i l i t y  measures. The b a s i c  reason f o r  t h i s  i s  t h a t  t h e  form of  f ( x , c )  -- 
o r  Q(x,c) i n  t h e  contex t  of  s t o c h a s t i c  programs with r ecou r se  - -  r ende r s  t h e  numer- 
v i c a l  eva lua t ion  o f  Ef  ( o r  Ef) p o s s i b l e  only i f  t h e  i n t e g r a l  i s  a c t u a l l y  a  ( f i n i t e )  
sum. Only i n  h igh ly  s t r u c t u r e d  problems, such a s  f o r  s t o c h a s t i c  programs wi th  
s imple r ecou r se  [ 9 ] ,  may it be p o s s i b l e  and p r o f i t a b l e  t o  use o t h e r  approximating 
measures. 
3. APPROXIMATING T H E  RECOURSE FUNCTION Q 
When f  is  convex i n  5, i t  is  p o s s i b l e  t o  e x p l o i t  t h i s  p r o p e r t y  t o  o b t a i n  
s imple  b u t  v e r y  u s e f u l  lower bounding approximates  f o r  E f '  
R 3.1  PROPOSIT ION.  Suppose <* f (x ,  5) i s  convex, ( 5  , R = l ,  . . . , v )  i s  a f i n i t e  col lec-  
t i o n  of points i n  , and for R = 1 ,  . . . , , 
i. e.  v' i s  a subgradient o f  f  (x ,  - )  a t  5'. Then 
(3.2) E f  (XI 2 E{ max [vR<(w) + ( f ( x , t R )  - v k R )  I }  . 
1 r Rrv 
G PROOF. To say  t h a t  v R  i s  a  s u b g r a d i e n t  o f  t h e  convex f u n c t i o n  o f  f ( x ,  0 )  at  5 , 
means t h a t  
S i n c e  t h i s  h o l d s  f o r  every  R ,  we o b t a i n  
R R R R  
f ( x , S )  2 max [ v  5 +  ( f ( x , S  - v  5 11 . 
1 l Rlv 
I n t e g r a t i n g  on b o t h  s i d e s  y i e l d s  ( 3 . 2 ) .  O 
3.3 APPLICATICIN .  Consider the  s tochast ic  program wi th  recourse (1 .6 )  and suppose 
R R E  that  only h  and T  are stochastic.  Let (5  = (h ,T ) , R = l ,  . . . , v )  be a f i n i t e  
number of rea l i za t ions  of  h  and T, x  e K 2  and for  k = l ,  ..., v, 
R R R 
n  E argmax [ n ( h  - T  x) 1 nW I q] . 
(3 .4)  R e ( x )  2 E{ max n  (h (o) - T(w) x) 
l l R l v  
T h i s  i s  a  d i r e c t  c o r o l l a r y  o f  P r o p o s i t i o n  3 . 1 .  We g i v e  an  a l t e r n a t i v e  p r o o f  
which cou ld  be o f  some h e l p  i n  t h e  d e s i g n  o f  t h e  implementa t ion .  S i n c e  x e  K 2 ' 
f o r  e v e r y  c=(h ,T)  i n  3, t h e  l i n e a r  program 
(3 .5 )  f i n d  n e  R~~ such  t h a t  nW 5 q  
and w = n(h  - Tx) i s  maximized 
i s  bounded, g iven  n a t u r a l l y  t h a t  it i s  f e a s i b l e  a s  f o l l o w s  from assumpt ion (1 .10) .  
Hence f o r  R = l ,  . . . , v ,  
R R R  R Q(x ,S  1 = n  (h - T x )  , 
and moreover s i n c e  nR i s  a  f e a s i b l e  s o l u t i o n  o f  t h e  l i n e a r  program ( 3 . 5 ) ,  f o r  
a l l  C E  3 
R Q(x,c)  2 n  (h - Tx) . 
S i n c e  t h i s  h o l d s  f o r  e v e r y  R ,  we g e t  
R Q(x,c)  2 max n  (h - T x )  . 
l<R<v' 
I n t e g r a t i n g  on bo th  s i d e s  y i e l d s  ( 3 . 4 ) .  
3.6 IMPLEMENTATION. I n  g e n e r a l  f i n d i n g  i n  e x p r e s s i o n  ( 3 . 4 ) ,  t h e  maximum f o r  
each 5 -- o r  e q u i v a l e n t l y  f o r  each  (h,T) e  3  -- c o u l d  b e  much t o o  i n v o l v e d .  But 
we may a s s i g n  t o  each re a  s u b r e g i o n  of f, w i t h o u t  r e s o r t i n g  t o  ( e x a c t )  maximiza- 
t i o n .  The lower  bound may t h e n  n o t  b e  a s  t i g h t  a s  ( 3 . 4 ) ,  b u t  we can r e f i n e  it 
by t a k i n g  s u c c e s s i v e l y  f i n e r  and f i n e r  p a r t i t i o n s .  However, one shou ld  n o t  f o r g e t  
t h a t  (3 .4)  i n v o l v e s  a  r a t h e r  s i m p l e  i n t e g r a l  and t h e  e x p r e s s i o n  t o  t h e  r i g h t  cou ld  
b e  e v a l u a t e d  n u m e r i c a l l y  t o  a n  a c c e p t a b l e  d e g r e e  o f  a c c u r a c y ,  w i t h o u t  major  d i f -  
f i c u l t i e s .  Note t h a t  t h e  c a l c u l a t i o n  o f  t h i s  lower bound imposes no l i m i t a t i o n s  
R 
on t h e  c h o i c e  o f  t h e  5 . However, it is  obvious  t h a t  a  we l l - chosen  s p r e a d  o f  t h e  
R R ( 5  , R = l ,  ..., v )  w i l l  y i e l d  a  b e t t e r  approx imat ion .  For  example, t h e  5 cou ld  b e  
t h e  cond i t i ona l  expec t a t i on  o f  c ( - )  with r e s p e c t  t o  a  p a r t i t i o n i n g  S  = {S R = l ,  ..., v )  R ' 
of  : which a s s igns  t o  each S  about t h e  same p r o b a b i l i t y .  Also t h e  use  o f  a  R 
l a r g e r  c o l l e c t i o n  o f  p o i n t s ,  i . e .  i nc reas ing  v,  w i l l  a l s o  y i e l d  a  b e t t e r  lower 
bound. 
3.7 CONVERGENCE. Suppose that c w f ( x , S )  is convex. For each v = l ,  ..., Zet 
v S V =  {Se, = l , ,  } denote a partition of t with 
v 
the conditionaZ expectation of 5 ( * )  given sV Suppose moreover that S v  p + 1  R' 
and that 
(3.8) 
Then, with v V R e  8 f (x ,eV"  and 5 
(3.9) v  max [vRVS(u) + f (x ,EVR)  - v 
l r R l L  
v 
we have that the sequence of functions {E:, v = l , .  . .} is monotone increasing, and 
for aZZ x: 
v  Ef(x) = l i m  Ef(x) . 
v- 
Hence the sequence {EV v = l ,  . . .} is both pointwise- and epi-convergent. f '  
PROOF. From Propos i t ion  3.1, it fol lows t h a t  EVf r E f  f o r  a l l  v .  The i n e q u a l i t y  
t h e n  fol lows simply from t h e  f a c t  t h a t  S  = S v .  Now observe t h a t  
(3.10) vR vR v  max [vvRS + f ( x , ~ ~ ' )  - v 5 1 2 g ( x , ~ )  
lrRrL 
v 
where gv is  de f ined  a s  fol lows:  
It follows that 
L 
which gives us 




the last equality following from assumption (3.8). 
v We have thus shown that the sequence { E ~ ,  v = l ,  is monotone increasing 
and pointwise converges, and this implies epi-convergence, see Proposition 2.6. O 
If f(x,=) is concave, the inequality in (3.2) is reversed and, instead of a 
lower bound on Ef, we obtain an upper bound. In fact, we can again use Proposi- 
tion 3.1, but this time applied to -f. 
3.11 APPLICATION. Consider the  s tochast ic  program wi th  recourse (1.6) and sup- 
R R pose t h a t  only the vector  q i s  s tochast ic .  Let 15 = q  , R=l, ..., v) be a f i n i t e  
nwnber of  rea l i za t ions  of  q, x E K2 and for  a= 1, . . . , v 
(3.12) Q(x) 5 E{ min q (w) ye) . 
1 5 R5v 
Again this is really a corollary of Proposition 3.1. A slightly different proof 
proceeds as follows: Note that for all q = S E E, for every R, is a feasible, 
but not necessarily optimal, solution of the linear program 
find y E R:~  such that Wy = p-Tx, 
and w = q y  is minimized. 
Hence 
Q(x,S> I min q~ R 
llR5v 
from which (3.12) follows by integrating on both sides. 
The remarks made about  Implementa t ion3 .6  and thea rgumen t sused inConve rgence3 .7  
s t i l l  app ly  t o  t h e  concave c a s e  s i n c e  we a r e  i n  t h e  same s e t t i n g  a s  b e f o r e  p rov ided  
we work wi th  - f  o r  -Q. 
P r o p o s i t i o n  3 . 1  p r o v i d e s  us wi th  a  lower bound f o r  Ef when < * f ( x , < )  i s  
convex, t h e  n e x t  r e s u l t  y i e l d s  an upper  bound. 
R 3.13 PROPOSITION. Suppose < t+ f  (x ,  <) i s  convex, {< , R = l ,  . . . , v )  i s  a f i n i t e  col -  




v  (3 .15)  f  ( x , < )  = i n f  
I f  the function <B  f ( x , < )  i s  sublinear, the f v  can be defined as follows: 
v v  
v  (3 .16)  f  ( x , < )  = i n f  
L 
(Note tha t  fV(x ,  <) i s  +m i f  the  corresponding program i s  i n f eas ib l e .  ) 
v PROOF. Convexi ty  i m p l i e s  t h a t  f o r  a l l  h  > O ,  . . . , hvrO wi th  " = 1, and 1- 
< = he<' we have 
from which (3 .14)  f o l l o w s  u s i n g  ( 3 . 1 5 ) .  S u b l i n e a r i t y  (convex i ty  and p o s i t i v e  
homogeneity) a l s o  y i e l d s  (3 .17)  b u t  t h i s  t ime  wi thou t  1' h = 1, and t h i s  i n  R = l  R 
t u r n  y i e l d s  (3.14) u s i n g  (3 .16)  t h i s  t i m e .  O 
3.18 APPLICATION. Ray functions. Consider  t h e  s t o c h a s t i c  program wi th  r e c o u r s e  
i n  t h e  form (1 .15)  and suppose t h a t  o n l y  h  i s  s t o c h a s t i c ,  i . e .  wi th  f i x e d m a t r i x T  
a n d r e c o u r s e c o s t c o e f f i c i e n t s q .  Now suppose t h a t  f o r  g iven X ,  we have t h e  v a l u e s  o f  
R R {$J(x,< =h ) ,  R = l , .  . . , v )  f o r  a  f i n i t e  c o l l e c t i o n  o f  r e a l i z a t i o n s  of  h ( * ) .  
Let 5 E I and d e f i n e  
(3 .19)  $'(x, S) = i n f  
R= 1 
Then 
Y(x) 5 yV(x)  = $v(x,S(w))p(dw) 
The above f o l l o w s  from t h e  second p a r t  o f  P r o p o s i t i o n  3 .13 provided we observe  
t h a t  from t h e  d e f i n i t i o n  (1.17) o f  $, we have t h a t  
is  s u b l i n e a r .  From t h i s  it f o l l o w s  t h a t  f o r  any A E  R: 
whenever 
and t h i s  l e a d s  t o  t h e  c o n s t r u c t i o n  of i n  (3 .19) .  I] 
3.20 IMPLEMENTATION. Find ing  f o r  each 5,  t h e  opt imal  v a l u e  o f  a  l i n e a r  program 
a s  r e q u i r e d  by t h e  d e f i n i t i o n  o f  i n  ( 3 . 1 9 ) ,  could  i n v o l v e  much more work t h a n  
is  a p p r o p r i a t e  t o  i n v e s t  i n  t h e  computat ion o f  an upper  bound. One way t o  remedy 
t h i s  i s  t o  s u b d i v i d e  E such t h a t  each 5 i s  a u t o m a t i c a l l y  a s s i g n e d  t o  a  p a r t i c u l a r  
R 
r e g i o n  spanned by a  s u b s e t  o f  t h e  (5  , R = l ,  ..., v )  o r  t o  t h e  s u b s e t  whose p o i n t s  
a r e  such t h a t  
One c a s e  i n  which a l l  o f  t h i s  f a l l s  n i c e l y  i n t o  p l a c e  i s  when a  s t o c h a s t i c  
program wi th  r e c o u r s e  o f  t y p e  (1.15) can be  approximated by a  s t o c h a s t i c  program 
with  simple recourse [ l ,  S e c t i o n  61 where t h e  f u n c t i o n  $(x,C) is s e p a r a b l e ,  
and 
+ - h e r e  < . =  ( q . , q . , h . ) .  The f u n c t i o n  Y is  t h e n  a l s o  s e p a r a b l e  and can be expressed  a s  
1 1 1  1 
m 2 
where 
(This  i s  t h e  linear v e r s i o n  o f  t h e  s imple  r e c o u r s e  problem.) 
3.23 APPLICATION. Approximation by simple recourse. Consider  a  s t o c h a s t i c  program 
with  r e c o u r s e  o f  t h e  t y p e  (1 .15) ,  w i t h  on ly  h  s t o c h a s t i c  and complete r e c o u r s e  
[ l ,  S e c t i o n  61, t h i s  means t h a t  t h e  r e c o u r s e  m a t r i x  W i s  such t h a t  
pos W = { t  1 t = W y ,  y 2 O )  = R~~ , 
i . e .  t h e  r e c o u r s e  problem i s  f e a s i b l e  whatever  be h  o r  X. For i= l ,  ..., m 2 ,  d e f i n e  
i (3.24) ql = in f{qy  I Wy = e , y 2 0 )  , 
and 
i (3.25) q I  = in f{qy  1 W =  - e  , y 2 0 )  , 
i 
where e  i s  t h e  u n i t  v e c t o r  w i t h  a  1 i n  t h e  ith p o s i t i o n ,  i . e .  
i T 
e  = (0 ,..., O , l , O  ,..., 0) . 
The r e c o u r s e  f u n c t i o n  $(x ,S)  is  t h e n  approximated by t h e  r e c o u r s e  f u n c t i o n  
+ (3.21) o f  a  s t o c h a s t i c  program w i t h  s imple  r e c o u r s e  u s i n g  f o r  q  and q i  t h e  i 
v a l u e s  d e f i n e d  by (3.24) and ( 3 . 2 5 ) .  T h i s  i s  a s p e c i a l  c a s e  o f  t h e  r a y  func- 
t i o n s  b u i l t  i n  A p p l i c a t i o n  3 .18;  each (S-X) f a l l s  i n  a  g iven  o r t h a n t  and i s  t h u s  
a u t o m a t i c a l l y  a s s i g n e d  a  p a r t i c u l a r  p o s i t i v e  l i n e a r  combinat ion o f  t h e  chosen 
i po in t s  ( t e  -x,  i=l ,..., m2). To improve t h e  approximation we have t o  in t roduce  
R 
add i t i ona l  vec to r s  5 , which b r ings  us back t o  t h e  more general  s i t u a t i o n  de- 
s c r ibed  i n  Applicat ion 3.18. 
3.26 A P P L I C A T I O N .  Consider a  s t o c h a s t i c  program with recourse  of  type (1 .15) ,  
with only q  s t o c h a s t i c .  The func t ion  
i s  no t  only concave and polyhedral  (1 .12) ,  it i s  a l s o  p o s i t i v e l y  homogeneous. 
R R 
For any f i n i t e  c o l l e c t i o n  15 = q , R = l ,  . . . , v )  we have t h a t  
R R R  This  aga in  follows d i r e c t l y  from Propos i t ion  3.13; no te  t h a t  @(x,q  ) = q  y  where 
R R y E argmin[q y  I Wy = h-X, y  2 01. 
3.28 IMPLEMENTATIOIV. Calcu la t ing  f o r  each q, t h e  upper bound provided by (3.27) 
may be p r o h i b i t i v e .  We could a s s i g n  each q~ E t o  some subregion o f  5 spanned by 
R t h e  p o s i t i v e  combinations of  some of  t h e  {q , R = l ,  ..., v ) .  Such a  bound i s  much 
e a s i e r  t o  ob ta in  but c l e a r l y  not  a s  sha rp  a s  t h a t  generated by (3 .27) .  
Another approach t o  g e t t i n g  upper and lower bounds f o r  s t o c h a s t i c  programs 
with recourse  i s  t o  r e l y  on t h e  p a i r s  programs as  introduced i n  [ l o ,  Sec t ion  41. 
One r e l i e s  again on convexity p r o p e r t i e s  and once again one needs t o  d i s t i n g u i s h  
between (h,T) s t o c h a s t i c ,  and q  s t o c h a s t i c .  To begin with,  l e t  us  cons ider  h,  and 
A A  A 
T s t o c h a s t i c .  For every (h,T) = 5 E E ,  and (h,T) = 5 E co Z ( t he  convex h u l l  of ) , l e t  
(3.29) p ( i , 5 )  = i n f  [cx + ;q? + (l-G)qy5] 
such t h a t  Ax = b  
with 6 E [ 0 , 1 ] .  I f  (1.6) i s  so lvab le ,  so  i s  (3.29) a s  fol lows from [ l ,  Theorem 4.61. 
0 Suppose x  so lves  (1.6) and f o r  a l l  (= (h ,T) ,  l e t  
0 
Y (6) E argminyERn2 [qy 1 Wy = h-Tx] . 
+ 
I t  i s  well-known t h a t  can be chosen so t h a t  < b y 0 ( < )  i s  measurable 
[ l ,  Sec t ion  31. Now suppose 
- - - 5 = (h,T) = E{S} , 
and 
- 
Y = E{r0(5> 1 . 
0 -  0 The t r i p l e  (x , y , y  (5) )  i s  a  f e a s i b l e ,  but  no t  n e c e s s a r i l y  opt imal ,  s o l u t i o n  of 
A A - - 
t h e  l i n e a r  program (3.29) when (h ,T) = (h ,T) . Hence 
and i n t e g r a t i n g  on both s i d e s ,  we ob ta in  
This  bound can be r e f i n e d  i n  many ways: f i r s t ,  i n s t ead  of  j u s t  us ing  one po in t  5, 
one could use a  c o l l e c t i o n  of p o i n t s  obtained a s  cond i t i ona l  expec ta t ions  of  a 
p a r t i t i o n  of E ,  and c r e a t e  a  p a i r s  program f o r  each subregion of  5. Second, i n -  
A 
s t ead  of j u s t  one a d d i t i o n a l  po in t  5, we could use a  whole c o l l e c t i o n  
{ j l ,  . . . , jv} t o  b u i l d  a  program of t h e  type  (3.29) . A l l  of  t h i s  i s  descr ibed  
i n  d e t a i l  i n  [ l o ]  f o r  t h e  case  when only h  is  s t o c h a s t i c  bu t  can e a s i l y  be gener- 
a l i z e d  t o  t h e  case  h  and T  s t o c h a s t i c .  
When only q  is  s t o c h a s t i c ,  we cons ider  a  dual  vers ion  o f  (3.29) ,  v i z .  f o r  
A A 
every q =  < E  E and q = <  E co E ,  l e t  
such t h a t  crA + GT I c 
A 
with 6 r [ 0 , 1 ] .  The same arguments a s  above wi th  5 =<, b u t  r e l y i n g  t h i s  t ime  on 
t h e  d u a l  [ l l ]  o f  problem ( 1 . 6 ) ,  l e a d  t o  
d  - (3.32) E{p ( c , c ) } z c x O + ~ ( x O )  : = i n f ( c * + i l )  . 
4. DISCRETIZATION OF THE PROBABILITY MEASURE P THROUGH CONDITIONAL EXPECTATIONS 
Jensen ' s  i n e q u a l i t y  f o r  convex func t ions  i s  t h e  b a s i c  t o o l  t o  ob ta in  lower 
bounds f o r  E when f ( x ,  0 )  i s  convex o r  upper bounds when E i s  concave. Here, it f  f  
l eads  t o  t h e  use o f  (molecular) p r o b a b i l i t y  measures concent ra ted  a t  cond i t i ona l  
expec ta t ion  p o i n t s .  In  t h e  context  of  s t o c h a s t i c  programming t h i s  was f i r s t  done 
by Madansky [12] and f u r t h e r  r e f ined  by Kall  [13] and Huang, Vert insky and Ziemba [14] . 
R 4.1 PROPOSITION. Let S =  {S , R = l ,  ..., v )  be a par t i t ion  o f  Z, with  
<' = ~ { < ( w )  I s') and pR = P [<(w) t s'] . 
Suppose f i r s t  tha t  < w f ( x , < )  i s  convex. Then 
I f  <I+ f  (x, <) i s  concave, then 
PROOF. Follows from t h e  i t e r a t e d  a p p l i c a t i o n  of  J ensen ' s  i n e q u a l i t y :  
f  (x, E{<(w) )) 5 E{f (x,<(w)) ) when f  (x, 0 )  i s  convex; consu l t  [15] . 0 
4.4 APPLICATION. Consider t h e  s t o c h a s t i c  program with recourse with only h  and T  
R 
s t o c h a s t i c .  With S = {S , R = l ,  ..., v )  a  p a r t i t i o n  of  Z and f o r  R = l ,  ..., V ,  l e t  
R R R 5' = (h yT ) = E{(h(w),T(w)) 1 S ) 
and p  = P[<(w) E St] . A s  fol lows from (1.11) and (4 .2 ) ,  we ob ta in  R 
and thus  i f  
- - 
V R 
zV = i n f  n l  cx + 1 pRQ(x,< ) I A x = b ,  x t O  
x t  R I R = 1  
where 
R R R Q(x,S ) = in fyrRn2[qy  1 Wy=h - T x, y s ~ ]  , 
we have t h a t  
V 
z  I z* = i n f [ c x + Q ( x )  I A x = b ,  x s o ]  . 
Each zV i s  thus  a  lower bound f o r  t h e  optimal va lue  of  t h e  s t o c h a s t i c  program. 
(An a l t e r n a t i v e  d e r i v a t i o n  of  (4 .5)  r e l y i n g  on t h e  dual  o f  t h e  r ecou r se  problem 
t h a t  de f ines  Q(x,c) appears  i n  [16] .) 
v  R 4.6 CONVERGENCE. Suppose S  = {S , R = l ,  . . . , v)  f o r  v = l  , . . . , a r e  p a r t i t i o n s  o f  
E with sV c sV+' and c h o s e n  s o  t h a t  t h e  Pv, v = l ,  . . . converge i n  d i s t r i b u t i o n  
t o  P .  The P a r e  t h e  (molecular) p r o b a b i l i t y  d i s t r i b u t i o n s  t h a t  a s s i g n  p r o b a b i l i t y  
v  
R R p, = P[c(w) E S  ] t o  t h e  event  [ ( (w)  = 5 ]  where ce i s  t h e  cond i t i ona l  expec t a t i on  
R (with r e spec t  t o  P) of  c ( * )  given t h a t  ((w) E S  . The epi-convergence of t h e  
{Qv, v = l ,  . . . ) t o  Q, with  t h e  accompanying convergence o f  t h e  s o l u t i o n s ,  fo l lows  
from Theorem 2.8 ,  where 
To make use  o f  t h e s e  r e s u l t s  we need t o  develop a  s e q u e n t i a l  p a r t i t i o n i n g  
v  
s c h e m e f o r ,  i . e .  given a  p a r t i t i o n  S  o f  E how should it be r e f i n e d  s o  as  t o  i m -  
prove t h e  approximation t o  Q as  much as  p o s s i b l e .  P .  Kall has a l s o  worked ou t  
va r ious  ref inement  schemes [17] . 
4.7 I M P L E M E N T A T I O N .  Stochast ic  programs with simple recourse, with  h  s t o c h a s t i c ,  
q  and T  a r e  f i x e d .  Reca l l  t h a t  f o r  a  s t o c h a s t i c  program wi th  s imple recourse  Y 
t akes  on t h e  form: 
f m2 
where Ei = hi and, a s  fol lows from (3.21) ,  
+ 
i i ( x i Y E i ) =  q i ( h i - x i )  i f  h . 2 ~  i i '  
qY(xi -h i )  i f  h . 5 ~  
i i '  
4.8. Figure: The funct ion ii (xi  , a )  
Let [n . ,Bi]  be t h e  support  o f  t h e  r e a l i z a t i o n s  o f  h i ( - ) ,  pos s ib ly  an unbounded 
1 
i n t e r v a l .  I f  we a r e  on ly  i n t e r e s t e d  i n  a  lower bound f o r  Y t h a t  approximates it  
A 
a s  c l o s e l y  a s  p o s s i b l e  a t  t h e  po in t  X ,  then t h e  opt imal  p a r t i t i o n i n g  of  [ a . , P . ]  
1 1  
i s  given by 
1 A 2 -  A S .  = [cxi,xi) and 
1 Si - [xi,Bi1 . 
a  In t h i s  way t h e  approximating func t ion  Y t akes  on t h e  form: i 
where f o r  R=1,2, 
R R 
h i = E { h i ( w ) l S  } and Pig = P[hi(w) E S  R 1 , 
and h. = E{hi (w) 1 .  Note t h a t  
1 
J A 
h .  (w) >xi 
1 
a  A Thus Y. IY.  with e q u a l i t y  hold ing  f o r  X .  <ai ,  x i >  Bi and a t  x i = x i .  
1 1  1 
4.9. Figure:  The f u n c t i o n  ya 
I f  t h e  i n t e r v a l  [ a .  , Bi] has  a l r eady  been p a r t i t i o n e d  i n  v  i n t e r v a l s  
1 
0 1  V - 1  V A R R + 1  { [a i=a i ,a i ) ,  . . . , [ a i  , a .  1=Bi] } and xi E [a i ,a i  ) . Then again t h e  optimal 
R A 
subdiv is ion  of t h e  i n t e r v a l  [a!,aP+') i n t o  [ a )  and [ x .  ,a!+1) y i e l d s  an exac t  
1 1 1  
bound f o r  Yi a t  ;(i. An a l t e r n a t i v e  i s  t o  s p l i t  t h e  i n t e r v a l  under cons ide ra t ion  
around such t h a t  ;i t u r n s  out  t o  be t h e  condi t iona l  expec ta t ion  of  t h e  new i 
reg ion .  This would provide a  q u i t e  good bound f o r  Y .  i n  t h e  neighborhood of Xi 
1 
and t h i s  would be very use fu l  i f  t h e  va lue  o f  xi is  not  expected t o  change much 
i n  t h e  next  i t e r a t i o n s .  
4.10 IMPLEMENTATION. General recourse matrix W ,  with h  s t o c h a s t i c ;  q and T  a r e  
f ixed .  The func t ion  
is  not  separable ,  it i s  convex and polyhedral  (1 .11) .  Note a l s o  t h a t  
h  i+ ijl(x,h-x) 
i s  a  s u b l i n e a r  f u n c t i o n .  Because o f  t h i s  we s h a l l  s a y  t h a t  $ ( x , * )  i s  sublinear 
wi th  root  a t  X .  We assume t h a t  Ec R~~ i s  a  r e c t a n g l e  and t h a t  we a r e  given a  
R p a r t i t i o n  {S , R = l ,  ..., v )  i l l u s t r a t e d  below. 
v 4.11. Figure:  P a r t i t i o n  S =  {sl ,..., S 1 o f  E 
We s h a l l  t a k e  it f o r  g r a n t e d  t h a t  t h e  n e x t  p a r t i t i o n  of ! w i l l  be  o b t a i n e d  by 
R 
s p l i t t i n g  one o f  t h e  c e l l s  S  . Other  p a r t i t i o n i n g  s t r a t e g i e s  may be  used b u t  
t h i s  s i n g l e  c e l l  approach has  t h e  advan tage  of  i n c r e a s i n g  o n l y  m a r g i n a l l y  t h e  
l i n e a r  program t h a t  needs  t o  be  s o l v e d  i n  o r d e r  t o  o b t a i n  t h e  lower bound. 
R ( i )  Let us  f i r s t  c o n s i d e r  t h e  c a s e  when x r S  c !. We p l a n  t o  s p l i t  S' with  
a  hyperp lane  c o n t a i n i n g  x and p a r a l l e l  t o  a  f a c e  o f  s', o r  e q u i v a l e n t l y  p a r a l l e l  
t o  a  hyperp lane  bounding t h e  o r t h a n t s .  To do t h i s ,  we s t u d y  t h e  b e h a v i o r  of 
R ht+$(x ,h )  on each edge Ek o f  t h e  c e l l  S  . Let 
Th is  i s  a  p i e c e w i s e  l i n e a r  convex f u n c t i o n .  The p o s s i b l e  shape  o f  t h i s  f u n c t i o n  
P  i s  i l l u s t r a t e d  i n  F igure  4.12 below; by x we deno te  t h e  o r thogona l  p r o j e c t i o n  
o f  x on E k .  
4.12. Figure: The f u n c t i o n  Bk on Ek 
I f  0  i s  l i n e a r  on E k ,  it means t h a t  we cannot improve t h e  approximation t o  0  k  k  
by s p l i t t i n g  SR s o  a s  t o  subdivide E ~ .  On t h e  con t r a ry  i f  t h e  s lopes  of  O k  a t  
t h e  end po in t s  a r e  d i f f e r e n t ,  then s p l i t t i n g  SR s o  a s  t o  subdivide E would i m -  k  
prove t h e  approximation t o  Y. On t h e  subdivided c e l l s ,  t h e  r e s u l t i n g  func t ions  
Bk would be c l o s e  t o ,  i f  no t  a c t u a l l y ,  l i n e a r .  Among a l l  edges E k ,  we would then  
choose t o  p a r t i t i o n  t h e  c e l l  SR s o  a s  t o  subdivide t h e  edge E t h a t  e x h i b i t s  f o r  k  
8  t h e  l a r g e s t  d i f f e r e n c e  of  s lopes  a t  t h e  end p o i n t s .  What we need t o  know a r e  k  
t h e  subgradien ts  o f  t h e  func t ion  
s R 
a t  each ver tex  {h , s=l ,  ..., r )  o f  t h e  c e l l  S  . This i s  obtained by so lv ing  t h e  
l i n e a r  programs 
(4.13) f i n d  .rr E R~~ such t h a t  .rrW I q 
S 
and w =.rr(h -x) i s  maximized 
S 
S f o r  s = l ,  . . . ,r .  The optimal .rr is  a subgradient  of  $(x ,  * )  a t  hS [ l ,  Propos i t ion  7 - 1 2 ] .  
From t h i s  we ob ta in  t h e  d i r e c t i o n a l  subder iva t ive  of $ ( x , - )  i n  each coord ina te  
d i r e c t i o n  (which a r e  t h e  s lopes  o f  t h e  func t ions  8 ) ;  they  a r e  simply t h e  compo- k 
S 
nen t s  of  t h e  v e c t o r  {.rri, i=l, .. . , m2 1 .  We now cons t ruc t  a  subdiv is ion  of S' with 
a  hyperplane pass ing  through x and orthogonal t o  t h e  edge of  S' t h a t  e x h i b i t s  
maximum s lope  d i f f e r e n c e .  I f  t h e  underlying p r o b a b i l i t y  s t r u c t u r e  is such t h a t  
t h e  random vec to r  h ( * )  i s  t h e  sum o f  a  few random v a r i a b l e s ,  such a s  descr ibed  
by (1 .19) ,  t h e  c a l c u l a t i o n  o f  t h e  d i r e c t i o n a l  subde r iva t ives  o f  S ~ $ b ( x , < )  aga in  
begins with t h e  c a l c u l a t i o n  o f  t h e  optimal s o l u t i o n  o f  t h e  programs (4.13) each 
S h being obtained a s  t h e  map of  a  v e r t e x  of  S' through t h e  map (1.19) . To ob ta in  
t h e  subde r iva t ives ,  we again need t o  use t h i s  t ransformat ion .  
( i i )  We now cons ider  t h e  ca se  when ~4 E. This t ime we cannot always 
choose a  hyperplane pass ing  through x t h a t  genera tes  a f u r t h e r  subdiv is ion  of 
R 
some c e l l  S . Even when t h i s  i s  p o s s i b l e ,  i t  might no t  n e c e s s a r i l y  improve t h e  
approximation, t h e  func t ion  < k $ ( x , < )  being l i n e a r  on t h a t  c e l l  f o r  example. 
R I d e a l l y ,  one should then search  a l l  c e l l s  S and each edge i n  any given c e l l  t o  
f i n d  where t h e  maximum gain could be r e a l i z e d .  General ly ,  t h i s  i s  i m p r a c t i c a l .  
What appears reasonable  i s  t o  s p l i t  t h e  c e l l  with maximum p r o b a b i l i t y ,  on which 
$ ( x , * )  i s  not  l i n e a r .  
Concerning t h e  implementation of t h i s  p a r t i t i o n i n g  technique,  we a r e  seeking 
t h e  approximation t o  Y which i s  a s  good a s  p o s s i b l e  i n  t he  neighborhood of  X .  
We a r e  thus  working with t h e  i m p l i c i t  assumption t h a t  we a r e  i n  a  neighborhood 
of t h e  optimal s o l u t i o n  and t h a t  x w i l l  not  change s i g n i f i c a n t l y  from one i n t e r -  
a c t i o n  t o  t h e  n e x t .  I f  t h i s  i s  t h e  ca se ,  and t h e  problem i s  well-posed, then we 
s h o u l d n ' t  r e a l l y  have t o  d e a l  w i t h  c a s e  ( i i ) ,  s i n c e  it would mean t h a t  t h e  o p t i -  
0 
,ma1 t e n d e r  x would be  such t h a t  we would c o n s i s t e n t l y  u n d e r e s t i m a t e  o r  o v e r e s t i -  
mate t h e  demand! 
4.14 APPLICATION. Consider '  t h e  s t o c h a s t i c  program w i t h  r e c o u r s e  w i t h  o n l y  q 
R 
s t o c h a s t i c .  With S = {S , R = l ,  ..., v)  a  p a r t i t i o n  o f  Z ,  and f o r  R = l ,  ..., v ,  l e t  
R 
and pR = P[<(w) E S 1 .  AS f o l l o w s  from (1.12) and (4 .3)  we have 
Thus, w i t h  
v  
v  R 
Z = in fxCRnl  cx  + 1 pRQ(x.S ) I Ax = b y  x 2  [ R = l  
where 
R R Q(x. S 1 = infYERn2 [ q  Y I WY = h-Tx, Y 2 01 , 
we have t h a t  
v  
z 2 z* = i n f [ c x  +Q(x)  I Ax = b y  x 2  01 . 
v  Each z i s  t h u s  an upper bound f o r  t h e  op t imal  v a l u e  o f  t h e  s t o c h a s t i c  program. 
4.15 :IMPLEMENTATION. The f u n c t i o n  
is polyhedra l  and s u p l i n e a r .  What changes from one x t o  t h e  n e x t  a r e  t h e  s l o p e s  
o f  t h i s  f u n c t i o n ,  s o  we cannot  u s e  t h e  p r e s e n t  x a s  a  gu ide  f o r  t h e  d e s i g n  of  t h e  
approximat ion.  One p o s s i b i l i t y  i n  t h i s  c a s e  i s  t o  s imply s u b d i v i d e  a  c e l l  of  t h e  
p a r t i t i o n  wi th  maximum p r o b a b i l i t y .  
5. DISCRETE P R O B A B I L I T Y  MEASURES W I T H  EXTREMAL SUPPORT 
The maximum of  a  convex func t ion  on a  compact convex s e t  i s  a t t a i n e d  a t  an 
extreme po in t ;  moreover, t h e  func t ion  value a t  any po in t  (of i t s  domain) obtained 
a s  a  convex computation of extreme po in t s  i s  dominated by t h e  same convex combin- 
a t i o n  of t h e  func t ion  values a t  those  extreme p o i n t s .  These elementary f a c t s  a r e  
used i n  t h e  cons t ruc t ion  of  measures t h a t  y i e l d  upper bounds f o r  t h e  expec ta t ion  
func t iona l  E f .  
5 .1  PROPOSITION. Suppose c c t f ( x , c )  i s  convex, E the  support of  the  random vari -  
able 5 ( * )  i s  compact, and l e t  e x t  E denote the extreme points o f  co E, the  convex 
hu l l  of  . Suppose moreover t ha t  for  a l l  5, v ( c , * )  i s  a probabil i ty  measure de- 
fined on (ex t  E,  E) with E the  Borel f i e l d ,  such t ha t  
j e  v(5,de) = 5 ¶ 
ex t  :: 
and 
w " v(5(w) ¶A) 
i s  measurable for a l l  A E E .  Then 
(5.2) 
e x t  =. 
where A i s  the probabil i ty  measure on E defined by 
PROOF. The convexity of  f ( x , - )  implies  t h a t  f o r  t h e  measure v  a s  def ined above 
f ( x , ~ )  5 J' f ( x , e ) v ( ~ , d e )  . 
- 
e x t  z 
S u b s t i t u t i n g  E ( * )  f o r  5 and i n t e g r a t i n g  both s i d e s  with r e spec t  t o  P y i e l d s  t h e  
des i r ed  inequa l i t y  (5 .2) .  O 
5.4 C 0 R O  L L A  RY . Suppose <I+ f  (x, < ) i s  convex, 3 the support of the random vari-  
able < ( 0 )  i s  compact, and Zet ex t  3 denote the extreme points of co E, the  convex 
huZZ o f  3. Then 
(5.5) < max , f ( x , e )  = f ( x , e  ) . E f ( X )  - e  .c e x t  c x 
PROOF. Simply follows from f  (x, e  ) I f  (x, <) f o r  a l l  < E H ,  o r  use  Propos i t ion  5 . 1  
X 
with v  concentrated on e  . 0 . 
X 
5.6 APPLICATION. Consider t h e  s t o c h a s t i c  program with recourse  (1.6) with only h  
and T s t o c h a s t i c .  Let us  assume t h a t  3 t he  support  o f  t h e  random v a r i a b l e s  h ( * )  
and T( - )  i s  compact, with 
R R R  
ex t  : = {<  = (h ,T ) ,  R=l , .  . . ,L) 
t h e  extreme p o i n t s  of  co 3 .  We e x p l i c i t l y  assume t h a t  L i s  f i n i t e .  As usua l  
R Q(x,<') = min{qy I Wy = h R -  T  x,  y  2 0 )  . 
Then with 
R gS E argmax{Q(x,< ) ,  R = 1 ,  . . . ,L) , 
as  fol lows from (5.5) ,  we have t h a t  
and thus  
(5 7 )  z *  = i n f{cx+Q(x)  I Ax = b ,  x 2 0 1  
This i s  a  very crude bound t h a t  can e a s i l y  be improved by p a r t i t i o n i n g  H .  Say 
k  k S =  {S , k = l ,  ..., v )  i s  a  p a r t i t i o n  and f o r  each k  we compute < ~ a r g m a x  k  Q(x ,<) .  
<E S 
Then 
k With p k = P [ c ( o )  E S 1 ,  we o b t a i n  
v  
(5 8) k  k  k k  z* r i n f  cx + 1 pkqy I A x = b ,  T  x+Wy = h  , x > O ,  [ k = l  y k i O }  . 
The p o t e n t i a l  use o f  t h i s  i n e q u a l i t y  a s  an approximation t o o l  f o r  so lv ing  s tochas-  
t i c  programs with recourse  was po in ted  ou t  by Kall  and Stoyan [18 ] .  
5.9 APPL ICAT ION.  We t a k e  t h e  same s i t u a t i o n  a s  i n  Appl ica t ion  5.6.  Let u s  de- 





where f o r  each R = 1 ,  . . . , L 
The {pa, R = 1 ,  . . . , L) determine a  p r o b a b i l i t y  measure on e x t  3 .  The r ight-hand t e n  
o f  (5.11) may however be q u i t e  d i f f i c u l t  t o  compute s i n c e  t h e  dependence o f  t h e  
p  on 5 may not  be easy  t o  express :  t hey  must be chosen so  a s  t o  s a t i s f y  (5 .10) .  R 
There a r e  some important  ca se s  when a l l  o f  t h i s  can be worked ou t  r e l a t i v e l y  e a s i l y .  
We review them nex t .  
( i )  E ( o r  co E) is a simplex. Each 5 i n  3  has  a  unique r e p r e s e n t a t i o n  i n  
terms o f  t h e  extreme p o i n t s  e x t  3, v i z .  i n  t e n s  o f  i t s  b a r y c e n t r i c  coo rd ina t e s .  
For example, i f  co 3  i s  t h e  fundamental simplex i n  R~ whose extreme po in t s  a r e  
j  T 0 ( e  , 1 , .  . N )  1 with  eJ  = ( 0 , .  . . , 0 , 1 , 0 , .  . . ,0) , 
then  each po in t  
- 5 = ( 5 1 , . - - , 5 N )  i n  = 
has t h e  ba rycen t r i c  r e p r e s e n t a t i o n  
N 
where 151 = 1 5 A l l  o t h e r  cases  can be brought back t o  t h i s  one by an in-  R = l  R '  
v e r t i b l e  l i n e a r  t ransformat ion .  
( i i )  5  i s  an interval.  This  is  a  s p e c i a l  case o f  t h e  preceding one. Let 
5 =  [a,f3], then 5 = ( 1 - p ) a + p B  with 0 s p s l ;  and thus  p =  (5-a)/(B-a) from which it 
follows t h a t  
- 
1 -  = f 3 -  / a and p  = ( - a )  / (6-a) 
with r= ~ ( 5 ) .  Thus 
This  i n e q u a l i t y  i s  due t o  Edmundson. Madansky [12] used it i n  t h e  context  of  s t o -  
c h a s t i c  programs w i t h  s imple recourse  random right-hand s i d e s  h .  A much r e f i n e d  
vers ion  o f  t h i s  upper bound can be obtained by p a r t i t i o n i n g  t h e  i n t e r v a l  [a,f3] 
and computing f o r  each sub in t e rva l  t h e  corresponding vers ion  of  (5.12) .  The ex- 
p re s s ion  f o r  t h e  p w i l l  now involve  cond i t i ona l  expec ta t ions .  For s t o c h a s t i c  pro-  
grams with simple recourse  t h i s  was c a r r i e d  out  by Huang, Ziemba, and Ben-Tal [19] 
and by Kall and Stoyan [18] . 
N ( i i i )  E i s  a rectangle and ~ - Q ( x , ~ )  = E i Z l  Qi(x,Ci) is separable. This  i s  
t h e  case  o f  s t o c h a s t i c  programs with simple recourse  with s t o c h a s t i c  h ,  f o r  ex- 
ample. Then 
We can now f i n d  bounds f o r  2 by seeking bounds f o r  each Qi(x,-)  s e p a r a t e l y .  
We a r e  i n  t h e  s i t u a t i o n  considered i n  ( i i ) .  The i n e q u a l i t y  (5.12) becomes 
where [ a i ,  O i l  is  t h e  support  o f  t h e  random v a r i a b l e  Si ( * )  and pi defined a s  above. 
( i v )  E i s  a rec tangle  and t h e  random var iables  are independent.  Let 
Fi : R + [ O , l ]  be t h e  d i s t r i b u t i o n  func t ion  o f  t h e  random v a r i a b l e  Si.  We have t h a t  
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N 
where : = Xi=1 [a i ,  Bi] . With c 2 , .  . . , E N  f i x e d ,  f o r  each E [ a  , 13 1 ,  it follows 1 1  
from convexity t h a t  
I n t e g r a t i n g  on both s i d e s  with r e spec t  t o  dF and with rl = E { S ~ }  we have 1' 
We can now repea t  t h i s  process  f o r  5 cons ider ing  t h e  two func t ions  2 ' 
One ob ta ins  
Doing t h i s ,  i n  t u rn ,  f o r  every c3 , .  . . , 5  y i e l d s  an upper bound f o r  2 o f  t h e  f o l -  N 
lowing type:  
N 
where I I i s  abso lu t e  va lue ,  and G is  t h e  c o l l e c t i o n  o f  2 vec to r s  def ined  by 
R N One can a l s o  i n t e r p r e t  (5.14) a s  follows: Let e x t  5 = {< , R = 1 ,  . . . , L=2 ) and now 
de f ine  on e x t  5 a  p r o b a b i l i t y  measure v  which a s s igns  p r o b a b i l i t y  pQ t o  EL,  where 
Note t h a t  with t h i s  p r o b a b i l i t y  measure, suggested f i r s t  i n  [18] ,  y i e l d s  an 
upper bound f o r  2 t h a t  does not  r e q u i r e  pass ing  through a  t ransformat ion  ass ign-  
ing t o  each 5 a  p a r t i c u l a r  combination o f  t h e  extreme p o i n t s .  
k  (v) E is a poZytope, poss ib ly  a  r ec t ang le .  Let S = { S  , k = l ,  . . . , v )  be a  s i m -  
p l i c i a l  decomposition of B, i . e .  t h e  p a r t i t i o n  i s  generated by a  complex whose 
c e l l s  a r e  s impl ices .  Then i n  each c e l l  we a r e  i n  t h e  s i t u a t i o n  descr ibed  i n  ( i ) .  
On each one we have an upper bound of  type  (5.11) f o r  
which we can then add up t o  ob ta in  a  bound f o r  2. The bounds can be improved by 
r e f i n i n g  t h e  p a r t i t i o n ,  f o r  example. Another way i s  t o  consider  f o r  each 5 not  
j u s t  one p o s s i b l e  r ep re sen ta t ion ,  bu t  t o  look f o r  t h e  sma l l e s t  upper bound given 
by a  number of  p o s s i b l e  s imp l i c i a1  decompositions.  Again, l e t  
R N {E , R = l ,  ..., L} = e x t  : c R , and P t h e  s e t s  o f  a l l  N + l  subse t s  of e x t  E .  Let 
P(E) be t h e  elements of P such t h a t  5 belongs t o  t h e i r  convex h u l l .  Then 
N 
(5.15) Q(x,E) I min R 1 P ~ ( E ) Q ( ~ , E %  I 1 p j ( ~ ) ~ "  = E  {E",. . . ,E  N } ~ P ( E )  j  = O  
I n t e g r a t i n g  on both s i d e s ,  a f t e r  r ep l ac ing  5 by E(w), g ives  t h e  des i r ed  upper 
bound on 2 (x ) ,  and thus  a l s o  on z* a s  def ined  by (5.7) . 
A l a s t  suggest ion,  i n  t h i s  genera l  case ,  i s  f o r  E a r e c t a n g l e  but  t h e  
{Ej ( 0 ) .  j=1,  . . . ,N} no t  independent.  We s t i l l  have t h a t  f o r  a l l  j ,  *Q(x,E) 
i s  convex. S e t  j = l .  Using (5 .5) ,  and wi th  F t h e  d i s t r i b u t i o n  func t ion  of E(-)  
on E, we have t h a t  
I A A A A I max A A { ( t 2 , . ' . > E N )  Q(x,E1,E2,. . . ,EN)dF(E1,E2,. . .,EN) 
= max {(g2, . ,cN) 1 i E l  Q(x,  ( a l ,  6 1 
A 
where r l ( i )  i s  t h e  cond i t i ona l  expec ta t ion  of 5 ( 0 )  given 5. A bound of  t h i s  1 
type can be computed f o r  each j  and then we should choose t h e  sma l l e s t  one t o  
bound 2. 
5.17 APPLICATION. Consider t h e  s t o c h a s t i c  program wi th  r ecou r se  (1.15) wi th  only 
q  s t o c h a s t i c .  I f  we now assume t h a t  E, t h e  suppor t  o f  t h e  random v a r i a b l e  
c ( . )  = q ( . ) ,  i s  compact, a l l  t h e  bounds obtained f o r  2 when h  and T a r e  s t o c h a s t i c  
have t h e i r  coun te rpa r t s  i n  t h i s  ca se ,  except  t h a t  t h i s  t ime we g e t  lower bounds 
i n s t e a d  o f  upper bounds. 
5.18 IMPLEMENTATION. We a r e  i n  t h e  same s i t u a t i o n  a s  i n  Sec t ion  4 .  Given a  par-  
t i t i o n  ( s imp l i c i a1  decomposition, i n t e r v a l  subd iv i s ion ,  o r  a  r e c t a n g u l a r  c e l l  
s p l i t t i n g  case  such a s  i l l u s t r a t e d  by F igure  4.11) t h e  ques t i on  which a r i s e s  i s  t o  
f i n d  a  ref inement  o f  t h e  p a r t i t i o n  t h a t  adds only a  few c e l l s  and improves t h e  
approximation a s  much a s  p o s s i b l e .  In  p r a c t i c e ,  t h i s  b o i l s  down, a s  i n  Implemen- 
t a t i o n  4.10, t o  subdiv id ing  j u s t  one c e l l .  The piecewise l i n e a r  c h a r a c t e r  
o f  cr-fQ(x,c) p l ays  t h e  predominant r o l e ;  a s  a  ma t t e r  o f  f a c t ,  a l l  t h e  arguments 
used t o  j u s t i f y  subd iv i s ion  by a  hyperplane pass ing  through x s t i l l  apply .  We 
would thus  fol low t h e  same s t r a t e g i e s  a s  t hose  suggested i n  Implementations 4 .7 ,  
4.10 and 4.15. The s i t u a t i o n  i s  i l l u s t r a t e d  by cons ide r ing  t h e  s imple recourse  
c a s e  (with h  s t o c h a s t i c ) .  Then h i b $ i ( ~ i , h i )  i s  a  1-dimensional piecewise l i n e a r  
func t ion .  I f  [a i ,  Bi] i s  t h e  suppor t  o f  h i ( - ) ,  we have a s  a  f i r s t  bound 
h Subdividing [ a i ,  Bi] a t  xi = X .  we g e t  
1 
A A 




Ya - x i  - h i  ( -1 I hi (u) E [ai ,xi) )) / (;i - a i )  
Y, = (E{hi(*) 1 hi(u)  E ) - ;i) / (Bi - ;i) 
A A A 
Y = ( ~ { h ~  1 [a i ,x i )  ) - ail (Bi - E{hi I [xi,Bi1) / (^ Xi - ail (Bi - i i )  . 
This  i s  a  much t i g h t e r  bound, wi th  e q u a l i t y  holding a t  ii. To i l l u s t r a t e  what i s  
going on, compare t h e  graph of t h e  approximating func t ion  a  t o  Qi (x i ,=)  be fo re  1 
subdiv id ing  a t  ii and t h e  graph of a 2  a f t e r  subd iv i s ion .  
5.19. F igure:  S p l i t t i n g  [ai , B ~ ]  a t  ji 
5.19 CONVERGEIVCE. The same argument a s  t h a t  used t o  o b t a i n  Convergence 4.6 i n  
Sec t ion  4, aga in  r e l y i n g  on Theorem 2 . 8 ,  a p p l i e s  t o  t h i s  c a s e .  Except 
he re ,  we s t a r t  wi th  E compact and f o r  a l l  R ,  5"s t h e  extreme p o i n t  o f  t h e  c e l l  
R S  a t  which cHQ(x ,c )  a t t a i n s  i t s  maximum o r  minimum, depending on Q(x ,*)  being 
convex o r  concave. 
6. EXTREMAL PROBABILITY MEASURES 
The use  o f  ex t remal  measures t o  c o n s t r u c t  upper and lower bounds i s  in t im-  
a t e l y  r e l a t e d  t o  a number o f  q u e s t i o n s  u s u a l l y  r a i s e d  i n  t h e  con t ex t  o f  s t ochas -  
t i c  o p t im iz a t i on  wi th  p a r t i a l  o r  incomplete  in format ion .  In  o r d e r  t o  f i n d  a 
bound f o r  
we i n t e n d  t o  r e p l a c e  P  by ano the r  p r o b a b i l i t y  measure, s a y  P  t h a t  au toma t i ca l l y  
v ' 
guaran tees  
o r  i t s  converse .  One way t o  do t h i s  is  t o  f i n d  a measure P  i n  a c e r t a i n  c l a s s  P  
V 
o f  p r o b a b i l i t y  measures on (R,A), which c o n t a i n s  P, and t h a t  maximizes ( o r  mini- 
mizes) t h e  l i n e a r  f u n c t i o n a l  P 1 h  j f (x ,C(w))P1(dw)  on t h e  s e t  P. S ince  by 
assumption P  E P, we have 
(6 .2)  i n f p  'EP  f  E P  I f  (x,  C(w)) PI (dw) I E (x) I supp ,  
Note t h a t  t h e  measures t h a t  minimize o r  maximize t h e  p reced ing  exp re s s ions  i n  gen- 
e r a l  depend on x , b u t n o t  a lways.  And i f  t h e y  do, q u i t e  o f t en  t h e  same measure 
remains ex t remal  f o r  a r e l a t i v e l y  l a r g e  neighborhood o f  x .  
To e x p l o i t  (6.2) i n  t h e  s e a r c h  o f  upper and lower bounds f o r  s t o c h a s t i c  pro-  
gramming problems, t h e  cho i ce  o f  P  i s  of utmost importance.  On one hand we want 
P  t o  be  "narrow" enough t o  g i v e  u s  a  measure i n  t h e  immediate neighborhood of P; 
on t h e  o t h e r  hand, t h e  chosen measure P  should  be such t h a t  f i n d i n g  E;(x) i s  
v 
easy .  In  t h e  con t ex t  o f  t h e  a p p l i c a t i o n s  we have i n  mind, t h i s  means t h a t  P  
v 
should  b e  a d i s c r e t e  measure.  One p o s s i b i l i t y  i s  t o  d e f i n e  P  as a neighborhood 
o f  P  such as 
(6 .3)  P  = {prob . meas. Q 1 supAEA I P  (A) -Q(A) I 5 E } , 
o r  even 
(6.4)  P  = prob.  meas. Q I supecO t 11 e(w)p(dw) - 1 e ( w ) ~ ( d w )  I S E )  , 
where O i s  a  c l a s s  o f  t e s t  f u n c t i o n s .  O r  with F  t h e  d i s t r i b u t i o n  func t ion  o f  
[ ( - )  def ined  on R N 
(6.5) P  = { d i s t  . func t  . G I supz I F  (z ) -G (z) 1 i E)  . 
The c l a s s  P  can be f u r t h e r  r e s t r i c t e d  by l i m i t i n g  t h e  accep tab l e  c l a s s  o f  mea- 
s u r e s  t o  t hose  having f i n i t e  molecular  suppor t ,  e t c .  . 
The cons t ruc t ion  o f  bounds through extremal measures w i l l  however fol low a  
q u i t e  d i f f e r e n t  course:  P  w i l l  be def ined  by a  f i n i t e  number o f  e q u a l i t i e s  and 
i n e q u a l i t i e s  which lead  au toma t i ca l l y  t o  extremal measures with f i n i t e  suppor t .  
For a  number o f  reasons  t h a t  w i l l  become apparent  l a t e r  on, i t  i s  e a s i e r  t o  work 
he re  wi th  f c R~ a s  t h e  suppor t  o f  t h e  measure P ( t e c h n i c a l l y ,  [ ( * )  i s  then  t h e  
N i d e n t i t y  map and a=:). So l e t  P  be t h e  s e t  o f  p r o b a b i l i t y  .measures Q on (:,8 ) 
t h a t  s a t i s f y  
where M i s  f i n i t e  and t h e  v .  a r e  bounded continuous func t ions .  We s h a l l  always 
1 
assume t h a t  P c  P, i . e .  s a t i s f i e s  t h e  r e l a t i o n s  (6.6) and (6.7) . The problem of 
f i n d i n g  a  measure t h a t  s a t i s f i e s  t h e s e  cond i t i ons  and maximizes o r  minimizes 
where v  (5) = f (x ,  [) , can be viewed a s  a  generalized moment poblem [20]  . For 
0 
problems o f  t h i s  type ,  we have t h e  fo l lowing  genera l  r e s u l t :  
6.9 THEOREM. Suppose 2 i s  compact. Then the s e t  P i s  convex and compact (wi th  
respect  t o  the weak* topology), and P = c l  co(ext  P). Asswning tha t  v  i s  con- 
0 
tinuous r e la t i v e  t o  2, then Q b  J vo( t )Q(d t )  at ta ins  i t s  optirmrm (maximwn or mini- 
m) a t  an extreme point of P. Moreover the extremal measxres of P are precisely 
those having f i n i t e  (molecular) support { t l ,  . . . , t L )  with L 5 M + 1  such that  the 
vectors 
are l inear Zy independent. 
Except f o r  t h e  presence of  i n e q u a l i t i e s  i n  t h e  d e f i n i t i o n  of P, t h i s  r e s u l t  
v 
can be found i n  [21, Theorem 2 . 1 1 .  Dupacova, whose minimax approach t o  s t o c h a s t i c  
programming [22] l e d  t o  t h e  i n v e s t i g a t i o n  of extremal measures was f i r s t  i n  ob- 
t a i n i n g  r e s u l t s  of  t h i s  type  [23] , [24]  f o r  a  more c l a s s i c a l  formulat ion of t h e  
moment problem. The proof we g ive  h e r e ,  based on genera l ized  l i n e a r  programming 
[25, Chap.241, i s  due t o  Ermoliev, Gaivoronsky and Nedeva [26] .  The reason f o r  
reproducing it he re  i s  t h a t  it i s  cons t ruc t ive  and used i n  t h e  seque l .  
PROOF. Suppose t h e  c o n s t r a i n t s  (6.6) , (6.7) ,  and 
a r e  c o n s i s t e n t ,  otherwise t h e r e  i s  noth ing  t o  prove. The convexity of P  i s  easy 
t o  ve r i fy ,  t h e  compactness f o r  t h e  space of  measures on a  compact me t r i c  space 
follows from Prohorov's Theorem, and P  = c l  co(ext  P) from t h e  Krein-Milman Theorem 
about t h e  r e p r e s e n t a t i o n  of  t h e  elements of  a  convex s e t  a s  convex combinations 
of  i t s  extremal p o i n t s .  
1 v  Now suppose t h a t  ( 5  , . . . , 5  ) i s  a  f i n i t e  c o l l e c t i o n  of p o i n t s  of 7 t h a t  we 
view a s  p a r t  of t h e  p o t e n t i a l  support  o f  t h e  extremal measure t h a t  maximizes (6 .8) ;  
t h e  case  of  minimization of  (6.8) involves t h e  same arguments and does n o t  need t o  
be d e a l t  with s e p a r a t e l y .  The ques t ion  now i s  t o  a s s i g n  t o  t h e s e  p o i n t s  
1 ( 5  , .. . , c v )  a  p r o b a b i l i t y  d i s t r i b u t i o n  t h a t  maximizes ( 6 . 8 ) .  This  can be ex- 
pressed a s  a  l i n e a r  programming problem, with v a r i a b l e s  {p . . . ,p  ), formulated 1 ' v  
a s  follows: 
\> 
(6.10) f i nd  p  > O  ,..., p  rO such t h a t  2 pR = 1 , 1 - v  R= 1 
f o r  i=s+l ,  ..., M 
v  R 
and z  = 1 v  (5 ) p  i s  maximized . 
0 R= 1 R 
1 v  Assuming t h e  p o i n t s  ( 5  , . . . , 5  ) have been picked s o  a s  t o  make t h i s  problem 
v  f e a s i b l e ,  it i s  then  a l s o  so lvab le .  Let {pR,  &=I , .  . , v }  denote t h e  optimal so lu-  
t i o n  and l e t  
be t h e  simplex m u l t i p l i e r s  a s soc i a t ed  a t  t he  optimum t o  t h e  c o n s t r a i n t s  of 
(6 .10) .  The measure determined by 
i s  t h e  des i r ed  extremal measure, un less  some 5 i n  2 can be found such t h a t  
This  fo l lows  d i r e c t l y  from t h e  o p t i m a l i t y  c r i t e r i a  f o r  l i n e a r  programs, when we 
n o t e  t h a t  each 6 i n  3 p o t e n t i a l l y  g e n e r a t e s  a column t h a t  could  be added t o  ( 6 . 1 0 ) .  
I f  (6.11) h o l d s  f o r  some 5,  l e t  
The e x i s t e n c e  o f  Sv+' is n o t  i n  q u e s t i o n  s i n c e  t h e  v a r e  con t inuous  and f i s  com- i 
p a c t .  Adding t h e  column 
t o  t h e  l i n e a r  program (6.10) i s  guaran teed  t o  y i e l d  a new s o l u t i o n  {pV+l, R = l  , . . . , v + l }  R 
and a measure 
R v+ 1 
y)+,[S I = P, 9 R = l ,  . . . , v + l  
such t h a t  
Repeat ing t h i s  u n t i l  t h e  p o i n t  6 genera ted  by (6.12) f a i l s  t o  s a t i s f y  (6 .11)  y i e l d s  
t h e  ex t remal  measure t h a t  maximizes ( 6 . 8 ) .  S i n c e  t h i s  i s  g e n e r a l i z e d  l i n e a r  pro-  
gramming, t h e  convergence p roof  of  Dantz ig  [25, Chap.241 a p p l i e s ;  a v a r i a n t  ap- 
p e a r s  i n  [27,  Chap.l l .B] which can b e  e x p l o i t e d  t o  o b t a i n  convergence o f  a modif ied 
procedure  t h a t  o n l y  r e q u i r e s  v e r i f i c a t i o n  o f  (6 .11)  up t o  E [26,  Theorem 51, a 
most d e s i r a b l e  f e a t u r e  i n  p r a c t i c e .  
To complete t h e  p roof  o f  t h e  Theorem, it s u f f i c e s  t o  observe  t h a t  t h e  o p t i -  
mal b a s i s ,  a s s o c i a t e d  w i t h  t h e  s o l u t i o n  o f  (6.10) w i l l  i n v o l v e  a t  most M + l  columns 
R R T 
o f  t h e  type  [ l , v l ( c  ) ,  ..., v (5 ) ]  t h a t  a r e  l i n e a r l y  independent.  And t h i s  ho lds  M 
f o r  every p o s s i b l e  o b j e c t i v e  I vo(c)Q(dc) ,  which by vary ing  v  y i e l d s  a l l  extreme 
0 
p o i n t s  of  P. 1 
Theorem 6.9 can now be app l i ed  t o  a  v a r i e t y  o f  c a s e s .  The s imp le s t  one is  
1 
when := [a,B] c R  , and t h e  on ly  cond i t i on  i s  t h a t  t h e  expec t a t i on  wi th  r e spec t  t o  
P should match t h e  expec t a t i on  f with r e spec t  t o  P .  The problem reads :  
u  
1 f i n d  Q a  measure on (E,8 ) such t h a t  Q > O  , 
B 
and I vo(c)Q(dc) is  maximized . 
Using t h e  mechanism o f  t h e  a lgor i thm f o r  genera t ing  P i n  p a r t i c u l a r  (6 .12) ,  it 
u ' 
is  n o t  d i f f i c u l t  t o  s e e  t h a t  
(6.13) with vo concave , P u { a  = 1 , 
- 
6 - f  c - a  (6.14) with v  convex , ~ ~ { a }  = , PU{B} = 
0 B-a 
This  r e s u l t  and ex tens ions  t h e r e o f  involv ing  cond i t i ona l  expec t a t i on  cond i t i ons ,  
va r i ance  and unimodal i ty  cond i t i ons  have been obta ined  and then  appl ied  t o  s t o -  
v 
c h a s t i c  programming problems by Dupacova [ 2 3 ] , [ 2 4 ] ,  and Cipra [28 ] .  Observe 
t h a t  t h e  extremal measure def ined  by (6.14) is  p r e c i s e l y  t h e  d i s c r e t e  measure with 
extremal support  obtained i n  Appl ica t ion  5 .6  when E is  an i n t e r v a l  (Case ( i i ) )  and 
c b v o ( c )  =Q(x , c )  i s  convex. In f a c t ,  many o f  t h e  r e s u l t s  obtained i n  Sec t ions  4  
and 5  can be recovered by a  jud ic ious  a p p l i c a t i o n  o f  Theorem 6 .9 .  
What limits t h e  u se  o f  Theorem 6 .9  i n  p r a c t i c e  i s  so lv ing  (6 .12) !  In gen- 
e r a l ,  t h e  func t ion  
i s  n e i t h e r  convex n o r  concave,  whatever  b e  t h e  p r o p e r t i e s  of  t h e  v  s i n c e  t h e  i ' 
v 
n a r e  n o t  r e s t r i c t e d  i n  s i g n .  The remainder  of t h i s  s e c t i o n  i s  concerned wi th  i 
how t o  hand le  t h i s  g l o b a l  o p t i m i z a t i o n  problem i n  t h e  c o n t e x t  of  s t o c h a s t i c  
programs w i t h  r e c o u r s e .  We b e g i n  w i t h  t h e  s i m p l e s t  c a s e .  
6.16 A P P L I C A T I O N .  Cons ider  t h e  s t o c h a s t i c  program w i t h  simple recourse w i t h  
random r i g h t - h a n d  s i d e s  h ,  i . e .  o f  t h e  form (1.15) wi th  I)(x,()  d e f i n e d  th rough  
(3.21) and (3 .22) .  The problem i s  t h e n  s e p a r a b l e  and t h e  f u n c t i o n  v  can b e  
0 
expressed  a s  
m2 m2 
and consequen t ly  i s  a l s o  s e p a r a b l e .  Each g e n e r a l i z e d  moment c o n d i t i o n  o f  t y p e  
(6 .6)  o r  (6 .7 )  would o n l y  i n v o l v e  t h e  < . ( * )  s e p a r a t e l y  ( i t  would n o t  make much 
J 
v 
s e n s e  o t h e r w i s e ) .  Thus f i n d i n g  t h e  maximum ( o r  t h e  minimum) of vo - ~ ~ = l n i v i  
i s  reduced t o  N (=m ) 1-dimensional  maximization problems t h a t  can b e  hand led  2  
i n  p r a c t i c e  i n  a number of ways, s e e  a l s o  [ 2 9 ] .  
6 . 1 7  I M P L E M E N T A T I O N .  We have t o  s o l v e  
v (6.18) f i n d  5 r [ a ,  B] such t h a t  z  = v (5) - 1 nivij  (5) i s  maximized . 
0 j  i=l  
We c o n s i d e r  t h e  c a s e  when M=2, v i j  (5) = 5 ,  v (5)  = E 2 ;  we want t o  match t h e  f i r s t  
2 j  
two moments. The f u n c t i o n  @ ( 5 )  = v (5) i s  convex ( 1 . 1 1 ) .  Reformula t ing  (6.18) 
0 j  
we have: 
(6.19) f i n d  5 r [ a ,  B] such t h a t  @ (5) - - n i t 2  i s  maximized . 
v I f  n  < 0 ,  t h e  o b j e c t i v e  f u n c t i o n  i s  convex, i n  which c a s e  we o n l y  need t o  examine 2  - 
v i t s  va lues  a t  t h e  boundary p o i n t s  o f  t h e  i n t e r v a l .  I f  T~ > 0 ,  t h e  i n t e r v a l  can 
be d iv ided  up i n t o  reg ions  o f  convexi ty  and concavi ty  and on each one t h e  maxi- 
mum can be found by oonvent ional  methods. Another p o s s i b i l i t y  when h ighe r  moments 
a r e  involved,  i s  t o  u s e  t h e  bounds on t h e  expected va lue  of a convex func t ion ,  ob ta ined  
by Don [30] ,  f o r  a c l a s s  o f  sample based p r o b a b i l i t y  measures. The optimal p o i n t s  
1 
o f  d e n s i t y  5 , . . . , 5' and t h e  a s s o c i a t e d  p r o b a b i l i t i e s  p . . . , p  a r e  then  s t r a i g h t -  1' R 
forward t o  c a l c u l a t e  provided t h e  measure P has c e r t a i n  symmetries. When t h i s  
l a s t  cond i t i on  is not  s a t i s f i e d ,  we could s t i l l  use t h e  so-generated d i s c r e t e  
measure t o  i n i t i a l i z e  an a lgo r i t hmic  procedure f o r  s o l v i n g  (6 .18) .  
6.20 APPLICATION. Consider t h e  s t o c h a s t i c  program wi th  r ecou r se  (1.15) wi th  
random r igh t -hand  s i d e s  h .  Suppose 
i s  a p a r t i t i o n  o f  E ,  f o r  every i=1, ..., M ,  v .  i s  t h e  i n d i c a t o r  func t ion  o f  Ei and 
1 
ai = E{h ( * )  I = } i s  t h e  cond i t i ona l  expec t a t i on  o f  h ( * )  given Ei.  For i=1, ..., M ,  
- i 
l e t  
pi = P(Ei) = P [ h ( - )  E Ei] 
and again l e t  vo (5) = Y(x, 5) . The problem o f  maximizing vo s u b j e c t  t o  (6.7) i s  
then  decomposable, i n  t h a t  each subregion = can be d e a l t  with s e p a r a t e l y .  Indeed, 
- i 
I 
and thus  t h e  o r i g i n a l  problem decomposes i n t o  s o l v i n g  M subproblems of t h e  type 
- (6.21) f i n d  a p r o b a b i l i t y  measure Qi on - 
-i 
such t h a t  5 Qi(d<) = ai I 
- 
- .  
-1 
and I vo(<)Qi(d<) i s  maximized ( o r  minimized) . 
With P? t h e  op t imal  s o l u t i o n  t o  ( 6 . 2 1 ) ,  t h e  d e s i r e d  measure i s  given  by 
1 
Solv ing  (6.21) is  i n  p r i n c i p l e  n o t  any e a s i e r  t h a n  s o l v i n g  t h e  g e n e r a l  problem, 
excep t  t h a t  we a r e  on ly  d e a l i n g  wi th  l i n e a r  f u n c t i o n s  v (which means t h a t  t h e  i 
convex i ty  o f  v y i e l d s  t h e  convex i ty  o f  t h e  o b j e c t i v e  f u n c t i o n  o f  t h e  subproblem 
0 
(6 .15) )  and i f  t h e  p a r t i t i o n  S o f  S i s  l e f t  t o  u s ,  we can choose it s o  t h a t  it 
cor responds  t o  l i n e a r  p i e c e s  o f  ~ c + Y ( x , ~ ) .  
6.22 A P P L I C A T I O N .  Consider  t h e  s t o c h a s t i c  program w i t h  r e c o u r s e  (1.15) wi th  
random r i g h t - h a n d  s i d e s  h ,  wi th  t h e  h . ( * )  independent  random v a r i a b l e s  f o r  
1 
i=l ,  ..., m we a l s o  have t h a t  v (5) = Y ( x , ~ ) .  With t h e  independence o f  t h e  random 2' 0 
v a r i a b l e s  comes t h e  s e p a r a b i l i t y  o f  t h e  c o n s t r a i n t s  (6.6) and ( 6 . 7 ) .  We would 
t h u s  have a r e l a t i v e l y  e a s y  problem t o  s o l v e  i f  i t  were n o t  f o r  t h e  i n t r i c a t e  r e -  
l a t i o n s h i p  between t h e  5 = h .  t h a t  appears  i n  t h e  o b j e c t i v e  v . i 1 o 
6.23 IMPLEMEIVTATION. I f  we a r e  i n t e r e s t e d  i n  t h e  p r o b a b i l i t y  measure t h a t  mini-  
mizes j v o ( ~ ) Q ( d ~ )  we can r e l y  on t h e  approximat ion t o  Y provided by A p p l i c a t i o n  3 . 3 .  
We have t h a t  
where x = T x  and,  as i n  A p p l i c a t i o n  3 .3 ,  
R R f o r  15 =h , R = 1 ,  ..., L ]  a  f i n i t e  number o f  r e a l i z a t i o n s  o f  h ( * ) .  Minimizing t h e  
f u n c t i o n  (6 .15)  t h a t  appears  i n  t h e  subproblem can t h e n  be  expressed  a s  
- f i n d  9 E R1 and (c i  E z i ,  i=l, . . . ,m2) such t h a t  
v 
and 0 - 1 nivi(E) i s  minimized . 
i=l 
I f ,  f o r  example, t h e  func t ions  v  correspond t o  f i r s t -  and second-order moments, i 
then t h i s  i s  a  quadra t i c  program, not  n e c e s s a r i l y  convex. To so lve  i t ,  we can 
r e l y  on e x i s t i n g  subrout ines  [31] .  
6.24 IMPLEMENTATION. I f  i n  Appl ica t ion  6.22, we a r e  i n t e r e s t e d  i n  t h e  p robab i l i t y  
measure t h a t  maximizes j Y(x,<)Q(d<), we r e l y  i n s t e a d  on t h e  approximation t o  
Y(-,x) which comes from Appl ica t ion  3.23, which gives a  separable  func t ion  v  0 ' 
a c t u a l l y  of  t h e  same type  as  f o r  s t o c h a s t i c  programs with s imple recourse .  This 
b r ings  us t o  t h e  case  a l r eady  s tud ied  i n  Appl ica t ion  6.16 and Implementation 6.17. 
We no te  t h a t  t h e  use  o f  t h e  approximating func t ions  f o r  t h e  recourse  func- 
t i o n  makes t h e  c a l c u l a t i o n  o f  extremal measures a  reasonable undertaking,  t h e  
global  op t imiza t ion  problem o f  f i nd ing  t h e  < E  E t h a t  maximizes ( o r  minimizes) t h e  
func t ion  v  ( )  - I T ; V ~ ( - )  would be too  involved t o  so lve  exac t ly ,  j u s t  t o  ob- 
0 
t a i n  e r r o r  bounds. F ina l ly ,  we observe t h a t  a l l  t h e  r e s u l t s  der ived  here  could 
be extended t o  h,T and q  s t o c h a s t i c ;  each case  however r e q u i r e s  a  s e p a r a t e  analy-  
sis t o  t ake  f u l l  advantage o f  t h e  p r o p e r t i e s  of  t h e  problem under cons ide ra t ion .  
A s  more information i s  gathered about t hese  types o f  approximation and r e s u l t i n g  
bounds, we expect t o  s e e  a  more d e t a i l e d  a n a l y s i s  o f  each case .  The use  of t h e s e  
techniques i n  an o v e r a l l  scheme f o r  so lv ing  s t o c h a s t i c  programs with recourse  
a l soneeds  f u r t h e r  s tudy  i n  t h a t  he re  we have l i m i t e d  ourse lves  t o  f ind ing  extremal 
measures t h a t  y i e l d  t h e  b e s t  p o s s i b l e  lower and upper bounds f o r  a  given x o r  X .  
Changing x  only a f f e c t s  t h e  func t ion  vo and a l l  t h a t  may be needed when pass ing  
from some x  t o  another  i s  a  r e c a l c u l a t i o n  of  t h e  weight f a c t o r s  pl ,  . . . , p v  i n  
1 v  (6.10),  t h e  p o i n t s  {< ,...,< ) remaining unchanged. Moreover a t  each new x ,  it 
may not  be necessary  t o  so lve  t h e  genera l ized  moment problem t o  op t ima l i t y .  
6.25 CONVERGENCE. To o b t a i n  convergence,  we need t o  c o n s i d e r  sequences  o f  gen- 
e r a l i z e d  moment problems w i t h  an  i n c r e a s i n g  number o f  r e s t r i c t i o n s  on t h e  moments 
o f  (a). I f  t h i s  i s  done,  we o b t a i n  a sequence o f  ex t remal  measures {P v = l ,  . . . }  
v ' 
t h a t  converge  i n  d i s t r i b u t i o n  t o  P, and we a r e  t h e n  i n  t h e  s e t t i n g  of Theorem 2 .8 .  
7. M A J O R I Z I N G  P R O B A B I L I T Y  MEASURES 
The r o l e  t h a t  convexity played i n  obta in ing  many of  t h e  bounds i n  t h e  pre-  
vious sec t ions  i s  taken over here  by order  preserv ing  p r o p e r t i e s .  The approxima- 
t i o n s  a r e  based on s tochast ic  ordering [32, Chap.171. They a r e  e s p e c i a l l y  usefu l  
because of t h e i r  simple c a l c u l a b i l i t y .  The use of majorizing measures t o  approxi- 
mate s t o c h a s t i c  programs was f irst  advocated i n  [ 7 ] .  
We denote by t h e  partial  ordering induced by t h e  closed convex cone C on 
"c 
N R . We w r i t e  
1 
and say  t h a t  t precedes t2 (with r e spec t  t o  S C ) .  A random v e c t o r  5 l  : R + R N 
stochasticaZZy precedes t h e  random vec to r  c2 : R + R N  (with r e spec t  t o  5c) i f  
1 2 
we w r i t e  5 ( a )  zc 5 (a). A func t ion  @ from RN i n t o  R u {+a} i s  order preserving 
with r e spec t  t o  i f  
"C 
t1 SC t 2 impl ies  1 @ ( t  5 $ ( t 2 )  . 
1 2 For @ order  preserv ing  and 5 ( * )  5 ( - ) ,  obviously 
"C 
From t h i s ,  it fol lows d i r e c t l y :  
7.2 P R O P O S I T I O N .  Suppose ~ t + f ( x , ~ )  i s  order preserving with respect  t o  4 and 
"C 
1 for i = 1 , 2 ,  ( 0 )  : (R, A, P) + (RN, 8, F ~ )  are two random vectors such tha t  5 ( - )  s to-  
2 
chasticaZ Zy precedes 5 ( * )  . Then 
7.4 APPLICATION. Consider  t h e  s t o c h a s t i c  program w i t h  r e c o u r s e  (1.15) w i t h  on ly  
h ( * ) ,  t h e  r i g h t - h a n d  s i d e s ,  s t o c h a s t i c .  Let 
R 
t h e  convex cone g e n e r a t e d  by t h e  columns o f  W ,  s e e  (1 .17)  . Let { t  E R ~ ~ ,  &=I, .  . , L) 
be  a frame f o r  t h i s  po lyhedra l  cone,  i . e .  t h e  v e c t o r s  tR a r e  p o s i t i v e l y  l i n e a r l y  
R independent  and p o s ( t  , R = 1 ,  ..., L) = p o s  W .  Suppose t h a t  f o r  a l l  R = 1 ,  ..., L ,  and 
5 E , t h e  f u n c t i o n  
L i s  monotone i n c r e a s i n g .  Then, i f  5 ( - )  $ O s W  <(*I 
T h i s  a l l  fo l lows  d i r e c t l y  from P r o p o s i t i o n  7 .2 .  I t  s u f f i c e s  t o  v e r i f y  t h a t  t h e  
c o n d i t i o n s  imply t h a t  < + + ( x , < )  i s  o r d e r  p r e s e r v i n g  w i t h  r e s p e c t  t o  4 
"pos W ' de  - 
t a i l s  a r e  worked o u t  i n  [7 ,  P r o p o s i t i o n  3 .21.  
Below, i n  A p p l i c a t i o n  7 .8 ,  we g i v e  an example where t h e  monotonic i ty  o f  + 
i n  each d i r e c t i o n  ti can be  v e r i f i e d  d i r e c t l y .  I n  o t h e r  c a s e s ,  one may have t o  
r e l y  on v a r i o u s  p r o p e r t i e s  o f  t h e  problem a t  hand. The c o n s t r u c t i o n  o f  t h e  random 
L U 
v a r i a b l e s  < ( a )  and < ( 0 )  r e l i e s  on s u b d i v i d i n g  t h e  range  o f  < ( * )  i n t o  s u b s e t s  
genera ted  by t h e  p a r t i a l  o r d e r i n g  5 This  i s  done i n  [7 ,  S e c t i o n  31 . Con- pos W ' 
vergence can b e  o b t a i n e d  by r e l y i n g  on f i n e r  and f i n e r  s u b d i v i s i o n s  of E 
and by r e l y i n g  on a  s p e c i a l  form o f  Theorem 2 .8 .  We s h a l l  c o n c e n t r a t e  i n s t e a d  
on q u e s t i o n s  o f  i m p l e m e n t a b i l i t y  and s p e c i a l  c a s e s .  
7.7 APPLICATION. Consider  t h e  s t o c h a s t i c  program wi th  recourse  (1.15) wi th  on ly  
q ( * )  s t o c h a s t i c .  Let 
D(W) = {y 1 ~ ~ I T W  f o r  some I T E R ~ ~ )  
R 
and l e t  {u , R = 1 ,  ..., L) be  a  frame f o r  t h e  convex po lyhedra l  cone D(W). Suppose 
t h a t  f o r  a l l  R = 1 ,  ..., L and C E  E, t h e  func t i on  
R N -  X * +(x,t+Xu ) : R + + R  
is  monotone i n c r e a s i n g ,  and 
Then 
(7.8) Y' (XI . - j + ( X , 5 L ( W 1 ) ~ ( d w )  - -  ~ Y ( x )  
and 
(7 .9)  
R To apply P ropos i t i on  7.2, w e  need t o  show t h a t  t h e  monotonici ty  of Xt++(x,~+Xu ) 
f o r  R = 1 ,  . . . , L impl ies  t h a t  5 b +(x,C) i s  o r d e r  p r e se rv ing .  Suppose 5 1 4  2 
"D(W) ' 
2 1 then  5 -5 E D(W) which means t h a t  
f o r  some s c a l a r s  aRrO. Relying on t h e  monotonici ty  of + i n  each coo rd ina t e ,  
we ob t a in :  
1 1 1 1  1 2 2  
+(x ,S  5 +(x ,S  +alu 5 +(x ,S  +alu +a 2 u  ) 5 * * *  5 +(x ,S  . 
Note t h a t  h  and q  s t o c h a s t i c  can be  handled s imul taneous ly  provided n a t u r -  
a l l y  t h a t  t h e  cond i t i ons  l a i d  ou t  i n  Appl ica t ions  7.4 and 7 .7  be  s a t i s f i e d ;  t h i s  
sugges t s  some o f  t h e  advantages  o f  t h i s  approach. The r e a l  u t i l i t y  of t h i s  ap- 
proach i s ,  however, i n  t h e  s e p a r a b l e  c a s e .  
7.8 APPLICATION. Consider a  s t o c h a s t i c  program with s imple recourse  with random 
right-hand s i d e s  h ,  i . e .  o f  t h e  form (1.15) with $(x,C) s epa rab le  a s  def ined  by 
+ (3.21) and (3.22) . Suppose t h a t  f o r  i=l, . . . , m 2 ,  qi 2 0 and qi 2 0 ,  and d e f i n e  
L U t i ( - )  and t i ( - )  a s  fol lows:  
L 
t i ( - )  2 t i ( * )  on I w ) S i ( w ) r x i }  
L 
t i ( * )  5 Ci(*)  otherwise 
and 
U 
t i ( = )  5 Si (* )  on {w I ci(w) < x i }  
u 




To s e e  t h i s ,  observe t h a t  t h e  func t ions  
Si $ i  (xi,  Si) 
a r e  monotone decreas ing  on (-m,xi], and monotone inc reas ing  on [xi,+"") s i n c e  
Therefore,  -$i (xi, 0 )  is  order  preserv ing  with r e spec t  t o  4 when 5.  5 x and 
-R+ 1 i 
I ) ~ ( x ~ , * )  i s  o rder  preserv ing  with r e spec t  t o  4 when S i n x i .  We apply Propo- 
-R+ 
s i t i o n  7.2 t o  obta in  
and 
Adding up t h e s e  two i n e q u a l i t i e s  and then  summing with r e spec t  t o  i y i e l d s  t h e  
L U 
a s s e r t i o n  involving 5 ( 0 ) .  The symmetric i n e q u a l i t y  with 5 ( 0 )  i s  obta ined  
s i m i l a r l y .  
L U 7.9 IMPLEMENTATION. The search  f o r  random va r i ab l e s  t i ( - )  and t i ( - )  t h a t  y i e l d  
t h e  des i r ed  i n e q u a l i t i e s ,  can be c a r r i e d  out  i n  terms of  t h e  d i s t r i b u t i o n  func- 
t i o n s  F~ and FY induced by t h e s e  random v a r i a b l e s .  Let F. be t h e  d i s t r i b u t i o n  i 1 
func t ion  of  5 .  ( - )  with support  [a i ,  B. ] . The condi t ions  become 
1 1 
Figure 7.10 g ives  an example of  a  d i s c r e t e  d i s t r i b u t i o n  F~ t h a t  could be used i 
t o  approximate F i ' 
L  7.10. F i g u r e :  M a j o r i z i n g  d i s t r i b u t i o n  f u n c t i o n  Fi 
A s  usual ,  we a r e  only i n t e r e s t e d  i n  d i s c r e t e  approximations. Our goal i s  thus  
L t o  f i n d  b e s t  d i s c r e t e  approximates t h a t  a r e  below o r  above F .  Since F. = F. = F U i i i  
a t  xi we can f ind  t h e  bes t  approximating d i s t r i b u t i o n  func t ion  t h a t  i s  below 
( o r  above) F on each segment (-m,xi] and [xi,+m) s e p a r a t e l y .  And s i n c e  below o r  i 
above i s  j u s t  a  ques t i on  o f  r e v e r s i n g  s i g n s ,  we may a s  we l l  cons ide r  t h e  problem 
a t  hand i n  t h e  fo l lowing  framework: 
(7.11) f i n d  a  d i s t r i b u t i o n  func t i on  : R + [O,1] 
such t h a t  F I F , 
A 
F i s  piece-wise  cons t an t  wi th  a t  most L jumps , 
+a 
A 
and I ( F  ( s )  - F  ( s )  1 ds  i s  minimized . 
- a 
We have de f ined  b e s t  approximation i n  terms o f  t h e  R -norm. Reca l l i ng  t h a t  1 
A 
F I F ,  we have 
A 
and t hus  we may a s  we l l  s imply maximize I e ( s ) d s  s u b j e c t  t o  F I F .  I f  z l ,  ..., z L 
A A 
a r e  t h e  p o i n t s  o f  d i s c o n t i n u i t y  o f  F ,  it i s  easy t o  v e r i f y  t h a t  F cannot be op- 
A 
t ima l  un l e s s  a t  t h o s e  p o i n t s  F(z  ) = F ( z  ) ,  R = 1 ,  ..., L .  Taking t h e s e  obse rva t i ons  R R 
i n t o  account ,  Problem (7.11) becomes 
(7.12) f i n d  a = z z l  < z2  < --• < z L  < z ~ + ~  = f3 such t h a t  
0 
L 
p(z)  = ( Z ~ + ~ - Z ~ )  ( F ( z ~ ) - F ( z ~ - ~ ) )  i s  maximized , 
R= 1 
where [a,f3] is  t h e  suppor t  o f  t h e  d i s t r i b u t i o n  func t i on  F .  Note t h a t  p  i s  no t  
convex. Even wi th  L = l ,  when (7.12) reads  
(7.13) f i n d  z E [ a ,  f3] such t h a t  
p (z )  = (6-2) (F(z)  -F (a )  ) i s  maximized , 
t h e  s o l u t i o n  i s  no t  n e c e s s a r i l y  unique,  i n  f a c t  t h e  s o l u t i o n  s e t  may be 
a  disconnected s e t  o f  p o i n t s .  Assuming t h a t  F  i s  twice  d i f f e r e n t i a b l e  wi th  F 1  
denot ing t h e  corresponding d e n s i t y ,  we have t h a t  z* is  opt imal  i f  
F(z*)-F(a)  = - z*  2  F' (z*)  (7.14) F  (z*) F" (z*)  
which i n  genera l  has  a  m u l t i p l i c i t y  o f  s o l u t i o n s .  To s o l v e  (7.12) we propose a  
h e u r i s t i c  t h a t  s e q u e n t i a l l y  a d j u s t s  t h e  jump p o i n t s  z  I '  . , Z L .  
STEP -0. Pick L p o i n t s  ( f o r  example with equal q u a n t i l e s )  
i n  (a,B).  Se t  R =  0 .  
STEP 1. Se t  R = R + l .  Readjust  zR us ing  t h e  formula: 
n  
z E argmax R n ( z ~ + l  - z )  ( F ( z ) - F ( z ~ - ~ ) )  
Z E  [ z b l  , Z ~ + ~ I  
Solve u s ing  (7.14) explor ing  t h e  l o c a l  optima. 
Res t a r t  S t ep  1 i f  R <  L; otherwise ,  go t o  S tep  2.  
n  S T E P 2 .  S t o p i f  f o r  a l l  R = 1 ,  ..., L ,  Iz -z  I < € .  R R 
n Otherwise,  r e t u r n  t o  S t ep  1 with zR : =  z  f o r  R 
R = 1 , .  . . , L  and R = O .  
This  a lgori thm converges ( a  monotone inc reas ing  sequence bounded above by 
/ F(s )ds )  but  no t  n e c e s s a r i l y  t o  t h e  opt imal  s o l u t i o n ,  t h i s  depends on t h e  i n i -  
t i a l  choice o f  z l ,  ..., z  L'  
An a l t e r n a t i v e  approach t o  f i n d i n g  t h e  b e s t  approximating d i s c r e t e  d i s t r i -  
bu t ion  func t ion  i s  t o  e n t e r  t h e  p o i n t s  z l ,  ..., z  with a s soc i a t ed  weights .  These L 
may correspond t o  t h e  va lues  o f  t h e  recourse  func t ion ,  f o r  example. With v ( - )  
a s  t h e  weighting func t ion ,  Problem (7.12) becomes 
(7 .15)  f i n d  a = z  < z l <  
0 
* -  < z L  < z ~ + ~  = f3 such  t h a t  
~ ( 2 )  = 1 [v(zRtl)  -v (zR)  1 [ F ( Z ~ ) - F ( Z ~ + ~ ) ]  is  maximized . 
R= 1 
I n  t h e  c a s e  L = l ,  we have a  formula  f o r  t h e  op t ima l  z* t h a t  co r responds  t o  ( 7 . 1 4 ) ,  
and f o r  t h e  g e n e r a l  c a s e  t h e  same a l g o r i t h m ,  w i t h  t h e  obvious  m o d i f i c a t i o n s ,  can 
be  used  a s  a  h e u r i s t i c .  We c o u l d  a l s o  u s e  g e n e r a l i z e d  programming, a s  i n  S e c t i o n  6 ,  
t o  s o l v e  Problem (7 .12)  o r  (7 .15) .  The problem c o r r e s p o n d i n g  t o  (7 .25)  i s  t h e n  




and v ( z j ) p j  i s  maximized 
j = 1  
A A 
where p  = F (z  .) -F ( z ~ - ~ )  . For  v ( z  .) 2 0 ,  which i s  u s u a l l y  t h e  c a s e ,  t h e  op t ima l  j  J J 
s o l u t i o n  is  p = F ( Z ~ ) - F ( Z ~ - ~ ) .  The op t imal  d u a l  v a r i a b l e s  a s s o c i a t e d  t o  (7.16) j  
a r e  d e f i n e d  by 




T h i s  approach however does  n o t  l e n d  i t s e l f  e a s i l y  t o  a  f i x e d  upper  bound on t h e  
A 
number o f  d i s c o n t i n u i t i e s  o f  F .  I t  c o u l d  b e  used  t o  i n i t i a l i z e  t h e  p rocedure  
s u g g e s t e d  e a r l i e r .  
7.18 IMPLEMENTATION. When Y is  n o t  s e p a r a b l e ,  we can s t i l l  proceed a s  i n  Imple- 
menta t ion  7 .9 ,  i f  we first  r e p l a c e  t h e  r e c o u r s e  f u n c t i o n  by i t s  s i m p l e  r e c o u r s e  ap- 
p rox imate ,  c f .  A p p l i c a t i o n  3 .18,  a t  l e a s t  when s e e k i n g  an upper  bound f o r  Y(x) .  
8. FURTHER BOUNDS INVOLVING Ef  OR Q 
I n  t h i s  concluding s e c t i o n ,  we j u s t  want t o  r e c o r d  a  number o f  bounds t h a t  
r e q u i r e  t h e  e v a l u a t i o n  o f  t h e  o b j e c t i v e  f u n c t i o n a l  E f  a t  some p o i n t s .  The u s e  
o f  t h e s e  r e s u l t s  i s  t h u s  l i m i t e d  by o u r  c a p a b i l i t y  o f  e v a l u a t i n g  E ( o r  i t s  gra -  f  
d i e n t )  w i t h  s u f f i c i e n t  accuracy .  
To beg in ,  l e t  us  s imply observe  t h a t  f o r  a l l  X E R  N 
(8 .1 )  i n f  E f  2 Ef (x )  , 
which g i v e s  u s  a r e a d i l y  a v a i l a b l e  upper  bound. Using t h e  s u b g r a d i e n t  i n e q u a l i t y  
f o r  convex f u n c t i o n s  we have:  
8.2 PROPOSITION. Suppose x  ++ f  (x,  5) : R" + R u {+a) i s  a convex function. Then for 
n  
any pair x , x  i n  R , 
(8 .3)  E ~ ( x )  - E ~ ( Y )  2 V-(x-Z) 
with V E  a E  (z) ,  provided the s e t  aEf(Y) of subgradients of E f  a t  x i s  nonempty. f  
PROOF. Simply observe  t h a t  f ( - , C )  convex i m p l i e s  t h a t  E f  i s  convex which t h e n  
i m p l i e s  ( 8 . 3 ) .  O 
8.4 APPLICATION. Consider  t h e  s t o c h a s t i c  program w i t h  r e c o u r s e  (1 .6)  w i t h  o n l y  
h ( * )  s t o c h a s t i c .  Then from [ l ,  C o r o l l a r y  7.161, we know t h a t  w i t h  h = 5 :  
-E  W X ,  5)  IT sax) , 
where IT(X,  9 )  : R + R ~ '  i s  a measurable  f u n c t i o n  such t h a t  
IT(x,€,) E argmax{r(E-Tx) I ITW 2 q )  . 
Thus, w i t h  f  a s  d e f i n e d  by ( 1 . 9 ) ,  we o b t a i n  
8.5 IMPLEMENTATION. Exrept  f o r  some s p e c i a l  c a s e s  such a s  s t o c h a s t i c  programs 
wi th  s imple  r e c o u r s e ,  e v a l u a t i n g  2 ( x )  o r  E{T(X,S) )  i s  n o t  f e a s i b l e ,  b u t  suppose 
L L t h a t  2 5 2  where 2 has  been o b t a i n e d  by r e l y i n g  on an approximat ing measure P  L '  
Then f o r  any G we have t h a t  
L 
w i t h  2 (x) = / Q(x,<)PL(d<) .  The t e rm on t h e  r i g h t  can now be  c a l c u l a t e d  and 
g i v e s  u s  a  lower bound. 
8.6 APPLICATION. Consider  t h e  s t o c h a s t i c  program w i t h  r e c o u r s e  (1.15) w i t h  q ( * )  
and h ( = )  s t o c h a s t i c .  A s  u s u a l  
b u t  l e t  u s  now a l s o  d e f i n e  p  a s  f o l l o w s :  
The s t o c h a s t i c  program can t h e n  be  fo rmula ted :  
(8.7) f i n d  x E Rm2 such t h a t  p  (x) + Y (x) is  minimized . 
Suppose i s  a  p o i n t  a t  which bo th  p  and Y a r e  f i n i t e ,  and suppose C E  a p ( 2 ) ;  t h e  
convex i ty  o f  p f o l l o w s  from s t a n d a r d  r e s u l t s  i n  p a r a m e t r i c  l i n e a r  programming. 
Let ; be such t h a t  
v 
-; E aY(x) . 
Assume such a  p o i n t  e x i s t s .  For any x E R m 2 ,  it f o l l o w s  from t h e  s u b g r a d i e n t  
i n e q u a l i t y  f o r  convex f u n c t i o n s ,  i n  p a r t i c u l a r  ( 8 . 3 ) ,  t h a t  
and 
Adding up t h e s e  two i n e q u a l i t i e s ,  we o b t a i n  t h a t  f o r  a l l  X ,  
P (x) + YJ (x)  2 P (9 + +(;I - C (?-;I 
and hence 
(8.8) i n f ( p  + Y) n p ( i )  + Y - ;( - . 
We have thus  a  lower bound f o r t h e  infimum of t h e  s t o c h a s t i c  program. 
We n o t e  t h a t  i n e q u a l i t y  (8 .8)  a l s o  follows from a  d u a l i t y  argument. Assum- 
ing  t h a t  a l l  ope ra t i ons  a r e  wel l -def ined:  
i n f  (p + Y) = - (p  + Y) * (0) = - (p* y*) (0) 
= - i n fv  (p* (v) + y* (-V) ) 
2 -p* (v) - Y* (-v) f o r  a l l  v  , 
where * denotes  conjugacy and inf -convolu t ion .  Inequa l i t y  (8.8) now fol lows 
from t h e  preceding one with v=G and observ ing  t h a t :  
This  a l s o  shows t h a t  i n e q u a l i t y  (8 .8)  i s  sha rp  s i n c e  
i n f  (p + Y) = supv [-P* (v) - Y* (-v) ] . 
8.9 IMPLEMENTATION. Let us  i l l u s t r a t e  t h e  u se  of t h i s  i n e q u a l i t y  i n  t h e  case  o f  
a  s t o c h a s t i c  program with s imple r ecou r se  with s t o c h a s t i c  r igh t -hand  s i d e s  h ( * ) .  
e  Suppose x i s ,  f o r  pos s ib ly  h e u r i s t i c  reasons ,  be l ieved  t o  be a  good guess a t  
t h e  opt imal  tender  ( c e r t a i n t y  e q u i v a l e n t ) .  Let us  now s o l v e  t h e  l i n e a r  program 
(8.10) f i n d  x  L R:, u+ E R Y 2 ,  U- L R Y 2  such t h a t  
+ + - - 
c x + q u  + q u  = z  i s  minimized 
+ - A A +  A- 
where q , q  a r e  a s  usual  t h e  recourse  c o s t s .  Let (x,u , u  ) be t h e  optimal so lu-  
t i o n ,  and ($,?) t h e  a s soc i a t ed  simplex m u l t i p l i e r s .  Then 
- + 
with = T; and p as  def ined  i n  Applicat ion 8 .6 .  Moreover, E [-q , q  ]  a s  follows 
v from t h e  op t imab i l i t y  condi t ions ,  and thus  t h e r e  e x i s t s  x such t h a t  
a s  fol lows from t h e  formula f o r  subgradien ts  of  t h e  recourse  func t ion  i n  t h e  
simple recourse  case  [33, Chap.111, Sec t .41 .  I f  f o r  i=l, ..., m Fi denotes  t h e  2 ' 
d i s t r i b u t i o n  func t ion  o f  t h e  random v a r i a b l e  h.  ( - )  , 
1 
+ - 0 
where q i =  q i +  qi. With z t h e  optimal va lue  of t h e  s t o c h a s t i c  program (1.15) 
we have 
A A  
Let z = cx + Y (;) which with t h e  above y i e l d s  
In t h e  case  a t  hand, t h i s  becomes [33 ,  Chap.111, Sect.41 
X i  
which is  known as  Williams' inequality. Let us po in t  out  t h a t  t h e  pa th  followed 
t o  ob ta in  t h i s  l a s t  i n e q u a l i t y ,  us ing  (8.8) i s  q u i t e  d i f f e r e n t  from t h e  o r i g i n a l  
proof o f  Williams [34] and should c l a r i f y  t h e  underpinnings of  t h i s  r e s u l t .  
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