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Abstract: Multistage test (MST) designs promise efficient student ability estimates, an indispensable
asset for individual diagnostics in high-stakes educational assessments. In high-stakes testing, annually
changing test forms are required because publicly known test items impair accurate student ability esti-
mation, and items of bad model fit must be continually replaced to guarantee test quality. This requires
a large and continually refreshed item pool as the basis for high-stakes MST. In practice, the calibration
of newly developed items to feed annually changing tests is highly resource intensive. Piloting based on
a representative sample of students is often not feasible, given that, for schools, participation in actual
high-stakes assessments already requires considerable organizational effort. Hence, under practical con-
straints, the calibration of newly developed items may take place on the go in the form of a concurrent
calibration in MST designs. Based on a simulation approach this paper focuses on the performance of
Rasch vs. 2PL modeling in retrieving item parameters when items are for practical reasons non-optimally
placed in multistage tests. Overall, the results suggest that the 2PL model performs worse in retrieving
item parameters compared to the Rasch model when there is non-optimal item assembly in the MST;
especially in retrieving parameters at the margins. The higher flexibility of 2PL modeling, where item
discrimination is allowed to vary, seems to come at the cost of increased volatility in parameter estima-
tion. Although the overall bias may be modest, single items can be affected by severe biases when using
a 2PL model for item calibration in the context of non-optimal item placement.
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The introduction of computerized formative assessments in schools has enabled the
monitoring of students’ progress with more flexible test schedules. Currently, the
timing and frequency of computerized formative assessments are determined based
on districts and school authorities’ agreements with testing organizations, the teachers’
judgment of students’ progress, and grade-level testing guidelines recommended by
researchers. However, these practices often result in a rigid test scheduling that
disregards the pace at which students acquire knowledge. Furthermore, students are
likely to experience the loss of instructional time due to frequent testing. To administer
computerized formative assessments efficiently, teachers should be provided systematic
guidance on finding an optimal testing schedule based on each student’s progress.
In this study, we aim to demonstrate the utility of intelligent recommender systems
(IRSs) for generating individualized test schedules for students. Using real data from
a large sample of students in grade 2 (n = 355,078) and grade 4 (n = 390,336)
who completed the Star Math assessment during the 2017–2018 school year, we
developed an IRS and evaluated its performance in finding a balance between data
quality and testing frequency. Results indicated that the IRS was able to recommend a
fewer number of test administrations for both grade levels, compared with standard
practice. Further, the IRS was able to maximize the score difference from one test
administration to another by eliminating the test administrations in which students’
scores did not change significantly. Implications for generating personalized schedules
to monitor student progress and recommendations for future research are discussed.
Keywords: recommender system, formative assessment, personalized learning, progress monitoring,
mathematics
INTRODUCTION
Classroom assessments allow K–12 teachers to evaluate student learning (i.e., monitor students’
progress) and make a variety of important decisions about learning outcomes (e.g., producing
feedback, assigning grades). Teachers use two types of assessments to evaluate student learning
in the classroom: summative and formative (Black and Wiliam, 2009). Summative assessments are
typically used at the end of an instructional period, such as a unit or a semester, to evaluate student
learning relative to content standards or benchmarks. Quizzes, midterm exams, or a final project are
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common examples of teacher-made summative assessments.
There are also statewide accountability assessments for
measuring student performance on specific learning standards
(e.g., Common Core State Standards). Unlike summative
assessments, formative assessments are used during instruction
to monitor student learning, provide students with feedback, and
help them identify target skills that need improvement. When
Scriven (1967) first proposed the idea of formative assessment
in education, he specifically emphasized that it should be used
to inform “on-going improvement of the curriculum” (p. 41).
Over the past few decades, formative assessments have evolved
to be much broader, and now include uses such as monitoring
student’s response to instruction, identifying at-risk students,
and informing the instruction to address individual student
needs. Today, the primary goal of formative assessments is to
provide students with timely and descriptive feedback based on
the learning goals or criteria for success (Hattie and Timperley,
2007; McManus, 2008).
During the past decade, the introduction of various
educational technologies, such as computerized assessments
including computer-based and computerized-adaptive tests, has
drastically changed the implementation of formative assessments
in the classroom. Computerized formative assessments provide
an integration of computer technologies and measurement
theory to effectively manage and deliver classroom assessments
(Russell, 2010; Webb et al., 2013). With computerized formative
assessments that consist of selected-response items (e.g.,
multiple-choice, alternative response, and matching items),
teachers can evaluate the progress of individual students, while
generating timely and detailed feedback without spending
much time on grading and evaluating assessments (Maier
et al., 2016; Bulut and Cormier, 2018; Tomasik et al., 2018). In
addition, computerized formative assessments can be designed
with technology-enhanced items involving visual and auditory
elements, simulations, and interactive games. The availability
of technology-enhanced items not only allows educators to
assess higher-order thinking and problem-solving skills, but
also improves students’ engagement with the assessment process
(Boyle and Hutchinson, 2009; Parshall et al., 2010; Bryant, 2017).
Although the availability of computerized formative
assessments has been a boon for teachers who frequently
measure students’ learning progress and tailor their instruction
accordingly, several improvements could still be made to
maximize the potential of these tools. Currently, one of the
major challenges for school-based professionals is determining
the timing and frequency of test administrations. For some time,
researchers have argued that frequent test administrations over
a long period can be highly beneficial when making individual-
level decisions based on formative assessments (Christ et al.,
2012; Thornblad and Christ, 2014; January et al., 2019). The
potential issue with this approach, however, is that frequent
testing (e.g., weekly or bi-weekly) diminishes the amount of
instructional time that students receive, which may exacerbate
some of their difficulties in further developing their academic
skills. In addition, using a rigid testing schedule (e.g., a set of
pre-determined dates and times for testing) that disregards the
pace at which students acquire knowledge may also decrease the
effectiveness of formative assessments. In other words, if students
are being tested again before their skills have had a chance to
grow, then the time dedicated to collecting these data is likely
to be wasted. To minimize the loss of instructional time that
students might experience due to frequent testing and maximize
the quality of the data gathered when students are assessed,
computerized formative assessments need to be administered
efficiently (Shinn, 2008; Bulut and Cormier, 2018).
Currently, decisions regarding the timing and frequency of
formative assessments rely on general, grade-level guidelines
produced by researchers (e.g., Shapiro, 2011) and educators’
ability to apply visual analysis to progress monitoring data (see
Van Norman et al., 2013). These influences likely lead teachers to
follow a one-size-fits-all test schedule, which requires all students
to be tested during a limited number of pre-determined dates
within a school year. Advanced data analytics and the availability
of massive amounts of data in education can provide educators
with valuable insight into student learning and help them make
strong, individualized decisions for their students. Consequently,
the aim of the current study is twofold: (1) develop an intelligent
recommender system (IRS) that can use existing assessment
data to produce an individualized test administration schedule
for each student; and (2) evaluate the performance of the IRS
in identifying the optimal balance between test administration
frequency and data quality.
LITERATURE REVIEW
Computerized Assessments
Since the introduction of computer-based testing during
the 1960s, computer technologies have continued to change
assessment practices in education (Way and Robin, 2016).
Today’s education systems are considered to implement the
third generation of computerized educational assessments (i.e.,
formal computerized assessments that allow for the continuous
and dynamic measurement of students’ academic growth).
The third generation emerged as the theory and application
associated with the continuous measurement approach were
developed (e.g., Bunderson et al., 1989). Currently, many schools
in the United States are increasingly employing computerized
assessments in the classroom to evaluate and monitor students’
progress in core academic subjects – such as mathematics,
reading, and science – throughout the school year (Sharkey and
Murnane, 2006). These assessments are delivered not only via
computers, but also with the use of other electronic devices, such
as tablets, smartphones, and virtual reality devices (Davey, 2005).
The data produced from computerized formative assessments are
used for tailoring instruction based on students’ learning needs,
identifying students who are not meeting grade-level standards,
and informing parents and other stakeholders about students’
proficiency levels.
There are many advantages of computerized assessments
when compared to traditional paper-and-pencil assessments.
The benefits include paperless and efficient data collection
(Bridgeman, 2009), automated test assembly and test-form
quality control (Luecht and Sireci, 2011; Gierl et al., 2018),
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automated scoring of both selected-response and constructed-
response items (Bennett, 2010; Williamson et al., 2012; Gierl
et al., 2017), and automated score reporting for delivering
timely and individualized feedback (van der Kleij et al., 2012;
Bulut et al., 2019). Computerized assessments also provide
greater flexibility in test scheduling (Way and Robin, 2016). In
addition, the analysis of supplementary data from computerized
assessments (e.g., item response times, process data, and user
interaction history) allows educators, researchers, and assessment
specialists to have a better understanding of students’ test-taking
behaviors such as disengaged responding, rapid guessing, and
aberrant responses (e.g., Wise and Kong, 2005; Lee and Jia, 2014;
Kroehne and Goldhammer, 2018).
Some computerized assessments are designed as a fixed-
form assessment, which involves having all students respond
to the same items and complete the same tasks. Typically,
fixed-form assessments consist of many items at different
difficulty levels to measure a wide range of abilities accurately.
Computerized adaptive tests (CATs) are amore sophisticated type
of computerized assessments. Unlike fixed-form assessments,
CATs administer items to students by selecting them on-the-
fly from a large item bank based on the student’s performance
during testing. In other words, instead of administering the
same items to all students, a CAT successively selects the most
suitable item for each student based on what is known about
the student from previous items and thereby enabling a unique
testing procedure to be generated for each student (Weiss and
Kingsbury, 1984). As a result, CATs can prevent the fixed-
form problem of administering items that are either too easy
or too difficult for some students, which helps to maintain
students’ test-taking motivation during the administration (Wise,
2014; Tomasik et al., 2018). By employing item response
theory (IRT) models and adaptive algorithms for item selection,
CATs can increase measurement efficiency by substantially
reducing test length without sacrificing measurement accuracy
(Straetmans and Eggen, 1998). Previous research also showed
that the individualized and dynamic item selection procedure
makes CATs highly precise in measuring individual growth
over multiple time points when compared to conventional
assessments (e.g., paper-and-pencil assessments and fixed-form
computerized assessments; Weiss and VonMinden, 2011). There
are many advantages to using CATs instead of other test formats,
but ongoing developments in the areas of data science and
technology could lead to additional benefits.
Optimizing Test Administrations
As emerging technologies continue to reshape all facets of life,
practical challenges also arise for users of these technologies. In
his best-selling book, The Design of Everyday Things, Norman
(2013) states that “the same technology that makes our lives
easier by adding new features in each device also complicates
our lives by making these devices harder to learn and use” (p.
34). He refers to this phenomenon as the paradox of technology.
Today’s educators appear to experience the paradox of technology
in various ways. In schools, ease of administering computerized
formative assessments frequently has enabled educators to gather
large amounts of information on student performance. With the
frequent administration of formative assessments (e.g., weekly
or bi-weekly), educators can continuously monitor and evaluate
students’ progress relative to a specific set of academic goals,
which also informs policymaker decisions at the school or district
level (Crane, 2008; Schildkamp, 2019). However, this situation
poses several challenges in practice, such as identifying which
students need to be tested, when they should be tested, and how
frequently test administration should occur.
Some researchers argue that schools might follow a
standardized testing approach by administering computerized
formative assessments to all students at the same time, using the
same test administration procedures (e.g., Sharkey andMurnane,
2006). However, this practice disregards the key assumption
that, unlike summative assessments, formative assessments are
contingent on the instructional situation in each classroom and
thus should be tailored to the students being assessed (Black
and Wiliam, 2009, p. 12). As Redecker and Johannessen (2013)
pointed out, teachers should be the ultimate decision-makers
when formative assessment data are used to inform instruction
and develop individualized testing schedules. Yet, the process
of interpreting data and implementing data-driven decisions
requires considerable time, effort, and expertise (e.g., Schildkamp
and Kuiper, 2010; Vanlommel et al., 2017), which may inevitably
overburden teachers, given that they are primarily concerned
with delivering instruction.
As mentioned earlier, educators can use computerized
formative assessments for various purposes, such as identifying
students who may be at-risk for learning difficulties or measuring
academic progress in a given subject within a school year or from
1 year to another. Depending on how the data from computerized
formative assessments are to be utilized, the timing and frequency
of test administrations may also differ. For example, if a teacher
wants to screen students for mathematics difficulties before
starting instruction, the computerized formative assessment
should be administered at least once or more at the beginning of
the school year (e.g., Gersten et al., 2005; Seo and Bryant, 2012).
If, however, the teacher wants to measure students’ progress
toward acquiring specific skills in mathematics as they move
from one unit to another (e.g., Stecker and Fuchs, 2000; Moors
et al., 2010), then the computerized formative assessment could
be administered multiple times (e.g., weekly or bi-monthly) over
a longer period.
To date, many researchers have provided practical
recommendations regarding the timing and frequency of
computerized assessments using both empirical and simulated
data (e.g., Gersten et al., 2005; Mellard et al., 2009; Moors et al.,
2010). Within the context of progress monitoring, the most
common view among school-based professionals and researchers
is that frequent testing is essential for maximizing the precision
of academic growth estimates from progress monitoring data
while minimizing the influence of measurement error involved
in each test administration (e.g., Mellard et al., 2009; Christ
et al., 2012). However, this view fails to consider the effect
of testing on the individual student (i.e., testing fatigue or
burn-out) and the effect of the broader educational context (e.g.,
missing instructional time or wasted resources). Also, many
researchers have noted the lack of consensus on the optimal
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number of test administrations or the testing frequency that
should be used with computerized formative assessments (e.g.,
Nelson et al., 2017; January et al., 2018, 2019; Van Norman and
Ysseldyke, 2020). This is due, at least in part, to the fact that the
optimal number and frequency of test administrations depends
on many factors such as grade level, subject (e.g., reading
or mathematics), the type of computerized assessment (e.g.,
adaptive or non-adaptive assessment), and individual students’
response to instruction.
Current Study
As January et al. (2019) noted, teachers should use the data
from computerized formative assessments to monitor students
individually and make informed decisions for each student, not
for groups of students. To achieve this goal, teachers must
balance the time and resources associated with data collection.
Therefore, it is crucial to provide teachers with systematic
guidance on finding an optimal testing schedule based on each
student’s progress. It may also be beneficial to automate the
process as much as possible to minimize the time and expertise
that is required to make good decisions from the formative
assessment data.
With the increased availability of big data in education,
advanced data analytic approaches offer promising solutions to
the daunting task of individualizing student formative assessment
schedules in meaningful ways (Dede, 2016; Fischer et al., 2020).
IRSs are an example of advanced data analytic approaches, which
use all of the available data to produce optimal recommendations
for users. In this study, we aim to demonstrate the utility of
IRSs for generating individualized testing schedules for students
who complete computerized formative assessments. Using real
data from a large sample of students in grades 2 and 4 who
completed the Star Math assessment across the 2017–2018
school year, we developed an IRS and evaluated its performance
in establishing a balance between data quality and testing
frequency. The goals of the proposed IRS are: (1) to optimize
the number of test administrations to produce accurate growth
estimates; (2) to reduce the number of test administrations
by eliminating uninformative test administrations; and (3) to
create a personalized test schedule with the optimal timing of
test administrations. The following research questions guided
the study:
(1) To what extent does the IRS minimize the number of test
administrations, without sacrificing the accuracy of growth
estimates?
(2) Does the IRS produce robust recommendations for
students with abnormal growth patterns (e.g., non-linear
increase/decrease, flat growth trajectory)?
(3) Does the performance of the IRS depend on grade level?
MATERIALS AND METHODS
Sample
The sample of this study consisted of students in grade 2
(n = 355,078) and grade 4 (n = 390,336) in the United States
who participated in a number of Star Math assessments during
the 2017–2018 school year. The number and frequency of test
administrations varied by students because the teachers in the
participating elementary schools independently determined the
test schedule for their students. For both grade levels, the number
of Star Math administrations ranged from four to twenty across
the sample (Grade 2: M = 6.5, SD = 2.7; Grade 4: M = 6.4,
SD = 2.6). To build the IRS, the total sample for each grade
level was divided into two random samples: training and test. The
training set was implemented to build up the IRS based on the
existing data with students’ test scores and test administration
dates, while the test set was used to validate and evaluate
the IRS. The grade 2 training sample included 159,999 of the
students and the remaining 195,079 students were included
in the test sample. For grade 4, the training sample included
173,433 students while the test sample included the remaining
216,903 students.
Instrument
Star Math is a fully adaptive, computerized assessment developed
by Renaissance (2018) for assessing the mathematical abilities
of students in grades K–12. As a periodic progress-monitoring
assessment, it provides teachers with consistent estimates
of students’ mathematical levels based on the instruction
provided in the classroom throughout the school year. It was
developed to measure four broad domains of mathematics:
(a) numbers and operations; (b) algebra; (c) geometry and
measurement; and (d) data analysis, statistics, and probability.
To ensure that specific skills are assessed to best inform
targeted instruction, more than 790 individual skills are included
within one of the four broad domains. The inclusion of
a wide range of mathematical skills allows Star Math to
be administered to students from kindergarten to grade 12
(Renaissance, 2018).
Star Math items follow the multiple-choice format with
four response options, although some items may have two or
three response options depending on the skill being measured.
This study utilized two versions of Star Math (comprehensive
and brief) for assessing K–12 students’ mathematical abilities.
The comprehensive version is a 34-item CAT, with an average
administration time of less than 25 min. The brief version is
a 24-item CAT, with the average administration time of less
than 14 min. Both versions of Star Math are aligned to state
and national curriculum standards and thus provide estimates
of students’ mathematics achievement relative to national norms.
Also, both versions of Star Math report students’ scaled scores
using the same score scale, ranging from 600 to 1400. For the
comprehensive version, empirical reliability estimates based on
IRT are 0.91 and 0.92; split-half reliability estimates are 0.90
and 0.91, for Grades 2 and 4, respectively. For the brief version,
empirical reliability estimates based on IRT are 0.85 and 0.87;
split-half reliability estimates are 0.87 and 0.89, for Grades 2 and
4, respectively. Furthermore, meta-analytic analyses of Star Math
Correlations with other mathematics tests are 0.63 and 0.76, for
Grades 2 and 4, respectively. These correlations provide evidence
supporting the concurrent and predictive validity of Star Math
scores (Renaissance, 2018).
Frontiers in Education | www.frontiersin.org 4 September 2020 | Volume 5 | Article 572612
Bulut et al. Recommender System for Personalized Test Scheduling
Data Analysis
Data Preprocessing
Before building the IRS, we performed several steps of data
preprocessing to prepare the raw data. First, we used the training
dataset for each grade level to quantify students’ academic growth
in mathematics during the 2017–2018 school year. To estimate
students’ growth (i.e., slopes), we used the Theil-Sen estimation
method (Vannest et al., 2012). The Theil-Sen estimator is similar
to traditional regression approaches (e.g., ordinary least-squares)
but it provides more accurate estimates of growth in the presence
of outliers – which is typically the case in progress monitoring
data (Bulut and Cormier, 2018). The first step of the Theil-Sen
estimation method is to calculate all possible slopes for a given
student using the following formula:
Slope =
[




where Star Math ScoreTime 1 and Star Math ScoreTime 2
are the student’s Star Math scores from two Time 1 test
administrations, DateTime 1 and DateTime 2 are the dates that the
test administrations occurred, and Slope is the growth estimated
based on the average daily change between the two scores. The
second step of the Theil-Sen estimation is to find the median
value of all the slopes calculated in the first step as the best
estimate of student growth.
Second, we used the growth estimates to identify students
with optimal growth trajectories. These students were identified
using a two-step selection process. First, the students whose
Theil-Sen slope was larger than the median value of all slope
estimates in the training dataset (0.275 for grade 2; 0.205 for
grade 4) were selected. This group represents the students
whose growth rates were better than the normative growth in
the training dataset for each grade level. In the second step,
we removed the students whose final Star Math scores were
below the 25th percentile, which is often considered a cutoff for
identifying students who are at-risk for difficulties in acquiring
mathematics skills (e.g., Codding and Connell, 2008; Shapiro,
2011; Codding et al., 2017).
Building the Intelligent Recommender System
In this study, we aimed to develop an IRS that could
provide individualized recommendations to optimize test
administration schedules. To operationally define an optimal test
administration schedule, we used two criteria. First, the optimal
test administration schedule should produce a minimal number
of assessments to reduce the instructional time that students
are expected to miss while they are being assessed. Second, the
optimal test schedule should maximize the score change between
test administrations (i.e., academic growth), which reduces the
likelihood of assessing students’ mathematical skills before they
have had adequate time to show improvement. Therefore, the
IRS was developed to find a balance between the number of test
administrations required and the production of quality data to
assess student growth in mathematics.
The first step of the development process focused on defining
a reasonable test window based on two factors: the amount of
time that it may take for students to demonstrate growth in
mathematics and the practicality of the test window for teachers.
A monthly testing window would likely be too lengthy because
students who are struggling should be tested more frequently.
On the other hand, a relatively shorter test window (i.e., weekly
or daily) would not provide enough time for students to
receive an adequate amount of instruction to acquire additional
mathematical skills. Also, giving teachers a specific day or week
for testing would may impose significant logistical challenges in
practice. Therefore, we selected a bi-weekly test window as an
optimal timeframe for the IRS.
We divided the training dataset into 19 test windows (each
15 days in length) from August 16, 2017 to May 31, 2018.
There were, however, two exceptions. The number of tests
taken at the end of December was extremely low due to school
closures over the holidays. The other test window with low
counts was the second half of March, which was due to school
closures during spring break. To account for these breaks, the
data collected in December and March were captured within
a single window, reducing the total number of test windows
to 17. The numbers of individual administrations of Star Math
across the 17 test windows are displayed in Figure 1. This
figure highlights the variability in testing that occurs throughout
the school year.
The second step of the system development process focused
on the selection of an optimization algorithm for the IRS. After
considering several conventional algorithms (e.g., collaborative
filtering with cosine similarity), we opted to use Dijkstra’s Shortest
Path First (SPF) algorithm with a priority queue (Dijkstra, 1959).
The SPF is a greedy algorithm for solving single-source, shortest
path problems (e.g., finding the shortest route to take from one
city to another). We selected this algorithm because: (1) it takes
the sequence of test administrations into account as it tries to
find students who are similar in terms of their test administration
patterns; (2) it has a lower computing requirement than other
algorithms; and (3) it can be easily scaled up even if it is applied
to millions of cases on a regular basis.
In this study, we used the SPF algorithm to search for the
least number of test administrations that yields the maximum
positive change in the Star Math scores across the test windows.
First, we identified all possible routes between the test windows
(e.g., August to early October, early September to early January,
late September to early March). All of the routes found in
the pathfinding process were unidirectional given the one-way
direction of time. Second, we computed the distance between
the test windows based on the magnitude of the positive score
difference in the Star Math scores. The larger the positive score
difference, the shorter the distance between the test windows.
Figure 2 depicts the grade-level trends in Star Math scores
across the 17 test windows. Although there was an increasing
trend in the Star Math scores for both grade levels, the
magnitude of change did not appear to be the same between
the test windows. An increasing trend was, generally, observed
for individual students in the training sample; however, some
students exhibited more dramatic score changes between the test
windows. The SPF algorithm was used to capture these variations
at the student level to be able to recommend a reasonable test
Frontiers in Education | www.frontiersin.org 5 September 2020 | Volume 5 | Article 572612
Bulut et al. Recommender System for Personalized Test Scheduling
FIGURE 1 | Number of test administrations within the training dataset by test window.
FIGURE 2 | Average Star Math scores by test window.
schedule to students who follow similar score patterns (i.e.,
growth trajectory).
Evaluating the Intelligent Recommender System
To evaluate the performance of the IRS, we first extracted
all the possible routes (i.e., test administration schedules) that
lead to optimal growth trajectories for the students in the
training dataset. Then, we calculated the Euclidean distance to
identify a list of students from the training dataset that are
recommendable for the students in the test dataset. That is,
we match the students from the training and test datasets who
indicate similar growth trajectories. For each student, the IRS
begins the process by considering the test window of the student’s
first assessment and the slope estimated from the first two Star
Math scores. Second, it finds the test schedules of students who
appear to have a similar growth trajectory within the same test
window. Finally, the test schedule that yields the largest, positive
score change is recommended to the student. After each test
administration, the system automatically determines whether the
student should stay in the same recommendable schedule or
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Bulut et al. Recommender System for Personalized Test Scheduling
switch to an alternative test schedule that better suits the student’s
growth trajectory.
Using students’ existing scores in the test sample, we simulated
a hypothetical scenario in which we explored which test
administrations our IRS would recommend to the students.
Furthermore, we used linear interpolation to extrapolate the
missing scores for the test windows that the students did not
take Star Math. Using the complete dataset, we tested whether the
IRS would recommend a higher number of test administrations
than standard practice (i.e., testing decisions being made by the
teachers). The performance of the IRS was evaluated based on
four criteria: (1) the average number of test administrations;
(2) the magnitude of average positive score change; (3) the
range of test administrations; and (4) the proportion of non-
recommendable cases. All of the analyses were implemented
using the Python programming language (Version 3.8; Python
Software Foundation, 2019).
RESULTS
A comparison between the performance of the IRS and standard
practice are summarized in Table 1. Standard practice is
essentially a summary of the assessment practices that are
represented in the original dataset – the teachers were able to
select the number of test administrations and the timing between
test administration. For both grade levels, the IRS was able to
reduce the number of test administrations, while alsomaximizing
the positive score change between test administrations. The latter
is important because it ensures that strong decisions can be made
from the data that are collected over time. The results indicate
that the IRS could reduce the number of tests administered to
as few as four tests per student in grade 2 and three tests per
student in grade 4. Previous research on decision-making using
Star Math data suggests that based on standard practices followed
by teachers, at least five tests should be administered to students
for accurate decision-making (Bulut and Cormier, 2016). The
results of this study, however, show that the IRS could generate
test administration schedules with fewer tests, without sacrificing
the accuracy of growth estimates. For both grade levels, the IRS
could not generate a test administration schedule for less than
0.07% of the students.
Figure 3 demonstrates two students with very different growth
trajectories in Grade 2 based on their Star Math scores. In the
TABLE 1 | Results of the intelligent recommender system (IRS) compared to
standard practice (SP).
Grade 2 Grade 4
Evaluation Criteria SP IRS SP IRS
Average number of tests 5.05 3.65 5.31 3.49
Average positive score change 10.02 13.18 6.16 8.93
Minimum number of test administrations* 1 2 1 1
Maximum number of test administrations* 17 8 17 5
*It excludes the first two test administrations necessary for the slope estimation.
test dataset, the first student (top panel) was assessed in 18 times
and the second student (bottom panel) was assessed 14 times
over the course of the academic year. The dashed, regression lines
show the students’ growth trajectories based on their scores in
Star Math. Although both students show a linearly increasing
trajectory, the magnitude of growth appears to be larger for the
second student (bottom panel). The points with green shadowing
represent the test administrations recommended by the IRS.
Based on the recommended tests, the total number of test
administrations would reduce to four for both students. Also, the
positive score change per test would increase from 6.38 to 28 for
the first student, and from 0.9 to 18.07 for the second student.
In addition to the overall results for the test sample, we
also wanted to further examine the performance of the IRS
for individual students. Upon closer inspection, it appears
that the system was able to either reduce the number of
test administrations or maintain the same number of test
administrations for a large proportion of students (see Figure 4).
However, there was a small proportion of students (3% for
grade 2; 5% for grade 4) who required more tests than the
number of tests that were originally recommended by standard
practices. It is possible that these students showed uncommon
patterns of performance on multiple assessments, which made
it difficult for the IRS to optimize their testing schedules. It is
also possible that these students were not tested enough based on
standard practices.
DISCUSSION AND CONCLUSION
The IRS produced from this study is the first of its kind within
the context of computerized formative assessments. Historically,
the assessment of progress toward learning goals has relied
on large-scale national or local data (Shapiro, 2008; Koehler-
Hak, 2014). Regardless of the scope, these data were generally
summarized by producing grade-based norms that would serve
as an expectation for academic growth in key curricular areas
(e.g., mathematics). Individual student performance would be
compared to these general growth trends to determine whether
adequate growth was being made. Over time, more nuanced
approaches to evaluating student growth were developed. For
example, student growth percentiles are used to better capture
some of the individual differences in the mastery of curricular
content as students are assessed throughout the school year
(Renaissance, 2018). Although the general trend was to develop
norms that are more sensitive to individual differences, there
had yet to be a methodology that allowed the determination
of an appropriate test schedule to be completely individualized.
The IRS developed in this study appears to meet this critical
need. As an advanced method for exploiting big data, the IRS
can accurately predict when data-driven actions, such as test
administration decisions, should be taken for individual students.
This is a good example of using big data for extracting actionable
knowledge in education (Fischer et al., 2020).
The significant reduction in the number of test
administrations, as well as the overall increase in test scores
between test administrations, highlights the advantages of
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FIGURE 3 | Original and recommended test administrations for two students in grade 2.
FIGURE 4 | Percentage of the students with changes to the recommended number of tests to be administered based on the IRS.
employing data analytics to optimize computerized formative
assessment practices. Although data-driven decision making
is central to many of the practices in schools (e.g., Ysseldyke
et al., 2006), the use of data analytics had yet to be incorporated
into this process. Reducing or even eliminating the need for
educators to make tedious decisions, such as test administration
schedules, seems to be an ideal application for data science within
education. This may be especially true if a system, such as the
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IRS, is able to optimize a testing schedule on-the-fly throughout
the school year, while maximizing the quality of the data that are
produced from the computerized formative assessment.
In a previous study with Star Math, Nelson et al. (2017)
found that student-level growth estimates are likely to differ
depending on the test administration schedules used for data
collection (e.g., pre-post testing or monthly testing). The authors
argue that the variation in growth estimates could lead to
different instructional decisions about students (e.g., increasing
or decreasing intensive supports). The results of this study
are in line with those reported by Nelson et al. (2017), with
regard to the advantages of periodic test administrations over
intensive data collection. Our findings suggest that a one-size-
fits-all testing procedure (e.g., monthly testing for all students)
could result in a rigid test schedule that overlooks students’ level
of progress. Therefore, a more flexible approach is necessary
for creating test administration schedules tailored to student
needs. The individualization of test administration schedules
for computerized formative assessments dovetails well with the
practice of delivering differentiated or personalized instruction.
In other words, it allows assessment to move toward a more
student-centered approach.
A recommender system would not be useful if it were not
able to produce robust and scalable recommendations for almost
every student that takes a computerized formative assessment.
In the rare cases where the IRS was unable to produce a
reasonable test schedule, these students would likely be re-
tested relatively soon to ensure that the data collected were
an accurate representation of their skills. Although it was not
possible to test this process within the current study, it is likely
that some of these rare cases would be eliminated with re-
testing only a few weeks later. The outcomes of this re-testing
could be the focus of additional studies on recommender systems
to further strengthen their ability to produce testing schedules
for all students.
It appears that the IRS that was developed for the Star Math
assessments was able to produce similar results across two grade
levels. Although the general positive trajectories may appear
similar, the amount of growth that is expected between these
grade levels is somewhat different. The differences in growth
are demonstrated in the comparison between the average score
growth in Figure 1. Despite the differences in growth for the two
grade levels (i.e., grades 2 and 4), the IRS was still able to decrease
the number of test administrations and increase the positive score
change between test administrations. This finding suggests that
the IRS could be applied to the full range of grade levels. Future
research should consider the possibility of examining differences
between grade levels and whether further adjustments would
need to be made to the IRS to account for some of the variability
in the growth trajectories between grade levels.
A core feature of the IRS is that it reduces the additional
load placed on school-based professionals by automating the
generation of an optimized formative assessment schedule. Some
may be concerned that the professional judgment of teachers is
being replaced by a computer. This is in fact not the case – even
if this system were implemented in schools, a teacher could still
choose to administer a test to a particular student at any point
in the school year. The system would simply use this additional
information to make a recommendation about the next testing
window. To validate the effectiveness of the IRS in practice, the
views of teachers on the use of the IRS should be considered
after the system has been successfully implemented. It should
also be noted that the decisions to refer a student for additional
services (e.g., academic interventions) or to provide them with
supplemental instruction in the classroom is still retained by
school-based professionals such as classroom teachers, resource
teachers, school psychologists, and school administrators. As
such, a system like the IRS should be well-received by teachers
and other school-based professionals, as it relieves them of the
complex task of optimizing formative assessment schedules and
allows them to focus their time and efforts on other important
decisions. Moreover, the use of the IRS would ensure that
the best data possible are collected in the process to inform
these decisions.
Finally, the results of this study reveal significant trends
regarding how teacher use student data from computerized
formative assessments. First, our findings indicate that teachers
are likely to follow a frequent testing approach to gauge student
learning and identify students with additional needs, despite
not observing significant score changes between subsequent
test administrations. Future research should investigate the
internal and external factors (e.g., lack of testing guidelines,
logistical challenges in school, and attitudes toward testing)
that motivate teachers to employ frequent testing in their
classrooms. Second, student data collected through computerized
formative assessments allow teachers to identify learning gaps
and address them during their instruction. Therefore, some
teachers might utilize computerized formative assesments to
receive immediate feedback on their instruction. A further
study focusing on how teachers incorporate feedback from
computerized formative assessments into their instructional
practices is suggested. Lastly, in this study we assume that
teachers are the ultimate decision makers when determining
how frequently students should be tested. The What Works
Clearinghouse guidelines for using student achievement data
suggest that students be given the opportunity to examine
their own data and get involved in setting their learning goals
(Hamilton et al., 2009). Following this recommendation, teachers
could share the data from computerized formative assessments
with their students, help students understand their progress, and
jointly determine the time of the next test administration. Further
experiments, involving students in the decision-making process,
could shed more light on the effectiveness of personalized test
administration scheduling.
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