Abstract: This paper describes the extended pivot-based approach for bilingual lexicon extraction. The basic features of the approach can be described as follows: First, the approach builds context vectors between a source (or target) language and a pivot language like English, respectively. This is the same as the standard pivot-based approach which is useful for extracting bilingual lexicons between low-resource languages such as Korean-French. Second, unlike the standard pivot-based approach, the approach looks for similar context vectors in a source language. This is helpful to extract translation candidates for polysemous words as well as lets the translations be more confident. Third, the approach extracts translation candidates from target context vectors through the similarity between source and target context vectors. Based on these features, this paper describes the extended pivot-based approach and does various experiments in a language pair, Korean-French (KR-FR). We have observed that the approach is useful for extracting the most proper translation candidate as well as for a low-resource language pair.
Introduction
Bilingual lexicon is an important resource used for various research domains such as natural language processing (NLP), machine translation (MT), information retrieval (IR) [1], sentiment classification
[2] and so on. Bilingual corpora, comparable or parallel, are a key to extract it, but so far, a bilingual lexicon for a low-resource language pair like Korean-French has suffered from a difficulty to get it because constructing the bilingual corpora is time-consuming process.
In spite of such a problem, many researchers studied to collect the lexicon in various ways. Some researchers represent words by a context vector based on its lexical context [3]- [5] . In fact, they achieve 80 to 91% accuracy for single terms, even though the performance drops to 60% when specialized small corpora are used by some researchers will be denoted as the extended context-based approach in the rest of the paper. Alternatively, Seo et al. [13] proposed the standard pivot-based approach that is useful for only a low-resource language pair, and extracts bilingual lexicons using a pivot language such as English.
To evaluate these approaches, usually the accuracy or the mean reciprocal rank (MRR) is used [9] [13] .
These measures focus on finding correct translation candidates (equivalences). Even though rare words as unknown words are much more founded by far than frequent words from a system, we cannot judge whether the system is good or not. To understand easily this problem, this paper also discuss about Rated Recall [14] that considers how many times translation candidates appears in the system. In this paper, we will evaluate the related recall as well as the accuracy and the MRR of the proposed system. The rest of the paper is organized as follows: Section 2 discusses related works, the standard pivot-based approach and the extended context-based approach. Section 3 represents a extended pivot-based approace and Section 4 reports and discusses some experiments. Finally, Section 5 concludes and addresses future works.
Related Work
All approaches described in this section are based on the context-based approach that is represented by Rapp [4] . The first motivated work, the standard pivot-based approach, uses a high-resource language like English as a pivot language to extract bilingual lexicons from two sets of parallel corpora (e.g., English-*). Another work, the extended context-based approach, uses comparable corpora in deference to the coverage of the initial bilingual dictionary which is used to translate a source language into a target language [11].
Standard Pivot-Based Approach
The standard pivot-based approach aims to extract a bilingual lexicon from a low-resource language pair such as Korean-French without any external resource like an initial bilingual dictionary and a parallel corpus between two languages. This approach was proposed by some researchers The approach is useful where a public parallel corpus between two languages are directly unavailable but a corpus for some language pairs like English-* is publically available. Furthermore, the approach is very simple because any linguistic resource such as an initial bilingual dictionary or a word alignment tool is not required. This extended context-based approach is motivated to the extended pivot-based approach, and it will be described in more details in the next section.
Extended Context-Based Approach

Extended Pivot-Based Approach
As described in the previous section, the extended pivot-based approach is pretty motivated from the ex- There is a pivot language that connect two different languages (e.g., source and target) so the step for calculating similarity scores can be conducted in much simpler way. The overall structure of the extended pivot-based approach is described in Figure 1 .
As you can see 
Experiments and Discussions
In order to evaluate the performance of the ex- As you can see Table 1 , all translations occur at least 10 times, and especially '결정' is the word that appears the most times (6,007) in a target text. Each translation in a bilingual dictionary has the rate, .
It means that other senses are eliminated unless it occurs in a target text. Table 2 describes the example of Korean translation candidates of French word "décision" (e.g., system's output). All translation candidates occurs in a target text but some of them would not in a bilingual dictionary (e.g., it is an incorrect translation candidate). The correct translation candidates have the right  as well. In such a case, RR and recall can be calculated as Table 3 .
As you can see Table 3 , RR represents how much important translation candidate occurs in a target text.
If the most frequent word is yielded by a system, it would be better than a case of a lower frequent word (rare word). In order to compare the extended pivot-based approach and the standard pivot-based approach, this paper represents three different evaluation results in this section.
Firstly, Figure 4 shows the accuracy of the performance for two approaches, the standard and extended pivot-based approach. All graphs describe the average score of two experimental cases, KR to FR and FR to KR. As you can see Figure 4 , the extended approach slightly yields higher performance at Low, and especially at top 1 in case of both Low and High. Besides, the entire slope for the accuracy decreases when top 20 is considered. Nevertheless, it can be interpreted as finding  nearest words helps the performance to have a higher score practically.
Actually, these figures are hard to persuade us to see the huge advantage of the extended approach.
Secondly, Figure 5 shows the MRR scores within Therefore we can say that the most frequent words appear at higher rank, and it explains how much the extended approach can affect the performance. The third evaluation measure, RR, also proves this.
Thirdly, Figure 6 shows the RR scores within top 
Conclusion and Future work
In this paper, we evaluate the extended pivot-based approach for improving the performance of the standard pivot-based approach by finding  nearest words sharing similar contexts. Sometimes these  nearest words can help rare words but frequently appears in a document to be noticed. The three different evaluation results have shown that the extended pivot-based approach had a good effect on the final results as well.
For the future works, a little more various experiments should be conducted for highly frequent words.
Furthermore, the way to improve the performance for rarely frequent words also should be executed. This is 
