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SUMMARY
This research focuses on developing a crop decision planning model to help farmers
make decisions for an upcoming crop year. The decisions consist of which crops to
plant, the amount of land to allocate to each crop, when to grow, when to harvest,
and when to sell. The objective is to maximize the overall profit subject to available
resources under yield and price uncertainties.
To help achieve this objective, we develop yield and price forecasting models to
estimate the probable outcomes of these uncertain factors. The output from both
forecasting models are incorporated into the crop decision planning model which
enables the farmers to investigate and analyze the possible scenarios and eventually
determine the appropriate decisions for each situation.
This dissertation has three major components, yield forecasting, price forecasting,
and crop decision planning. For yield forecasting, we propose a crop-weather re-
gression model under a semiparametric framework. We use temperature and rainfall
information during the cropping season and a GDP macroeconomic indicator as pre-
dictors in the model. We apply a functional principal components analysis technique
to reduce the dimensionality of the model and to extract meaningful information
from the predictors. We compare the prediction results from our model with a series
of other yield forecasting models. For price forecasting, we develop a futures-based
model which predicts a cash price from futures price and commodity basis. We focus
on forecasting the commodity basis rather than the cash price because of the avail-
ability of futures price information and the low uncertainty of the commodity basis.
We adopt a model-based approach to estimate the density function of the commodity
xiii
basis distribution, which is further used to estimate the confidence interval of the
commodity basis and the cash price. Finally, for crop decision planning, we propose a
stochastic linear programming model, which provides the optimal policy. We also de-
velop three heuristic models that generate a feasible solution at a low computational
cost. We investigate the robustness of the proposed models to the uncertainties and
prior probabilities. A numerical study of the developed approaches is performed for




Decision planning plays an important role in agriculture as it does in other industries.
It is a key factor that determines the success or failure of business. In this dissertation,
we will focus on decisions made during the crop planning periods. The decisions that
farmers have to make include
• Which crops to grow;
• What amount of the land to allocate to each crop;
• When to grow, when to harvest, when to sell.
However, it is difficult to make the right decisions. This is because the farmers
have to take into account uncertain factors such as weather, demand, and supply as
well as resource limitations. These factors result in uncertainties in yield and price,
which significantly affect the return to producers. All of these problems, as shown
in Figure 1, challenge the involved parties in determining a solution that will help
farmers reach their goals.
A decision planning model is developed to establish a solution for this problem
by taking into account the resource limitations as its major constraints. In order
to make decisions under uncertainty, forecasting of uncertain factors is a crucial step
since it can estimate the probable outcomes of the final output. Forecasting processes
are established to estimate the values and confidence intervals of the uncertain or
stochastic variables used in the planning model.
1




Figure 1: Problems associated in crop decision planning
As yield and price have a tremendous impact on farmers’ returns, we need to take
into account the uncertainty of these factors to optimize decision planning. Through-
out this dissertation, a yield forecasting model under a semiparametric framework
is developed using yield history and associated weather data. Next, we outline the
price forecasting model based on futures-based approach. Finally, the stochastic crop
decision planning model is proposed.
The content of the dissertation is divided into five chapters. We provide a back-
ground of the general problem and approaches in Chapter 1. The yield forecasting
model is developed in Chapter 2. Chapter 3 presents the price forecasting model.
Chapter 4 outlines the crop decision planning model. Conclusions and suggestions of
future research are given in Chapter 5.
1.1 Overview of the U.S. Agricultural Industry
Agriculture is a large industry in the U.S. In 2005, agriculture had a value added of
approximately $123.1B, a 25% increase from $98B in 2000 (Bureau of Economic Anal-
ysis 2006). According to Agricultural Resources and Environmental Indicators report
(Economic Research Service 2006), there were 21 principal crops that accounted for
95% of harvested crop acreage in the U.S. in 2002. Moreover, only four of these
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crops, namely soybean, corn, hay, and wheat, accounted for 80% of all harvested crop
acreage. The rest of the harvested acreage was used for fruits, nuts, vegetables, and
other minor crops.
Based on the Agricultural Statistics report (National Agricultural Statistics Ser-
vice 2005), in 2004, soybean was the most harvested acreage crop among the four
major crops, about 73.9 million acres yielding 3.14 billion bushels and valued 12.2
billion dollars. Most of them were for domestic use and 884 million bushels were ex-
ported in 2003. The second largest crop was corn. Its harvested area was 73.6 million
acres producing 11.8 billion bushels valued at $23B. Similar to soybean, majority of
corn crops were designated for domestic use. The third place in the harvested area
was hay. It was harvested for 61.9 billion acres with 157.8 million tons of production.
Wheat came last in terms of harvest acreage, about 50 million acres. Domestic use
and exports were not much different for wheat. At the state level, Illinois is the first
ranked in growing soybean and the second ranked in corn. Conversely, Iowa is the first
ranked in corn and the second ranked in soybean.
In 2004, 2.1 million workers were employed in agriculture, forestry, and fishing
(Bureau of Labor Statistics 2005). About 1 million of these workers are self-employed
and unpaid family workers, while 1.1 million were wage and salary workers. Almost
50% of the later group was in crop production and 35% was in animal production.
The rest of the wage labors was in logging, fishing, forestry, and support activities.
1.2 Overview of Yield Forecasting
Looking closely into the agricultural activities, we find that crop growth and devel-
opment are largely affected by environmental conditions. These conditions result in
significant variation in crop yields from year-to-year and location-to-location. Conse-
quently, understanding the stochastic behavior of crop yield is an essential part at all
levels. At the country level, yield forecasting is used in the determination of national
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food security, crop insurance policy, import and export plans, and government aid
for farmers. At the farm level, knowledge of the yield forecast before the harvest
time gives the producers information to plan their farming activities and marketing
strategies for their products. For example, predicting shortfalls of crop yields for the
coming year gives the government time to initiate appropriate policies and the farmers
to make crop selection decisions and to undertake marketing schemes. Consequently,
yield forecasting plays an important role in strategic planning and decision making.
Crop yield forecasting can be performed via mathematical or statistical methods.
Some of the standard methods already investigated include:
Regression analysis - Regression analysis is one of the most widely used methods
in yield forecasting (Horie et al. 1992), and many regression models and techniques
have been developed (De la Rosa et al. 1981, Garcia-Paredes et al. 2000, Huda et al.
1976, Oberle and Keeney 1990). This technique predicts the response variable, i.e.
yield, in terms of explanatory variables such as weather, soil properties, input, and
technology. In most of the yield forecasting literature, parametric regression model
are used with the assumption that the functional form of the predictor variables is
known (Kaspar et al. 2003). The common used models are linear regression models
(Shibayama 1991), polynomial regression models (Wilcox et al. 2000), and nonlinear
regression models (House 1979).
Simulation - Simulation is often used in yield forecasting. It makes use of me-
teorological variables such as temperature, rainfall, solar radiation, and humidity to
simulate their impact on any agricultural process by a set of mathematical equations,
based on the knowledge or experiments of that process. Crop simulation model may
be thought as a mathematical representation of the integration of the disciplines of
biology, physics, and chemistry (Hoogenboom 2000).
Time series analysis - Time series techniques are often used to analyze crop yield.
Some techniques rely exclusively on past yield data. The dependent variable (i.e.
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yield) is modeled as a function of time, i.e.
Yt = f(t) + εt,
where Yt is the yield in year t, f(t) is the function that establishes the relationship
between yield and time, and εt is the error in year t. If the statistical properties of the
time series are constant over time, the series is referred to as stationary series. This
series can be predicted by simple moving average, simple exponential moving average,
autoregressive moving average (ARMA), or autoregressive integrated moving average
(ARIMA). On the other hand, if for example, the variance is a function of time,
the series is then called nonstationary. Some of the techniques that can handle this
kind of data include trend analysis, double moving average, and double exponential
smoothing.
1.3 Overview of Price Forecasting
In addition to yield, crop price is another important variable that determines the
success of the agricultural business. Crop prices are usually unstable due to the
demand and supply of products which highly depend on weather, disease, and pests.
The passage of the 1996 Farm Act maintained the market orientation and increased
the planting flexibility. Moreover, recent passage of the 2002 Farm Act had an effect
on the crop segment through the acreage and production changes which are reflected in
the changes of equilibrium levels of prices and demand. As a result, price forecasts are
crucial to everyone in the agricultural business from the growers who make production
and marketing decisions, to agribusiness companies that buy and sell food products,
and to policymakers who manage the commodity programs. Many studies (Adam et
al. 1996, Antonovitz and Roe 1986, Byerlee and Anderson 1982, Roe and Antonovitz
1985) address the importance of price forecasting.
For the reasons stated above, several models have been developed to forecast the
future cash prices of crops and livestock. A commonly used model is a futures-based
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model that relies on the assumption that futures price is a good measure of the actual
price (Eales et al. 1990). However, futures price may not reflect the actual local cash
price since it represents the world view over the price of the agricultural commodity.
Thus, it should be used only as a benchmark. The futures price can be localized by
using a commodity basis. Commodity basis is the difference between the local cash
price and the relevant futures contract price for a specific time period. It is defined
as follows
Commodity Basis = Cash Price - Futures Price.
From the relationship between the local cash price and the futures price through
the commodity basis, the expected cash price can be found by the following simple
formula
E(Cash Price) = Futures Price + E(Commodity Basis),
where E denotes the expectation operator.
Regression modeling is also used in price forecasting (Kastens et al. 1998, Kenyon
and Kingsley 1973). The predictor variables can be ending stock, production, loan
rate, export from other countries, etc. Other researchers use time series analysis
techniques in forecasting prices (Liew et al. 2003, Tomek 2000). Crop prices, like
other commodity prices, are clearly seasonal. They tend to drop at harvest due to
the large amount of crops released to the market and are likely to increase after the
harvest time. These time series techniques help reflect the seasonal effect on price
and make the forecasting more accurate.
1.4 Overview of Crop Decision Planning
Crop planning involves several decisions including crop and variety selection, acreage
allocation, planting, harvesting, storing, and selling. Before each cropping period
begins, farmers have to consider which crops they will grow in the coming year. This
can be a difficult decision since at the beginning of the cropping season, they do
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not have information for weather, yield, price, demand, and supply. They may use
their experience or other tools such as advisory service, government crop reports, or
computer software, to make decision. Once they decide which crops to grow, they
determine the variety of each crop that yields the best return.
Following crop selection, the acreage allocation decision is another issue to con-
sider, particularly when several crops will be produced. Because of the limitation on
the land and other resources, the growers should allocate the area among the crops
efficiently so that the expected return or utility is maximized.
When the planting period arrives, the cultivation schedule has to be set up ac-
cording to the planting dates of each crop and the allocation of resources including
labor and equipment. The crop fields require close attention since there are many fac-
tors that influence the growth of the crops. Flood and drought have a direct impact
on crop yield. Weeds and pests also restrain the growth of the produce. Fertilizer,
chemicals, and pesticide may be used to enhance the yield.
Similar to planting, the harvesting schedule is constrained by the crops’ harvesting
dates and the availability of resources. Once the crops are harvested, the next concern
is the storage decision. If the crops are storable, farmers may keep them for sale
at higher prices after the harvest time. By doing so, producers may obtain higher
returns, even after accounting for the storage costs that will occur.
Getting the highest possible return is one of the growers’ aims. Selling the products
can be made at anytime, even before growing. The easiest selling decision is to sell
at harvest. However, this practice may not give a high return because of the seasonal
effect. Nonetheless, there are many ways to market the products such as using futures
or futures options to hedge the products.
In this dissertation, we develop a crop decision planning model that helps farm-
ers make appropriate decisions under yield and price uncertainties. We forecast crop
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yield from historical weather and GDP data under a semiparametric regression frame-
work. The weather variables used in our forecasting model are temperature and rain-
fall during the growing season. We predict cash price from historical cash and futures
prices under a futures-based framework. We incorporate the predicted yield and price
from the developed forecasting models in our decision planning model which enables
us to explore the effects of stochastic behavior of these uncertainties. The connec-
tions between the forecasting models and the decision planning model are graphically
illustrated in Figure 2.
The contribution of this dissertation is three-fold: yield forecasting, price forecast-
ing, and crop decision planning. For yield forecasting, we develop a semiparametric
regression model that incorporates the within- and between-year relationships in the
data. For price forecasting, we propose a functional model-based price forecasting
model which estimates the distribution of the commodity basis. For crop decision
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Figure 2: Connections between the crop decision planning model, the yield forecast-





Crop producers often suffer from a lack of accurate information on which to base deci-
sions for crop production and evaluation such as crop yield. Being able to accurately
predict yield would allow producers to better prepare for the growing season. The
objective of this chapter is to develop an accurate yield forecasting model along with a
prediction confidence band. This will allow us to explore the effects of yield behavior
in the context of a decision planning model.
We develop a crop-weather regression model to forecast the crop yield. In contrast
to other regression models that typically use a parametric framework, our proposed
yield forecasting model is developed using a semiparametric approach. Within our
approach, we incorporate the within- and between-year relationships intrinsic to the
data in the yield forecasting model. This results in higher prediction accuracy since
we borrow information across the sample data, and therefore, we make better use
of the information content in the data. Indeed, our experimental study shows that
the forecasting performance in terms of mean squared error is improved under the
semiparametric framework. Another important contribution of this research is the
estimation of prediction confidence bands. The estimated confidence bands are further
integrated in the decision planning model.
The layout of this chapter is as follows. The literature is reviewed in Section 2.2.
The semiparametric yield forecasting model is described in Section 2.3. The proposed
forecasting models is evaluated in Section 2.4. We compare the semiparametric model
to a series of other forecasting models for corn and soybean yields and weather in
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Illinois. These data are discussed in Section 2.4.1. Fit and prediction results of the
yield forecasting models are shown in Section 2.4.5. Conclusions are given in Section
2.5.
2.2 Literature Review
Crop yield forecasting has been a topic of interest for producers, consultants, and agri-
cultural related organizations (Silveira de Jasa 1986). Timely and accurate crop yield
forecasts are essential for crop production, marketing, storage, and transportation
decisions and they help managing the risk associated with these activities (Bannayan
and Crout 1999, Lee 1999, Potgieter et al. 2005). The most well-known and widely
used crop information comes from the monthly Crop Production reports (Krog 1988).
These reports, prepared by the National Agricultural Statistics Service (NASS), pro-
vide statistics and related information of crop production in the U.S. NASS uses data
collected from farm operations and field observations to make yield forecasts. The
information regarding crop production is provided monthly. The farmers’ planting
plan is reported in March, while the actual planted acreage is released in June. The
monthly yield and production predictions for crop planting for corn and soybean are
available in August. At the end of the harvest season, the estimated actual production
is also provided (Vogel and Bange 1999). Even though these reports supply crop yield
forecasts that are broadly utilized, they generate only the mean estimate for each state
(Lee 1999). This numerical estimate may not reflect the true yield in any particular
area in the state. Moreover, the projected grain yields, which are released monthly
from August through November, are not available at the time when farmers need to
make decision about planting and production.
According to Walker (1989), there are two distinct crop models - simulation and
regression. The strengths and weaknesses of both methods are mentioned by Silveira
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de Jasa (1986). A simulation model characterizes the mathematical relationships in-
trinsic to the data set from previous experiments. This method can generate results
under various conditions assuming extensive information used to develop and test
the model. However, in agricultural data, in information is rather sparse and incom-
plete. Because of this limitation, the regression approach is the common approach for
predicting yield across large area. In addition, as mentioned by Walker (1989), the
same crops are usually cultivated on the same land by the same growers under similar
environmental conditions. Therefore, the past yield data contains useful information
that can be further used to forecast the current yield production. However, multi-
collinearity among the predictor variables in multiple regression can be a problem
when we want to estimate the contribution of individual predictor.
Various models have been proposed to describe the relationship between yields
and related explanatory variables such as weather, soil, water, atmospheric conditions
(Ballal et al. 2005, Freckleton et al. 1999, Greenwald et al. 2006, Stephens et al.
1994). The prediction errors associated with the crop models are discussed in detail
(Swaney et al. 1986). Horie et al. (1992) give an overview of crop models.
The effects of weather on the crop yields have received wide attention for many
years (Guise 1969). Baier (1979) defines the crop-weather models as “a simplified
representation of the complex relationships between weather or climate on the one
hand and crop performance (such as growth, yield, or yield components), on the
other hand by using established mathematical and/or statistical techniques.” Many
studies incorporate the temperature effect in crop yield prediction (Peng et al. 2004,
Wheeler et al. 2000). Sheehy et al. (2006) use the temperature and rice data from
1992 to 2003 with two distinct models, mechanistic model and empirical model, to
predict the yield. A mechanistic model is a model based on the underlying physics
and chemistry governing the behavior of the process. It uses the knowledge of the
interactions between variables to define the model structure. Therefore, it does not
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require large data for model development. On the other hand, an empirical model
is a data-driven model that specifies the relationship between variables so it heavily
depends on data availability. They conclude that the grain yield will decrease by
six percent from the based yield for each degree Celsius increased. We find similar
temperature effects in other research (Batts et al. 1997, Mitchell et al. 1993, Porter
and Gawith 1999).
Rainfall is another explanatory variable that is highly correlated with the yield
(Mkhabela et al. 2005, Seif and Pederson 1978). Lomas and Herrera (1985) examine
the associates between rainfall and yield of rice grown in Costa Rica from 1975 to
1982. They find that the quadratic regression model gives better prediction results
than the simple linear model. August rainfall has the highest correlation, which can
explain 52-66% of the variability in rice yield.
Many yield forecasters use several weather variables in their forecasting models.
Hoogenboom (2000) provides a comprehensive overview of simulation models using
weather variables including temperature, rainfall, and solar radiation. Kandiannan et
al. (2002) develop a multiple regression model using rainfall, temperature, evapora-
tion, wind speed, and humidity as the independent variables to predict turmeric yield
in Tamil Nadu, India. Data from 1979 to 1999 are used in this analysis. The first
10-year data is used to construct the model and the remaining 10-year data is used
to test the model. Even though the coefficient of determination is high, R2 = 0.89,
the forecasted values are much different from the observed ones. These differences
result in high root mean squared error (RMSE) which is 1,082.7 kg per hectare. They
conclude that the non-weather factors, especially technology, may have a considerable
influence on the yield.
Beside simulation and regression, there are several weather-based approaches that
are applied to crop yield prediction, i.e. Markov chain modeling (Mantis et al. 1985,
Mantis et al. 1989) and artificial neural networks (Kaul et al. 2005, Jiang et al.
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2004, Park et al. 2005). Markov chain approach is based on the Markov property
assumption that the conditional probability distribution of any future state of the
process given the past states and the present state is independent of the past states
and depends only on the present state. This approach does not have assumptions
on random errors like a regression approach. However, Markov chain requires the
estimation of transition probability distribution. Artificial neural network (ANN),
on the other hand, is based on the human brain’s biological neural processes. ANN
learns to recognize the patterns or relationships in the data by observing a large
number of input and output examples. Once the neural network has been trained, it
can predict by detecting similar patterns in future data. Therefore, ANN does not
have to specify relationships between dependent and predictor variables in advance.
Nevertheless, ANN delivers the results without the explanation of how the results are
derived.
Past yield data may be used to estimate the future outcomes without covariate
information. For example, Boken (2000) forecasts the spring wheat yields in 1994,
1995, and 1996 by using the yield data sets from 1975-1993, 1975-1994, and 1975-
1995, respectively. He applies six time series techniques (linear trend, quadratic trend,
simple exponential smoothing, double exponential smoothing, simple moving average,
and double moving average) to these data sets and concludes that the quadratic trend
performs better than the moving average and the exponential smoothing in terms
of mean squared error. These time series analysis techniques, compared to other
methods, are easier to implement and use less information. They assume that the
surrounding conditions are the same as in past periods and do not take into account
the information in the independent variables that may relate to the yield. As a result,
the predicted yields may be inaccurate and should be used with caution.
This research focuses on building a crop-weather model using a regression ap-
proach. The commonly used approach to yield forecast is linear regression. However,
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as studied in this dissertation, there may be nonlinear relationships between yield
and weather-based variables. One alternative to allow for nonlinear relationships is
to use different degrees of polynomials. One difficulty is to identify the polynomial
degree for each predictor where the number of predictors can be very high.
In line with the current literature, we develop a crop-weather model using a regres-
sion approach where the weather factors are rainfall and temperature. In contrast to
the current approaches, we study a semiparametric model to automatically estimate
the nonlinear relationships between yield and weather-based predictors. Additionally,
we account for the economic growth by including GDP as a regressor.
2.3 Method
In this section, a semiparametric crop-weather regression model is developed to pre-
dict the crop yield. The limitations associated with this model are discussed and the
method to surmount these limitations are provided.
2.3.1 Model Formulation
The weather factors used in the proposed model are rainfall and temperature dur-
ing the growing season. In addition to these factors, we also incorporate the GDP
macroeconomic indicator to account for the economic growth, which indirectly reflects
in the yield change over time. Since we expect a considerable advance in agricultural
technology (i.e. new equipment, better seed, better fertilizer, etc.) over the past few
decades, we allow for the technology change through the mean function, which may
vary with time only. A functional linear regression analysis is applied to find the re-
lationship between the response variable, which is yield, and the predictor variables,
which are temperature, rainfall, and GDP. The initial model incorporates both the
weather variables and GDP as follows
Yi = µ(ti) + α
(T )
1 (ti)T (s1, ti) + . . . + α
(T )
m (ti)T (sm, ti) + α
(R)
1 (ti)R(s1, ti) + . . . +
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α(R)m (ti)R(sm, ti) + α
(GDP )(ti)GDP (ti−1) + εi, i = 1, . . . , N. (1)
We assume the errors are identically normally distributed with E(εi) = 0. In this
model, Yi is the yield observation of the i
th year, N is the number of years, and m is
the number of months during the growing season. The set of temperature variables
consists of T (s1, ti), the first month temperature of the growing season in i
th year,
T (s2, ti), the second month temperature of the growing season in i
th year, and so
on. The set of rainfall variables consists of R(s1, ti), the first month rainfall of the
growing season in ith year, R(s2, ti), the second month rainfall of the growing season
in ith year, and so on. We also use the one-year lag nominal GDP - GDP (ti−1). We
estimate the relationship between the set of predictors above and the yield response
by allowing for time (year) dependence in the regression coefficients.
There are several difficulties associated with the yield forecast using the weather-
based regression model in (1). First, it includes a large number of predictors from
GDP and the monthly data of temperature and rainfall. The number of predictors
can be even larger when using weekly or daily data and/or other weather predictors
are considered (e.g. humidity). Second, there is a within-year dependence among
the predictors; temperature and rainfall are observed over the growing season within
each year and used to predict yearly yields. Consequently, the predictors are not
uncorrelated as commonly assumed in regression analysis. Predictor dependence or
multicollinearity may not affect the goodness of fit, but the estimated regression
coefficients may be unstable due to their joint effect (non-identifiability). Moreover,
when forecasting using weekly or daily values for temperature and rainfall, the number
of predictors and the correlation between predictors increase dramatically.
One way to overcome these two model limitations is to use principal component
analysis (PCA) to transform possibly correlated variables into a smaller set of uncor-
related variables without a significant loss of information. PCA can be found in a wide
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range of applications such as computer vision and pattern recognition, source separa-
tion, denoising, and biomedical problems (Popovici and Thiran 2004, Raychaudhuri
et al. 2000, De la Torre and Black 2001, Schölkopf et al. 1999). PCA makes use of an
eigenvalue decomposition of the variance matrix of the data to find the rotating direc-
tions and show maximum variabilities on the axes. The eigenvector can be regarded
as a weight vector that gives the direction of variability of the corresponding principal
component. The eigenvector with the highest eigenvalue determines the direction of
the first principal component. This component explains the largest amount of varia-
tion in the data. The eigenvector associated with the second largest eigenvalue gives
the direction of the second principal component. This component explains the next
largest amount of variation and is orthogonal to the first principal component.
The explanatory variables, temperature and rainfall, depend continuously over
time and are therefore naturally described as functionals. In order to transform the
temperature and rainfall variables into a set of uncorrelated variables and to allow
for within-year dependence, we use the functional version of PCA (FPCA). We apply
FPCA to temperature and rainfall data separately even though we may expect some
degree of collinearity between temperature and rainfall. FPCA applied to functional
data from bivariate or multivariate random functions is a research topic that has not
yet been explored and it requires rigorous considerations. This topic is beyond to
scope of this dissertation. The key references for FPCA are Chapter 8 of Ramsay
and Silverman (2005) and Chapter 2 of Ramsay and Silverman (2002), but recently,
other methods for estimating FPC’s have been introduced. For example, Yao, Müller
and Wang (2005) developed a method that allows for a sparse design.
Denote ωj(s, t) the weight functions or principal components for temperature data
where s is the month index (s = 1, . . . , m) and t is the year index (t = 1, . . . , N)
for j = 1, . . . , m. They are functional eigenvectors of the covariance matrix of the
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temperature data and they form an orthonormal basis in the sense that
∫
s
ω2j (s, t) ds = 1 and
∫
s
ωj(s, t)ωk(s, t) ds = 0. (2)




T (s, t)ωj(s, t) ds,
and have mean zero and E(Pj(t)2) = λj, where λj is the jth eigenvalue of the tempera-
ture covariance matrix. Similarly, for rainfall data, we denote ρj(s, t) be the principal




R(s, t)ρj(s, t) ds,
where R(s, t) is the rainfall in year t varying with s over the growing season. The
rainfall scores also have mean zero and E(Sj(t)2) = νj, where νj is the jth eigenvalue
of the rainfall covariance matrix.
The constraints in equation (2) guarantee that the principal components or the
weight functions are mutually orthogonal and hence the scores become uncorrelated.
Because the first few principal components generally explain most of the variability in
the observations, we can reduce the number of variables by discarding the principal
components of lesser significance or variability. Let IT and IR denote the number
of temperature and rainfall principal components selected according to their vari-
ability. Further, we replace the temperature and rainfall predictors with the scores
corresponding to the first IT and IR principal components for temperature and, re-
spectively, for rainfall data. The model becomes
Yi = µ(ti) + α
(T )
1 (ti)P1(ti) + . . . + α
(T )
IT
(ti)PIT (ti) + α
(R)





(GDP )(ti)GDP (ti−1) + εi, i = 1, . . . , N. (3)
We allow for between-year relationships through the regression coefficients, which are
functions of time (year).
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2.3.2 Model Estimation
We estimate the regression coefficient functions µ, α
(T )
j for j = 1, . . . , IT , α
(R)
j for
j = 1, . . . , IR, and α
(GDP ) using p-splines. We closely follow the estimation procedure
of a penalized spline using Best Linear Unbiased Prediction (BLUP) in a mixed model
outlined by Ruppert et al. (2003), p. 108-110.
In (3), we assume the following decomposition of the coefficient functions
µ(t) = β0, αj(t) = βjt +
K∑
k=1
ujk |t− κk|3 .
The decomposition in αj(t) is based on the radial basis spline functions where κk are
the fixed knots and K is the number of knots. In the decomposition defined above,
βj are fixed effects and ujk are random effects. We assume that the random effects,
ujk, have a normal distribution:








Other assumptions in the model are
E [Pj(t)] = 0 and V [Pj(t)] = σ2j ∀j = 1, . . . , IT ,
E [Sj(t)] = 0 and V [Sj(t)] = σ2j ∀j = 1, . . . , IR,
E [GDP (t)] = 0 and V [GDP (t)] = σ2.
In addition, Pj(t) and Sj(t) are uncorrelated. These assumptions hold since Pj(t) and
Sj(t) are the scores of functional principal components for temperature and rainfall.
GDP used in this model is standardized.
Let N be the number of years and define the X and Z matrices as
X = [1 tiP1(ti) . . . tiPIT (ti) tiS1(ti) . . . tiSIR(ti) tiGDP (ti−1)]i=1,...,N ,
ZTj = {
[|ti − κ1|3 . . . |ti − κK |3
]
Tj(ti)}i=1,...,N , j = 1, . . . , IT ,
ZRj = {
[|ti − κ1|3 . . . |ti − κK |3
]
Rj(ti)}i=1,...,N , j = 1, . . . , IR,
ZGDP = {




In order to allow for uncorrelated random effects, we scale Z matrices by Ω−1/2:
Z̃Tj = Ω
−1/2ZTj , j = 1, . . . , IT , Z̃Rj = Ω
−1/2ZRj , j = 1, . . . , IR, Z̃GDP = Ω
−1/2ZGDP .
Finally, define Z̃ matrix as
Z̃ =
[
Z̃T1 . . . Z̃TIT Z̃R1 . . . Z̃RIR Z̃GDP
]
.
With the above formulation, (3) can be written in the form of a linear mixed model
as
Yi = βX + uZ̃ + εi, i = 1, . . . , N, (4)
where β and u are vectors of coefficients.
The approximate 100(1-α)% pointwise prediction band with bias allowance, as
adapted from the confidence band proposed by Ruppert et al. (2003), p.137-140, is
defined as









CTt∗ + 1, (5)




, Ct∗ is the predicted row of C for t = t
∗,
and D = diag(0, . . . , 0, 1, . . . , 1). The number of zeros in D is equal to the number
of columns in X plus one (for the intercept) and the number of ones in D is equal to
the number of columns in Z̃. Here, we use a pointwise prediction band because we
are only interested in the prediction interval of the predicted year.
2.4 Numerical Study
In this section, we provide the numerical study of the semiparametric regression model
formulated in Section 2.3. First, we provide the background of the data used in this
study. Next, we present the results from FPCA. Then, we analyze the proposed
regression model and the linear regression models. Performance of the forecasting
models is evaluated and finally, the yield prediction confidence band is estimated.
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2.4.1 Data Background
We base our yield forecast on historical corn and soybean yield data, weather data,
and nominal GDP. Historical corn and soybean yield data are acquired from Quick
Stats, an agricultural statistics database, provided by the National Agricultural Statis-
tics Service. Yield data are expressed as a number of bushels harvested per acre. Both
corn and soybean yield data are from Hancock County in Illinois from 1927 to 2005.
We chose Illinois as our primary state in our study since based on the Agricultural
Statistics report (National Agricultural Statistics Service 2005), Illinois is the largest
soybean producer, and the second largest corn producer in the U.S. Hancock county
is chosen as a representative county in Illinois because its corn and soybean yields
in 2005 are about the same level as the state average. However, our methodology
applies to any crop producer across the country.
In our weather-based model, we use the weather data from National Climatic Data
Center (NCDC). These data are collected from La Harpe station in Hancock County,
Illinois, from 1927 to 2005. The rainfall variable is the total monthly rainfall in inches
and the temperature variable is the average monthly temperature in degree Fahrenheit
during the cropping season. Based on the Usual Planting and Harvesting Dates for
US Field Crops report (National Agricultural Statistics Service 1997), in Illinois,
corn is usually planted around the end of April and harvested in late September.
Similarly, soybean is planted in the beginning of May and harvested in late September.
Therefore, we include only the temperature and rainfall data from May to September
in our study.
Another variable used in yield forecasting is annual GDP from 1926 to 2004. We
use the nominal GDP acquired from Economic History Services. We utilize the one-
year lag nominal GDP since the current yield is the reflection of past year’s economic
growth.
21
Figure 3: Time series of temperature from May to September (1927 to 2000)
2.4.2 Functional Principal Component Analysis
We apply the functional principal component analysis (FPCA) described in Section
2.3.1 to temperature and rainfall data. The temperature data explored in this study
is the average monthly temperature in degrees Fahrenheit and rainfall data is the
total monthly rainfall in inches from May to September. We forecast one-year ahead
or one-lag. This means we use data from 1927 to 1995 to forecast the yield for 1996,
data from 1927 to 1996 to forecast the yield for 1997, and so on. For demonstration
purpose, we provide the FPCA results only for the data from 1927 to 2000.
The time series plots of temperature and rainfall data are depicted in Figures 3
and 4, respectively. We observe the seasonal pattern in temperature time series but
not in rainfall.
The smoothed mean function of the temperature data during the growing season
is shown in Figure 5. We find that the average temperature gradually increases from
May and reaches the highest average temperature at 76◦F in July, indicated by the
dashed line, and then steadily decreases until the end of the harvesting period in
September. This pattern is as expected since the temperature is highest during the
summer period and lower in spring and fall.
For the rainfall data, the smoothed mean function is displayed in Figure 6. The
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Figure 4: Time series of rainfall from May to September (1927 to 2000)
Figure 5: Smoothed mean function of temperature from May to September (1927
to 2000)
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Figure 6: Smoothed mean function of rainfall from May to September (1927 to
2000)
total rainfall is highest in the beginning of June, indicated by the left dashed line,
and decreases rapidly until it reaches its minimum in August, indicated by the right
dashed line.
Next, we compute the principal component weight function, which explain the
amount of variation in a decreasing order. The number of principal components
equals the number of time points. Since there are five months, May to September,
there will be five principal components. Figure 7 depicts all principal component
curves for the temperature data. Each panel shows the weight function for the tem-
perature data after the mean across 73 years has been removed from each month.
The first weight function, displayed in the upper left panel, is negative throughout
the year. The highest absolute weight is placed on July (recall that it is the month
that has the highest temperature). The lowest absolute weight is assigned to Septem-
ber temperature, which is about a half of the highest absolute weight. This implies
that the greatest variability between years can be found by heavily weighting May to
August and lightly weighting September. The second weight function is displayed in
the upper right panel. This function has a sinusoidal shape. The weight gradually
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Figure 7: Principal component curves of temperature data from 1927 to 2000
increases from May until it reaches its peak in June. After that, it decreases pass-
ing zero in July to the minimum in August and then increases again in September.
This component consists of a positive contribution for temperature before July and
a negative contribution for temperature after July.
The principal component curves of the rainfall data are displayed in Figure 8.
Similar to the temperature data, each panel shows the weight function after subtract-
ing the mean over all 73 years from each monthly rainfall data. The first weight
function is shown in the upper left panel. The highest absolute weight is placed on
July and moderate absolute weight on June. Small positive weights are assigned to
August and September and a small negative weight is assigned to May. In contrast,
the second weight function, displayed in the upper right panel, places positive weights
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Figure 8: Principal component curves of rainfall data from 1927 to 2000
on July, August, and September and negative weights on May and June. Thus, this
component has a negative effect from the first two months and a positive effect from
the last three months.
Figures 9 and 10 show the proportion of variance explained by each principal
component of temperature and rainfall data, respectively. The first temperature
principal component accounts for 47.90% of total variation while the second accounts
for 26.07%. These two principal components account for almost three-fourths of the
variability. Therefore, we may use only the first two principal components of the
temperature data in the yield forecasting model. By incorporating only the first two
principal components, we reduce the number of parameters in the yield forecasting
model by 3×KT where KT is the number of non-zero coefficients used for estimating
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Figure 9: Bar plot of the variance proportions explained by the five principal com-
ponents of temperature data from 1927 to 2000
Figure 10: Bar plot of the variance proportions explained by the five principal
components of rainfall data from 1927 to 2000
the linear functional α(T )(t) in equation (3).
Likewise, the first rainfall principal component explains 34% of the variability. The
second component accounts for 32.68% and the third component accounts for 20.84%
of the variation. Thus, the first three principal components altogether explain 87.52%
of the total variability. Consequently, by using the first three principal components,
the number of coefficients in the yield forecasting model reduces from 5×KR to 3×KR
where KR is the number of non-zero coefficients of α
(R)(t), the coefficient functional
of a rainfall principal component.
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Figure 11: Observed corn yield and predicted corn yield as provided by Model 1
2.4.3 Additive Regression Model
2.4.3.1 Corn
In corn yield forecasting, the scores of temperature and rainfall principal components
are used as predictors in the semiparametric regression model as described in (3).
First, we incorporate the scores of all principal components along with the standard-
ized lag nominal GDP. The model as defined in (3) for IT = 5 and IR = 5 can be
written as
Yi = µ(ti) + α
(T )
1 (ti)P1(ti) + . . . + α
(T )
5 (ti)P5(ti) + α
(R)
1 (ti)S1(ti) + . . . +
α
(R)
5 (ti)S5(ti) + α
(GDP )(ti)GDP (ti−1) + εi, i = 1, . . . , N. (6)
We refer this model as Model 1. The one-lag prediction results for 1996 to 2005
are illustrated in Figure 11. This model provides good predictions for only a few years
with large prediction errors for the beginning and the end of the prediction period.
According to the amount of variation explained by each principal component score
described in Section 2.4.2, the first two temperature principal component scores and
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Figure 12: Observed corn yield and predicted corn yield as provided by Model 2
the first three rainfall principal component scores explain most of the variation in
the data. This suggests using only these five principal component scores and the
standardized lag nominal GDP to predict the yearly yield. The model is described in
equation (3) for IT = 2 and IR = 3, which we refer to Model 2. The model becomes
Yi = µ(ti) + α
(T )
1 (ti)P1(ti) + α
(T )
2 (ti)P2(ti) + α
(R)





3 (ti)S3(ti) + α
(GDP )(ti)GDP (ti−1) + εi, i = 1, . . . , N. (7)
Figure 12 depicts the one-year ahead forecasting results for 1996 to 2005. This
model delivers a better forecast than the previous model even though it has large
prediction errors in 1999 and 2005. This implies that discarding high order principal
components improves the performance of the model.
The output of the semiparametric regression model (not shown here) indicates that
some coefficient functions of weather principal component scores have high smoothing
parameter values which imply that they are approximately linear. This suggests using
linear functions to estimate some of the regression coefficients. Using linear rather
than nonlinear coefficient functions entails a more parsimonious model, which will be
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easier to predict and interpret. We search exhaustively starting with the full model
of corn yield forecasting (Model 1) to identify a set of predictors and the shape of
their coefficient functions (linear vs. nonlinear) that will provide the best overall
prediction and fitting with respect to one-lag prediction mean squared error. We use
smoothing parameter values as a criterion to determine the shape of the coefficient
functions and t-test criterion to select the set of linear predictors. This gives the final
model (Model 3). This model consists of two nonparametric nonlinear components,
standardized lag nominal GDP and first temperature principal component score, three
linear components, second and third temperature principal component scores, and
first rainfall principal component score. The final corn yield forecasting model is in
the equation below
Yi = µ(ti) + α
(T )
1 (ti)P1(ti) + α
(T )





1 S1(ti) + α
(GDP )(ti)GDP (ti−1) + εi, i = 1, . . . , N. (8)
The one-year ahead predicted yields for 1996 to 2005 are shown in Figure 13. The
predicted yields are very close to the observed yields. There is a moderate error in
2005.
2.4.3.2 Soybean
Soybean yield forecasting model also uses the temperature and rainfall principal com-
ponents and the standardized lag nominal GDP as the regressors. Therefore, when
incorporating all principal components in the model, the soybean yield forecasting
model will have the same Model 1 as corn yield forecasting model (6). In addition,
when using only the major principal component scores, the first two temperature
principal component scores and the first three rainfall principal component scores,
soybean’s Model 2 will also be the same as corn’s Model 2 (7). Figures 14 and 15
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Figure 13: Observed corn yield and predicted corn yield as provided by Model 3
depict the one-lag prediction results for 1996 to 2005 of Models 1 and 2, respectively.
Overall, both models deliver good yield predictions. However, Model 1 has large pre-
diction errors in 1999 and 2004 while Model 2 has large prediction discrepancy only
in 1999.
We perform an exhaustive search to find the final semiparametric regression model
for soybean. This results in a model with two nonlinear components, standardized
lag nominal GDP and second rainfall principal component score, and four linear
components, first, second, and fifth temperature principal component scores and first
rainfall principal component score. This model is referred as Model 3:
Yi = µ(ti) + α
(T )
1 P1(ti) + α
(T )
2 P2(ti) + α
(T )





2 (ti)S2(ti) + α
(GDP )(ti)GDP (ti−1) + εi, i = 1, . . . , N. (9)
The one-year ahead forecasting results are illustrated in Figure 16. This model
provides better forecasts than the first two models even though it still has a large
prediction error in 1999.
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Figure 14: Observed soybean yield and predicted soybean yield as provided by
Model 1























Figure 15: Observed soybean yield and predicted soybean yield as provided by
Model 2
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Figure 16: Observed soybean yield and predicted soybean yield as provided by
Model 3
2.4.4 Linear Regression Analysis
The common approach to predicting yield from weather data is linear regression
(Kandiannan et al. 2002, Sheehy et al. 2006, Seif and Pederson 1978) as provided by
the model below
Yi = µ(ti) + α
(T )
1 T (s1, ti) + . . . + α
(T )
m T (sm, ti) + α
(R)
1 R(s1, ti) + . . . +
α(R)m R(sm, ti) + α
(GDP )GDP (ti−1) + εi, i = 1, . . . , N. (10)
The difference between (1) and the linear regression in (10) is that the coefficients
of the latter model are fixed over time. We perform the model selection under the
linear regression model using t-test criteria to obtain the final linear regression model
for corn and soybean. The results are as follows.
2.4.4.1 Corn
Using t-test criteria, we obtain a corn yield forecasting model with five predictor vari-
ables including standardized lag nominal GDP, May, July, and August temperature,
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and July rainfall. This model is referred to Model 4 which is given in the equation
below
Yi = µ(ti) + α
(T )
May T (May, ti) + α
(T )
Jul T (Jul, ti) + α
(T )
Aug T (Aug, ti) +
α
(R)
Jul R(Jul, ti) + α
(GDP )GDP (ti−1) + εi, i = 1, . . . , N. (11)
Another version of the linear regression model is obtained by replacing the monthly
temperature and rain predictors with the scores corresponding to their functional
principal components. The model selection using t-test criterion is applied to the
linear regression with the functional principal component scores as predictors resulting
in a model with five predictor variables including standardized lag nominal GDP, first
three temperature principal component scores, and first rainfall principal component
score. This model is referred to Model 5:
Yi = µ(ti) + α
(T )
1 P1(ti) + α
(T )





1 S1(ti) + α
(GDP )GDP (ti−1) + εi, i = 1, . . . , N. (12)
The one-lag prediction results of Models 4 and 5 for 1996 to 2005 are provided
in Figures 17 and 18, respectively. These two linear regression models provide good
predictions with moderate errors in years 1999 and 2005 and small errors in the first
three years.
2.4.4.2 Soybean
We apply the same model selection procedure as we did in Section 2.4.4.1 to soybean
data. The model using monthly weather data, Model 4, consists of standardized lag
nominal GDP, July and August temperature, and May, July, and August rainfall.
This model becomes
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Figure 17: Observed corn yield and predicted corn yield as provided by Model 4

























Figure 18: Observed corn yield and predicted corn yield as provided by Model 5
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Figure 19: Observed corn yield and predicted soybean yield as provided by Model
4
Yi = µ(ti) + α
(T )
Jul T (Jul, ti) + α
(T )
Aug T (Aug, ti) + α
(R)
May R(May, ti) +
α
(R)
Jul R(Jul, ti) + α
(R)
Aug R(Aug, ti) + α
(GDP )GDP (ti−1) + εi, i = 1, . . . , N. (13)
Likewise, the model using principal component scores of the weather data, referred
as Model 5, consists of standardized lag nominal GDP, first and second temperature
principal component scores and second and third rainfall principal component scores:
Yi = µ(ti) + α
(T )
1 P1(ti) + α
(T )





3 S3(ti) + α
(GDP )GDP (ti−1) + εi, i = 1, . . . , N. (14)
Figures 19 and 20 illustrate the one-year ahead soybean yield forecasting results
of Models 4 and 5, respectively. These models deliver good predictions in half of the
predicted years. There are a large error in 1999 and moderate errors from 2000 to
2004.
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Figure 20: Observed corn yield and predicted soybean yield as provided by Model
5
2.4.5 Model Evaluation
We use the mean squared error (MSE) criterion to evaluate the performance of the
forecasting models. Table 1 summarizes the performance of these models for corn yield
one-lag prediction as provided by MSE. Both parametric regression models, Models 4
and 5, have moderate MSE. The semiparametric regression models 1 and 2, on the
other hand, have much higher MSE than the linear regression models 4 and 5. The
selected model, Model 3, has the smallest MSE. It is about one-half of MSE for Models
4 and 5, and one-fourth of MSE for semiparametric models 1 and 2. Note that the
observed corn yield in year 2005 is lower than the prediction in all five models. This
is because there were extreme drought conditions during the 2005 growing season
(Zhang et al. 2006). The proposed models can capture part of this drought effect.
This can be seen from lower forecasted yield in 2005 than one in 2004.
The performance of soybean yield forecasting models are provided in Table 2.
Model 1 has MSE similar to Model 4. On the other hand, Model 2 has the same MSE
level as Model 5. The selected model, Model 3, has the smallest MSE. In addition,
it has the highest adjusted coefficient of determination. From corn and soybean yield
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Table 1: Corn yield prediction results from observed weather data for Model 1 to
Model 5
Predicted Year Observed Yield Model 1 Model 2 Model 3 Model 4 Model 5
(bushel/acre)
1996 141 158.13 145.27 142.91 157.00 157.37
1997 140 136.42 131.16 137.50 148.58 151.62
1998 133 154.75 128.98 131.86 147.15 141.93
1999 133 145.21 173.43 149.40 159.18 158.57
2000 158 144.87 140.84 150.86 161.15 159.96
2001 155 158.64 149.07 152.89 160.83 158.06
2002 155 170.39 161.90 159.85 155.97 162.70
2003 171 154.74 166.31 167.47 166.42 164.81
2004 193 233.66 195.96 192.99 197.82 192.89
2005 142 185.92 187.68 170.49 165.45 169.63
MSE 519.75 424.15 118.34 181.41 201.11
R2 † 90.96% 89.52% 89.21% 79.30% 78.90%
R2-adj † 89.45% 88.63% 88.47% 77.80% 77.40%
† Using data from 1927 to 2004
forecasting results, we can conclude that allowing for time-dependent relationships
reflected in the nonlinear coefficient functions together with the functional principal
component analysis improve the performance of the forecasting model.
In practice, we do not know the weather condition in advance. Therefore, we also
need the weather forecast in the yield forecasting model. For weather forecast, we
use a standard time series analysis technique called autoregressive integrated moving
average (ARIMA). We forecast for weather one year ahead. Since the model uses
only the weather from May to September, we calibrate the forecasted weather of
these months by the difference between the means of the first four months of the
predicted and observed data in that year. The resulting weather forecasts are close to
the true observed values. We perform a similar model evaluation as for the observed
weather and find that Model 3 still has the smallest MSE for both corn and soybean
(see Tables 3 and 4). This is as expected since the same models provide the best yield
forecast when the weather values are assumed to be known.
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Table 2: Soybean yield prediction results from observed weather data for Model 1
to Model 5
Predicted Year Observed Yield Model 1 Model 2 Model 3 Model 4 Model 5
(bushel/acre)
1996 43.5 45.56 43.21 44.24 43.20 45.43
1997 47.5 47.07 44.41 46.21 48.46 48.22
1998 44 41.16 39.36 40.81 43.29 43.66
1999 39 49.56 51.35 50.65 50.44 49.84
2000 46 44.73 42.12 43.07 48.55 46.24
2001 46 47.07 47.89 48.33 50.61 50.72
2002 47 52.14 50.56 48.59 53.40 52.15
2003 43 44.57 44.75 46.57 50.26 49.59
2004 53 63.03 51.57 52.69 56.50 56.28
2005 47 42.84 42.53 46.68 49.76 49.16
MSE 27.35 24.00 17.75 27.38 22.96
R2 † 87.81% 86.06% 86.87% 77.60% 77.30%
R2-adj † 85.77% 84.88% 85.96% 75.70% 75.80%
† Using data from 1927 to 2004
Table 3: Corn yield prediction results from forecasted weather data for Model 1 to
Model 5
Predicted Year Observed Yield Model 1 Model 2 Model 3 Model 4 Model 5
(bushel/acre)
1996 141 144.53 133.89 143.59 160.13 158.19
1997 140 147.92 135.81 139.86 154.79 153.50
1998 133 168.38 138.68 124.33 136.62 135.96
1999 133 150.81 152.41 143.12 151.52 150.68
2000 158 145.33 132.69 128.72 141.74 141.47
2001 155 161.17 154.78 154.38 161.95 161.64
2002 155 166.93 161.62 154.56 158.21 158.40
2003 171 179.32 179.53 177.36 178.61 177.30
2004 193 184.22 173.92 160.45 161.63 160.18
2005 142 174.51 183.87 163.35 163.97 161.98
MSE 318.79 355.16 259.81 278.88 264.40
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Table 4: Soybean yield prediction results from forecasted weather data for Model 1
to Model 5
Predicted Year Observed Yield Model 1 Model 2 Model 3 Model 4 Model 5
(bushel/acre)
1996 43.5 44.98 43.62 45.70 48.20 47.87
1997 47.5 46.45 43.97 46.25 48.09 47.25
1998 44 45.53 41.69 45.99 45.54 43.82
1999 39 49.18 48.50 50.14 49.74 48.31
2000 46 43.54 40.76 44.62 46.33 45.18
2001 46 49.08 47.34 48.76 50.76 50.05
2002 47 48.15 45.16 47.88 49.69 48.81
2003 43 48.93 47.71 48.90 53.19 52.70
2004 53 45.82 41.36 46.02 48.75 48.48
2005 47 42.25 43.60 47.83 50.47 49.41
MSE 23.54 30.99 22.90 30.40 24.66
2.4.6 Prediction Confidence Band
Since Model 3 of corn and soybean provides the best prediction, we use it as the base
model to determine the pointwise prediction band defined in Section 2.3.2. Predicted
corn yield for year 2005, as shown in Table 1, is 170.49 bushels per acre. The 95%
pointwise prediction band for year 2005 in bushels per acre is (131.32, 209.66). The
observed corn yield in year 2005 is 142 bushels per acre. It is close to the lower bound
of the estimated confidence interval due to the severe drought conditions mentioned
in Section 2.4.5. On the other hand, the predicted soybean yield for 2005 is 46.68
bushels per acre. The 95% pointwise prediction band for year 2005 in bushels per
acre is (37.94, 55.42).
The pointwise prediction bands of Model 3 are illustrated in Figure 21 for corn and
Figure 22 for soybean. The prediction band will give a range of possible outcomes,
and will allow us to cope with different scenarios that may occur over the planning
horizon for crop decisions.
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Figure 21: Plot of 95% pointwise prediction confidence band of the fitted corn yield
from 1927 to 2005






































Figure 22: Plot of 95% pointwise prediction confidence band of the fitted soybean
yield from 1927 to 2005
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2.5 Conclusions
To the best of our knowledge, parametric linear regression has been used as the fore-
casting tool in almost all studies on yield forecasting that use a regression approach.
Linear regression has been mainly considered since it is easy to use and interpret.
However, as pointed out in Section 2.3, it does not incorporate the between-year
relationships in the weather data. Disregarding these relationships may result in in-
accurate prediction as already discussed in Section 2.4.5. Subsequently, we proposed
a semiparametric regression model, which allows for these relationships. In addition,
we incorporate the concept of principal component analysis in our proposed model.
This technique reduces dimensionality of the model without much loss of information.
It also transforms the correlated variables into uncorrelated variables.
We develop the final semiparametric regression model for corn and soybean from
the full model that incorporates the whole set of functional principal component
scores. The selected model is compared with the linear regression models, the full
semiparametric model, and the semiparametric model that uses only the major func-
tional principal component scores. Since our yield forecasting models make use of
future weather information, in practice, we need to forecast the weather condition.
In this research, we employ the time series technique called ARIMA to forecast for
weather one year ahead. Finally, the yield prediction confidence band is estimated
and will be used in the crop decision planning model in Chapter 4.
According to the numerical study on the data discussed in Section 2.4 , our se-
lected semiparametric model outperforms other models in both corn and soybean
yield predictions. It has the smallest mean squared error and high adjusted coeffi-
cient of determination when using observed and forecasted weather data. This result
confirms that the semiparametric regression model with the functional principal com-
ponent scores enhances the forecasting performance.
Another observation arises from this forecasting analysis. Temperature gives more
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information than rainfall, especially in the corn yield prediction. In the final corn yield
prediction model, we use three temperature principal component scores and only
one rainfall principal component score. In soybean yield forecasting, we use three






The profitability of an agribusiness is heavily influenced by the crop prices since they
directly affect costs and revenues. Crop producers need to know the crop prices in
order to select the crops that provide the highest return and determine the proper
time to sell their products. Because many decisions are made in advance before the
prices are realized, price forecasting is crucial for the producers and agribusinesses.
This chapter focuses on developing the price forecasting model that provides accurate
forecasts in the timely manner.
We develop a cash price forecasting model under a futures-based framework, which
predicts the cash price from futures contract price and commodity basis. In this re-
search, we concentrate on forecasting commodity basis rather than cash price. We
apply the concept of functional model-based clustering analysis to estimate the den-
sity function of the commodity basis. Our model is distinct from other futures-based
models that usually estimate the expected commodity basis. Hence, the main contri-
bution of this chapter is to estimate the commodity basis distribution. The distribution
is used to estimate the confidence interval of commodity basis and cash price, and will
be further integrated in the crop decision planning model.
This chapter is organized in the following order. Section 3.2 reviews the literature
in this area. The methodology used in this research is presented in Section 3.3.
Section 3.4 presents the numerical study on corn and soybean price forecasting. The
conclusions are given in Section 3.5.
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3.2 Literature Review
Estimation of future selling prices of crops is an important piece of information for
farmers since it helps determine what crops they should plant and how much return
they would receive. Farmers usually plant the crops that can generate the highest
profits. To achieve this objective, knowledge of future crop price is necessary. How-
ever, since commodity prices are volatile, growers and agribusinesses have to rely
on price forecasting. To address their needs, the U.S. Department of Agriculture
(USDA) publishes reports on crop supply, demand, yields, prices, and other related
information. Agricultural prices are provided by the World Agricultural Outlook
Board (WAOB) in the World Agricultural Supply and Demand Estimates (WASDE)
report. As mentioned by Isengildina et al. (2004), these prices are interval estimates
rather than point estimates, and they are forecasted based on several methods and
information sources along with expert judgment. However, the WASDE report is
distributed only once a month and the prices are the average national prices which
differ from the prices received at a particular location. Forecasted prices are required
to be more location specific (Kastens et al. 1998). Therefore, USDA predicted prices
should only be used as a benchmark (Irwin et al. 1994, Isengildina et al. 2004).
Kenyon and Lucas (1998) study the relationship between soybean season average
prices and soybean ending stocks. The ending stocks are calculated by subtracting
total demand from total supply, which become the beginning stocks for the next crop
year. They find that prices tend to decrease if the ending stocks increase compared
to the beginning stocks, and supply increases compared to demand in each crop year
and vice versa. They propose a simple price forecasting model using price historical
data and the ending stocks based on linear regression. The key is to estimate demand
and supply of each crop. The difference between supply and demand (i.e. the ending
stocks) will determine the prices of the crops in that year. A similar approach has
been applied to corn, wheat, and cotton.
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A number of models have been developed to forecast the cash prices. Many
researchers study the role of futures contract prices in agricultural price forecasting
(Dow 1940, Gardner 1976, Kenyon et al. 1993, Tomek and Gray 1970, Working 1942).
Futures price is often used as an indicator of the expected cash price (Hoffman 2005).
Eales et al. (1990) examine the difference between futures prices and the means of
the aggregate price distributions surveyed from farmers and grain merchandisers in
Illinois. In most cases, futures price and aggregate price are not significantly different
so this result suggests that futures prices can be used to estimate the expected price.
Just and Rausser (1981) compare the performance of the spot price forecasts among
commercial firms (Chase Econometrics, Doanes Agricultural Service, Data Resources,
Inc. (DRI), and Wharton Econometric Forecasting Associates), USDA, and futures
market. The commodities used in this research are corn, wheat, soybean, soybean oil,
soybean meal, cotton, live cattle, and hogs. To compare the forecast performance,
root mean squared error and root mean squared percentage error are evaluated. No
model performs consistently well over all commodities. However, futures prices do
better on the average.
Working (1942) and Tomek and Gray (1970) examine the difference between cash
price and futures price. They define this difference as the “cost of carrying” indi-
cating the incentive to hold the stock for later use. This cost can be either positive
(reflecting large inventory) or negative (reflecting tight inventory). This cost is called
the commodity basis.
Generally, in the agribusiness literature, commodity basis is defined as the differ-
ence between the local cash price and the price of a futures contract for a specific time
period. It reflects the local market conditions which are influenced by several factors,
such as local supply and demand conditions, interest, storage costs, transportation
costs, handling costs, and profit margins.
It is common to analyze the performance of futures-based models and determine a
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commodity basis model that provides the best forecast. Kastens et al. (1998) explore
the accuracy of three futures-based cash price forecasting models with two simple
forecasting models under the economic assumptions of the efficient market hypothesis
and the law of one price. Prices for a range of commodities and locations from the first
week of 1982 to the last week of 1996 are investigated. Comparing the mean absolute
percentage error from each model, they conclude that the deferred futures plus the
most recent five-year average commodity basis and the deferred futures plus level
and proportional commodity basis perform better than the other three models. They
also use the forecast error regression model to explain the forecast errors. Overall,
the deferred futures price plus five-year historical average commodity basis performs
the best. Hauser et al. (1990) compare the näıve and market-based soybean basis
expectation models. They conclude that simpler models give reasonably good soybean
basis forecasts.
In this research, a price forecasting model is developed under a futures-based
framework where the cash price is forecasted from the futures price and commodity
basis. We predict the cash price by obtaining a forecast of the commodity basis
distribution over one year. We derive the cash price forecast by adding the commodity
basis forecast to the futures price. In order to estimate the one-year commodity basis
distribution, we use a functional model-based approach. As we obtain the distribution
rather than the expectation alone, we can also compute a confidence band for the one-
year commodity basis forecast.
3.3 Method
In this section, we develop a cash price forecasting model under the futures-based
framework where cash price is forecasted from futures price and commodity basis.




We focus on forecasting the commodity basis rather than the cash price because the
commodity basis is less volatile than the cash price, and the futures price can be found
from many resources such as futures markets, newspapers, and internet. Therefore,
we forecast the cash price by first obtaining a forecast of the commodity basis over
one year and then adding the futures price to it. We divide the N -year commodity
basis data into N different functional observations, each observation consisting of
commodity basis values observed over a one-year period. Consequently, our data are
both functional and longitudinal
Yj(ti), i = 1, . . . , nj, j = 1, . . . , n = N.
Our goal is to identify common patterns among the N years and use them to pre-
dict the commodity basis of the upcoming year. We adopt a model-based approach
to estimate the density function of the commodity basis distribution. Model-based
clustering, introduced by Banfield and Raftery (1993), relies on estimation of a mix-
ture density function. Each component in the mixture corresponds to one cluster.
Within this method, the main assumption is that the observations y1, . . . , yn are ran-
dom variables from a mixture distribution with K components. However, in Banfield
and Raftery (1993), Celeux and Govaert (1995), and Dasgupta and Raftery (1998),
the model framework does not allow for functional relationships of the data. Since
our commodity basis data are functional, we instead exploit a functional data model-
based framework. Consequently, we follow the approach for clustering functional data
proposed by James and Sugar (2003).
We assume that the predicted commodity basis curve belongs to a model com-
ponent with some probability as estimated using the mixture likelihood approach.
Under this approach, the cluster memberships Zj’s are treated as missing data as-
suming that Zj for j = 1, . . . , n are multinomial with parameters (π1, . . . , πK) and
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πk is the probability that a commodity basis curve belongs to the k
th cluster. Let
fk(yj|θk) be the density function corresponding to the kth cluster, parameterized by
θk. The parameters are estimated by maximizing






Let bij, βij, and εij be, respectively, the observed commodity basis value, true
commodity basis value, and measurement error in year j and time ti, i.e. bij = bj(ti)
and βij = βj(ti). The commodity basis model can be formulated as
bij = βij + εij, ti = t1, . . . , tnj , j = 1, . . . , n,
where n is the number of years and nj is the number of time points in year j. This
model assumes βij follows a Gaussian process, and the measurement errors have mean
zero and are uncorrelated with each other. For each year j, we expand the true func-
tion βj(t) using a set of spline basis functions, and for each group k, we compute the
mean, µk(t), along with the cluster proportion parameter πk as extensively discussed






where K is the number of clusters, f is the density function of the cluster, and Σk is
the covariance matrix of the kth cluster.
We apply the functional model-based clustering to the standardized commodity
basis data to forecast the commodity basis distribution on a common scale for all
years.
3.3.2 Model Estimation
We expand the true commodity basis value by a set of spline basis functions βj(t) =
s(t)T ϕj, where s(t) is a vector of spline basis and ϕ is a spline coefficient vector. The
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spline coefficients are modeled by assuming a Gaussian distribution:
ϕj = µzj + γj, γj ∼ N(0, Γ),
where µzj is the cluster mean or the cluster fixed effect, zj is the unknown cluster mem-
bership of year j, and γj is a random effect of year j. Define Sj =
(
s(t1), . . . , s(tnj)
)T
to be the spline basis matrix corresponding to the jth year, bj to be the vector of
the observed values, and εj to be the vector of measurement errors. The functional
clustering model (FCM) can be written as
bj = Sj(µzj + γj) + εj, j = 1, . . . , n, (17)
εj ∼ N(0, σ2I), γj ∼ N(0, Γ).
In this model, we assume the covariances of the εj’s and γj’s to be, respectively,
σ2I and Γ for all clusters. Therefore, under this formulation, the distribution of βj is
bj ∼ N(Sjµzj , Σj), where Σj = σ2I + SjΓSTj . (18)
As in FCM, we estimate the parameters by maximizing the mixture likelihood
function (15). The estimation procedure is fully described in James and Sugar (2003).
Under the Gaussian process assumption, we assume that our predicted curve fol-
lows a mixture of normals whose kth component has mean µk and variance Σk. We can












where Φ−1 is the inverse cumulative density function and υk is the diagonal of the
covariance matrix of the kth cluster.
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3.4 Numerical Study
In this section, we illustrate price forecasting as described in Section 3.3 for corn and
soybean. First, we compute commodity basis and investigate the common patterns.
Next, we perform the functional clustering analysis on the standardized commodity
basis data. Subsequently, we estimate the prediction confidence band and calibrate it
to its normal scale. Finally, we determine the predicted cash price from the forecasted
commodity basis and futures price.
3.4.1 Data Background
We base our price forecast on both futures and cash price data. They are used to
calculate the commodity basis by subtracting futures price from the corresponding
cash price. We focus on forecasting the commodity basis because it typically does not
vary as much as cash price and can generally be predicted from historical commodity
basis patterns (Chicago Board of Trade 2000).
The futures price data are acquired from an agricultural package provided by the
Chicago Board of Trade. This package provides a number of futures prices of corn
and soybean for every trading day. These prices include Open, Close, High, Low, and
Settlement prices. Each day, there are several futures contracts available for trading.
Investors can trade several years in advance. A futures contract is classified by its
delivery month or contract month. However, there are specific delivery months for
each crop. Corn futures contracts are delivered only in March, May, July, September,
and December. On the other hand, soybean futures contracts can be delivered in
January, March, May, August, September, and November. In this research, we select
the nearby settlement price to represent the futures price. A nearby contract is the
futures contract that is closest to expiration. For example, December corn futures
is the nearby futures for corn in October. The settlement price is determined by
averaging a range of closing prices.
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We acquire the cash price data from the USDA Springfield regional office. This
office provides the average cash prices of corn and soybean traded in central Illinois.
Both futures and cash prices are collected every business day from 1991 to 2005. We
compute the commodity basis from nearby futures and cash prices.
3.4.2 Commodity Basis Information
We construct the commodity basis history for corn and soybean by subtracting futures
price from the corresponding cash price. The commodity basis history spans from
1991 to 2005. We will use the commodity basis history from 1991 to 2004 to explore
and predict commodity basis pattern in 2005. Further, we will estimate the cash price
by adding the forecasted commodity basis to the expected futures price.
3.4.2.1 Corn Basis
The corn basis plots from 1991 to 2005 are displayed in Figure 23. From these plots,
we can observe similar basis patterns across years. Clear similarity is for adjacent
years, i.e. corn basis in 1991-1992, 1998-1999, 2000-2002, and 2003-2005. Overall,
the basis fluctuates during the year with five common local maxima and one local
minimum. This pattern is clearly displayed in 2001 and 2002 plots. In these plots, the
first four maxima are indicated by four dashed lines starting from the left of the plots.
The lowest basis is underlined with a straight line while the last local maximum is
marked by the dashed line on the right of the plots. The 1996 corn basis is an outlier
since it behaves differently from other years. This outlier may come from the passage
of the 1996 Farm Act, which increased the planting flexibility, and resulted in a large
amount of corn released to the market.
Table 5 shows the associated dates and corn basis values at the local extrema. The
first local maximum usually occurs at the end of February while the second occurs at
the end of April. The third local extremum, on the other hand, varies from the end
of June to the middle of July. The fourth local extremum takes place at the end of
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Figure 23: Corn basis plots from 1991 to 2005
53
Table 5: Dates and values of the corn basis at the extrema
1st Maximum 2nd Maximum 3rd Maximum 4th Maximum Minimum 5th Maximum
Year Date Value ($) Date Value ($) Date Value ($) Date Value ($) Date Value ($) Date Value ($)
1991 2/25 -0.005 4/29 -0.0275 8/7 0.015 8/21 -0.01 9/30 -0.1675 11/27 -0.01
1992 2/28 -0.0375 4/20 -0.0225 7/8 -0.005 9/3 0.0075 10/27 -0.19 11/23 -0.0475
1993 2/25 -0.0175 4/28 -0.0375 6/29 -0.0725 8/31 -0.0825 10/26 -0.235 11/29 -0.0575
1994 2/28 -0.04 4/28 -0.04 7/8 -0.01 8/25 -0.0425 10/25 -0.31 11/30 -0.035
1995 2/28 -0.0525 4/25 -0.045 6/30 -0.025 8/25 -0.1225 9/22 -0.225 11/28 -0.0425
1997 2/11 -0.07 5/21 -0.0575 7/11 0.175 9/9 0.0225 10/21 -0.18 11/26 -0.0375
1998 2/25 -0.0725 4/30 -0.0475 7/13 -0.135 8/13 -0.1825 9/21 -0.3275 11/30 -0.0525
1999 2/23 -0.09 4/29 -0.1175 6/24 -0.185 8/26 -0.2375 9/1 -0.375 11/29 -0.0675
2000 2/29 -0.135 4/28 -0.14 7/12 -0.2725 8/31 -0.2475 9/7 -0.3775 11/29 -0.11
2001 2/27 -0.13 4/26 -0.1625 6/27 -0.145 8/30 -0.18 9/6 -0.3275 11/28 -0.0775
2002 2/28 -0.095 4/30 -0.08 6/19 -0.0625 8/30 -0.065 9/16 -0.165 11/15 -0.05
2003 3/20 -0.0075 5/7 -0.01 7/9 0.0325 8/26 -0.0175 9/26 -0.2075 11/24 -0.0675
2004 2/20 -0.0775 4/29 -0.095 6/30 -0.09 8/30 -0.025 11/3 -0.285 11/30 -0.08
2005 2/18 -0.13 4/22 -0.1125 6/29 -0.16 8/22 -0.15 10/18 -0.385 11/30 -0.115
August. The lowest basis occurs during September to October. Finally, the last local
extremum occurs in the last week of November.
3.4.2.2 Soybean Basis
The soybean basis plots from 1991 to 2005 are shown in Figure 24. We distinguish
a pattern in the soybean basis, but it is not as consistent as for the corn basis. In
the soybean pattern, we identify five local maxima and one local minimum. They are
indicated by the same lines used in identifying the corn basis’s pattern. That is the
first four local maxima are marked by the dashed lines on the left and the last local
maxima is indicated by the right dashed line. The local minimum is marked by a
straight line. The soybean basis for years 1997 and 2004 are regarded as the outliers
in this study since they have the values much different from other years.
Table 6 provides dates and basis values at the local maxima and a local minimum
of the soybean basis pattern. The first and second local extrema take place at the end
of February and April, respectively. The third local maximum occurs during June
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Figure 24: Soybean basis plots from 1991 to 2005
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Table 6: Dates and values of the soybean basis at the extrema
1st Maximum 2nd Maximum 3rd Maximum 4th Maximum Minimum 5th Maximum
Year Date Value ($) Date Value ($) Date Value ($) Date Value ($) Date Value ($) Date Value ($)
1991 2/28 -0.0175 4/30 -0.005 7/8 0.0175 8/29 0.005 10/10 -0.42 10/31 -0.02
1992 2/28 -0.0325 4/30 -0.0175 7/10 -0.0225 9/1 0.0475 11/2 -0.21 12/3 -0.0775
1993 2/26 -0.0925 4/30 -0.0875 6/18 -0.0625 8/27 0.005 11/1 -0.315 12/14 -0.0525
1994 2/28 -0.0425 4/25 -0.03 7/11 -0.06 8/30 -0.1875 10/25 -0.2875 11/22 -0.1175
1995 2/27 -0.0725 4/25 -0.0825 7/14 -0.0675 8/30 -0.105 9/22 -0.235 12/1 -0.08
1996 2/29 -0.095 4/26 -0.14 7/10 0.005 9/12 0.165 10/11 -0.1825 11/29 -0.0325
1997 2/11 -0.0675 5/28 -0.005 7/1 0.39 9/5 1.075 10/20 -0.18 11/28 -0.0625
1998 2/23 -0.05 4/14 -0.0375 7/15 0.095 9/9 0.105 10/28 -0.03 12/11 -0.0975
1999 2/24 -0.11 4/30 -0.145 6/11 -0.1475 8/26 -0.17 10/8 -0.36 12/6 -0.146
2000 2/24 -0.15 4/28 -0.175 6/14 -0.1325 7/20 0.01 9/18 -0.35 10/30 -0.145
2001 2/23 -0.08 5/15 0.015 7/9 0.0025 8/28 -0.0025 10/1 -0.26 12/4 -0.0975
2002 2/28 -0.0825 5/14 -0.06 7/9 0.085 9/3 0.13 10/9 -0.225 11/8 -0.055
2003 2/27 -0.05 4/28 -0.03 7/9 0.035 9/5 0.1525 10/7 -0.2525 11/25 -0.1
2004 3/2 0.01 5/13 0.105 7/8 1.34 8/12 0.4 10/5 -0.335 12/13 -0.0275
2005 1/31 0.0675 4/27 -0.1025 7/26 -0.005 8/18 -0.0425 10/17 -0.4375 12/12 -0.13
to July. The fourth local maximum consistently occurs in August or the first half of
September. The local minimum mostly happens in October. Lastly, the fifth local
extremum takes place during November to the first half of December. Moreover, we
find that the patterns of corn and soybean basis are similar.
3.4.3 Functional Clustering Analysis
The functional model-based clustering technique outlined in Section 3.3.1 is applied
to the commodity basis data. Similarly to yield forecasting, the commodity basis is
forecasted yearly.
3.4.3.1 Corn Basis Forecast
We first perform the clustering analysis on the standardized corn basis data. As
mentioned in Section 3.4.2.1, corn basis data in year 1996 is excluded from this
analysis since it is an outlier for our 14-year period. For the method briefly discussed
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Figure 25: Comparison of 2005 corn basis forecasts when K = (2,3,4,5)
in Section 3.3.2 and developed by James and Sugar (2003), we need to specify the
number of clusters, K, and the dimension of the spline basis, p. We determine a range
of K from 2 to 5. Under the mixture likelihood framework (16), the predicted corn
basis curves for each K are almost identical as depicted in Figure 25. This is because
we have small number of periods to analyze. However, for a larger number of years,
the number of clusters may play a significant role. By clustering the one-year corn
basis curves, we hope to divide into years with unusual (high or low) production and
years with normal production (K = 2) or into years with flood, years with drought,
and years with normal weather condition (K = 3). There are techniques that can
be used to determine the number of clusters, for example, Bayes factors (Kass and
Raftery 1995), gap statistic (Tibshirani et al. 2001), and jump method (Sugar and
James 2003) but here we choose a low value for K.
The dimension of the spline basis, p, plays an important role in the clustering
analysis. Choosing low values of p results in low fitting quality. On the other hand,
using high values of p results in overfitting. Figure 26 shows the prediction outcomes
when p equals 10, 15, 20, and 25. In our further analysis, we choose p = 20 because we
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Figure 26: Comparison of 2005 corn basis forecasts when p = (10,15,20,25)
believe that at this smoothing level, we best balance the local and global variations.
3.4.3.2 Soybean Basis Forecast
We apply the functional clustering technique to the standardized soybean basis data
as we did to the corn basis. The 1997 and 2004 soybean basis data are not considered
in this study since they are outliers as discussed in Section 3.4.2.2. The ranges for
K and p are investigated. Figure 27 shows the forecasted soybean basis curves when
K equals 2, 3, 4, and 5. Again, these curves are almost the same so we choose a low
value of K.
The tuning parameter that has a significant effect on the prediction is the dimen-
sion of the spline basis or the number of knots, p. As seen from Figure 28, p = 20
delivers a good fit that can capture the pattern without overfitting.
3.4.4 Prediction Confidence Band
The confidence band of the forecasted commodity basis, as defined in Section 3.3.2,
is computed for α = 0.05. The result for the corn basis forecast is illustrated in
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Figure 27: Comparison of 2005 soybean basis forecasts when K = (2,3,4,5)








































































Figure 28: Comparison of 2005 soybean basis forecasts when p = (10,15,20,25)
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Figure 29: Plot of 95% pointwise prediction confidence bands of the predicted corn
basis in daily (a) and average weekly (b)
Figure 29(a). Even though we have daily values available for corn basis historical
data, it is more convenient to use weekly average values rather than daily values.
This is because of the lack of synchronization between the dates across years. For
example, January 2 was Friday in 2004 but Sunday in 2005. Moreover, the futures
markets close on Saturday and Sunday so we do not have available data for weekend
days. Consequently, the forecasted daily corn basis is averaged to a weekly value
using forecasted data only from Monday to Friday. The confidence band in average
weekly corn basis is shown in Figure 29(b). We can see that there is not much loss
of information from aggregating daily corn basis values to weekly ones. The daily
and average weekly pointwise confidence bands of the forecasted soybean basis are
displayed in Figures 30(a) and 30(b), respectively.
3.4.5 Calibration
Since the commodity basis data is first standardized, the forecasted result will be
on the standardized scale. The commodity basis on this scale provides information
about the predicted pattern but not about the predicted values. In this section, we
propose a simple calibration method.
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Figure 30: Plot of 95% pointwise prediction confidence bands of the predicted
soybean basis in daily (a) and average weekly (b)
3.4.5.1 Corn Basis Calibration
The commodity basis patterns are on similar scales as those on their adjacent year.
Therefore, we use the corn basis information from 2004 to calibrate the 2005 forecasted
corn basis. We want to predict the corn basis starting at the time of planting, which
is May for corn in Illinois. Therefore, we calibrate using the first four months of
the forecasted year and the last eight months of the previous year to have a full
year of reference corn basis data. In our calibration method, we first adjust for the
mean difference between the current and previous years. We determine the difference
between the means of the first four months of the observed corn basis curves in 2004
and 2005. Then we subtract the difference from the corn basis data in 2004 to shift
the 2004 corn basis curve to the same level as one in 2005. Next, we re-scale the
predicted pattern to the scale corresponding to the predicted year. The calibration
result is illustrated in Figure 31. Most of the observed corn basis values are captured
by the confidence band. However, there is still a large difference during weeks 35
to 45. This may come from the severe drought conditions in 2005, as mentioned in
Section 2.4.5, which affected the corn production and hence the price.
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2005 average weekly observed basis
2005 average weekly calibrated basis, quantile = 0.500
2005 average weekly calibrated basis, quantile = 0.975
2005 average weekly calibrated basis, quantile = 0.025
Figure 31: Plot of the 2005 average weekly observed corn basis and the calibrated
prediction confidence band with difference adjusted
The proposed calibration technique works well in the years without severe condi-
tion. Figure 32 shows the calibrated band for corn basis in 2004. Most of the observed
corn basis are contained within the band and there are only a few points that lie far
from the band.
3.4.5.2 Soybean Basis Calibration
We calibrate the 2005 soybean basis forecast using the same calibration method de-
scribed in Section 3.4.5.1. Since the soybean basis in 2004 is an outlier, as mentioned
in Section 3.4.2.2, we use the soybean basis information in 2003 instead. Given that
soybean in Illinois is first planted in May, we calibrate using the first four months
of 2005 and the last eight months of 2003 as a reference soybean basis data. The
calibration result is shown in Figure 33. Most of the observed soybean basis in 2005
are captured by the confidence band. There are several points that lie below the lower
bound and a few points at the beginning that lie above the upper bound.
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2004 average weekly observed basis
2004 average weekly calibrated basis, quantile = 0.500
2004 average weekly calibrated basis, quantile = 0.975
2004 average weekly calibrated basis, quantile = 0.025
Figure 32: Plot of the 2004 average weekly observed corn basis and the calibrated
prediction confidence band with difference adjusted





















2005 average weekly observed basis
2005 average weekly calibrated basis, quantile = 0.500
2005 average weekly calibrated basis, quantile = 0.975
2005 average weekly calibrated basis, quantile = 0.025
Figure 33: Plot of the 2005 average weekly observed soybean basis and the calibrated
confidence band with difference adjusted
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3.4.6 Forecasted Cash Price
In crop decision planning, we need to incorporate cash price but not the commod-
ity basis. Cash price is calculated by adding the forecasted commodity basis to the
expected futures price. For example, suppose we want to sell corn in the late Septem-
ber and the December futures contract (a nearby contract for September) is traded
at $2.265 per bushel. From the 2005 corn basis forecast, the corn basis in the last
week of September (week 39) is -$0.264 per bushel. Then the expected cash price is
$2.265 + (-$0.264) = $2.001 and the corresponding confidence interval is ($1.9563,
$2.0457). Nevertheless, one has to bear in mind that the accuracy of the forecasted
cash price depends not only on the commodity basis forecast but also on the futures
price. The futures contract price changes continuously; even for the same delivery
month the prices may not be the same if observed at different times. In the previous
example, suppose that the day before our calculation, the December futures contract
was traded at $2.2575 per bushel. The expected cash price will change to $2.2575
+ (-$0.264) = $1.9935. The expected cash price for soybean can be calculated in a
similar fashion.
3.5 Conclusions
This study explores the use of functional model-based analysis in the crop price
forecasting. Under the futures-based model where expected cash price is equal to
futures price plus expected commodity basis, we focus on commodity basis estimation.
A multiple-year average technique is often used as a tool to compute the expected
commodity basis. It is simple and provides relatively insightful results. However,
it returns only the expectation of the commodity basis. Using only the expectation
in decision making may lead to incorrect decisions. Our model formulation allows
estimation of (pointwise) confidence band since it provides the density function of
the commodity basis distribution.
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We analyze and identify the pattern of the commodity basis information. Then,
we apply the functional clustering analysis to the standardized commodity basis to
estimate the basis distribution. We explore the appropriate values of the number of
clusters and the dimension of the spline basis. Once the commodity basis distribution
is estimated, we construct the confidence band and calibrate it to the normal scale.
Lastly, the predicted commodity basis confidence interval is added to the futures
contract price to obtain the forecasted cash price confidence interval.
From the numerical study results, both corn and soybean basis fluctuate with
five local maxima and one local minimum. We also find that the number of clus-
ters, K, under the mixture likelihood framework does not have much effect to the
commodity basis estimation. The important factor is the dimension of the spline
basis, p. Here, we decide to choose p = 20 for corn and soybean basis predictions
since at this smoothing level, it delivers reasonable fits which balances the global and
local variations. The proposed calibration method re-scale the standardized basis
to its original scale. The calibrated pointwise confidence band can capture most of
the observed commodity basis except for the corn basis in 2005, which has a large
difference between the observed corn basis and the calibrated corn confidence band
during the after-harvest periods. This discrepancy may come from the severe drought
conditions in that year. In addition, we estimate the price with only a few years of
data. If we were to have available data for a longer period of time, we might be able
to cluster years with severe conditions like flood and drought. This would allow us to






A farmer has the objective of maximizing productivity. In order to achieve this goal,
he has to carefully coordinate the decisions throughout the planning periods. How-
ever, this task is complicated since the decisions from one period affect the decisions
in later periods. In addition, most agricultural decisions are irreversible. This means
that once the farmer already makes decisions, he cannot change them. Furthermore,
he has to consider many factors involving in the decision planning. One of them
is resource limitation. The other generally come from the uncertainty in some key
information such as weather conditions, yields, and prices.
We focus on the crop decision planning model and develop a stochastic linear
programming model that incorporates constraints in resources such as land and labor
as well as uncertainties in yields and prices. The major contribution of our study is
the development of a detailed planning model that determines the optimal decisions
for crop selection, acreage allocation, planting and harvesting scheduling, storing, and
selling. In contrast to current approaches, the developed model utilizes the estimates
from yield and price forecasting models. In addition, our proposed model examines
the complete crop planning process while other studies focus on portions of the pro-
cess. In addition to the proposed stochastic programming model, we also develop
heuristic approaches based on greedy algorithms that provide feasible solutions at a
low computational cost.
The remainder of this chapter is organized as follows. The next section reviews
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relevant literature in crop decision planning. Section 4.3 details the problem defini-
tion. The stochastic programming model is presented in Section 4.4. The heuristic
approaches are introduced in Section 4.5 and the numerical study of the proposed
methods is illustrated and analyzed in Section 4.6. Finally, conclusions are given in
Section 4.7.
4.2 Literature Review
Agricultural production planning is crucial in farm management. Carefully planned
decisions can help increase profits. Butterworth (1985) discusses the Bedfordshire
mixed cropping model which is used to determine decisions in the representative area
under limited land, labor, and machinery. The main decisions are crop selection, beef
cow retention, and spring-born calve fattening. He shows that the model can raise
the gross margin by 28% compared to current practice.
Crop planning, a subset of agricultural production planning, primarily focuses
on cropping activities. Glen (1987) provides a comprehensive literature survey in
crop production models. Lowe and Preckel (2004) review the literature on crop plan-
ning, crop harvesting, and risk management based on operations research techniques.
Frequently applied tools are linear programming, stochastic programming, risk pro-
gramming, dynamic programming, and simulation.
Many crop planning models concentrate on crop selection and acreage allocation
(Itoh et al. 2003, Sarker et al. 1997). One of the first studies in this area is discussed
in Heady (1954). He demonstrates how to use a simple linear programming model
to determine the acreage allocation among corn, potatoes, and oats. In his study,
the primary objective is to maximize the profit subject to land, cash, and labor
constraints. Apart from acreage allocation, many researchers account for uncertainty
in their models (Glen 1987). Commonly used uncertain factors are price (Orazem
and Miranowski 1986, Shonkwiler 1982, Shonkwiler and Emerson 1982) and yield
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(Babcock 1990, Ethridge et al. 1975, Jones et al. 2002). Chavas and Holt (1990) and
Marra and Carlson (1990) develop acreage response models for U.S. grain producers
under expected utility maximization framework where the uncertainties are both price
and yield.
Harvesting scheduling is a complex task since many factors have to be incorporated
into the decision making. The main factors include harvesting capacity (machine and
labor), weather conditions, and crop yields during the harvest season. Jiao et al.
(2005) apply statistical and optimization techniques in harvesting scheduling deci-
sions in Australian sugar production industry. The desired objective is to maximize
the commercial cane sugar (CCS) and hence to maximize the profit under harvesting
capacity limitation. A second-order polynomial regression model is used to fit CCS
across a set of farms in the study. The estimated parameters are then utilized in a
linear programming model to determine the proportion of tonnage of cane of each
farm harvested in each harvest round. On average, profit increases by AUD 1.10 (or
approximately USD 0.86) per ton of cane after adopting this method. Weather con-
ditions are also widely studied. There are several researchers who have incorporated
weather conditions in their models (Fokkens and Puylaert 1981, van Elderen 1980,
Wilks et al. 1993).
Commodity storage is another important aspect, especially for storable crops,
since products are harvested in a short period while demand is spread throughout the
year. Finding an optimal storage policy has been a key objective for many researchers.
The basic idea is simple. A producer should store grain and sell it after the harvest
season when the prices are high enough to cover the storage costs and hopefully he
will receive additional profit over selling at harvest. Fackler and Livingston (2002)
propose a cutoff price function for risk neutral farmers. The optimal decision rule is
based on a cutoff price; selling all stocks if the market price exceeds the cutoff price,
otherwise keeping the stocks. The problem scope is only at the on-farm produced
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crops, which makes sales decision an irreversible action. Central Illinois soybean
average bid prices are used to evaluate the performance of this policy and this strategy
results in an additional return of 35-55 cents per bushel over cash sale at harvest. Lai
et al. (2003) extend the model of Fackler and Livingston (2002) to the risk-averse
analysis using stochastic dynamic programming in discrete-time framework. They
find that the risk-averse farmers will spread the sales over the storage season rather
than selling everything or nothing in the case of risk-neutral producers. Many studies
are carried out to determine the impact on storage decisions caused by taxes (McNew
and Gardner 1999, Tronstad and Taylor 1991), U.S. farm policy (Lence and Hayes
2002), and futures market (Netz 1995, Sexauer 1977).
This research differs from the above models in that the whole crop planning process
is determined, including crop selection, acreage allocation, planting and harvesting
scheduling, and storage and selling decisions. Yield and price are regarded as un-
certain factors in the model. Hence, this research problem can be classified as a
sequential decision problem under uncertainty. One of the common approaches for
this type of problem is stochastic programming.
Stochastic programming in crop decision planning has received wide attention in
agricultural literature. Cocks (1968) studies a profit maximization problem where the
farmer has to allocate land between wheat and sugar beets. Labor and gross margins
are uncertain and become known after making the allocation decision. He shows that
stochastic programming provides a higher expected profit than linear programming.
Maatman et al. (2002) formulate farmers’ sequential decision making under rainfall
uncertainty in Burkina Faso as a two-stage stochastic model with recourse. The first
stage decisions are made after observing the first rains. Nevertheless, there is still
an uncertainty in rainfall during the growing season. The second stage decisions are
made when the latter rainfall is observed. The objective function is designed such
that it gives the highest priority to minimize deficits of nutrients during the planning
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period and the lowest priority to the revenues. A more recent application of stochastic
programming can be found in Kazaz (2004). He determines the two-stage stochastic
program with recourse in the olive oil industry. The random variables are yield and
demand. The first stage decision involves the amount of farm space to be leased while
the second stage decision is the amount of olive oil produced from internally grown
and purchased olives.
Overall, our research focuses on farm-level crop planning model under a stochastic
programming framework by considering the sequence of decisions made by farmers.
The objective is to maximize the expected profit under yield and price uncertainties.
This model accounts for constraints in land, labor, and crops’ minimum requirement
amount as well as the limitation on the planting and harvesting periods of each crop.
In addition, heuristic approaches are developed to solve the problem when the problem
size is very large.
4.3 Problem Definition
Consider a farmer who plans to grow storable crops in the coming year. We assume
that he already owns the land and the necessary machines and equipment used in
cultivation. Therefore, investment in technology is not considered. The farmer has
to make many decisions during the cropping periods in order to achieve his desired
goal - to maximize expected total profit. The revenues come from selling his products






These costs are assumed to be fixed and known in advance. The cost information
can be gathered from previous cropping years or from published agricultural reports.
The crop decision planning model is then designed to help the farmer answer the
following questions:
1. Which crops should be grown this year?
2. How much acreage should he allocate to each selected crop?
3. When should he plant the crops?
4. How much land should he plant for each crop in each planting period?
5. When should he harvest the crops?
6. How much land should he harvest for each crop in each harvesting period?
7. Should he sell the crops at harvest or keep them for later sale?
8. What are the best times to sell his crops?
In this research, we make the following assumptions. First, we do not consider
investment since we focus on short term decision planning. Therefore, we rule out
the option to buy or rent more land. Second, we assume that no additional farm
workers are hired or fired over the planning periods and the farm is solely operated
by the owner. This is because most of the farms in the representative area, Illinois,
have a single operator. Third, since each crop has its own planting and harvesting
periods, we assume that growing crops before or after their planting periods will
severely reduce the yields. Moreover, heavy losses will incur if harvest operations are
not performed during their harvesting periods. However, small losses may occur if
crops are harvested after the middle of the harvesting periods. In order to achieve
effective production, the farmer must carefully allocate the labor in each planting
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and harvesting period of each crop. Finally, we assume that there are uncertainties
in yields and prices. These uncertainties will be forecasted and integrated into the
planning model.
In our study, the planning horizon covers the duration from the beginning of the
planting season through the end of year, which can be divided into five decision stages
as illustrated in Figure 34. Stage 1 corresponds to the planting periods. Stages 2 and
3 correspond to the first and second halves of the harvesting periods, respectively.
The time periods after harvesting periods are considered as stage 4 except for the
end of year which is regarded as stage 5. We assume that the farmer can sell his
products only at the middle of the harvest season, the end of the harvest season,
and the end of year and no crop is carried over to the next year. The reasons for
choosing these selling periods are as follows. First, after the middle of the harvest
season, crop yield may decrease but crop price may increase. Thus, we would like
to investigate the decisions that trade off between two alternatives. The first one is
to harvest early and sell at the middle of the harvest season, which usually has low
selling price. The second alternative is to harvest and sell late, which has a chance to
have yield loss but high selling price. Second, we regard the end of the harvest season
as representative of the selling periods during the harvest season. Finally, the end
of year is the end of the planning horizon, which is the last period that the farmer
can sell his products. In addition, there is a crop’s minimum requirement amount to
be satisfied at the end of the harvest season which will be used on the farm. This
requirement amount can be supplied from the farm production and/or purchased
from the market. The purchasing price is usually higher than the selling price due to
the seller’s profit margin. Since this research focuses on farm planning, we assume
that the farmer can purchase crops just to satisfy the minimum requirement amount


































Harvesting Periods  
Second Half of 
Harvesting Periods 
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Figure 34: Time line for planning horizon of crop decision planning
There are five uncertainties considered in our model. The first one is the yield at
the beginning of the harvest season (yield1). The second and the third uncertainties
correspond to the yield (yield2) and price (price h1) at the middle of the harvest
season, respectively. The fourth one is the price at the end of the harvest season
(price h2). The last uncertainty is the price at the end of year (price e).
4.4 Stochastic Programming Model
In this section, we discuss the decision variables associated with each stage within the
planning horizon. These decisions are made at the beginning of the corresponding
stages. Then we present the structure of stochastic programming model and discuss
the components of the objective function and constraints.
4.4.1 Decision Variables
Let index i correspond to crops. Let J,K, and L be the sets of planting periods,
harvesting periods, and after-harvest periods, respectively. Each of these periods has
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several micro-periods which are denoted by j for micro-periods in J , k for micro-
periods in K, and l for micro-periods in L. Let s1, s2, s3, s4, and s5 be the observed
outcomes of yield1, yield2, price h1, price h2, and price e, respectively. For example,
s1 may be low yield1, medium yield1, or high yield1 when yield1 has three outcomes
- low, medium, and high. We define the decision variables in each stage as follows.
Stage 1: The farmer makes decisions regarding the crop selection and acreage
allocation as well as the planting schedule. At this stage, the yields and prices of
crops are still unknown. The first-stage decision variable is defined as
X(i, j): Planting area (in acre) for crop i in period j.
Stage 2: ‘Yield1’ is observed at the beginning of the harvest season. It is assumed
to be constant throughout this stage. The grower decides the harvesting schedule
and also takes into account that the yield may be decreased in the second half of the
harvest season. The second-stage decision variable is defined as
Z1(i, k|s1): Harvesting area (in acre) for crop i in period k given outcome s1.
Stage 3: The first selling decision is made at the middle of the harvest season. At
this moment, ‘yield2’ and ‘price h1’ are known. The current yield may be the same or
less than the yield in stage 2 but it is assumed to be constant throughout this stage.
The producer decides to sell the crops that are already harvested at the current price
or keep them in storage for later sale. In addition, he plans the harvesting schedule
for crops that are not collected during the previous stage. Therefore, the third-stage
decision variables are defined as
Z2(i, k|s1, s2, s3): Harvesting area (in acre) for crop i in period k given out-
comes s1, s2, s3;
Q1(i|s1, s2, s3): Amount of crop i (in bushel) sold at the middle of the harvest
season given outcomes s1, s2, s3.
Stage 4: ‘Price h2’ is observed at the end of harvest season. The farmer decides
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how to satisfy the minimum requirement amount and whether or not to sell the
products at this price or to sell them at the end of year. The decision variables in the
fourth-stage are defined as
V (i|s1, s2, s3, s4): Amount of crop i (in bushel) bought at the end of the harvest
season given outcomes s1, s2, s3, s4;
Q2(i|s1, s2, s3, s4): Amount of crop i (in bushel) sold at the end of the harvest
season given outcomes s1, s2, s3, s4.
Stage 5: Any crops left in the storage are sold at the end of year at the observed
‘price e’. The fifth-stage decision variable is then defined as
Q3(i|s1, s2, s3, s4, s5): Amount of crop i (in bushel) sold at the end of year
given outcomes s1, s2, s3, s4, s5.
4.4.2 Model
A stochastic programming model leads in a policy or strategy. This policy specifies
the set of decisions that the farmer should take in every stage for any possible scenario
that will arise in the future. In addition, it provides the expected profit from using
this policy in the long run.
The sets, parameters, observations, prior information, variables, and mathematical
formulation are defined as follows.
Sets
I = Set of crops,
J = Set of all planting periods,
Ji = Set of planting periods for crop i,
K1 = Set of periods in the first half of the harvest season,
K2 = Set of periods in the second half of the harvest season,
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K1i = Set of periods in the first half of the harvest season for crop i,
K2i = Set of periods in the second half of the harvest season for crop i,
Li = Set of after-harvest periods for crop i,
SP1i = First selling time period for crop i, defined as the middle of the
harvest season,
SP2i = Second selling time period for crop i, defined as the end of the
harvest season,
SP3i = Third selling period for crop i, defined as the end of year,
S1 = Set of yield outcomes at the beginning of the harvest season (yield1),
S2 = Set of yield outcomes at the middle of the harvest season (yield2),
S3 = Set of price outcomes at the middle of the harvest season (price h1),
S4 = Set of price outcomes at the end of the harvest season (price h2),
S5 = Set of price outcomes at the end of year (price e).
Parameters
Lnd = Available land (acre),
r = Interest rate per period (%),
λ = Penalty for producing less than minimum requirement,
expressed as percentage of selling price at the end of
the harvest season,
D(i) = Minimum requirement for crop i (bushel),
WPL(j) = Available labor in planting period j (hour),
WHA(k) = Available labor in harvesting period k (hour),
wp(i) = Labor needed (in hour/acre) to plant an acre of crop i,
wh1(i|s1) = Labor needed (in hour/acre) to harvest an acre of crop i
during the first half of the harvest season given outcome s1,
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wh2(i|s1, s2) = Labor needed (in hour/acre) to harvest an acre of crop i
during the second half of the harvest season given
outcomes s1, s2,
c(i, j) = Planting cost of crop i in period j ($/acre) ,
h(i, k) = Harvesting cost per acre of crop i in period k ($/acre),
sh(i, k) = Storage cost during the harvest season per unit of crop i
in period k ($/bushel),
sa(i, l) = Storage cost after the harvest season per unit of crop i
in period l ($/bushel),
t(i) = Transportation cost per unit of crop i ($/bushel),
FP (j) = Compounding factor for planting period j,
FH(k) = Compounding factor for harvesting period k,
FS(l) = Compounding factor for after-harvest period l,
FQ1(i) = Compounding factor for amount of crop i sold at the middle
of the harvest season,
FQ2(i) = Compounding factor for amount of crop i sold at the end of
the harvest season,
FQ3(i) = Compounding factor for amount of crop i sold at the end of
year.
Observations
yield1(i|s1) = Yield of crop i (in bushel/acre) at the beginning of the
harvest season given outcome s1,
yield2(i|s1, s2) = Yield of crop i (in bushel/acre) at the middle of the
harvest season given outcomes s1, s2,
price h1(i|s3) = Price of crop i (in $/bushel) at the middle of the harvest
season given outcome s3,
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price h2(i|s4) = Price of crop i (in $/bushel) at the end of the harvest
season given outcome s4,
price e(i|s5) = Price of crop i (in $/bushel) at the end of year given
outcome s5.
Prior Information
p1(s1) = Probability that outcome s1 will occur,
p2(s2, s3|s1) = Conditional probability that outcomes s2 and s3 will
occur given outcome s1,
p3(s4|s1, s2, s3) = Conditional probability that outcome s4 will occur
given outcomes s1, s2, s3,
p4(s5|s1, s2, s3, s4) = Conditional probability that outcome s5 will occur
given outcomes s1, s2, s3, s4.
Variables
X(i, j) = Planting area (in acre) for crop i in period j,
Z1(i, k|s1) = Harvesting area (in acre) for crop i in period k
during the first half of the harvest season given
outcome s1,
Z2(i, k|s1, s2, s3) = Harvesting area (in acre) for crop i in period k
during the second half of the harvest season given
outcome s1, s2, s3,
UH1(i, k|s1) = Amount of crop i (in bushel) stored in period k during
the first half of the harvest season, given outcome s1,
UH2(i, k|s1, s2, s3) = Amount of crop i (in bushel) stored in period k during
the second half of the harvest season, given outcomes
s1, s2, s3,
UA(i, l|s1, s2, s3, s4) = Amount of crop i (in bushel) stored in period l given
outcomes s1, s2, s3, s4,
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V (i|s1, s2, s3, s4) = Amount of crop i (in bushel) bought at the end of the
harvest season given outcomes s1, s2, s3, s4,
Q1(i|s1, s2, s3) = Amount of crop i (in bushel) sold at the middle of
the harvest season given outcomes s1, s2, s3,
Q2(i|s1, s2, s3, s4) = Amount of crop i (in bushel) sold at the end of the
harvest season given outcomes s1, s2, s3, s4,
Q3(i|s1, s2, s3, s4, s5) = Amount of crop i (in bushel) sold at the end of year
given outcomes s1, s2, s3, s4, s5.

































































































wp(i) ·X(i, j) ≤ WPL(j), j ∈ J (22)
∑
i∈I
wh1(i|s1) · Z1(i, k|s1) ≤ WHA(k), k ∈ K1 (23)
∑
i∈I







Z2(i, k|s1, s2, s3) ≤
∑
j∈J
X(i, j), i ∈ I (25)
Inventory Balance Constraints:
UH1(i, k|s1) = UH1(i, k − 1|s1) + yield1(i|s1) · Z1(i, k|s1), i ∈ I,
k ∈ K1i (26)
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UH2(i, k|s1, s2, s3) = UH1(i, k − 1|s1) + yield2(i|s1, s2) · Z2(i, k|s1, s2, s3)
− Q1(i|s1, s2, s3), i ∈ I, k = SP1i (27)
UH2(i, k|s1, s2, s3) = UH2(i, k − 1|s1, s2, s3)
+ yield2(i|s1, s2) · Z2(i, k|s1, s2, s3), i ∈ I,
k ∈ K2i \ {SP1i,SP2i} (28)
D(i) + UA(i, l|s1, s2, s3, s4) = UH2(i, k − 1|s1, s2, s3)
+ yield2(i|s1, s2) · Z2(i, k|s1, s2, s3)−Q2(i|s1, s2, s3, s4)
+ V (i|s1, s2, s3, s4) i ∈ I, k = l = SP2i (29)
UA(i, l|s1, s2, s3, s4) = UA(i, l − 1|s1, s2, s3, s4), i ∈ I, l ∈ Li \ {SP2i,SP3i} (30)
Q3(i|s1, s2, s3, s4, s5) = UA(i, l − 1|s1, s2, s3, s4), i ∈ I, l = SP3i (31)
No-speculation Constraint:




X(i, j) = 0, i ∈ I (33)
∑
k∈K1\K1i
Z1(i, k|s1) = 0, i ∈ I (34)
∑
k∈K2\K2i
Z2(i, k|s1, s2, s3) = 0, i ∈ I (35)
Nonnegativity Constraints:
X(i, j) ≥ 0, i ∈ I, j ∈ J (36)
Z1(i, k|s1), UH1(i, k|s1) ≥ 0, i ∈ I, k ∈ K1i (37)
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Z2(i, k|s1, s2, s3), UH2(i, k|s1, s2, s3) ≥ 0, i ∈ I, k ∈ K2i (38)
UA(i, l|s1, s2, s3, s4) ≥ 0, i ∈ I, l ∈ Li (39)
V (i|s1, s2, s3, s4), Q1(i|s1, s2, s3), Q2(i|s1, s2, s3, s4),
Q3(i|s1, s2, s3, s4, s5) ≥ 0, i ∈ I (40)
The objective function of the model in equation (20) maximizes expected future
value of the overall profit at the end of planning horizon. It is computed by subtracting
expected future values of costs from expected future values of revenues. The expected
revenues are generated from the crop sold. The costs associated in this model are
planting costs, harvesting costs, penalty costs, storage costs, and transportation costs.
The overall profit can be viewed as a summation of the profit obtained from each crop.
The constraints are given as follows. Constraint (21) restricts the overall planting
area to be less than or equal to the available land. Constraints (22)-(24) limit labor
hours used in planting and harvesting periods not to exceed given labor hours in
those periods. Constraint (25) bounds the total harvesting area of crop i by the total
planting area of that crop. Constraints (26), (28), and (30) maintain the inventory
balance in the periods without selling, while constraints (27), (29), and (31) determine
the inventory balance in the selling periods. Note that, constraint (29) implies that
the minimum requirement can be supplied by the crop available on hand and/or crop
purchased from the market. Constraint (32) rules out the speculation opportunity
by setting the upper bound on the amount of crops a farmer could purchase from
the market. Constraints (33)-(35) state that each crop can be planted and harvested
only in its planting and harvesting periods. Finally, constraints (36)-(40) force all
variables to be nonnegative.
In our research, we consider a linear version of stochastic programming called
stochastic linear programming (SLP). From the above model, it can be seen that
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the SLP model is similar to linear deterministic optimization model except that the
former model has some unknown parameters where the latter is formulated only with
known parameters. If the probability distributions of the unknown parameters can be
estimated then the SLP model can be solved in the same way as linear deterministic
optimization by maximizing the expectation given in the objective function. Hence,
by employing prior probabilities of the unknown parameters or uncertainties, we can
formulate our problem as a linear programming (LP), which can be solved by the
simplex method.
4.5 Heuristic Approaches
Even though stochastic programming is a commonly used technique to solve the se-
quential decision making under uncertainty, it has a significant drawback. The size of
the computational effort increases exponentially with the number of decision stages
(Yu et al. 2003, Topaloglou 2004). The crop decision planning with a moderate num-
ber of stages and outcomes at each stage can become a very large-scale optimization
problem. For example, the problem with ten stages where each stage has ten possible
outcomes will have ten thousand million possible scenarios. We therefore develop
simple heuristic models which give feasible solutions in a reasonable amount of time.
The heuristic models we propose here are based on greedy algorithms which make
the optimal decisions based only on information available on hand and do not consider
the effect that these decisions may cause in the future. In these heuristics, we apply
the greedy algorithms to the deterministic version of the SLP model ((20)-(40)), which
does not have the expectation operators in the objective function (20). The linear
deterministic model is solved for each stage using the information available up to that
stage.
The difference between our heuristic approaches and the stochastic programming
approach is that the latter yields the policy or strategy for every possible scenario
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while these heuristics only provide the solution for a particular scenario. This may
seem to be a drawback to the heuristic approaches because they do not provide
a complete policy whereas the stochastic programming approach does. However, in
practice, it may not be feasible to compute the strategy for every scenario in advance,
especially when the number of scenarios is large. In addition, the decision makers
have to observe the uncertainties before taking actions, which are provided by the
policy, in the next stage. Moreover, when all uncertainties are observed, what decision
makers use is the set of decisions for the scenario that actually occurs. There will be
other scenarios that are not considered. The heuristic models offer a faster way to
compute the solution for occurred scenario and bypass the calculation for scenarios
that do not occur. Hence, our heuristics are not much different from the stochastic
programming approach when used in practice. Since our heuristics are solved along
the way during the planning periods, we call them as solve-on-the-fly heuristics.
The reason that we choose the greedy approach is that it is easy to implement. In
addition, since it is formulated as an ordinary LP which maximizes the linear objective
function, it can be solved much faster than SLP. However, it has a limitation - it can
provide only the feasible solutions that sometimes can be much worse than the optimal
solution generated by SLP.
The general structure of the greedy algorithms is illustrated in Figure 35. The
solution set is used to keep the model solution. The realization set is used to keep
the observed outcomes of uncertainties. The pre-specified criterion is the rule used to
determine the outcomes of the future uncertainties. For example, we may choose the
most likely outcome as a representative of the uncertainty. The detailed steps of the
algorithms are given in Appentix A.
We propose three heuristics which share the same algorithm structure but have
different pre-specified criteria to determine the outcomes of the future uncertainties.
The proposed heuristics are:
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Initialization
      Set 1. Stage = 1, 
            2. Solution set = empty set, 
            3. Realization set = empty set. 
Determine outcomes of future uncertainties 
based on pre-specified criterion. 
Solve Deterministic Model using information 
from Solution set, Realization set, and  
pre-determined uncertainty outcomes. 
Add the solution of the current stage 
variables to Solution set. 
Set Stage = Stage + 1. 
Is current stage 
 = Stage 5? 
Observe the realizations  
of the uncertainties and 
add to Realization set. 
Obtain solution from 
Solution set. 
No Yes 
Figure 35: Flow chart of the heuristic approaches based on greedy algorithms
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1. Greedy Deterministic Approach (GDA) - this approach chooses the uncertainty
outcome that is most likely to occur as a representative of the future uncertainty.
2. Greedy Optimistic Deterministic Approach (GOA) - this approach chooses the
best outcome as a representative of the future uncertainty.
3. Greedy Pessimistic Deterministic Approach (GPA) - this approach chooses the
worst outcome as a representative of the future uncertainty.
GDA considers outcomes of the upcoming uncertainties as ones that have the high-
est chance to occur, which represents the strategy of the risk-neutral farmer. GOA
always determines the future uncertainties in the optimistic way. This approach may
represent the strategy of the risk-taking farmer. On the other hand, GPA considers
in pessimistic way and may represent the strategy of the risk-averse farmer.
4.6 Numerical Study
In this section, we represent the application of the stochastic programming and heuris-
tics described in Sections 4.4 and 4.5. We consider the case of a representative farmer
who grows corn and soybean in Illinois in 2005. Corn and soybean are chosen because
they account for about 80% of the total grain and oilseed production in the U.S. In
addition, Illinois is ranked first in producing soybean and second in corn. According
to Acreage Report (National Agriculture Statistics Service 2005), 93% of the planted
area in Illinois is devoted to corn and soybean.
4.6.1 Data Background
The planning periods span from the first planting date to the end of the year. Accord-
ing to the Usual Planting and Harvesting Dates for U.S. Field Crops report (National
Agricultural Statistics Service 1997), in Illinois, corn is planted from the end of April
to the end of May while soybean is from the beginning of May to the beginning
of June. Likewise, corn is harvested from the end of September to the middle of
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November and soybean from the end of September to the beginning of November.
In addition, we define the after-harvest periods as the periods from the end of the
harvest season to the end of year. We define the time periods in the model on a
weekly basis. The first week of the planting period is marked as week or period 1 and
the last week of the year is set as week or period 35. Under this setting, the planting
periods, harvesting periods, and after-harvest periods correspond to weeks 1 to 6, 22
to 29, and 27 to 35, respectively. Note that the overlap in harvesting periods and
after-harvest periods is due to the inconsistency between harvesting periods of corn
and soybean.
The data for the uncertainties, yields and prices, are derived from the yield and
price forecastings in Chapters 2 and 3, respectively. We assume that each of these
uncertainties has three levels - high, medium, and low. These three levels of yield1
correspond to the quantiles 0.975, 0.500, and 0.025 of the yield prediction band,
respectively. On the other hand, these three levels of yield2 correspond to 100%,
90%, and 80% of yield1, respectively. Similar to yield1, the high, medium, and low
levels of price h1, price h2, and price e are the quantiles 0.975, 0.500, and 0.025 at
the middle of the harvest season, the end of the harvest season, and the end of year
of the price prediction band, respectively. Table 7 shows the forecasts of corn yields
and prices while Table 8 shows the forecasts for soybean. The prior probabilities
associated with the uncertainty outcomes are presented in Table 22 in Appendix B.
The prior probabilities reflect the farmer’s belief on the outcomes of yields and prices
that will occur this year. They may depend on available information, experience, and
the farmer’s risk characteristic.
Resource parameters, land and labor, are set according to 2002 Census of Agri-
culture (National Agricultural Statistics Service 2004). Most of the farms in Illinois
have a single operator. Therefore, we assume that our representative farm has one
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Table 7: Forecasts of corn yields and prices in 2005
Uncertainty High Medium Low
yield1 (bushel/acre) 209.66 170.49 131.32
yield2 (bushel/acre) 100% of yield1 90% of yield1 80% of yield1
price h1 ($/acre) 2.0741 2.0229 1.9717
price h2 ($/acre) 2.1803 2.1339 2.0875
price e ($/acre) 2.2041 2.1619 2.1197
Table 8: Forecasts of soybean yields and prices in 2005
Uncertainty High Medium Low
yield1 (bushel/acre) 55.42 46.68 37.94
yield2 (bushel/acre) 100% of yield1 90% of yield1 80% of yield1
price h1 ($/bushel) 6.0419 5.9549 5.8679
price h2 ($/bushel) 6.0966 5.9962 5.8958
price e ($/bushel) 6.2269 6.1446 6.0623
operator. We set the available labor hours for each week during planting and har-
vesting periods at 40 hours, i.e. a farmer works 8 hours a day, five days a week. The
available cultivation area is assumed to be 330 acres, which is equal to the weighted
average of farm sizes with one operator in Illinois. Cost parameters, in contrast, are
approximated as follows. We estimate planting and harvesting costs from Grain Farm
Returns and Costs, Illinois 2006 report (University of Illinois 2005). We adjust by
subtracting storage and hired labor costs from the total non-land costs of Central
Illinois - High Productivity Farmland since we determine storage cost as another pa-
rameter and no farm workers are hired. We assume that 75% of the adjusted cost goes
to planting cost and the remaining 25% is harvesting cost. Planting and harvesting
costs of corn and soybean are shown in Table 9.
Storage cost is set according to the Prairie Grain magazine (Minnesota Associa-
tion of Wheat Growers, North Dakota Grain Growers Association and South Dakota
Wheat, Inc. 2005). On-farm storage costs are $0.00325/bushel/week for corn and
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Table 9: Planting and harvesting costs of corn and soybean in 2005




$0.00975/bushel/week for soybean. For transportation cost, we use information from
The Leasing Forum newsletter (University of Illinois 2001) which is $0.45/bushel for
both corn and soybean. Labor used in planting and harvesting operations is acquired
from MU Guide (University of Missouri-Columbia 1997). Labor hours needed for
planting one acre of corn and soybean are fixed at 0.81 hour and 0.71 hour, respec-
tively. In contrast, we assume that labor hours required to harvest an acre of corn
and soybean during the first and second halves of the harvest season depend on the
realizations of the yield1 and yield2, respectively. We employ the interest rate quoted
by Commodity Credit Corporation, which is 5.875% per year or 0.1123% per week. In
addition, there is a minimum requirement amount for corn at the end of the harvest
season. It is set to 8,000 bushels which is needed for cattle feed. Finally, the cost
or penalty to purchase corn from the market to satisfy the minimum requirement
amount is set to 35% more than the selling price at that time. Parameters described
so far, except yield, price, planting cost, harvesting cost, and labor hour needed for
harvesting, are summarized in Table 10. Table 11 shows the labor hour needed for
harvesting an acre of corn and soybean.
Next, we consider a small example where corn and soybean are assumed to have
the same uncertainty outcomes in every stage. We relax this assumption in a medium
example where corn and soybean can have different uncertainty outcomes.
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Table 10: Parameter values used in the model (except yield, price, planting cost,
harvesting cost, and labor hour needed for harvesting)
Parameter Value Unit
Land 330 acre
Available labor hours during planting periods 40 hour/week
Available labor hours during harvesting periods 40 hour/week
Storage cost for corn 0.00325 $/bushel/week
Storage cost for soybean 0.00975 $/bushel/week
Transportation cost for corn 0.45 $/bushel
Transportation cost for soybean 0.45 $/bushel
Labor hour needed for planting corn 0.81 hour/acre
Labor hour needed for planting soybean 0.71 hour/acre
Interest rate 0.1123 %/week
Minimum requirement for corn 8000 bushel
Penalty to purchase corn from the market 35 %
[defined as % of selling price at that time]
Sources: [20], [74], [82], [115], [116]
Table 11: Labor hour needed for harvesting corn and soybean
Parameter High Medium Low
Labor hour needed for harvesting corn during 0.42 0.32 0.22
the first half of the harvest season (hour/acre)
Labor hour needed for harvesting soybean during 0.42 0.32 0.22
the first half of the harvest season (hour/acre)
Labor hour needed for harvesting corn during
the second half of the harvest season (hour/acre) 100% 90% 80%
[defined as % of labor needed during the first half]
Labor hour needed for harvest soybean during
the second half of the harvest season (hour/acre) 100% 90% 80%
[defined as % of labor needed during the first half]
Source: [116]
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Table 12: Planting area (in acre) during planting periods of the small example
Period SLP GDA GOA GPA
Corn Soybean Corn Soybean Corn Soybean Corn Soybean
1 49.383 48.310 49.383 49.383
2 56.338 56.338 49.383 56.338
3 56.338 56.338 49.383 56.338
4 7.617 47.648 56.338 49.383 11.537 43.176
5 56.338 56.338 56.338 56.338
6 56.338 56.338 56.338 56.338
Subtotal 57.000 273.000 48.310 281.690 197.532 112.676 60.920 268.528
Total 330.000 330.000 310.208 329.448
4.6.2 Small Example
We illustrate the application of stochastic programming and heuristics using the data
described in Section 4.6.1. In this example, we assume that corn and soybean have
the same uncertainty outcomes. Since there are five uncertainties and each of them
has three possible outcomes, there will be 35 = 243 scenarios in total.
One of the most important decisions that the farmer makes is the acreage al-
location which is the first-stage decision. This is because the grower has to make
this decision without the certain information about yields and prices. In addition,
this is an irreversible decision since the farmer cannot grow more crops that actually
give higher returns at the time when the yields and prices are realized. The acreage
allocation, accompanied with the planting scheduling, is indirectly presented by the
planting area during planting periods in Table 12.
From Table 12, results from SLP indicate that the farmer should cultivate on all
available land where most of the land is allocated to soybean. Only 17% of the land
is allocated to corn. This may imply that in 2005, soybean provided a higher return
per acre than corn did. Corn is mostly planted in period 1 because it is not the
soybean planting period. The reason that SLP allocates some resources to grow corn
in period 4 rather than use all resources to grow soybean comes from the minimum
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requirement amount of corn at the end of the harvest season. This approach focuses
on minimizing the amount of corn purchased when the corn yield is low as well as
the use of available land. In addition, corn is grown in period 4 rather than period 2
because of the time value of money (TVM). TVM is accounted by the compounding
factors in equation (20). The time value of money means that under positive interest
rate environment, a person prefers to receive a certain amount of money today, rather
than the same amount in the future. The reason is that money received today is more
valuable than money received in the future since it can earn interest from depositing
in the bank or it can be re-invested. On the other hand, one prefers to pay money
in the future, rather than the same amount of money today from the same reasons.
Since corn has higher planting cost than soybean, the farmer should grow corn as late
as possible which is period 4, the last planting period for corn.
Results from GDA also suggest using all of the land to grow crops. Similar to SLP,
most of the land is allocated to soybean. In fact, the farmer grows soybean as much
as possible. The reason that the farmer does not plant only soybean comes from the
limitation of the available planting labor during the soybean planting periods. Hence,
he can grow at most 56.338 acres a week. For the rest of the available land, he grows
corn. These decisions show the shortsighted strategy of this heuristic compared to
SLP. Since it considers only the outcome that is most likely to occur for the yield
uncertainty, it ignores the possibility that corn may have a low yield. If the low corn
yield is realized, the farmer has to buy a large amount of corn at the penalty price to
satisfy the minimum requirement. This will lower the profit he will receive.
In contrast to GDA, results from GOA recommend the farmer to grow corn as
much as possible. He grows corn 49.383 acres per week every week during corn
planting periods. The rest of the land is allocated to soybean. Since he can grow
soybean only 56.338 acres per week and he has only 2 weeks left, he cannot use all
of his land under this strategy. Given that this heuristic assumes the best outcome
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as a representative of each uncertainty, this may imply that when yields and prices
are at their high level, corn will give a higher profit than soybean. This heuristic will
not have a difficulty to satisfy the minimum requirement amount when the corn yield
is low. This is because the farmer grows corn on most of his land. However, when
yields and/or prices are not at the high level, he may obtain less profit since on the
average, soybean generated a higher return than corn in 2005 as determined by SLP.
Results from GPA have the planting decision very similar to the one from SLP.
Most of the land is allocated to soybean. Corn is cultivated only in periods 1 and
4. However, this heuristic suggests to grow corn in period 4 more than stochastic
programming model does. This is because GPA looks at the uncertainties in a pes-
simistic way. It assumes that crops will certainly have low yields. Therefore, the
farmer should grow enough corn to satisfy the minimum requirement amount when
the corn yield is low. Because corn requires more planting labor than soybean, it
makes the total cultivated area less than the available land.
Other decisions from stochastic programming and heuristic approaches are sum-
marized as follows.
In the strategy determined by SLP, all corn is harvested in period 24, regardless of
the outcome of yield1. Soybean is harvested as much as and as late as possible in the
first half of the harvest season to avoid the possibility of yield loss in the second half
(yield2) and to pay less storage cost. The farmer can harvest all soybeans in the first
half of the harvest season when yield1 is either medium or low. However, if yield1 is
high, 44.286 acres of soybean will be harvested in the second half. At the middle of
the harvest season, no corn is sold even though corn price (price h1) is high. On the
other hand, all soybean available up to this time is sold only if the soybean price is
high. The surplus of corn, after allocating for the minimum requirement, is sold at the
end of the harvest season when its price (price h2) is either high or medium. However,
if yield1 is low, the farmer will not have enough corn to satisfy the requirement so he
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cannot sell corn but he has to purchase the shortage, 515 bushels, from the market.
The remaining of soybean, if not sold at the middle of the harvest season, will be sold
if price h2 for soybean is high. If there are crops stored at the end of the year, they
will be sold to the market regardless of the price at that time (price e).
Since heuristics generate only the decision rule for a particular scenario, we further
enumerate all 243 possible scenarios to generate the complete heuristics’ policies to
compare with the policy from stochastic programming approach.
Under the strategy from GDA, the farmer does not harvest corn during the first
half of the harvest season but harvests some soybean during these periods if yield1 is
either medium or low and the rest during the second half. As mentioned above, this
strategy considers only the most likely outcomes hence it assumes that yield2 of corn
will be the same as yield1. All corn is harvested at the end of the harvest season,
regardless of yield1, yield2, and price h1. Soybean is sold at the middle of the harvest
season if the price h1 is high and yield2 is either high or medium or if the price h1 is
medium and yield2 is high. Since the farmer grows corn only 48 acres and also harvests
at the end of the harvest season, he has to purchase corn from the market when yield1
is either medium or low. He can produce enough corn for the minimum requirement
only when the corn yiled1 is high. He sells all of his surplus corn, corn produced
minus the minimum requirement, at the end of the harvest season, regardless of the
price h2 of corn at that time. Soybean is sold only if its price h2 is high. Finally, any
soybean left in the storage will be sold at the end of year.
GOA determines the uncertainties only on their best outcomes. Hence, it assumes
that yield2 will equal yield1 and prices will be at their high levels. The farmer using
this strategy does not harvest any crop during the first half of the harvest season and
also not sell at the middle of the harvest season. He schedules to harvest his crops as
late as possible in the second half with higher priority on corn. This is because corn
has higher harvesting cost than soybean so it is better to harvest corn after soybean.
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Since most of his land is allocated to corn, he can satisfy the minimum requirement
for any outcomes of yield1 and yield2. He sells his crops at the end of the harvest
season only if their prices (price h2) are high. Otherwise, he will keep them and sell
at the end of year.
The farmer who uses the strategy from GPA schedules to harvest all corn at the
middle of the harvest season, to avoid the lower yield after that period. He also
harvests soybean as much as possible using the remaining labor hours after allocating
to harvest corn. This is because this strategy looks at the worst outcomes of the
uncertainties then it assumes that yield2 will be much lower than yield1 so it is better
to harvest within the first half of the harvest season. However, 43.734 acres of soybean
are harvested at the second half because the farmer does not have enough labor to
harvest all of them in the first half. The farmer sells corn left after reserving for the
minimum requirement at the middle of the harvest season if price h1 is high. On
the other hand, he sells soybean available on hand when price h1 is high or medium.
Since this strategy can produce corn at least 8,000 bushels when yield1 is low (60.92
acres × 131.32 bushels/acre), no corn will be bought from the market. All corn in the
storage at the end of the harvest season is sold at this time, regardless of the price
(price h2). At the same time, soybean is sold only if price h2 for soybean is high or
medium. Otherwise, it will be sold at the end of year.
In order to evaluate the performance of the proposed approaches, we randomly
generate 10,000 instances where each uncertainty has a chance to occur according to
the prior probabilities specified in Table 22 in Appendix B. The numerical results of
the stochastic programming model and heuristics in terms of expected (or long run
average) profit and average time in seconds used to generate the policy or solution
are presented in Table 13. The computation is performed on Pentium M 1.6 GHz
with 1 GB RAM using CPLEX 10 as a solver in GAMS 22.4.
It is not surprising that SLP gives the highest expected profit since, by definition,
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Table 13: Performance comparison of the small example
Performance SLP GDA GOA GPA
Average profit ($) 12267.75 7797.29 2532.87 11917.14
% of optimal profit 100.00 63.56 20.65 97.14
Average time (second) 0.56 0.68 0.69 0.70
it delivers the policy that maximizes the expected profit. The farmer makes $12,268
profit from the SLP’s strategy. Hence, $12,268 is the optimal solution of the small
example.
GDA generates $7,797 which is 63.56% from the optimal solution. The main
reason that this strategy produces less than the optimal solution is that under this
policy, the farmer does not grow enough corn to satisfy the minimum requirement
amount when yield1 is medium or low. Therefore, he has to pay the penalty for
purchasing corn from the market. In addition, under this policy, he harvests most of
his crops in the second half of the harvest season which may lead to have a yield loss.
The smallest expected profit comes from GOA. GOA provides only $2,533, about
one-fifth of the optimal solution. The farmer grows only 310 acres out of 330 acres
so he gives up the opportunity to generate profit on the remaining area. Moreover,
he harvests all crops in the second half of the harvest season. Hence, when the yield2
is medium or low, he loses large portion of his produces and this loss results in very
low profit under these scenarios. Besides, this strategy allocates most of the land to
corn planting which generally provides less return than soybean in 2005.
Finally, GPA generates $11,917 which equals to 97.14% of the optimal solution.
This is because GPA has a very similar strategy as one from SLP. Both methods
have almost the same acreage allocation between corn and soybean. They also use
the same criteria for harvesting scheduling during the first and second halves of the
harvest season. However, since GPA considers only worst outcomes for the future
uncertainties, its selling decisions are different from SLP. Consequently, GPA provides
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the less-than-optimal profit.
In terms of the average computational time, the stochastic programming model
can solve the problem slightly faster than the heuristic approaches. The reason is that
this is a small example with only 243 scenarios. Therefore, stochastic programming
model can be solved in a very short time. All three heuristics, on the other hand,
are based on greedy algorithms which have to re-solve the problem in every stage.
Since there are five stages, these heuristics have to re-solve the problem five times.
Consequently, the heuristic approaches solve the problem slower than stochastic pro-
gramming approach. However, this result will not be the same when the problem size
is large. This will be illustrated with the following example.
4.6.3 Medium Example
In this example, corn and soybean may have different uncertainty outcomes. However,
we assume that outcomes of corn and soybean are independent. Hence, in each
uncertainty, there will be 9 possible outcomes. The number of scenarios increases to
95 = 59,049 scenarios. Since both crops are independent, the (conditional) probability
will be the product of the (conditional) probability of corn and the (conditional)
probability of soybean, i.e.
P (s1 of corn = High and s1 of soybean = High) = P (s1 of corn = High)×
P (s1 of soybean = High).
We assume that both crops have the same prior probabilities as defined in Table
22 in Appendix B. In this example, we investigate only the acreage allocation and
the performance among the approaches we proposed. The acreage allocation and the
corresponding planting scheduling are shown in Table 14. The allocation decision from
the medium example is exactly the same as the decision from the small example. This
is because both crops are assigned the same prior probabilities as used in the small
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Table 14: Planting area (in acre) during planting periods of the medium example
Period SLP GDA GOA GPA
Corn Soybean Corn Soybean Corn Soybean Corn Soybean
1 49.383 48.310 49.383 49.383
2 56.338 56.338 49.383 56.338
3 56.338 56.338 49.383 56.338
4 7.617 47.648 56.338 49.383 11.537 43.176
5 56.338 56.338 56.338 56.338
6 56.338 56.338 56.338 56.338
Subtotal 57.000 273.000 48.310 281.690 197.532 112.676 60.920 268.528
Total 330.000 330.000 310.208 329.448
example. The explanation for the first stage decision of each approach is therefore
the same as we describe in the small example.
Since the medium example has the same first-stage decision as the small example,
even though they have different number of scenarios, we can expect that they should
have similar long run average profit. This conjecture is confirmed by the expected
profits of the medium example in Table 15. We run the simulation by randomly
generating 60,000 instances and compute the long run average profit and the average
time required to solve the problem. The computation is performed on the same
setting as in the small example. The average profits are similar to the previous
example except for the case of GDA. This is because the small and medium examples
have different predetermined uncertainty outcomes. Therefore, the decisions in later
stages are not the same and the average profits are different. On the other hand, GOA
(GPA) always chooses the best (worst) outcome as the representative of uncertainty,
which coincides in both example, i.e. yield1 is high (low) for both corn and soybean.
Consequently, the decisions are similar in the small and medium examples. Overall,
SLP yields the optimal and hence the highest average profit. GOA gives the lowest
average profit while GPA delivers the near optimal solution.
For the average computational time, in this example, the stochastic programming
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Table 15: Performance comparison of the medium example
Performance SLP GDA GOA GPA
Average profit ($) 12337.22 5853.92 2749.00 12178.07
% of optimal profit 100.00 47.45 22.82 98.71
Average time (second) 30.30 1.58 1.50 1.40
model requires more time to generate the policy, about 50 times that of the small
example, while the heuristic models use about twice the time used in the small ex-
ample. The reason behind this is that the number of scenarios increases dramatically
in the medium example. Hence, stochastic programming takes a much longer time to
consider every node to determine the optimal solution. On the other hand, the heuris-
tic approaches still re-solve five times as in the small example so they can solve the
problem in a reasonable amount of time. The difference in the computational times
between stochastic programming and heuristics will be amplified when the problem
is larger than the example we illustrate here.
We can conclude that our heuristics are more suitable, in terms of computational
time, to solve the decision planning under uncertainty than stochastic programming,
especially in the very large case. The profits generated by the heuristic approaches
are reasonable. GPA provides the near optimal solution.
Next, we investigate the robustness of the model to the misspecifications of the
information we use in this study.
4.6.4 Sensitivity Analysis
In this section, we investigate the robustness of the results from our model to model
misspecifications. First, we examine the robustness to yield and price uncertainties
and then we explore the robustness to the prior probabilities.
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4.6.4.1 Robustness to Uncertainties
Since the yields and prices are regarded as uncertainties in the decision planning
models and their numerical data are estimated from the forecasting methods, it is
necessary to evaluate the robustness of the model results to their estimates. In our
problem, we have five uncertainties, two from yields (yield1 and yield2) and three from
prices (price h1, price h2, and price e). However, yield2 is defined as the percentage
of yield1, therefore changing the value of yield1 will proportionally change the value
of yield2. Hence, we consider only four uncertainties. We denote yield1 as factor A,
price h1 as factor B, price h2 as factor C, and price e as factor D.
We design the experiment to study the robustness of our model to these factors.
We use a factorial design that is most efficient for our experiment (Montgomery
1997). We determine all possible combinations of the factor levels we are interested.
In our study, each factor has two levels. We refer to these levels as Max and Min.
Consequently, we require 2×2×2×2 = 16 cases. This design is a particular type of a
2k factorial design, where k = 4 is the number of factors. We run only one replication
for each case, since the results from the optimization models do not vary from one
replication to another.
The Max and Min are derived as follows. We calculate Max and Min of yield1
from the yield forecasting Model 3 described in Section 2.4.3. First, we detrend the
forecast of the yield by removing the contribution from GDP. Second, the maximum
and minimum of the detrended yield values from 1927 to 2004 are obtained. Third,
we add the contribution of GDP in 2005 back to these selected values to obtain the
Max and Min of yield1 in 2005. Recall that, in this study, we assume yield1 has 3
levels - high, medium, and low. The Max and Min values will be used as the medium
level for yield1. The differences between the levels are still the same as we use in the
small and medium examples, 39.17 bushels for corn and 8.74 bushels for soybean.
The cash or selling prices (price h1, price h2, and price e) are computed by adding
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Table 16: Values of the factors of corn used in the factorial design
Factor Description Max Level Min Level
High Medium Low High Medium Low
A yield1 (bushel/acre) 236.37 197.20 158.03 181.29 142.12 102.95
B price h1 ($/bushel) 2.5091 2.4579 2.4067 1.8291 1.7779 1.7267
C price h2 ($/bushel) 2.6153 2.5689 2.5225 1.8528 1.8064 1.7600
D price e ($/bushel) 2.5966 2.5544 2.5122 1.8666 1.8244 1.7822
the forecasted commodity basis to the futures prices as described in Section 3.3. Since
the commodity basis is very small compared to the futures prices and the futures
prices change continuously, we calculate the Max and Min of the cash prices from the
highest and lowest values of the corresponding futures prices. We find the highest
and lowest values of the futures prices within one year before the time periods of the
corresponding cash prices. Then we add the commodity basis forecasts to the selected
futures prices to get the Max and Min of the cash prices. For example, let price e be
the corn price at the end of 2005. The corresponding corn futures contract is March
2006. We search the maximum and minimum of March 2006 corn futures prices from
the end of 2004 to the end of 2005, one year before time period of price e (the end
of 2005). Recall that a futures contract is traded several years in advance. Figure 36
shows the March 2006 corn futures contract prices from the end of 2004 to the end
of 2005. Similar to yield1, these cash prices have three levels and the Max and Min
will be used as the medium level of the prices. The deviations between levels are the
same as we use in the examples. The Max and Min levels of the factors of corn and
soybean are displayed in Table 16 and Table 17, respectively.
We solve the stochastic programming and heuristic models using the Max and
Min information. We use symbols “+” for Max and “-” for Min. The results from
the factorial design are presented in Table 18 for the small example and Table 19
for the medium example. As we discuss in Section 4.6.3, the results from the small
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Table 17: Values of the factors of soybean used in the factorial design
Factor Description Max Level Min Level
High Medium Low High Medium Low
A yield1 (bushel/acre) 61.64 52.90 44.16 49.57 40.83 32.09
B price h1 ($/bushel) 7.4794 7.3924 7.3054 5.0294 4.9424 4.8554
C price h2 ($/bushel) 7.5541 7.4537 7.3533 5.1291 5.0287 4.9283
D price e ($/bushel) 7.6844 7.6021 7.5198 5.2594 5.1771 5.0948
Max
Min
Figure 36: March 2006 corn futures contract prices from December 2004 to Decem-
ber 2005
and medium examples are not much different, except for GDA which has moderate
differences in some cases. Overall, all approaches will make high returns when yield1
is at its high level and low returns when yield1 is at its low level. Case 1 is the only
case that has a loss. This is because every factor is at its low level, i.e. low yield and
low prices. A small profit is generated in Case 2, where yield1 is high and all prices
are low. Other than these two cases, when every factor remains the same except
for the price, the profits do not change much. Therefore, we may conclude that the
stochastic programming and heuristic models are robust to the prices but not to the
yield.
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Table 18: Factorial design result of the small example
Case Factor Average Profit ($)
A B C D SLP GDA GOA GPA
1 - - - - -11899.06 -16273.17 -16572.75 -19602.07
2 + - - - 10467.78 4907.44 1932.02 10384.82
3 - + - - 15593.88 12776.92 12070.82 12439.14
4 + + - - 47273.38 43605.39 42437.92 46854.71
5 - - + - 14907.72 8062.18 8006.50 14276.26
6 + - + - 47658.22 38996.63 36962.42 47543.96
7 - + + - 15148.43 10088.84 8004.48 14191.54
8 + + + - 47895.38 41925.98 36933.34 47678.87
9 - - - + 16005.01 9147.52 9433.42 12811.51
10 + - - + 47829.62 39076.18 35568.68 47466.96
11 - + - + 16225.34 12411.48 9360.03 12786.43
12 + + - + 48108.05 42844.67 35590.67 47605.94
13 - - + + 15109.95 8169.06 8364.59 14554.95
14 + - + + 47986.85 39322.33 36823.91 47814.92
15 - + + + 15076.73 10491.70 8272.00 14407.29
16 + + + + 48103.07 41961.49 36692.79 47604.01
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Table 19: Factorial design result of the medium example
Case Factor Average Profit ($)
A B C D SLP GDA GOA GPA
1 - - - - -11558.27 -16287.82 -16476.68 -19688.32
2 + - - - 10752.11 4927.40 2036.78 10378.34
3 - + - - 15568.57 12067.08 12194.17 12203.81
4 + + - - 47123.38 42628.62 42715.44 46884.15
5 - - + - 15024.11 8240.80 8316.10 14484.20
6 + - + - 48010.02 39341.69 37379.51 47795.43
7 - + + - 15136.58 8571.16 8262.31 14391.61
8 + + + - 48134.19 39323.87 37358.08 47622.15
9 - - - + 16215.49 9428.63 9393.22 12755.41
10 + - - + 48052.59 39346.78 35817.43 47873.76
11 - + - + 16220.75 9580.90 9350.88 12614.76
12 + + - + 48146.88 39235.15 35573.53 47524.58
13 - - + + 15295.26 8506.19 8283.64 14861.99
14 + - + + 48141.16 39697.16 37250.04 47836.23
15 - + + + 15447.16 8500.22 8490.92 14620.29
16 + + + + 48310.56 39498.11 37173.31 47553.63
Next, we employ the Analysis of Variance (ANOVA) technique to formally exam-
ine the statistical significance of the factors. We assume that there is no third-order
interaction.
Define α as a Type I error, that is the error when we reject the null hypothesis
when the null hypothesis is true. We will provide the results at α = 0.05 and 0.10.
ANOVAs for the small and medium examples are provided in Appendix C. The
observations from the ANOVAs can be summarized as follows.
• SLP
1. ANOVAs for the small and medium examples have the same factors that
are significant at α = 0.05 and α = 0.10.
2. Only yield1 is significant at α = 0.05.
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3. Prices and the interactions among prices (first- and second-order) are sig-
nificant at α = 0.10.
• GDA
1. ANOVAs from the small and medium examples have different factors that
are significant at α = 0.10.
2. Price h1, price e, and the interactions that have these prices are significant
at α = 0.10 in the small example.
3. Price h1 and the interactions that have price h1 are significant at α = 0.10
in the medium example.
4. Both examples have only yield1 that is significant at α = 0.05.
• GOA
1. Only yield1 is significant at α = 0.05 in both examples.
2. No other factor or interaction is significant at α = 0.10.
• GPA
1. ANOVAs of GPA are similar to ones from SLP in terms of the significant
factors.
2. ANOVAs for the small and medium examples have the same factors that
are significant at α = 0.05 and α = 0.10.
3. Only yield1 is significant at α = 0.05.
4. Prices and the interactions among prices (first- and second-order) are sig-
nificant at α = 0.10.
We can formally conclude that yield1 is the only factor that is significant at α
= 0.05 and in general, the prices are also significant but less than yield1. These
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ANOVA results are consistent with the conclusion from the factorial design. This is
because the prices are less significant than yields. Consequently, the proposed models
are robust to the prices more than to the yield. With this result, we should pay more
attention in the yield data that we use in the decision planning models.
4.6.4.2 Robustness to Prior Probabilities
In our numerical study, we use pre-specified or prior probabilities for the outcomes
of each uncertainty. These probabilities are subjective and depend on the decision
makers’ point of view. Hence, the prior probabilities may not be the same for every-
one. Consequently, it is necessary to examine the robustness of the model results to
the prior probabilities. In this section, we investigate the robustness of the objective
values to the prior probabilities by using the different sets of prior probabilities.
First, we adjust only the probabilities for yield1 and yield2 to have equal chance
for each outcome to occur. Next, we assign equal chance to all uncertainties. The
adjusted prior probabilities are shown in Tables 23 and 24 in Appendix B.
Note that, by assigning equal probability to the uncertainties, GDA will choose
the outcomes randomly since they have the same chance to occur and GDA selects
the outcomes that are most likely to occur. Hence, we discard GDA from this inves-
tigation.
The average profits from SLP, GOA, and GPA under all prior probability settings
are illustrated in Table 20 for the small example and Table 21 for the medium example.
The average profits from the small and medium examples are similar. Overall,
SLP and GPA yield about the same level of expected profits under all prior probability
settings. For GOA, the expected profits under adjusted settings are negative while
the expected profit under the original setting is small but positive. Hence, we can
conclude that SLP and GPA approaches are robust to the pre-specified probabilities
but GOA is not.
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Table 20: Expected profit comparison under different prior probability settings of
small example
Prior Probabilities SLP GOA GPA
Profit % of Profit % of Profit % of
($) optimal ($) optimal ($) optimal
Original setting 12267.75 100.00 2532.87 20.65 11917.14 97.14
Adjusted setting with equal 12039.00 100.00 (436.89) (3.63) 11650.05 96.77
chance for yields
Adjusted setting with equal 12175.74 100.00 (298.72) (2.45) 11876.80 97.54
chance for yields and prices
Table 21: Expected profit comparison under different prior probability settings of
medium example
Prior Probabilities SLP GOA GPA
Profit % of Profit % of Profit % of
($) optimal ($) optimal ($) optimal
Original setting 12337.22 100.00 2749.00 22.28 12178.07 98.71
Adjusted setting with equal 12141.16 100.00 (579.51) (4.77) 11801.12 97.20
chance for yields
Adjusted setting with equal 12243.58 100.00 (92.15) (0.75) 11923.18 97.38
chance for yields and prices
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4.7 Conclusions
In this chapter, we develop the crop decision planning models that help farmer make
decisions when there are uncertainties in yields and prices. The main objective of
the planning models is to maximize the expected profit. We propose a model under
stochastic programming framework, which yields the optimal expected profit. How-
ever, the stochastic programming approach itself has a limitation when it is used to
solve large size problem since the computational effort increases exponentially with
the number of decision stages. Hence, we propose three heuristics based on greedy al-
gorithms to solve the same problem, which yield feasible solutions within polynomial
times. We make use of the forecasted yields and prices from Chapters 2 and 3, respec-
tively. Even though the yields and prices are forecasted as functionals, we assume
discrete outcomes where each of these forecasts has three levels - high, medium, and
low. A numerical study is performed to validate both stochastic programming and
heuristic models in the small and medium examples. The results from the proposed
approaches are compared in terms of the average profits and average computational
time. The sensitivity analysis is also investigated. A factorial design is employed to
examine the robustness of the model results to the uncertainty factors. Finally, the
average profits under different prior probability settings are determined to evaluate
the robustness of model results to the pre-specified probabilities.
The numerical study shows that the acreage allocation, the first-stage decision,
is exactly the same in the small example where corn and soybean are assumed to
have the same uncertainty outcomes and in the medium example where both crops
are independent but have the same prior probabilities. SLP which yields the optimal
solution gives the highest weight to grow soybean and to the use of available land.
Corn is grown just to minimize the purchased amount in order to satisfy the corn
minimum requirement constraint. GPA has similar acreage allocation decision as SLP.
However, this approach gives the highest priority on corn minimum requirement. It
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guarantees that farmer will not have to purchase corn when the corn yield is low.
GDA gives the highest priority on soybean. Soybean is planted as much as possible
and the rest of land is then allocated to corn. In contrast, corn is grown as much as
possible under GOA strategy. In terms of the expected profits, GPA generates high
profit, about 97%-99% of the optimal solution from SLP. GDA provides a moderate
return, about 47%-64% of the optimal solution. GOA, on the other hand, gives the
lowest profit, only 21%-23% of the optimal solution.
The benefit of heuristic approaches is prominent when the problem size is large.
The average time used by the heuristic approaches to solve the problem is much
less than the average time used by the stochastic programming model. Since the
heuristic approaches provide feasible solutions in the reasonable amount of time,
especially GPA that gives the near optimal expected profit, it may be better to use
the proposed heuristics to solve the large-scale problem rather than the stochastic
programming. However, if the problem size is not too large, stochastic programming
is a good alternative since it generates the complete policy and also the optimal
solution.
According to the sensitivity analysis, a factorial design of experiment reveals that
all uncertainties have significant effects on the average profits but yield has higher
impact than prices. In addition, the proposed models are robust to the prices but not




CONCLUSIONS AND FUTURE RESEARCH
5.1 Summary
This dissertation develops a crop decision planning model under uncertainty. More
specifically, it focuses on the farm-level decision planning for farmers who grow
storable crops under yield and price uncertainties. We develop forecasting models
to predict the possible outcomes of the uncertainties, which are further integrated in
the crop decision planning model. In particular, we consider the case of a represen-
tative farmer who grows corn and soybean in Illinois.
In Chapter 2, we present a crop-weather regression model to predict the crop
yield. The weather information used in the forecasting model are temperature and
rainfall during the growing season. We also incorporate the GDP information to ac-
count for the economic growth, which indirectly reflects in the yield change over time.
Unlike most of the regression models that use a parametric framework, we develop a
semiparametric regression model that determines the within- and between-year rela-
tionships for the data. We use the concept of functional principal component analysis
(FPCA) to reduce the dimensionality of the model and transform the predictor vari-
ables into a set of uncorrelated variables. We analyze the principal component scores
of temperature and rainfall in detail. We find that the first two to three principal
component scores can explain more than three-fourths of the variation in the weather
data.
We use smoothing parameter values and t-test criteria to find the final semipara-
metric regression model. The selected model is compared with a set of other yield
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forecasting models. We find that the selected semiparametric regression model out-
performs the parametric linear regression models in terms of mean squared error.
Even when we use forecasted weather data rather than observed weather data, the
selected semiparametric model still provides the best predictions. We can conclude
that allowing for the time-varying relationships of the data both within and between
years together with the functional principal component technique can improve the
forecasting performance over the ordinary parametric regression approach. In ad-
dition, we estimate the pointwise confidence interval, which provides the range of
possible values of the yield within a year. With this estimated confidence interval,
we can investigate the effect of the yield uncertainty in the decision planning model.
In Chapter 3, we develop a price forecasting model under a futures-based frame-
work. This approach is based on a relationship that cash price equals futures price
plus commodity basis. Commodity basis is the difference between local cash price
and futures contract price, and it reflects the local market conditions. We focus on
forecasting commodity basis rather than cash price because commodity basis does
not change dramatically from year to year. We analyze the basis of corn and soy-
bean. We find that both corn and soybean basis fluctuate throughout the year with
five local maxima and one local minimum. We apply the functional model-based
clustering approach to the standardized commodity basis to estimate the commodity
basis distribution over one year. This technique allows us to determine the confidence
interval of the commodity basis at any time point in the forecasted year. Therefore,
our price forecasting model is distinct from other futures-based models that usually
calculate the expected commodity basis. We investigate the effects from the number
of clusters and the dimension of the spline basis. We find that only the dimension
of the spline basis affects the prediction. Because the commodity basis forecasts are
in standardized scale, we propose a calibration procedure that rescales the predicted
commodity basis back to their normal scale. We obtain the forecasted cash price by
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adding the futures price to the forecasted commodity basis.
In Chapter 4, we develop stochastic and heuristic crop decision planning models.
Our models consider the complete planning process including crop selection, acreage
allocation, planting and harvesting scheduling, storing, and selling. Consequently,
our research is different from other studies that consider portions of the process.
Since the decisions in each part impact other parts and decisions on earlier parts
are irreversible, making decision on each part individually cannot deliver the best
overall results. Our models are based on the entire process and this method can
significantly enhance the overall results. The objective of the models is to maximize
the expected profit. The planning horizon covers the duration from the beginning of
the planting periods through the end of year. Yield and price are the uncertainties in
our study. We assume that yield is observed at the beginning and the middle of the
harvest season. Price, on the other hand, is observed at the middle and the end of the
harvest season, and the end of year. These assumptions result in a five-stage decision
problem. We utilize the forecasted yield and price from Chapters 2 and 3, respectively.
Even though we forecast confidence intervals for yield and price, we assume discrete
outcomes. We discretize the intervals to avoid having an infinite number of scenarios.
The main objective of our planning models concentrates on coordinating decisions
between stages in the process. Incorporating the predicted confidence intervals into
the models would result in a much longer computational time. In addition, solving
the problem with an infinite number of scenarios is not the main objective of this
research.
The first decision planning model is the stochastic linear programming model
(SLP). This model determines the optimal solution and provides the policy or strategy
for every possible scenario. However, the computational effort increases dramatically
as the number of stages increases. Therefore, we develop simple heuristic models, each
of which delivers a feasible solution in polynomial time. We propose three heuristic
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models, namely Greedy Deterministic Approach (GDA), Greedy Optimistic Deter-
ministic Approach (GOA), and Greedy Pessimistic Deterministic Approach (GPA).
These heuristic models are based on greedy algorithms but use different criteria to
determine a representative of future uncertainty. GDA uses the most likely outcome,
while GOA chooses the best outcome. On the other hand, GPA selects the worst
outcome.
Small and medium examples are examined in the numerical study. In the small
example, we assume that both corn and soybean have the same uncertainty outcome
in every stage. In contrast, in the medium example, we assume outcomes of corn
and soybean are independent. We find that both examples result in the same acreage
allocation decision. SLP gives the highest average profit. GPA gives the return very
close to SLP. GOA provides the smallest average profit. GOA generates a moderate
return. However, in terms of average computational time, the heuristic models can
solve the problem much faster than the stochastic programming model when the
problem size is large. We also investigate the robustness of the model results to the
uncertainties and prior probabilities. We find that our models are robust to the prices
but not to the yield. In addition, SLP and GPA are robust to the prior probabilities
but GDA is not.
5.2 Future Research
In yield forecasting, we use only GDP and monthly data of temperature and rainfall
as predictors in our model. There are many other factors that can affect crop yield
such as soil properties, humidity, cultivation techniques (tillage and non-tillage), and
pesticide. One possible extension is to use more predictors and finer time grid (e.g.
daily temperature and rainfall) in the regression model. Even though adding more
variables will increase the dimensionality of the model, we can use a variable selection
technique to select only the important variables. This extension may enhance the
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accuracy of the predicted yield.
In this dissertation, we apply FPCA to temperature and rainfall data separately;
hence, multicollinearity between the principal component scores of temperature and
rainfall still exists. Therefore, another challenging extension would be to apply FPCA
to bivariate or multivariate functional data. Applying FPCA to all predictor variables
together will result in a set of uncorrelated variables. Consequently, we can precisely
estimate the contribution of each principal component on the forecasted yield.
In price forecasting, the accuracy of forecasted cash price also depends on futures
price. Since futures price changes continuously, we cannot get the exact predicted
cash price. This may affect the decision planning. An estimation of the range of the
possible futures price values would be useful.
In crop decision planning model, there are several potential directions for future
research. A natural extension would be to add more stages to the problem in order
to account for the other decisions that farmers make. Considering more crop types
that farmers can choose is another way of expanding this research.
One could also consider long-term decision planning rather than short-term. The
capacity expansion, i.e. land, labor, equipment, would be a crucial decision in this
case.
Incorporating Bayesian analysis in the future work could improve the accuracy of
the probabilities used in the planning model since this technique updates the prior
probabilities with the information we receive from the data (see Carlin and Louis
2000, Gelman et al. 2004).
It is also possible to utilize the functional values of the forecasted yield and price
rather than using only the discrete values since using only some selected values dis-
cards the possible scenarios that may occur and may lead to incorrect decisions.
One possible technique to handle this extension in stochastic programming is Sample





Step 0.1: Initialize the solution set that will hold the model solution as an empty
set.
Step 0.2: Initialize the realization set that will hold the realization of the uncertain-
ties as an empty set.
Step 1: Solving the first stage
Step 1.1: Determine the outcomes of future uncertainties using the pre-specified cri-
terion.
Step 1.2: Solve the deterministic model using the uncertainty outcomes from Step
1.1.
Step 1.3: Add the solution of the first-stage variables from Step 1.2 to the solution
set.
Step 2: Solving the second stage
Step 2.1: Observe the realization of yield1 and add this outcome to the realization
set.
Step 2.2: Determine the outcomes of yield2, price h1, price h2, and price e using the
pre-specified criterion.
Step 2.3: Set the values of variables in solution set as parameters.
115
Step 2.4: Re-solve the deterministic model using parameters from Step 2.3 and real-
ization of uncertainty in the realization set from Step 2.1 and the remaining
uncertainty outcomes from Step 2.2.
Step 2.5: Add the solution of the second-stage variables from Step 2.4 to the solution
set.
Step 3: Solving the third stage
Step 3.1: Observe the realizations of yield2 and price h1 and add these outcomes to
the realization set.
Step 3.2: Determine the outcomes of price h2, and price e using the pre-specified
criterion.
Step 3.3: Set the values of variables in solution set as parameters.
Step 3.4: Re-solve the deterministic model using parameters from Step 3.3 and re-
alizations of uncertainties in the realization set from Step 3.1 and the
remaining uncertainty outcomes from Step 3.2.
Step 3.5: Add the solution of the third-stage variables from Step 3.4 to the solution
set.
Step 4: Solving the fourth stage
Step 4.1: Observe the realization of price h2 and add this outcome to the realization
set.
Step 4.2: Determine the outcome of price e using the pre-specified criterion.
Step 4.3: Set the values of variables in solution set as parameters.
Step 4.4: Re-solve the deterministic model using parameters from Step 4.3 and re-
alizations of uncertainties in the realization set from Step 4.1 and the
remaining uncertainty outcomes from Step 4.2.
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Step 4.5: Add the solution of the fourth-stage variables from Step 4.4 to the solution
set.
Step 5: Solving the fifth stage
Step 5.1: Observe the realization of price e and add this outcome in the realization
set.
Step 5.2: Set the values of variables in solution set as parameters.
Step 5.3: Re-solve the deterministic model using parameters from Step 5.2 and re-
alizations of uncertainties in the realization set from Step 5.1.





In Section 4.4.2, the conditional probabilities are defined as:
p1(s1) = Probability that outcome of s1 will occur
p2(s2, s3|s1) = Conditional probability that outcomes s2 and s3
will occur given outcome s1
p3(s4|s1, s2, s3) = Conditional probability that outcome s4 will occur
given outcomes s1, s2, s3
p4(s5|s1, s2, s3, s4) = Conditional probability that outcome s5 will occur
given outcomes s1, s2, s3, s4.
In addition, we define
p(s2|s1) = Probability that outcome s2 will occur given outcome s1
p(s3|s1) = Probability that outcome s3 will occur given outcome s1.
In this research, we assume that
1. Outcome of yield2 (S2) does not depend on any outcome of previous uncertain-
ties.
2. Yield2 (S2) and price h1 (S3) are conditional independent given yield1 (S1)
3. Outcome of price h1 (S3) depends only on the outcome of yield1 (S1).
4. Outcome of price h2 (S4) depends only on the outcome of yield2 (S2).
5. Outcome of price e (S5) depends only on the outcome of price h2 (S4).
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Assumption 1 implies that
p(s2|s1) = p(s2).
Assumption 2 implies that
p2(s2, s3|s1) = p(s2|s1)× p(s3|s1).
Assumption 4 implies that
p3(s4|s1, s2, s3) = p3(s4|s2).
Assumption 5 implies that
p4(s5|s1, s2, s3, s4) = p4(s5|s4).
The prior probabilities used in the crop decision planning model are:
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Table 22: Prior probabilities
Outcome Probability
p1(s1 = High) 0.20
p1(s1 = Medium) 0.60
p1(s1 = Low) 0.20
p(s2 = High) 0.50
p(s2 = Medium) 0.30
p(s2 = Low) 0.20
p(s3 = High|s1 = High) 0.15
p(s3 = Medium|s1 = High) 0.30
p(s3 = Low|s1 = High) 0.55
p(s3 = High|s1 = Medium) 0.20
p(s3 = Medium|s1 = Medium) 0.60
p(s3 = Low|s1 = Medium) 0.20
p(s3 = High|s1 = Low) 0.55
p(s3 = Medium|s1 = Low) 0.30
p(s3 = Low|s1 = Low) 0.15
p3(s4 = High|s2 = High) 0.20
p3(s4 = Medium|s2 = High) 0.30
p3(s4 = Low|s2 = High) 0.50
p3(s4 = High|s2 = Medium) 0.25
p3(s4 = Medium|s2 = Medium) 0.50
p3(s4 = Low|s2 = Medium) 0.25
p3(s4 = High|s2 = Low) 0.50
p3(s4 = Medium|s2 = Low) 0.30
p3(s4 = Low|s2 = Low) 0.20
p4(s5 = High|s4 = High) 0.70
p4(s5 = Medium|s4 = High) 0.20
p4(s5 = Low|s4 = High) 0.10
p4(s5 = High|s4 = Medium) 0.20
p4(s5 = Medium|s4 = Medium) 0.60
p4(s5 = Low|s4 = Medium) 0.20
p4(s5 = High|s4 = Low) 0.10
p4(s5 = Medium|s4 = Low) 0.20
p4(s5 = Low|s4 = Low) 0.70
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Table 23: Adjusted prior probabilities - equal chance for yield1 and yield2 (for
sensitivity analysis)
Outcome Probability
p1(s1 = High) 1/3
p1(s1 = Medium) 1/3
p1(s1 = Low) 1/3
p(s2 = High) 1/3
p(s2 = Medium) 1/3
p(s2 = Low) 1/3
p(s3 = High|s1 = High) 0.15
p(s3 = Medium|s1 = High) 0.30
p(s3 = Low|s1 = High) 0.55
p(s3 = High|s1 = Medium) 0.20
p(s3 = Medium|s1 = Medium) 0.60
p(s3 = Low|s1 = Medium) 0.20
p(s3 = High|s1 = Low) 0.55
p(s3 = Medium|s1 = Low) 0.30
p(s3 = Low|s1 = Low) 0.15
p3(s4 = High|s2 = High) 0.20
p3(s4 = Medium|s2 = High) 0.30
p3(s4 = Low|s2 = High) 0.50
p3(s4 = High|s2 = Medium) 0.25
p3(s4 = Medium|s2 = Medium) 0.50
p3(s4 = Low|s2 = Medium) 0.25
p3(s4 = High|s2 = Low) 0.50
p3(s4 = Medium|s2 = Low) 0.30
p3(s4 = Low|s2 = Low) 0.20
p4(s5 = High|s4 = High) 0.70
p4(s5 = Medium|s4 = High) 0.20
p4(s5 = Low|s4 = High) 0.10
p4(s5 = High|s4 = Medium) 0.20
p4(s5 = Medium|s4 = Medium) 0.60
p4(s5 = Low|s4 = Medium) 0.20
p4(s5 = High|s4 = Low) 0.10
p4(s5 = Medium|s4 = Low) 0.20
p4(s5 = Low|s4 = Low) 0.70
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Table 24: Adjusted prior probabilities - equal chance for every uncertainty (for
sensitivity analysis)
Outcome Probability
p1(s1 = High) 1/3
p1(s1 = Medium) 1/3
p1(s1 = Low) 1/3
p(s2 = High) 1/3
p(s2 = Medium) 1/3
p(s2 = Low) 1/3
p(s3 = High|s1 = High) 1/3
p(s3 = Medium|s1 = High) 1/3
p(s3 = Low|s1 = High) 1/3
p(s3 = High|s1 = Medium) 1/3
p(s3 = Medium|s1 = Medium) 1/3
p(s3 = Low|s1 = Medium) 1/3
p(s3 = High|s1 = Low) 1/3
p(s3 = Medium|s1 = Low) 1/3
p(s3 = Low|s1 = Low) 1/3
p3(s4 = High|s2 = High) 1/3
p3(s4 = Medium|s2 = High) 1/3
p3(s4 = Low|s2 = High) 1/3
p3(s4 = High|s2 = Medium) 1/3
p3(s4 = Medium|s2 = Medium) 1/3
p3(s4 = Low|s2 = Medium) 1/3
p3(s4 = High|s2 = Low) 1/3
p3(s4 = Medium|s2 = Low) 1/3
p3(s4 = Low|s2 = Low) 1/3
p4(s5 = High|s4 = High) 1/3
p4(s5 = Medium|s4 = High) 1/3
p4(s5 = Low|s4 = High) 1/3
p4(s5 = High|s4 = Medium) 1/3
p4(s5 = Medium|s4 = Medium) 1/3
p4(s5 = Low|s4 = Medium) 1/3
p4(s5 = High|s4 = Low) 1/3
p4(s5 = Medium|s4 = Low) 1/3




Tables 25 to 28 display the ANOVAs for the small example while Tables 29 to 32
display for the medium example.
Table 25: ANOVA for SLP of the small example
Source DF SS MS F P
Yield1 1 3879868133 3879868133 701.43 0.024†
Price h1 1 266980649 266980649 48.27 0.091‡
Price h2 1 242443195 242443195 43.83 0.095‡
Price e 1 283913148 283913148 51.33 0.088‡
Yield1*Price h1 1 5660414 5660414 1.02 0.496
Yield1*Price h2 1 11640089 11640089 2.10 0.384
Yield1*Price e 1 6333741 6333741 1.15 0.478
Price h1*Price h2 1 257894934 257894934 46.62 0.093‡
Price h1*Price e 1 257559568 257559568 46.56 0.093‡
Price h2*Price e 1 272788083 272788083 49.32 0.090‡
Yield1*Price h1*Price h2 1 5318639 5318639 0.96 0.506
Yield1*Price h1*Price e 1 5177411 5177411 0.94 0.511
Yield1*Price h2*Price e 1 5353659 5353659 0.97 0.505
Price h1*Price h2*Price e 1 251261413 251261413 45.42 0.094‡
Error 1 5531375 5531375
Total 15 5757724452
† significance at α = 0.05, ‡ significance at α = 0.10
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Table 26: ANOVA for GDA of the small example
Source DF SS MS F P
Yield1 1 3533279440 3533279440 772.04 0.023†
Price h1 1 448362626 448362626 97.97 0.064‡
Price h2 1 159528141 159528141 34.86 0.107
Price e 1 220034354 220034354 48.08 0.091‡
Yield1*Price h1 1 8082080 8082080 1.77 0.411
Yield1*Price h2 1 10601080 10601080 2.32 0.370
Yield1*Price e 1 4206847 4206847 0.92 0.513
Price h1*Price h2 1 262947954 262947954 57.46 0.084‡
Price h1*Price e 1 230354989 230354989 50.33 0.089‡
Price h2*Price e 1 207304708 207304708 45.30 0.094‡
Yield1*Price h1*Price h2 1 4987607 4987607 1.09 0.486
Yield1*Price h1*Price e 1 5916448 5916448 1.29 0.459
Yield1*Price h2*Price e 1 4517006 4517006 0.99 0.502
Price h1*Price h2*Price e 1 230442874 230442874 50.35 0.089‡
Error 1 4576562 4576562
Total 15 5335142715
† significance at α = 0.05, ‡ significance at α = 0.10
Table 27: ANOVA for GOA of the small example
Source DF SS MS F P
Yield1 1 2916071820 2916071820 337.63 0.035†
Price h1 1 296212153 296212153 34.30 0.108
Price h2 1 157748702 157748702 18.26 0.146
Price e 1 158327737 158327737 18.33 0.146
Yield1*Price h1 1 8838907 8838907 1.02 0.496
Yield1*Price h2 1 11436436 11436436 1.32 0.455
Yield1*Price e 1 387307 387307 0.04 0.867
Price h1*Price h2 1 300613873 300613873 34.81 0.107
Price h1*Price e 1 300965942 300965942 34.85 0.107
Price h2*Price e 1 155240635 155240635 17.97 0.147
Yield1*Price h1*Price h2 1 9034984 9034984 1.05 0.493
Yield1*Price h1*Price e 1 8670699 8670699 1.00 0.499
Yield1*Price h2*Price e 1 1264894 1264894 0.15 0.767
Price h1*Price h2*Price e 1 297633747 297633747 34.46 0.107
Error 1 8636957 8636957
Total 15 4631084792
† significance at α = 0.05
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Table 28: ANOVA for GPA of the small example
Source DF SS MS F P
Yield1 1 4458538044 4458538044 4499.52 0.009†
Price h1 1 291697536 291697536 294.38 0.037†
Price h2 1 373691041 373691041 377.13 0.033†
Price e 1 317594991 317594991 320.51 0.036†
Yield1*Price h1 1 1409634 1409634 1.42 0.444
Yield1*Price h2 1 27697 27697 0.03 0.895
Yield1*Price e 1 1424538 1424538 1.44 0.443
Price h1*Price h2 1 296988180 296988180 299.72 0.037†
Price h1*Price e 1 295891258 295891258 298.61 0.037†
Price h2*Price e 1 305407955 305407955 308.22 0.036†
Yield1*Price h1*Price h2 1 1230081 1230081 1.24 0.466
Yield1*Price h1*Price e 1 1292485 1292485 1.30 0.458
Yield1*Price h2*Price e 1 1802870 1802870 1.82 0.406
Price h1*Price h2*Price e 1 288901748 288901748 291.56 0.037†
Error 1 990891 990891
Total 15 6636888948
† significance at α = 0.05
Table 29: ANOVA for SLP of the medium example
Source DF SS MS F P
Yield1 1 3885067545 3885067545 740.65 0.023†
Price h1 1 257246313 257246313 49.04 0.090‡
Price h2 1 247885659 247885659 47.26 0.092‡
Price e 1 285940998 285940998 54.51 0.086‡
Yield1*Price h1 1 5478713 5478713 1.04 0.493
Yield1*Price h2 1 12362959 12362959 2.36 0.368
Yield1*Price e 1 5788619 5788619 1.10 0.484
Price h1*Price h2 1 248375394 248375394 47.35 0.092‡
Price h1*Price e 1 250540621 250540621 47.76 0.091‡
Price h2*Price e 1 271101823 271101823 51.68 0.088‡
Yield1*Price h1*Price h2 1 5410578 5410578 1.03 0.495
Yield1*Price h1*Price e 1 5232199 5232199 1.00 0.500
Yield1*Price h2*Price e 1 6467180 6467180 1.23 0.467
Price h1*Price h2*Price e 1 251882451 251882451 48.02 0.091‡
Error 1 5245474 5245474
Total 15 5744026526
† significance at α = 0.05, ‡ significance at α = 0.10
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Table 30: ANOVA for GDA of the medium example
Source DF SS MS F P
Yield1 1 3463075923 3463075923 581.04 0.035†
Price h1 1 273937918 273937918 45.96 0.093‡
Price h2 1 160988262 160988262 27.01 0.121
Price e 1 188927362 188927362 31.70 0.112
Yield1*Price h1 1 4559463 4559463 0.76 0.543
Yield1*Price h2 1 10069992 10069992 1.69 0.417
Yield1*Price e 1 4131971 4131971 0.69 0.558
Price h1*Price h2 1 272161237 272161237 45.66 0.094‡
Price h1*Price e 1 276665338 276665338 46.42 0.093‡
Price h2*Price e 1 179104823 179104823 30.05 0.115
Yield1*Price h1*Price h2 1 5788451 5788451 0.97 0.505
Yield1*Price h1*Price e 1 5587456 5587456 0.94 0.510
Yield1*Price h2*Price e 1 3478579 3478579 0.58 0.585
Price h1*Price h2*Price e 1 268123595 268123595 44.99 0.094‡
Error 1 5960092 5960092
Total 15 5122560463
† significance at α = 0.05, ‡ significance at α = 0.10
Table 31: ANOVA for GOA of the medium example
Source DF SS MS F P
Yield1 1 2956356794 2956356794 334.42 0.035†
Price h1 1 298586304 298586304 33.78 0.108
Price h2 1 168409926 168409926 19.05 0.143
Price e 1 153433186 153433186 17.36 0.150
Yield1*Price h1 1 8344299 8344299 0.94 0.509
Yield1*Price h2 1 12472163 12472163 1.41 0.445
Yield1*Price e 1 601299 601299 0.07 0.838
Price h1*Price h2 1 297630986 297630986 33.67 0.109
Price h1*Price e 1 301282633 301282633 34.08 0.108
Price h2*Price e 1 154899431 154899431 17.52 0.149
Yield1*Price h1*Price h2 1 9087060 9087060 1.03 0.496
Yield1*Price h1*Price e 1 9805885 9805885 1.11 0.484
Yield1*Price h2*Price e 1 1062198 1062198 0.12 0.788
Price h1*Price h2*Price e 1 304864870 304864870 34.49 0.107
Error 1 8840216 8840216
Total 15 4685677250
† significance at α = 0.05
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Table 32: ANOVA for GPA of the medium example
Source DF SS MS F P
Yield1 1 4463059006 4463059006 3020.81 0.012†
Price h1 1 281551117 281551117 190.57 0.046†
Price h2 1 386309591 386309591 261.47 0.039†
Price e 1 320135115 320135115 216.68 0.043†
Yield1*Price h1 1 1146805 1146805 0.78 0.540
Yield1*Price h2 1 338090 338090 0.23 0.716
Yield1*Price e 1 1349651 1349651 0.91 0.514
Price h1*Price h2 1 294965855 294965855 199.65 0.045†
Price h1*Price e 1 298824811 298824811 202.26 0.045†
Price h2*Price e 1 309863673 309863673 209.73 0.044†
Yield1*Price h1*Price h2 1 1280711 1280711 0.87 0.523
Yield1*Price h1*Price e 1 1429471 1429471 0.97 0.505
Yield1*Price h2*Price e 1 2186968 2186968 1.48 0.438
Price h1*Price h2*Price e 1 294374144 294374144 199.25 0.045†
Error 1 1477440 1477440
Total 15 6658292448
† significance at α = 0.05
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