We propose a novel method for computing exact pointwise robustness of deep neural networks for a number of p norms. Our algorithm, GeoCert, finds the largest p ball centered at an input point x 0 , within which the output class of a given neural network with ReLU nonlinearities remains unchanged. We relate the problem of computing pointwise robustness of these networks to that of growing a norm ball inside a non-convex polytope. This is a challenging problem in general, as we discuss; however, we prove a useful structural result about the geometry of the piecewise linear components of ReLU networks. This result allows for an efficient convex decomposition of the problem. Specifically we show that if polytopes satisfy a technical condition that we call being 'perfectly-glued', then we can find the largest ball inside their union in polynomial time. Our method is efficient and can certify pointwise robustness for any norm where p is greater or equal to 1.
Introduction
The problem we consider in this paper is finding the ppointwise robustness of a neural net with ReLU nonlinearities with respect to general p norms. The pointwise robustness of a neural net classifier, f , for a given input point x 0 is defined as the smallest distance from x 0 to the decision boundary (Bastani et al., 2016) . Formally, this is defined as ρ(f, x 0 , p) := inf
Computing the pointwise robustness, or the average pointwise robustness across a test set of data points, is the central problem in certifying that neural nets are robust to adversarial attacks. Unfortunately, exactly computing the pointwise robustness for even the ∞ norm has been shown to be NPcomplete (Katz et al., 2017) . Previous work that exactly computes the pointwise robustness has relied on mixed integer linear programming formulations (Cheng et al., 2017; Tjeng et al., 2017; Kouvaros & Lomuscio, 2018) or SMTbased approaches (Katz et al., 2017; Ehlers, 2017) , however these techniques work only for the ∞ -norm. There have also been numerous techniques to efficiently compute a lower bound on the pointwise robustness for the ∞ -norm. These approaches employ a variety of relaxation techniques, such as duality (Krishnamurthy et al., 2018) , layer-wise approximations of the range of a neural net using linear or semidefinite programming(Zico Kolter & Wong, 2017; Wong et al., 2018a; Raghunathan et al., 2018) , abstract representations with zonotopes (Mirman et al., 2018) , and bounding the global or local lipschitz constant of a network (Hein & Andriushchenko, 2017; Raghunathan et al., 2018; Tsuzuku et al., 2018; Szegedy et al., 2013) . There has been also been some recent work lower bounding the pointwise robustness in the 2 norm Wong et al., 2018b; Weng et al., 2018) . All of these approaches, while efficient, may provide very loose lower bounds on the robustness.
In this work, we propose an algorithm to exactly compute the pointwise robustness of a neural nets with ReLU nonlinearities, with respect to any convex p norm. Our algorithm operates by growing an p ball with a fixed center in the union of polytopes defined by the sign-configurations of a network's ReLU units. To the best of our knowledge, this algorithm provides the first provably complete certificate of robustness for the 2 norm, and for general p norms where p ≥ 1. Using the terminology of (Kouvaros & Lomuscio, 2018) , we say that a certification method is sound if it provides a lower bound on the pointwise robustness, and complete if it is guaranteed to exactly find a point of minimal distance which induces misclassification. Note that our technique, being complete, computes the exact pointwise robustness, as well as a witness that lies on the decision boundary.
Our approach works for piecewise linear neural nets, which arXiv:1903.08778v1 [cs. LG] 20 Mar 2019 include neural nets composed of fully connected layers, convolutional layers, ReLUs, and Max-Pooling units and arbitrary depth. We emphasize that our algorithm may require exponential time in general; however at any early termination point, it still provides a valid lower bound to pointwise robustness.
The central mathematical problem we address is how to find the largest p ball with a given center, that is fully contained inside a union of convex polyhedra. We solve this by generating a convex decomposition of the boundary of such a union. The area of computational geometry has considered the decomposition of arbitrary nonconvex polytopes or their boundaries, but in this area the problem is constrained to low dimensions e.g. R 3 , since these are typically motivated by physical problems, see e.g. (Chazelle & Palios, 1997) .
For high dimensions, finding the largest p ball that can fit inside a union of polytopes can be very challenging. As we show, for general polyhedra given in their H-description, their union can have exponentially many facets. However, we show that if the polytopes satisfy a technical condition that we call being perfectly glued, then we can find the largest p ball inside their union centered at a given point in time that is polynomial in the dimension and the number of polytopes.
Further, we establish a structural result about the geometry of neural networks that may be of independent interest. Specifically, we show that the polytope partition created by feed-forward neural networks with ReLU activations satisfies our perfectly glued condition. Our result is closely related to the theory of polyhedral complexes (Ziegler, 1995) . Specifically, our structural result establishes that neural networks partition the input space into a polyhedral complex with some additional structure.
We first examine the problem of finding the size of a centered Chebyshev ball contained in a single polytope. Then introduce definitions to describe the possible relations between two polytopes and then turn our attention to arbitrary unions of polytopes. Our central theoretical result demonstrates that polytopes that are perfectly glued have an efficient boundary representation. We prove that the domain partitioning formed by ReLU nets is perfectly glued and we outline an incremental algorithm to compute pointwise robustness. Finally we experimentally validate our method on simple ReLU networks. We emphasize that we have not been able to scale our current certification method to large neural networks but we believe this may be possible by optimizing convex optimization solvers or leveraging GPUs.
All proofs can be found in Appendix A. Figure 1 . Diagram demonstrating the problem of finding the largest p ball inside given polytope P.
Norm Balls inside Polytopes

Notation and assumptions
A convex polyhedron is the subset of R n that satisfies a finite set of linear inequalities. A convex polytope is a convex polyhedron that is also bounded. A non-convex polytope is the finite union of convex polytopes. In this paper, when we use the term 'polytope' we refer to convex polyhedra that may be potentially unbounded to simplify the discussion. When boundedness is needed, we explicitly discuss it.
The polytopes we study are described succinctly by their linear inequalities (i.e., they are H-polytopes), which means that the number of halfspaces defining the polytope, denoted by m, is at most O(poly(n)), i.e. polynomial in the ambient dimension.
If a polytope P is described as {x | Ax ≤ b}, an (n − k)-face of P is a nonempty subset of P defined as the set {x | x ∈ P ∧ A = x = b = } where A = is a matrix of rank k composed of a subset of the rows of A, and b = is the corresponding subset of b. We use the term facet to refer to an (n − 1) face of P. We define the boundary δP of a polytope as the union of the facets of P:
where a i is the i th row of A.
The p -norm ball of size t centered at point x 0 is denoted by
The results presented hold for p norms for p ≥ 1. When the choice of norm is arbitrary, we use || · || to denote the norm and B t (x 0 ) to refer to the corresponding norm ball.
Centered Chebyshev Balls
We first consider the simple problem of fitting a centered p -ball inside a single polytope. The uncentered version of this problem is typically referred to as finding the Chebyshev center of a polytope and has been well-studied (Boyd & Vandenberghe, 2004; Botkin & Turova-Botkina, 1994) . Typically this is solved with a simple linear program. As a warm-up towards our main results, we present a closed form solution of finding the largest ball contained inside a polytope with a fixed center, which we shall refer to as the centered Chebyshev ball.
Let P = {x | Ax ≤ b} be a polytope containing x 0 . The size of the centered Chebyshev ball is the solution to the following optimization problem
Where each constraint can be rewritten as t||a i || * ≤ b i − a T i x 0 , for || · || * being the dual norm of || · || p . Thus the program becomes
which can be solved as taking the minimum over all i of
Understanding what is occurring here will be central to our theorems, so we decompose the above problem. Note that each constraint a ||ai|| * denotes the p distance from x 0 to that hyperplane. In other words, this provides a lower bound on the p distance to the facet of P generated by constraint i being tight. However, the minimum of these lower bounds must be tight for the constraint that bounds the centered Chebyshev ball and therefore it suffices to compute this lower bound everywhere. Finding the centered Chebyshev ball is equivalent to finding the minimum distance to δP as defined in equation 2. An alternative, albeit more laborious, solution to finding the centered Chebyshev ball is to consider the minimal p distance to δP directly by computing the p distance to each facet of P and taking the minimum.
We will rely heavily on the following formulations. A facet is itself a polytope, and in the case of the ∞ -norm, finding the minimum distance between point x 0 and a polytope P = {x | Ax ≤ b} is a linear program:
And in the case of the 2 -norm, finding the minimum distance between x 0 and P is equivalent to finding the minimum norm point of P, which is a linearly constrained quadratic program:
In both cases there exist polynomial time algorithms to solve these exactly and efficient implementations to solve these quickly in practice (Karmarkar, 1984; Ye & Tse, 1989) . Thus, we can solve the problem of finding the centered Chebyshev ball of a single polytope by solving the minimum distance to each facet, each formulated as an efficient LP or QP.
Unions of two polytopes
With the case for a single polytope handled, we consider the case of multiple polytopes, starting with examining the pairwise interaction between two polytopes. We introduce the following definitions: Definition 1. Polytopes P, Q ⊆ R n , each with nonempty interior, are said to be glued if P ∩Q is nonempty and has dimension < n. A collection of polytopes P = {P 1 , P 2 , ...} is said to be glued if every pair of polytopes P i , P j in P with nonempty intersection is glued. Definition 2. Polytopes P, Q ⊆ R n are said to be perfectly glued if P and Q are glued and P ∩ Q is a face of both P and Q. A collection of polytopes P = {P 1 , P 2 , ...} is said to be perfectly glued if every pair of polytopes P i , P j in P with nonempty intersection is perfectly glued.
See figure 2.2 for a pictorial example of these definitions. The notion of a collection of perfectly glued polytopes is similar to that of a polyhedral complex, with the difference that we only allow polytopes with nonempty interior to be perfectly glued, and generally do not allow the entire face lattice of perfectly glued polytopes to be considered in the collection P. See chapter 5 of (Ziegler, 1995) for a discussion on polyhedral complexes.
From here we can prove some simple lemmas about hyperplanes and perfectly glued polytopes: Lemma 2.1. Given an arbitrary polytope P := {x | Ax ≤ b} and a hyperplane H := {x | c T x = d} that intersects the interior of P, the two polytopes formed by the intersection of P and the each of closed halfpsaces defined by H are perfectly glued
And the similar in spirit, but slightly more nuanced variant of lemma 2.1: Lemma 2.2. Let P, Q be two perfectly glued polytopes and let H P , H Q be two hyperplanes that define two closed Finally we note that for the problem of a centered Chebyshev ball inside a union of only two polytopes, if their intersection is sufficiently low dimension, one polytope is irrelevant.
Lemma 2.3. Let P, Q be polytopes whose intersection is (n − d) dimensional, for some d ≥ 2, and let x 0 ∈ P, with B t (x 0 ) the largest p -norm ball centered at x 0 contained in P ∪ Q. Then B t (x 0 ) is contained entirely in P.
Unions of finitely many polytopes
Now we can turn our attention to unions of arbitrarily many collections of polytopes. We first formally define the boundary of a non-convex polytope.
Definition 3. The boundary of a non-convex polytope P is the largest set T ⊆ Z such that every point x ∈ T satisfies the following two properties: (i) There exists an 0 and a direction u such that for all ∈ (0, 0 ), there exists a neighborhood centered around x + u that is contained in Z.
(ii) There exists an η 0 , and a direction v such that for all η ∈ (0, η 0 ), x + ηv / ∈ Z. As a sanity check, we can verify that for a single polytope P := {x | Ax ≤ b} with nonempty interior, our definition of boundary matches that in equation 2. Consider x ∈ δP.
There must exist at least one i such that a
On the other hand, since P has nonempty interior, there exists some point y such that Ay < b. Letting y − x = u, then every point along the line (x, y) is also contained in the interior of P. And if z ∈ P \ δP then Az < b such that there is no direction to meet criterion (ii) of the definition.
Ultimately we will be driving towards a solution to the centered Chebyshev ball problem, with respect to a nonconvex polytope. Intuitively, finding the infimal p distance between x 0 and the boundary of a non-convex polytope is the solution to this problem. Thus if we can decompose the boundary into a reasonable number of convex components, then this problem can be solved by solving a reasonable number of convex optimization problems. However this is not always the case, as we now state some decomposition results:
Theorem 2.1. There exists a collection of polytopes P = {P 1 , . . . P k } each with nonempty interior and 2 constraints (for a total of 2k constraints) such that the boundary of
Fitting a ball inside glued polytopes
While nonconvex polytopes generated by an arbitrary union of polytopes could potentially have an inefficient convex representations of their boundaries, if a nonconvex polytope can be defined as a union of a small number of perfectly glued polytopes, then its boundary can be described efficiently as well.
We note that there exists a polynomial time algorithm for determining the dimension of a polytope. This resolves to determining the rank of the matrix defining the implicit equalities of the H-polytope (Schrijver, 1998; Telgen, 1983) . We can now provide the algorithm and prove correctness of our main theoretical result:
Theorem 2.2. Given a collection, P = {P 1 , . . . P k }, of k perfectly glued H-polytopes ⊂ R n , where P i is defined as the intersection of m i closed halfspaces. Let M = i m i , and let x 0 be a point contained by at least one such P i . Then the boundary of i∈[k] P i is represented by at most M (n − 1)-dimensional polytopes. There exists an algorithm that can compute this boundary in O(poly(n, M, k)) time.
Returning to our desired application, we now prove a corollary about the centered Chebyshev ball contained in a union of polytopes. Corollary 1. Given a collection, P = {P 1 , . . . P k } that meets all the conditions outlined in theorem 2.2, with the boundary of P computed as in theorem 2.2, the centered Chebyshev ball around x 0 has size
This can be solved by at most M linear programs in the case of ∞ norm, or at most M linearly constrained quadratic programs in the case of the 2 -norm.
Geometry of ReLU Nets
We now demonstrate an application of the geometric results described above to certifying robustness of neural nets. Let f be an arbitrary L-layer feed forward neural net with ReLU nonlinearities, where each layer
where σ refers to the element-wise ReLU operator. And we denote f (x) = f (L) (x). Important to note is that f (i) (x) refers to the pre-ReLU activations of the i th layer of f . Let m be the number of neurons of f , that is m = L−1 i=1 n i . We describe a neuron configuration as a ternary vector, A ∈ {−1, 0, 1} m , such that each coordinate of A corresponds to a particular neuron in f . In particular, for neuron j,
if neuronj is both 'on' and 'off'
Where a neuron being 'on' corresponds to the pre-ReLU activation is at least zero, 'off' corresponds to the pre-ReLU being at most zero, and if a neuron is both on and off its pre-ReLU activation is identically zero. Further each neuron configuration corresponds to a set
has neuron activation consistent with A}
The following have been proved before, but we include them to introduce notational familiarity: Lemma 3.1. For a given neuron configuration A, the following are true about P A ,
Point (i) above simply demonstrates that, except in extreme cases when f is a linear map, each P A intersects some P B . Point (ii) implies that for any A j with some index 0 is either the emptyset or has empty interior. These facts will come in handy in the following theorem: Theorem 3.1. The collection of P A for all A, such that P A has nonempty interior, is a collection of perfectly glued polytopes .
Thus we can leverage the techniques outlined in Theorem 2.2 to verify neural net robustness. Though the algorithm outlined in Theorem 2.2 required the collection of polytopes to be known in advance, a simple variant of this algorithm can be evaluated lazily with new polytopes added as needed.
Verifying Robustness to Adversarial Inputs
Given a classifier f , let F be the index of the maximum coordinate of f ,
The p -pointwise robustness, as defined in equation 1 serves as a certificate for the robustness of x, in that we can guarantee that any y with ||y − x|| p < ρ(f, x, p) will not change the classifier output.
Algorithm 1 provides a variant on the algorithm provided in theorem 2.2 that can be evaluated lazily and exactly computes ρ(f, x, p). Informally, this algorithm first computes F (x) and collects which neuron configuration(s) x resides in. Then it maintains a list of 'seen' polytopes and a priority queue of all facets of each 'seen' polytope that is not shared by some other 'seen' polytope. With each 'seen' polytope, distance to a set of 'adversarial constraints' is also maintained: if F (x) = c, then each polytope includes a set of constraints of the form
The algorithm iteratively pops the queue element with minimal p distance to x and determines the polytope that is perfectly glued to that facet. The facets of this polytope are computed and all shared ones are eliminated. These, in addition to the adversarial constraints for this facet, are inserted into the priority queue. If the element popped by the priority queue is an 'adversarial constraint', then we are done and return the p distance between x and the facet defining this adversarial constraint.
To argue for correctness: certainly the returned value of this algorithm defines the distance to a point y such that F (x) = F (y). By lemma 2.3, it suffices to only explore outward along polytopes that share facets, and by theorem 2.2 this set of facets is exactly the boundary of the set of 'seen' polytopes. This implies that if the priority queue pops element Q with distance t to x, then the ball B t (x) is contained in the set of 'seen' polytopes. If this algorithm is terminated before completion, then the minimum-distance element in the priority queue is a valid lower bound on the p -pointwise robustness. Example: To help give a sense of how Algorithm 1 explained above operates, consider a simple example which is illustrated in Figure 5 . Assume the four polytopes shown are part of the collection of perfectly glued polytopes generated by a classifier's ReLu activations. Further assume the facets of the outer boundary δP , are each adversarial constraints.
At the first iteration, shown (Top), the ReLu activations at x 0 are used to generate the facets of the first polytope (adversarial facets are marked in red). Then, the p projection onto each facet is computed and stored in queue. The p ball is grown and the current view of the boundary is updated as facets are popped and polytopes are added in queued order.
Once an adversarial facet is the minimum projection of all facets stored in the queue, the algorithm stops.
Experiments and Applications
Here, we provide experiments which demonstrate the validity and behavior of our 'GeoCert' method for certifying pointwise p robustness of feedforward neural networks with ReLU nonlinearities. We focus on the application of l 2 robustness which has been unsolved by previous methods to our knowledge. However, as previously mentioned, our method is provably correct for convex p norms, including ∞ .
1 Figure 7 . (Top)The perfectly glued collections formed by a neural network trained on a toy dataset. (Bottom). Maximum centered Chebyshev balls returned by 'Geo-Cert' for toy example.
Experiment 1: First we present an example of our algorithm as presented in Theorem 2.2 running on a given union of polytopes. We initialize a neural net with i.i.d. gaussian weights and ReLU nonlinearities that has domain R 2 . We sample sufficiently many points in this domain to generate a collection of polytopes and grow an 2 ball centered around the origin contained in this collection of polytopes. The maximal centered Chebyshev ball and the sampled poly-topes are displayed in Figure 6 .
Experiment 2: Next we apply GeoCert, as presented in Algorithm 1 to compute the 2 -pointwise robustness of a trained binary classifier with domain R 2 . The neural net considered is fully connected with linear layer sizes [2, 50, 10, 10, 2] and ReLU nonlinearities. Several test points are sampled and their corresponding 2 -pointwise robustness, in addition to the polytopes defined by the neuron configurations, are displayed in Figure 7 .
Experiment 3: Here we examine the effects of weight sparsity upon the number of polytopes explored by GeoCert. As noted in (Xiao et al., 2018; Goodfellow et al., 2014) , 1 -regularization on the weights of the fully connected layers of a neural net improves ReLU stability. In the case of MILP-based algorithms for computing exact pointwise robustness, ReLU stability reduces the need for the program to 'branch'. Through an example, we demonstrate that for our methods, ReLU stability reduces the number of polytopes we expand into on average. We consider the same classification problem outlined in Experiment 2 and utilize a similar feedforward architecture but with wider layers. The loss employed is standard cross entropy with 1 regularization of the layer weights. The regularization coefficient was swept to create a collection of classifiers with increasing levels of regularization. For a given regularized classifier, we display the density of polytopes within the box [0,1] x [0,1] against the used regularization coefficient. To demonstrate the effect of regularization on the domain partitioning, we compare the neural configurations of one unregularized and regularized network in figure 9. (Note that the two compared classifiers both perfectly fit the data.) As can be seen in the figure, regularization polarizes the size of neural configuration polytopes contracting some and shrinking others. In practice, we explore fewer polytopes under regularization.
Experiment 4: Finally we note that, like other complete verification techniques, GeoCert provides, as a 'witness', the image that lies on the decision boundary of minimal distance from the input. This image can be viewed as the adversarial example of minimal 2 -norm, and thus GeoCert can also be viewed as an adversarial attack. To demonstrate this, we trained a simple network with 3 hidden, fully-connected layers and a total of 75 ReLU units to distinguish between MNIST 1's and 7's, which it can do with 99.2% accuracy. We then run both the Carlini-Wagner 2 attack (Carlini & Wagner, 2017) and GeoCert, as an attack, on unseen validation images. We find that GeoCert generates adversarial examples which have an 2 norm that is 37.8% that of the successful Carlini-Wagner attacks. Notice that the produced adversarial examples also have much more concentrated noise, as demonstrated in Figure 8 . . Using GeoCert to provide adversarial attacks on a classifier trained to distinguish MNIST 1's from 7's. The left column displays the original example, the middle column displays successful Carlini-Wagner attacks, the right column displays the adversarial example generated by GeoCert. On average, the adversarial noise generated by GeoCert is 37.8% less than that needed by CarliniWagner to induce misclassification. Notice also the difference in noise patterns between the two attacks. 
Conclusion and Future Work
In this paper we have related the problem of finding the centered chebyshev ball in a nonconvex polytope to that of certifying pointwise robustness for piecewise linear neural nets. We introduce the notion of perfectly glued polytopes and then prove that their boundary has an efficient convex decomposition. Then we demonstrate that the piecewise linear components of a ReLU net are perfectly glued and we present an algorithm to certify p pointwise robustness, for p norms with p ≥ 1. This work presents a stride in exact verification of neural networks with more general adversarial threat models.
We have not explicitly focused on optimizing performance in our implementation, but there are several directions for improvement in this domain. We repeatedly solve convex optimization problems with structure that is largely shared. Exact accuracy for solving each of these optimization problems is not necessary: just enough to ensure correct ordering of items we pop from the priority queue. Training techniques to ensure ReLU stability show promise as a technique to improve certification speed as well. Efficient implementations of scalable exact computation of p -pointwise robustness for nontrivial networks is an interesting future direction.
A. Supplementary Proofs
Here we include the proofs of all lemmas and theorems presented above. We repeat the theorem/lemma statement for convenience.
Lemma 2.1. Given an arbitrary polytope P := {x | Ax ≤ b} and a hyperplane H := {x | c T x = d} that intersects the interior of P, the two polytopes formed by the intersection of P and the each of closed halfpsaces defined by H are perfectly glued Proof. Let H + := {x | c T x ≥ d} and H − := {x | c T x ≤ d}, with P + := P ∩ H + and P − := P ∩ H − . Then each of P + , P − are polytopes with nonempty interior and their intersection is exactly P ∩ H, which is a face of both
And the similar in spirit, but slightly more nuanced variant of lemma 2.1:
Lemma 2.2. Let P, Q be two perfectly glued polytopes and let H P , H Q be two hyperplanes that define two closed halfspaces each, Proof. Let F = P ∩ Q, which by definition is a face of both P, Q. Without loss of generality we can align the hyperplanes
For ease of notation, we'll let P + denote P ∩ H + P , and similarly for P − , Q + , Q − . If H P does not intersect the interior of P, then exactly one of P + , P − has empty interior and can be ignored. Otherwise, by lemma 2.1, P + , P − are perfectly glued, and likewise for Q + , Q − . To handle the cross-terms we proceed by cases. Letting S = F ∩ H P , we handle the following four cases: (i) S = ∅, (ii) S is a face of F , (iii) S = F , or (iv) none of the above.
(i): In the case that S = ∅, then either P + ∩ F or P − ∩ F is empty. Likewise for Q + ∩ F, Q − ∩ F . Assume without loss of generality that P + ∩ F = Q + ∩ F = ∅. Then certainly P + is disjoint from Q and therefore both Q + , Q − . Likewise for the interaction between Q + and P − , P + . Finally, since S = ∅, F is a face of both P − and Q − and P − ∩ Q − = F , hence they are perfectly glued.
(ii): In the case that S is a face of F , we label this face G. First note that F needs to be fully contained by either
Thus F is either a face of P + or P − , where we can assume without loss of generality that it is a face of P − . Similarly, assume F is a face of Q − , implying that P − and Q − are perfectly glued. By this assumption,
Note that G is a face of P + .Since G is a face of F , it is also a face of Q − , and P + ∩ Q − = G, which is a face of each of them and therefore P + and Q − are perfectly glued. Likewise for Q + and P − . Finally note that since P + ∩ F = Q + ∩ F = G, implying that P + ∩ Q + = G, hence P + and Q + are perfectly glued.
(iii): If S = F , then we can assume without loss of generality that P − = P and P + = F , and similarly for Q. Then since Q + = P + = F they do not have nonempty interior and can be ignored. By definition P − and Q − are perfectly glued, and P − , Q + are as well. (iv): In the final case, S is neither the emptyset, F , nor a face of F . Then F ∩ H + Q and F ∩ H − Q are both nonempty polytopes with the same dimensionality as F . Letting S + = F ∩ H + Q , and defining S − likewise, note that S is a face of S + , S − , by the same argument used in 2.1. Since F is a face of P, S + is a face of P + and likewise for Q + . And since
Hence P + and Q + are perfectly glued. Likewise for P − and Q − . Since P + ∩ Q − = S and S is a face of S + , S − , it is a face of both P + , Q − and the two are perfectly glued. Likewise for P − and Q + .
Proof. First we state an equivalent representation of B t (x 0 ),
Certainly the ⊆ inclusion holds by setting z = x 0 and the ⊇ inclusion holds by the triangle inequality. Now let's assume that P ∩ Q is nonempty and contained in an (n − 2)-dimensional linear subspace, H. Suppose for the sake of contradiction that r > 0 for
and z is defined as some point in P ∩ Q that attains this supremal distance. Such a z must exist because P ∩ Q is closed. Then
is contains some 2 ball, regardless of our choice of norm, contradicting the previous chain of inclusions. Thus r ≤ 0, indicating that B t (x 0 ) ⊆ P.
Proof. We prove this by construction. We rely crucially on a result from hyperplane arrangements. It is a classical result that given a choice in placement of m hyperplanes in R n , the maximum number of regions that can be generated is given, in closed form as R(n, m) := 1 + n j=1 m j (Stanley, 2004) . Leveraging this, we construct our polytopes. Let P 1 = {x | 0 ≤ x 1 ≤ 1} such that it has exactly two facets, where each facet is an (n − 1) flat. Let A be an arrangement of k − 1 hyperplanes in R n−1 that generates a maximal number of regions. Each one of the regions generated by A is certainly a polytope contained in R n−1 , so since there are finitely many polytopes each with finitely many vertices, let be the minimal distance between any two vertices within the same polytope. Let the i th hyperplane in A be defined as {x ∈ R n−1 | a
. Thus the (n − 1)-flat that describes each facet of P 1 remains broken up into R(n − 1, k − 1) = Ω(k n−1 ) disjoint convex components. Each of these exists on the boundary of the union of P. Figure 10 . Pictorial reference for Theorem 2.1. Hyperplanes in R n−1 are maximally arranged to create Ω(k n−1 ) partioned regions of a (n − 1)-flat of polytope P1. These hyperplanes are then each given a small amount of freedom in the remaining dimension of R n s.t. all regions are preserved.
Proof. Let Z = i∈[k] P i . Let F i,j refer to the j th facet of P i , and let F i be the set of facets of P i that are not facets of any other P j . Then, letting T = i∈[k] F i . We claim that the boundary of Z is exactly T .
Without loss of generality, assume that Z is a single connected component, in the topological sense. If Z were multiple connected components, then we could handle each of them in turn. To demonstrate that T is the boundary of Z we need to show that for any x ∈ T that points (i), (ii) of definition 3 hold, and that condition (ii) fails for any point y ∈ Z \ T .
To demonstrate point (i) above, we note that x ∈ P i for at least one P i . By assumption each P i has a nonempty interior, and thus contains some point y ∈ P i for which a neighborhood N (y) ⊂ P i . Thus if P i is given as an Hpolytope of the form {x | Ax ≤ b}, then Ay < b. Since P i is convex, then any convex combination between x, y is contained in P i , and in fact for all λ ∈ [0, 1), A(λx + (1 − λ)y) < b. Certainly any point z such that Az < b has a neighborhood N (z) contained in P 1 .
Proving that x ∈ T satisfies point (ii) is more complicated. Let Q be a facet containing x, and let P i be a polytope containing Q. Let H be the hyperplane containing Q. Then for all j = i, P i ∩ P j is either the empty set or resides in a face of P j of dimension at most (n − 2). A standard result about polytopes states that if Q is an (n − 1) dimensional polytope, it can be defined by the set {x |
where A = has rank 1. Additionally there exists a point y ∈ Q such that A − y < b (Schrijver, 1998) . Then every point along the open line segment (x, y) is contained in the relative interior of Q, and by definition cannot be contained in any face of P j for j = i. Further, since the relative interior of Q is open, every point w along (x, y) is contained in a neighborhood N (w), with restriction to H N (w) |H . Then certainly N (w) |H ⊆ relInt(Q) ⊂ Q , which implies that N (w) |H is disjoint from ∪ j =i P j .
Let H − be the closed halfspace defined by H containing
c is both open and disjoint from P i in addition to being disjoint from P j for all j = i. Let c be a point in N (w) ∩ Z c , such that the open line segment between (w, c) is contained in N (w) ∩ Z c . We now restrict our attention to the 2-dimensional linear subspace of R n containing x, w, c, denoted as V . Each P j|V is either the emptyset or a polytope containing x. Let U j|V be the set of these 2-d restricted polytopes containing x, and note that each U j|V intersects with P i|V only at x. Because each element of U |V intersects with P i|V only at x, there must a hyperplane H j , (line in V ) passing through x separating each element of U |V and c. Let H + j be the closed halfspace defined by H j containing c. Then ∩H j defines a polytope S that only intersects with P at x. The line segment between (x, c) lies inside S and thus does not intersect any P j|V for j = i. (x, c) also lies strictly on one side of the hyperplane H that Q resides in, and thus every point along (x, c) is not contained in P i . Hence, (x, c) is not contained in Z, as desired.
Finally, to show that there is no point y in the boundary of Z that not contained in T . It suffices to show that Z \ T is open, as if this were the case, then any y ∈ Z \ T would be contained in a neighborhood N (y) ⊆ Z \ T and thus fail to meet condition (ii) of the definition of the boundary. Let x ∈ Z \ T . Then x is contained in the interior of some P i or it is contained in a facet contained in both P i , P j , for some i, j. This follows from the fact that x either is contained in a facet of some P i or not. If not, x is strictly in the interior of some P i and is contained in a neighborhood N (x) ⊂ P i . If so, then x needs to be contained in a facet, F i,j of P i and P j , else x ∈ T . Either x is contained in the relative interior of F i,j or not. If so, then a neighborhood of x, N (x), is bisected by F i,j , where each half is contained in either P i or P j . If not, then x needs to be contained in a facet of some P m , for m = i, j, because it needs to be contained in some other facet of P i . This other facet needs to be a facet of some P m because otherwise it would be contained in T and certainly P i ∩ P j = F i,j such that m = j. We repeat this process until we have enumerated all facets containing x, of which there are at most To demonstrate that T is represented by at most M polytopes and that T can be computed in O(poly(n, M, k)) time, note that each polytope P i has at most m i facets, and not all of these are included in T . Thus the number of facets, and hence polytopes, that define T is at most m i = M . Enumerating each of these polytopes can be done in time linear in M . To compare if two facets are equivalent, one can find a point y ∈ F i,j such that it is in the relative interior of F i,j . Such a point can be found in polynomial time using a linear program. Since P is perfectly glued, if such a y is contained in F i,j and F i ,j then F i,j = F i ,j . There are at most M 2 facets, so T can be determined in time polynomial in n, M, k.
Corollary 1. Given a collection, P = {P 1 , . . . P k } that meets all the conditions outlined in theorem 2.2, with the boundary of P computed as in theorem 2.2, the centered Chebyshev ball around x 0 has size
Proof. Compute T as outlined in 2.2. We need to prove that B s (x 0 ) ⊆ Z for any s > t, and that B t (x 0 ) ⊆ Z.
Let s = t + for any > 0. Let y ∈ T be such that ||y − x 0 || = t. Such a point must exist because T is closed. Then by the formulation of the p -ball defined in equation 8, B s (x 0 ) ⊃ B (y). But since y ∈ T , by condition (ii) of definition 3, there exists some direction v such that y + v / ∈ Z for all . Thus B s (x 0 ) ⊆ Z.
∈ Z} and λ 0 = inf Λ. Then since Z is closed, y = x 0 + λ 0 (x − x 0 ) ∈ Z but no neighborhood containing y is contained in Z. Indeed since ||y − x 0 || p < t, y / ∈ T so y ∈ Z \ T . In fact there exists of a neighborhood surrounding y, N (y) such that all z ∈ N (y)
Finally, since T is a collection of at most M polytopes, equation 9 can be computed in the case of the ∞ norm using at most M linear programs as defined in equation 5, or in the case of the 2-norm, at most M linearly constrained quadratic programs as defined in equation 6.
Lemma 3.1. For a given neuron configuration A, the following are true about P A , (i) Unless P A = R n or ∅, there exists a neuron configuration B such that P A ∩ P B = ∅ (ii) P A is a polytope.
Proof of 3.1.(i). If P A is not empty and not all of R n , however since every x ∈ R n exists inside some P B , there must exist some y ∈ P B \ P A . Fix some x in P A : either x is contained only in P A , or is contained in some P C . If the latter case, we're done. If the former, then consider the line segment, L, between (x, y). Let W be the smallest closed ball centered at x that contains y. Then P A ∩W and P B ∩W as each P i is a polytope (see point (ii)). Let t be the largest real number such that, for all s < t, x + s(y − x) / ∈ P A , and let x + t(y − x) ∈ P D . Then since P A ∩ W is closed, and L ⊂ W , x + t(y − x) ∈ P A .
Proof of 3.1.(ii).
Given neural configuration A, we can directly write down the set P A as the intersection of closed halfspaces. Since, by point (iii), f (i) (x) is linear in x for all x ∈ P A . That is, for all x ∈ P A , the value of neuron j is given by L (j) (x), for some linear operator L (j) . From the definition of P A , for all x ∈ P A , we must have that L (j) (x) ≥ 0, ≤ 0, or = 0. Thus each neuron enforces that x ∈ P A either lies in a closed halfspace or on a hyperplane, and the intersection of these constraints exactly defines P A .
Proof of 3.1.(iii). Let v
(1) ...v (L−1) be a partitioning of vector A j into it's layer-wise components such that v (i) ∈ {−1, 0, 1} ni and corresponds to the neuron configuration for layer i. Then let Λ (i) = Diag(σ(v (i) )). We note that for all x ∈ P A and all i, σ(f (i−1) (x)) = Λ (i−1) f (i−1) (x). By definition f
(1) (x) is linear in x, and thus so is f (i) (x) for all x ∈ P A . Point (i) above simply demonstrates that, except in extreme cases when f is a linear map, each P A intersects some P B . Point (ii) implies that for any A j with some index 0 is either the emptyset or has empty interior. These facts will come in handy in the following theorem:
Theorem 3.1. The collection of P A for all A, such that P A has nonempty interior, is a collection of perfectly glued polytopes .
Proof. Let P i,j denote the set of polytopes generated by neuron configurations of all neurons in layer k < i, and the first j neurons in layer i. Let P i,0 refer to the set of polytopes generated by neuron configurations from all neurons in layer k < i. We'll prove the theorem by induction across i, with an inner induction on j.
As a base case, consider only the first layer f
(1) (x). Examining only neuron j of the first layer, note that f (1) (x) j = W 1,j x + b 1,j implying that the, unless W 1,j = 0, the set of inputs x for which f (1) (x) j = 0 is exactly a hyperplane, which we shall denote H j . Then we can perform a second, interior, induction across the neurons of the first layer of f .
The first neuron in the first layer separates R n into two closed halfspaces, such that P 1,1 is perfectly glued. Now assume that P 1,k is perfectly glued. Consider now the addition of the (k + 1) th neuron to generate P 1,k+1 . In particular, if P 1,k is generated by considering the arrangement of hyperplanes H 1 , . . . H k , then P 1,k+1 is P 1,k with the addition of hyperplane H k+1 . Letting PQ be two perfectly glued polytopes in P 1,k , we can let H k+1 define H P and H Q and apply lemma 2.2 to demonstrate that the polytopes generated by this intersection remain perfectly glued. This concludes the base case of the outer induction. Now let's assume that for any layer k, P k,0 is a perfectly glued collection of polytopes. Consider the difference between P k,0 and P k,1 . Let G 1 refer to the set of points x for which f (k) 1 (x) = 0, i.e. the first neuron of layer k has preReLU value exactly zero. Now by 3.1 part (iii), f (k) (x) 1 is linear in each P A ∈ P k,0 . Thus for each such P A , G 1 ∩ P A is either the emptyset or a hyperplane, H A . Any two polytopes P A , P B contained in P k,0 with nonempty intersection, by inductive assumption, must be perfectly glued. If H A ∩ F = ∅, then certainly G 1 ∩ P B = ∅ and thus there must be some hyperplane H B such that H B = P B ∩ G 1 . Since F ∩ G 1 = H A ∩ F and F ∩ G 1 = H B ∩ F , we meet the criteria to apply lemma 2.2 and thus the polytopes generated by the addition of G 1 remain perfectly glued.
Finally, assume that P k,j is perfectly glued. Then consider the addition of the (j + 1) th neuron of layer k. Let G j+1
refer to the set of points for which f (k)
j+1 (x) = 0. Note that f (k) j+1 is linear across each P A ∈ P k,0 , since we just as well could have initially incorporated the (j + 1) th neuron of this layer instead of the first one. Consider any pair of polytopes P A , P B ∈ P k,j with nonempty intersection. These must be perfectly glued, and in particular their union must either be fully contained in some P C ∈ P k,0 or not. If so, then there exists some hyperplane H C such that G j+1 ∩ P C = H C ∩ P C and thus P A ∩ P B ∩ G i = P A ∩ P B ∩ H C so we satisfy the criteria to apply lemma 2.2. If there is no such P C , then P A ∩ P B must be a facet of each of them, F . Then we can mimic the argument in the previous paragraph to show that the polytopes generated by the addition of G j+1 remain perfectly glued.
