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Abstract
In this article we propose a new, explicit and easily implementable numerical method for
approximating a class of semilinear stochastic evolution equations with non-globally Lipschitz
continuous nonlinearities. We establish strong convergence rates for this approximation method
in the case of semilinear stochastic evolution equations with globally monotone coefficients. Our
strong convergence result, in particular, applies to a class of stochastic reaction-diffusion partial
differential equations.
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1 Introduction
In this article we are interested in strong approximations of stochastic evolution equations (SEEs)
with non-globally Lipschitz continuous nonlinearities. In the literature, there are nowadays a number
of strong approximation results for such stochastic evolution equations on finite dimensional state
spaces, that is, for finite dimensional stochastic ordinary differential equations (SODEs). For exam-
ple, Theorem 2.1 in Hutzenthaler et al. [15] (see also Theorem 2.1 in Hutzenthaler et al. [13]) proves
that the classical explicit Euler scheme (also known as Euler-scheme or Euler-Maruyama scheme;
see Maruyama [24]) diverges strongly and numerically weakly in finite time time when applied to
a SODE with superlinearly growing (and hence non-globally Lipschitz continuous) nonlinearities.
Theorem 2.4 in Hu [10] establishes that the drift-implicit Euler scheme (also known as Backward
Euler scheme or implicit Euler scheme) overcomes this lack of strong convergence of the explicit
Euler scheme and converges with the usual strong order 1/2 to the solution process in the case of
some SODEs with non-globally Lipschitz continuous but globally monotone coefficients. However,
the drift-implicit Euler scheme can often only be realized approximatively and this approximation
of the drift-implicit Euler scheme is computationally more expensive than the explicit Euler scheme,
particularly when the state space of the considered SEE is high dimensional (see, e.g., Figure 4 in
Hutzenthaler et al. [14]), because the solution of a nonlinear equation has to be computed approxi-
matively at each time step. In Hutzenthaler et al. [14] a modified version of the explicit Euler scheme,
which is explicit and easy to implement, has been proposed and shown to converge with the usual
strong order 1/2 to the solution process in the case of some SODEs with non-globally Lipschitz con-
tinuous but globally monotone coefficients. The above mentioned articles contain just a few selected
illustrative results and a number of further and partially significantly improved strong approximation
results for SODEs with non-globally Lipschitz continuous nonlinearities are available in the litera-
ture; see, e.g., [2], [11], [12], [20], [26], [27], [28], [29], [31], [32], and the references mentioned in
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the above named references for some strong numerical approximations results for explicit schemes
and multi-dimensional SODEs with non-globally Lipschitz continuous coefficients. At least parts of
the above outlined story has already been extended to SEEs on infinite dimensional state spaces
including stochastic partial differential equations (SPDEs) as special cases. In particular, it is clear
that Theorem 2.1 in Hutzenthaler et al. [15] also extends to some SEEs with superlinearly growing
nonlinearities on infinite dimensional state space (see Section 5.1 in Kurniawan [22]). More specifi-
ally, the explicit, the exponential, and the linear-implicit Euler method are known to diverge in the
strong and numerically weak sense in the case of some SPDEs with superlinearly growing coefficients.
Moreover, strong convergence but with no rate of convergence of an full-discrete drift-implicit Euler
method has, e.g., been proven in Theorem 2.10 in Gyo¨ngy & Millet [7] in the case of some SEEs with
non-globally Lipschitz continuous nonlinearities; see also, e.g., Theorem 7.1 in Brzez´niak et al. [3] and
Theorem 5.4 in Kova´cs et al. [21]. Furthermore, in Gyo¨ngy et al. [8], in Hutzenthaler & Jentzen [12,
equation (3.145)], and in Kurniawan [22] appropriately modified, explicit and easily realizable ver-
sions of the explicit, the exponential and the linear-implicit Euler scheme have been considered for
approximating semilinear SEEs with non-globally Lipschitz continuous nonlinearities. In addition,
in Gyo¨ngy et al. [8] and in Kurniawan [22], it has also been proved that the considered approxima-
tion methods converge strongly to the solution processes of the investigated SEEs. The results in
Gyo¨ngy et al. [8] and in Kurniawan [22] do not prove any rate of strong convergence. In this article
we propose a modified variant of the scheme considered in Kurniawan [22, Section 2] and prove for
every p ∈ (0,∞) that this scheme convergences in strong Lp-distance with an appropriate strong rate
of convergence in the case of a class of semilinear SEEs with non-globally Lipschitz continuous but
globally monotone nonlinearities; see Theorem 7.6 (the main result of this article) in Section 7 below
for details. To the best of our knowledge, Theorem 7.6 below is the first result in the literature which
establishes a strong convergence rate for an explicit and easily implementable full-discrete numerical
approximation method for semilinear SPDEs with non-globally Lipschitz continuous nonlinearities.
In the remainder of this introductory section we illustrate Theorem 7.6 by presenting a con-
sequence of it in Theorem 1.1 below. For this we consider the following setting (see Section 7
below for our general framework). Let (H, 〈·, ·〉H, ‖·‖H) and (U, 〈·, ·〉U , ‖·‖U) be separable R-Hilbert
spaces, let H ⊆ H be a countable orthonormal basis of H, let U ⊆ U be an orthonormal basis of
U, let λ : H → R be a function satisfying suph∈H λh < 0, let A : D(A) ⊆ H → H be the linear
operator such that D(A) =
{
v ∈ H : ∑h∈H |λh〈h, v〉H |2 < ∞} and such that for all v ∈ D(A) it
holds that Av =
∑
h∈H λh〈h, v〉Hh, let (Hr, 〈·, ·〉Hr , ‖·‖Hr), r ∈ R, be a family of interpolation spaces
associated to −A (see, e.g., Theorem and Definition 2.5.32 in [16]), let T ∈ (0,∞), c ∈ [1,∞),
γ ∈ [0, 1/2), α ∈ [0, 1 − γ), β ∈ [0, 1/2 − γ), δ ∈ [0, γ], ξ ∈ H1/2, θ ∈ (0, 1/4], p ∈ [2,∞), κ ∈ (2/p,∞),
ε ∈ (0,∞), F ∈ C(Hγ, H), B ∈ C(Hγ,HS(U,H)), let (Ω,F ,P) be a probability space with a normal
filtration (Ft)t∈[0,T ], let (Wt)t∈[0,T ] be a cylindrical IdU -Wiener process with respect to (Ft)t∈[0,T ], let
X : [0, T ]× Ω → Hγ be an (Ft)t∈[0,T ]-adapted stochastic process with continuous sample paths such
that for all t ∈ [0, T ] it holds P-a.s. that
Xt = e
tAξ +
∫ t
0
e(t−s)AF (Xs) ds+
∫ t
0
e(t−s)AB(Xs) dWs, (1)
let (PI)I∈P(H) ⊆ L(H) and (PˆJ)J∈P(U) ⊆ L(U) be the linear operators with the property that1 for all
x ∈ H , y ∈ U , I ∈ P(H), J ∈ P(U) it holds that PI(x) =
∑
h∈I〈h, x〉Hh and PˆJ(y) =
∑
u∈J〈u, y〉Uu,
1Here and below we denote for a set S by P(S) the power set of S and we denote for a set S by P0(S) the set
given by P0(S) = {M ∈ P(S) : M is a finite set}.
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let Y N,I,J : [0, T ]×Ω→ Hγ , N ∈ N, I ∈ P(H), J ∈ P(U), be (Ft)t∈[0,T ]-adapted stochastic processes
such that for all t ∈ [0, T ], N ∈ N, I ∈ P(H), J ∈ P(U) it holds P-a.s. that
Y N,I,Jt = e
tAPIξ +
∫ t
0
e(t−⌊s⌋T/N )A 1{‖PIF (Y N,I,J⌊s⌋T/N )‖H+‖PIB(Y N,I,J⌊s⌋T/N )‖HS(U,H)≤(NT )θ}PIF (Y N,I,J⌊s⌋T/N ) ds
+
∫ t
0
e(t−⌊s⌋T/N )A 1{‖PIF (Y N,I,J⌊s⌋T/N )‖H+‖PIB(Y N,I,J⌊s⌋T/N )‖HS(U,H)≤(NT )θ} PIB(Y N,I,J⌊s⌋T/N )PˆJ dWs,
(2)
and assume that for all x, y ∈ Hγ, v, w ∈ H1 it holds that 〈v, F (v)〉H+2c(c+1)pmax{κ,1/θ}−12 ‖B(v)‖2HS(U,H) ≤
c (1 + ‖v‖2H) , max{‖F (x)‖H−α, ‖B(x)‖HS(U,H−β)} ≤ c (1 + ‖x‖cH), 〈v−w,Av−Aw+F (v)−F (w)〉H+
(p−1)(1+ε)
2
‖B(v)−B(w)‖2HS(U,H) ≤ c ‖v − w‖2H , and max{‖F (x)− F (y)‖H , ‖B(x)− B(y)‖HS(U,H)} ≤
c ‖x− y‖Hδ (1+ ‖x‖
c
Hγ
+ ‖y‖cHγ ). In the following we refer to the numerical approximations in (2) as
nonlinearities-stopped exponential Euler approximations (cf., e.g., Kurniawan [22, Section 2]).
Theorem 1.1. Assume the setting in the second paragraph of Section 1. Then for every η ∈ [0, 1/2)
there exists a real number K ∈ [0,∞) such that for all N ∈ N, I ∈ P0(H), J ∈ P0(U) it holds that
sup
t∈[0,T ]
∥∥Xt − Y N,I,Jt ∥∥Lp(P;H) ≤ K
(
N δ−η +
∣∣∣ sup
h∈H\I
λh
∣∣∣(δ−η) + sup
v∈Hη
[‖B(v)PˆU\J ‖HS(U,H−η)
(1+‖v‖Hη )κ
])
. (3)
Theorem 1.1 is a direct consequence of Theorem 7.6 in Section 7 below. In the following we give
an outline of the proof of Theorem 7.6 and we also sketch the content of the remaining sections of
this article. The proof of Theorem 7.6 is divided into several pieces. First, in Section 2 we establish
a priori moment estimates for the approximation scheme (2) in the H0-norm. In Section 3 we use
twice suitable bootstrap-type arguments to strengthen these a priori moment bounds in the H0-norm
to obtain for any η ∈ (−∞, 1/2) a priori moment estimates for the approximation scheme (2) in the
Hη-norm. In Section 4 we use the a priori moment bounds established in Sections 2 and 3 to estimate
the temporal discretization errors of the nonlinearities-stopped exponential Euler approximations in
(2); see Corollary 4.4 in Section 4. Our main idea in the proof of Corollary 4.4 is not to estimate the
error of the numerical approximations (2) and the solution process X of the SEE (1) directly but
instead to plug, similar as in Jentzen & Kurniawan [18, (11), (70), (136)], appropriate approximation
processes, so-called semilinear integrated counterparts of (2), in between, to estimate the difference of
the numerical approximations (2) and their semilinear integrated counterparts in a straightforward
way (see Lemma 4.2) and to employ the perturbation estimate in Theorem 2.10 in Hutzenthaler
& Jentzen [11] to estimate the differences of the solution process of the considered SEE and the
semilinear integrated counterparts of the nonlinearities-stopped exponential Euler approximations
(see Lemma 4.3). Combining Lemma 4.2 and Lemma 4.3 with the triangle inequality will then
immediately result in Corollary 4.4. In Section 5 and Section 6 we establish an auxiliary spatial ap-
proximation result (see Proposition 6.4 in Section 6) which we use in Section 7 to prove Theorem 7.6.
In addition, we use consequences of the perturbation estimate in Theorem 2.10 in Hutzenthaler &
Jentzen [11] to establish strong convergence rates for spatial spectral Galerkin approximations (see
Lemma 7.1) and for noise approximations (see Lemma 7.2) of the considered SEEs. Combining
the spatial approximation result in Lemma 7.1 in Section 7 and the noise approximation result in
Lemma 7.2 in Section 7 with the results established in the earlier sections of this article (especially
the temporal approximation result in Corollary 4.4 in Section 4) will then allow us to complete the
proof of Theorem 7.6 in Section 7. In Section 8 we illustrate the consequences of Theorem 7.6 and
Theorem 1.1 respectively in the case of an illustrative example SPDE.
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More formally, suppose that (H, 〈·, ·〉H , ‖·‖H) = (U, 〈·, ·〉U , ‖·‖U) is the R-Hilbert space of equiv-
alence classes of Lebesgue square integrable functions from (0, 1) to R, let ρ ∈ (0,∞), (rn)n∈N ⊆ R,
and (en)n∈N ⊆ H satisfy that H = {e1, e2, . . . }, that supn∈N (n |rn|) < ∞, and that2 for all n ∈ N
and µ(0,1)-almost all x ∈ (0, 1) it holds that en(x) =
√
2 sin(npix), λen = −n2pi2 and ξ(x) ≥ 0,
let Q ∈ L1(H) satisfy that for all v ∈ H it holds that Qv =
∑∞
n=1 rn 〈en, v〉H en, assume that
γ ∈ (1/4, 1/2), and assume that for all v ∈ Hγ, u ∈ H and µ(0,1)-almost all x ∈ (0, 1) it holds that(
F (v)
)
(x) = |v(x)| (ρ− v(x)) and (B(v)u)(x) = v(x) · (Q1/2u)(x). The stochastic process X is thus
a solution process of the stochastic reaction-diffusion partial differential equation
dXt(x) =
[
∂2
∂x2
Xt(x) +Xt(x) (ρ−Xt(x))
]
dt+ σXt(x) dWt(x), X0(x) = ξ(x), Xt(0) = Xt(1) = 0
for t ∈ [0, T ], x ∈ (0, 1). Then we show in Section 8 that Theorem 1.1 ensures that for every
q, ι ∈ (0,∞) there exists a real number K ∈ [0,∞) such that for all N, n,m ∈ N it holds that
sup
t∈[0,T ]
∥∥Xt − Y N,{e1,e2,...,en},{e1,e2,...,em}t ∥∥Lq(P;H) ≤ K
(
1
N (1/2−ι)
+
1
n(1−ι)
+
1
m(1−ι)
)
. (4)
In particular, this shows that for every q, ι ∈ (0,∞) there exists a real number K ∈ [0,∞) such that
for all n ∈ N it holds that supt∈[0,T ] ‖Xt − Y n
2,{e1,e2,...,en},{e1,e2,...,en}
t ‖Lq(P;H) ≤ K · n(ι−1).
1.1 Notation
Throughout this article the following notation is used. For a set S we denote by IdS : S → S the
identity mapping on S, that is, it holds for all x ∈ S that IdS(x) = x. For a set A we denote by
P(A) its power set, we denote by |A| ∈ {0, 1, 2, . . .} ∪ {∞} the number of elements of A, and we
denote by P0(A) the set given by P0(A) = {B ∈ P(A) : |B| < ∞}. For measurable spaces (Ω1,F1)
and (Ω2,F2) we denote by M(F1,F2) the set of all F1/F2-measurable functions. For topological
spaces (X, τX) and (Y, τY ) we denote by C(X, Y ) the set of all continuous functions from X to Y.
For a topological space (X, τ) we denote by B(X) the sigma-algebra of all Borel measurable sets in
X. Let ⌊·⌋h : R→ R, h ∈ (0,∞), be the mappings with the property that for all h ∈ (0,∞), t ∈ R it
holds that ⌊t⌋h = max
{
(−∞, t] ∩ {0, h,−h, 2h,−2h, . . .}}. For a natural number d ∈ N and a Borel
measurable set A ∈ B(Rd) we denote by µA : B(A) → [0,∞] the Lebesgue-Borel measure on A. For
a normed R-vector space (V, ‖·‖V ) and a real number ρ ∈ [0,∞) we denote by Lρ(V ) the set given
by Lρ(V ) =
{
A ∈ L(V ) : ‖A‖L(V ) ≤ ρ
}
.
1.2 Setting
Throughout this article the following setting is frequently used. Let (H, 〈·, ·〉H, ‖·‖H) , (U, 〈·, ·〉U , ‖·‖U)
be separable R-Hilbert spaces, let H ⊆ H be a non-empty orthonormal basis of H, let U ⊆ U be
an orthonormal basis of U, let λ : H → R be a function satisfying suph∈H λh < 0, let A : D(A) ⊆
H → H be a linear operator such that D(A) = {v ∈ H : ∑h∈H |λh〈h, v〉H|2 < ∞} and such
that for all v ∈ D(A) it holds that Av = ∑h∈H λh〈h, v〉Hh, let (Hr, 〈·, ·〉Hr , ‖·‖Hr), r ∈ R, be a
family of interpolation spaces associated to −A (see, e.g., Theorem and Definition 2.5.32 in [16]),
let α, β, γ ∈ [0,∞), T ∈ (0,∞), a, c, C ∈ [1,∞), δ ∈ [0, γ], θ ∈ (0, 1
4
], p ∈ [2,∞), let (Ω,F ,P) be a
probability space with a normal filtration (Ft)t∈[0,T ], let ξ ∈ M(F0,B(Hγ)), and let (Wt)t∈[0,T ] be a
cylindrical IdU -Wiener process with respect to (Ft)t∈[0,T ].
2Here and below we denote for a natural number d ∈ N and a Borel measurable set B ∈ B(Rd) by µB : B(B) →
[0,∞] the Lebesgue-Borel measure on B.
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2 Strong a priori moment bounds for nonlinearities-stopped
schemes
In this section we establish strong a priori moment bounds for a class of nonlinearities-stopped
exponential Euler approximations; see Lemma 2.2 below for the main result of Section 2. Related
arguments/results can, e.g., be found in Section 2 in Kurniawan [22] and in Section 3 in Gyo¨ngy et
al. [8].
2.1 Setting
Assume the setting in Section 1.2, let F ∈ M(B(Hγ),B(H)), B ∈ M(B(Hγ),B(HS(U,H))), N ∈
N, K ∈ [0,∞) satisfy K = 3(p − 2) + 2Cp/2 + 2[T 1−2θ + p
2
T
1
2
−2θ]p/2, let Y : [0, T ] × Ω → Hγ be an
(Ft)t∈[0,T ]-adapted stochastic process such that for all t ∈ [0, T ] it holds P-a.s. that
Yt = e
tAξ +
∫ t
0
e(t−⌊s⌋T/N )A 1{‖F (Y⌊s⌋T/N )‖H+‖B(Y⌊s⌋T/N )‖HS(U,H)≤(NT )θ}F (Y⌊s⌋T/N ) ds
+
∫ t
0
e(t−⌊s⌋T/N )A 1{‖F (Y⌊s⌋T/N )‖H+‖B(Y⌊s⌋T/N )‖HS(U,H)≤(NT )θ}B(Y⌊s⌋T/N ) dWs,
(5)
and assume that for all x ∈ Hγ it holds that 〈x, F (x)〉H + p−12 ‖B(x)‖2HS(U,H) ≤ C (1 + ‖x‖2H).
2.2 Strong a priori moment bounds for nonlinearities-stopped schemes
lemma 2.1. Assume the setting in Section 2.1 and let x ∈ H, h ∈ (0, T ], t ∈ [0, h]. Then
E
[∥∥∥etA(x+ 1{‖F (x)‖H+‖B(x)‖HS(U,H)≤h−θ} [tF (x) + ∫ t0 B(x) dWs]
)∥∥∥p
H
]
≤ eKt (‖x‖pH +Kt) . (6)
Proof of Lemma 2.1. W.l.o.g. we assume that ‖F (x)‖H + ‖B(x)‖HS(U,H) ≤ h−θ (otherwise (6) is
clear). Let Y x : [0, T ] × Ω → H, x ∈ H, be stochastic processes such that for all t ∈ [0, T ], x ∈ H
it holds P-a.s. that Y xt = x +
∫ t
0
F (x) ds +
∫ t
0
B(x) dWs and let f : H → R be the function with the
property that for all x ∈ H it holds that f(x) = ‖x‖pH . Then f is twice continuously differentiable
and for all x, v, w ∈ H it holds that
f ′(x)(v) = p ‖x‖p−2H 〈x, v〉H,
f ′′(x)(v, w) =
{
p ‖x‖p−2H 〈v, w〉H + p(p− 2) ‖x‖p−4H 〈x, v〉H〈x, w〉H, x 6= 0
p ‖x‖p−2H 〈v, w〉H, x = 0.
(7)
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Itoˆ’s formula hence proves that it holds P-a.s. that
‖Y xt ‖pH = ‖Y x0 ‖pH +
∫ t
0
f ′(Y xs )F (x) ds+
1
2
∑
u∈U
f ′′(Y xs )(B(x)u,B(x)u) ds+
∫ t
0
f ′(Y xs )B(x) dWs
= ‖Y x0 ‖pH +
∫ t
0
p ‖Y xs ‖p−2H 〈Y xs , F (x)〉H ds+
∫ t
0
p ‖Y xs ‖p−2H 〈Y xs , B(x) dWs〉H (8)
+ 1
2
∫ t
0
∑
u∈U
[
p ‖Y xs ‖p−2H 〈B(x)u,B(x)u〉H + p(p− 2)1{Y xs 6=0} ‖Y xs ‖p−4H |〈Y xs , B(x)u〉H |2
]
ds.
The triangle inequality, Fubini’s theorem, and the Ho¨lder inequality therefore show that
E[‖Y xt ‖pH ]
≤ E[‖Y x0 ‖pH ] + p
∫ t
0
E
[‖Y xs ‖p−2H 〈Y xs , F (x)〉H] ds+ p(p−1)2
∫ t
0
E
[
‖Y xs ‖p−2H
∑
u∈U ‖B(x)u‖2H
]
ds
= ‖x‖pH + p
[
〈x, F (x)〉H + p−12 ‖B(x)‖2HS(U,H)
]∫ t
0
E
[‖Y xs ‖p−2H ] ds
+ p
∫ t
0
E
[‖Y xs ‖p−2H 〈F (x)s+ ∫ s0 B(x) dWr, F (x)〉H] ds
≤ ‖x‖pH + p
[
〈x, F (x)〉H + p−12 ‖B(x)‖2HS(U,H)
]+∫ t
0
‖Y xs ‖p−2Lp(P;H) ds
+ p
∫ t
0
‖Y xs ‖p−2Lp(P;H) ‖〈F (x)s+ ∫ s0 B(x) dWr, F (x)〉H‖Lp/2(P;H) ds.
(9)
In the next step we apply the Cauchy-Schwarz inequality and the Burkholder-Davis-Gundy type
inequality in Lemma 7.7 in Da Prato & Zabczyk [5] to (9) to obtain that
E[‖Y xt ‖pH ] ≤ ‖x‖pH + pC
[
1 + ‖x‖2H
] ∫ t
0
‖Y xs ‖p−2Lp(P;H) ds
+ p
∫ t
0
‖Y xs ‖p−2Lp(P;H)
[
‖F (x)‖2H s+
√
sp
2
‖B(x)‖HS(U,H) ‖F (x)‖H
]
ds.
(10)
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Young’s inequality hence proves that
E[‖Y xt ‖pH ] ≤ ‖x‖pH + p
∫ t
0
[
2
p
C
p
2 + p−2
p
‖Y xs ‖pLp(P;H)
]
ds+ p
∫ t
0
[
2
p
C
p
2 ‖x‖pH + p−2p ‖Y xs ‖pLp(P;H)
]
ds
+ p
∫ t
0
p−2
p
‖Y xs ‖pLp(P;H) + 2p
[
‖F (x)‖2H s +
√
sp
2
‖B(x)‖HS(U,H) ‖F (x)‖H
] p
2
ds
= ‖x‖pH +
∫ t
0
2C
p
2 + (p− 2) ‖Y xs ‖pLp(P;H) ds+
∫ t
0
2 ‖x‖pH C
p
2 + (p− 2) ‖Y xs ‖pLp(P;H) ds
+
∫ t
0
(p− 2) ‖Y xs ‖pLp(P;H) + 2
[
‖F (x)‖2H s+
√
sp
2
‖B(x)‖HS(U,H) ‖F (x)‖H
] p
2
ds (11)
= ‖x‖pH + 3(p− 2)
∫ t
0
‖Y xs ‖pLp(P;H) ds
+
∫ t
0
2C
p
2 (1 + ‖x‖pH) + 2
[
‖F (x)‖2H s+
√
sp
2
‖B(x)‖HS(U,H) ‖F (x)‖H
] p
2
ds
≤ ‖x‖pH + 3(p− 2)
∫ t
0
‖Y xs ‖pLp(P;H) ds+
(
2C
p
2 [1 + ‖x‖pH ] + 2
[
t1−2θ + p
2
t
1
2
−2θ
] p
2
)
t.
Gronwall’s lemma therefore shows that
E[‖Y xt ‖pH ] ≤ e3(p−2)t
[
‖x‖pH + t
(
2C
p
2 [1 + ‖x‖pH ] + 2
[
T 1−2θ + p
2
T
1
2
−2θ] p2)]
= e3(p−2)t
((
1 + 2tC
p/2
) ‖x‖pH + t [2C p2 + 2[T 1−2θ + p2T 12−2θ]p2 ]) . (12)
Note that for all t ∈ [0, T ] it holds that 1 + 2tCp/2 ≤ e2tCp/2 . Combining this with (12) shows that for
all t ∈ [0, T ] it holds that
E[‖Y xt ‖pH ] ≤ e(3(p−2)+2C
p/2)t
(
‖x‖pH + t
(
2C
p/2 + 2
[
T 1−2θ + p
2
T
1
2
−2θ] p2)) . (13)
The proof of Lemma 2.1 is thus completed.
lemma 2.2. Assume the setting in Section 2.1 and let t ∈ [0, T ]. Then
E[‖Yt‖pH ] ≤ (E[‖Y0‖pH ] +Kt) eKt. (14)
Proof of Lemma 2.2. Lemma 2.1 implies that for all n ∈ {1, 2, . . . , N} it holds that
E
[∥∥Y n
N
T
∥∥p
H
]
≤ eKT/NE
([∥∥Yn−1
N
T
∥∥p
H
]
+K T
N
)
≤ eKT/N
((
e
KT/N
E
[∥∥Yn−2
N
T
∥∥p
H
]
+K T
N
)
+K T
N
)
≤ . . . ≤ E[‖Y0‖pH ] eTKn/N +K TN
n∑
j=1
e
TKj/N .
(15)
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Again Lemma 2.1 hence proves that
E[‖Yt‖pH ] = E
[∥∥∥e(t−⌊t⌋T/N )A(Y⌊t⌋T/N + 1{‖F (Y⌊t⌋T/N )‖H+‖B(Y⌊t⌋T/N )‖HS(U,H)≤(NT )θ}
· [(t− ⌊t⌋T/N )F (Y⌊t⌋T/N ) + ∫ t⌊t⌋T/N B(Y⌊t⌋T/N ) dWs])
∥∥∥p
H
]
≤ eK(t−⌊t⌋T/N )
(
E
[∥∥Y⌊t⌋T/N∥∥pH
]
+K(t− ⌊t⌋T/N )
)
≤ eK(t−⌊t⌋T/N )
[
E[‖Y0‖pH ] eK⌊t⌋T/N +K TN
⌊t⌋T/N NT∑
j=1
e
TKj/N +K(t− ⌊t⌋T/N )
]
≤ E[‖Y0‖pH ] eKt +KteKt.
(16)
The proof of Lemma 2.2 is thus completed.
3 Strengthened strong a priori moment bounds based on
bootstrap-type arguments
In this section we use the strong a priori moment bounds established in Section 2 to derive appro-
priately strengthened strong a priori moment bounds for numerical approximation processes and
solution processes of SPDEs; see Lemma 3.1 and Lemma 3.2 below. The proofs of Lemma 3.1
and Lemma 3.2 are based on suitable bootstrap-type arguments. Bootstrap-type arguments of this
kind have been intensively used in the literature to establish regularity properties of solutions of
(stochastic) evolution equations.
3.1 Setting
Assume the setting in Section 1.2, let F ∈ M(B(Hγ),B(H)), B ∈ M(B(Hγ),B(HS(U,H))), κ ∈
M(B([0, T ]),B([0, T ])) satisfy that for all s ∈ [0, T ] it holds that κ(s) ≤ s, and let Y, Z : [0, T ] ×
Ω → Hγ be (Ft)t∈[0,T ]-adapted stochastic processes such that for all t ∈ [0, T ] it holds P-a.s. that∫ t
0
‖e(t−κ(s))AF (Zs)‖H + ‖e(t−κ(s))AB(Zs)‖2HS(U,H) ds <∞ and
Yt = e
tAξ +
∫ t
0
e(t−κ(s))AF (Zs) ds+
∫ t
0
e(t−κ(s))AB(Zs) dWs. (17)
3.2 A first bootstrap-type argument for a priori bounds
lemma 3.1. Assume the setting in Section 3.1, let t ∈ [0, T ], assume that γ < min{1− α, 1/2 − β},
and assume that for all x ∈ Hγ it holds that max{‖F (x)‖H−α , ‖B(x)‖HS(U,H−β)} ≤ C(1 + ‖x‖
a
H).
Then
‖Yt‖Lp(P;Hγ) ≤ ‖ξ‖Lp(P;Hγ) + C
[
t1−(γ+α)
1−(γ+α) +
√
p(p−1)
2(1−2(γ+β)) t
1/2−(γ+β)
][
1 + sups∈[0,t] ‖Zs‖aLpa(P;H)
]
. (18)
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Proof of Lemma 3.1. The triangle inequality and the Burkholder-Davis-Gundy type inequality in
Lemma 7.7 in Da Prato & Zabczyk [5] imply
‖Yt‖Lp(P;Hγ) ≤ ‖ξ‖Lp(P;Hγ) +
∫ t
0
∥∥e(t−κ(s))AF (Zs)∥∥Lp(P;Hγ) ds
+
[
p(p−1)
2
∫ t
0
∥∥e(t−κ(s))AB(Zs)∥∥2Lp(P;HS(U,Hγ)) ds
]1/2
.
(19)
Note that, e.g., [16, Theorem 2.5.34 and Lemma 2.5.35] proves that∫ t
0
∥∥e(t−κ(s))AF (Zs)∥∥Lp(P;Hγ) ds ≤
∫ t
0
∥∥e(t−κ(s))A∥∥
L(H−α,Hγ)
‖F (Zs)‖Lp(P;H−α)ds (20)
≤
∫ t
0
(t− κ(s))−(γ+α)‖F (Zs)‖Lp(P;H−α) ds ≤ C
∫ t
0
(t− s)−(γ+α)∥∥1 + ‖Zs‖aH∥∥Lp(P;R) ds
≤ C
∫ t
0
(t− s)−(γ+α)(1 + ‖Zs‖aLpa(P;H)) ds ≤ C1−(γ+α) t1−(γ+α)(1 + sups∈[0,t] ‖Zs‖aLpa(P;H))
and ∫ t
0
∥∥e(t−κ(s))AB(Zs)∥∥2Lp(P;HS(U,Hγ)) ds ≤
∫ t
0
∥∥e(t−κ(s))A∥∥2
L(H−β ,Hγ)
‖B(Zs)‖2Lp(P;HS(U,H−β)) ds
≤
∫ t
0
C2
(t−κ(s))2(γ+β)
∥∥1 + ‖Zs‖aH∥∥2Lp(P;R) ds ≤ C21−2(γ+β) t1−2(γ+β) (1 + sups∈[0,t] ‖Zs‖aLpa(P;H))2 .
(21)
Putting (20) and (21) into (19) yields (18). The proof of Lemma 3.1 is now completed.
3.3 A second bootstrap-type argument for a priori bounds
lemma 3.2. Assume the setting in Section 3.1, let η ∈ [0, 1/2), t ∈ (0, T ], and assume that sups∈[0,T ]
∥∥‖F (Zs)‖H+
‖B(Zs)‖HS(U,H)
∥∥
Lp(P;R)
<∞. Then it holds that P(Yt ∈ ∩r∈(−∞,1/2)Hr) = 1 and
‖Yt‖Lp(P;Hη) ≤ ‖etAξ‖Lp(P;Hη) + 11−η t1−η sups∈[0,t] ‖F (Zs)‖Lp(P;H)
+
√
p(p−1)
2(1−2η) t
1/2−η sups∈[0,t] ‖B(Zs)‖Lp(P;HS(U,H)).
(22)
Proof of Lemma 3.2. First observe that, e.g., Theorem 2.5.34 in [16] proves that for all r ∈ [0, 1/2) it
holds that ∫ t
0
‖e(t−s)AF (Zs)‖Lp(P;Hr)ds ≤ sups∈[0,T ] ‖F (Zs)‖H
∫ t
0
‖(−A)re(t−s)A‖L(H) ds
≤ sups∈[0,T ] ‖F (Zs)‖H
∫ t
0
(t− s)−r ds = sups∈[0,T ] ‖F (Zs)‖H t
1−r
1−r <∞
(23)
and √∫ t
0
‖e(t−s)AB(Zs)‖2HS(U,Hr)ds ≤ sups∈[0,T ] ‖B(Zs)‖HS(U,H)
√∫ t
0
‖(−A)re(t−s)A‖2L(H)ds
≤ sups∈[0,T ] ‖B(Zs)‖HS(U,H)
√∫ t
0
(t− s)−2rds = sups∈[0,T ] ‖B(Zs)‖HS(U,H) t
1/2−r√
1−2r <∞.
(24)
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Next note that (23) and (24) prove that P(Yt ∈ ∩r∈(−∞,1/2)Hr) = 1. Moreover, observe that (23), (24),
and the Burkholder-Davis-Gundy type inequality in Lemma 7.7 in Da Prato & Zabczyk [5] imply
(22). The proof of Lemma 3.2 is thus completed.
4 Strong temporal error estimates for nonlinearities-stopped
schemes
In this section we estimate temporal discretization errors of nonlinearities-stopped exponential Euler
approximations; see Corollary 4.4 below. For this we introduce similar as in Jentzen & Kurniawan [18,
(11), (70), (136)] suitable semilinear integrated counterparts of the nonlinearities-stopped exponential
Euler approximations. Then we estimate the differences of the nonlinearities-stopped exponential
Euler approximations and their semilinear counterparts in a straightforward way (see Lemma 4.2) and
we employ the perturbation estimate in Theorem 2.10 in Hutzenthaler & Jentzen [11] to estimate the
differences of the solution process of the considered SPDE and the semilinear integrated counterparts
of the nonlinearities-stopped exponential Euler approximations (see Lemma 4.3). Combining Lemma
4.2 and Lemma 4.3 with the triangle inequality will then immediately result in Corollary 4.4.
4.1 Setting
Assume the setting in Section 1.2, let N ∈ N, F ∈M(B(Hγ),B(H)), B ∈M(B(Hγ),B(HS(U,H))),
assume that γ < min{1 − α, 1/2 − β}, let X : [0, T ] × Ω → Hγ be an (Ft)t∈[0,T ]-adapted stochastic
process with continuous sample paths such that for all t ∈ [0, T ] it holds P-a.s. that
Xt = e
tAξ +
∫ t
0
e(t−s)AF (Xs) ds+
∫ t
0
e(t−s)AB(Xs) dWs, (25)
let Y : [0, T ]×Ω→ Hγ be an (Ft)t∈[0,T ]-adapted stochastic process such that for all t ∈ [0, T ] it holds
P-a.s. that
Yt = e
tAξ +
∫ t
0
e(t−⌊s⌋T/N )A 1{‖F (Y⌊s⌋T/N )‖H+‖B(Y⌊s⌋T/N )‖HS(U,H)≤(NT )θ} F (Y⌊s⌋T/N ) ds
+
∫ t
0
e(t−⌊s⌋T/N )A 1{‖F (Y⌊s⌋T/N )‖H+‖B(Y⌊s⌋T/N )‖HS(U,H)≤(NT )θ}B(Y⌊s⌋T/N ) dWs,
(26)
and let Y¯ : [0, T ]×Ω→ Hγ be an (Ft)t∈[0,T ]-adapted stochastic process with continuous sample paths
such that for all t ∈ [0, T ] it holds P-a.s. that
Y¯t = e
tAξ +
∫ t
0
e(t−s)AF (Y⌊s⌋T/N ) ds+
∫ t
0
e(t−s)AB(Y⌊s⌋T/N ) dWs. (27)
4.2 Analysis of the differences between nonlinearities-stopped exponen-
tial Euler approximations and their semilinear counterparts
lemma 4.1. Assume the setting in Section 1.2 and let Z ∈M(F ,B(Hγ)), κ ∈ [θ/p,∞). Then∥∥∥1− 1{‖F (Z)‖H+‖B(Z)‖HS(U,H)≤(NT )θ}
∥∥∥
Lp(P;R)
≤ ( T
N
)κ (‖F (Z)‖Lκp/θ(P;H) + ‖B(Z)‖Lκp/θ(P;HS(U,H)))κθ .
(28)
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Proof of Lemma 4.1. Markov’s inequality shows that
∥∥1− 1{‖F (Z)‖H+‖B(Z)‖HS(U,H)≤(NT )θ}
∥∥
Lp(P;H)
=
∣∣∣P[(‖F (Z)‖H + ‖B(Z)‖HS(U,H))κp/θ > (NT )κp]∣∣∣ 1p
≤ ( T
N
)κ ∣∣∣E[( ‖F (Z)‖H + ‖B(Z)‖HS(U,H) )κpθ ]∣∣∣ 1p = ( TN )κ ∥∥‖F (Z)‖H + ‖B(Z)‖HS(U,H)∥∥κθLκp/θ(P;R)
≤ ( T
N
)κ (‖F (Z)‖Lκp/θ(P;H) + ‖B(Z)‖Lκp/θ(P;HS(U,H)))κθ .
(29)
The proof of Lemma 4.1 is now completed.
lemma 4.2. Assume the setting in Section 4.1 and let ρ ∈ [δ, 1− δ), t ∈ [0, T ]. Then
‖Yt − Y¯t‖Lp(P;Hδ)
≤ max{1,T 3/2}
1−δ−ρ N
(δ−ρ)/2
[
1 + sup
s∈[0,T ]
‖F (Ys)‖Lp/θ(P;H) +
√
p(p−1)√
2
sup
s∈[0,T ]
‖B(Ys)‖Lp/θ(P;HS(U,H))
]1+ 1
2θ
.
(30)
Proof of Lemma 4.2. Note that
‖Yt − Y¯t‖Lp(P;Hδ) ≤
∫ t
0
∥∥∥(e(t−⌊s⌋T/N )A − e(t−s)A)F (Y⌊s⌋T/N )∥∥∥
Lp(P;Hδ)
ds
+
∫ t
0
∥∥∥e(t−s)A(1− 1{‖F (Y⌊s⌋T/N )‖H+‖B(Y⌊s⌋T/N )‖HS(U,H)≤(NT )θ}
)
F (Y⌊s⌋T/N )
∥∥∥
Lp(P;Hδ)
ds
+
∥∥∥∥
∫ t
0
(
e(t−⌊s⌋T/N )A − e(t−s)A)1{‖F (Y⌊s⌋T/N )‖H+‖B(Y⌊s⌋T/N )‖HS(U,H)≤(NT )θ}B(Y⌊s⌋T/N ) dWs
∥∥∥∥
Lp(P;Hδ)
+
∥∥∥∥
∫ t
0
e(t−s)A
(
1− 1{‖F (Y⌊s⌋T/N )‖H+‖B(Y⌊s⌋T/N )‖HS(U,H)≤(NT )θ}
)
B(Y⌊s⌋T/N ) dWs
∥∥∥∥
Lp(P;Hδ)
.
(31)
Moreover, observe that, e.g., [16, Theorem 2.5.34 and Lemma 2.5.35] implies that∫ t
0
∥∥∥(e(t−⌊s⌋T/N )A − e(t−s)A)F (Y⌊s⌋T/N )∥∥∥
Lp(P;Hδ)
ds
≤
∫ t
0
∥∥(−A)ρ+δ/2e(t−s)A∥∥
L(H)
∥∥(−A)δ/2−ρ( IdH −e(s−⌊s⌋T/N )A)∥∥L(H)‖F (Y⌊s⌋T/N )‖Lp(P;H) ds
≤
∫ t
0
(s−⌊s⌋T/N )ρ−δ/2
(t−s)ρ+δ/2 ‖F (Y⌊s⌋T/N )‖Lp(P;H) ds ≤
T 1−δ
1−ρ−δ/2N
−ρ+δ/2 sups∈[0,T ] ‖F (Ys)‖Lp(P;H) .
(32)
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In addition, note that Ho¨lder’s inequality, e.g., Theorem 2.5.34 in [16], and Lemma 4.1 prove that∫ t
0
∥∥∥e(t−s)A(1− 1{‖F (Y⌊s⌋T/N )‖H+‖B(Y⌊s⌋T/N )‖HS(U,H)≤(NT )θ}
)
F (Y⌊s⌋T/N )
∥∥∥
Lp(P;Hδ)
ds
≤
∫ t
0
∥∥e(t−s)AF (Y⌊s⌋T/N ) ∥∥L2p(P;Hδ)
∥∥∥∥1− 1{‖F (Y⌊s⌋T/N )‖H+‖B(Y⌊s⌋T/N )‖HS(U,H)≤(NT )θ}
∥∥∥∥
L2p(P;R)
ds
≤
∫ t
0
(t− s)−δ∥∥F (Y⌊s⌋T/N ) ∥∥L2p(P;H)
∥∥∥∥1− 1{‖F (Y⌊s⌋T/N )‖H+‖B(Y⌊s⌋T/N )‖HS(U,H)≤(NT )θ}
∥∥∥∥
L2p(P;R)
ds
≤ t1−δ
1−δ
√
T
N
sup
s∈[0,T ]
‖F (Ys)‖L2p(P;H)
[
sup
s∈[0,T ]
‖F (Ys)‖Lp/θ(P;H) + sup
s∈[0,T ]
‖B(Ys)‖Lp/θ(P;HS(U,H))
] 1
2θ
≤ T 3/2−δ
1−δ N
−1/2 sup
s∈[0,T ]
‖F (Ys)‖L2p(P;H)
[
sup
s∈[0,T ]
‖F (Ys)‖Lp/θ(P;H) + sup
s∈[0,T ]
‖B(Ys)‖Lp/θ(P;HS(U,H))
] 1
2θ
.
(33)
Furthermore, the Burkholder-Davis-Gundy type inequality in Lemma 7.7 in Da Prato & Zabczyk [5],
and, e.g., [16, Theorem 2.5.34 and Lemma 2.5.35] show that
∥∥∥ ∫ t
0
(
e(t−⌊s⌋T/N )A − e(t−s)A)1{‖F (Y⌊s⌋T/N )‖H+‖B(Y⌊s⌋T/N )‖HS(U,H)≤(NT )θ}B(Y⌊s⌋T/N ) dWs
∥∥∥
Lp(P;Hδ)
≤
√
p(p−1)
2
∫ t
0
∥∥(e(t−⌊s⌋T/N )A − e(t−s)A)B(Y⌊s⌋T/N )∥∥2Lp(P;HS(U,Hδ)) ds
≤
√
p(p−1)
2
∫ t
0
∥∥(−A) ρ+δ2 e(t−s)A∥∥2
L(H)
∥∥(−A)−ρ+δ2 ( IdH −e(s−⌊s⌋T/N )A)∥∥2L(H)‖B(Y⌊s⌋T/N )‖2Lp(P;HS(U,H)) ds
≤
√
p(p−1)√
2
sups∈[0,T ] ‖B(Ys)‖Lp(P;HS(U,H))
√∫ t
0
(s−⌊s⌋T/N )ρ−δ
(t−s)ρ+δ ds (34)
≤
√
p(p−1)
2(1−ρ−δ)T
1/2−δN
−ρ+δ
2 sups∈[0,T ] ‖B(Ys)‖Lp(P;HS(U,H)).
Moreover, the Burkholder-Davis-Gundy type inequality in Lemma 7.7 in Da Prato & Zabczyk [5],
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Ho¨lder’s inequality, Lemma 4.1, and, e.g., Theorem 2.5.34 in [16] prove that
2
p(p−1)
∥∥∥∥
∫ t
0
e(t−s)A
(
1− 1{‖F (Y⌊s⌋T/N )‖H+‖B(Y⌊s⌋T/N )‖HS(U,H)≤(NT )θ}
)
B(Y⌊s⌋T/N ) dWs
∥∥∥∥
2
Lp(P;Hδ)
≤
∫ t
0
∥∥∥e(t−s)A(1− 1{‖F (Y⌊s⌋T/N )‖H+‖B(Y⌊s⌋T/N )‖HS(U,H)≤(NT )θ}
)
B(Y⌊s⌋T/N )
∥∥∥2
Lp(P;HS(U,Hδ))
ds
≤
∫ t
0
∥∥e(t−s)AB(Y⌊s⌋T/N )∥∥2L2p(P;HS(U,Hδ))∥∥1− 1{‖F (Y⌊s⌋T/N )‖H+‖B(Y⌊s⌋T/N )‖HS(U,H)≤(NT )θ}
∥∥2
L2p(P;R)
ds
≤
∫ t
0
(t− s)−2δ‖B(Y⌊s⌋T/N )‖2L2p(P;HS(U,H))
∥∥1− 1{‖F (Y⌊s⌋T/N )‖H+‖B(Y⌊s⌋T/N )‖HS(U,H)≤(NT )θ}
∥∥2
L2p(P;R)
ds
≤ Tt1−2δ
(1−2δ)N sup
s∈[0,T ]
‖B(Ys)‖2L2p(P;HS(U,H))
[
sup
s∈[0,T ]
‖F (Ys)‖Lp/θ(P;H) + sup
s∈[0,T ]
‖B(Ys)‖Lp/θ(P;HS(U,H))
] 1
θ
≤ T 2(1−δ)
N(1−2δ) sup
s∈[0,T ]
‖B(Ys)‖2L2p(P;HS(U,H))
[
sup
s∈[0,T ]
‖F (Ys)‖Lp/θ(P;H) + sup
s∈[0,T ]
‖B(Ys)‖Lp/θ(P;HS(U,H))
] 1
θ
.
(35)
Combining (31)–(35) shows that
‖Yt − Y¯t‖Lp(P;Hδ) ≤ 1√N
[
sups∈[0,T ] ‖F (Ys)‖Lp/θ(P;H) + sups∈[0,T ] ‖B(Ys)‖Lp/θ(P;HS(U,H))
] 1
2θ
·
[
T
3/2−δ
1−δ sups∈[0,T ] ‖F (Ys)‖L2p(P;H) +
√
p(p−1)
2(1−2δ)T
1−δ sups∈[0,T ] ‖B(Ys)‖L2p(P;HS(U,H))
]
+ T
1−δ
1−ρ− δ
2
N
δ−2ρ
2 sups∈[0,T ] ‖F (Ys)‖Lp(P;H) +
√
p(p−1)
2(1−ρ−δ)T
1
2
−δN
δ−ρ
2 sups∈[0,T ] ‖B(Ys)‖Lp(P;HS(U,H)).
(36)
This completes the proof of Lemma 4.2.
4.3 Analysis of the differences between semilinear integrated nonlinearities-
stopped exponential Euler approximations and solution processes of
stochastic evolution equations
lemma 4.3. Assume the setting in Section 4.1, let ρ ∈ [δ, 1 − δ), η ∈ [δ, 1
2
), ε ∈ (0,∞), assume
that suph∈H |λh| <∞, and assume that for all x, y ∈ Hγ it holds that max{‖F (x)−F (y)‖H, ‖B(x)−
B(y)‖HS(U,H)} ≤ C‖x−y‖Hδ(1+‖x‖cHγ+‖y‖cHγ) and 〈x−y, Ax+F (x)−Ay−F (y)〉H+ (p−1)(1+ε)2 ‖B(x)−
B(y)‖2HS(U,H) ≤ C‖x− y‖2H. Then
supt∈[0,T ] ‖Xt − Y¯t‖Lp(P;H) ≤ N δ−min{η,
ρ+δ
2
}max{1,T 2}
(1−δ−ρ)
(
C2(1 + 1/ε)p
)1/p
exp
(
TC2p(1+1/ε)
2
)
·
(
2
[
1 +sups∈[0,T ] ‖F (Ys)‖L2p/θ(P;H) +
√
p(2p− 1) sups∈[0,T ] ‖B(Ys)‖L2p/θ(P;HS(U,H))
]1+ 1
2θ
+ sups∈[0,T ] ‖Ys‖L2p(P;Hη)
)(
1 + sups∈[0,T ] ‖Y¯s‖cL2pc(P;Hγ) + sups∈[0,T ] ‖Ys‖cL2pc(P;Hγ)
)
.
(37)
Proof of Lemma 4.3. Throughout this proof let χ ∈ [0,∞) be the real number given by χ =
C(p−1)
p
(1 + C(p−2)(1+
1/ε)
2
). We intend to prove Lemma 4.3 through an application of Theorem 2.10
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in Hutzenthaler & Jentzen [11]. To this end we now check the assumptions of Theorem 2.10
in Hutzenthaler & Jentzen [11]. Let X˜ : [0, T ] × Ω → Hγ be the stochastic process which sat-
isfies that for all s ∈ [0, T ] it holds that X˜s = e−sAXs. Itoˆ’s formula then proves that for all
s ∈ [0, T ] it holds P-a.s. that Xs = esAX˜s = ξ +
∫ s
0
[AXu + F (Xu)] du +
∫ s
0
B(Xu) dWu. Similar
we see that for all s ∈ [0, T ] it holds P-a.s. that Y¯s = ξ+
∫ s
0
[AY¯u+F (Y⌊u⌋T/N )] du+
∫ s
0
B(Y⌊u⌋T/N ) dWu.
Next observe that for all x ∈ Hγ it holds that ‖F (x)‖H ≤ ‖F (0)‖H + C‖x‖Hδ(1 + ‖x‖cHγ ) and
‖B(x)‖HS(U,H) ≤ ‖B(0)‖HS(U,H) +C‖x‖Hδ(1 + ‖x‖cHS(U,Hγ)). Combining this with the continuity of X
and Y¯ implies that
∫ T
0
‖AY¯s‖H+‖F (Y⌊s⌋T/N )‖H+‖B(Y⌊s⌋T/N )‖2HS(U,H)+‖F (Y¯s)‖H+‖B(Y¯s)‖2HS(U,H)+
‖AXs‖H + ‖F (Xs)‖H + ‖B(Xs)‖2HS(U,H) ds < ∞. We can thus apply Theorem 2.10 in Hutzenthaler
& Jentzen [11] to obtain that
supt∈[0,T ] ‖Xt − Y¯t‖Lp(P;H) ≤ e(C+χ)T
∥∥∥p‖X − Y¯ ‖p−2H [〈X − Y¯ , F (Y¯ )− F (Y⌊·⌋T/N )〉H
+ (p−1)(1+
1/ε)
2
‖B(Y⌊·⌋T/N )− B(Y¯ )‖2HS(U,H) − χ‖X − Y¯ ‖2H
]+∥∥∥1/p
L1(µ[0,T ]⊗P;R)
. (38)
The Cauchy-Schwarz inequality therefore implies that
supt∈[0,T ] ‖Xt − Y¯t‖Lp(P;H) ≤ e(C+χ)T
∥∥∥p‖X − Y¯ ‖p−2H [‖X − Y¯ ‖H‖F (Y¯ )− F (Y⌊·⌋T/N )‖H
+ (p−1)(1+
1/ε)
2
‖B(Y⌊·⌋T/N )− B(Y¯ )‖2HS(U,H) − χ‖X − Y¯ ‖2H
]+∥∥∥1/p
L1(µ[0,T ]⊗P;R)
. (39)
Next note that the assumption that ∀ x, y ∈ Hγ : ‖F (x)−F (y)‖H ≤ C‖x− y‖Hδ(1+ ‖x‖cHγ + ‖y‖cHγ)
and Young’s inequality imply that for all s ∈ [0, T ] it holds that
‖Xs − Y¯s‖p−1H ‖F (Y¯s)− F (Y⌊s⌋T/N )‖H
≤ C(p−1)
p
‖Xs − Y¯s‖pH + Cp ‖Y¯s − Y⌊s⌋T/N‖pHδ
(
1 + ‖Y¯s‖cHγ + ‖Y⌊s⌋T/N‖cHγ
)p
.
(40)
Moreover, note that the assumption that ∀ x, y ∈ Hγ : ‖B(x) − B(y)‖HS(U,H) ≤ C‖x − y‖Hδ(1 +
‖x‖cHγ + ‖y‖cHγ) and again Young’s inequality imply that for all s ∈ [0, T ] it holds that
‖Xs − Y¯s‖p−2H ‖B(Y⌊s⌋T/N )− B(Y¯s)‖2HS(U,H)
≤ C2(p−2)
p
‖Xs − Y¯s‖pH + 2C
2
p
‖Y⌊s⌋T/N − Y¯s‖pHδ
(
1 + ‖Y¯s‖cHγ + ‖Y⌊s⌋T/N‖cHγ
)p
.
(41)
Combining (39)–(41) with Ho¨lder’s inequality shows that
supt∈[0,T ] ‖Xt − Y¯t‖Lp(P;H) ≤ e(C+χ)T
∥∥∥C‖Y¯ − Y⌊·⌋T/N‖pHδ(1 + ‖Y¯ ‖cHγ + ‖Y⌊·⌋T/N‖cHγ)p
+ C2(p− 1)(1 + 1/ε)‖Y⌊·⌋T/N − Y¯ ‖pHδ
(
1 + ‖Y¯ ‖c¯Hγ + ‖Y⌊·⌋T/N‖cHγ
)p∥∥∥ 1p
L1(µ[0,T ]⊗P;R)
= e(C+χ)T
(
C + C2(p− 1)(1 + 1/ε))1/p∥∥∥‖Y¯ − Y⌊·⌋T/N‖Hδ(1 + ‖Y¯ ‖cHγ + ‖Y⌊·⌋T/N‖cHγ)∥∥∥
Lp(µ[0,T ]⊗P;R)
≤ e(C+χ)T (TC2p(1 + 1/ε))1/p sups∈[0,t] ∥∥Y¯s − Y⌊s⌋T/N∥∥L2p(P;Hδ)
· (1 + sups∈[0,T ] ‖Y¯s‖cL2pc(P;Hγ) + sups∈[0,T ] ‖Y⌊s⌋T/N‖cL2pc(P;Hγ)).
(42)
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Next observe that the triangle inequality implies that
sup
s∈[0,T ]
‖Y¯s − Y⌊s⌋T/N‖L2p(P;Hδ) ≤ sup
s∈[0,T ]
‖Y¯s − Ys‖L2p(P;Hδ) + sup
s∈[0,T ]
‖Ys − Y⌊s⌋T/N‖L2p(P;Hδ). (43)
In addition, observe that the triangle inequality proves that for all s ∈ [0, T ] it holds that
‖Ys − Y⌊s⌋T/N‖L2p(P;Hδ) ≤
∥∥(e(s−⌊s⌋T/N )A − IdH)Y⌊s⌋T/N∥∥L2p(P;Hδ)
+
∥∥∥∥
∫ s
⌊s⌋T/N
e(s−⌊u⌋T/N )A 1{‖F (Y⌊u⌋T/N )‖H+‖B(Y⌊u⌋T/N )‖HS(U,H)≤(NT )θ} F (Y⌊u⌋T/N ) du
∥∥∥∥
L2p(P;Hδ)
+
∥∥∥∥
∫ s
⌊s⌋T/N
e(s−⌊u⌋T/N )A 1{‖F (Y⌊u⌋T/N )‖H+‖B(Y⌊u⌋T/N )‖HS(U,H)≤(NT )θ}B(Y⌊u⌋T/N ) dWu
∥∥∥∥
L2p(P;Hδ)
.
(44)
Furthermore, observe that, e.g., [16, Lemma 2.5.35] proves that for all s ∈ [0, T ] it holds that∥∥(e(s−⌊s⌋T/N )A − IdH)Y⌊s⌋T/N∥∥L2p(P;Hδ) ≤ supu∈[0,T ] ‖Yu‖L2p(P;Hη) ∥∥e(s−⌊s⌋T/N )A − IdH∥∥L(Hη ,Hδ)
≤ supu∈[0,T ] ‖Yu‖L2p(P;Hη)
(
s− ⌊s⌋T/N
)η−δ ≤ supu∈[0,T ] ‖Yu‖L2p(P;Hη) ( TN )η−δ . (45)
Moreover, note that, e.g., Theorem 2.5.34 in [16] proves that for all s ∈ [0, T ] it holds that∥∥∥∥
∫ s
⌊s⌋T/N
e(s−⌊u⌋T/N )A 1{‖F (Y⌊u⌋T/N )‖H+‖B(Y⌊u⌋T/N )‖HS(U,H)≤(NT )θ} F (Y⌊u⌋T/N ) du
∥∥∥∥
L2p(P;Hδ)
≤
∫ s
⌊s⌋T/N
∥∥∥e(s−⌊u⌋T/N )AF (Y⌊u⌋T/N )∥∥∥
L2p(P;Hδ)
du
≤ supu∈[0,T ] ‖F (Yu)‖L2p(P;H)
∫ s
⌊s⌋T/N
(s− ⌊u⌋T/N)−δ du ≤ supu∈[0,T ] ‖F (Yu)‖L2p(P;H)
(
T
N
)1−δ
.
(46)
The Burkholder-Davis-Gundy type inequality in Lemma 7.7 in Da Prato & Zabczyk [5] and, e.g.,
Theorem 2.5.34 in [16] prove that for all s ∈ [0, T ] it holds that∥∥∥∥
∫ s
⌊s⌋T/N
e(s−⌊u⌋T/N )A 1{‖F (Y⌊u⌋T/N )‖H+‖B(Y⌊u⌋T/N )‖HS(U,H)≤(NT )θ}B(Y⌊u⌋T/N ) dWu
∥∥∥∥
L2p(P;Hδ)
≤
√
p(2p− 1)
∫ s
⌊s⌋T/N
∥∥e(s−⌊u⌋T/N )AB(Y⌊u⌋T/N )∥∥2L2p(P;HS(U,Hδ))du
≤
√
p(2p− 1) supu∈[0,T ] ‖B(Yu)‖L2p(P;HS(U,H))
(
T
N
)1/2−δ
.
(47)
Combining (44)–(47) implies that
supt∈[0,T ] ‖Yt − Y⌊t⌋T/N‖L2p(P;Hδ) ≤
(
T
N
)1/2−δ√
p(2p− 1) supu∈[0,T ] ‖B(Yu)‖L2p(P;HS(U,H))
+
(
T
N
)η−δ
supu∈[0,T ] ‖Yu‖L2p(P;Hη) +
(
T
N
)1−δ
supu∈[0,T ] ‖F (Yu)‖L2p(P;H).
(48)
Furthermore, note that Lemma 4.2 proves that
supt∈[0,T ] ‖Y¯t − Yt‖L2p(P;Hδ) (49)
≤ max{1,T 3/2}
1−δ−ρ N
(δ−ρ)/2
[
1 + sup
u∈[0,T ]
‖F (Yu)‖L2p/θ(P;H) +
√
p(2p− 1) sup
u∈[0,T ]
‖B(Yu)‖L2p/θ(P;HS(U,H))
]1+ 1
2θ
.
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Combining (43), (48), and (49) shows that
supt∈[0,T ] ‖Y¯t − Y⌊t⌋T/N‖L2p(P;Hδ) ≤
(
T
N
)η−δ
supu∈[0,T ] ‖Yu‖L2p(P;Hη)
+
(
T
N
)1−δ
supu∈[0,T ] ‖F (Yu)‖L2p(P;H) +
(
T
N
)1/2−δ√
p(2p− 1) supu∈[0,T ] ‖B(Yu)‖L2p(P;HS(U,H)) (50)
+ max{1,T
3/2}N(δ−ρ)/2
1−δ−ρ
[
1 + sup
u∈[0,T ]
‖F (Yu)‖L2p/θ(P;H) +
√
p(2p− 1) sup
u∈[0,T ]
‖B(Yu)‖L2p/θ(P;HS(U,H))
]1+ 1
2θ
.
Combining (42) and (50) implies that
supt∈[0,T ] ‖Xt − Y¯t‖Lp(P;H) ≤ e
TC2p(1+1/ε)
2
(
TC2p(1 + 1/ε)
)1/p
·
[ (
T
N
)1/2−δ√
p(2p− 1) supu∈[0,T ] ‖B(Yu)‖L2p(P;HS(U,H)) +
(
T
N
)η−δ
supu∈[0,T ] ‖Yu‖L2p(P;Hη)
+ max{1,T
3/2}N(δ−ρ)/2
1−δ−ρ
[
1 + sup
u∈[0,T ]
‖F (Yu)‖L2p/θ(P;H) +
√
p(2p− 1) sup
u∈[0,T ]
‖B(Yu)‖L2p/θ(P;HS(U,H))
]1+ 1
2θ
+
(
T
N
)1−δ
supu∈[0,T ] ‖F (Yu)‖L2p(P;H)
][
1 + supu∈[0,T ] ‖Y¯u‖cL2pc(P;Hγ) + supu∈[0,T ] ‖Yu‖cL2pc(P;Hγ)
]
.
(51)
The proof of Lemma 4.3 is thus completed.
4.4 Analysis of the differences between nonlinearities-stopped exponen-
tial Euler approximations and solution processes of stochastic evo-
lution equations
Corollary 4.4. Assume the setting in Section 4.1, let η ∈ [δ, 1
2
), ε ∈ (0,∞), assume that suph∈H |λh|<
∞, and assume that for all x, y ∈ Hγ it holds that max{‖F (x)− F (y)‖H, ‖B(x) − B(y)‖HS(U,H)} ≤
C‖x−y‖Hδ(1+‖x‖cHγ+‖y‖cHγ) and 〈x−y, Ax+F (x)−Ay−F (y)〉H+ (p−1)(1+ε)2 ‖B(x)−B(y)‖2HS(U,H) ≤
C‖x− y‖2H. Then
supt∈[0,T ] ‖Xt − Yt‖Lp(P;H)
≤ N δ−η max{1,T 2}
(1−2η)
(
C2(1 + 1/ε)p
)1/p
exp
(
TC2p(1+1/ε)
2
)(
3
[
1 +sups∈[0,T ] ‖F (Ys)‖L2p/θ(P;H)
+
√
p(2p− 1) sups∈[0,T ] ‖B(Ys)‖L2p/θ(P;HS(U,H))
]1+ 1
2θ
+ sups∈[0,T ] ‖Ys‖L2p(P;Hη)
)
·
(
1 + 2
[
‖ξ‖L2pc(P;Hγ) + C
[
T 1−(γ+α)
1−(γ+α) +
√
pc(2pc−1)
(1−2(γ+β))T
1/2−(γ+β)
][
1 + sups∈[0,T ] ‖Ys‖aL2pca(P;H)
]]c)
.
(52)
Proof of Corollary 4.4. Note that
supt∈[0,T ] ‖Xt − Yt‖Lp(P;H) ≤ supt∈[0,T ]
(‖Xt − Y¯t‖Lp(P;H) + ‖Yt − Y¯t‖Lp(P;H)) . (53)
Combining Lemma 4.2, Lemma 4.3 (with ρ = 2η− δ in the notation of Lemma 4.3), and (53) proves
that
supt∈[0,T ] ‖Xt − Yt‖Lp(P;H) ≤ N δ−ηmax{1,T
2}
(1−2η)
(
C2(1 + 1/ε)p
)1/p
exp
(
TC2p(1+1/ε)
2
)
·
(
3
[
1 +sups∈[0,T ] ‖F (Ys)‖L2p/θ(P;H) +
√
p(2p− 1) sups∈[0,T ] ‖B(Ys)‖L2p/θ(P;HS(U,H))
]1+ 1
2θ
+ sups∈[0,T ] ‖Ys‖L2p(P;Hη)
)(
1 + sups∈[0,T ] ‖Y¯s‖cL2pc(P;Hγ) + sups∈[0,T ] ‖Ys‖cL2pc(P;Hγ)
)
.
(54)
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Moreover, Lemma 3.1 proves that
sups∈[0,T ] ‖Y¯s‖cL2pc(P;Hγ) + sups∈[0,T ] ‖Ys‖cL2pc(P;Hγ)
≤ 2
[
‖ξ‖L2pc(P;Hγ) + C
[
T 1−(γ+α)
1−(γ+α) +
√
pc(2pc−1)
(1−2(γ+β))T
1/2−(γ+β)
][
1 + sups∈[0,T ] ‖Ys‖aL2pca(P;H)
]]c
.
(55)
Combining (54) and (55) completes the proof of Corollary 4.4.
5 Temporal regularity properties of solution processes of
SPDEs
In this section we present a few elementary and essentially well-known temporal regularity properties
for solution processes of stochastic partial differential equations with globally Lipschitz continuous
coefficients. In the literature similar results can, e.g., be found in Van Neerven et al. [30, Theorem
6.3] and in the references mentioned in Van Neerven et al. [30].
5.1 Setting
Assume the setting in Section 1.2, let b ∈ [0,∞), η ∈ [0, 1), F ∈ C(Hγ , Hγ−η), B ∈ C(Hγ,HS(U,Hγ−η/2)),
assume that for all x, y ∈ Hγ it holds that max{‖F (x) − F (y)‖Hγ−η , ‖B(x) − B(y)‖HS(U,Hγ−η/2)} ≤
b‖x− y‖Hγ , and let X : [0, T ]×Ω→ Hγ be an (Ft)t∈[0,T ]-predictable stochastic process such that for
all t ∈ [0, T ] it holds P-a.s. that ∫ t
0
‖e(t−s)AF (Xs)‖H + ‖e(t−s)AB(Xs)‖2HS(U,H) ds <∞ and
Xt = ξ +
∫ t
0
e(t−s)AF (Xs) ds+
∫ t
0
e(t−s)AB(Xs) dWs. (56)
5.2 Temporal regularity properties
lemma 5.1. Assume the setting in Section 5.1 and let β ∈ [0, (1−η)/2). Then
sups∈[0,T ),t∈(s,T ]
‖(Xt − etAξ)− (Xs − esAξ)‖Lp(P;Hγ)
(t− s)β
≤ max{1,T}
√
2p(p−1)
1−η−2β
(
‖F (0)‖Hγ−η + ‖B(0)‖HS(U,Hγ−η/2) + 2b supu∈[0,T ] ‖Xu‖Lp(P;Hγ)
)
.
(57)
Proof of Lemma 5.1. First observe that, e.g., [16, Theorem 2.5.34 and Lemma 2.5.35] shows that for
all s ∈ [0, T ], t ∈ [s, T ] it holds that∥∥∥∥
∫ s
0
(e(t−u)A − e(s−u)A)F (Xu) du
∥∥∥∥
Lp(P;Hγ)
≤
∫ s
0
∥∥(e(t−u)A − e(s−u)A)F (Xu)∥∥Lp(P;Hγ) du
≤
∫ s
0
‖(−A)η+βe(s−u)A‖L(H)‖(−A)−β(IdH −e(t−s)A)‖L(H)‖F (Xu)‖Lp(P;Hγ−η) du
≤
∫ s
0
(t−s)β
(s−u)η+β
∥∥‖F (0)‖Hγ−η + b‖Xu‖Hγ∥∥Lp(P;R) du
≤ (‖F (0)‖Hγ−η + b supu∈[0,T ] ‖Xu‖Lp(P;Hγ)) s1−η−β1−η−β (t− s)β.
(58)
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Moreover, e.g., [16, Theorem 2.5.34 and Lemma 2.5.35] combined with the Burkholder-Davis-Gundy
type inequality in Lemma 7.7 in Da Prato & Zabczyk [5] proves that for all s ∈ [0, T ], t ∈ [s, T ] it
holds that∥∥∥∥
∫ s
0
(e(t−u)A − e(s−u)A)B(Xu) du
∥∥∥∥
Lp(P;Hγ)
≤
√
p(p−1)
2
∫ s
0
‖(e(t−u)A − e(s−u)A)B(Xu)‖2Lp(P;HS(U,Hγ)) du
≤
√
p(p−1)
2
∫ s
0
‖(−A)η/2+βe(s−u)A‖2L(H)‖(−A)−β(IdH −e(t−s)A)‖2L(H)‖B(Xu)‖2Lp(P;HS(U,Hγ−η/2)) du
≤
√
p(p−1)
2
∫ s
0
(t−s)2β
(s−u)η+2β
∥∥∥‖B(0)‖HS(U,Hγ−η/2) + b‖Xu‖Hγ∥∥∥2
Lp(P;R)
du
≤
(
‖B(0)‖HS(U,Hγ−η/2) + b supu∈[0,T ] ‖Xu‖Lp(P;Hγ)
) √
p(p−1)s1/2−η/2−β√
2(1−η−2β) (t− s)
β .
(59)
Furthermore, note that, e.g., [16, Theorem 2.5.34 and Lemma 2.5.35] implies that for all s ∈ [0, T ],
t ∈ [s, T ] it holds that∥∥∥∥
∫ t
s
e(t−u)AF (Xu) du
∥∥∥∥
Lp(P;Hγ)
≤
∫ t
s
∥∥e(t−u)AF (Xu)∥∥Lp(P;Hγ) du
≤
∫ t
s
‖(−A)ηe(t−u)A‖L(H)‖F (Xu)‖Lp(P;Hγ−η) du ≤
∫ t
s
1
(t−u)η (‖F (0)‖Hγ−η+ b‖Xu‖Lp(P;Hγ)) du
≤ (‖F (0)‖Hγ−η + b supu∈[0,T ] ‖Xu‖Lp(P;Hγ)) 11−η (t− s)1−η.
(60)
Again, e.g., [16, Theorem 2.5.34 and Lemma 2.5.35] and the Burkholder-Davis-Gundy type inequality
in Lemma 7.7 in Da Prato & Zabczyk [5] show that for all s ∈ [0, T ], t ∈ [s, T ] it holds that∥∥∥∥
∫ t
s
e(t−u)AB(Xu) du
∥∥∥∥
Lp(P;Hγ)
≤
√
p(p−1)
2
∫ t
s
‖e(t−u)AB(Xu)‖2Lp(P;HS(U,Hγ)) du
≤
√
p(p−1)
2
∫ t
s
‖(−A)η/2e(t−u)A‖2L(H)‖B(Xu)‖2Lp(P;HS(U,Hγ−η/2)) du
≤
√
p(p−1)
2
∫ t
s
(t− u)−η
(
‖B(0)‖HS(U,Hγ−η/2) + b‖Xu‖Lp(P;Hγ)
)2
du
≤
(
‖B(0)‖HS(U,Hγ−η/2) + b supu∈[0,T ] ‖Xu‖Lp(P;Hγ)
) √
p(p−1)√
2(1−η) (t− s)
(1−η)/2.
(61)
Combining (58)–(61) shows that
sups∈[0,T ),t∈(s,T ]
‖(Xt − etAξ)− (Xs − esAξ)‖Lp(P;Hγ)
(t− s)β
≤ (‖F (0)‖Hγ−η + b supu∈[0,T ] ‖Xu‖Lp(P;Hγ)) 2max{1,T}1−η−β
+
(
‖B(0)‖HS(U,Hγ−η/2) + b supu∈[0,T ] ‖Xu‖Lp(P;Hγ)
) √
2p(p−1)max{1,T}√
1−η−2β .
(62)
The proof of Lemma 5.1 is thus completed.
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Corollary 5.2. Assume the setting in Section 5.1, assume that supt∈[0,T ] ‖Xt‖Lp(P;Hγ) < ∞, and
assume that 1
p
< (1−η)
2
. Then there exist a stochastic process Y : [0, T ] × Ω → Hγ with continuous
sample paths such that for all t ∈ [0, T ] it holds P-a.s. that Xt = Yt.
Proof of Corollary 5.2. Note that Lemma 5.1 combined with the Kolmogorov-Chentsov theorem
proves that there exists a modification with continuous sample paths of the stochastic process
[0, T ]×Ω ∋ (t, ω) 7→ Xt(ω)−etAξ(ω) ∈ Hγ. In addition, observe that the fact that A is the generator of
a strongly continuous semigroup implies that the stochastic process [0, T ]×Ω ∋ (t, ω) 7→ etAξ(ω) ∈ Hγ
has continuous sample paths. The proof of Corollary 5.2 is thus completed.
6 Convergence of spatial spectral Galerkin discretizations
In this section we establish uniform convergence in probability of spatial spectral Galerkin approx-
imations in the case of SEEs with semi-globally Lipschitz continuous coefficients (cf., e.g., Kurni-
awan [22]); see Proposition 6.4 below. Proposition 6.4 (and its consequence in Corollary 6.5 re-
spectively) is a tool used in the proof of our main result in Theorem 7.6 below (see Proposition
7.3 below). In our proof of Proposition 6.4 we employ Corollary 2.9 in Cox et al. [4] (which is a
generalization of Lemma A1 in Bally et al. [1]) and a nowadays well-known localization procedure
(see, e.g., Gyo¨ngy [6] and Printems [25, Lemma 4.8]). There are a number of quite similar results
in the literature (see, e.g., Cox et al. [4, Corollary 3.3], Gyo¨ngy [6], Kurniawan [22, Lemma 4.2.2],
Printems [25, Lemma 4.8]) and Proposition 6.4 is a minor extension of the results in the literature.
The main difference between Proposition 6.4 and known results in the literature is that Proposition
6.4 does only prove convergence in probability with no rate of convergence but Proposition 6.4 does
not assume any growth condition of the eigenvalues of the dominant linear operator appearing in
the considered SEE; see (63) below. In particular, Proposition 6.4 also applies to SEEs in which the
dominant linear operator A in (63) is a bounded linear operator.
6.1 Setting
Assume the setting in Section 1.2, let b ∈ [0,∞), η ∈ [0, 1), F ∈ C(Hγ, Hγ−η), B ∈ C(Hγ ,HS(U,Hγ−η/2)),
let In ∈ P(H), n ∈ N0, satisfy ∪n∈N
(∩m∈{n+1,n+2,...}Im) = H = I0, let PI ∈ L(H−1), I ∈ P(H), be the
linear operators with the property that for all x ∈ H, I ∈ P(H) it holds that PIx =
∑
h∈I〈h, x〉Hh,
and let Xn : [0, T ] × Ω → Hγ, n ∈ N0, be (Ft)t∈[0,T ]-adapted stochastic processes with continuous
sample paths such that for all t ∈ [0, T ], n ∈ N0 it holds P-a.s. that
Xnt = e
(t−s)APIn(ξ) +
∫ t
0
e(t−s)APInF (X
n
s ) ds+
∫ t
0
e(t−s)APInB(X
n
s ) dWs. (63)
6.2 Convergence in the case of globally Lipschitz continuous coefficients
Corollary 6.1. Assume the setting in Section 6.1, assume that ξ ∈ Lp(P;Hγ), assume that for
all x, y ∈ Hγ it holds that max{‖F (x) − F (y)‖Hγ−η , ‖B(x) − B(y)‖HS(U,Hγ−η/2)} ≤ b‖x − y‖Hγ , let
β ∈ [0, (1−η)/2), and assume that for all n ∈ N it holds that supt∈[0,T ] ‖Xnt ‖Lp(P;Hγ) <∞. Then
sup
n∈N
(
sup
s∈[0,T ),t∈(s,T ]
‖(Xnt − etAPInξ)− (Xns − esAPInξ)‖Lp(P;Hγ)
(t− s)β
)
<∞. (64)
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Proof of Corollary 6.1. Note that, e.g., [16, Corollary 6.1.8] shows that supn∈N supt∈[0,T ] ‖Xnt ‖Lp(P;Hγ) <
∞. Lemma 5.1 hence proves (64). The proof of Corollary 6.1 is thus completed.
lemma 6.2. Assume the setting in Section 6.1, assume that for all x, y ∈ Hγ it holds that max{‖F (x)−
F (y)‖Hγ−η , ‖B(x) − B(y)‖HS(U,Hγ−η/2)} ≤ b‖x − y‖Hγ , and assume that for all n ∈ N0 it holds that
supt∈[0,T ] ‖Xnt ‖Lp(P;Hγ) <∞. Then
limn→∞
(
supt∈[0,T ] ‖(X0t − etAξ)− (Xnt − etAPInξ)‖Lp(P;Hγ)
)
= 0 (65)
and
limn→∞
(
supt∈[0,T ] ‖X0t −Xnt ‖Lp(P;Hγ)
)
= 0. (66)
Proof of Lemma 6.2. Let Er : [0,∞) → [0,∞), r ∈ (0,∞), be the functions with the property that
for all x ∈ [0,∞), r ∈ (0,∞) it holds that Er(x) =
(∑∞
n=0
(x2Γ(r))n
Γ(nr+1)
)1/2
(cf., e.g., Henry [9, Section 7.1]
and [16, Definition 3.3.1]). Observe that, e.g., [16, Lemma 6.1.7] proves that for all n ∈ N it holds
that
supt∈[0,T ] ‖X0t −Xnt ‖Lp(P;Hγ)≤
√
2 supt∈[0,T ] ‖PH\InX0t ‖Lp(P;Hγ)E1−η
(√
2T 1−ηb√
1−η +
√
T 1−ηp(p− 1)b
)
. (67)
Let Jn ⊆ H, n ∈ N, be the sets with the property that for all n ∈ N it holds that Jn =
∩m∈{n+1,n+2,...}Im. Next, let fn : [0, T ] → [0,∞), n ∈ N, be the functions with the property that
for all t ∈ [0, T ], n ∈ N it holds that fn(t) = ‖PH\Jn(X0t − etAξ)‖Lp(P;Hγ). Corollary 6.1 proves
that the functions fn, n ∈ N, are continuous. Moreover, note that the sequence (fn)n∈N is non-
increasing. Furthermore, observe that Lebesgue’s dominated convergence theorem shows that for
all t ∈ [0, T ] it holds that limn→∞ fn(t) = 0. We can thus apply Dini’s theorem to obtain that
limn→∞ supt∈[0,T ] fn(t) = 0, i.e., that
limn→∞
(
supt∈[0,T ] ‖PH\Jn(X0t − etAξ)‖Lp(P;Hγ)
)
= 0. (68)
This proves that
limn→∞
(
supt∈[0,T ] ‖PH\In(X0t − etAξ)‖Lp(P;Hγ)
)
= 0. (69)
Moreover, Lebesgue’s theorem of dominated convergence proves that limn→∞ ‖PH\Inξ‖Lp(P;Hγ) = 0.
This and the fact that for all n ∈ N it holds that supt∈[0,T ] ‖PH\InetAξ‖Lp(P;Hγ) ≤ ‖PH\Inξ‖Lp(P;Hγ)
imply that
limn→∞
(
supt∈[0,T ] ‖PH\InetAξ‖Lp(P;Hγ)
)
= 0. (70)
Combining (67), (69), (70), and the triangle inequality proves (66). Finally, observe that (66), (70),
and the triangle inequality prove (65). The proof of Lemma 6.2 is thus completed.
Corollary 6.3. Assume the setting in Section 6.1, assume that p(1 − η) > 2, assume that for all
n ∈ N0 it holds that supt∈[0,T ] ‖Xnt ‖Lp(P;Hγ) < ∞, and assume that for all x, y ∈ Hγ it holds that
max{‖F (x)− F (y)‖Hγ−η , ‖B(x)−B(y)‖HS(U,Hγ−η/2)} ≤ b‖x− y‖Hγ . Then
limn→∞
(
E
[
supt∈[0,T ] ‖X0t −Xnt ‖pHγ
])
= 0. (71)
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Proof of Corollary 6.3. First of all, observe that Corollary 6.1, Lemma 6.2, and Corollary 2.9 in Cox
et al. [4] (cf. also [1, Lemma A1]) prove that
limn→∞
(
E
[
supt∈[0,T ] ‖(X0t − etAξ)− (Xnt − etAPInξ)‖pHγ
])
= 0. (72)
Next note that Fatou’s lemma shows that
lim supn→∞
(
E
[
supt∈[0,T ] ‖etA(PH − PIn)ξ‖pHγ
])
≤ lim supn→∞
(
E
[
‖(PH − PIn)ξ‖pHγ
])
≤ E
[
lim supn→∞ ‖(PH − PIn)ξ‖pHγ
]
= 0.
(73)
Combining (72) and (73) with the triangle inequality proves (71). The proof of Corollary 6.3 is thus
completed.
6.3 Convergence in the case of semi-globally Lipschitz continuous coef-
ficients
Proposition 6.4. Assume the setting in Section 6.1 and assume that for every R ∈ [0,∞) there
exists a real number K ∈ [0,∞) such that for all x, y ∈ Hγ with max{‖x‖Hγ , ‖y‖Hγ} ≤ R it holds
that max{‖F (x)− F (y)‖Hγ−η , ‖B(x) − B(y)‖HS(U,Hγ−η/2)} ≤ K‖x − y‖Hγ . Then for all ε ∈ (0,∞) it
holds that
limn→∞
(
P
[
supt∈[0,T ] ‖X0t −Xnt ‖Hγ ≥ ε
])
= 0. (74)
Proof of Proposition 6.4. Throughout this proof let q ∈ (2/(1−η),∞) be a real number and let φR : R→
[0, 1], R ∈ (0,∞), be infinitely often differentiable functions such that for all x ∈ [−R,R] it holds
that φR(x) = 1 and such that for all x ∈ (−∞,−R − 1] ∪ [R + 1,∞) it holds that φR(x) = 0.
Moreover, let FR : Hγ → Hγ−η, R ∈ (0,∞), and BR : Hγ → HS(U,Hγ−η/2), R ∈ (0,∞), be the func-
tions with the property that for all x ∈ Hγ, R ∈ (0,∞) it holds that FR(x) = F (x)φR(‖x‖Hγ ) and
BR(x) = B(x)φR(‖x‖Hγ ). In the next step we observe that, e.g., Theorem 5.1 in [17] and, e.g., Corol-
lary 5.2 (see also, e.g., Van Neerven et al. [30, Theorem 6.2]) prove that there exist up to modification
unique (Ft)t∈[0,T ]-adapted stochastic processes Xn,R : [0, T ]×Ω→ Hγ, R ∈ (0,∞), n ∈ N0, with con-
tinuous sample paths such that for all R ∈ (0,∞), n ∈ N0 it holds supt∈[0,T ] ‖Xn,Rt ‖Lq(P;Hγ) <∞ and
such that for all t ∈ [0, T ], R ∈ (0,∞), n ∈ N0 it holds P-a.s. that
Xn,Rt = e
tA
1{‖PIn ξ‖Hγ<R}PIn(ξ) +
∫ t
0
e(t−s)APInFR(X
n,R
s ) ds+
∫ t
0
e(t−s)APInBR(X
n,R
s ) dWs. (75)
Furthermore, note that for all x ∈ Hγ, R ∈ [0,∞) with ‖x‖Hγ ≤ R it holds that FR(x) = F (x) and
BR(x) = B(x). Next, let τ
n,R : Ω → [0, T ], n ∈ N0, R ∈ (0,∞), and ρn,R : Ω → [0, T ], n ∈ N, R ∈
(0,∞), be the stopping times with the property that for all n ∈ N0, R ∈ (0,∞) it holds that
τn,R = inf
({t ∈ [0, T ] : ‖Xnt ‖Hγ ≥ R} ∪ {T}) (76)
and
ρn,R = inf
({t ∈ [0, T ] : ‖X0t −Xnt ‖Hγ ≥ R} ∪ {T}) . (77)
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Observe that, e.g., Lemma 4.2.2 in Kurniawan [22] and Markov’s inequality prove that for all n ∈
N, R ∈ (0,∞), q ∈ (2/(1−η),∞), ε ∈ (0, 1) it holds that
P
[
supt∈[0,T ] ‖X0t −Xnt ‖Hγ ≥ ε
]− P[supt∈[0,T ] ‖X0t ‖Hγ ≥ R]
≤ P[{supt∈[0,T ] ‖X0t −Xnt ‖Hγ ≥ ε} ∩ {supt∈[0,T ] ‖X0t ‖Hγ < R}]
= P
[{
supt∈[0,ρn,ε] ‖X0t −Xnt ‖Hγ ≥ ε
} ∩{supt∈[0,T ] ‖X0t ‖Hγ < R}]
= P
[{
supt∈[0,ρn,ε] 1{τ0,R>t,ρn,ε≥t}‖X0t −Xnt ‖Hγ ≥ ε
} ∩{supt∈[0,T ] ‖X0t ‖Hγ < R}]
= P
[{
supt∈[0,ρn,ε] 1{τ0,R>t,ρn,ε≥t,τn,R+1>t}‖X0t −Xnt ‖Hγ ≥ ε
} ∩{supt∈[0,T ] ‖X0t ‖Hγ < R}]
≤ P[supt∈[0,ρn,ε] 1{τ0,R>t,ρn,ε≥t,τn,R+1>t}‖X0t −Xnt ‖Hγ ≥ ε]
= P
[
supt∈[0,ρn,ε] 1{τ0,R>t,ρn,ε≥t,τn,R+1>t}
∥∥X0min{t,τ0,R+1} −Xnmin{t,τn,R+1}∥∥Hγ ≥ ε
]
= P
[
sup
t∈[0,ρn,ε]
1{τ0,R>t,ρn,ε≥t,τn,R+1>t}
∥∥
1{‖ξ‖Hγ<R+1}X
0
min{t,τ0,R+1} − 1{‖PInξ‖Hγ<R+1}Xnmin{t,τn,R+1}
∥∥
Hγ
≥ ε
]
= P
[
sup
t∈[0,ρn,ε]
1{τ0,R>t,ρn,ε≥t,τn,R+1>t}
∥∥
1{‖ξ‖Hγ<R+1}X
0,R+1
min{t,τ0,R+1} − 1{‖PInξ‖Hγ<R+1}Xn,R+1min{t,τn,R+1}
∥∥
Hγ
≥ ε
]
= P
[
supt∈[0,ρn,ε] 1{τ0,R>t,ρn,ε≥t,τn,R+1>t}
∥∥X0,R+1t −Xn,R+1t ∥∥Hγ ≥ ε
]
≤ P
[
supt∈[0,T ]
∥∥X0,R+1t −Xn,R+1t ∥∥Hγ ≥ ε
]
≤ ε−q · E
[
supt∈[0,T ]
∥∥X0,R+1t −Xn,R+1t ∥∥qHγ
]
.
(78)
Corollary 6.3 therefore proves that for all R ∈ (0,∞), ε ∈ (0, 1) it holds that
lim
n→∞
P
[
supt∈[0,T ] ‖X0t −Xnt ‖Hγ ≥ ε
]
= P
[
supt∈[0,T ] ‖X0t ‖Hγ ≥ R
]
. (79)
In the next step we let R ∈ (0,∞) in (79) tend to ∞ to obtain that for all ε ∈ (0,∞) it holds that
limn→∞ P
[
supt∈[0,T ] ‖X0t −Xnt ‖Hγ ≥ ε
]
= 0. The proof of Proposition 6.4 is thus completed.
Corollary 6.5. Assume the setting in Section 6.1, let q ∈ (0, p), assume that for every R ∈ [0,∞)
there exists a real number K ∈ [0,∞) such that for all x, y ∈ Hγ with max{‖x‖Hγ , ‖y‖Hγ} ≤ R
it holds that max{‖F (x) − F (y)‖Hγ−η , ‖B(x) − B(y)‖HS(U,Hγ−η/2)} ≤ K‖x − y‖Hγ , and assume that
lim supn→∞
(
supt∈[0,T ] ‖Xnt ‖Lp(P;Hγ)
)
<∞. Then supt∈[0,T ] ‖X0t ‖Lp(P;Hγ) <∞ and
limn→∞
(
supt∈[0,T ] ‖X0t −Xnt ‖Lq(P;Hγ)
)
= 0. (80)
Proof of Corollary 6.5. Observe that Proposition 6.4 combined with, e.g., Lemma 4.10 in Kurni-
awan [22] (see also, e.g., [12, Section 3.4.1]) proves supt∈[0,T ] ‖X0t ‖Lp(P;Hγ) < ∞ and (80). The proof
of Corollary 6.5 is thus competed.
7 Strong convergence rates for full discrete nonlinearities-
stopped approximation schemes
In this section we use the results established in Sections 2, 3, 4, and 6 as well as consequences of the
perturbation estimate in Theorem 2.10 in Hutzenthaler & Jentzen [11] to prove Theorem 7.6 (the
main result of this article).
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7.1 Setting
Assume the setting in Section 1.2, let F ∈ C(Hγ , H), B ∈ C(Hγ,HS(U,H)), ε ∈ (0,∞), assume that
γ < min{1 − α, 1/2 − β}, let X : [0, T ] × Ω → Hγ be an (Ft)t∈[0,T ]-adapted stochastic process with
continuous sample paths such that for all t ∈ [0, T ] it holds P-a.s. that
Xt = e
tAξ +
∫ t
0
e(t−s)AF (Xs) ds+
∫ t
0
e(t−s)AB(Xs) dWs, (81)
let (PI)I∈P(H) ⊆ L(H) be the linear operators with the property that for all x ∈ H, I ∈ P(H) it
holds that PI(x) =
∑
h∈I〈h, x〉Hh, let Y N,I,R : [0, T ]× Ω → PI(H), N ∈ N, I ∈ P0(H), R ∈ L(U), be
(Ft)t∈[0,T ]-adapted stochastic processes such that for all t ∈ [0, T ], N ∈ N, I ∈ P0(H), R ∈ L(U) it
holds P-a.s. that
Y N,I,Rt = e
tAPIξ +
∫ t
0
e(t−⌊s⌋T/N )A 1{‖PIF (Y N,I,R⌊s⌋T/N )‖H+‖PIB(Y N,I,R⌊s⌋T/N )‖HS(U,H)≤(NT )θ}PIF (Y N,I,R⌊s⌋T/N ) ds
+
∫ t
0
e(t−⌊s⌋T/N )A 1{‖PIF (Y N,I,R⌊s⌋T/N )‖H+‖PIB(Y N,I,R⌊s⌋T/N )‖HS(U,H)≤(NT )θ} PIB(Y N,I,R⌊s⌋T/N )RdWs,
(82)
and assume that for all x, y ∈ Hγ it holds that max{‖F (x)− F (y)‖H , ‖B(x)−B(y)‖HS(U,H)} ≤
C ‖x− y‖Hδ (1 + ‖x‖
c
Hγ
+ ‖y‖cHγ ) and max{‖F (x)‖H−α, ‖B(x)‖HS(U,H−β)} ≤ C(1 + ‖x‖aH).
7.2 Strong convergence rates for space discretizations
lemma 7.1. Assume the setting in Section 7.1, let I1, I2 ∈ P0(H), q, r ∈ [1,∞] satisfy I1 ⊆ I2 and
1
q
+ 1
r
= 1, assume that for all x, y ∈ H1 it holds that 〈x−y, Ax−Ay+F (x)−F (y)〉H+ (p−1)(1+ε)2 ‖B(x)−
B(y)‖2HS(U,H) ≤ C‖x − y‖2H, and let XIk : [0, T ] × Ω → PIk(Hγ), k ∈ {1, 2}, be (Ft)t∈[0,T ]-adapted
stochastic processes with continuous sample paths such that for all s ∈ [0, T ], k ∈ {1, 2} it holds
P-a.s. that
XIks = PIk(ξ) +
∫ s
0
[AXIku + PIkF (X
Ik
u )] du+
∫ s
0
PIkB(X
Ik
u ) dWu. (83)
Then
supt∈[0,T ] ‖XI1t −XI2t ‖Lp(P;H)
≤ (‖(−A)−δ‖L(H) + e(C+1)TCp(1 + 1ε )) sup
u∈[0,T ]
‖PH\I1XI2u ‖Lqp(P;Hδ)
[
1 + 2 sup
u∈[0,T ]
‖XI2u ‖cLrpc(P;Hγ)
]
.
(84)
Proof of Lemma 7.1. We intend to prove Lemma 7.1 through an application of Proposition 3.6 in
Hutzenthaler & Jentzen [11]. For this we now check the assumptions in Proposition 3.6 in Hutzen-
thaler & Jentzen [11]. Note that for all x ∈ Hγ, y ∈ PI1(H) it holds that
〈PI1x− y, PI1[API1x+ F (PI1x)]− PI1[Ay + F (y)]〉H + (p−1)(1+ε)2 ‖PI1 [B(PI1x)− B(y)]‖2HS(U,H)
≤ 〈PI1x− y, PI1[API1x+ F (PI1x)]− PI1[Ay + F (y)]〉H + (p−1)(1+ε)2 ‖B(PI1x)− B(y)‖2HS(U,H)
= 〈PI1x− y, API1x+ F (PI1x)−Ay − F (y)]〉H + (p−1)(1+ε)2 ‖B(PI1x)− B(y)‖2HS(U,H)
≤ C‖PI1x− y‖2H .
(85)
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Moreover, observe that for all x ∈ Hγ, y ∈ PI1(H) it holds that
〈y − PI1x, PI1 [API1x+ F (PI1x)]− PI1[Ax+ F (x)]〉H + (p−1)(1+1/ε)2 ‖PI1[B(PI1x)−B(x)]‖2HS(U,H)
= 〈y − PI1x,API1x+ F (PI1x)−API1x− F (x)〉H + (p−1)(1+1/ε)2 ‖PI1[B(PI1x)−B(x)]‖2HS(U,H)
≤ ‖y − PI1x‖H‖F (PI1x)− F (x)‖H + (p−1)(1+1/ε)2 ‖B(PI1x)− B(x)‖2HS(U,H)
≤ 1
2
‖y − PI1x‖2H + 12‖F (PI1x)− F (x)‖2H + (p−1)(1+
1/ε)
2
‖B(PI1x)−B(x)‖2HS(U,H)
≤ 1
2
‖y − PI1x‖2H + 12
(
C
√
1 + (p− 1)(1 + 1/ε)‖PI1x− x‖Hδ(1 + ‖PI1x‖cHγ + ‖x‖cHγ )
)2
.
(86)
Next observe that the Ho¨lder inequality proves that∥∥‖PI1XI2 −XI2‖Hδ(1 + ‖PI1XI2‖cHγ + ‖XI2‖cHγ )∥∥Lp(µ[0,T ]⊗P;R)
≤ ∥∥‖PI1XI2 −XI2‖Hδ∥∥Lqp(µ[0,T ]⊗P;R)∥∥1 + ‖PI1XI2‖cHγ + ‖XI2‖cHγ∥∥Lrp(µ[0,T ]⊗P;R)
≤ T 1/p sup
u∈[0,T ]
‖PH\I1XI2u ‖Lqp(P;Hδ)
[
1 + sup
u∈[0,T ]
‖PI1XI2u ‖cLrpc(P;Hγ) + sup
u∈[0,T ]
‖XI2u ‖cLrpc(P;Hγ)
]
.
(87)
Combining (85)–(87) with Proposition 3.6 in Hutzenthaler & Jentzen [11] shows that for all t ∈ [0, T ]
it holds that
‖XI1t −XI2t ‖Lp(P;H) ≤ e
1
2
− 1
p
+(C+ 1
2
)TC
√
T
(
1 + (p− 1)(1 + 1
ε
)
)
supu∈[0,T ] ‖PH\I1XI2u ‖Lqp(P;Hδ)
·[1 + supu∈[0,T ] ‖PI1XI2u ‖cLrpc(P;Hγ) + supu∈[0,T ] ‖XI2u ‖cLrpc(P;Hγ)]+ supu∈[0,T ] ‖PH\I1XI2u ‖Lp(P;H). (88)
The proof of Lemma 7.1 is thus completed.
7.3 Strong convergence rates for noise discretizations
lemma 7.2. Assume the setting in Section 7.1, let κ ∈ (0,∞), ν ∈ (0, 1/2 − δ), η ∈ [γ,∞), I ∈
P0(H), R1, R2 ∈ L(U), assume that for all x, y ∈ H1 it holds that 〈x− y, Ax−Ay+F (x)−F (y)〉H +
(p−1)(1+ε)
2
‖B(x) − B(y)‖2HS(U,H) ≤ C‖x − y‖2H, and let XI,Rk : [0, T ] × Ω → PI(Hγ), k ∈ {1, 2}, be
(Ft)t∈[0,T ]-adapted stochastic processes with continuous sample paths such that for all t ∈ [0, T ], k ∈
{1, 2} it holds P-a.s. that
XI,Rkt = PI(ξ) +
∫ t
0
[AXI,Rks + PIF (X
I,Rk
s )] ds+
∫ t
0
PIB(X
I,Rk
s )Rk dWs. (89)
Then
supt∈[0,T ] ‖XI,R1t −XI,R2t ‖Lp(P;H)
≤ max{1,T 1/2}
√
p(2p−1)√
1−2(δ+ν)
[
supv∈Hη
‖B(v)(R2−R1)‖HS(U,H−ν)
1+‖v‖κHη
] (
1 + sups∈[0,T ] ‖XI,R2s ‖κL2pκ(P;Hη)
)
·
(
1 +
(
TC2max{1, ‖R1‖2L(U)}p(1 + 1ε )
) 1
p exp
(
TC2 max{1,‖R1‖2L(U)}p(1+1/ε)
2
))
·
[
3
(
1 + ‖ξ‖L2pc(P;Hγ)
)
Cmax{1, T}max{1, ‖R1‖L(U), ‖R2‖L(U)}
·
[
1
1−(γ+α) +
√
pc(2pc−1)
1−2(γ+β)
][
1 + supt∈[0,T ] ‖XI,R2t ‖aL2pca(P;H)
]]c
.
(90)
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Proof of Lemma 7.2. Throughout this proof let χ ∈ [0,∞) be the real number given by χ =
C(p−1)
p
(
1 +
C‖R1‖2L(U)(p−2)(1+1/ε)
2
)
. Let Xˆ : [0, T ] × Ω → PI(Hγ) be an (Ft)t∈[0,T ]-adapted stochastic
process with continuous sample paths such that for all t ∈ [0, T ] it holds P-a.s. that
Xˆt = PIξ +
∫ t
0
[AXˆs + PIF (X
I,R2
s )] ds+
∫ t
0
PIB(X
I,R2)R1 dWs. (91)
Next observe that Corollary 2.11 in Hutzenthaler & Jentzen [11] combined with the Cauchy-Schwarz
inequality proves that for all t ∈ [0, T ] it holds that
‖XI,R2t −XI,R1t ‖Lp(P;H)
≤‖Xˆt −XI,R2t ‖Lp(P;H) + e(C+χ)T
∥∥∥∥p‖XI,R1 − Xˆ‖p−2H [‖XI,R1 − Xˆ‖H‖PIF (Xˆ)− PIF (XI,R2)‖H
+ (p−1)(1+
1/ε)
2
‖PIB(XI,R2)R1 − PIB(Xˆ)R1‖2HS(U,H) − χ‖XI,R1 − Xˆ‖2H
]+∥∥∥∥
1/p
L1(µ[0,T ]⊗P;R)
.
(92)
In addition, note that for all s ∈ [0, T ] it holds that
‖PIF (Xˆs)− PIF (XI,R2s )‖H ≤ C‖Xˆs −XI,R2s ‖Hδ(1 + ‖Xˆs‖cHγ + ‖XI,R2s ‖cHγ ) (93)
and∥∥PI(B(XI,R2s )− B(Xˆs))R1∥∥HS(U,H) ≤ C‖R1‖L(U)‖XI,R2s − Xˆs‖Hδ(1 + ‖XI,R2s ‖cHγ + ‖Xˆs‖cHγ ). (94)
Combining (93) and (94) shows that∥∥∥∥p‖XI,R1 − Xˆ‖p−2H [‖XI,R1 − Xˆ‖H‖PIF (Xˆ)− PIF (XI,R2)‖H
+ (p−1)(1+
1/ε)
2
‖PIB(XI,R2)R1 − PIB(Xˆ)R1‖2HS(U,H) − χ‖XI,R1 − Xˆ‖2H
]+∥∥∥∥
1/p
L1(µ[0,T ]⊗P;R)
≤
∥∥∥∥p‖XI,R1 − Xˆ‖p−2H [‖XI,R1 − Xˆ‖HC‖Xˆ −XI,R2‖Hδ(1 + ‖Xˆ‖cHγ + ‖XI,R2‖cHγ )
+
(p−1)(1+1/ε)C2‖R1‖2L(U)
2
‖XI,R2 − Xˆ‖2Hδ(1 + ‖XI,R2‖cHγ + ‖Xˆ‖cHγ )2 − χ‖XI,R1 − Xˆ‖2H
]+∥∥∥∥
1/p
L1(µ[0,T ]⊗P;R)
.
(95)
Moreover, observe that Young’s inequality proves that for all s ∈ [0, T ] it holds that
‖XI,R1s − Xˆs‖p−1H ‖Xˆs −XI,R2s ‖Hδ(1 + ‖Xˆs‖cHγ + ‖XI,R2s ‖cHγ )
≤ p−1
p
‖XI,R1s − Xˆs‖pH + 1p‖Xˆs −XI,R2s ‖pHδ(1 + ‖Xˆs‖cHγ + ‖XI,R2s ‖cHγ)p
(96)
and
‖XI,R1s − Xˆs‖p−2H ‖Xˆs −XI,R2s ‖2Hδ(1 + ‖Xˆs‖cHγ + ‖XI,R2s ‖cHγ)2
≤ p−2
p
‖XI,R1s − Xˆs‖pH + 2p‖Xˆs −XI,R2s ‖pHδ(1 + ‖Xˆs‖cHγ + ‖XI,R2s ‖cHγ )p.
(97)
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Combining (95), (96), and (97) shows that∥∥∥∥p‖XI,R1 − Xˆ‖p−2H [‖XI,R1 − Xˆ‖H‖PIF (Xˆ)− PIF (XI,R2)‖H
+ (p−1)(1+
1/ε)
2
‖PIB(XI,R2)R1 − PIB(Xˆ)R1‖2HS(U,H) − χ‖XI,R1 − Xˆ‖2H
]+∥∥∥∥
1/p
L1(µ[0,T ]⊗P;R)
≤
∥∥∥∥(p− 1)C‖XI,R1 − Xˆ‖pH + C‖Xˆ −XI,R2‖pHδ(1 + ‖Xˆ‖cHγ + ‖XI,R2‖cHγ)p
+
(p−1)(p−2)(1+ 1
ε
)C2‖R1‖2L(U)
2
‖XI,R1 − Xˆ‖pH
+ C2‖R1‖2L(U)(p− 1)(1 + 1ε )‖Xˆ −XI,R2‖pHδ(1 + ‖Xˆ‖cHγ + ‖XI,R2‖cHγ )p
− (p− 1)C
(
1 +
‖R1‖2L(U)C(p−2)(1+1/ε)
2
)
‖XI,R1 − Xˆ‖pH
∥∥∥∥
1/p
L1(µ[0,T ]⊗P;R)
=
(
C + C2‖R1‖2L(U)(p− 1)(1 + 1ε )
) 1
p
∥∥∥‖Xˆ −XI,R2‖Hδ(1 + ‖Xˆ‖cHγ + ‖XI,R2‖cHγ )∥∥∥
Lp(µ[0,T ]⊗P;R)
.
(98)
Furthermore, note that the Ho¨lder inequality implies that∥∥∥‖Xˆ −XI,R2‖Hδ(1 + ‖Xˆ‖cHγ + ‖XI,R2‖cHγ )∥∥∥
Lp(µ[0,T ]⊗P;R)
≤ T 1p sup
t∈[0,T ]
‖Xˆt −XI,R2t ‖L2p(P;Hδ)
(
1 + sup
t∈[0,T ]
‖Xˆt‖cL2pc(P;Hγ) + sup
t∈[0,T ]
‖XI,R2t ‖cL2pc(P;Hγ)
)
.
(99)
Combining (92), (98), and (99) proves that
supt∈[0,T ] ‖XI,R2t −XI,R1t ‖Lp(P;H)
≤ supt∈[0,T ] ‖Xˆt −XI,R2t ‖Lp(P;H) + e(C+χ)T
(
TC + TC2‖R1‖2L(U)(p− 1)(1 + 1ε )
) 1
p
· supt∈[0,T ] ‖Xˆt −XI,R2t ‖L2p(P;Hδ)
(
1 + supt∈[0,T ] ‖Xˆt‖cL2pc(P;Hγ) + supt∈[0,T ] ‖XI,R2t ‖cL2pc(P;Hγ)
)
.
(100)
In the next step observe that the Burkholder-Davis-Gundy type inequality in Lemma 7.7 in Da Prato
& Zabczyk [5] shows that for all t ∈ [0, T ], r ∈ [0, γ], q ∈ [2,∞) it holds that
‖Xˆt −XI,R2t ‖Lq(P;Hr) =
∥∥∥∥
∫ t
0
e(t−s)APIB(XI,R2s )(R2 − R1) dWs
∥∥∥∥
Lq(P;Hr)
≤
√
q(q−1)
2
∫ t
0
∥∥∥e(t−s)APIB(XI,R2s )(R2 − R1)∥∥∥2
Lq(P;HS(U,Hr))
ds.
(101)
Moreover, note that, e.g., [16, Theorem 2.5.34] implies that for all r ∈ [0, γ], t ∈ [0, T ], q ∈ [2,∞) it
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holds that √∫ t
0
∥∥∥e(t−s)APIB(XI,R2s )(R2 −R1)∥∥∥2
Lq(P;HS(U,Hr))
ds
≤
√∫ t
0
‖(−A)r+νe(t−s)A‖2L(H)‖(−A)−νB(XI,R2s )(R2 −R1)‖2Lq(P;HS(U,H))ds
≤
√∫ t
0
(t− s)−2(r+ν)‖B(XI,R2s )(R2 − R1)‖2Lq(P;HS(U,H−ν))ds
≤ T 1/2−(r+ν)√
1−2(r+ν) sups∈[0,T ] ‖B(X
I,R2
s )(R2 − R1)‖Lq(P;HS(U,H−ν))
≤ T 1/2−(r+ν)√
1−2(r+ν)
(
sup
v∈Hη
‖B(v)(R2−R1)‖HS(U,H−ν)
1+‖v‖κHη
)(
1 + sups∈[0,T ] ‖XI,R2s ‖κLqκ(P;Hη)
)
.
(102)
In addition, note that Lemma 3.1 shows that
max{supt∈[0,T ] ‖Xˆt‖L2pc(P;Hγ), supt∈[0,T ] ‖XI,R2t ‖L2pc(P;Hγ)} ≤ ‖ξ‖L2pc(P;Hγ) + Cmax{1, T}
·max{1, ‖R1‖L(U), ‖R2‖L(U)}
[
1
1−(γ+α) +
√
pc(2pc−1)
1−2(γ+β)
][
1 + supt∈[0,T ] ‖XI,R2t ‖aL2pca(P;H)
]
.
(103)
Combining (100)-(103) proves that
sup
t∈[0,T ]
‖XI,R2t −XI,R1t ‖Lp(P;H)
≤
√
p(2p−1)T 1/2−ν√
1−2ν
(
sup
v∈Hη
‖B(v)(R2−R1)‖HS(U,H−ν)
1+‖v‖κHη
)(
1 + sups∈[0,T ] ‖XI,R2s ‖κLpκ(P;Hη)
)
+
√
p(2p−1)e(C+χ)T (max{1,‖R1‖2L(U)}TC2p(1+1/ε))
1/p
T
1/2−(δ+ν)√
1−2(δ+ν)
(
sup
v∈Hη
‖B(v)(R2−R1)‖HS(U,H−ν)
1+‖v‖κHη
)
·
(
1 + sups∈[0,T ] ‖XI,R2s ‖κL2pκ(P;Hη)
)(
1 + 2
[
‖ξ‖L2pc(P;Hγ) + Cmax{1, T}max{1, ‖R1‖L(U), ‖R2‖L(U)}
·
[
1
1−(γ+α) +
√
pc(2pc−1)
1−2(γ+β)
][
1 + supt∈[0,T ] ‖XI,R2t ‖aL2pca(P;H)
]]c)
.
(104)
The proof of Lemma 7.2 is thus completed.
7.4 Strong convergence rates for space-time-noise discretizations
Proposition 7.3. Assume the setting in Section 7.1, let q ∈ (0, p), assume that ξ ∈ Lpa(P;Hγ),
assume that for all x ∈ H1 it holds that 〈x, F (x)〉H + pa−12 ‖B(x)‖2HS(U,H) ≤ C(1 + ‖x‖2H), let In ∈
P0(H), n ∈ N, satisfy ∪n∈N
(∩m∈{n+1,n+2,...}Im) = H, and let XI : [0, T ]×Ω→ PI(Hγ), I ∈ P0(H), be
(Ft)t∈[0,T ]-adapted stochastic processes with continuous sample paths such that for all t ∈ [0, T ], I ∈
P0(H) it holds P-a.s. that
XIt = PIξ +
∫ t
0
[AXIs + PIF (X
I
s )] ds+
∫ t
0
PIB(X
I
s ) dWs. (105)
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Then it holds that limn→∞
(
supt∈[0,T ] ‖Xt −XInt ‖Lq(P;Hγ)
)
= 0 and
sup
R∈L1(U),I∈P0(H),
N∈N,t∈[0,T ]
E
[∥∥Y N,I,Rt ∥∥paH + ‖XIt ‖paH + ∥∥Y N,I,Rt ∥∥pHγ + ‖Xt‖pHγ + ‖XIt ‖pHγ
]
<∞.
(106)
Proof of Proposition 7.3. Itoˆ’s formula and Young’s inequality prove that for all t ∈ [0, T ], I ∈ P0(H)
it holds that
E[‖XIt ‖paH ]
≤ E[‖XI0‖paH ] + pa
∫ t
0
E
[
‖XIs ‖pa−2H
(〈XIs , PIF (XIs )〉H + pa−12 ‖PIB(XIs )‖2HS(U,H))] ds
≤ E[‖XI0‖paH ] + paC
∫ t
0
E
[‖XIs‖pa−2H (1 + ‖XIs ‖2H)] ds
≤ E[‖XI0‖paH ] + 2C
∫ t
0
E
[
(pa− 1)‖XIs ‖paH + 1
]
ds.
(107)
Therefore, Gronwall’s lemma proves that for all t ∈ [0, T ], I ∈ P0(H) it holds that E[‖XIt ‖paH ] ≤
(E[‖ξ‖paH ] + 2CT ) e2C(pa−1)T . Lemma 3.1 hence implies that supI∈P0(H) supt∈[0,T ] ‖XIt ‖Lp(P;Hγ) < ∞.
Combining this with Corollary 6.5 shows that limn→∞
(
supt∈[0,T ] ‖Xt −XInt ‖Lq(P;Hγ)
)
= 0 and that
supt∈[0,T ] ‖Xt‖Lp(P;Hγ) <∞. Moreover, note that combining Lemma 2.2 and Lemma 3.1 proves that
supR∈L1(U) supI∈P0(H) supN∈N supt∈[0,T ]
(
‖Y N,I,Rt ‖Lpa(P;H) + ‖Y N,I,Rt ‖Lp(P;Hγ)
)
<∞. (108)
The proof of Proposition 7.3 is thus completed.
Corollary 7.4. Assume the setting in Section 7.1, assume that ξ ∈ Lp(c+1)a(P;Hγ), assume that for
all x ∈ H1 it holds that 〈x, F (x)〉H+ p(c+1)a−12 ‖B(x)‖2HS(U,H) ≤ C(1+‖x‖2H), and let XI : [0, T ]×Ω→
PI(Hγ), I ∈ P0(H), be (Ft)t∈[0,T ]-adapted stochastic processes with continuous sample paths such that
for all t ∈ [0, T ], I ∈ P0(H) it holds P-a.s. that
XIt = PIξ +
∫ t
0
[AXIs + PIF (X
I
s )] ds+
∫ t
0
PIB(X
I
s ) dWs. (109)
Then
sup
I∈P0(H),N∈N,
R∈L1(U),t∈[0,T ]
∥∥∥‖F (Y N,I,Rt )‖H + ‖F (Xt)‖H + ‖B(Y N,I,Rt )‖HS(U,H) + ‖B(Xt)‖HS(U,H)∥∥∥
Lp(P;R)
<∞.
(110)
Proof of Corollary 7.4. Observe that for all t ∈ [0, T ], N ∈ N, I ∈ P0(H), R ∈ L1(U) it holds that
max{‖F (Y N,I,Rt )‖Lp(P;H), ‖B(Y N,I,Rt )‖Lp(P;HS(U,H))}
≤ ‖F (0)‖H + ‖B(0)‖HS(U,H) + C‖(−A)δ−γ‖L(H)
(
1 + ‖Y N,I,Rt ‖Lp(c+1)(P;Hγ)
)c+1
.
(111)
Proposition 7.3 hence proves that
supR∈L1(U) supI∈P0(H) supN∈N supt∈[0,T ]
(
‖F (Y N,I,Rt )‖Lp(P;H) + ‖B(Y N,I,Rt )‖Lp(P;H)
)
<∞. (112)
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Moreover, note that for all t ∈ [0, T ] it holds that
max{‖F (Xt)‖Lp(P;H), ‖B(Xt)‖Lp(P;HS(U,H))}
≤ ‖F (0)‖H + ‖B(0)‖HS(U,H) + C‖(−A)δ−γ‖L(H)
(
1 + ‖Xt‖Lp(c+1)(P;Hγ)
)c+1
.
(113)
Proposition 7.3 hence shows that
supt∈[0,T ] ‖F (Xt)‖Lp(P;H) + supt∈[0,T ] ‖B(Xt)‖Lp(P;H) <∞. (114)
The proof of Corollary 7.4 is thus completed.
Corollary 7.5. Assume the setting in Section 7.1, let η ∈ [γ, 1/2), assume that ξ(Ω) ⊆ Hη, assume
that E
[‖ξ‖p(c+1)aHη ] <∞, assume that for all x ∈ H1 it holds that 〈x, F (x)〉H+ p(c+1)a−12 ‖B(x)‖2HS(U,H) ≤
C(1 + ‖x‖2H), and let XI : [0, T ]×Ω→ PI(Hγ), I ∈ P0(H), be (Ft)t∈[0,T ]-adapted stochastic processes
with continuous sample paths such that for all t ∈ [0, T ], I ∈ P0(H) it holds P-a.s. that
XIt = PIξ +
∫ t
0
[AXIs + PIF (X
I
s )] ds+
∫ t
0
PIB(X
I
s ) dWs. (115)
Then it holds for all t ∈ [0, T ] that P(Xt ∈ Hη) = 1 and it holds that
supR∈L1(U) supI∈P(H) supN∈N supt∈[0,T ]
(‖Y N,I,Rt ‖Lp(P;Hη) + ‖XIt ‖Lp(P;Hη)) <∞. (116)
Proof of Corollary 7.5. Combining Lemma 3.2 and Corollary 7.4 proves ∀ t ∈ [0, T ] : P (Xt ∈ Hη) = 1
and (116). The proof of Corollary 7.5 is thus completed.
Theorem 7.6. Assume the setting in Section 7.1, let ν ∈ (0, 1/2 − δ), η ∈ [max{δ, γ}, 1/2), κ ∈
(2/p,∞), assume that ξ(Ω) ⊆ Hη, assume that E
[‖ξ‖2a(c+1)pmax{κ,1/θ}Hη ] < ∞, and assume that for all
x, y ∈ H1 it holds that 〈x, F (x)〉H+ 2a(c+1)pmax{κ,1/θ}−12 ‖B(x)‖2HS(U,H) ≤ C(1+‖x‖2H) and 〈x−y, Ax−
Ay+F (x)−F (y)〉H+ (p−1)(1+ε)2 ‖B(x)− B(y)‖2HS(U,H) ≤ C ‖x− y‖2H . Then there exists a real number
K ∈ [0,∞) such that for all N ∈ N, I ∈ P0(H), R ∈ L1(U) it holds that
sup
t∈[0,T ]
‖Xt − Y N,I,Rt ‖Lp(P;H) ≤ K
[
N δ−η + ‖PH\I‖L(H,Hδ−η) + sup
v∈Hη
(‖B(v)(IdU −R)‖HS(U,H−ν)
(1+‖v‖Hη )κ
)]
. (117)
Proof of Theorem 7.6. First of all, observe that it is well known that the fact that the functions
PI(H) ∋ x 7→ PI(F (x)) ∈ PI(H), I ∈ P0(H), and PI(H) ∋ x 7→ PI(B(x))R ∈ HS(P (U), PI(H)), I ∈
P0(H), R ∈ L1(U), are locally Lipschitz continuous and the fact that ∀ x ∈ H1 : 〈x, F (x)〉H +
2a(c+1)pmax{κ,1/θ}−1
2
‖B(x)‖2HS(U,H) ≤ C(1 + ‖x‖2H) ensure that there exist (Ft)t∈[0,T ]-adapted stochastic
processes XI,R : [0, T ]×Ω→ PI(Hγ), I ∈ P0(H), R ∈ L1(U), with continuous sample paths such that
for all t ∈ [0, T ], I ∈ P0(H), R ∈ L1(U) it holds P-a.s. that
XI,Rt = PIξ +
∫ t
0
[AXI,Rs + PIF (X
I,R
s )] ds+
∫ t
0
PIB(X
I,R
s )RdWs. (118)
Moreover, note that the triangle inequality proves that for all t ∈ [0, T ], N ∈ N, I, I˜ ∈ P0(H),
R ∈ L1(U) with I ⊆ I˜ it holds that
‖Xt − Y N,I,Rt ‖Lp(P;H) ≤ ‖Xt −X I˜ ,IdUt ‖Lp(P;H) + ‖X I˜,IdUt −XI,IdUt ‖Lp(P;H)
+ ‖XI,IdUt −XI,Rt ‖Lp(P;H) + ‖XI,Rt − Y N,I,Rt ‖Lp(P;H).
(119)
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In the next step we note that the assumption that H is separable implies that there exist non-
decreasing sets In ∈ P0(H), n ∈ N, with the property that ∪n∈NIn = H. Next we combine Corollary
4.4, Lemma 7.1, and Lemma 7.2 to obtain that for all t ∈ [0, T ], N, n ∈ N, I ∈ P0(H), R ∈ L1(U)
with I ⊆ In it holds that
‖Xt − Y N,I,Rt ‖Lp(P;H) ≤ ‖Xt −XIn,IdUt ‖Lp(P;H) +
(‖(−A)−δ‖L(H) + e(C+1)TCp(1 + 1ε ))
· supu∈[0,T ] ‖PH\IXIn,IdUu ‖L2p(P;Hδ)
[
1 + 2 supu∈[0,T ] ‖XIn,IdUu ‖cL2pc(P;Hγ)
]
+
√
p(2p−1)max{1,T 1/2}√
1−2(δ+ν)
·
(
1 + exp
(
TC2p(1+1/ε)
2
) (
TC2p(1 + 1
ε
)
) 1
p
)(
1 + sups∈[0,T ] ‖XI,IdUs ‖κL2pκ(P;Hη)
)
·
[
supv∈Hη
‖B(v)(IdU −R)‖HS(U,H−ν)
1+‖v‖κHη
][
3
(
1 + ‖ξ‖L2pc(P;Hγ)
)
Cmax{1, T}
[
1
1−(γ+α) +
√
pc(2pc−1)
1−2(γ+β)
]
(120)
·
[
1 + supt∈[0,T ] ‖XI,IdUt ‖aL2pca(P;H)
]]c
+N δ−ηmax{1,T
2}
(1−2η)
(
C2(1 + 1/ε)p
)1/p
exp
(
TC2p(1+1/ε)
2
)
·
(
3
[
1 +sups∈[0,T ] ‖F (Y N,I,Rs )‖L2p/θ(P;H) +
√
p(2p− 1) sups∈[0,T ] ‖B(Y N,I,Rs )‖L2p/θ(P;HS(U,H))
]1+ 1
2θ
+ sups∈[0,T ] ‖Y N,I,Rs ‖L2p(P;Hη)
)(
1 + 2
[
‖ξ‖L2pc(P;Hγ) + C
[
T 1−(γ+α)
1−(γ+α) +
√
pc(2pc−1)
(1−2(γ+β))T
1
2
−(γ+β)
]
·
[
1 + sups∈[0,T ] ‖Y N,I,Rs ‖aL2pca(P;H)
]]c)
.
Moreover, observe that Proposition 7.3 shows that
sup
I∈P0(H)
sup
R∈L1(U)
sup
t∈[0,T ]
sup
N∈N
(
‖Xt‖L2pc(P;Hγ) + ‖XI,IdUt ‖L2pca(P;H) + ‖Y N,I,Rt ‖L2pca(P;H)
)
<∞ (121)
and limn→∞ supt∈[0,T ] E[‖Xt − XIn,IdUt ‖2pcHγ ] = 0. Combining this with (120) implies that for all N ∈
N, I ∈ P0(H), R ∈ L1(U) it holds that
supt∈[0,T ] ‖Xt − Y N,I,Rt ‖Lp(P;H) ≤
(‖(−A)−δ‖L(H) + e(C+1)TCp(1 + 1ε )) supu∈[0,T ] ‖PH\IXu‖L2p(P;Hδ)
·[1 + 2 supu∈[0,T ] ‖Xu‖cL2pc(P;Hγ)]+
√
p(2p−1)max{1,T 1/2}√
1−2(δ+ν)
[
supv∈Hη
‖B(v)(IdU −R)‖HS(U,H−ν)
1+‖v‖κHη
]
·
(
1 + exp
(
TC2p(1+1/ε)
2
) (
TC2p(1 + 1
ε
)
) 1
p
)(
1 + sups∈[0,T ] ‖XI,IdUs ‖κL2pκ(P;Hη)
)
·
[
3
(
1 + ‖ξ‖L2pc(P;Hγ)
)
Cmax{1, T}
[
1
1−(γ+α) +
√
pc(2pc−1)
1−2(γ+β)
][
1 + supt∈[0,T ] ‖XI,IdUt ‖aL2pca(P;H)
]]c
(122)
+N δ−ηmax{1,T
2}
(1−2η)
(
C2(1 + 1/ε)p
)1/p
exp
(
TC2p(1+1/ε)
2
)(
3
[
1 +sups∈[0,T ] ‖F (Y N,I,Rs )‖L2p/θ(P;H)
+
√
p(2p− 1) sups∈[0,T ] ‖B(Y N,I,Rs )‖L2p/θ(P;HS(U,H))
]1+ 1
2θ
+ sups∈[0,T ] ‖Y N,I,Rs ‖L2p(P;Hη)
)
·
(
1 + 2
[
‖ξ‖L2pc(P;Hγ) + C
[
T 1−(γ+α)
1−(γ+α) +
√
pc(2pc−1)
(1−2(γ+β))T
1
2
−(γ+β)
][
1 + sups∈[0,T ] ‖Y N,I,Rs ‖aL2pca(P;H)
]]c)
.
Furthermore, note that Corollary 7.5 proves that for all t ∈ [0, T ] it holds that P(Xt ∈ Hη) = 1 and
sup
I∈P0(H)
sup
R∈L1(U)
sup
t∈[0,T ]
sup
N∈N
(
‖Y N,I,Rt ‖L2p(P;Hη) + ‖XI,IdUt ‖L2pκ(P;Hη) + ‖Xt‖L2p(P;Hη)
)
<∞. (123)
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Combining Corollary 7.4 and (121)–(123) proves that there exists a real number K˜ ∈ [0,∞) such
that for all N ∈ N, I ∈ P0(H), R ∈ L1(U) it holds that
sup
t∈[0,T ]
‖Xt − Y N,I,Rt ‖Lp(P;H) ≤ K˜
[
sup
t∈[0,T ]
‖PH\IXt‖L2p(P;Hδ) +N δ−η + sup
v∈Hη
(‖B(v)(IdU −R)‖HS(U,H−ν)
1+‖v‖κHη
)]
.
(124)
Moreover, note that for all I ∈ P0(H) it holds that
supt∈[0,T ] ‖PH\IXt‖L2p(P;Hδ) ≤ ‖PH\I‖L(H,Hδ−η) supt∈[0,T ] ‖Xt‖L2p(P;Hη). (125)
Combining this, (123), and (124) completes the proof of Theorem 7.6.
8 A stochastic reaction-diffusion partial differential equa-
tion
In this section we illustrate Theorem 7.6 by a simple example, that is, we illustrate Theorem 7.6 in the
case of a stochastic reaction-diffusion partial differential equation. More formally, let (H, 〈·, ·〉H, ‖·‖H)
be the R-Hilbert space of equivalence classes of Lebesgue square integrable functions from (0, 1) to
R, let T, ρ, κ, ε, σ ∈ (0,∞), θ ∈ (0, 1/4], γ ∈ (1/4, 1/2), (en)n∈N ⊆ H , (rn)n∈N ⊆ R, (λn)n∈N ⊆ R satisfy
that for all n ∈ N and µ(0,1)-almost all x ∈ (0, 1) it holds that en(x) =
√
2 sin(npix), λn = −εpi2n2,
and supm∈N (m · |rm|) < ∞, let A : D(A) ⊆ H → H be the linear operator such that D(A) =
{
v ∈
H :
∑∞
n=1 |λn〈en, v〉H |2 <∞
}
and such that for all v ∈ D(A) it holds that Av =∑∞n=1 λn〈en, v〉Hen,
let Q ∈ L1(H) be the linear operator such that for all v ∈ H it holds that Qv =
∑∞
n=1 rn〈en, v〉Hen,
let (Hr, 〈·, ·〉Hr , ‖·‖Hr), r ∈ R, be a family of interpolation spaces associated to −A (see, e.g., Theorem
and Definition 2.5.32 in [16]), let (Ω,F ,P) be a probability space with a normal filtration (Ft)t∈[0,T ],
let ξ ∈ H1/2 satisfy that for µ(0,1)-almost all x ∈ (0, 1) it holds that ξ(x) ≥ 0, let (Wt)t∈[0,T ] be a
cylindrical IdH-Wiener process with respect to (Ft)t∈[0,T ], let F ∈ C(Hγ, H) and B ∈ C(Hγ ,HS(H))
be the functions with the properties that for all v ∈ Hγ , u ∈ H and µ(0,1)-almost all x ∈ (0, 1) it holds
that
(
F (v)
)
(x) = κ |v(x)| (ρ− v(x)) and (B(v)(u))(x) = σ · v(x) · (√Qu)(x), let (Pn)n∈N ⊆ L(H) be
the linear operators with the property that for all x ∈ H , n ∈ N it holds that Pn(x) =
∑n
l=1〈el, x〉Hel,
let Y N,n,m : [0, T ]× Ω→ Pn(Hγ), N, n,m,∈ N, be (Ft)t∈[0,T ]-adapted stochastic processes such that
for all t ∈ [0, T ], N, n,m ∈ N it holds P-a.s. that
Y N,n,mt = e
tAPnξ +
∫ t
0
e(t−⌊s⌋T/N )A 1{‖PnF (Y N,n,m⌊s⌋T/N )‖H+‖PnB(Y N,n,m⌊s⌋T/N )‖HS(H)≤(NT )θ}PnF (Y N,n,m⌊s⌋T/N ) ds
+
∫ t
0
e(t−⌊s⌋T/N )A 1{‖PnF (Y N,n,m⌊s⌋T/N )‖H+‖PnB(Y N,n,m⌊s⌋T/N )‖HS(H)≤(NT )θ} PnB(Y N,n,m⌊s⌋T/N )Pm dWs,
(126)
and let X : [0, T ]×Ω→ Hγ be an (Ft)t∈[0,T ]-adapted stochastic process with continuous sample paths
such that for all t ∈ [0, T ] it holds P-a.s. that
Xt = e
tAξ +
∫ t
0
e(t−s)AF (Xs) ds+
∫ t
0
e(t−s)AB(Xs) dWs. (127)
The stochastic process X is thus a solution process of the SPDE
dXt(x) =
[
ε ∂
2
∂x2
Xt(x) + κXt(x) (ρ−Xt(x))
]
dt+ σXt(x) dWt(x), X0(x) = ξ(x), Xt(0) = Xt(1) = 0
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for t ∈ [0, T ], x ∈ (0, 1). We intend to apply Theorem 7.6 to estimate the quantities supt∈[0,T ] ‖Xt −
Y N,n,mt ‖Lp(P;H) for p ∈ [2,∞), N, n,m ∈ N. To this end, we now check the assumptions of The-
orem 7.6. First, observe that the assumption that γ > 1/4 ensures that for all v ∈ Hγ it holds
that
‖F (v)‖H−γ = sup
z∈Hγ\{0}
(
|〈F (v),z〉H |
‖z‖Hγ
)
= sup
z∈Hγ\{0}
(
1
‖z‖Hγ
∣∣∣∣
∫ 1
0
κ · |v(x)| · (ρ− v(x)) · z(x) dx
∣∣∣∣
)
≤ sup
z∈Hγ\{0}
(
‖z‖L∞(µ(0,1);R)
‖z‖Hγ
∫ 1
0
κ · |v(x)| · |ρ− v(x)| dx
)
≤ κ
(
sup
z∈Hγ\{0}
‖z‖L∞(µ(0,1);R)
‖z‖Hγ
)
‖v‖H (ρ+ ‖v‖H)
≤
(
sup
z∈Hγ\{0}
‖z‖L∞(µ(0,1);R)
‖z‖Hγ
)
3κmax{1,ρ}
2
(
1 + ‖v‖2H
)
<∞.
(128)
Next note that the triangle inequality shows that for all x, y ∈ R it holds that
||x| (ρ− x)− |y| (ρ− y)| ≤ ρ |x− y|+ ||x|x− |y| y|
≤ ρ |x− y|+ ||x| x− |y|x|+ ||y|x− |y| y| ≤ ρ |x− y|+ |x| ||x| − |y||+ |y| |x− y|
≤ ρ |x− y|+ |x| |x− y|+ |y| |x− y| ≤ max{1, ρ} |x− y| (1 + |x|+ |y|) .
(129)
This implies that for all u, v ∈ Hγ it holds that
‖F (u)− F (v)‖H = κ
(∫ 1
0
||u(s)| (ρ− u(s))− |v(s)| (ρ− v(s))|2 ds
)1/2
≤ κmax{1, ρ}
(∫ 1
0
|u(s)− v(s)|2 [1 + |u(s)|+ |v(s)|]2 ds
)1/2
≤
(
sup
z∈Hγ\{0}
‖z‖L∞(µ(0,1);R)
‖z‖Hγ
)
κmax{1, ρ} ‖u− v‖H
(
1 + ‖u‖Hγ + ‖v‖Hγ
)
.
(130)
Moreover, note that for all u, v ∈ Hγ it holds that
‖B(u)−B(v)‖HS(H) = ‖B(u− v)‖HS(H) = σ
[ ∞∑
n=1
∥∥(u− v) (Q1/2en)∥∥2H
]1/2
= σ
[ ∞∑
n=1
rn ‖(u− v) en‖2H
]1/2
≤ σ
√
2Trace(Q) ‖u− v‖H .
(131)
This shows that for all v ∈ Hγ, p ∈ [0,∞) it holds that
〈v, F (v)〉H + p ‖B(v)‖2HS(H) ≤ κρ ‖v‖2H + p ‖B(v)‖2HS(H) ≤
(
κρ+ 2p |σ|2Trace(Q)) ‖v‖2H . (132)
Furthermore, note that (131) and the fact that the function R ∋ x 7→ −x |x| ∈ R is non-decreasing
show that for all u, v ∈ H1, p ∈ [0,∞) it holds that
〈u− v, Au− Av + F (u)− F (v)〉H + p ‖B(u)− B(v)‖2HS(H)
≤ κρ ‖u− v‖2H − κ 〈u− v, u |u| − v |v|〉H + 2p |σ|2Trace(Q) ‖u− v‖2H
≤ (κρ+ 2p |σ|2Trace(Q)) ‖u− v‖2H .
(133)
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Combining (128), (130), (131), (132), and (133) allows us to apply Theorem 7.6 to obtain that for
every η ∈ [γ, 1/2), ν ∈ (0, 1/2), κ ∈ (0,∞), p ∈ [2,∞) there exists a real number K ∈ [0,∞) such that
for all N, n,m ∈ N it holds that
sup
t∈[0,T ]
∥∥Xt − Y N,n,mt ∥∥Lp(P;H) ≤ K
[
N−η + n−2η + sup
v∈Hη
(‖B(v)(IdH −Pm)‖HS(H,H−ν)
(1+‖v‖Hη )κ
)]
. (134)
In the next step we intend to estimate the third summand on the right hand side of (134). For this
let ‖·‖Hr((0,1),R) : H → [0,∞], r ∈ (0, 1), be the functions with the property that for all r ∈ (0, 1),
v ∈ H it holds that
‖v‖Hr((0,1),R) =
[∫ 1
0
|v(x)|2 dx+
∫ 1
0
∫ 1
0
|v(x)−v(y)|2
|x−y|1+2r dx dy
]1/2
. (135)
Note that there exists real numbers ϑr ∈ [1,∞), r ∈ (0, 1/2), such that for all r ∈ (0, 1/2), v ∈ Hr it
holds that
1
ϑr
‖v‖H2r((0,1),R) ≤ ‖v‖Hr ≤ ϑr ‖v‖H2r((0,1),R) (136)
(see, e.g., A. Lunardi [23] or also (A.46) in Da Prato & Zabczyk [5]). In addition, we observe that
for all u, v ∈ M(B((0, 1)),B(R)), r ∈ (0, 1), s ∈ (r,∞) it holds that
‖u · v‖Hr((0,1),R) ≤
√
2 ‖v‖Hr((0,1),R)
(
supx∈(0,1) |u(x)|+
√
3√
2s−2r supx∈(0,1),y∈(x,1)
|u(x)−u(y)|
|x−y|s
)
(137)
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(cf., e.g., Jentzen & Ro¨ckner [19, (22)–(23)]). This and (136) prove that for all m ∈ N, r ∈ [γ, 1/2),
s ∈ (2r − 1/2,∞), ν ∈ (s/2+ 1/4,∞), v ∈ Hr it holds that
‖B(v)(IdH −Pm)‖HS(H,H−ν) =
∥∥(−A)−νB(v)(IdH −Pm)∥∥HS(H)
= ‖(IdH −Pm)B(v)∗(−A)ν‖HS(H) ≤
∥∥(IdH −Pm)(−A)−r∥∥L(H) ∥∥(−A)rB(v)∗(−A)−ν∥∥HS(H)
= |λm+1|−r
∥∥(−A)rB(v)∗(−A)−ν∥∥
HS(H)
= |λm|−r
[ ∞∑
n=1
∥∥(−A)rB(v)∗(−A)−νen∥∥2H
]1/2
=
1
|λm|r
[ ∞∑
n,k=1
|rk| |λn|−2ν |〈ek, (−A)r(v · en)〉H |2
]1/2
≤ 1|λm|r
[
sup
k∈N
|rk| (λk)1/2
]1/2 [ ∞∑
n,k=1
|λn|−2ν
∣∣〈ek, (−A)(r−1/4)(v · en)〉H∣∣2
]1/2
≤ ϑr−1/4|λm|r
[
sup
k∈N
|rk|1/2 (λk)1/4
][ ∞∑
n=1
|λn|−2ν ‖v · en‖2H2r−1/2
]1/2
≤ ϑr−1/4
√
2 ‖(−A)1/4Q1/2‖L(H) ‖v‖H2r−1/2((0,1),R)
|λm|r

 ∞∑
n=1
[√
2+
√
3√
2s−4r supx∈(0,1),y∈(x,1)
|en(x)−en(y)|
|x−y|s
]2
|λn|2ν


1/2
=
2ϑr−1/4 ‖(−A)1/4Q1/2‖L(H) ‖v‖H2r−1/2((0,1),R)
|λm|r

 ∞∑
n=1
[
1+
√
3√
2s−4r supx∈(0,1) supy∈(x,1)
|sin(npix)−sin(npiy)|s
|x−y|s
]2
|λn|2ν


1/2
≤
2
∣∣ϑr−1/4∣∣2 ‖(−A)1/4Q1/2‖L(H) ‖v‖Hr−1/4
εν pi2ν |λm|r
[ ∞∑
n=1
n−4ν
[
1 +
√
3√
1+2s−4r (npi)
s
]2]1/2
≤
2
∣∣ϑr−1/4∣∣2 ‖(−A)1/4Q1/2‖L(H) ‖v‖Hr−1/4
ε(ν+r) pi(2ν+2r)m2r
[
1 + pi
s
√
3√
1+2s−4r
] [ ∞∑
n=1
n(2s−4ν)
]
<∞.
(138)
This implies that for all m ∈ N, η ∈ [γ, 1/2), s ∈ (2η − 1/2, 1/2), ν ∈ (s/2 + 1/4, 1/2) it holds that
sup
v∈Hη
(
‖B(v)(IdH −Pm)‖HS(H,H−ν)
1 + ‖v‖Hη
)
≤ |ϑη−1/4|
2 ‖(−A)1/4Q1/2‖L(H)
ε(ν+η+1/4)m2η (s/2+ 1/4− η)
[ ∞∑
n=1
n(2s−4ν)
]
<∞. (139)
Combining this with (134) shows that for every η ∈ [γ, 1/2), p ∈ [2,∞) there exists a real number
K ∈ [0,∞) such that for all N, n,m ∈ N it holds that
sup
t∈[0,T ]
∥∥Xt − Y N,n,mt ∥∥Lp(P;H) ≤ K [N−η + n−2η +m−2η] . (140)
This ensures that for every p, ι ∈ (0,∞) there exists a real number K ∈ [0,∞) such that for all
N, n,m ∈ N it holds that
sup
t∈[0,T ]
∥∥Xt − Y N,n,mt ∥∥Lp(P;H) ≤ K
(
1
N (1/2−ι)
+
1
n(1−ι)
+
1
m(1−ι)
)
. (141)
In particular, this shows that for every p, ι ∈ (0,∞) there exists a real number K ∈ [0,∞) such that
for all n ∈ N it holds that supt∈[0,T ] ‖Xt − Y n
2,n,n
t ‖Lp(P;H) ≤ K · n(ι−1).
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