Abstract
Introduction
Many graphics rendering and animation techniques generate images by texture mapping a 3D scene model. This approach works well if the geometric model is sufficiently detailed but photorealism is still hard to achieve. Computer vision structure-from-motion techniques can be used to reconstruct the model from a set of sample images. The model can be reconstructed based on points, planar patches 16 or lines 3 but the process is in general tedious and requires a lot of human intervention. For texture mapping the model is decomposed into small planar patches that are then textured from the sample view that is closest to the desired position. An advantage of metric reconstruction is that the model can be correctly reprojected under perspective projection. Noneuclidean models are more easy to construct from a set of input images 4 19 , but without additional metric information it is difficult to specify physically correct novel views.
Recent research in image-based rendering (IBR) offers an alternative to these techniques by creating a non-geometric model of the scene from a collection of images. The idea behind the IBR techniques is to sample the plenoptic function 12 for the desired scene. There are two main approaches to this problem. One is to sample the plenoptic function under some viewing constraints that limit the camera scene to bounding box 5 10 or to only rotations 18 . Another approach is presented in 9 , where a photoconsistent volumetric model is reconstructed from a set of input images by organizing the rays. These methods will theoretically generate correct renderings but are practically hard to apply for real scenes and require calibrated cameras.
Some work towards combining model-based and imagebased has been performed. Debevec et. al. 3 renders novel views with view dependent textures, chosen either from the closest real sample image, or as a linear combination of the nearest images. We extend this work by functionally representing and parameterizing the view dependent texture by combining image-plane based synthesis 8 7 11 with tracking and scene geometry estimation. Buehler 2 proposed a generalization of the lumigraph by reconstructing an approximate geometric proxy for a scene from a collection of images. A novel view is obtained by combining rays from input images using a "camera blending field". Instead of focusing on the ray set here we represent the variability in the texture, which also allow us to extend applications to non-rigid and timevarying scenes. There are several practical challenges with current techniques: (1) For the model-based approaches, generating a detailed model from images requires dense point correspondences. In practice, usually only a few points can be tracked reliably and accurately and object structure estimated at best coarsely. (2) In conventional texture-based rendering, the placement of triangles so that real edges on the object are aligned with edges in the model is critical. However, with a sparse model obtained from images of an otherwise unknown object this is difficult to ensure. (3) Without imposing a geometric structure on the scene, rendering arbitrary views requires a dense sampling of the plenoptic function which is practically hard to accomplish for real scenes. (4) IBR techniques are difficult to apply in dynamic scenes.
In this paper we present a method inbetween image-and model-based rendering. Using a coarse geometric model, we can approximately stabilize image motions from large viewpoint changes. The residual image variability is accounted for using a varying texture image, dynamic texture, synthesized from a spatial texture basis, which is described in Section 2.1. Section 2.3 describes the geometric models, and how they are captured using structure-from-motion 19 . Both the structure and dynamic texture variation is parameterized in terms of object-camera pose, and object articulation, hence allowing rendering of new positions and animation of object motions. We show how to implement the dynamic texture rendering using hardware accelerated Open-GL in Section 3, and in Section 4 we verify practical performance in qualitative and quantitative experiments capturing and animating a house, a flower, and a human arm.
Theory
From a geometric view, IBR techniques relate the pixelwise correspondence between sample images It and a desired views Iw. This can be formulated using a warp function w to relate It
Iw then w is close to the identity function. However, to relate arbitrary viewpoints, w can be quite complex, and current IBR methods generally require carefully calibrated cameras in order to have a precise geometric knowledge of the ray set 5 10 .
In our method the approximate texture image stabilization achieved using a coarse model reduces the difficulty of applying IBR techniques. The residual image (texture) variability can then be coded as a linear combination of a set of spatial filters. (Figure 1 ). More precisely, given a training sequence of images It and tracked points u t vt , a simplified geometric structure of the scene S and a set of motion parameters xt that uniquely characterize each frame is estimated from the tracked points (section 2.3). The reprojection of the structure given a set of motion parameters x is obtained by
where is a projection function for a particular geometry of the scene. Using the re-projected structure having zero support outside the quad). Each quad is warped to a standard shape (rectangle) Iwqt (Section 2.1).
Using the algorithm described in section 2.1 we then compute for each quadrilateral a set of basis images Bq that capture the image variability caused by geometric approximations and illumination changes and the set of corresponding blending coefficients yqt
whereĪq represents the mean image. To generate a new view we first estimate the projection of the structure S in the desired view (specified by motion parameters x in Equation 1). Then, texture modulation coefficients y are computed and a texture corresponding to the new view is blended (Equation 4). Finally the texture is warped to the projected structure (Equations 3,2). The following sections describe this process in detail.
Dynamic textures
The purpose of the dynamic texture is to allow for a nongeometry based modeling and synthesis of intensity variation during animation of a captured model. form a spatial basis. Below we first extend this to 6 and 8 parameter warps representing texture transforms, with depth, non-rigidity and lighting compensation. Having shown generatively based on one image that these kinds of intensity variation can indeed be represented using a linear basis we then describe how estimate this basis from actual image variability in a more stable way from the statistics over long sequences of images.
Parameterizing image variability
Formally, consider an image stabilization problem. Under an image constancy assumption the light intensity from an object point p is independent of the viewing angle 6 . Let I ¥ t¦ be an image (patch) at time t, and Iw a stabilized (canonical) representation for the same image. In general, then there exists some coordinate remapping w s.t.
Hence, Iw represents the image from some hypothetical viewing direction, and w is a function describing the rearrangement of the ray set from the current image I ¥ t¦ to Iw. In principle w could be found if accurate models are available for the scene, camera and their relative geometry.
In practice, at best an approximate functionŵ can be found, which may be parameterized in time (e.g. in movie compression) or pose (e.g. in structure from motion and pose tracking). Below we develop mathematically the effects of this approximation. In particular we study the residual image variability introduced by the imperfect stabilization achieved byŵ,
Iw. Letŵ § w ∆ f and rewrite as an approximate image variability to the first order (dropping t):
The above equation expresses an optic flow type constraint in an abstract formulation without committing to a particular form or parameterization of w. In practice, the function w is usually discretized using e.g. triangular or quadrilateral mesh elements. Next we give examples of how to concretely express image variability from these discrete representations under different camera geometries.
Structural image variability
Affine Under a weak perspective (or orthographic) camera geometry, plane-to-plane transforms are expressed using an affine transform of the form:
This is also the standard image-to-image warp supported in OpenGL. Now we can rewrite the image variability Eq. 6 resulting from variations in the six affine warp parameters as:
I be a discretized image flattened along the column into a vector, and let '( u' and '( v' indicate pointwise multiplication with column flattened camera coordinate u and v index vectors. Rewrite the inner derivatives to get an explicit expression of the 6 parameter variability in terms of spatial image derivatives:
can be interpreted as a variability basis for the affine transform.
Projective For a perspective camera the physically correct plane-to-plane transform is represented by a projective homography, 4 18 . Using homogeneous coordinates p h § u v 1 T points in two planar scene views I 1 and I 2 are related by:
This transformation is up to a scale, so in general H has eight independent parameters and it can be computed from four corresponding points in the two views. Analogously to the affine case we can rewrite the resulting first order image variability due to the homography parameters of a spatial derivatives:
Depth compensation While common mesh discretizations model objects as piece-wise planar, real world objects are seldom perfectly planar. This non-planarity will introduce a parallax error in the dependent on the relative depth difference between the true scene point and the appproximating plane. For small depth variations this results in small image plane translations. Hence, similar to the small coordinate translations caused by tracking and mesh geometry, we can write the resulting intensity variation due to the depth parallax by modulating a linear basis:
Non-rigidity We consider only non-rigidities where the shape change is a function of some measurable quantity x 0 2 1 n . In this paper we choose x from pose and articulation parameters. Let g
represent the image plane projection of the non-rigid warp. We can then write the resulting first order image variation as:
Illumination variation It has been shown that for a convex Lambertian object, the image variability due to different illumination can be expressed as a three dimensional linear basis 15 6 . For a general object, the illumination component can be approximated with a low dimensional basis .
Statistical image variability
In a real, imperfectly stabilized image sequence we can expect all of the above types of image variation, as well as unmodeled effects and noise ∆Ie. Hence, total residual image variability can be written as:
where ∆Is is either ∆Ia or ∆I h depending on the geometry used. l, where l is the number of pixels in the texture patch, and the covariance matrix C will be rank deficient. We can then save computational effort by instead computing L § A T A and eigen vector factorization L § V DV T , where V is an ortho-normal and D a diagonal matrix. From the k first eigenvectorsV § 8
Using the estimatedB we can now write a least squares optimal estimate of any intensity variation in the patch as
the same format as Eq. 15, but without using any a-priori information to model B. Whileŷ captures the same variation as y, it is not parameterized in the same coordinates, but related by an (unknown) linear transform. We are not explicitly interested inŷ for the rendering, but instead need to know how to relate the estimated global posex toŷ. This is in general a non-linear function f (e.g. due to the angular parameterization of camera pose in the view synthesis, Fig. 8 , or the non-linear kinematics in the arm animation, Fig. 11 ). To relate these we note that tracking and pose factorization (Eq. 23) gives us poses
for all training images in the sample sequence, and from the orthogonality ofV we have that the corresponding texture mixing are the columns of
Hence, many standard function approximation techniques are applicable. We use multidimensional spline interpolation to estimatef . Comparing cubic and linear splines we found that linear splines suffice. During animation these can be computed quickly and efficiently from only the nearest neighbor points.
Interpretation of the variability basis
In our application, the geometric model captures gross image variation caused by large movements. The remaining variation in the rectified patches is mainly due to:
1. Tracking errors as well as errors due to geometric approximations (e.g. weak perspective camera) cause the texture to be sourced from slightly inconsistent locations in the training images. These errors can be modeled as a small deviation ∆ h 1 % ¤ % ¤ % h 8 T in the homography parameters from the true homography, and causes image differences according to Eq. 11. The weak perspective approximations, as well as many tracking errors are persistent, and a function of object pose. Hence they will be captured bŷ B and indexed in pose x by f . 2. Depth variation is captured by Eq. 12. Note that projected depth variation along the camera optic axis changes as a function of object pose. 3. Assuming fixed light sources and a moving camera or object, the light variation is a function of relative cameraobject pose as well.
From the form of Equations 11 and 12 we expect that pose variations in the image sequence will result in a texture variability described by combinations of spatial image derivatives. In Fig.2 we compare numerically calculated spatial image derivatives to the estimated variability basisB. 
Geometric model
There are several techniques for estimating geometric structure from a set of images. Most of the methods assume a static scene and estimate the structure from a set of corresponding image points. Depending on the camera model and calibration data the estimated model can vary from a projective, affine to a metric or 3D Euclidean model. For a few images, under perspective projection assumption, the structure can be determined using epipolar geometry (two images) or trilinear tensor (three images) 4 14 . In the case of video, i.e. long motion sequences, methods which utilize all image data in a uniform way are preferred. Such methods recover affine 19 20 13 or projective 17 structure using factorization approaches. Another approach to this problem is to start with an initial estimate of the model and refine it using sample images 16 3 .
For a dynamic scene or a nonrigid object the problem becomes much more complicated. A solution is to decompose the scene into rigid, static components and estimate each structure separately. Bregler 1 proposed a generalization of the Tomasi-Kanade factorization using linear combinations of a set of estimated basis shapes .
We propose here two structure-from-motion algorithms. The first one assumes rigid objects and estimates a metric geometry of the scene using a modified version of the TomasiKanade factorization algorithm 19 . The second algorithm estimates the 2D geometry of an articulated arm assuming image plane motion.
Metric structure under weak perspective assumption
A general structure-from-motion algorithm starts with a set of corresponding features (point, lines, line segments) in a sequence of images of a scene or object and recovers the world coordinates of these features and the positions of the cameras (rotation and translation) relative to this representation under some viewing constraints (see Figure 3) . The corresponding features can be established using tracking, correlation algorithms or by manual selection. In the most general case a 3D Euclidian structure is estimated assuming projective model of the camera. These algorithms require precise calibration of the camera, numerous corresponding features and are in general highly nonlinear and sensitive to tracking errors. Assuming a more simplified model of the camera (ortographic, weak perspective or paraperspective projection 4 14 13 ), the problem is linearized and an affine structure of the scene is estimated using factorization. Using multiple images allows for stable solutions despite relatively few tracked points and typical tracking errors. Here we have used an extension of the Tomasi-Kanade factorization algorithm 19 for weak perspective camera projection model similar to Weinshall and Kanade 20 . First, the algorithm recovers affine structure from a sequence of uncalibrated images. Then, a relation between the affine structure and camera coordinates is established. This is used to transform the estimated scene structure to an orthogonal coordinate frame. Finally, using similarity transforms expressed in metric rotations and translations, the structure can be reprojected into new, physically correct poses. Since we use only image information our metric unit of measure is pixel coordinates. We next describe a more detailed mathematical formulation of the problem. 
where it and jt are the components along the camera rows and columns of the rotation Rt , st is a scale factor and 
frames (M)
where W is a 2M @ N matrix contains image measurements, R represents both scaling and rotation, P is the shape and t1 is the translation in the image plane 20 .
If the image points are registered with respect to their centroid in the image plane and the center of the world coordinate frame is the centroid of the shape points, the projection equation becomes:
Following 19 , in the absence of noise we have rank
Under most viewing conditions with a real camera the effective rank is 3. Considering the singular value decomposition ofŴ § O 1 ΣO 2 we form
where OA 1 ΣA OA 2 are respectively defined by the first three columns of O 1 , the first 3 @ 3 matrix of Σ and the first three rows of O 2 (assuming the singular values are ordered in decreasing order).
Metric constraints
The structure and camera pose recovered using the factorization algorithm is in an affine frame reference system. To control the new positions of the rendered images in a metric reference system they need to be mapped to an orthogonal coordinate frame which in our case is aligned with the pixel coordinate system of the camera row and column.
The matricesR andP are a linear transformation of the metric scaled rotation matrix R and the metric shape matrix P. More specifically there exist a 3 @ 3 matrix Q such that:
Q can be determined by imposing constraints on the components of the scaled rotation matrix R: 19 from an orthographic to a weak perspective case. The resulting transformation is up to a scale and a rotation of the world coordinate system. To eliminate the ambiguity we align the axis of the reference coordinate system with the first frame and estimate only eight parameters in Q (fixing a scale).
To extract pose information for each frame we first estimate the scale factor st and rotation components it and jt by computing the norm of the rows in R that will represent the scale factors and then normalizing them. Considering that it and jt can be interpreted as the orientation of the vertical and horizontal camera image axes in the object space, we compute the direction of the camera projection axis kt § 
where R ¥ r¦ represents the rotation matrix given the Euler angles r.
Planar motion of a kinematic arm
One way to estimate the shape of a nonrigid object is to decompose it into rigid parts and use standard structure from motion algorithms to estimate the geometry of each component. They have to be later unified into a common reference frame using additional constraints (for example kinematics constraints). An interesting solution, proposed by Bregler 1 , approximates a non-rigid object by a linear combination of a set of estimated basic shapes.
As an illustration of this idea we estimated the geometry of an arm assuming the motion is parallel to the image plane, so the problem becomes planar. Knowing the position of the palm 
where
In practice we tracked the shoulder and the palm and computed the position of the elbow using the inverse kinematics formulas 26,27. The lengths of the two links are estimated from a subset of training images using manual selection of the elbow joint. Assuming the shoulder is not moving we estimate its position hv¦ (see Figure 6 ). They have a unique representation k given the geometry of the two link wire frame. We can express the geometry of the arm as
where γ represents the parameters of heuristic shape we impose on the wire frame arm. The motion of the arm is controlled by the position of the palm
Implementation
Our system runs entirely on consumer grade PCs using linux and other free software packages. For the tracking and model capture we use a Pyro ieee1394 webcam, interfaced to linux on a patched 2.4.4 kernel and using public ieee1394 digital video libraries from www.sourceforge.net. Video capture, tracking and geometry analysis are implemented as separate processes using PVM (Parallel Virtual Machine). The systems used for both capturing and rendering are 1.4 GHz machines with the hardware rendering running in OpenGL on an NVidia GEForce2 chip set.
Algorithm
Training data We use XVision 6 to set up a video pipeline and implement real time tracking. To initiate tracking, the user selects a number (about a dozen or more) high-contrast regions in the image with the mouse. These are grabbed, and tracked by estimating image variability y in Eq. 9 from the input video images. Most scenes are difficult to tile fully with trackable regions, while it is possible to succesfully track small subparts. From tracking we extract the first two parameters from y, representing image plane position, and use these points to form large quadrilaterals over the whole scene. From these quadrilaterals textures are sampled at rates from 2 to 5 Hz, while the trackers run in the background at about 30Hz (for up to 20 trackers).
Geometric Model
We estimate the geometry reprojection function based on the samples from the training data using one of the techniques described in section 2.3. 
Dynamic Texture

Warp each patch Iq
Where B H q contains only the positive elements from Bq (and 0 in the place of negative elements) and BB q contains the absolute values of all negative elements from Bq. Then, before drawing each basis texture, the blending mode can be set to either scale by a coefficient and add to the frame buffer, or scale by a coefficient and subtract from the frame buffer (depending on the sign of the coefficient). A new view is rendered as in the following pseudocode: Implementing texture blending in this way, the arm example (with three quadrilaterals using 100 basis textures each) each can be rendered at 18Hz, whereas another implementation which blends textures in software but still uses OpenGL to perform texture mapping can render the same animation at only 2.8Hz on the same machine.
Warping The warping used in hardware texture mapping is designed for 3d models and (for correct perspective warping) requires a depth component for each vertex. The way we currently form our normalized quads there is no consistent 3D interpretation of the texture patches, so we use 2D-2D planar warps, and for these, the hardware performs only affine warping, which is sufficient in the case of the arm example. However, in the structure from motion case, since we do not have an exact model, our method uses planar homagraphies (Eq. 10) to preserve perspective texture projection . These are approximated by applying the affine warp to subdivided regions. Each quadrilateral is first subdivided in a uniform grid in texture space. These vertices are then projected to image space using the homography warping function, and each of the smaller quadrilaterals is rendered in hardware without depth variation. By increasing the resolution of the subdividing mesh, the accuracy of the approximation can be increased (see Figure 4 ). We have tested our method both qualitatively and quantitatively by capturing various scenes and objects and then reanimating new scenes and motions using dynamic texture rendering. Here we present the renderings of a toy house, a flower and the animation of non-rigid articulated motion from a human arm. surface, it is more convenient to model only the large geometric structure, e.g. the walls and roofs of houses, and avoid the complexity of the details, e.g. windows, doors, entry ways, trim, eaves and other trim. Figure 7 shows the rendering of a toy house in different poses. To capture the model a real time video feed was displayed and the user initialized SSD trackers by clicking on several house features. The house was turned to obtain several sample views. The motion range in one captured sequence is limited in our implementation since each marked tracking target has to remain visible. To obtain a large motion range two separate sequences were pieced together to generate Fig. 7 . A total of 270 example frames were used to compute a texture basis of size 50.
Experimental results
The geometry used in the house sequence only coarsely captures the scene geometry. In conventional rendering these errors will be visually most evident as a shear at the junction of mesh elements, see Fig. 9 left. Compare to the one rendered using the dynamic texture (right), where the dynamic texture compensates for the depth inaccuracy of the mesh and aligns the texture across the seam.
Unlike man-made scenes, most natural environments cannot easily be decomposed into planar regions. To put our method to test, we captured a flower using a very simple geometry of only four quadrilaterals. This causes a significant residual variability in the texture images. A training sequence of 512 sample images from motions x with angular variation of r § X 4 0 40 10 degrees around the camera uv-and z-axis respectively. A texture basis of size 100 was estimated, and used to render the example sequences seen in Fig. 8 . We also captured a movie (flower.mpg) that shows the reanimation of the flower.
As an example of a non-rigid object animation we captured the geometry of an arm from the tracked positions of the shoulder and hand using image-plane motions (see Section 2.3.2). We recorded a 512 sample images and estimate a texture basis of size 100. The arm motion was coded using the image position of the hand. Figure 11 shows some intermediate position reanimated using the dynamic texture algorithm. To test the performance of our algorithm we generate parallel renderings using static texture. To be consistent with the dynamic texturing algorithm we sampled texture from an equally spaced 100 images subset of the original sequence. Figure 10 illustrates the performance of the two algorithms for re-generating one of the initial positions and for a new position. We also created a movie (arm.mpg) that reanimates the arm in the two cases. Notice the geometric errors To quantify the geometric errors for our dynamic texturing algorithm compared to a classic texturing algorithm we took images of a pattern and then regenerate some of the original positions. We recorded differences in pixel intensities between the rendered images and original ones (Figure 12) . Notice that the error was almost constant in the case of dynamic texture and very uneven in the case of static texture. For the static texture case we used frame 0,5,9,13 for sourcing the texture (consistent with using three texture basis vectors in the dynamic case) so is expected that the error drops to zero when reproducing these frames. The mean relative intensity error was 1 % 17% in the case of static texture and 0 % 56% in the case of dynamic texture. There are still some artifacts present in the reanimation mainly caused by the imprecise estimated geometric model. An improved solution would be to automatically estimate a non-rigid model from tracked points (similar to Bregler 1 ). For an animation there are global errors through the whole movie that are not visible in one frame but only in the motion impression from the succession of the frames. One important dynamic measurement is motion smoothness. When using static texture we source the texture from a subset of the original images (k 1 if k is the number of texture basis) so there is significant jumping when changing the texture source image. We tracked a point through a generated sequence for the pattern in the two cases and measure the smoothness of motion. Table 1 shows the average pixel jitter.
Discussion
We defined a dynamic texture, and showed how to use this to compensate for inaccuracies in a coarse geometric model. With a relaxed accuracy requirement, we show how to obtain a coarse scene model using a structure-from-motion algorithm on real-time video. Using the model, rectified texture patches are extracted, and the residual intensity variation in these is analyzed statistically to compute a spatial texture basis. In rendering and animation new images is generated by modulating the texture basis and warping the resulting, time varying texture onto the image projection of the geometric model under the new desired pose.
An advantage of our method is that all steps in modeling and re-rendering can be done with just an uncalibrated camera (web cam) and standard PC, instead of needing expensive 3D scanners. This also avoids the cumbersome registration needed to align a 3D model with camera images.
Current graphics cards have texture memory sizes designed for conventional static texturing. In our application we use a texture basis of 10-100 elements, which allows only one object of the type we shown to be rendered at a time. We plan to investigate ways of partitioning the texture basis so that only a subset is needed for each view, and adding a swapping strategy to move textures between graphic and main memory as predicted by the current motion being rendered. This we hope will extend our capability to capture and render for instance not only an arm, but a whole upper body of a human.
