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Abstract. The issue of appropriate time discretisation methods for the unsteady incompressible Navier-Stokes equations is considered from a practical perspective here. Conventional implicit time-stepping algorithms are not feasible for long time simulations since they inherit the quadratic nonlinearity of the steady-state equations. As a result linearised versions of the \pure" algorithms are analysed herein. These have similar stability properties and comparable accuracy to the underlying nonlinear methods. 1 . Introduction. The aim of this work is to determine e cient time-stepping algorithms for the unsteady incompressible Navier-Stokes equations. Independent of the choice of spatial discretisation, e ciency requires unconditional stability and an adaptive framework. As a result, only \fully" implicit methods falling into one of two categories are considered here; methods associated with an \operator-splitting", and so-called \direct" methods that involve the solution of Oseen type semi-discrete systems. Examples of methods in the second category include the nonlinear methods of backward Euler and Crank-Nicolson. A rigorous analysis can be found in 13] and 14]. Linearisations of these methods which retain the favourable numerical properties of their nonlinear counterparts are described in 19] . The aim of operator-splitting is to decouple the di culties associated with the nonlinear advection term from those associated with the incompressibility constraint. Two and three-stage operator splitting schemes have been extensively studied in the literature, see e.g. 10], 11], 1], 3]. Splitting strategies typically result in the solution of linear/nonlinear advection-di usion equations coupled together with Stokes or Poisson-type problems.
A key issue that underlies this paper (but is not directly addressed herein) is the solution of the spatially discretised linear systems that result from the time discretisation strategy. Discrete systems that arise using direct time-stepping methods are notoriously di cult to solve using iteration methods, see 4], 5]. On the other hand, fast iterative techniques, for example multigrid iteration methods, can be e ciently applied to the component linear systems generated by the operator splitting algorithms, see e.g. 25 16] . Indeed, improving the e ciency of iterative linear solvers when attempting to solve three-dimensional ow problems is what motivated the introduction of splitting strategies in the rst instance.
1.1. Outline of the paper. In the remainder of this introductory section, the function space setting for the incompressible Navier-Stokes equations is outlined, and Department of Mathematics, UMIST, Manchester (na.asmith2@na-net.ornl.gov) y Department of Mathematics, UMIST, Manchester (na.silvester@na-net.ornl.gov) 1 the importance of the choice of convection term is highlighted. In Section 2, various approaches to the time discretisation are discussed, and two novel second order accurate operator splitting algorithms are introduced. A simple model problem is analysed in Section 3. The analysis demonstrates the unconditional stability of the various methods, and gives an indication of which algorithm will be suitable in combination with particular solution strategies. Numerical results presented in the nal section con rm and extend the theoretical results.
1.2. The continuous problem. The equations modelling viscous incompressible uid ow are frequently written as: given a speci ed \viscosity" > 0 and an external driving force f, nd u(x;t) and p(x; t), the velocity and pressure respectively, in a ow r u = 0 in W; (2) where c(u; v) represents the convection term, typically c(u; v) = u rv (but see below), and T > 0 is some nal time. For simplicity, only prescribed velocity boundary conditions of the following form are considered here, u(x;t) = w (x; t) on W @ 0; T] : (3) The initial condition is u(x;0) = u 0 (x) in : (4) In order to make the above formulation well posed, it is assumed that r:u 0 = 0, and also that R @ w nds = 0 for all t 2 0; T], where n is the unit outward normal on @ . 1.3. Functional Setting. We denote by L 2 ( ) the standard space of vector valued functions that are square integrable over . This space comes equipped with the inner product and norm, (u ; v) = Z u v d ; k u k = (u ; u) 1 2 respectively. The scalar space associated with the pressure is denoted by
Note that this choice ensures that the pressure solution is uniquely speci ed. Starting from L 2 ( ) the kth Sobolev space may be generated H k ( ) = n u : ! IR j u;ru; ; r k u 2 L 2 ( ) o ; 2 with corresponding inner product and norm 
As a result, the weak form of the \usual" convection operator is skew-adjoint over 
for any 2 H 0 .
In practice, after spatial discretisation, the divergence free constraint is enforced weakly so the discrete convection operator is not skew-adjoint unless the following \skew-symmetric" form of the convective term is used (cf. (1)) c(u; v) (u r) v + 1 in which case we have the desired skew-symmetry (c(u; ); ) = 0 8u 2 H w (8) for any 2 H 0 . This result (i.e. the speci c choice (7)) is built in to the analysis of nonlinear stability and asymptotic long term dissipative behaviour which is outlined below.
Firstly, we recall the space where the solution of the homogeneous Navier-Stokes equations with zero forcing term lives. Given f = 0 and u 0 2 H 0 , it is easily shown that u 2 L 1 (0; 1;H 0 ) and u ! 0 in H 0 as t ! 1:
The corresponding energy decay estimate is
where K (u) = 1 2 k u k 2 is the kinetic energy of the uid, and the constant C > 0 is the smallest eigenvalue of the steady-state Stokes operator. Formally, (10) implies that in the absence of external forcing, the L 2 -norm of the velocity eld generated by the incompressible Navier-Stokes equations exponentially decays to zero as t ! 1.
This property of the continuous solution motivates the notion of nonlinear numerical stability and is used to classify di erent schemes in the next section.
A second notion, referred to in 19] as long-term t independent dissipative behaviour, is determined by the dynamical behaviour of the uid ow in the case of a non-zero forcing term. The key result in the continuous case is the following a-priori estimate: u 2 L 1 (0; 1;H 0 ) satis es
This energy bound establishes the existence of an absorbing set and maximal attractor in the case d = 2, thus providing a description of the long term behaviour of all possible two dimensional ows.
2. Implicit time discretisation methods. Two classes of methods are described below. For simplicity it is assumed that the time interval, 0; T], has been split into a nite number of intervals, N, each of length t. Thus T = N t.
2.1. A simple nite di erence approach. The simplest time-stepping approach for the Navier-Stokes equations is a simple one-stage 1 nite di erence discretisation. A generic implementation is given in Algorithm 2.1. and Crank-Nicolson (CN ). These two methods are given by ( = 1; u = u n+1 ) and
2 ), which achieve rst and second order accuracy in time, respectively (see below). In either case, a nonlinear problem must be solved at every time-level. As a result neither method is suitable for long time integration problems because of the high computational cost. A well known linearisation strategy is to set u = u n , 
In the case of a non-zero forcing term we have the following asymptotic estimate (cf.
Hence Algorithm 2.1 is guaranteed to inherit the long term asymptotic dissipative behaviour of the continuous problem as long as 6 = 1=2 (i.e. in all cases except for Crank-Nicolson type schemes). The estimate (13) also suggests that backward Euler type methods (i.e. with = 1) are \optimal" in the sense that (in the limit t ! 0) the upper bound on the kinetic energy in the discrete case is identical to that in the continuous case, in the limit t ! 1. (14) where g n+1=2 is the steady-state Stokes \operator" at time (n + 1=2) t, and satis es g n+1=2 ? r 2 u n+1=2 + rp n+1=2 ? f n+1=2 : (15) Substituting the exact solution of the continuous problem (u e ; p e ) into (14) , gives the local truncation error LTE n at time n t, i.e. ): (16) and shows that the CN scheme ( = 1 2 , u = u n+1=2 ) is second order accurate in time.
It is easy to check that if 6 = 1=2 then Algorithm 2. 
Operator splitting methods. In this approach each discrete time step is
split into a number of subproblems. The basic aim is to nd a suitable splitting so that the subproblems are \easy" to solve. Two and three-stage schemes are discussed in the following sections. In either case the advection term is decoupled from the incompressibility constraint, thus the resulting schemes lend themselves to e cient iterative solution strategies. 
From (19) it is clear that the nonlinear PR scheme ( =1/2, u = u n+1=2 ), and the linear LinPR scheme ( =1/2, u = 3 2 u n ? 1 2 u n?1 ) are both second order accurate in time, whereas the simple LinPR scheme ( =1/2, u = u n ) is only rst order accurate.
It is interesting to note that the speci c choice of (and hence = 1? ) does not a ect the order of the method. The speci c choice of = = 1=2 is recommended|we give a theoretical justi cation for this in the next section. u n+1 = w n+1 on @ : (22) 2.2.3. A general three-stage splitting scheme. We also show in the next section that the Peaceman-Rachford splitting method has one drawback (see also 3]); namely, that the methodology is not asymptotically stable when applied to a standard model problem with an exponentially decaying solution. Thus we can expect any implementation of Algorithm 2.2 to perform poorly if the time-step is not small enough when the underlying ow exhibits fast transient behaviour. In addition, the methodology is not well suited to computing steady state ow solutions by \pseudo-timestepping" with large timesteps. Motivated by these observations, Glowinski in 8], 9] and 1], proposed 8 a three-stage variant of the Peaceman-Rachford scheme which has all the good features of the original method, with improved stability in the asymptotic limit t ! 1. The resulting method is referred to here as \Le scheme". An implementation is given in Algorithm 2.3. The most notable di erence between Algorithm 2.2 and Algorithm 2.3 is that two generalised Stokes problems (20) and (22) Table 1 De nitions of the di erent algorithms.
For convenience, all of the algorithms which are introduced above are summarised in table 1. Numerical results that con rm the accuracy of all the methods in table 1 are presented in section 4. 10 If is expanded in terms of the eigenvectors of A, which is a basis for IR n , then the ith coe cient in the expansion decays exponentially|it satis es i (t) = exp (? i t) 0 i : (27) The aim here is to compare the behaviour of the continuous solution characterised by (27), with the numerical solutions generated by time-stepping methods de ned in 
where n (n t). Rearranging gives (I + tA) n+1 = n ;
and inverting the symmetric positive de nite matrix operator gives n = (I + tA) ?n 0 :
Expanding n in terms of the eigenvectors of the matrix A, the ith component satis es 
Thus the performance of LinBE can be measured by comparing the rational function
with the target exponential function f 1 ( ). We note that the unconditional stability of the LinBE method is obvious here since for all > 0 we have j f 2 ( ) j< 1.
The Crank{Nicolson family of schemes in table 1 corresponds to the following method 
implies that there a stability restriction for the methodology, in particular jf 5 j 6 < 1 unless > . The choice = 1?2 1? , = 1? ensures unconditional stability and also gives commonality between the coe cient matrices at the various substages. Taking the \optimal" values for the parameters , and , the characteristic functions derived above are plotted in gures 1{3.
From gure 1, the methods all give time accurate solutions for small values of (< 1), with the LinBE solution being the least accurate. In gure 2, the functions are plotted for intermediate values of . Of the second order methods, the CN characteristic function is the rst to deviate from the ideal trajectory (when 1). The next function to lose the desired form is PR (when 5), although the function still follows the required behaviour at this point. Finally, the functions are plotted for large values ?0:7071. These asymptotic conditions may be interpreted as showing that LinBE is the only truly dissipative algorithm. The larger the time step, the more the energy of the system is reduced at each time step. The scheme has some built in asymptotic dissipation, wheres the CN and PR schemes have none. There are two situations when would be expected to be large. Firstly when i is large. This condition is loosely referred to as \sti ness" and typically corresponds to some initially rapidly varying transient stage which quickly decays. The second situation arises when time marching to a steady state. In this case large values of t would be used, independently of the transient behaviour. In either of these situations it is clear that the non-dissipative CN and PR schemes may well give poor results.
A problem which occurs for some of the algorithms is that of spurious oscillations or \wiggles". Such behaviour can be expected if the associated characteristic functions become negative. This is an important issue using the CN or the schemes|for example from gure 1 it is clear that f 3 < 0 if > 2, in which case the numerical solution computed using the CN methodology will be prone to wiggle. In practice, this means that CN (and to a lesser extent the scheme) have a numerically imposed time step restriction if the discrete solution is to correctly mimic the underlying physics.
The conclusion that can be drawn from this analysis is that the methodology seems to be the most suitable approach if time accurate solutions are required, although the other second order schemes are all viable alternatives. The LinBE scheme is clearly the most appropriate method for time marching to a steady state solution. For a general purpose algorithm which can handle both time accuracy and time marching, the methodology looks best. A detailed comparison of the nonlinear CN and schemes in a Navier-Stokes context is given in 24]. 4 . Accuracy and Convergence Results. In this section, numerical results are presented which support the discussion in previous sections. 14 4.1. Accuracy. Throughout this report we have tacitly assumed that the temporal and spatial discretisation can be treated independently. All the results in this section are computed using a stable mixed nite element spatial discretisation using rectangular elements. Starting from a ne mesh, a standard C 0 bilinear approximation is used for both components of velocity, in combination with a bilinear approximation of the pressure on a coarser macro-element mesh obtained by aggregating elements into 2 2 blocks. This methodology is often referred to as a Q 1 {iso{Q 2 discretisation, see 12] .
To compare the accuracy of the various time discretisation algorithms, a standard test problem, that of the lid-driven cavity is used. See 7] for numerical results in the steady state case. Our test example is \spin-up" in a unit square cavity from a quiescent initial condition with the lid velocity set to unity and = 1=10. The problem is solved using a non-uniform 8 8 grid, and the solutions are compared at time T = 0:3, when the ow is still evolving towards its steady state. In all cases, the accuracy is measured by taking the`2 norm of the di erence between the computed velocity solution and a reference solution, (produced by the second order LinCN Table 2 The error in the di erent algorithms. Figure 4 shows that the simple linearisation of u = u n reduces the order of convergence to rst order in all cases. In addition the results in table 2 suggest that the accuracy of the LinCN , LinPR and Lin schemes is comparable over a wide range of time steps (although in the case t = 0:1, the \wiggling" of the LinCN solution is evident). Figure 5 shows the second order accuracy of the appropriately linearised schemes LinCN there is no signi cant di erence in accuracy between the linear second order methods and their nonlinear counterparts. Note that in Figure 6 the plots for the CN and schemes are indistinguishable.
4.2. Time Marching. Finally we present results for the convergence 2 to a steady state using the various algorithms. In this situation we would really like to take large time steps. The same \spin-up" cavity problem was tested except this time a 16 Table 3 Convergence to the steady state solution on a 16 16 uniform grid with Re = 10. that all the methods are tending to a speci c time for convergence to the steady-state as t ! 0. This time is approximately T 1 = 2:698. The linearised versions of the scheme give the best performance here. Of the other methods, LinBE also gives reasonable convergence times. The CN and PR type schemes are not e cient in this case as might be anticipated from the discussion in section 3.
