Abstract-This paper studies the value of learning for cognitive transceivers in dynamic wireless networks. We quantify the utility improvement that can be obtained by a wideband cognitive user which learns the stationary usage pattern of the spectrum occupied by narrowband users and, based on this information adapt its transmission. Specifically, we investigate the trade-off between the learning duration and the achievable performance in stationary environments. We apply optimization and large deviations theory to analytically derive an upper bound of the minimum required learning duration, given the user's tolerable performance loss and outage probability. Furthermore, noticing that learning techniques require the information feedback of the spectrum usage pattern between the transceivers, we investigate how the cognitive user can further improve its performance by taking account of its feedback delay. The impact of inaccurate delay estimation on the achievable performance is quantified.
I. INTRODUCTION
A promising way of improving radio spectrum utilization is to build cognitive wireless devices that can benefit from the opportunistic deployment of unused spectral opportunities from various frequency bands [1] . While conceptually simple, the realization of cognitive wireless devices is highly challenging. Several problems must be solved: sensing over wide frequency bands; identifying available spectrum opportunities; exploiting the identified transmission opportunities etc. In particular, a cognitive wireless device should be able to "learn from the environment and adapt its internal states to statistical variations in the incoming RF stimuli by making corresponding changes in certain operating parameters (e.g., transmit-power, carrierfrequency, and modulation strategy) in real-time" [1] .
Learning techniques have already been deployed to improve the performance of a broad class of wired and wireless communications systems. They enable the dynamically interacting communications devices to acquire information, build knowledge, and ultimately improve their performance [3] - [5] . As opposed to the previous works, which focus on studying either the long-term convergence behavior of certain learning algorithms [3] [4] or determine the operational shorter-term performance without providing any performance guarantees [5] , this paper aims to characterize and analytically quantify the achievable performance that can be obtained by cognitive wireless users with learning capabilities. We study how much a cognitive device with no prior knowledge should learn about its environment, e.g. time-varying interference, to reach its performance requirement. Particularly, if the environment is stationary, we explicitly quantify the benefits that a user can derive in terms of its improved utility by learning for a longer duration, i.e. based on a larger number of observations about the environment. We apply optimization and large deviations theory to derive an upper bound of the minimum observation duration given the performance guarantee desired by the user. Then, noticing that the information required for cognitive devices to perform learning is gathered through the information feedback from the receiver to the transmitter and this information can be delayed during this process, we study how a cognitive device can improve its performance if the feedback delay is accurately known. We also quantify the impact of imperfect delay measurements on the achieved performance.
The rest of the paper is organized as follows. Section II presents the system model and formulates the problem of learning and adapting to the spectrum usage pattern. Section III analytically derives an upper bound of the minimum required learning duration. Section IV shows the numerical results Section V quantifies the impact of spectrum usage information feedback delay. Conclusions are drawn in Section VI. We assume a cognitive wireless system similar with the one studied in [2] (see Fig. 1 ). The total number of frequency channels in the system is N , and each has a bandwidth of B . The majority of radio devices in this system are narrowband users. These devices can dynamically utilize the idle spectrum bands by enabling carrier frequency switching and "packing" all the active radios tightly in the spectral domain [2] . An example is given in Fig. 1 . If one device releases 2 f , the device occupying 4 f will switch to 2 f . The system state is defined as the number of occupied frequency channels nb n . Narrowband radios enter and exit the system independently following Poisson distributions. The spectrum usage pattern can be captured as a continuous time Markov chain with infinitesimal generator [2] [6] [7] ( )
II. SYSTEM MODEL

A. System Description
The Markov chain model and its corresponding infinitesimal generator Q can take various forms based on the configuration Fig. 1 , we also consider a wideband device in the system, which can transmit over all N frequency channels. The noise power at frequency band i is i N and its channel gain is i h . Each active narrowband device causes an interference power of I to the wideband receiver. The wideband device is subjected to a total power constraint of , in which i P is the power allocated in frequency band i . Hence, the achievable rate is given by
B. Learning Duration and Performance Fig. 2 shows this learning process in which the wideband receiver periodically senses the spectrum and feeds back to its transmitter the number of interfering narrowband devices t nb n at time t . Specifically, the wideband device models its environment by simply counting the number of active narrowband devices it encountered in the past and approximating the stationary spectrum usage pattern π by the observed frequencies of the system states. We define an empirical frequency function .
The wideband user approximates the steady state π using the empirical frequency function t γ , and takes the best response action ( )
. Denote the achievable rate when the wideband user takes the best response to the empirical frequency function
Throughout this paper, the learning duration refers to the number of available observed spectrum usage patterns over time for the wideband user to update ( ) t n γ and approximate the steady state distribution π . This paper aims to determine how many observations are sufficient for a learning user to reach a certain desirable performance guarantee. Specifically, given the tolerable performance loss R ∆ with respect to perfectly knowing π and the outage probability R δ , we want to determine the minimum required learning duration:
Understanding this problem is important from both theoretical and practical perspectives, because, due to the real-time adaptation requirement of cognitive networks [1] , only limited observations are usually available to cognitive users and it is also necessary for them to understand the basic trade-off of performance vs. learning duration. 
III. MINIMUM REQUIRED LEARNING DURATION
Although similar bounds exist in statistical learning theory, e.g. Hoeffding's inequality [8] , it is still difficult to solve the problem in (5) because these bounds do not directly apply to our considered problem. However, we can find an upper bound for the solution of the problem in (5) . For this, we adopt tools from large deviations theory [9] . According to the large deviations theory, the empirical frequency function ( ) t n γ of a random sample of size t drawn from π satisfies
where ( ) . By setting t to satisfy
and this value provides an upper bound for the problem in (5). The whole procedure is divided into the following three steps.
A. Extreme Points with Performance Loss Constraints
First, in the probability simplex
we construct a convex set B that contains the actual pmf π .
which contains a total number of
denote the m th element of set S . Based on the tolerable performance loss R ∆ , we choose 2M pmfs and view them as "extreme points" of the set B in which we will derive an upper bound of the minimum required learning duration. For
, the 2M pmfs that we are interested in satisfy: 
in which 
in which
Due to the non-negative property in (P1), when 
Proposition 1 (Satisfaction of Performance Loss Constraints):
Any γ ∈ B satisfies ( ) ( ) a a R R R − ≤∆ π γ .
Proof:
The proof is given in [14] . Proposition 1 ensures that any convex combinations of the extreme points still satisfy the tolerable performance loss requirement, which enables us to apply optimization theory to convert the metric of performance
in the following step.
B. KL Distance Minimization in Convex Set
We apply large deviations theory to translate the performance loss R ∆ into another metric, the KL distance D δ . The basic idea is to solve an optimization problem to find the minimum KL distance 
C. Minimum Learning Duration Calculation
The second step shows that ( )
Hence, an upper bound of the solution to the problem in (5) (5) is 
Proof: It can be proved by combining (6) and (12) . ■
We consider a cognitive system with . The convex hull of these extreme points 1 6 , , γ γ is the extreme point set B . The dashed hexagon in Fig. 3 is the surface ( ) S B on which we minimize the KL distance. Solving the convex optimization problem (11) leads to This section discusses the impact of the feedback delay of spectrum usage information, which causes the received information out of date and degrades the performance. The feedback delay exists due to several reasons, e.g. wireless propagation, signal processing expense, and protocol overhead. We denote the feedback delay of the spectrum usage pattern nb n from the receiver to the transmitter as t d . As shown in Fig. 4 , the spectrum usage pattern that the transmitter receives at time t is the usage pattern the receiver experienced at time
Define the transition probability matrix ( )
S t is the probability that a Markov process is in state j at time t given that it is in state i at time 0. Based on the stochastic process theory [7] , we know that ( ) t S is the solution of the Kolmogorov equation, which takes the form of ( )
in which (2). We can conclude that learning the stationary distribution π of frequency usage pattern and optimizing the power allocation with respect to this distribution is optimal only when the feedback delay is large.
On the other hand, we also consider the limited feedback delay scenarios. Note that in these cases, the best strategy is not to learn the stationary distribution, and the transmitter needs to explore the timeliness of the feedback information 
,
We derive an upper bound of this performance degradation based on Markov chain theory and formally state it as follows. 
V. CONCLUSIONS
This paper studies the minimum required observations a wideband user should have in order to learn about the stationary probability distribution of its experienced environment given the required performance guarantee. The derived results provide several insights for understanding the basic trade-off that can be made in communication systems between the learning duration and the achievable performance. We also consider the impact of information feedback delay and quantify the performance loss for imperfect estimation of the delay. Such insights are important for designing and evaluating future communications protocols with learning capabilities such that engineers can build practical systems with desired complexity and performance trade-off.
