Work on network-attached peripherals (NAPs) can be divided into essentially three areas -device interfaces and protocols, multimedia use and mass storage use. This paper is an extended abstract reviewing some of the current work and provides references and WWW pointers to many of the projects. The impact of this technological advance on operating systems is discussed. The primary purpose of this paper is to broaden understanding of the advantages and pitfalls of NAPs and encourage further research in the design and use of network-attached peripherals and NAP-capable systems.
Introduction
In the past five years, network-attached peripherals have gone from being a' research topic in supercomputing environments to production use in a wide variety of areas. Only now, however, is the necessary operating systems support beginning to fall into place. This paper seeks to present the issues involved as well as the current state of the art for NAPs and NAP-capable OSes, in order to familiarize systems engineers whose lives have not yet but will soon be impacted by this new technology.
The focus is primarily storage and multimedia pc-1 ht tp://www.isi.edu/'rdv/netstation/napresearch/index.html 2Thls research was sponsored by the Advanced Research Projects Agency under Contract No. DABT63-93-C-0062. Views and conclusions contained in this report are the authors' and should not be interpreted as representing the official opinion or policies, either expressed or implied, of ARPA, the U.S. Governraent, or any person or agency connected with them.
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Institute ripherals using new, high-speed interconnects. The information on NAP research and principles is relatively complete; references to related topics such as multimedia operating systems, authentication, distributed file systems, etc. are representative rather than comprehensive. The information on NAP products is also representative due to the rapidly changing state of the market.
The next section defines the characteristics of network attached peripherals. The three major areas of network-attached peripherals work are covered in the following three sections of this pape r. Next is a discussion of the relevance of NAPs to operating systems research and development. Following that is the conclusions and references.
Characteristics of Network Attached Peripherals
A network-attached peripheral (NAP) is (tautologically) a computer peripheral that communicates via a network rather than a traditional I/O bus, such as SCSI. Typical NAPs will have several characteristics that distinguish them from traditional bus-attached peripherals. These characteristics may be present in varying degrees, depending on the physical interconnect and features of the environment for which they are designed.
• The physical interconnect is usable over at least computer-room distances, and possibly campus or wide area networks, and connecting potentially very large numbers of nodes. Thus, resource discovery and network routing may be problematic.
• There is no physically-defined owner for the device. It may be owned by a single remote system or shared among several, adding complexity to the device controller as well as the software using it.
• The interconnect is capable of carrying generalpurpose network traffic, including host-to-host communications. This introduces significant security concerns and may change performance characteristics due to the shared nature of the network.
* Latencies tend to be significantly higher. This affects the command protocols that can be used.
• Data delivery may become subject to traditional network problems, such as packetization and checksumming overhead, fragmentation, out-oforder data delivery, and/or transfer size limitations.
• NAPs are typically capable of talking directly to other NAPs, with only limited supervision by a host computer, and without consuming host resources such as bus bandwidth. This is known as third party transfer, and affects many aspects of the system architecture.
These are the characteristics that distinguish busattached peripherals from network-attached peripherals. At the other end of the spectrum, it becomes difficult (and sometimes irrelevant) to distinguish NAPs from network hosts that provide certain services. The obvious example is a specialpurpose network node that provide NFS (Network File System)J52, 10] services only -no generalpurpose computing facilities.
Examples include the Parity Systems Etherstore[42], Auspex NS70003, Network Appliance 4 [28] and the Maximum Strategy proFILE XL RAID array [l] . However, the high-level protocol spoken by these is NFS, which provides fileoriented service, an operating system dependent interface. Thus, they would qualify as file servers rather than network-attached peripherals.
A disk NAP would typically provide a blockoriented protocol, such as SCSI or IPI-3, and allow the host operating system to define its own structures on top of the block structure These structures may be raw partitions, swap space, database partitions, or file systems with nothing in common with Unix-like file systems.
Some storage subsystems may in fact provide both sorts of interfaces, file and block, allowing the system to be configured flexibly. Notably the MaxStrat proFILE XL is essentially the same hardware as the GEN XL; the former is a file server and the latter is a block server.
A common example of a NAP is a tape drive with a HiPPI interface, such as the Sony/TriPlex ID-1 tape drive. It presents an interface like a standard tape drive, except that it is directly available across a network without the interference of a host operating system.
Another example is a network-attached display, which, when running as a NAP, would use a protocol that allows data to be written directly to the frame buffer, rather than a higher-level protocol such as the X protocol. • physical interconnects
• upper-level command protocols
• networking (especially transport) layers
• third-party tTansfers * security, authentication, resource discovery and other issues not relevant to normal bus-attached devices These are detailed in the subsections below. Terminology held over from bus systems obscures the issues somewhat. SCSI, for example, has historically been used to refer to a system consisting of the SCSI physical interconnect, the SCSI networking (transport) protocols, and the SCSI command syntax and semantics (that is, the RPC interface). These are now on separate standardization tracks, and can be used independently.
Physical Interconnects
There are several interfaces which are currently in development or being used. Excellent W W W sources of information include CERN's High Speed Interconnect 5 page and LLNL's Standards page 6. See also Sachs et a1147] for a summary of the networkrelated issues facing interconnect developers that did not affect channel developers.
Shttp://wwwl.cern.ch/HSI/ 6ht tp://www.cmpcmm.com/cc/ HiPPI 7, which runs at 100 or 200 MBytes/second, is probably the most commonly used NAP attachment to date, though its expense, speed and heavy, short cables have largely limited its use to supercomputers. A parallel copper connection can be switched over computer-room distances, or used as a simple channel. Often used in conjunction with an ethernet for a back channel or control network, as HiPPI interfaces are unidirectional [3, 49] . HiPPI can also carry T C P / I P network as a high-speed LAN.
IBM's Serial Storage Architecture (SSA) is a relatively new interface. There is a collection of pages at the SSA Industry Association s. SSA is targetted primarily at dedicated intraeabinet and intra-machineroom I/O networks attached to a single processor. Our own Netstation research is using the ATOMIC 13 high-speed switched local area network [20] , originating in an interconnect technology for massively parallel computers and being commercialized as Myrinet 14.
The Digital VAXcluster CI and star coupler [34] 
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U p p e r L e v e l C o m m a n d P r o t o c o l s
Maintaining compatability with directly attached peripherals and retaining existing device and system firmware have been key goals of the NAP effort to date. Thus, the protocols used at the devices themselves have been drawn mostly from SCSI and IPI-3. Historically IPI-3 has been preferred, but SCSI is becoming increasingly common. SCSI as a command protocol runs over SSA, Fibre Channel and Serial Bus. IPI-3 is commonly used over HiPPI, and runs over Fibre Channel as well. These are all block-oriented protocols. IPI-3 provides transport up through application layers in the ISO networking model. SCSI relies on the lower-level network interfaces to provide some of these services. SCSI has grown into what is known as SCSI-315] partially as a result of the desire to use SCSI for NAPs.
It has been suggested that certain aspects of the SCSI model have shortcomings from a networking point of view. There is no provision in SCSI for unreliable (datagram) unacknowledged RPCs, a feature considered to be useful in network systems but not generally used with devices. A key shortcoming, as with IPI-3, is SCSI's simple security model. Access can generally be controlled for concurrency, but not protection.
Most distributed file systems, such as NFS, are built on an RPC interface built on datagram network services such as UDP [46] . The file system semantics may be either stateless (NFS) or stateful (Sprite, Spring [41] [39] , has augmented their Gen 5 storage array, which uses the IPI-3 command set, to include support for semaphores at the device. Note that the storage array itself attaches no semantic meaning to the semaphores; cooperating clients running the SFS must agree on the meanings of the semaphores. Thus, one rogue client can still compromise the file system. Some researchers have proposed that the SCSI block-oriented approach is too low-level, while recognizing the limitations of the NFS server approach.
One possibility is to have the disk drive store objects, reached via the triple <obj e c t i d , o f f s e t , l e n g t h > [23] , reminiscent of but more advanced than <count ,key, data> mainframe disk drives.
. S e c u r i t y
The issues of security are only now beginning to be addressed; to date the assumption seems to be that networks used for storage peripherals are secure either physically or due to constraints imposed by the lower networking levels. The concerns of security can be divided into several parts, well-known to programmers of distributed systems [37] , but not common issues for peripherals:
• authentication of authority to execute a given command * authentication of source of data and command status * integrity of data * privacy of data Another important element in the security of the data on the disk drive in a system is that it must be impossible for user processes on the host to directly access the disk drive. Under some conditions user processes may be able to send arbitrary commands to the disk drive, bypassing the normal file system protection mechanisms and reading or modifying any files as well as the file system metadata. A cryptographic exchange to confirm the identity of requestor may be necessary.
The Zebra striped network file system [25] achieves its level of protection by allowing writes to the storage server to append to the log without authentication. However, the written blocks do not become part of the visible file system until the file metadata has been updated by the file manager process, which performs appropriate permission checks.
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T h i r d -P a r t y T r a n s f e r s Third party transfer is functionally perhaps the most interesting new feature provided by NAPs. While in theory this capability has been included in the SCSI command set (the COPY command) for some time, it is only now becoming widely used. The operating systems support for third-party I/O is still in its infancy, and even the protocols to support this have been problematic. Simply put, third-party transfer is a request from a party for a data transfer in which that party is neither the source nor the sink for the data. A third party transfer might involve, for example, a host computer instructing a disk drive to transfer data to a tape drive (or vice-versa) or to a frame buffer. Data does not have to transit the host's bus or be copied by the host; it transfers directly from the disk drive to the tape drive through the network.
Hyer et all [30] discuss the hazards of getting a NAP to cooperate with an existing system, pointing out flaws in IPI-3 that make it unsuitable for third-party use, especially the lack of an authentication mechanism. Their solution involves creating a variant of IPI-3 third party transfer. The host must directly transfer the first and last blocks of a long transfer that doesn't fall on block boundaries, because IPI-3 does not support arbitrary offsets.
Third-party transfer is generally considered to be a high-overhead operation, and as such is only useful for large transfers. The Livermore group has identified a sequence of 23 steps necessary to execute an authenticated third-party transfer, including authorizing the transfer.
N A P M u l t i m e d i a R e s e a r c h
Several research projects concerning using networkattached peripherals in multimedia workstations are ongoing in various universities. The canonical example of the uses for NAPs in multimedia is the desire to transmit data directly from a camera to a frame buffer without passing through the system's backplane, where it unproductively consumes bandwidth. Capture of video to disk and playback from disk are similar.
• Netstation 17 -Greg Finn's group at ISI [21, 57] • Symphony [24] is concerned with intra-node hardware and software architectures to support real-time network protocols.
• At Los Alamos National Laboratory, an experimental system that drives a HiPPI frame buffer from a farm of Alpha workstations has been built[55].
NAPs in Mass Storage
NAPs in mass storage are used in hierarchical storage management (HSM) systems, as well as with channel extenders for remote copying of data. NAPs have been used in hierarchical storage systems for a number of years (primarily HiPPI disk arrays), but the increasing speed and sophistication of both the peripherals and the HSM software has truly brought NAPs to the forefront recently. See Coleman and Watson [13] for a good introduction to HSM (and good references on the history of network-attached peripherals). The SSSWG 19 is the IEEE's Storage Systems Standards Working Group. The SSSWG's Open Storage Systems Interconnection reference model [32] defines a structure for a set of standards relating to mass storage, and (implicitly) incorporates NAPs.
The High Scalable I/O Facility is targetting I/O for massively parallel supercomputers. SIOF will also use HPSS. Channel extenders, such as the CHANNELink 25 from CNT and the Symmetrix Remote Data Facility 26, are used by some mainframe systems to create remote copies of disks (remote mirroring) as a disaster recovery measure. Typically the controller is transparent to the mainframe, and copies the data to the local disk as well as the remote disk, buffering the data as necessary for the network transfer.
Katz [33] compares different hardware approaches to the problem of networked storage. He discusses the distinction between "block servers" (NAPs) and "file servers". The DEC VAXcluster HSC, Control Data disk array controller, Auspex NS5000, Maximum Strategy HiPPI-2 array controller, and Berkeley's own RAID-II are covered in detail. The HSC, CDC, and MaxStrat controllers are clearly block servers, and the Auspex clearly is a file server; the RAID-II is more of a hybrid system.
The RAID-II system developed at UC Berkeley [18] blurs the distinction between network-attached RAID array and file server. The host system behaves as a typical NFS server to most clients. For client applications linked with the UltraNet networking library, however, data can transfer directly across the high-speed XBUS to the UltraNet and to the client without passing through the server's memory. In this case, the server manages the data and initiates transfers, but need not be in the data path, a canonical example of third-party transfers and the uses of network-attached peripherals.
The TickerTAIP distributed RAID array[Ill is composed of network-attached disks. It represents important work in calculation and management of distributed parity, especially for small writes.
As covered in section 3.2, Cray has implemented a Shared File System for a HiPPI RAID array. They have achieved read rates through the file system, which involves setting shared-read semaphores at the semaphore server, of 12 to 84 megabytes per second, as transfer size varies from 64KB to 16 MB 27.
The Solfiower Computer Storage Crossbar [50] provides direct high-bandwidth access to SCSI disks to up to sixteen Sun workstations. The Storage Crossbar may have some of the concurrency control and internal security problems common to NAPs, but resource discovery problems and external threats should not be present. 2s ht t p://www.cnt.com/product s/clnk/clnk2.htra 26 ht tp://www.cmc.com/symmdoc.htm 27the logical block size of the array is 64KB
O p e r a t i n g S y s t e m s
A system using NAPs is a heterogeneous distributed system. The various nodes in the system provide different services. A processor node provides compute services to the users of the system. A disk node provides stable storage, typically managed by the operating system of a host node.
As a distributed system, the existing body of research on issues such as resource discovery, deadlock, naming, caching, etc. is all relevant. Especially important is the work on distributed file systems [36, 58, 41, 22, 9, 58 ].
An important realization is that the resources are truly distributed. A disk drive that "belongs" to no processor may contain a file system that is shared by multiple clients, necessitating a new synchronization policy between clients. Use of NAPs may integrate smoothly into distributed systems such as Amoeba [53] or Plan 9144], which already have strong concepts of distributed control of resources.
Also relevant is the work on operating systems for distributed-memory multicomputers [56] , such as the Intel Touchstone Delta/Paragon 2s family, which has some nodes dedicated to I/O and others to computation, and the IBM SP and Cray T3D machines. Numerous studies on I/O performance [8] and file system design [40, 17, 14, 16] have been done. Some of this work includes, for example, distributed file block layout and synchronization mechanisms that may prove useful for NAP file systems. A key resource for research in this area is David Kotz's excellent page on parallel I/O 29.
Research into significant changes in the I/O paradigm presented to applications programmers, such as the work on containers [43] , is beginning to address ways of making the system efficient. Containers separates the actions of causing an I/O to occur and mapping the resulting data into the process' address space. Fbufs [19] are similar in some respects to containers.
The operating system for the Cambridge DAN work is known as Pegasus [35] . Pegasus is intended to support transfers to and from multimedia peripherals at appropriate data rates. The system has one large, shared address space for all nodes and processes, similar to shared-virtual-memory multicomputers such as the KSR-1.
Existing systems sharing file systems on NAPs, such as Cray's SFS, DEC's VAXclusters, and Solflower's SFS, depend heavily on correct behavior from all clients. In each case the file system code of 2s http://www.ssd.intel.com/ 29 http://www.cs.dartmouth.edu/pario.html the host operating system has been significantly modified so that metadata updates are consistent, and file writes do not cause problems. Non-cooperating clients (or unauthorized requests originating at normally cooperating clients) could potentially read or modify any directory or file or file system metadata.
There is a large body of work on network and operating systems support for multimedia, notably the workshops on digital audio and video [27] . Also see papers such as [51] . These have not focussed specifically on NAPs, but the principles are important.
C o n c l u s i o n s
I have shown various facets of the state of the art in network-attached peripherals. Areas that remain ripe for research include improved security (internal and external, and especially flexible), syntax and semantics of RPC and lower-level networking protocols, real-time use, lower-overhead third-party use, and especially changes in operating system I/O paradigms to support the efficient use of third-party transfers.
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