c lincoln I rantzer 3 Q control.1th.se Abstract This paper presents a method to relax Dynamic Programming. The method makes it possible to find suboptimal solutions with known error bounds to hard problems. The bounds are chosen by the user, who can then effectively trade-off between solution time and accuracy. Several examples from different domains where the method is highly useful are presented.
Introduction
For many optimal control problems, Dynamic Programming could have been used to solve the problem if there had been an efficient way to parameterize the value function V'. Unfortunately, this is most oRen not the case. This paper presents a way of relaxing Dynamic Programming (DP) slightly t o make it possible to find a more easily parameterized suboptimal value function V u within a strict, user-defined, distance a from the optimal V'. The paper will briefly present the method, and then focus on a couple of optimal control problems where it is applicable.
Problem formulation
Let x ( n ) E X be the state of some system a t time n. u(n) E U is the control decision. Given these, the For a reference on DP, see e.g. [Z]. For most problems, though, DP is not usable as the value function cannot be parameterized or described in an efficient manner. In this paper we focus on problems where V' has a finite description which grows rapidly (typically exponentially) is size with N.
The contribution of the paper is a simple algorithm to find a sub-optimal value function V u which is within a user-definable distance a from the true v'. Using this method, some problems for which DP has been considered hopeless can now be practically solved. The method was introduced for a very specific problem in [6]. This paper generalizes the idea and presents some other types of problems where the method is very usable.
Suboptimal dynamic programming
Let V'(x,n + 1) have a finite parameterization. The V ' ( x , n ) is calculated using (3). Except for some special cases (like quadratic cost and linear dynamics), this value function at n will generally have a larger parameterization than a t n + 1.
The aim of this method is to find a more easily parameterized Vu(x, n) which fulfills V * ( x , n ) 6 v = ( x , n ) 5 V y K , n ) (4) state evolves as where V a * ( x , n ) corresponds to the is a slightly "larger" step cost q~"(x, U ) such as e.g.
Given a time-additive cost function
Lr

(2)
and N V'*(x,n) = minxpY(x(k),u(k)).
( 6 )
From the two choices of above, having found a V 0 ( x , n), we get the following bounds on (the unknown) v'(x,n) k=n We would like to find an optimal policy u(n) = p(x, n), such that the cost J is minimized from any initial state a t any initial time n. The resulting cost (value function) from time n to N is denoted V * ( x , n). In this setting, DP can be used to find V * ( x , n ) and p ( x , n ) . 
Problem 1: Linear dynamics, piecewise linear cost
This section will describe an optimal control problem where the method in Section 3 can be applied. The plant to be controlled is an LTI system, and the cost to be minimized is piecewise linear. This makes it possible to create more elaborate cost functions than the usual quadratic cost. For example, it is possible to make the cost asymmetric such that negative states are more costly than positive.
. 1 Problem formulation
The controlled system is LTI
where x E X, U E U and X and U are polyhedra. The cost function is on the form (2), with
where q is a vector and Q is a finite set of vectors.
(p(x,u) is thus piecewise linear and convex. The goal of the controller is to minimize the cost (2).
3 Value function
Assume the value function V ( x , n + 1) at some time n + 1 is on the form
Bellman's equation is used to calculate V ( x , n)
where R is an index set. The value function can be rewritten as the linear program
where the x E X and U E U constraints have been removed for clarity (they can easily be added).
Solving this for any initial position x yields a value function that can again be written on the form (15). The extreme points of L form the new set ~( n ) , and again the value fnnction is on the form (19).
Pick one k E ~( n ) .
Find a state x where *(x,n) = a , V ' ( x , n ) -( N -n ) a z  (24) (note that this is (4) with opposite inequalities). The procedure in Section 3.1 is can be used to do this.
Assume V u ( x , n + 1) satisfies (24) for n + 1. Doing backward expansion the upper and lower bounds and are calculated. Now, the pruning of T(n) to ~~( n ) is done by replacing the the cost pruning procedure by Procedure 2.
3. If such a x exists, find the p E ~( n )
Cl.
the largest reward p T Add p to KP""(n). Fiemove p eom K(n).
with 4. If no such x exists, remove k from ~f n ) .
Repeat from 2 until ~( n )
is empty.
Note that after this procedure, naturally
a-optimal value function
To be able to use the proposed suboptimal DP, we define a discounted cost 
4.
Ifno such x exists, remove k from ~( n ) ,
Having found the corresponding Vu(x,n), the true value fnnction can be bounded by 1 VU(x,n) 5 V * ( x , n ) < -( v y x , n ) + ( N -n ) a z ) . The found V'(r) is shown for states lxil 5 1.2 is shown in Figure 3 . where element k,l denotes the probability to move to state k if the system is currently in state 1. This probability can be controlled by U. See Figure 4 for an illustration. A specific observation y ( n ) E Y will be obtained with probability P ( y ( n ) I x(n) = k ) = Qa(r(n).u(n)),
Problem 2: POMDPs
where Q is the observation probability vector. Thus, the controller never really knows exactly in which state the process is (if it was, the problem would be a Markov Decision Process and easily solved). To be able to use DP, the state is changed to the belief state z ( n ) : Z k ( n ) = P ( x ( n ) = k). Note that state space is closed as Z k ( n ) 2 0, V k and x k z a ( n ) = 1. The dynamics of the belief state is linear,
and for each observation y E Y, our belief state is changed according to Bayes' rule:
Thus, the expected state over all possible observations is
The cost in a POMDP problem is usually replaced by a reward, so we will stick to that. The reward J is defined as where R(u(k)) is a vector of rewards of using control signal u(k) for each Markov state x ( k ) .
For each time step, the controller has to make a control decision U ( . )
based on the current belief state z(n). After the control decision, an observation y(n) based on z ( n ) and u(n) is obtained. We would like to find an optimal control policy U = &,n) which maximizes the reward J ( n ) for any initial state ~( n ) . As it turns out, the value function V ( z , n) is of the form where r(n) is a finite set and k is a vector. 
Parsimonious representation
Just like for the control problem problem in Section 4.3, the set r ( n ) is often unnecessarily large and may be pruned without changing the value of V ( x , n). Procedure 1 can be used without modification to obtain a parsimonious representation.
a-optimal value function
Analogous to Section 4.4, a modified pruning procedure can be used to obtain an a-optimal value function. The modified cost @ ( x , U) can be chosen as qa(x,u) = 9 ( x , y ) -a a .
(37)
Example
There is a wide variety of reference POMDP problems defined in literature. In this section we focus on the After reaching the "good" or "bad" state, the state is reset. The problem is solved over an infinite horizon using value iteration with a discount factor L = 0.95.
Running POMDP-SOLVE from 1 4 1 with incremental pruning and a = 0 fails to return a solution within a reasonable time as the set r grows too fast. Setting a = 0.01, the algorithm keeps an set re of size about 150 after reaching steady state. 
. Other problems
Two problems where the pruning method is highly useful has been presented in the previous sections.
There are many more problem where the method is applicable, and some will be briefly mentioned here.
Linear Quadratic Switching
In 161, a control problem with linear switched dynamics and quadratic immediate cost
Using the relaxed a"(x,u) = a p ( x , u )
with a 2 1, many problems can be practically solved.
Verification
The problem Section 4 may be immediately interpreted as a verification problem. By defining the safe set C2 by R = ( X 1 v ( X , N ) = max Pk(.)= 5 0) (42) kEr(n1 and using a step cost p(x) = 0 and p"(x) = -a for a 2 0, we can obtain upper and lower bounds on the set of states from which we can reach the safe set.
Conclusions
This paper has presented a method to relax Dynamic Programming to find suboptimal solutions with known error bounds to hard problems. The bounds are chosen by the user, who can then effectively trade-off between solution time and accuracy. Several examples where the method is useful have been presented.
