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We investigate the violation of the first Hund’s rule in 4d and 5d transition metal oxides that form
solids of dimers. Bonding states within these dimers reduce the magnetization of such materials. We
parametrize the dimer formation with realistic hopping parameters and find not only regimes, where
the system behaves as a Fermi liquid or as a Peierls insulator, but also strongly correlated regions
due to Hund’s coupling and its competition with the dimer formation. The electronic structure
is investigated using the cluster dynamical mean-field theory for a dimer in the two-plane Bethe
lattice with two orbitals per site and 3/8-filling, that is three electrons per dimer. It reveals dimer-
antiferromagnetic order of a high-spin (double exchange) state and a low-spin (molecular orbital)
state. At the crossover region we observe the suppression of long-range magnetic order, fluctuation
enhancement and renormalization of electron masses. At certain interaction strengths the system
becomes an incoherent antiferromagnetic metal with well defined local moments.
I. INTRODUCTION
A standard paradigm of the strongly correlated materi-
als involves competition between on-site Coulomb repul-
sion (U), which tends to localize electrons on particular
sites, and band effects (characterized, e.g., by the width
of a corresponding band, W ) making them delocalized1,2.
In effect there can be a transition from a homogeneous
metallic to a homogeneous insulating state. In real ma-
terials this picture can be enriched by an unusual band
topology3,4, spin-orbit coupling4,5, interplay between dif-
ferent degrees of freedom such as orbital, charge, spin
etc.6–8 However, there can be another option - a system
may prefer an inhomogeneous scenario forming metallic
clusters within an insulating media (molecules-in-solids
conception9). The simplest example of such clusters is a
dimer. If U is not very large the wavefunction is es-
sentially a molecular orbital with an electron delocal-
ized over both sites. But there are also materials with
other types of clusters: trimers10,11, tetramers12 and
even heptamers13. The electrons can easily propagate
within these clusters, but hoppings between them are
suppressed.
There are two main problems in this concern. First of
all, there is no general theory, which explains why some of
the systems stay homogeneous, while others form (spon-
taneously) clusters. We knew for a long time that such
transitions can be induced by Peierls and spin-Peierls
effects14,15, or, more generally, by a charge density wave
(CDW) instability due to nesting of the Fermi surface8,16,
but a complete understanding of how strong electronic
correlations, spin-orbit and exchange couplings affect this
transition is still lacking. Moreover, calculations for real
materials show that there is no nesting in many systems,
whose properties were supposed to be explained by the
formation of a CDW, or that there is nesting at a wrong
wave vector17.
Another problem is a theoretical description of such
inhomogeneous systems. While the homogeneous situ-
ation with Mott-Hubbard transition was extensively in-
vestigated over the years, physical properties of cluster-
ized materials still remain mostly unexplored. Up to now
most of the efforts were concentrated on the study of the
so-called two plane Hubbard model (known also as dimer
Hubbard model), which is the Hubbard model on the
Bethe lattice composed of dimers, see also Sec. II. Most
of the attention has been paid to the situation with one
orbital per each site in a dimer and half-filling18–21. This
model allows to describe the transition from a band to
Mott insulator and is particularly relevant for such ma-
terials as VO2, V2O3, and Ti2O3
22–25. The two-orbital
case has been considered for the one-dimensional chain
using the dynamical mean-field theory (DMFT).26,27 The
orbital-selective behaviour has been found for different
electron fillings and has been shown to strongly affect
magnetic properties of a system, since some of the elec-
trons occupying bonding orbitals may form spin-singlets.
In effect, only a part of the electrons contribute to the
total magnetic moment. This violates the Hund’s rules
and may dramatically change exchange coupling between
neighbouring dimers27. However, the one-dimensional
lattice is not a natural choice for the DMFT because
of the small number of nearest neighbors.
Hund’s coupling stems from the Coulomb interaction,
it represents the intra-atomic exchange and has strong in-
fluences on the electronic correlations and therefore also
on the Mott transition.28,29 It can shift the critical in-
teraction value of the Mott transition and also diminish
or promote the coherence of Fermi-liquids. This depends
strongly on the filling30, i.e. for half-filling the effective
Coulomb interaction is increased and for all other fillings
it is decreased. Therefore, Hund’s coupling can suppress
the Mott transition, but not the correlations. Thus there
can be strongly correlated materials, that are not close
to a Mott transition, but still exhibit enhanced electron
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FIG. 1. Left: The two Bethe lattices with hopping tb are in-
terconnected by dimers of two atomic orbitals (c, d) and two
sites (0, 1). The Bethe lattice coordination is finite, i.e. z = 3,
for illustrative purposes. The sites can form bonding(B) and
antibonding(A) molecular orbitals. The bipartite Bethe lat-
tice can be divided into sublattices (Λ, Λ¯). Right: Two pos-
sible ground state configurations in case of N = 3 electrons:
the molecular-orbital (MO) and the double exchange (DE)
states. Their competition is defined by the Hund’s exchange
coupling J , screened intra-(U) and interorbital (U ′) Coulomb
repulsion and the dimer hoppings tc⊥ and t
d
⊥.
masses, local moments and orbital-selectivity.31
In the present paper the simplest model of multior-
bital (two orbitals) dimers on the two plane Bethe lattice
with the odd number of electrons (three) is considered.
The parameters of the model are chosen to be close to
those specific parameters in real materials based on the
late transition metal ions. We not only find the tran-
sition between states with different total spin (S = 1/2
to S = 3/2) as a function of the hopping in the dimer,
but also observe the suppression of the long-range mag-
netic ordering by the temperature in the crossover re-
gion nearby this transition. Moreover, surprisingly such
a transition can be induced by the hopping in the Bethe
lattice. We discuss the electronic and magnetic proper-
ties of the considered two-plane Bethe lattice model and
identify regimes where the system behaves as a Fermi
liquid, a Peierls insulator and a correlated metal. These
results not only advance our knowledge on the proper-
ties of the two plane Bethe lattice model, but also can be
useful for the description of dimerized materials, which
are under close investigation nowadays.
II. MODEL & METHOD
While the two-plane Hubbard model seems to be a
rather natural choice in the case of VO2 with a single
electron in the 3d shell, for a realistic description of ma-
terials with larger number of d electrons one needs to take
into account the orbital degeneracy and possible crystal
field splitting. The latter can be due to i) a nearest neigh-
bour ligand’s environment (below for simplicity we will
consider the octahedral case) and ii) because of bonding
with other transition metal ions.
The dimerization occurs, when two transition metal
ions are able to come close enough to each other to lower
the total energy due to formation of bonding orbitals.
This is possible, when ligand octahedra share their edges
or faces, whereas a common corner geometry prevents
dimerization because of negatively charged ligand sitting
in between of two transition metals. Edge-sharing struc-
tures can be met, e.g., in delafossites, spinels, very popu-
lar now 213 honeycomb iridates and ruthenates. Face-
sharing is more common in one-dimensional materials
like 6H-perovskites, ZrI3 etc., but there are also three-
dimensional corundum-like structures.
It is rather important that in addition to trivial split-
ting of the d orbitals onto lower-lying t2g and higher-
lying eg manifolds there is always an additional split-
ting in these geometries due to neighboring transition
metal ions. The last can be effectively integrated out.
In the edge-sharing octahedra the t2g orbitals turn out
to be split onto the xy and yz/zx orbitals. The xy or-
bitals of neighboring metals point to each other. This re-
sults in a strong bonding-antibonding splitting, while the
xz/yz orbitals may be still considered as site-localized9.
This is especially important for the 4d and 5d transi-
tion metal ions, since their wavefunctions are more spa-
tially extended and corresponding bonding-antibonding
splitting is much larger than for the 3d transition metal
ions. A similar situation occurs for face-sharing octahe-
dra, where the a1g orbitals form a bonding orbital and
the epig orbitals remain localized
32,33.
Thus, in order to describe dimerized transition metal
compounds with more than one electron one needs at
least two different sets of atomic orbitals, which differ
by value of the hopping parameters. Due to computa-
tional limitations we will restrict ourselves to the mini-
mal model with two orbitals per site. We label the orbital
forming the molecular-orbital c and the localized one d
(see Fig. 1). Corresponding intradimer hopping parame-
ters are tc⊥ and t
d
⊥. A dimer is considered as a vertex of
the Bethe lattice with infinite coordination. For simplic-
ity we assume that hoppings along the Bethe lattice, tb,
is the same for both orbitals. Spatial correlations beyond
the dimer don’t exist because of the infinite coordination.
The Hamiltonian of the model above is
Hˆ = −tb
∑
〈λ,λ′〉σ
∑
αi
cˆ†λσαicˆλ′σαi +
∑
λ
HˆDimerλ , (1)
where l denotes a nearest-neighbour dimers, σ is a spin,
i = {0, 1} runs over sites within a dimer and α = {c, d}
is an orbital index. Therefore, the first term describes a
hopping of the electron between dimers with the ampli-
tude tb and the second term is responsible for the “local”
3(intra-dimer) interaction and can be written as
HˆDimerλ =
∑
σiα
tα⊥cˆ
†
λσαicˆλσαi¯ + U
∑
iα
nˆλ↑αinˆλ↓αi
+ U ′
∑
σi
nˆλσcinˆλσ¯di + (U
′ − J)
∑
σi
nˆλσcinˆλσdi
−J
∑
i
(cˆ†λ↓cicˆ
†
λ↑dicˆλ↓dicˆλ↑ci + cˆ
†
λ↑dicˆ
†
λ↓dicˆλ↑cicˆλ↓ci + h.c.).
(2)
The orbital differentiation (the first term) is caused by
the intradimer hopping parameters, tα⊥ and we do not
introduce crystal-field splittings (c-d). The intradimer
hopping can also be written in matrix notation
tloc =
(−tc⊥ 0
0 −td⊥
)
⊗ σx, (3)
where the Pauli matrix σx creates the off-diagonal entries
of the site-space. The local electron-electron interaction
at each site (the last terms in Eq. (2)) is modelled via
the Kanamori parametrization34, where U,U ′ are intra-
/inter- orbital Coulomb repulsions and J is the Hund’s
exchange coupling. We choose the interorbital Coulomb
interaction by cubic symmetry as U ′ = U − 2J .
The model is solved at finite temperatures ex-
actly using the cluster dynamical mean-field theory
(CDMFT)35–38 with a continuous-time quantum Monte-
Carlo impurity solver (CTHYB)39–41. The solver as well
as the CDMFT code have been written using the TRIQS
library42.
The dimer’s degrees of freedom of our auxiliary impu-
rity model contain two spins, two orbitals and two sites.
The Bethe lattice can be divided onto two equivalent sub-
lattices Λ and Λ¯, see Fig. 1. The CDMFT self-consistency
equation describes a particle of Λ fluctuating through its
environment Λ¯. Since we are interested in a solution of
a broken spin-symmetry, we apply the antiferromagnetic
condition for the construction of the Weiss field,
G−1σ (iωn) = (iωn + µ)1− tloc − t2bG−σ(iωn), (4)
where 1 is unit matrix, G(iωn) is the Weiss field and
G(iωn) is the local Green’s function, both are matrices
in spin, orbital, and site space. Note, that the antiferro-
magnetic order described by Eq. (4) exists between the
dimers (dimer-antiferromagnetism) and not within them.
To find CDMFT solutions of broken spin symmetry we
add a small external magnetic field to the Hamiltonian,
which is switched off after a few CDMFT iterations. It is
worth mentioning that there are also other interesting so-
lutions, which allow for the coexistence of insulating be-
haviour and ferromagnetism43, but the study of this part
of the phase diagram lies beyond scope of the present pa-
per. We also use a diagonal-basis of the site-space in the
blockstructure of the Green’s function (see below), and
thereby solutions of broken site symmetry within dimers
are excluded, i.e. the charge ordering within the dimers
was forbidden by construction.
The local Green’s function, which is needed to calcu-
late the chemical potential µ in course of the CDMFT
self-consistency, can be found using following equation:
G−1σ (iωn) = (iωn + µ)1− tloc − t2bG−σ(iωn)− Σσ(iωn).
(5)
This implicit equation has to be solved iteratively start-
ing with setting it equal to the impurity Green’s func-
tion of the last CDMFT cycle G(iωn) = g(iωn), which
is also the self-consistency condition for the CDMFT.
The self-energy is calculated via Dyson equation from
the impurity quantities Σ(iωn) = G−1(iωn) − g−1(iωn)
and initially is set to zero.
In order to make the quantum Monte-Carlo impurity
solver more efficient we use a standard unitary transfor-
mation on the site-space j ∈ {0, 1}:
ˆ˜cσαi = ΣiTij cˆσαj , T =
1√
2
(
1 1
1 −1
)
. (6)
transforming to the bonding (B)/antibonding (A) ba-
sis, labeled by i ∈ {A,B}, with corresponding cre-
ation/annihilation operators labeled by tilde. This trans-
formation diagonalizes the local Green’s function in site-
space and thereby also in all single-particle orbitals.
To sum up, even taking into account all constraints and
simplification there are still five parameters in our model
(U , J , tc⊥, t
d
⊥, tb). To reduce this number further we will
restrict ourselves by typical values met in real materi-
als. We choose two groups of compounds with the gen-
eral formulas Ba3MeTM2O9
44–48 and Re5TM2O12
49–51,
where Re is a rare-earth, TM is a transition metal ion,
Me is a rare-earth, alkali or transition metal ion. There
are dimers formed by two TMO6 octahedra in these two
classes of systems (sharing their faces in Ba3MeTM2O9
and edges in Re5TM2O12).
Typically TM ions are 4d metals such as Ru, Re, Mo,
and Os for which Hund’s exchange J ∼ 0.7eV and Hub-
bard U ∼ 4.5eV (i.e. U ′ ∼ 3eV)9. Therefore, we will fix
the screened Coulomb interaction and Hund’s exchange
to the values above. The hopping of the more localized
orbital is set to td⊥ = 0.2eV. The hopping parameters, t
c
⊥
and tb, will be varied in what follows. The density func-
tional theory suggests also typical values of the hopping
parameters in these materials: tc⊥ changes from 0.7 to
1.4eV, while td⊥ ∼ 0.2eV and tb ∼ 0.2eV52. One should
also note that the electron filling per dimer will be fixed
to the value of N = 3, i.e. 3/2-electrons per site. Addi-
tionally, we would like to remind that the AFM and PM
self-consistency conditions will be used over this study.
A. Atomic limit at T = 0
We start an analytic treatment of our model in the
atomic limit, where the hopping in the Bethe planes is
suppressed, i.e. tb = 0. There are two possible ground
states for the isolated dimer with N = 3 electrons and
two different orbitals c and d. The first state with one
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FIG. 2. (Color online) The density of states in the non-
interacting limit (i.e. U = J = 0), as a function of intra-
dimer hopping of the c-electrons tc⊥ and excitation energy ω.
Hopping within Bethe plane is chosen to be tb = t
d
⊥ = 0.2eV.
electron residing bonding c and other two electrons oc-
cupying d orbitals with the same spin will be referred
as double exchange (DE) configuration, since it maxi-
mizes total spin of the dimer. Another configuration,
called molecular-orbital (MO) state, is the state with
completely filled bonding c orbital and remaining elec-
tron distributed over localized d orbitals (the charge or-
dering is forbidden by construction, see Sec. II).
Neglecting quantum fluctuations one may approximate
these states by the following wave functions:
|MO〉 = cˆ†↑d0ˆ˜c
†
↑cB ˆ˜c
†
↓cB |0〉 ,
|DE〉 = cˆ†↑d0cˆ†↑d1ˆ˜c
†
↑cB |0〉 .
(7)
Here, we use the bonding-/antibonding basis only for the
c electrons, whereas the d electrons are described by the
site-localized basis and |0〉 is the vacuum state. The en-
ergies of the DE and MO states can be easily estimated if
one considers the density-density interactions of original
Hamiltonian (2). Since tc⊥  td⊥ we neglect it in the first
approximation. Thus, the energies of MO and DE states
are:
EMO =
11
4
U − 7
4
J − 2tc⊥,
EDE = 2U − 5J − tc⊥.
(8)
Then the critical t˜c⊥ for the transition from the MO to
DE configuration is
t˜c⊥ =
3U − 13J
4
, (9)
which gives t˜c⊥ = 1.1eV for our set of parameters (U =
4.5eV, J = 0.7eV).
B. Non-interacting regime
Fig. 2 presents the electronic structure in the non-
interacting regime. It is rather trivial and reminds the
simplified sketch shown in the right part of Fig. 1. The
density of states in this limit is a superposition of four
semicirculars with the individual bandwidth W = 4tb.
The bands, corresponding to the c (d) orbitals, are cen-
tered at the energies of ±tc⊥ (±td⊥) in a site representation
(see upper panel of Fig. 2). A site equivalence leads to an
overlay of the DOSes from different sites. Since, in our
consideration tc⊥ > t
d
⊥, the c bands are always further
away from the Fermi level then the d bands. One should
note that the Fermi level is not at the middle of the d
band since we are not at the half-filling (which would be
for N = 4).
The transformation of the non-interacting model to
the bonding-antibonding (BA) representation simplifies
drastically an examination of the DOS (see lower panel
of Fig. 2). For example, in the site representation the
band of c character at site 0 or 1 was located at −tc⊥
and +tc⊥. While, after BA transformation, there are two
bands (instead of two sites) of pure c bonding character
at −tc⊥ and c antibonding character at +tc⊥. Thus, in
ascending order, one have four bands of pure character:
c bonding (c,B), d bonding (d,B), d antibonding (d,A)
and c antibonding (c, A). The bonding and antibond-
ing states are separated by the 2tc⊥ − 4tb (2td⊥ − 4tb). If
tc⊥ > t
d
⊥+4tb, there is a gap between c (anti)bonding and
d (anti)bonding states. Additionally, if td⊥ > 2tb, there is
a small gap between bonding and antibonding states of
d character. Formation of these bands can be considered
as a local crystal field effect with the tc⊥ (t
d
⊥) playing a
role of a crystall field splitting.
Crystal fields are known to compete with the Hund’s
coupling. This leads to a number of very important phe-
nomena, such as, e.g., spin-state transitions8. Whereas
intra-atomic Hund’s exchange tends to the uniform or-
bital occupancy (strictly speaking this can be achieved
only at half-filling), the crystal field promotes orbital po-
larization, when some of the orbitals are less occupied
than others53. But contrary to the conventional crystal
field the formation of molecular orbitals also substan-
tially changes the interaction terms. In the next section
we discuss phase diagram of the two-plane Bethe lattice
for an intermediate situation, when both intradimer hop-
pings and interaction (given by U and J) strength are not
small.
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FIG. 3. (Color online) The magnetic moment of the dimer
〈Szdim〉 as a function of temperature T and intra-dimer hop-
ping of the c-orbitals tc⊥ for t
d
⊥ = tb = 0.2eV. The red and
green dashed lines mark the positions of local minima of the
spin and orbital correlations, respectively.
III. PHASE DIAGRAM
Previous studies of the two-plane Bethe lattice have
focused on the single orbital case. It was found to hold
not only the Mott and band insulators, but also a cor-
related mixed state with coherent and incoherent peaks
in the local density of states. Competition between in-
tra and interplane exchange interactions was shown to
affect the formation of the local moments.18,21,25 We will
demonstrate that substantial orbital differentiation due
to different interplane hoppings, tc⊥  td⊥, results not
only in a spin-state-like transition, but also in a strong
suppression of a long-range magnetic order in the critical
region.
Throughout this section we discuss results for fixed
tb = 0.2eV. Fig. 3 shows the phase diagram of our model.
There are three main regions. At low temperature and
for small tc⊥ we find the DE state with a total spin
Szdim = 3/2 (red part of the phase diagram). All dimers
are antiferromagnetically ordered, so that 〈Szdim〉 ∼ 3/2.
This DE state transforms into the MO state with the
total spin Szdim = 1/2 upon increasing intra-dimer hop-
ping tc⊥ (light blue part of the phase diagram). This
can be considered as a spin-state transition for the clus-
ter. The critical t˜c⊥ is close to the value obtained in the
atomic limit (see Sec. II A). At low temperatures dimers
in the MO phase are antiferromagnetically ordered and
〈Szdim〉 ∼ 1/2.
Increasing the temperature we get to the last region
with paramagnetic dimers (this phase can be again di-
vided according to
〈
S2dim
〉
in the DE or MO parts). In-
teresting is, however, the fact that the temperature de-
pendence of 〈Szdim〉 is very different in different parts of
the phase diagram. We see that the paramagnetic phase
appears at much lower temperatures in the critical region
of tc⊥ ∼ 1.05eV. The DE and MO states have different
quantum numbers (different total spins) and thus in the
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FIG. 4. (Color online) Occupations (top) and correlations
(bottom) of the single-particle orbitals across the tc⊥ driven
DE/MO transition at T = 0.02eV (left) and T = 0.02eV
(right). Nx is the integrated occupancy. Dashed lines mark
the tc⊥ of the correlation’s respective local minimum for the
spin (red)- and orbital (green)-correlations.
limit of isolated dimers (tb = 0) the transition between
them must be discontinuous at T = 0. Obviously, no
long-range magnetic order is possible in this situation.
However, fluctuations can result in a crossover. In this
crossover region the system becomes frustrated and the
paramagnetic phase is promoted by the competition of
the DE and MO states forming a hybrid state (HYB)
with properties that are distinct from both.
The integrated occupancies
Nσ =
∑
α∈{c,d}
∑
i∈{B,A}
n˜σαi, σ ∈ {↑, ↓},
Nα =
∑
σ∈{↑,↓}
∑
i∈{B,A}
n˜σαi, α ∈ {c, d},
Ni =
∑
σ∈{↑,↓}
∑
α∈{c,d}
nσαi, i ∈ {B,A},
(10)
are shown in Fig. 4 (top), it confirms our illustration
of the DE and MO states (Fig. 1). For low temper-
atures fluctuations are suppressed by the AFM order
and the integrated occupancy has a sharper crossover.
In fact the crossover region shows in proximity of its
boundaries local minima of the spin and orbital corre-
lations 〈δNxδNx¯〉 = 〈NxNx¯〉 − 〈Nx〉 〈Nx¯〉 with x =↑, ↓
and x = d, c, respectively. The physical reasoning be-
hind this is that the fluctuations are always very strong
in vicinity of phase transitions. The temperature depen-
dence of the 〈δNxδNx¯〉 minima are shown in Fig. 3 by
dashed lines.
The phase diagram shows, that both originate from
the DE/MO groundstate crossover, but their tempera-
ture dependence is very different. The spin correlation
minimum is very close to the critical temperature of the
DE state for all tc⊥. The decoupling of spins is much
stronger than that of the orbitals, which is rather inde-
pendent of the temperature. The comparison of the cor-
60.8 1.0 1.2 1.4
tc⊥[eV]
−1.0
−0.5
0.0
0.5
1.0
²˜[
eV
]
majority
0.8 1.0 1.2 1.4
tc⊥[eV]
minority
c, B
d,B
c,A
d,A
FIG. 5. (Color online) Renormalized quasiparticle bands of
the majority (left) and the minority (right) spin at T =
0.02eV. Bonding (b) and antibonding (a) combinations of
the atomic c and d orbitals. The renormalized bandwidths
are represented by the colored regions.
relations at different temperatures (Fig. 4 left and right)
shows, that also the magnitude of spin fluctuations of the
DE state depends strongly on the temperature whereas
the orbital fluctuations do not. The orbital fluctuations
are less temperature dependent because of a rather large
U ′ that suppresses them. In contrast the relatively small
J has the main impact on the spin fluctuations and there-
fore they set in at lower temperatures. A prominent fea-
ture of the ground state crossover is also the inversion of
the orbital polarization, that agrees with our estimated
critical value of t˜c⊥ in Section (II A)
In order to estimate the evolution of quasiparticles we
use the description of renormalized quasiparticle bands25.
The quasiparticle residue
Z−1 = 1− ∂ Re Σ(ω)
∂ω
∣∣∣
ω=0
(11)
renormalizes the non-interacting bandwidth W = 4tb to
W˜ = ZW (12)
and thereby the imaginary part of the self-energy Σ(iωn)
on Matsubara axis encodes the coherence of the quasi-
particles. Additionally, the real part of the self-energy
shifts the energies of the quasiparticles
˜ = Z
(
t˜loc − µ+ Re Σ(ω = 0)
)
(13)
One can see in Fig. 5 that far from the critical region
(tc⊥  1.05eV or tc⊥  1.05eV) both c and d states are
(mostly) shifted from the Fermi level (by strong bond-
antibonding splitting and by correlation effects). In con-
trast there appears three bands in the vicinity of the
Fermi level close to critical tc⊥, which favours frustration
effects.
In Fig. 3 we use the notion of a quantum critical (QC)
region for the low-temperature (T ∼ 0.02eV) paramag-
netic phase. It is critical in a sense, that the scattering
rates of all quasiparticles in proximity of the Fermi level
diverge, i.e. the quasiparticle residue and renormalized
bandwidth go to zero. The mechanism behind the forma-
tion of the paramagnetic insulator for 1eV < tc⊥ ≤ 1.1eV
is the divergence of self-energies in several orbitals. This
is distinct from interaction induced effective field split-
tings encoded in the real part of the self-energies and
reminiscent of the Mott-insulator. The QC region is
bounded from below. At low temperatures this criticality
is avoided by the quasiparticles as they leave the Fermi
level.
It is interesting that not only the realization of the dif-
ferent molecular spin-states (such as our DE and MO)
has been observed experimentally in dimerized materials
mentioned in Sec. II with general formula Ba3MeTM2O9
depending of the choice of Me44–46,48. Moreover, some of
these materials are characterized by a puzzling suppres-
sion of the long-range magnetic order and even a possible
realization of the quantum spin-liquid phase due to frus-
trations56–58.
IV. LATTICE EFFECT
The Bethe hopping parameter tb controls the embed-
ding of the correlated dimer into the lattice. The limits
of tb = 0 and tb →∞ correspond to isolated dimers and
disconnected Bethe lattices, respectively. The situation
of tb  tc⊥, corresponds to not yet disconnected dimers,
but “uncorrelated” ones with the charge concentrated on
the bonds rather than sites. This state corresponds to the
uncorrelated Peierls insulator. Apart from that tb con-
trols the strength of quantum fluctuations of the bath,
because it scales the hybridization for the corresponding
Anderson impurity model that CDMFT maps to.
In this section we pick three values of tc⊥ =
0.7eV, 1.05eV, 1.4eV as representatives of the DE, HYB
and MO states, respectively, at the temperature of T =
0.01eV and vary the Bethe-hopping tb for each of them.
The first part focuses on spin-polarized solutions and the
second on paramagnetic ones.
A. Dimer-antiferromagnetism
The upper panel of Fig. 6 shows the dimer-
magnetization 〈Szdim〉 (for simplicity we omit the g fac-
tor) at T = 0.01eV as a function of the Bethe hopping
parameter tb in three regimes: the antiferromagnetically
ordered DE (tc⊥ = 0.7eV) state, the crossover region
(tc⊥ = 1.05eV) and the antiferromagnetically ordered MO
(tc⊥ = 1.4eV) phase. One may see from this figure that
there is no net magnetization in the limit of very small tb
(< 0.1eV), which corresponds to nearly isolated dimers
as for tb = 0.1eV the single-particle gap of the d-orbital
opens up. In the region of intermediate tb both the DE
and MO solutions have nearly maximal 〈Szdim〉, 3/2 and
1/2 respectively. It is interesting that the tb range of the
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FIG. 6. (Color online) Top: Dimer-magnetization 〈Szdim〉
as function of the Bethe-hopping tb for the dimer hoppings
tc⊥ = 0.7eV (DE), 1.05eV (HYB), 1.4eV (MO) at T = 0.01eV.
At the crossover exists the spin freezing (SF) phenomenon
at certain tb. Filled and empty markers present insulat-
ing and metallic states, respectively. Metallicity is deter-
mined by analytical continuation using the maximum-entropy
method. Bottom: Squared total-spin of the dimer
〈
S2dim
〉
as
a function of the Bethe-hopping tb for the dimer hoppings
tc⊥ = 0.7eV, 1.05eV, 1.4eV at T = 0.01eV.
nonzero magnetization is smallest for tc⊥ = 1.05eV corre-
sponding to the HYB state of the crossover region. Here,
the fluctuations between the dimers are enhanced by the
competing MO and DE states and suppress long-range
magnetic order.
It is useful to compare upper and lower panels of Fig. 6,
where square of the total spin,
〈
S2dim
〉
, is plotted for the
same values of tc⊥. While 〈Szdim〉 measures ordered spin,〈
S2dim
〉
simply tells us what is the total spin of a configu-
ration. The square of the total spin (= S(S + 1)) for the
DE and MO states in the atomic limit and at T = 0 are
3.75 and 0.75. Comparing Figs. 6(top) and 6(bottom)
we, first make sure that two transitions for the MO so-
lution at tb = 0.1eV and 0.4 are due to transition to the
paramagnetic state, the total spin per the dimer is still
well defined even for tb < 0.1eV and tb > 0.4eV.
〈
S2dim
〉
for both the MO and DE solutions depend on tb only
weakly. Thus, the formation of spin order is not due to
local moment formation, it must be due to suppression
of their fluctuations.
Second, we see from Fig. 6 that an increase of tb sup-
presses the DE state and increases the MO contribution
in the crossover region (i.e. for tc⊥ = 1.05eV). Using
corresponding values of
〈
S2dim
〉
for these two states one
may estimate their contributions to the wavefunction for
arbitrary tb. If for tb = 0.1eV there is roughly 50/50 ra-
tio between weights of the DE and MO states, then for
tb = 0.35 we have ∼90% of the MO and only 10% of the
DE state. This can be rationalized by treating it with a
correction to the total energy of both states due to hop-
ping within Bethe lattice, i.e. tb, using the perturbation
theory.
We assume that the intra-dimer hopping tc⊥, Hubbard
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FIG. 7. (Color online) The dimer density of states for differ-
ent Bethe hoppings tb at T = 0.01 and t
c
⊥ = 1.05 obtained
via the stochastic optimization method59,60. Inset: The cor-
responding dimer magnetizations 〈Szdim〉.
U , and Hund’s exchange J are leading parameters. Then
the second order correction to the total energy due to
tb would be ∼ −t2b/δε, where δε is the energy difference
between excited and ground states. Clearly, the excited
energy for the MO state will be much smaller than for
the DE configuration, since the transfer of the d elec-
trons between two antiferromagnetically coupled dimers
in the MO state does not cost Hund’s exchange energy
(there are two electrons with opposite spin projections on
the bonding c orbitals in the MO state and transferring d
electrons between dimers we keep the number of electrons
(per site) with the same spin). Neglecting spin-flip and
pair-hopping terms for simplicity we get δεMO ∼ U/2.
The transfer of the c electrons in the MO configuration
is rather unfavorable, since it is possible only to antibond-
ing orbitals. In contrast one may transfer the c electrons
in the DE state, this gives δεDE ∼ U/2+J , while an elec-
tron hopping via d orbitals results in δεDE ∼ U + J/2 -
both much larger than energy of the excited state in the
MO configuration. This explains the gradual increase
of the MO weight and the decrease of
〈
S2dim
〉
in the
crossover region with increasing tb.
Third, there is a rather non-trivial evolution of both
〈Szdim〉 and
〈
S2dim
〉
with tb for t
c
⊥ = 0.7eV (i.e. nominally
for the DE solution). In particular for large tb (≥ 0.4eV)
we observe coexistence of two regimes: conventional in-
sulating DE solution with long-range magnetic ordering
and 〈Szdim〉 = 3/2, and the second one - metallic and
paramagnetic with suppressed
〈
S2dim
〉 ≈ 2. The value of〈
S2dim
〉
for the second solution is close to what one may
expect for the spin-triplet.
Fig. 7 shows the local density of states in the crossover
region with increase of tb. One can see that for tb = 0.4eV
our system is in a metallic state, characterized by a large
quasiparticle peak. Reducing tb we come to the broken
spin symmetry situation, where the peak becomes less
coherent (the width at half maximum height decreases),
and then eventually observe formation of a pseudo-gap
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FIG. 8. (Color online) Imaginary part of the self-energy
(solid) on Matsubara frequencies together with a power-law
low-frequency fit(dotted) for different tb, t
c
⊥ = 1.05eV and
T = 0.01eV. The fitted power is shown in the inset.
for tb = 0.33eV, which corresponds to a sudden increase
of the magnetization. The maximum of 〈Szdim〉 is ex-
ceeded at tb ≈ 0.24eV, where the pseudo-gap transforms
to a real gap. A further decrease of tb results in a tran-
sition to the paramagnetic state, which is accompanied
by a modification of the spectral function. In particular
for tb = 0.24eV there is a sharp edge for electron excita-
tions, while for tb = 0.1eV we have a sharp edge for hole
excitations.
In Fig. 8 we focus on the incoherent metal with local
moments of 0.33eV < tb < 0.4eV and identify the under-
lying mechanism of spin-freezing which has been found
in a previous single site DMFT multiorbital study at in-
teger filling54,55,61 and is a property of Hund’s metals. It
is a non-Fermi liquid described by the constant spin-spin
correlation function at long times and a strong enhance-
ment of the local susceptibility62. It has been pointed
out that the ground state degeneracy seems to be an im-
portant component of spin-freezing. We can confirm that
as our model shows the feature only in proximity of the
ground state crossover. The self-energy of that phase
is non-Fermi-liquid-like, but still the system is metallic
in the freezing process. Since electrons scatter at the
frozen moments, the self-energy shows power-law behav-
ior Σ(iωn → 0) = (iωn)α with α < 1 and can be fit with
a quantum critical crossover function
− Im Σ(ωn)/t = C +A(ωn/t)α. (14)
A minimal exponent of α = 0.5 was found at the critical
point in the original study.61 At the magnetization jump,
i.e. tb = 0.34eV, we also find a drop in α leading to a
value α ≈ 0.5.
B. Spectral properties
Albeit a paramagnetic solution may be only
metastable, one can enforce it to enhance scattering pro-
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FIG. 9. (Color online) Partial DOSes in BA representation as
a function of intradimer hopping, tc⊥, and Bethe hopping, tb,
parameters (rows and columns, respectively). The fixed pa-
rameters are: U = 4.5eV, J = 0.7eV, td⊥ = 0.2eV, T = 0.01eV
and paramagnetism is enforced. Obtained by the Maximum
Entropy method.
cesses and thereby also amplify the electronic correla-
tions. Thus, the paramagnetic solution is a tool to in-
vestigate ordering mechanisms and quasiparticles, whose
diverging scattering rates eventually lead to a symmetry-
broken solution.
Fig. 9 presents partial DOSes in the BA representa-
tion for various values of the intradimer hopping of the
c electrons, tc⊥, and the Bethe hopping, tb, that con-
trols the bandwidth of non-interacting states. The most
comprehensible is the MO state with tc⊥ = 1.4eV and
tb = 0.1eV (the lower-right part of the Fig. 9). At these
values of parameters, the bonding and antibonding c or-
bitals are almost completely occupied (n(c,B) = 1.78)
and empty (n(c,A) = 0.2), respectively, and can be in-
tegrated out. Therefore, one deals with a single elec-
tron in the double band model with crystal field splitting
defined by 2td⊥ = 0.4eV
63. Such a large value of the
crystal field splitting in comparison to the bandwidth,
W = 4tb = 0.4eV, results in a further lifting of the degen-
eracy, and finally, one has a conventional Mott-Hubbard
single band insulator, which occurs for the (d,B) orbital.
By increasing tb (from bottom to top, right column of
Fig. 9) this insulating state evaluates to a single band
metal (tb = 0.2eV) and further to a three band metal at
tb = 0.4eV. The latter happens due to such factor as
bandwidth increasing of (c,B) and (d,A) states and its
touching of the Fermi level (see lower panel of Fig. 10).
One should note that the (c, A) state remains empty at
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FIG. 10. (Color online) Quasiparticle residues Z and renor-
malized quasiparticle bands (˜,W˜) as function of the Bethe-
hopping tb. The renormalized quasiparticle bands vanish
if Z ≈ 0. The shaded area depicts insulating phases
determined by analytical continuation (maximum entropy
method). Paramagnetism is enforced, T = 0.01.
all values of the Bethe hopping. This picture of the insu-
lator to metal transition is confirmed by the renormalized
quasiparticle bands, (˜,W˜), and the quasiparticle residue
Z, shown in Fig. 10 (lower panel). The energetic order
of the bands is determined by tloc, i.e. bonding orbitals
are lower than antibonding and the c orbital is lower
than the d orbital. At small values of tb, all renormalized
bands except (d,B) are placed far from the Fermi level.
The corresponding quasiparticle residue, Z(d,B), is close
to zero. At tb >0.2 eV Z(d,B) is increased and system
becomes a correlated metal.
The spectral function of the DE state (lower-left part of
the Fig. 9) is also consistent with the atomic picture. The
(d,B) and (d,A) states are occupied with one electron
per spin-orbital, n(d,B) = n(d,A) = 1, that is equivalent
to a single electron occupation of site centered orbitals.
The remaining electron is on the (c,B) state (antibond-
ing part is completely empty). The Coulomb interaction
leads to a gap opening for these states in different ways.
Although the QP bands for all these orbitals are away
from the Fermi level (see upper panel of the Fig. 10), the
quasiparticle residues behave differently for (c,B) and
(d,B),(d,A) states. Z(c,B) goes to zero at small values of
tb while the larger tb they have finite values. It results in
the orbital selective Mott transition at increased values of
tb = 0.3eV. A further increase of tb closes the gap in the
(c,B) spectral function. One should note that the over-
all quasiparticle residues of the DE solution are smaller
then its MO counterparts indicating stronger electronic
correlations in this regime.
The hybrid state, tc⊥ = 1.05eV, has an even stronger
quasiparticle renormalization for all orbitals than the DE
state. The (c,B), (d,B) and (d,A) quasiparticle residues
go to zero approximately at tb = 0.25eV. This is related
to the quantum critical region, that we have discussed in
the context of Fig. 3. It results in the metal to insulator
transition and gap opening in the corresponding spectral
functions, see Fig. 9.
It is interesting to note that a critical value of the Bethe
hopping, t∗b decreases with the increase of the intradimer
hopping parameter tc⊥. In the MO case there is only one
active electron, which leads to an increased value of the
critical Coulomb interaction for the multiband model28,
that also corresponds to a decreased value of tb. With
the decrease of the intradimer hopping, tc⊥, all of the
electrons have to be regarded for a description of the
model. Therefore, the effective number of electrons is
raised, that results in the decreased value of the Coulomb
interaction parameter, or increased value of the critical
Bethe lattice hopping, tb.
V. CONCLUSIONS
We have studied the molecule formation of 3/8-filled
multiorbital dimers in solids as a consequence of the
alignment of the octrahdra that form the ligands of the
transition metal oxides and its impact on the dimer-
antiferromagnetic order. We have chosen the parame-
ters motivated by density functional calculations on the
materials Ba3YRu2O9 and Y5Mo2O12 as representatives
for the DE and MO states, respectively. They differ
by the overlap of the c electrons tc⊥. The estimated
condition separating these two states was found to be
t˜c⊥ = (3U − 13J)/4.
Close to that parameter the lattice of such dimers is
in a strongly correlated state, that shows a paramagnetic
region that is extended with respect to temperature and
thereby the suppression of AFM order. It exhibits elec-
trons with strongly renormalized masses in both orbitals
(c and d) and separates orbital decoupling from spin de-
coupling. Both decouplings originate from the dimer-
groundstate crossover of t˜c⊥. Furthermore, the long-range
spin order is more sensitive to temperature fluctuations
than the orbital order and that renders the MO state
more stable against temperature fluctuations.
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Correlation effects could be induced by the change of
the electron’s itineracy within the Bethe-planes (tb) as it
promotes quantum fluctuations from the lattice on the
dimers. We explain the larger stability of the AFM or-
der in the MO configuration with the exchange energy
t2b/(U/2) of the d electrons as opposed to the exchange en-
ergy of the DE state, i.e. t2b/(U/2+J) for the c electrons.
The competition of the DE and MO states causes the for-
mation of a new hybrid state, that exhibits qualitatively
new features, e.g. an incoherent metallic spin-polarized
state with a non-Fermi liquid self-energy corresponding
to the spin-freezing phenomenon.
We used the cluster DMFT to study the correlation
enhanced enforced paramagnetic calculations that un-
veiled the orbital-selectiveness of the DE state – typi-
cal for Hund’s physics. The MO state shows correlation
features, but the metal to insulator transition is rather
of Peierls-type. Finally the hybrid state has a metal in-
sulator transition involving the renormalization of all d
and the bonding c states around the same value of the
Bethe lattice hopping emphasizing the large impact of
competing interactions on the electronic correlations.
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