Abstract. Using Toruńczyk's charaterization theorem, we show that the space C B (X, Y ) of bounded continuous mappings from X into Y is a topological manifold modelled on the Hilbert space of weight 2 ℵ0 , with respect to the topology of uniform convergence, under the following three assumptions: (1) X is a noncompact, separable and metrizable space, (2) Y is a complete metric space which is an ANRU (ANR in uniform sense), (3) the components of Y have diameters bounded away from zero (compact polyhedra satisfy these assumptions (2) and (3) for Y ). The assumptions (2) and (3) can be replaced by "Y is a connected complete Riemannian manifold".
Introduction
When studying the topology of function spaces, considering their "infinite-dimensional" nature, we may well ask whether their local structure is similar to that of Hilbert spaces or Banach spaces. From the topological viewpoint, it is well known that all separable Fréchet spaces (i.e., completely metrizable, locally convex real topological vector spaces) are mutually homeomorphic [1, 4, 8] . By the characterization result of Toruńczyk [14] (cf. [15] ), this assertion is known to be true even for non-separable Fréchet spaces with the same weight. Therefore, if a Fréchet space X is of weight τ , the space X has the same topological type as the Hilbert space ℓ 2 (τ ) of weight τ . Thus we may expect that many function spaces are locally homeomorphic to the Hilbert space ℓ 2 (τ ) for some τ . Such spaces are known as topological Hilbert manifolds, which will hereafter be referred to as ℓ 2 (τ )-manifolds. Also using the Toruńczyk's result, various types of function spaces are known to be ℓ 2 -manifolds (here ℓ 2 means the separable Hilbert space ℓ 2 (ℵ 0 )). For example, the function space C(X, Y ) of all continuous mappings from an infinite compact metrizable space X into a separable completely metrizable ANR Y with no isolated points, endowed with the topology of uniform convergence, is an ℓ 2 -manifold [13] . We consider the case where X is noncompact (excluding the compact case) and establish a corresponding result for this case, where the function space is non-separable. Notice that the topology of uniform convergence is induced by the sup-metric. To make the sup-metric on the function space well-defined, we fix a complete metric d on Y and consider the function space of bounded continuous mappings with regard to d, denoted by C B (X, Y ).
1
In the application of Toruńczyk's characterization, the difficulty often lies in the problem whether the space considered is an ANR. To avoid this problem, we make an assumption that the metric space (Y, d) is an ANRU, which is a uniform version of ANR. This notion is metricdependent, and roughly speaking, obtained by replacing all of "continuous mappings" and "neighborhoods" with uniform ones in the usual definition of ANR (the pricise definition will be given in §2.2). The assumption does not seem to be too strong; for example, all compact polyhedra as well as Euclidean spaces with (a metric uniformly equivalent to) the Euclidean metric are ANRU's. Now the main theorem of this paper can be stated: This theorem will be proved in §3. This theorem is also interpreted as a generalization of the fact that the space C B (X, R) is a Banach space of weight 2 ℵ 0 , which is homeomorphic to ℓ 2 (2 ℵ 0 ), for a noncompact metrizable space X. To the best of our knowledge, this is the first non-trivial example of function spaces that are non-separable Hilbert manifolds. As a corollary, we have the following: The case (a) of this corollary follows from Theorem 1.1 and basic properties of ANRU; this will be seen in §2.2. The proof of case (b) will be in §4. This corollary can be stated in a more generalized form (Corollary 3.12). However, the cases (a) and (b) in Corollary 1.2 seem to be important representatives.
To prove the above theorem, according to Toruńczyk's characterization, we have to show that C B (X, Y ) has a certain general position property. This constitutes the main part of this paper ( §3.3).
The sup-metric is defined only for bounded mappings. However, the topology of uniform convergence can be defined on the whole space C(X, Y ) of continuous mappings, considering {g ; sup x∈X d(f (x), g(x)) < ε}, ε > 0, as a neighborhood base at f . Clearly this topology agrees with the one induced by the sup-metric on C B (X, Y ).
The following is derived from Theorem 1.1 by a simple observation in §2. The author expresses his deep gratitude to Professors T. Tsuboi and K. Sakai for their invaluable help during the preparation of this paper. He would like to thank Professor K. Sakai also for a careful reading of the manuscript and Professor D. Gauld for useful comments. He also thanks K. Mine for a useful discussion for Appendix in this paper and S. Saito for pointing out many grammatical errors in the manuscript.
Preliminaries
2.1. Basic terminology. In this paper, spaces are assumed to be Hausdorff. By mappings we mean continuous mappings. When the continuity is not assumed, we use the term function. Vector spaces are always real vector spaces. We denote by I = [0, 1] the unit closed interval and by N = {1, 2, . . .} the set of all positive integers. For sets A, B, by B
A we denote the set of all functions from A into B. For a space X and a subset A of X, the closure, interior and boundary of A in X are denoted by Cl A, Int A and Bd A, respectively.
Let X, Y be spaces. We denote by C(X, Y ) the set of all (continuous)
denotes the subset of C(X, Y ) consisting of all bounded mappings with respect to d. Unless otherwise specified, C B (X, Y ) is considered as a metric space with the sup-
For families A, B of subsets of a set X, A < B means that A is a refinement of B, that is, every member of A is contained in some member of B. For a subset S of X, we write st(S, A) = {A ∈ A ; A ∩ S = ∅}. Let Y be another set. We say that f, g ∈ X Y are A-close if {{f (y), g(y)} ; y ∈ Y } < A.
A subset {p λ ; λ ∈ Λ} of X, which is indexed by Λ in such a way that λ → p λ is injective, is called a discrete subset if the family {{p λ }} λ∈Λ of singletons is a discrete family in X. In other words, {p λ ; λ ∈ Λ} is discrete if and only if for every x ∈ X there is a neighborhood V of x such that p λ ∈ V for at most one λ ∈ Λ.
Let (X, d) be a metric space. For x ∈ X and r > 0, B(x, r) and B(x, r) denote the open ball and the closed ball about x of radius r, respectively. For A ⊂ X and r > 0, we define N(A, r)
. Product spaces are assumed to have this metric, and by this metric, we define the uniformly continuity of mapping from or into product spaces and their subspaces.
We prepare basic notations concerning simplicial complexes for later use. By a simplicial complex K we mean a family of simplexes (here simplexes are assumed to be nonempty, i.e., of dimension ≧ 0) in a fixed vector space E, closed under taking faces and intersecting in their faces. The polyhedron of K, denoted by |K|, is equal to the union K (⊂ E) as a set and given the Whitehead weak topology, unless otherwise specified. The barycentric subdivision of K is denoted by Sd K and Sd n K = Sd(Sd n−1 K) is the n-th barycentric subdivision. A zero-dimensional simplex {v} in a simplicial complex K is called a vertex of K, often identified with the point v ∈ |K|. We denote the set of all vertices by K (0) , which is regarded as a subset of |K|.
Preliminaries on ANRU.
We introduce a uniform version of the notions of ANE and ANR, namely ANEU and ANRU, but there seems to be several possible definitions for such notions different from each other. In any case, we require that mappings be uniformly continuous, neighborhoods uniform (that is, contain the ε-neighborhood for some ε > 0, if metric spaces are concerned). According to Isbell [7] , which seems to have given the first for this kind of notion, all spaces are uniform spaces and embeddings (or subspaces) are not assumed to be closed. 2 On the other hand, according to Nguyen To Nhu [11] , each space is assumed to have a fixed metric, and embeddings are assumed to be closed and isometric. For our purpose, because we mainly work with metric spaces, it seems better to adopt the latter definition. Namely, we define as follows: Definition 2.1 (ANEU). A metric space X is an ANEU if, for every uniformly continuous mapping f : A −→ X from a closed set A in a metric space Y , there exist ε > 0 and a uniformly continuous extensioñ f : N(A, ε) −→ X of f over the ε-neighborhood of A in Y .
Definition 2.2 (ANRU)
. A metric space X is an ANRU if, for every isometric closed embedding i : X −→ Y into another metric space Y , there exist ε > 0 and a uniformly continuous retraction r :
We may introduce AEU and ARU in the same way, but these notions are not needed later. Notice that every ANEU is an ANRU. We see that every ANRU is an ANR (forgetting a metric) from the following: Theorem 2.3 (Arens-Eells [2] , for a shorter proof, Michael [9] ). Every metric space can be embedded isometrically into a normed space as a closed subset.
Indeed, since every normed space is an AE, it follows that an ANRU is an ANE, hence an ANR. However, in fact, we can show that ANEU and ANRU are equivalent properties, 3 which seems to indicate that the notion of ANRU works well:
) is an ANRU if and only if it is an ANEU.
We need only the notion of ANRU and do not need ANEU for the proof of the main theorem. However, we include the proof of Proposition 2.4 in Appendix of this paper, since this equivalence implies the uniform invariance of the notion of ANRU:
2 For example, in Isbell's terminology, the statement "a uniform space X is an ANRU" means that if X is a subspace (not necessarily closed) of another uniform space Y , then there is a uniformly continuous retraction from a uniform neighborhood of X onto X and, as a result (if Y is normal), X is closed in Y .
3 Unfortunately, AEU and ARU are not equivalent. The real line R with the usual metric is an ARU but not an AEU. See Nguyen To Nhu [12] .
Indeed, it is clear from the definition that the ANEU property is invariant under uniform equivalences (note that it is not so clear for ANRU). Then, by Propostion 2.4, this corollary follows. Here we can show that Theorem 1.1 implies Corollary 1.3.
Proof of "Theorem 1.1 ⇒ Corollary 1.3". If we set
Now we shall give examples of ANRU's. A uniform complex is the polyhedron of a (specified) simplicial complex K, endowed with the metric d(x, y) = sup
where x(v), y(v) denote the barycentric coordinates of x, y, respectively. 4 Notice that the topology induced by this metric is different from the Whitehead weak topology unless K is locally finite. The following fact is known: Proposition 2.6 (Isbell [6] , Theorem 1.9). Every finite-dimensional uniform complex is an ANRU.
Then we can derive the case (a) of Corollary 1.2 from Theorem 1.1.
Proof of "Theorem 1.1 ⇒ Corollary 1.2 (a)". Let Y be a compact polyhedron. It has a compatible metric which is unique up to uniform equivalence by the compactness. Then it follows from Corollary 2.5 and Proposition 2.6 that Y is an ANRU. Finally notice that Y has only a finite number of components.
Euclidean space R n , with the usual triangulation (first subdivide the space by unit cubes and triangulate their faces inductively, in order of increasing dimension, without introducing new vertices), is an example of a uniform complex. As a uniform complex, R n has a metric uniformly equivalent to the usual one. This means, by Corollary 2.5 and Proposition 2.6, that Euclidean space R n with the usual metric is an ANRU (here we can conclude from Theorem 1.1 also that C B (X, R n ) 4 The barycentric coordinate x(v) of x ∈ |K| at a vertex v ∈ K (0) is defined as follows: let σ be a (unique) simplex of K that contains x as an interior point and let v 0 , . . . , v n be the vertices of σ. Then x(v 0 ), . . . , x(v n ) are defined as positive
is an ℓ 2 (2 ℵ 0 )-manifold for every separable noncompact metrizable X, but this is finally included in the case (b) of Corollary 1.2).
Of course, we have a stronger assertion that R n is an ANRU with respect to any metric uniformly equivalent to the usual one, especially with respect to any norm. Any compact triangulable manifold with a fixed metric is also an ANRU.
Example 2.7. Let i : R −→ R 2 be a closed embedding defined by
Let us consider the metric ρ(x, y) = i(x) − i(y) on R, where · denotes Euclidean norm. Then (R, ρ) is not an ANRU. We note the following:
Lemma 2.9. For every modulus δ, there exists a continuous, strictly monotone modulus
Characterization of ℓ
2 (τ )-manifolds by Toruńczyk. Let τ be an infinite cardinal and Γ a discrete space of cardinality τ . We denote by ℓ 2 (τ ) the Hilbert space whose complete orthonormal system consists of τ vectors, or equivalently, of weight τ :
A metrizable space X is an ℓ 2 (τ )-manifold if every point of X has an open neighborhood homeomorphic to some open set in ℓ 2 (τ ). The characterization of ℓ 2 (τ )-manifolds obtained by Toruńczyk is the main ingredient of this paper. To state this theorem, it seems to be convenient to introduce the following notion. A mapping f : X −→ Y is approximable by a mapping g satisfying a property P if for every open covering U of Y there exists a mapping g : X −→ Y satisfying P and U-close to f . Theorem 2.10 (Toruńczyk [14] , cf. [15] ). Let τ be an infinite cardinal and Γ a discrete space of cardinality τ . The space X is an ℓ
(τ )-manifold if and only if it satisfies the following conditions:
a) X is a completely metrizable ANR of weight τ .
b)
For each n ∈ N, every mapping from I n × Γ into X is approximable by a mapping g for which the family {g(I n × {γ})} γ∈Γ is discrete in X. c) For each sequence {K n } n∈N of finite-dimensional simplicial complexes with the cardinality of vertices ≦ τ , every mapping from the topological sum n∈N |K n | into X is approximable by a mapping g for which the family {g(|K n |)} n∈N is discrete in X.
The following lemma is well-known and often used to handle this kind of approximation: 
Discrete approximation in the function space
In this section, we fix spaces X and Y as in the hypothesis of Theorem 1.1; X is a separable metrizable noncompact space and (Y, d) is a separable complete ANRU ( §2.2) with inf C∈π 0 (Y ) diam C > 0. We denote the function space C B (X, Y ) by F for brevity. Let Γ be the set of all sequences whose values are in {0, 1}, that is, Γ = {0, 1} N .
3.1.
Basic remarks on the function space. Here we show that the function space F satisfies the condition (a) of the Characterization Theorem 2.10 for τ = 2 ℵ 0 . Note that X is assumed to be noncompact. The following are clear.
The space X has a countable discrete set.
As regards the weight of F, we can show the following: Proof. There exists a countable discrete subset {p n ; n ∈ N} of X by Lemma 3.2. By the assumption on Y , the space Y has a nontrivial path-component, that is, there is a path ℓ :
For each γ ∈ Γ, by Tietze's extension theorem, we have a mapping
This shows that the weight of F is at least 2 ℵ 0 . To show that the weight is actually 2 ℵ 0 , fix a dense set {x n ; n ∈ N} in X and a dense set {y n ; n ∈ N} in Y . Further fix f 0 ∈ F. For σ : N −→ N and m ∈ N, let f σ,m be an element of the set
if this set is nonempty, otherwise f 0 . Then the set {f σ,m ; σ ∈ N N , m ∈ N} is dense in F. This shows that the weight is not greater than 2
Since Y is an ANRU, we have the following:
Proof. We can take an isometric closed embedding Y ֒−→ E into a normed space E by Theorem 2.3. This embedding induces an isometric closed embedding
is a Banach space and hence is an AE. It suffices to show that F is a neighborhood retract of
) is an ANRU, for a small ε > 0, there exists a uniformly continuous retraction r :
is well-defined (i.e., r • g is always bounded). The uniform continuity of r shows that r * is a continuous retraction onto F.
The condition (a) in Theorem 2.10, for τ = 2 ℵ 0 , has been now verified. Remark 3.5. As in the proof of Lemma 3.4, we can take a normed space (E, · ) containing Y as a closed set, positive number ε 0 , uniformly continuous retraction r : N(Y, ε 0 ) −→ Y and a modulus δ 0 satisfying the following:
• the metric d of Y is the same as the one induced from E,
Preliminary lemmas for discrete approximations.
Recall that a family {f λ } λ∈Λ of mappings from a space Z into a metric space (T, ρ) is called equicontinuous if for every ε > 0 and z ∈ Z, there exists a neighborhood U of z such that if
We introduce a notation to state the next lemma. If F : Z −→ F is a function into F, we denote byF :
Lemma 3.6. Let ε 0 , δ 0 as in Remark 3.5 and Z a space, ε : Z −→ (0, ε 0 ) a continuous function. Let D = {x n ; n ∈ N} be a discrete subset of X and {U n } n∈N a discrete open collection with x n ∈ U n (n ∈ N). Suppose that a mapping F : Z −→ F, and equicontinuous family
Then there exists a mapping
Proof. Using a continuous function β : X −→ I with β| D = 1 and β| X\U = 0, we define a function
This is a well-defined function, since for n ∈ N and z ∈ Z we have
Note that certainly F ′′ (z) belongs to C B (X, N) in the above definition. To see the continuity of F ′ , it suffices to show that F ′′ is continuous.
Indeed, F ′ is equal to the composition
To see the continuity of F ′′ , let z, z ′ ∈ Z and x ∈ X. First suppose that x ∈ U n for some n ∈ N. Then we have
On the other hand, if x / ∈ U n for every n ∈ N, we have
Combining these inequalities and the equicontinuity of {γ n } n∈N , we conclude that F ′′ is continuous. Therefore,
we have, if x ∈ U n then for every t, t ′ ∈ I and z ∈ Z,
which completes the proof.
For s > 0, we say that a subset S ⊂ Y is s-discrete if for every two distinct points p, q ∈ S we have d(p, q) ≧ s. Let us consider the following conditions P 1 (B, R, ε), P 2 (B, R, ε) for B, R ⊂ Y , ε > 0:
• P 1 (B, R, ε) : B ∩ R = ∅ and B ∪ R is ε/4 -discrete.
• P 2 (B, R, ε) : N(B, ε) = N(R, ε) = Y. We shall prove the following:
Using this lemma inductively, we have the following corollary:
Corollary 3.8. There exist ε 1 > 0 and sequences
It may be helpful to think of the elements of B(i) and R(i) as "blue points" and "red points", respectively.
Proof of Lemma 3.7. Let B
′ ⊂ Y be a maximal subset satisfying
(Note that B ′ = B certainly satisfies these conditions.) Then by the maximality,
Then we have 
which proves the claim. Let R ′ ⊂ Y be a maximal subset satisfying
(Note that R ′ = R certainly satisfies these conditions.) Then by an argument similar to the above, we have
3.3.
Proof of the discrete approximation. We shall show that the function space F satisfies the conditions (b) and (c) in Characterization Theorem 2.10. These two conditions will be verified at the same time.
In fact, we prove the following assertion: 
First we verify that Lemma 3.10 implies Proposition 3.9.
Proof of "Lemma 3.10 ⇒ Proposition 3.9". By Lemma 2.11, it suffices to show that condition (ii) of Lemma 3.10 implies the discreteness of
If {g γ (|K γ |)} γ∈Γ is not discrete, there are F 0 ∈ F, a sequence {γ j } j∈N in Γ with γ j = γ j+1 (j ∈ N), and p j ∈ |K γ j | (j ∈ N) such that g γ j (p j ) → F 0 as j → ∞. Let f j = f γ j and g j = g γ j . Then by (ii), for each j ∈ N one of the following holds:
Therefore, taking a suitable subsequence, we may assume that δαf j (p j ) → 0, and hence αf j (p j ) → 0 (notice that δ is a modulus). Now by (i) we
Before proving Lemma 3.10, recall the following: Lemma 3.11 (Whitehead [16] 
Proof of Lemma 3.10 . Fix a discrete subset
of X which is indexed by j, β, ρ. We also fix a discrete open collection {U (1)
Regarding Y as a closed set in a normed space (E, · ), take ε 0 > 0, uniformly continuous retraction r : N = N(Y, ε 0 ) −→ Y and a modulus δ 0 as in Remark 3.5. Namely, r * :
Taking Lemma 2.9 into consideration, we may further assume the following: Let α : F −→ (0, ε 0 ) be a continuous function, {K γ } γ∈Γ a family of simplicial complexes, and γ∈Γ f γ :
γ∈Γ |K γ | −→ F a mapping. We shall show that there exists a mapping γ∈Γ g γ :
Recall that simplicial complexes are assumed to have the Whitehead weak topology( §2.1).
(
To simplify the notation, we let
. By replacing each K γ (γ ∈ Γ) by a suitable subdivision, we may assume that (10) there exists
and further that, writing
We fix γ ∈ Γ for a while and show that such a subdivision exists. To avoid confusion, we write K γ for the simplicial complexes given at the beginning. In what follows, we will subdivide K γ into K γ satisfying (10), (11) and (12) . Let U be the open covering of | K γ | defined by
where B F,
stands for an open ball in F. It is easy to see that the above definition certainly gives a covering of | K γ |. By using Lemma 3.11, we have a subdivision L γ of K γ such that
Then the requirement (10) is satisfied. To see
γ and p, q ∈ C v γ . Then by (13) there exists t > 0 such that α γ (p), α γ (q) ∈ (t, 2t). Then α γ (q)/α γ (p) < 2t/t = 2, which means
To see (12) , let v ∈ L
γ and p, q, r ∈ C v γ . Then by (13) there exist t > 0 and F ∈ F such that (14) α γ (r), δ 2 0 α(F ) ∈ (t, 2t) and
It follows from (14) and (15) that
Since p, q, r ∈ C v γ are arbitrary, we have the assertion (12). We still fix γ ∈ Γ and let L 
where p(v) denotes the barycentric coordinate of p at v. This metric gives a topology of |K γ | not stronger than the original Whitehead weak topology. We note that (18) if θ ∈ N ∪ {0} and w = w (16), we observe that
As regards the relation between
γ ), we easily see the following:
If there exists a simplex σ in L γ such that v is a vertex of σ and w is the barycenter of σ, then N(
γ , which is positive by virtue of (11) . Then define µ 
For each θ ∈ N ∪ {0}, we define a function ϕ
We notice the following: For each γ ∈ Γ, j ∈ N and β, ρ ∈ N ∪ {0}, we define a mapping h β,ρ γ,j : |K γ | −→ E. We fix γ, j, β and ρ. For brevity, we writef
If γ(j) = 0, we proceed as follows. In this case, we do not use ρ but we use β throughout the construction of h β,ρ γ,j . Take any 
By (30) and (26) ).
by (31) and (25).
in the same way as (29) in Case 1. We define a mapping h
Then by (34), for p ∈ |K γ |,
, which is the same inequality as (32). If we definef 0 + h β,ρ γ,j : |K γ | −→ E using the addition in E,
We have defined h β,ρ γ,j : |K γ | −→ E for every γ ∈ Γ, j ∈ N and β, ρ ∈ N ∪ {0}. Now we claim the following. (1), β,ρ∈N∪{0} separately. Since the latter family is treated similarly, we prove only the equicontunuity of the former. Take any point p ∈ |K γ |. It suffices to show the equicontinuity at the point p with respect to the metric d defined in (17) . In view of the definition (31), it suffices to consider the case d(p, D γ (β)) ≦ 1/2 only. 8 Then there exists (unique) (29) and (24), we have
by the definition (31). Then by
h β,ρ γ,j (p ′ ) − h β,ρ γ,j (p) = h β,ρ γ,j (p) = ϕ β γ (p) b w γ −f 0 (p) ≦ ϕ β γ (p)α γ (p) = (1 − 2d(p, D w γ ))α γ (p).
Now, making use of the assumption that
Combining this with the above inequality, we have
Therefore, by the assumption (6), we have ) that are chosen when we defined h β,ρ γ,j . Then we have h
where the last inequality follows from (29). Again by the assumption (6), we have
The inequalities (38) and (39) shows that the family {h β,ρ γ,j } j∈γ −1 (0), β,ρ∈N∪{0} is equicontinuous at p ∈ |K γ |. The proof of Claim 3 is complete.
We define g
: |K γ | −→ Y and the addition is performed in E. By (36) and (6), we have h
γ,j is well-defined. Since r is a uniformly continuous retraction onto Y , from Claim 3 we conclude that
Then from (32), (36) and (5), By Lemma 3.6, (41) and (42), for each γ ∈ Γ there exists a mapping g γ :
The above inequality (46) means that the condition (i) is satisfied. In the rest of the proof, we show that the condition (ii) is also satisfied.
Let γ = γ ′ ∈ Γ, p ∈ |K γ | and p ′ ∈ |K γ ′ |. We may assume that γ(j 0 ) = 0 and γ ′ (j 0 ) = 1 for some j 0 ∈ N. By (19), there exist β 0 , ρ 0 ∈ N ∪ {0}, w 0 ∈ W β 0 γ and w
Furthermore by (43) and (44) ( (2) and (3) we have
On the other hand, by (11), we have
γ ′ . Then, by using (47)-(51), (23), (21) as well as (8) (to exchange δ 0 and infimum), we have the following:
By (9), this inequality means
This show that the condition (ii) is satisfied. The proof is complete.
This lemma implies Proposition 3.9, as is seen before. Then it follows that the function space F satisfies the conditions (b) and (c).
3.4. Conclusion. We have verified that F satisfies the conditions (a), (b), (c) in Theorem 2. 10 ((a) in  §3.1, (b) and (c) in  §3.3) .
Proof of Theorem 1.1. Since F = C B (X, Y ) satisfies the conditions (a), (b) and (c) in Theorem 2.10, we can conclude that
As we saw in §2. • {Y i } i∈N is an increasing sequence of complete ANRU's, • For each i ∈ N, the diameters of the path-components of Y i are bounded away from zero,
Proof. We consider C B (X, Y i ) as a subset of C B (X, Y i+1 ). By the first two assumptions for {Y i } and Theorem 1.1,
. Thus, we have the conclusion. Remark 3.14. In Example 3.13, C B (X, Y ) is an ℓ 2 (2 ℵ 0 )-manifold for every separable noncompact metrizable space X. However, if X = N ⊂ R, then the space C(X, Y ) of all continuous mappings is not an ℓ 2 (2 ℵ 0 )-manifold nor locally path-connected. 10 Indeed, let f 0 ∈ C(X, Y ) be the inclusion map. For each ε > 0, choose n ∈ N so that 2/n < ε and define f n ∈ C(X, Y ) as follows: f n (n) = −n and f n | N\{n} = id. Then, ρ(f 0 , f n ) = 2/n < ε but f 0 and f n are not connected by a path with diam < 1. 
We shall prove that C(X, Y ), equipped with the compact-open topology, is not an ANR by showing that it is not locally contractible. For every neighborhood V of the identity in C(X, Y ), there exists n ∈ N such that the mapping c n : X −→ Y belongs to V , where c n is defined by
if x ≦ −n. Then c n is not homotopic to the identity, which means that V is not contractible in C(X, Y ). Therefore C(X, Y ) is not an ANR.
Bounded mappings into complete Riemannian manifolds
In this section we apply Corollary 3.12 to the case where Y is a connected complete Riemannian manifold 11 to prove Corollary 1.2 (b). We first recall basic definitions and facts on Riemannian manifolds. Let M be a connected n-dimensional Riemannian manifold. The distance function on M (distinguished from the metric on M as a Riemannian manifold), determined by its geodesics, is denoted by d. Assume that M has no boundary. Then M is called complete if (M, d) is a complete metric space. It can be shown that M is complete if and only if the exponential mapping exp q is defined on the whole tangent space T q M for each q ∈ M.
10 ℓ 2 (2 ℵ0 )-manifolds are ANR's and hence they are locally path-connected. 11 In this section, manifolds are assumed to be C ∞ and paracompact.
The next fact is widely known. For the proof, see Part II of Milnor [10] , for example. Let K be a compact subset of M. We say that K is strictly convex if every two distinct points p, q ∈ K can be joined by a unique geodesic contained in K and this geodesic is contained in the interior Int K except for its endpoints.
The next lemma directly follows from the definition of the strict convexity:
Lemma 4.2. Let M be an n-dimensional Riemannian manifold without boundary and V 1 , V 2 ⊂ M strictly convex subsets. Then, V 1 ∩ V 2 is also strictly convex.
For p ∈ M and ε > 0, set
where · denotes the norm induced from the inner product given on T p M. The following fact is fundamental: Proposition 4.3 (Whitehead [16] ). Let M be an n-dimensional Riemannian manifold without boundary and p ∈ M. Then there exists ε(p) > 0 with the following properties:
1) The exponential mapping exp p is defined on B p (ε(p)) and is a homeomorphism from B p (ε(p)) onto its image. 2) For every 0 < ε < ε(p), the image V = exp p (B p (ε)) is strictly convex and any two points p, q ∈ V are joined by a geodesic contained in V of length d(p, q). Proof. Fix a point p ∈ Int V . Let S = {v ∈ T p M ; v = 1} and
By the strict convexity and the boundedness of V , 12 the value τ (v) is finite. Since p ∈ Int V , this function τ is everywhere positive. Again by the strict convexity, we can characterize τ (v) by
Then τ is known to be continuous because the graph
is homeomorphic to Bd V and hence compact. Define the mapping h : B −→ V by h(0) = p and
Then h is a homeomorphism.
We use the following pasting theorem for ANRU's:
Theorem 4.5 (Nguyen To Nhu [12] ). Let (X, d) be a metric space and
) is an ANRU if the following (i) and (ii) hold:
Notice that if X is compact, the condition (ii) for d ′ is always satisfied. In this case, even the condition A 1 ∩ A 2 = ∅ is unnecessary.
Proof of Corollary 1.1 (b). Let M be a connected complete Riemannian manifold. It suffices to show that M satisfies the assumption for Y in Corollary 3.12. For each p ∈ M, let ε(p) > 0 be as in Proposition 4.3. We can choose p i and 0 < ε i < ε(p i ) (i ∈ N) such that the closed balls V i =B(p i , ε i ) (i ∈ N) and the open balls B(p i , ε i ), which coincide with the interior Int V i in M, satisfy the following:
. We show that every M ′ j is an ANRU by induction on j. For j = 1, M ′ 1 = V 1 is homeomorphic to I n and hence an ANRU by Proposition 2.6. For j = 2, V 1 and V 2 are ANRU's by the assertion for j = 1. If 
In the above equation, the right hand side is an ANRU by the inductive hypothesis and the assertion for j = 2. Then we can conclude that M ′ j is an ANRU by Theorem 4.5.
We can choose a strictly increasing sequence
, the sequence {M i } i∈N satisfies the conditions for {Y i } i∈N in Corollary 3.12. In fact, the last condition follows from the completeness of M and Proposition 4.1. The proof is complete.
Generalization of the domain space
The separability or metrizability of the domain space X is inessential
13
, but still some restrictions, which are necessary to take a discrete set of "sufficiently many" points in X, should be made. We can also loosen the condition on the density of Y without essential change.
Recall that the density of a space is the minimal cardinality of dense sets and that the extent of a space is the supremum of the cardinalities of discrete sets. For metrizable spaces they both coincide with the weight of the space. We say that a space attains its extent if there exists a discrete subset whose cardinality equals to the extent. Notice that a separable noncompact metrizable space attains its extent ℵ 0 .
Lemma 5.1. Let X be a normal space whose density λ is equal to the extent and Y be a metrizable space of weight ν which has a nontrivial path-component. If X attains its extent and ν ≦ λ, then the weight of
Proof. Analogous to Lemma 3.
By this lemma, Theorem 1.1 is generalized as follows: 
If the domain space X is metrizable, the property that X attains its extent is described by a covering property similar to compactness. According to Barbati and Costantini [3] , a metrizable space Z is generalized compact (abbriviated GK) if every open cover of Z has a subcover of cardinality (strictly) less than its weight. To prove this lemma, we need an adjunction-space-like construction within the category of metric spaces. The next lemma, which can be readily verified, is a special case when the attaching mapping is an isometry. Furthermore, Y is naturally isometrically embedded as a closed set in Z and f naturally extends to an isometric embeddingf : X −→ Z.
As we shall see in the proof of Lemma A.1, the last lemma can be used to construct "metric adjunction spaces" for general attaching mappings.
We prepare the results required to show Lemma A.1. First, we need a basic result on ANEU's: 17 Then ρ can be extended to a uniformly continuous pseudometricρ on the ε-neighborhood N = N(A, ε) of A, for some ε > 0, such that A is closed in (N,ρ) .
Proof. Define a function g : A −→ F (A, R) by g(x)(y) = ρ(x, y). From the uniform continuity of ρ, it is easy to see that g is uniformly continuous. By Proposition A.3 and Lemma A.4, there exist ε > 0 and a 15 It should be noted that Isbell's definition of ANRU is different from ours. 16 Explicitly, we define the metric d D on D by d D (x, x) = 0 for x ∈ X and d D (x, y) = 1 for x = y ∈ D. Notice that there are metrics on D which give the discrete topology but not uniformly equivalent to this metric d D .
17 Namely, ρ is a pseudometric on the set A and uniformly continuous as a function from the product metric space A × A into R. Defineρ 0 : N ×N −→ R by the same formula above (to make the supremum everywhere finite, replace ε by a smaller one, if necessary). By definitionρ 0 is an extension of ρ and a uniformly continuous pseudometric on N. With respect to this pseudometric, the subset A may not be closed. We can define the desired pseudometricρ bỹ ρ(x, y) =ρ 0 (x, y) + |d(x, A) − d(y, A)|.
Now we can prove Lemma A.1.
Proof of Lemma A.1. Define ρ : A × A −→ [0, ∞) by ρ(x, y) = d(f (x), f (y)). Then ρ is a uniformly continuous pseudometric on A. By Proposition A.5, for some ε > 0, we can extend ρ to a uniformly continuous pseudometricρ on N = N(A, ε) such that A is closed in (N,ρ). Let E = N/ρ and B = A/ρ. 18 We can consider B as a subset of E. Note that E has a natural metric induced fromρ, which makes B a closed subset. The function g : B −→ X, induced by f , is an isometric embedding. Then, by the Lemma A.2, we can embed X isometrically into Z = E ⊔ X/ ∼ as a closed subset and g extends to an isometric embeddingg : E −→ Z. The desired extensionf : N −→ Z can be defined as the composition N ։ Eg → Z.
Lemma A.1 completes the proof of Proposition 2.4.
