We give general spectral and eigenvalue perturbation bounds for a selfadjoint operator perturbed in the sense of the pseudo-Frierdrichs extension. We also give several generalisations of the aforementioned extension.
Introduction
In this paper we consider spectral perturbation bounds for general selfadjoint operators, in particular those which are not semibounded. The perturbation is additive:
A most general interpretation of this sum appears to be the pseudo-Friedrichs construction, where A may be merely a quadratic form (cf. [3, 2, 6, 5] ). The operator T is known to exist, if |(Aψ, ψ)| ≤ a ψ 2 + b |H| 1/2 ψ 2 , b < 1.
It is plausible to expect that this implies the eigenvalue bound
where λ k , µ k are properly ordered discrete eigenvalues (together with multiplicities) of H, T = H + A, respectively. Special cases of these bounds are known in the literature on matrices like
if A is bounded. Another equally well-known estimate
does not follow from (2) . For finite matrices [9] brings the bound (2) with a = 0; this case appears to be particularly relevant for estimating relative errors in numerical computings. All these known bounds are usually obtained by variational principles. We are not aware of a bound like (2) in the general operator case although many partial results are certainly known e.g. for elliptic differential operators with purely discrete spectrum where the variational principle works just as on matrices.
A main result of this paper is a proof of the bound (2) as well as a sharper one which includes (4) . We take into account not only the eigenvalues placed left or right from the essential spectrum, but also those in spectral gaps. In the indefinite case or in spectral gaps the variational principles seem less convenient to derive perturbation bounds 1 so we use the method of analytic perturbations and monotonicity instead.
Proper counting of the respective eigenvalues is insured by putting them in a 'window', that is an interval which contains a discrete set of eigenvalues and whose ends cannot be crossed by the spectrum during the perturbation. This allows the use the analyticity and monotonicity needed for the eigenvalue estimate.
In the course of the proofs we establish some auxiliary results of independent interest. These are the upper semicontinuity bound for the general spectrum of the same quality as (2) and its monotonous dependence on α -and similarly for the essential spectrum. The latter is obtained via a simple extension of the Schur-complement decomposition in the Calkin algebra.
As far as possible, we represent operators -even indefinite ones -by quadratic forms. We extend the idea of the underlying pseudo Friedrichs construction to new classes of indefinite forms including the so-called quasidefinite forms which generalise the notion of a quasidefinite finite matrix A B B * −D
where A, C are symmetric positive definite matrices (cf. [7] and the literature cited there).
It is plausible that in this case the condition b < 1 in (1) could be dropped; indeed, the key Schur complement
is automatically negative definite. In all such constructions, in fact, a selfadjoint operator T is obtained by a convenient factorisation which allows us to handle operator matrices like (5) in which the matrix entries are given only as forms thus avoiding to consider operator domains and their mutual relationships. All these constructions are not immediately connected with our eigenvalue bounds but they will be used in applications in our future work.
The plan of this article, which is the first in a series, is as follows: in Sect. 2 we present various generalisations of the pseudo-Friedrichs construction thus obtaining new classes of -mostly indefinite -selfadjoint matrix operators. In Sect. 3 we prove the eigenvalue bounds. The corresponding eigenvector bounds as well as applications to various particular classes of operators will be treated in forthcoming papers.
Construction of operators
Here we will give various constructions of selfadjoint operators by means of forms (cf. [3, 2, 6, 5] ). Sometimes our results will generalize the aforementioned ones only slightly, but we will still give the proofs because their ingredients will be needed in the later work.
Let H be selfadjoint in a Hilbert space H and let α(·, ·) be a sesquilinear form defined on D such that
where D is a core for |H| 1/2 and
Then the formula (Cψ, φ) = α(H
defines a C ∈ B(H) with C ≤ 1 (10)
The form α can obviously be extended to the form α Q , defined on the subspace
by the formula
for any sequence
Theorem 1 Let H, α, C, D Q be as above and such that
is invertible in B(H) for some ζ ∈ C. Then there exists a unique operator T such that
α Q from (12). Here we have set J = sign H.
(18)
In this case we have
and, whenever C
In this case we call T the form sum of H and α and write
For α symmetric this theorem is essentially contained in [6] while our construction will be more explicit along the lines of [3] , Ch. VII, Th. 3.11.
Proof. In view of what was said above we may obviously suppose that D is already equal to Q. We first prove that D(H 
1 ) and
-this is the first formula from (19). By taking ζ with C 1 + C * all properties derived above are seen to hold for T * as well, so the second formula from (19) is valid.
The identities (16), (17) follow immediately from (19). Now for the uniqueness. Suppose that T 1 satisfies (15) -(17). Then
The first relation implies T 1 ⊇ T and the second T ⊇ T 1 . If α is symmetric then T is also symmetric and therefore selfadjoint. Q.E.D.
Remark 1 If α is symmetric then (7) is equivalent to
In general, (21) implies (7) but with b replaced by 2b.
Remark 2 By the uniqueness property the operator T = H + α does not depend on the choice of a, b in the operator H 1 from (8). one has to ask that iη ∈ ρ(T ) for sufficiently large |η|. The proof is again the same as in [3] and is omitted.
Note that the uniquenes part of the proof of Theorem 1 is quite general -it does not require that the resolvent set of T be non-void. We resume:
Proposition 1 Let τ be a sesquilinear form, defined on D ⊆ H. Then there exists at most one closed, densely defined operator T such that
Corollary 1 Let Theorem 1 hold for H, α and for H − λ, α; λ real. Then
Here, by the obvious functional calculus,
Thus,
We now apply Theorem 1 to various concrete cases in which the key operator C ζ from (14) is invertible in B(H).
Theorem 2 Let H be selfadjoint and let α satisfy (7) with b < 1 and (8). Then Theorem 1 applies.
The left hand side above is bounded by sup ξ≥0 f (ξ) with
we have
By b < 1 there is an η 0 > 0 such that (25) holds. Q.E.D.
The condition that H 1 be positive definite can obviously be replaced by the mere nonnegativity, we just replace
The fundamental invertibility of the operator C ζ can be achieved in replacing the requirement b < 1 in (7) by some condition on the structure of the perturbation. One such structure is given, at least symbolically, by the matrix (5) where A, C are accretive. Such operator matrices appear in various applications (Stokes operator, Dirac operator on a manifold ( [10] ) and the like). The simplest cases are those where either A, C or B is boundedly invertible. (7) - (12), let H −1 ∈ B(H) and let
where
are the corresponding spectral projections leaving D invariant and
Then Theorem 1 applies and the imaginary axis belongs to ρ(T ).
Proof. Obviously, α Q inherits the properties (27) and (28) on Q. By H −1 ∈ B(H) we may write
Now, in the natural matrix representation in H = P + H ⊕ P − H and using (27) and (28) we have
where D 11 and −D 22 are accretive operators. 4 The operator
(H ± is the positive and the negative part of H, respectively) is invertible in B(H) because this holds for
is accretive) as well as for the Schur complement
Q.E.D.
Theorem 3 can be formulated in a way standard representation theorems look like:
Theorem 4 Let τ be a sesquilinear form defined on a dense subspace Q ⊆ H. Let P + , P − be an orthogonal decomposition of the identity such that
(ii) ±τ , restricted to P ± Q, respectively, is closed and sectorial with a positive vertex,
for some b > 0.
Then there exists a unique operator T such that
In this case the imaginary axis belongs to ρ(T ). If τ is symmetric then T is selfadjoint.
For the proof just take H as (P + − P − ) H, where H is generated by the symmetric part of the form
and apply the preceding theorem with a = 0. A direct construction is possible as well. In the selfadjoint case with α(P ± ψ, P ± φ) = 0 this has been recently done in [5] . Such selfadjoint operators and their forms are called quasidefinite in analogy to the finite matrices, see [7] and the literature cited there.
Another case in which Theorem 1 can be applied is the one in which in the symbolic expression (5) the operator B is densely defined with B −1 ∈ B(P + H, P − H), P − H = P + H. Such cases could be called 'off-diagonally dominant' ( [10] ). Here the formula (5) can be given a natural rigorous meaning by setting
is defined on D(B * ) ⊕ D(B) and α ± are symmetric and non-negative.
Theorem 5
Let H = H * , α be as in (33), (34), where B is densely defined and B −1 ∈ B(H). Let, in addition,
for some b ± > 0. Then Theorem 1 applies. 
where U is the unitary operator from the polar decomposition B = (BB * ) 1/2 U and
where D ± are bounded symmetric non-negative. Now, we have to prove the bounded invertibility of
which, in turn, depends on the bounded invertibility of
The latter is true because the spectrum of the product of two bounded symmetric non-negative operators is known to be real and non-negative. Q.E.D.
If in (5) we drop the positive definiteness of, say, C we still may have a positive definite Schur complement. This gives one more possibility of constructing selfadjoint operators.
Theorem 6 Let τ be a symmetric sesquilinear form defined on a dense subspace Q ⊆ H. Let P + , P − be an orthogonal decomposition of the identity such that
(ii) τ , restricted to P + Q is closed and positive definite,
where H + is the operator generated by τ in P + H,
is closed and positive definite.
Then there exists a unique selfadjoint operator T such that
5 The decomposition of the type (37) appeared in ( [10] ).
The operator T is given by the formulae
where H − is generated by the form (38).
Proof. Obviously
where every factor is bounded. Also
Now take
whereas the uniqueness follows from Proposition 1. Q.E.D.
Spectral bounds
The following theorem prepares the tools from the analytic perturbations which will be needed later.
Theorem 7 Let α = α ε for ε from an open interval I such that (i) α ε is symmetric and satisfies (7) uniformly in ε ∈ I and (ii) C = C ε from (13) is real analytic in ε ∈ I. Then the operator family T ε = T + α ε is holomorphic in the sense of [3] , Ch. VII, 1. Moreover, the derivative of an isolated holomorphic eigenvalue λ(ε) of T ε with finite multiplicity is given by
Here m, P ε denotes the multiplicity and the spectral projection of λ(ε), respectively.
Proof. The formula (42) is plausible being akin to the known analogous expressions from the analytic perturbation theory ( [3] , Ch. VII). For completeness we provide a proof in this slightly more general, situation.
6 By Theorem 1 we have H 1/2 1 P ε ⊆ B(H). Obviously we may assume that ε is not an exceptional point in the sense of [3] , Ch. II, 1. We start from
here Γ surrounds λ(ε) only. Using P 2 ε = P ε and P ′ ε P ε = 0 we have
(here the integration over λ and the differentiation over ε obviously commute). Now the formula (λ − T )
holds whenever (λ − H) −1 H 1 < 1 and in particular, if λ = iη, |η| > η 0 where η 0 from (25) in the proof of Theorem 1 may be taken independently of ε. For any such λ we have
Now, R(P ε ) ⊆ Q and
which then by analytic continuation holds for any λ ∈ ρ(T ε ). We use the obvious identity
and take trace. Q.E.D.
The fundamental estimate (7) can be written as the form inequality
is the form belonging to |H|. By the monotonicity property of the eigenvalues we expect the estimate
which is equivalent to (2) . This eigenvalue bound, valid for finite matrices (see [9] ), will be extended to selfadjoint operators, constructed by Theorem 1. In order to perform this in our general situation we should be able to count the eigenvalues (we count the eigenvalues always with their multiplicities). The following lemma is a preparatory step to this effect.
Lemma 1 Let (λ − , λ + ) be an open interval, contained in ρ(H) such that λ ± ∈ σ(H) and let T = H + α satisfy Theorem 2. Without loss of generality we may take λ + > 0 (otherwise consider −H, −T ). Let, in addition, the open interval
be non-void. Then I ∈ ρ(T ).
Proof. We supose first that both λ − and λ + are finite. For d ∈ (λ − , λ + ) we will have
We now compute the supremum above.
and this is obviously less than one, if d ∈ I.
Case 2: λ − ≤ 0. Then d may be negative. By (48),
By (50),
Again, both suprema are less than one, if d ∈ I. If one of λ ± is infinite the proof goes along the same lines and is simpler still. Q.E.D.
Stronger results can be obtained, if more is known on the perturbation α. If α is, say, non-negative then
and both α 0 and e 0 are non-negative. Now for
is again non-negative bur smaller than C, in particular,
In this way we can always extract away the trivial scalar part e 0 of the perturbation α (and similarly for a non-positive α). In the following lemma we will therefore suppose that
Then min σ(C) = 0, if α is non-negative,
max σ(C) = 0, if α is non-positive.
Lemma 2 Let (λ − , λ + ), H, α, T , C be as in the previuos lemma and let α satisfy (54,55) above. If the interval
is not void then it is contained in ρ(T ).
Proof. We supose first that the interval (λ − , λ + ) is finite. Then by virtue of (56) or (57) this interval must contain I. For every d ∈ I the complementary projections
obviously do not depend on d. In the corresponding matrix representation we have
. By the obvious identity
we see that Z 
Noting that (51) is valid for any possible value of λ − we may rewrite (60) as
Here the second inequality is fullfilled by 0 ≤ b < 1, |c − | ≤ 1 whereas the first is implied by d ∈ I. Now for (60). If λ − > 0 then by (49) and (50) we have
and (61) can be written as
which is again guaranteed by d ∈ I. Here, too, the proof is even simpler, if one of λ ± is infinite. Q.E.D.
Remark 4 (i) Neither of the above two lemmata appears to be stronger or weaker than the other -in spite of the fact that the interval I from Lemma 1 is smaller than the one from Lemma 2. This lack of elegance is due to the fact that relative bounds are not shiftinvariant.
(ii) Both lemmata can be understood as upper-semicontinuity spectral bounds. According to Lemma 1 a boundary spectral point λ cannot move further than λ ± (a + b|λ|). Similarly, by Lemma 2 λ can move as far as λ + c ± (a + b|λ|). In particular, the spectrum moves monotonically even in spectral gaps: for, say, α non-negative,
(iii) If T = H + A, A bounded then
Bounds for the essential spectra. The proofs of the preceding two lemmata have enough of algebraic structure to be transferable to the Calkin quotient C * algebra B(H)/C(H), where C(H) is the ideal of all compact operators. Using this we will now derive analogous bounds for the essential spectra.
We first list some simple facts which will be used. Let A be a semisimple C * algebra with the identity e. If p ∈ A, p = e, be a projection then the subalgebra A p = {b ∈ A : bp = pb = b} is again semisimple with the unit p. An element b ∈ A is invertible in A p , if and only if in A its spectrum has zero as an isolated point and the corresponding projection is q = e − p. If A = B(H) then A p is naturally identified with B(pH). An element b ∈ A is called positive, if its spectrum is non-negative. A sum of two positive elements, one of which is invertible, is itself positive and invertible.
Proposition 2 Let a = a * ∈ A be invertible and let p, q = 0 be the projections belonging to the positive and the negative part of σ(a), respectively. Let b = b * ∈ A and pbp = qbq = 0. Then a + b is invertible.
Proof. The elements ap, aq are invertible with the inverses a (p) , a (q) in A p , A q , respectively. Moreover both a (p) and −a (q) are positive. The fundamental identity (the Schur-complement decomposition)
is readily verified. Thus, we have to prove the invertibility of a 0 in A. Obviously a = aq − qba (p) bq is invertible in A q (being a sum of negative elements one of which is invertible). Denoting by a (q) its inverse in A q we have
We now prove an analog of Lemma 2 for the essential spectrum.
Lemma 3 Let (λ − , λ + ) ∩ σ ess (H) = ∅, λ ± ∈ σ ess (H) and let T = H + α satisfy Theorem 2 as well as (54,55), respectively. If the interval
is not void then I ∩ σ ess (T ) = ∅.
Proof. Obviously, σ ess (C) = σ( C), where
is the Calkin homomorphism. Whenever C ζ is invertible in B(H) and in particular for ζ = iη, |η| large (19) yields
1 . By the spectral mapping principle R(ζ) is analytically continued onto the complement of σ ess (T ). The latter set contains all real ζ = d ∈ (λ − , λ + ) for which ( D + C) −1 ∈ B(H). Obviously
and D −1 ∈ B(H). Let p, q ∈ A be the projections corresponding to the positive and the negative part of the spectrum of D, respectively. As in Lemma 2 one proves that
are positive and invertible in A p , A q , respectively. Now apply Proposition 2 to a = a p + a q , b = p Cq + q Cp.
Q.E.D.
In particular, the essential spectrum depends monotonically on α.
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There is an essential-spectrum analog of Lemma 1 as well: 8 In fact, the monotonicity concerns the sign of α 'modulo' C(H) i.e. the essential spectrum of C.
Lemma 4 Let (λ − , λ + ) ∩ σ ess (H) = ∅, λ ± ∈ σ ess (H) and let T = H + α satisfy Theorem 2. If the interval
The proof is similar as above and is omitted.
We now continue studying finite eigenvalues.
Lemma 5 Let H, α,T , I be as in Lemma 1 or 2. Let
We omit the proof. In fact, in [8] , Lemma 2.3 the analyticity has been established for the case of the pseudo-Friedrichs extension T = H + εA in the interval ε ∈ [−1, 1]. The fact that here the form α need not be representable by an operator does not affect the proof in [8] .
We now introduce the notion of a window, needed for counting eigenvalues. Let T ε , ε from a closed interval J , be a selfadjoint holomorphic family in the sense of [3] , Ch. VII. 1.
• any finite end d of W lies in ρ(T ε ) and sign(T ε − d) is analytic in ε ∈ J ,
In particular, any bounded window contains only finitely many eigenvalues.
Proposition 3
The set σ(T ε ) ∩ W consists of discrete eigenvalues
analytic in ε ∈ J together with the orthonormal eigenvectors ψ 1 (ε), ψ 2 (ε), . . . which span the spectral subspace E ε (W) (E ε the spectral measure for T ε ).
Proof. For notational simplicity assume 0 ∈ J . The assumed analyticity of sign(T ε − d) means the same for the spectral projection
and then also for E ε (W). Now, the so-called transformation function U ε (see Kato [3] , Ch. II. 4.2 and Ch. VII, 1.3) is unitary and analytic in ε ∈ J and has the property
The transformed operator U −1 ε T ε (W)U ε is analytic in ε ∈ J and it leaves invariant the subspace H 0 = E 0 (W)H, the corresponding restriction T ε has a compact resolvent and it is sufficient to prove the proposition for T ε . There is an orthonormal basis ψ 
According to the analytic perturbation theory ( [3] ) there exist λ k (ε) and orthonormal ψ k (ε), both analytic in ε ∈ J and such that
. . We have to prove that ψ 1 (ε), ψ 2 (ε), . . . is a basis in H 0 for each ε ∈ J . If this were not so there would be an ε 1 ∈ J with
then again there would exist analytic ν(ε), φ(ε), ε ∈ J and such that 
which is not empty. Then the convex hull W of I − , I + has the property W ∪ σ ess (H) = W ∪ σ ess (T ) = ∅ and the respective eigenvalues λ k , µ k in W can be either non-increasingly or non-decreasingly ordered and they satisfy (46).
Proof.
We introduce an auxiliary family
Here Theorem 2 applies for any ε:
and the corresponding operator C ε according to (9) is here given by
so, C ε = ε + (1 − ε)C is holomorphic with C ε ≤ 1. Hence T ε is holomorphic for 0 ≤ ε ≤ 1.
We now prove that W is a window for T ε as well. For a bounded W this follows immediately from the uniform validity of Lemma 2 for all T ε on both ends of W. The semibounded case say, W = (λ −− , ∞) is a bit more complicated. Note first that W is a window for the family H + ε(a + b h) = H + ε + H 1 on which Lemma 2 also applies uniformly in ε and whose eigenvalues in W are
Now the difference of the resolvents
is compact and σ ess ( T ε ) ∩ W = σ ess (H) ∩ W by the Weyl theorem. By virtue of Lemma 2 the boundedness from below of H extends to T ε . So, W is in any case a window for T ε and the spectrum of T ε in W consists of discrete eigenvalues
analytic in ε ∈ [0, 1] whereas T 0 = T and
where µ k , λ k are (not necessarily ordered) eigenvalues of T , H, respectively. Since Theorem 7 obviously applies to T ε and C ′ ε = 1 − C ≥ 0 the functions (67) are non-decreasing in ε.
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By a permutation, (which is piecewise constant in ε) we obtain new functions
Each of these functions is only piecewise analytic but they are all continuous and again non-decreasing in ε. In particular,
This is the right hand side of (46). To obtain the other one use the form α ε = −ε(a + b h) + (1 − ε)α. Q.E.D.
An analogous result holds under the conditions of Lemma 2. which is not empty. Then the convex hull W of I − , I + has the property W ∪ σ ess (H) = W ∪ σ ess (T ) = ∅ and the respective eigenvalues λ k , µ k in W can be either non-increasingly or non-decreasingly ordered and they satisfy c − (a + b|λ k |) ≤ µ k ≤ c + (a + b|λ k |).
We omit the proof, it follows the lines of the one of Theorem 8 above. The only difference in the proof is the form α ε which now reads α ε = c ± ε(a + b h) + (1 − ε)α.
Remark 5
If in the preceding theorem the form α is non-negative then the bound (68) reads 0 ≤ µ k − λ k ≤ c + (a + b|λ k |).
The preceding theorems cover perturbation estimates already known: by setting a = 0 the bound (46) was obtained in [9] for finite matrices. Also by setting b = 0 we have T = H + A, A ∈ B(H), C = A/a; here (68) gives the mentioned bound (4). Both (46) and (68) are sharp, they obviously become equalities on scalars.
Positioning of a window is 'user dependent'; usually a most convenient choice puts the end points into a broad spectral gap. In the most notorious case of a positive definite H with a compact inverse in Theorem 9 we can take W = (−∞, ∞) and both Lemma 1 and Lemma hold trivially.
On the other hand, the upper bounds for essential spectra, obtained in Lemma 4, 3 make it possible to relax the requirement of the impenetrability of both sides of a window in a finite gap in the essential spectrum. Thus, in Theorem 8 or 9 we may replace the condition, say, I + ⊆ ρ(H) by I + ∩ σ ess (H) = ∅.
Then again bounds (46) or (68) hold, only this time the interval W may contain additional eigenvalues of T , not accounted for in (46) or (68).
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In fact, the proofs of Theorem 8 and 9 consist of two ingredients:
• upper semicontinuity bounds for general spectra from Lemma 4, 3 and
• lower semicontinuity bounds for finite eigenvalues, obtained by the construction of monotone holomorphic operator families.
So, we may say that in order to 'see' the eigenvalues in (46) or (68) we have to 'pay a price', that is the assumption that the intervals I be non-void. Both the expressions for I in (47) or (58) as well as the estimates in (46) or (68) use the same bound ±(a + b|λ|), so the price is completely adequate. This fact may be seen as a mark of the naturality of the obtained bounds.
