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Abstract. The aim of this study is to find the optimum of a linear frac-
tional function over the efficient set of a multi-objective linear fractional
integer program without generating all efficient solutions. By its nature,
it is a global optimization problem since the efficient set is discrete, hence
not convex. For this purpose, a branch and bound based method is de-
scribed with a double mission to search for an optimal solution for a given
linear fractional function which is moreover, efficient for a multi-objective
linear fractional integer programming problem. Tests performed on in-
stances randomly generated up to 120 variables, 100 constraints and 6
criteria are successful.
Keywords: Fractional programming · Integer programming · Multi-
objective linear fractional optimization · Global optimization · Branch
and bound.
1 Introduction
Multi-objective programming has gained considerable momentum over the last
twenty years given the development of notions and dedicated tools to enable
the implementation of methods for solving these problems. Chronologically, re-
searchers have focused first on the exact and approximate methods for multi-
objective linear problems, mainly bi-objective problems in the criterion space,
both in the continuous case (MOLP) [30,22,2,31,32,34], the integer case (MOILP)
[29,36,35,28,27,26,23] and the mixed case (MOMLP) [3,37]. Attempts have been
made to generalize exact methods of combinatorial optimization (OC) problems
to the multi-objective combinatorial optimization problems (MOCO) [38,39],
but generally unsuccessful. It was not until long after that we focused on the
development of exact methods for multi-objective linear fractional problems
(MOLFP) [40] and with integer variables (MOILFP) [24,9]. Based on the stan-
dard Markovitch model for the portfolio problem, Steuer et al. have studied the
multi-objective case optimizing simultaneously the variance (quadratic function)
and the mean (linear function) [41,42,43]. More recently, an exact method has
2 FZ. OUAIL et al.
been developed for quadratic multi-objective problems with discrete variables
(MOIQP) [44]. However, for the multi-objective problems, the number of effi-
cient solutions, or non dominated vectors, can be infinite or finite but astro-
nomical for the MOCO problems and the judicious choice of an appropriate
solution becomes very difficult and even impossible for the decision-maker in
this case. Therefore studies have emerged in this new context, which consists in
fixing a goal of obtaining optimum satisfaction among all the efficient solutions
of a multi-objective given problem without enumerating the efficient set. This
non-convex optimization problem has been evoked for the first time by Philip
in 1972 [8] and since then, the researchers have focused on continuous problems
[1,2,3,4,5,6,7] that benefit from an interesting property, namely that the effi-
cient set is connected and contains extreme points of the polyhedron. However,
very few works have emerged (been published) for problems considering integer
variables.
In fact, a bibliographic search for this topic would reveal that only four
methods have been proposed since 1992, in the linear case (optimizing a linear
function over a MOILP), see Nguyen [18], Abbas and al. [17], Jorge [11] and
finally Bolland and al.[16]. In addition, the domain of optimizing a fractional
criterion over the efficient set of a MOILP is still unexplored. We cite for in-
stance [12] where the authors developed simple pivoting techniques to generate
progressively integer solutions tested at each step for efficiency and adding some
constraints that eliminate not interesting points from the admissible region. And
in [13] where the authors developed a branch and bound based technique with
the principle of efficient cut to find the optimal solution.
Along the present article, a more general field of research than those evoked
so far, called the optimization of a hyperbolic criterion vector over the efficient
set of a MOILFP will be investigated. This problem, to our knowledge has not
been treated before, given its difficulty (NP-hard). In addition, this field took
its importance from practice, where many real world situations can be modeled
as a MOILFP program and for which we seek another fractional criterion to be
optimized different from those considered in the initial problem. For instance,
the indicators which are used at evaluation of economic activities are generally
in fractional form, such as; output/worker, stock/selling, benefit/cost, etc. Also,
Anna Isabel Barros reported in [50] some interesting applications like fractional
cutting stock problem [45], minimal ratio spanning tree [48], fractional knapsack
problems [45], and fractional allocation problems [46] appear to be interesting
from a practical point of view. Also, Erik B. Bajalinov cited in his book [49] some
applications of integer fractional linear programming problems such that: knap-
sack problem, capital budgeting problems, set covering problem and traveling
salesman problem which can be easily modeled as multiple objective problems
considering several conflicting objective functions.
This paper is organized as follows: we begin by giving some definitions and
notations in section 2. Followed by, some theoretical results and proofs in section
3. Section 4 is dedicated to the presentation of solution method for optimizing
a hyperbolic function over a MOILFP. In section 5, a numerical example is
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selected to understand the different steps of the proposed methodology. Also,
our algorithm was tested, throughout section 6, on a set of random generated
instances which pointed out that till 120 variable and 100 constraints, the prob-
lem is solved in a reasonable time. We finish by giving some concluding remarks
and prospects in section 7.
2 Definition and notations
First of all, we recall some basic proprieties of the linear fractional programming
problems in which the objective function is the ratio of two linear functions and
the constraints are linear. Such problems can be stated as follows:
(FP )
{
max z (x) = p
tx+α
qtx+β
x ∈ X
whereX is a non-empty compact polyhedron defined byX = {x ∈ Rn|Ax = b, x ≥ 0};
A is an m× n matrix and b is a vector of Rm; p and q are vectors of Rn; α and
β are scalars and qtx+ α > 0, ∀i = 1, . . . , k, ∀x ∈ X .
2.1 Properties
– If an optimal solution for a linear fractional program exists, then an ex-
treme point optimum exists. Furthermore, every local minimum is a global
minimum.
– A procedure that moves from one extreme point to an adjacent one is a
viable approach for solving such a problem
Convex-Simplex Method
Because of the special structure of the objective function z, the convex-simplex
method simplifies into a minor modification of the simplex method of linear
programming. We present in this section a method credited to Cambini et al.
[51] for solving (FP ):
Initialization Step: Find a starting basic feasible solution x0 to the sys-
tem Ax = b, x ≥ 0. From the corresponding tableau represented by xB +
(A
B
)
−1
ANxN = (A
B
)
−1
b. Let r = 1 and go to the Main Step.
Main Step
1. Compute the vector γtN = ∇Nz(xr)
t −∇Bz(xr)
t
(A
B
)
−1
AN .
2. If γN ≤ 0, stop; the current point xr is an optimal solution ,
3. Otherwise, go to Step 2.
4. Let γj = max {γi, i ∈ N}.
bˆs
aˆsj
= min
1≤i≤m
{
bˆi
aˆij
; yij > 0
}
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where : bˆ = (A
B
)
−1
b, aˆj = (A
B
)
−1
Aj ; Go to Step 3
1. Replace the variable xBs by the variable xj , update the tableau correspond-
ingly by pivoting at aˆsj . Let the current solution be xr, r = r + 1 and go to
Step 1.
We consider now a problem in which k objective functions to be maximized.
Each objective function is the ratio of two linear functions and subject to linear
constraints. Such problems are called multiple objective linear fractional pro-
gramming problems and can be stated as follows:
(P )
{
Max zi (x) =
ptix+αi
qtix+βi
; ∀i = 1, k
x ∈ D = X ∩ Zn
whereX is a non-empty compact polyhedron defined byX = {x ∈ Rn|Ax = b, x = 0}
;, A is an m×n matrix and b is a vector of Rm, pi and qi, ∀i = 1, k, are vectors
of Rn, αi and βi are scalars, qtix+ βi > 0, ∀i = 1, . . . , k, ∀x ∈ X .
Definition 1. A point x ∈ D is called an efficient solution, or Pareto-optimal
solution for (P ), if and only if there does not exist another point y ∈ D such
that zi (y) = zi(x) for all i ∈ {1, . . . , k} and zi (y) > zi(x) for at least one index
i ∈ {1, . . . , k}. Otherwise x is not efficient and the vector z(y) dominates the
vector z(x), where z = (z1, , . . . , zk).
The set of all integer efficient solutions of (P ) is denoted by XE.
The problem that we propose to solve consists in optimizing a new linear frac-
tional function over the efficient set XE of (P ). This last set being non convex,
the considered problem belongs to the class of global optimization problems.
The corresponding mathematical program is written as follows:
(PE)
{
Max ψ(x) = c
tx+λ
dtx+µ
x ∈ XE
where c, d ∈ Rn and λ, µ ∈ R with a positive denominator dtx+ µ, ∀x ∈ X .
Let us denote by (PEl) the master program on which relies the method at each
stage l:
(PEl)
{
Max ψ(x) = c
tx+λ
dtx+µ
x ∈ Xl
1. X0 = X and Xl defined below;
2. x∗l is the integer solution found during solving (PE
l) using eventually branch
and bound ;
3. xopt is the best efficient solution of (PE
l) found till step l and ψopt its
corresponding criterion value ;
4. By Bl (respectively N l ), we mean the set index of basic (respectively non
basic) variables of x∗l ;
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5. γ¯i the reduced gradient vector of the ith objective. It is defined by: γ¯i =
β¯ip¯i − α¯iq¯i, where β¯i, p¯i, α¯i and q¯i are updated values obtained from the
optimal simplex tableau of (PEl);
6. ∆l =
{
j ∈ Nl| ∃ i = 1, k, γ¯i > 0
}
∪
{
j ∈ Nl|γ¯i = 0 for all i = 1, k
}
de-
scribes the set of all the improving directions for the criteria of the program
(P );
7. Cut of type I ∑
j∈∆l
xj ≥ 1
to remove non efficient solutions without having to enumerate them and the
corresponding set X1l+1 =
{
x ∈ Xl|
∑
j∈∆l
xj ≥ 1
}
;
8. Cut of type II is constructed according to the following inequality :
ψ (x) ≥ ψopt
to allow removing uninteresting points regarding optimality and the corre-
sponding set X2l+1 = {x ∈ Xl|ψ (x) ≥ ψopt} ;
9. The resulting set from X1l+1 and X
2
l+1 is given by : Xl+1 = X
1
l+1 ∪X
2
l+1;
10. The ideal point idl = (id1, . . . , idk) for the program (PE
l) whose coordinate
are given by idi = max {zi(x)/x ∈ Xl} , i = 1, k .
Efficiency test
There are two options to test the efficiency of an integer solution found at stage
l, x∗l :
1. Update the set of potentially efficient solution XEl by introducing x
∗
l . The
solution x∗l is not efficient if its criterion vector is dominated by at least one
of those in XEl.
2. Characterization of Pareto optimal solutions: Given a point x∗l ∈ D and
let
(Q)

maxets
st : z (x)− s = z (x∗l )
x ∈ D,
s ≥ 0
,

where e is a vector column of ones.
Theorem 1. [52] x∗l is efficient if and only if (Q) has a maximum value of
zero. Otherwise (the maximum value of (Q) is finite nonzero), the obtained
solution is efficient.
3 Principal of the method
The proposed algorithm generates the optimal solution of (PE) without having
to enumerate XE (recall that XE is the efficient set of (P)). Based on branch
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and bound technique, the method is reinforced by efficient cuts and additional
saturating tests allowing a smart search for the optimal solution. We start by
solving the program (PEl ) using the simplex method at step l of the algorithm
(eventually dual simplex method). Then, to catch how the criteria vectors move
from basis to basis, k lines are added to the basic simplex tableau and reduced
costs are calculated in respect of the corresponding basis. If the obtained solu-
tion is non integer, then we still imposing integrity restrictions on the original
variables of the program till getting integer ones. Once an integer solution x∗l
is achieved, new cuts are established and added to the current simplex tableau
which allow reduce the search area considerably (containing non efficient and
non interesting solutions for (PE)). We consider henceforth two types of nodes,
those relative to branching process (type 1) and others to efficient cuts (type 2).
So, a node of type 2 is pruned if no improvement of the criteria can be done
along the remaining domain or if an efficient solution is reached at a stage l. A
node of type 1 is fathomed if ψopt the best value of ψ obtained till stage l is
greater than or equal to value of ψ at that node, even the corresponding solution
is non integer or the domain becomes unfeasible.
3.1 Algorithm
Step 0 : Solve according to ψ(x) with x ∈ X till optimality (using method in
[53]) and then test the resulting solution for efficiency. If the optimal solution is
efficient then Stop, else go to step 1. Step 1 (initialization): index l = 0 and
the optimal value of the objective function ψopt=−∞ to which it corresponds
no optimal solution yet (xopt unknown at the beginning). XEldenotes the set of
potentially efficient solutions of program (P ) at each stage l with XE0 = ∅.
Step 2 (main step): While there is no saturated node in the tree search, solve
(PEl ) using dual simplex method, except for the initial program (PE0) where
the Cambini and Martein’s method is used. Go to Step3.1.
Step 3 (tests):
Step 3.1 Feasibility test: If program (PEl) is infeasible, then stop and the
node l is saturated. Else, let x∗l be the obtained solution, if ψopt ≥ ψ(x
∗
l ), the
node l is fathomed, else, go to step3.2 ;
Step 3.2 Integrity test: If x∗l is integer, update XEl and go to step3.3. Else
go to step 4 ;
Step 3.3 Efficiency test: If x∗l is not kept within XEl, x
∗
l is not efficient,
go to step 5. Else, solve program(Q) for efficiency. If x∗l is efficient then update
eventually ψoptand xopt : ψopt = ψ(x
∗
l ) and xopt = x
∗
l , the node l is pruned since
no improvement of ψ further. Else, let yl be the optimal solution of program(Q),
update if necessary ψopt, xopt as before and the set XEl as well. Go to step 5.
Step 4 (branching process): Choose one coordinate xj of x
∗
l such that xj
= αj , with αj a fractional number. Then, split the program (PE
l) into two
sub programs, by adding the constraints xj ≤ ⌊αj⌋ to obtain
(
PEl1
)
and xj ≥
(⌊αj⌋+ 1) to obtain
(
PEl2
)
such that l1 > l + 1, l2 > l + 1, and l1 6= l2. This
has the effect to create two new branches in the search tree. Go to step 2.
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In fact, since the search tree is treated according to the principle “depth first”,
the cut of type II ψ(x) ≥ ψopt is added in the second branch l2.
Step 5 (efficient cut): Construct the set ∆l and compute the ideal point idl.
If ∆l = ∅ or idl is dominated by one vector in XEl, the node l is fathomed
since no efficient solution exists afterward. Otherwise, construct the set X1l+1 by
adding the cut of type I. Go to step 2.
4 Illustrative example
In this section, we illustrate the different steps of the proposed algorithm by
solving the following example:
(PE)

Max ψ (x) = 66x1+50x2+96x3+56x4+16x5+ 32x6+ 238x1+ 40x2+ 12x3+ 47x4 + 52 x5+78x6+13
x ∈ XE
Where, XE is the integer efficient set of the following problem :
(P)

s.t.
Max z1 (x) = 99x1+ 89x2+ 43x3+ 99 x4+ 33x5+ 77x6+921 x1+ 7x2+ 69x3+ 71x4+ 70x5+ 70x6+17
Max z2 (x) = 67x1+ 36x2+ 73x3+ 48 x4+ 60x5+ 39x6−839 x1+ 43x2+ 51 x3+ 30 x4+ 91x5+ 14x6+18
18x1 + 5x2 + 14x3 + 6x4 + 12x5 + 5x6 ≤ 86
1x1 + 22x2 + 21 x3 + 3 x4 + 28x5 + 24x6 ≤ 66
9x1 + 2x2 + 17x3 + 6 x4 + 21 x5 + 13x6 ≤ 78
x ≥ 0, integer
We first solve the problem (PE) till optimality using the method of Seshan and
Tikekar[53] Cambini. . . , we obtain thus the optimal solution x∗ = (0, 0, 3, 0, 0, 0)
which is non efficient. We obtain from the efficiency test the efficient solution
y∗ = (0, 1, 0, 12, 0, 0).
Then set x opt = (0, 1, 0, 12, 0, 0), ψ opt = 1.1734,XE0 = {(0, 1, 0, 12, 0, 0)}
and
SND0 = {(1.4680 1.4347)} .
Node 0: List = {0}.
Solve the problem (PE0)

Max ψ (x) = 66x1+50x2+96x3+56x4+16x5+ 32x6+ 238x1+ 40x2+ 12x3+ 47x4 + 52 x5+78x6+13
x ∈ X
The optimal solution obtained is x∗0 = (0, 0,
22
7 , 0, 0, 0) which is not integer.
Calculate ψ (x∗0) = 5.9887 which is greater then ψ opt, so we continue to explore
the remaining domain. We should then split the original problem into two sub-
problems: (PE1) and (PE2). In the first we add the constraint: x3 ≤ 3 and in
the second the constraint:x3 ≥ 4.
List = {1, 2}
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Node 1: solve (PE1), the obtained solution is: x∗1 = (0, 0, 3, 0, 0, 0) which is
integer.
B1= (8,3,9,7), N 1=(1,2,4,5,6,10). Calculate ψ (x
∗
1) = 5.9184 which is greater
then ψ opt, so we continue to explore the remaining domain. We update XE1
and SND1, the solution x
∗
1 is dominated by (0,1,0,12,0,0). So construct the set
∆1 = {1, 2, 4, 6} and compute
id1 = (7.2632, 1.7566) which is not dominated by any vector in SND1 . Add
the cut x1 + x2 + x4 + x6 ≥ 1 and use dual simplex method to solve the new
problem. The optimal solution found is: x∗2 = (1, 0, 3, 0, 0, 0) which is integer.
ψ (x∗2) = 4.0920 which is greater than ψ opt. We continue to explore the remain-
ing domain. By updating XE2 and SND2, we notice that x
∗
2 is not efficient.
Construct ∆2 = {2, 6, 10, 11} and compute id
2 = (7.2632, 1.7566) which is not
dominated by any vector in SND2. Add the cut : x2 + x6 + x10 + x11 ≥ 1
and by using the dual simplex method we obtain the following solution:x∗3 =
(19/42, 23/42, 107/42, 0, 0, 0). ψ (x∗3) = 3.6751 which is greater than ψ opt
, we continue to explore the remaining domain. We split the actual problem into
two sub-problems corresponding to node 4 and node 5. List = {4, 5, 2}.
Node 4: Add the constraint x1 ≤ 0, the optimal solution thus obtained using
the dual simplex method is: x∗4 = (0, 21/40, 101/40, 19/40, 0, 0) which is not
integer, ψ (x∗4) = 3.4315 which is greater than ψoptso we continue to explore the
remaining domain. We split this problem into two new ones: (PE6) and (PE7).
List = {6, 7, 5, 2}.
Node 6: add the constraint x2 ≤ 0, x∗6 = (0, 0, 2, 1, 0, 0) which is integer and
not efficient. Update XE6 and SND6 . ψ (x
∗
6) = 2.9762 which is greater than
ψopt so we continue to explore the remaining domain. N 6={5, 6, 11, 12, 13, 14},
B6={2, 3, 9, 7, 1, 10, 4, 8}. Construct set ∆6 = {6, 11, 12, 14} and compute
id6 = (1.3787, 1.7566) which is not dominated by any vector in SND6. Add
the efficient cut : x6 + x11 + x12 + x14 ≥ 1.The resulting optimal solution is :
x∗7 =
(
0, 0, 4315 ,
29
15 , 0, 0
)
which is not integer. ψ (x∗7) = 2.7878 which is greater
than ψopt, so we continue to explore the remaining domain. We split this problem
into two new ones : (PE8) and (PE9). List = {8, 9, 7, 5, 2}.
Node 8: add the constraint x3 ≤ 2, the optimal solution found
x∗8 = (0, 0, 2, 3/2, 0, 0) which is not integer. ψ (x
∗
8) = 2.5860 which is greater
than ψopt so we continue to explore the remaining domain. We split this problem
into two new ones: (PE10) and (PE11). List = {10, 11, 9, 7, 5, 2}.
Node 10: add the constraint x4 ≤ 1, the optimal solution thus found is x
∗
10 =
(0, 0, 2, 1, 0, 1/4). ψ (x∗10) = 2.4928 which is greater than ψopt so we continue
to explore the remaining domain. We split this problem into two new ones:
(PE12) and (PE13). List = {12, 13, 11, 9, 7, 5, 2}.
Node 12: add the constraint x6 ≤ 0 , the optimal solution found is x∗12 =
(0, 0, 1, 1, 0, 0) which is integer. B12={12,3,1,7,2,10,,8,11,9,6,16},
N 12={5,13,1,15,17,18}. ψ (x∗12) = 2.1389 which is greater than ψopt so we con-
tinue to explore the remaining domain. Update XE12 and SND12. x
∗
12 is not
efficient . Construct ∆12 = {15, 17, 18} and compute
id12=(1.2273, 1.1414) which is dominated. We prune this node.
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Node 13: add the constraint x6 ≥ 1, the optimal solution thus found is x∗13 =(0,
0,13/7, 1, 0, 1) which is not optimal. ψ (x∗13) = 1.6738 which is greater than
ψopt so we continue to explore the remaining domain. Split this node into two
new nodes 14 and 15.
List = {14, 15, 11, 9, 7, 5, 2}.
Node 14: add the constraint x3 ≤ 1, the optimal solution thus found is x∗14 =
(0, 0, 1, 1, 0, 7/4) which is not integer. Compute ψ (x∗14) = 1.0072 which is
less than ψopt so we prune this node.
Node 15: add the constraint x3 ≥ 2. The optimal solution is x∗15 = (0, 0, 2, 0, 0, 1)
which is integer and not efficient. Compute ψ (x∗15) = 1.9652 which is greater
than ψopt so we continue to explore the remaining domain. N15={2,5,8,13,18,19},
B15={12,3,1,7,16,10,4,14,11,9,6,15,17}, ∆15 = ∅. XE15 and SND15 remains as
before with no change. As ∆15 is empty, we break this node.
Node 11: add the constraint x4 ≥ 2 , we continue till unfeasibility.
Node 9: add the constraint x3 ≥ 3 , we continue till unfeasibility.
Node 7: add the constraint x2 ≥ 1, the optimal solution is x∗7 = (0, 0, 2, 2, 0, 0)
which is integer. N 7=(1,2,5,6,16,17), B7=(12,3,13,7,14,10,4,8,11,9,15). Compute
ψ (x∗7) = 2.3359 which is greater than ψopt so we continue to explore the remain-
ing domain.∆7 = {1, 2, 6, 16, 17} add the efficient cut x1+x2+x6+x16+x17 ≥ 1.
The optimal solution thus found is x∗16 = (0, 0, 2, 3, 0, 0). ψ (x
∗
16) = 2.0337
which is greater than ψopt so we continue to explore the remaining domain. No
update for XE7 and SND16, the integer solution x
∗
16 is not efficient. Compute
∆16={6,1,16,18},N 16={5,6,13,14,16,18},B16={12,3,17,7,2,10,4,8,11,9,15,1}. Id16
is not dominated by any vector in SND16. Add the cut x6+x1+x16+x18 ≥ 1, the
optimal solution is x∗17 = (0, 0, 2, 4, 0, 0) which is integer. ψ (x
∗
17) = 1.8578 which
is greater than ψopt so we continue to explore the remaining domain. XE17 and
SND17 with no change. Construct ∆17 = {2, 6, 19}. Compute Id17, it is not
dominated by any vector in SND17. Add the cut x2 + x6 + x19 ≥ 1. The op-
timal solution is x∗18 = (0, 0, 2, 5, 0, 0) which is integer. ψ (x
∗
18) = 1.7426
which is greater than ψopt so we continue to explore the remaining domain.
∆18 = {6, 14, 16, 20}. Compute Id18, which is not dominated. we continue till
founding x∗20 = (0, 0, 2, 7, 0, 0) which is not efficient (effcient test) but we
found an efficient one from resolving (PE x∗20) ) which is y
∗ = (4, 1, 0, 0, 0, 1) .
Update ψopt and xopt.
xopt = ( 4,1,0,0,0,1) and ψopt = 1,2297. ∆20 = {6, 14, 16, 22} and compute
Id20 which is not dominated. We continue in this manner until we get xopt =
(4, 0, 0, 2, 0, 0), ψopt = 1.4595.
Node5: add the cut x1 ≥ 1 and continue till infeasibility.
Node 2: add the cut x3 ≥ 4 and continue till infeasibility.
Summary: xopt = (4, 0, 0, 0, 0, 0) and ψopt = 1.6121
5 Theoretical results
In order to justify the different steps of the proposed algorithm, the following
results are established. We denote by Dl the set Dl = Xl ∩ Zn
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Theorem 2. Suppose that ∆l 6= ∅ at the current integer solution x∗l . If x 6= x
∗
l
is an optimal solution of program (PEl) in domain Xl, then x ∈ Xl+1.
Proof. Let x xl be an integer solution in domain Xl such that x /∈ Xl+1 then
x /∈ X1l+1 ∨ x /∈ X
2
l+1..
– If x /∈ X1l+1, thenx ∈ {x ∈ Xl|
∑
j∈Nl\∆l
xj ≥ 1} . Therefore, the coordinates
of x check the following inequalities:
∑
j∈∆l
xj < 1 and
∑
j∈Nl\∆l
xj ≥ 1.
It follows that xj = 0 for all j ∈ ∆l . Using the simplex table in xl , the
following equality is supported by all criterion i ∈ {1, . . . , k}
– From the simplex table corresponding to the optimal solution xl, the criteria
are evaluated by:
zi(x) =
∑
j∈Nl
c¯ijxj+α¯
i
∑
j∈Nl
d¯ijxj+β¯
i for i ∈ {1, . . . , k}
Where
α¯i
β¯i
= zi(xl)
Then we can write
zi(x) =
∑
j∈Nl\∆l
c¯ijxj+α¯
i
∑
j∈Nl\∆l
d¯ijxj+β¯
i for i ∈ {1, . . . , k}
In the other hand , γ¯ij = β¯
ic¯ij − α¯
id¯ij ≤ 0, for all index j ∈ Nl\∆l and
γ¯ij = β¯
ic¯ij − α¯
id¯ij < 0 for at least one criterion, implies that c¯
i
j − α¯
id¯ij/β¯
i for all
j ∈ Nl\∆l because β¯i = dixl + β
i > 0
For all criterion i ∈ {1, . . . , k}. The decision variables being nonnegative,
we obtain
c¯ijxj ≤ (
α¯id¯ij
β¯i
)xj for all j ∈ Nl\∆l and hence:∑
j∈Nl\∆l
c¯ijxj ∈≤
∑
j∈Nl\∆l
(
α¯id¯ij
β¯i
)xj
∑
j∈Nl\∆l
c¯ijxj+α¯
i ∈≤
∑
j∈Nl\∆l
(
α¯id¯ij
β¯i
)xj+
α¯i
For any criterion zi, i ∈ {1, . . . , k} , the following inequality is obtained:
zi(x) =
∑
j∈Nl\∆l
c¯ijxj+α¯
i
∑
j∈Nl\∆l
(
α¯id¯i
j
β¯i
)xj+β¯i
⇒ zi(x) ≤
∑
j∈Nl\∆l
(
α¯id¯ij
β¯i
)xj+α¯
i
∑
j∈Nl\∆l
d¯ijxj+β¯
i
⇒ zi(x) ≤
α¯i
β¯i
(
∑
j∈Nl\∆l
d¯ijxj+α¯
i)
∑
jinNl\∆l
d¯ijxj+β¯
i
⇒ zi(x) ≤
α¯i
β¯i
⇒ zi(x) ≤ zi(xl)
Consequently, zi(x) ≤ zi(xl) for all iin{1, . . . , k} and zi(x) < zi(xl) for
at least one index i . Hence, z(xl) dominates z(x) and the solution x is not
efficient.
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– If x ∈ X2l+1, x is not optimal, contradiction, . . . (**)
– From (*) and (**) ; we conclude that x ∈ Xl+1
Theorem 3. Let x∗l be the current integer solution of program (PE
l), then if
x∗l is efficient for program (P), then it is an optimal solution of program (PE)
over Dl.
Proof. Suppose that x∗l is not optimal for program (PE). Then, ∃x ∈ Dl, x 6= x
∗
l
such that ϕ(x) > ϕopt from Theorem 1. However, x
∗
l being efficient, which
means that ϕopt ≥ ϕ(x∗l ). Thus ϕ(x) ≥ ϕ(x
∗
l ). In the other hand, at the current
simplex tableau, the expression of ϕ can be written as:
ϕ(x) = ϕ(x∗l ) +
∑
j∈Nl
ϕ̂jxj
⇒ ϕ(x∗l ) +
∑
j∈Nl
ϕ̂jxj > ϕ(x
∗
l )
⇒
∑
j∈Nl
ϕ̂jxj > 0
which contradicts the fact that ϕ̂j ≤ 0, ∀j ∈ Nl.
Proposition 1. If ∆l = ∅, then ∀x ∈ Dl+1, x is not efficient.
Proof. ∆l = ∅, then ∀i ∈ {1, · · · , r}, ∀j ∈ Nl, we have cˆij ≤ 0 and ∃i0 ∈
{1, · · · , r} such that cˆi0j < 0 ∀j ∈ Nl. So, x
∗
l dominates all points x, x 6= x
∗
l of
domain Dl.
Proposition 2. If ∆l = ∅ at the current integer solution x∗l , then Dl\x
∗
l is an
unexplored domain.
Proof. ∆l = ∅ means that x∗l is an optimal solution for all criterion, hence x
∗
l is
an ideal point in the domain Xl and Xl\x∗l . does not contain efficient solutions.
Theorem 4. If ψopt > ψ(x
∗
l ), then ∄x ∈ Dl such that ψ(x) > ψopt.
Proof. It is obvious that all solutions x for which ψ(x) < ψopt are not interesting
even efficient, since the existence of an efficient solution giving already the best
value of ψ,
Theorem 5. The algorithm terminates in a finite number of iterations and re-
turns the optimal solution of program (PE).
Proof. contains a finite number of integer solutions. At each step l of the algo-
rithm, if an integer solution x∗l is reached, we proceed to eliminate it as well as
a subset of integer non interesting solutions by taking into account Theorem
1 above (adding cuts). In the other hand, four saturating tests are used with-
out loss of the optimal solution of (PE). First, when the set ∆l is empty the
corresponding solution x∗l is an ideal point and the current node can be pruned
since no criterion can be improved. Secondly, if at a stage l, the current integer
solution x∗l is efficient, the corresponding node is fathomed since x
∗
l is optimal
for (PE) over Dl. Third, if ψopt (value of the best efficient solution found for
(PE)) is greater than that of the optimal solution over Dl, the node l also is
fathomed. Finally, the trivial case when the reduced domain becomes infeasible.
Hence, the algorithm converges toward an optimal solution for (PE) in finite
number of steps.
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6 Experimental study
The proposed method has been coded using MATLAB R2013a and run on a
personal computer with 3.4 GHz Dell Pentium 4 and 4 GB of memory. We should
notice that all subroutines were programmed and no optimization packages were
used.
The data are uncorrelated integers uniformly distributed in the interval [1,
99] for the numerator and denominator coefficients, [-10, 20] for the numerator
constant, [1, 20] for the denominator constant, and [1, 30] for constraints coeffi-
cients. For each constraint, the right-hand side value was taken into [50,100]. For
each instance (n,m,k) (n is the number of variables, m the number of constraints,
and k the number of objectives), a series of 10 problems were solved. Tables 1
and 2 summarize the obtained results where mean, min and maximum number
of CPU (s), number of efficient solutions (Eff Sol) are reported. Also the ratio
of SN (staurated node)/ CN (created node) is given for each triplet.
