The (chordal) Loewner differential equation encodes certain curves in the half-plane (aka traces) by continuous real-valued driving functions. Not all curves are traces; the latter can be defined via a geometric condition called the local growth property. In this paper we give two other equivalent conditions that characterise traces: 1. A continuous curve is a trace if and only if mapping out any initial segment preserves its continuity (which can be seen as an analogue of the domain Markov property of SLE). 2. The (not necessarily simple) traces are exactly the uniform limits of simple traces. Moreover, using methods by Lind, Marshall, Rohde (2010), we infer that uniform convergence of traces imply uniform convergence of their driving functions.
Introduction and main results
Loewner chains provide a way to encode certain curves in a planar domain by real-valued functions called driving functions or Loewner transforms. They had been originally introduced by K. Löwner (1923) as an approach to solve the Bieberbach conjecture, but have recently also been used by O. Schramm (2000) to construct Schramm-Loewner evolution (SLE) which is a random curve driven by a multiple of Brownian motion. The relation between the driving function and the corresponding curve (called trace) is quite involved. In particular, not all curves are traces, but only those that satisfy a geometric condition called the local growth property. (Conversely, not all driving functions do generate a trace either, and there is so far no known characterisation of such driving functions.)
Particularly nice Loewner traces are the so-called simple traces which do neither intersect themselves nor the boundary of the domain. But already SLE produce (for some parameters) examples of non-simple traces. Therefore there is motivation to study the space of (not necessarily simple) Loewner traces. In the following, we will consider chordal Loewner traces in the upper half-plane H. In [TY20] the authors have shown that uniform limits of simple traces provide a (in general not simple) trace again, and they have raised the question whether the converse is true, i.e. whether any trace can be approximated by simple traces. (For SLE κ this has been known from [LSW04, Tra15] .) We show in the present paper that this is indeed the case.
Another motivation for studying the space of Loewner traces is characterising the topological support of SLE κ (as a probability measure on the path space). In [TY20] the authors have shown that the support of SLE κ is the closure of the set of simple traces. The result in the present paper implies that this is already the entire space of Loewner traces.
The main result of the present paper is the following characterisation of chordal Loewner traces. See Section 2 for definitions of the terminology.
Theorem 1.1. Let γ : [0, ∞[ → H be a continuous path with γ(0) ∈ R such that the family of K t := fill(γ[0, t]) is strictly increasing. Then the following are equivalent:
(i) The family (K t ) t≥0 satisfies the local growth property.
(ii) For every t ≥ 0, the path γ t (s) := g t (γ(s)), s ≥ t, is continuous.
(iii) There exists a sequence of simple paths γ n : [0, ∞[ → H with γ n (0) ∈ R and γ n (]0, ∞[) ⊆ H such that γ n → γ locally uniformly.
Remark 1.2. To be very precise, a boundary point z ∈ ∂K t can belong to several prime ends of H \ K t , so the image g t (z) would not be unique. Therefore the precise formulation of (ii) is that γ t can be chosen to be continuous (in case γ(s) ∈ ∂K t for some s > t).
While all of the above properties seem natural, proving their equivalence requires some work. One should keep in mind that Loewner traces might have infinitely many self-intersections and be space-filling (e.g. SLE κ with κ ≥ 8). This makes none of the equivalences obvious. (More examples of space-filling curves can be found e.g. in [LR12] .)
The property (ii) can be seen as a deterministic analogue of the domain Markov property of SLE which O. Schramm defined [Sch00] (i.e. conditioned on an initial segment of the SLE κ trace γ[0, t] (in the domain H), the remaining part of the trace γ[t, ∞] is again an SLE κ trace in the domain H \ fill(γ[0, t])). Analogously, the property (ii) describes that for any t we have that γ[t, ∞], mapped from the domain H\fill(γ[0, t]) to H, becomes again a continuous curve.
The property (iii) could remind us of SLE κ which are (for some values of κ) limits of simple curves arising from certain discrete models (e.g. [Smi01, LSW04] ). We emphasise that this property is not trivial to show, either. The "obvious" attempt to construct an approximating sequence (γ n ) would be smoothening the driving function of γ, but it is not clear whether the produced traces converge uniformly (they only converge in the Carathéodory sense, see [Law05, Section 4.7] ).
Another way of viewing Theorem 1.1 is that intuitively Loewner traces are allowed to self-intersect but need to "bounce-off" instead of "crossing over". But especially when the trace is space-filling, it is not obvious what this means precisely. This theorem describes three equivalent ways of phrasing it.
A consequence of the property (ii) is that if we call ξ the driving function of γ, then γ t is the continuous trace driven by the restriction ξ t := ξ [t,∞[ . To see this, observe that the family of K t,s := g t (K s \ K t ), s ≥ t, is the Loewner chain driven by ξ t . It is then easy to see that for each s ≥ t, we have H \ K t,s is the
In particular, the (pathwise) property of a driving function to generate a continuous trace is a local property.
Again, this statement might "feel" obvious to the expert but requires some work to prove. Indeed, D. Zhan has noticed that this statement is not obvious especially for traces with infinitely many self-intersections. The proof would considerably simplify if one only needed to prove that all corresponding hulls are locally connected. But in a discussion with S. Rohde, D. Belyaev noticed that this does not necessarily imply trace continuity, see a counterexample in Figure 1 .
Remark 1.4. In the formulation of Theorem 1.1, there is no need to require the trace to be parametrised by half-plane capacity since the properties do not depend on the parametrisation anyway. But keep in mind that the correspondence between trace and driving function, as in the formulation of Corollary 1.3, is defined via half-plane capacity parametrisation (see Section 2 for details).
Another consequence of the property (iii) is the following. Remark 1.6. For this statement, some condition on the parametrisation is required, since in general limits of simple traces might fail to be traces (more precisely, the strict monotonicity of the hulls might fail), e.g.
Parametrising traces by half-plane capacity prevents such sequences from converging uniformly since the half-plane capacity parametrisation is stable, see e.g. [TY20, Proposition 6.3].
Finally, we discuss again the relationship between trace and driving function. As we have commented above, our proof of property (iii) will not involve regularising the driving function of γ. Instead, we are going to construct γ n in a geometric fashion that does not take the driving function into account. Therefore it is natural to ask what happens to the driving functions during our construction. In fact, we can show that the uniform convergence of traces already implies uniform convergence of their driving functions. Surprisingly, we have not found this explicit statement in the literature. The closest result we have found is [LMR10, Theorem 4.3], and indeed we can use almost the same proof to show our claim. Note that the map from the trace to its driving function is not uniformly continuous, as the example [LMR10, Figure 6 ] shows. Moreover, the converse of Theorem 1.7 is false, i.e. uniform convergence of driving functions does not imply uniform convergence of their traces, as the example [Law05, Example 4.49] shows.
One may ask to what extent the approximating sequence in property (iii) is unique. Since the left/right turns (in the hyperbolic sense) of a trace are dictated by the increments of its driving function, we see that all γ n will behave similarly in terms of left/right turns. One may also ask for a quantitative description, but we will not investigate it in this paper.
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Preliminaries and Outline
We give a brief summary of chordal Loewner chains and traces, and the notation we use in the paper. A compact set K ⊆ H such that H \ K is simply connected is called a compact H-hull. We call the mapping-out function of K the unique conformal map g K : H \ K → H that satisfies the hydrodynamic normalisation g K (z) = z + O( 1 z ) at ∞. The half-plane capacity of K is hcap(K) := lim z→∞ z(g K (z) − z) ∈ [0, ∞[. For a compact set A ⊆ H, we define fill(A) ⊆ H to be the union of A with all bounded connected components of H \ A. In case A is connected to R, this is the smallest compact H-hull that contains A.
A strictly increasing family (K t ) t≥0 of compact H-hulls is said to have the local growth property if for any ε > 0 and T ≥ 0 there exists δ > 0 such that for every t ∈ [0, T ] there exists a crosscut of H \ K t of length at most ε that separates K t+δ \ K t from ∞. When we call g t the mapping-out function of K t , the local growth property is equivalent to saying that for any ε > 0 and
In particular, the family (K t,s ) s≥t with K t,s := g t (K s \ K t ) again satisfies the local growth property.
For a strictly increasing family (K t ) t≥0 of compact H-hulls that satisfies the local growth property, there exists a unique continuous real-valued function ξ : [0, ∞[ → R such that ξ(t) ∈ K t,s for all 0 ≤ t < s. This is called the Loewner transform or driving function of (K t ) t≥0 . The correspondence between (K t ) t≥0
and ξ is one-to-one when we fix the parametrisation of (K t ) t≥0 in a certain way, e.g. by half-plane capacity, meaning hcap(K t ) = 2t.
A continuous trace is a continuous path γ : [0, ∞[ → H with γ(0) ∈ R such that the family fill(γ[0, t]) satisfies the local growth property. We say that ξ ∈ C([0, ∞[; R) generates a continuous trace if there exists such γ that is parametrised by half-plane capacity and has ξ as driving function, which is equivalent to saying that the limit γ(t) = lim y 0 g −1 t (iy + ξ(t)) exists for all t and is continuous in t. A trace is called simple if it intersects neither itself nor R \ {γ(0)}.
When we have two traces γ 1 :
, and the driving function of γ is the concatenation of ξ 1 and ξ 2 . The converse statement is Corollary 1.3 which we will prove in this paper.
Outline
We give a few comments and first steps on the proof of Theorem 1.1.
The fact that (iii) implies (i) has been shown in [TY20, Proposition 6.3]. The converse statement, i.e. (i) implies (iii), is proven in Section 4. For that part we will also make use of the property (ii) which we will show first (below and in Section 3).
The fact that (ii) implies (i) follows almost immediately from [LMR10, Lemma 4.5]. One has to observe that although the lemma is formulated for connected sets S, its proof shows that it suffices when g(S) is connected. In particular, when we assume γ t to be continuous, the lemma can be applied to
With the uniform continuity of γ, the local growth property follows.
For the proof that (i) implies (ii), we gather a few preliminary observations. The continuity of γ tells us an important piece of information about γ t . Recall the following statement which follows from [Pom92, Theorem 1.7] via a Möbius transformation taking z ∈ ∂H to ∞.
Lemma 2.1. Let f : D → H ⊆Ĉ be conformal, and z ∈ ∂H. Then the set f −1 (z) ⊆ ∂D has measure 0.
Corollary 2.2. Let s ≥ t. The set of limit points of γ t at s is a single point or a subset of R with measure 0.
Since γ is continuous, all K t are locally connected, and hence γ t is rightcontinuous, and is continuous at times where it is in H. It follows that γ t consists of a countable number of excursions in H from R. Together with the previous observation, we conclude the following.
Lemma 2.3. For any δ > 0, there are finitely many excursions of γ t with diameter greater than δ on finite time intervals.
Proof. Suppose there are infinitely many excursions of γ t with diameter greater than δ on some finite time interval [t, T ]. Since γ t is bounded, by compactness of the Hausdorff metric (see [Bee93, Theorem 3.2.4]) we can find a sequence of excursionsγ n (considered as compact sets in H) that converge in the Hausdorff metric to a compact set A ⊆ H, and A is connected (see [Bee93, Exercise 3.2.8]). We can choose the sequence such that also the occurring times ofγ n converge to somes ∈ [t, T ]. Then all points in A are limit points of γ t ats, and therefore a single point or a subset of R with measure 0. Since A is connected, it must be a single point, contradicting diam(γ n ) > δ.
It follows easily that K t,s is locally connected for each s ≥ t (see Lemma 3.2). Note that this is not enough to show that γ t is continuous, as the following variation of an example by D. Belyaev in Figure 1 shows. Observe that in the above "non-example" there are infinitely many large excursions. We show in Section 3 that all counterexamples look like this, and hence do not apply to γ t . This will establish the continuity of γ t .
For the convenience of the reader we recall two classical results about the topology of the plane. See [Pom75, Section 1.5] for proofs.
Theorem 2.4 (Janiszewski). Let A 1 , A 2 ⊆Ĉ be closed sets such that A 1 ∩ A 2 is connected. If two points a, b ∈Ĉ are neither separated by A 1 nor by A 2 , then they are not separated by A 1 ∪ A 2 .
Theorem 2.5 (Jordan curve theorem). If J ⊆Ĉ is a simple loop, thenĈ \ J has exactly two components G 0 and G 1 , and these satisfy ∂G 0 = ∂G 1 = J.
Excursions of Loewner traces
In the following, we assume that β : [0, ∞[ → H has the following properties (we do not a priori assume β to be a continuous function):
• β consists of (a countable number of) excursions in H, i.e. for each t ≥ 0 if β(t) ∈ H, then there exist t 1 < t < t 2 such that β is continuous on ]t 1 , t 2 [, has limits β(t 1 −), β(t 2 +) ∈ R, and β(]t 1 , t 2 [) ⊆ H.
• For each T ≥ 0 and δ > 0 there exist only finitely many excursions of β on the time interval [0, T ] with diameter greater than δ.
• For t ≥ 0, K t := fill(β[0, t]) are compact, strictly increasing, and satisfy the local growth property.
With a slight abuse of notation, an excursionβ of β will denote either the path
Observe that the strict monotonicity of (K t ) implies that the set of times that belong to excursions is dense. Moreover, the local growth property implies that K t ∩ R is an interval for every t.
Observe also that for z ∈ H, we have z ∈ K t if and only if z lies on or is separated from ∞ by some excursion until time t. This is because only finitely many excursions have diameter larger than Im z.
The main goal of this section is to show the following.
Proposition 3.1. β is continuous in the sense that for every sequence t n → t such that β(t n ) is on some excursion, the limit lim n→∞ β(t n ) exists.
(Equivalently, β can be extended to a continuous function from [0, ∞[ to H.)
Note that from our assumptions on β, it does not make sense to specify β(t) at times t where β is not on any excursion.
Lemma 3.2. For each t ≥ 0, K t is locally connected.
Proof. For z ∈ H, K t is clearly locally connected at z since only finitely many excursions intersect z.
For z ∈ R, let δ > 0. There are only finitely many excursions of diameter at least δ until time t. Call K the union of the fillings of these excursions. Then there exists a connected set A ⊆ K ∩ B(z, δ) that contains K ∩ B(z, r) for some r > 0. Then A ∪ {fill(β) |β is an excursion with diam A < δ and dist(z,β) < r} is a connected set within K t ∩ B(z, δ + r) that contains K t ∩ B(z, r). Proof. Let r := r1+r2 2 . If D ⊆ B(z, r 2 ), there is nothing to prove. Therefore we can suppose there is some z 0 ∈ D \ B(z, r 2 ). For every z ∈ D ∩ B(z, r 1 ) we can find a simple polygonal path α z in D from z to z 0 . Note that such paths hit any circle only finitely many times. Pick α z such that it hits ∂B(z, r ) as few times as possible.
Suppose that there exist infinitely many z ∈ D ∩ B(z, r 1 ) that are disconnected in D ∩ B(z, r 2 ). Let A be an infinite set of such z . For z ∈ A the paths α z are all disjoint in B(z, r 2 ). Denote by w z the first hitting point of α z with ∂B(z, r ). Then B = {w z | z ∈ A} is an infinite set and hence has a limit point w 0 ∈ ∂B(z, r ).
Clearly w 0 ∈ ∂D since all points in B are disconnected in B(z, r 2 ) by construction. Since ∂D is locally connected, we can find a connected set C ⊆ ∂D ∩ B(w 0 , r − r 1 ) that contains ∂D ∩ B(w 0 , 2δ) for some δ > 0. Then each two points in D that are connected in B(w 0 , 2δ) \ C are also connected in D. Let w z ∈ B ∩ B(w 0 , δ). We claim that α z needs to pass a segment of ∂B(w 0 , δ) \ C that intersects ∂B(z, r ). This gives us the desired contradiction since there are only two such segments but infinitely many points in B ∩ B(w 0 , δ).
Note that α z needs to enter B(w 0 , δ) through some segment S of ∂B(w 0 , δ)\ C before passing w z . We show below that it needs to cross S again. If S does not intersect ∂B(z, r ), then w z is an unnecessary crossing of ∂B(z, r ) which contradicts our construction.
Suppose that α z does not pass S again, which implies that it crosses S an odd number of times. Let ζ 1 , ζ 2 ∈ ∂B(w 0 , δ)∩C be the endpoints of S. We show that ζ 1 and ζ 2 cannot be connected in C which contradicts the connectedness of C. Consider the segment of α z from when it last enters B(w 0 , r − r 1 ) until it next leaves B(w 0 , r − r 1 ) (these times exist since α z begins inside B(z, r 1 ) and ends outside B(z, r 2 )), followed by an arc of ∂B(w 0 , r − r 1 ). The Jordan curve theorem then implies that any set that connects ζ 1 and ζ 2 inĈ \ α z needs to intersect ∂B(w 0 , r − r 1 ). But C cannot do this because C ⊆ B(w 0 , r − r 1 ).
Intuitively, the local growth property implies that β might touch but not cross itself again. In particular, it cannot cross any of its past excursions. We make this more precise in the following.
For h > 0, we write S h := {z ∈ C | Im z ∈ ]0, h[}.
Let K ⊆ H be a compact H-hull and h > 0. We say that two points in S h \ K are on the same h-side of K if they are connected in S h \ K for every h > h. See Figure 2 for an illustration of this definition.
Note that if h is smaller than the height of K, then K has at least two h-sides (a left and a right side). If K 1 ⊆ K 2 , then points on the same h-side of K 2 are also on the same h-side of K 1 . Lemma 3.4. Let K ⊆ H be a compact H-hull, and h > 0. Fix two different h-sides S 1 , S 2 of K. Then there exists δ > 0 with the following property:
If C is a crosscut in H \ K such that there exist z 1 ∈ S 1 and z 2 ∈ S 2 that both are separated from ∞ by C, then diam C ≥ δ.
Proof. Since S 1 and S 2 are different h-sides of K, there exists h > h such that they are disconnected in S h \ K.
Let h ∈ ]h, h [. By definition, all points in S 1 are connected in S h \ K. Pick any z ∈ S 1 . Since H \ K is a domain, there exists a path α in H \ K from z to a neighbourhood of ∞. Therefore any crosscut that separates z from ∞ needs to cross α. It follows that any crosscut that separates some point in S 1 from ∞ needs to cross either α or some point connected to S 1 in S h \ K. Let δ 1 := dist(α, ∂K) > 0. Then any crosscut with diameter smaller than δ 1 that separates some point in S 1 from ∞ needs to contain some point connected to S 1 in S h \ K. Similarly, there is δ 2 such that the analogous statement is true for S 2 . Now let δ := δ 1 ∧ δ 2 ∧ (h − h ). If C is a crosscut in H \ K with diam C < δ and separates points both in S 1 and S 2 from ∞, then C minus its endpoints is a connected set in S h \ K that contains two points connected to S 1 resp. S 2 in S h \ K. But this is impossible since S 1 and S 2 are separated in S h \ K.
Corollary 3.5. Let K ⊆ H be a compact H-hull, and h > 0. Fix two different h-sides S 1 , S 2 of K. Then there exists δ > 0 with the following property:
If K ⊇ K is a compact H-hull and C is a crosscut in H\K with diam C < δ such that there exist z 1 ∈ S 1 \ K and z 2 ∈ S 2 \ K that both are separated from ∞ by C, then C intersects K \ K.
Proof. Choose δ as in Lemma 3.4. If C does not intersect K \ K, then C is also a crosscut in H \ K. We claim that C separates z 1 , z 2 from ∞ also in H \ K which is a contradiction to diam C < δ.
Suppose C ∪ K ∪R does not separate z 1 from ∞. Since K ∪R does not separate z 1 from ∞ either and (C ∪K ∪R)∩(K ∪R) = K ∪R is connected (recall that we assumed C ∩K ⊆ K), by Janiszewski's theorem (C ∪K ∪R)∪(K ∪R) = C ∪ K ∪R would not separate z 1 from ∞, which contradicts our assumption. The argumentation for z 2 is the same.
We say that an excursionβ ∈ C([t 1 , t 2 ]; H) occurs within a time interval
Let K ⊆ H be a compact H-hull and h > 0. We say that β[s, t] is on one h-side of K if all points of β[s, t] ∩ (H \ K) lie on the same h-side of K.
Lemma 3.6. Let t ≥ 0 and h > 0. If Im β(t) < h, then β[t, t + ε] is on one h-side of K t for some ε > 0.
Proof. By compactness we can find a sequence t n t such that β(t n ) ∈ H t converges to some z ∈ H with Im z < h. By Lemma 3.3 only finitely many components of H t ∩ B(z, (h − Im z)/2) are disconnected in H t ∩ B(z, h − Im z). Therefore (by the pigeonhole principle) we can pick a subsequence of (t n ) (call 
In particular, they are all on the same h-side of K t ; call that side S 1 . Suppose that there is another sequence s n t such that each β(s n ) ∈ H t is on a different h-side of K t than S 1 . By the same argument as above, we can pick the sequence such that all β(s n ) are on the same h-side of K t ; call that side S 2 .
By construction S 1 = S 2 . But then Lemma 3.4 gives us a contradiction to the local growth property. Proof. If β(t) ∈ H s , then by the continuity of excursions there is nothing to show, so assume β(t) ∈ K s ∪ R. We claim that the set of limit points β(t−) is contained in K s ∪ R. In case β(t) ∈ H, this is clear by the continuity of excursions. In case β(t) ∈ R we have either t as a finishing time of an excursion (in which case the claim is again clear by continuity) or that there are infinitely many excursions finishing shortly before t in which case their diameters have to converge to 0 by the assumption on β which implies the claim.
Call S 1 the h-side of K s containing β[s, t]. By Lemma 3.6, β[t, t+ε] is on one h-side of K t and hence also of K s for some ε > 0; call it S 2 . Suppose S 1 = S 2 . Then we can find h > h such that they are separated in S h \ K s .
Pick any t N and find a path α in H t connecting β(t N ) to a neighbourhood of ∞. We have seen that the set of limit points β(t−) is contained in K t , so
Since β[s, t] is on one h-side of K s , it follows from Janiszewski's theorem that β[t , t] is on one h-side of K t . Recall that we have chosen all β(t n ) to be on one different h-side of K t . Applying Corollary 3.5 to K t and by the local growth property there exists some t ∈ [t , t[ and some crosscut C in H t with diam C < δ/2 ∧ (h − h) that separates β(t n ) from ∞ for sufficiently large n and intersects K t \ K t .
The choice of δ implies dist(C, α) > 0. Therefore C does not separate β(t N ) from ∞. We claim that C does not separate β(t n ) from ∞ for any n, producing a contradiction.
We have picked t n such that all β(t n ) are connected in S h \ K t for any h > h. If C separates β(t n ) from ∞, C needs to contain some point in the same h-side of \K t as β(t n ), and that side is contained in S 2 . This means that C needs to contain points from both S 1 and S 2 . Since all points of C are less than h − h away from the set β(t−), C contains a connected set in S h \ K s . But this is impossible since S 1 and S 2 are separated in S h \ K s . By Lemma 3.6, we havet > s, and by Lemma 3.7, we havet ≥ t.
Now the proof of Proposition 3.1 follows.
Proof of Proposition 3.1. First we show left-continuity. Let t ≥ 0. If some excursion is ongoing or finishes at t, then there is nothing to show. Therefore assume that there are infinitely many excursions of β finishing shortly before t.
Recall that I := K t ∩ R is an interval. Hence for any x ∈ I, there exists some past excursionβ such that fill(β) has small distance to x. Let h > 0 be smaller than the height ofβ. From Corollary 3.8 and the assumption that only finitely many excursions are larger than h, it follows that when ε > 0 is small enough, β[t − ε, t] will lie on one h-side of K t−ε and hence also of fill(β). Since this holds for all x ∈ I, it implies that β(t−) is a Cauchy sequence.
Now let x be any right limit point of β. If x = β(t−), then as above we can find some past excursion between x and β(t−), contradicting Lemma 3.7.
Proof of (iii) in Theorem 1.1
Since this part is about local convergence, we can restrict ourselves to a compact time interval, say [0, 1]. Let γ ∈ C([0, 1]; H) be a trace. The strategy is to insert a sequence of cut points into γ at a countable dense subset of [0, 1]. This will produce a simple trace that approximates γ.
For γ ∈ C([0, 1]; H) that satisfies the local growth property, we denote bŷ g t : H \ fill(γ[0, t]) → H the conformal map with g t (γ(t+)) = 0 and g t (z) = z + O(1) near ∞, andf t :=ĝ −1 t . In this section, we write γ t (s) :=ĝ t (γ(s)) for t ≤ s ≤ 1. By the property (ii) of Theorem 1.1, this is again a continuous trace (generated by ξ t (s) := ξ(s) − ξ(t), s ∈ [t, 1]). Note the re-centring here which is a slight change of notation to the previous sections.
We first sketch how we construct a sequence (γ n ) that converge to a simple path γ ∞ such that γ − γ ∞ ∞ < ε. To keep the notation a bit simpler, we will care only about γ ∞ being simple and not about boundary hittings. The latter are not a problem since we can remove them viã
Let (t n ) be a sequence such that {t n | n ∈ N} is a dense subset of [0, 1]. Each γ n will insert a short simple path into γ which serves as cut points. This path will be inserted in the time interval [t n , t n + h n ] for some small h n > 0. As a result, all times t > t n will shift to t + h n . Therefore it is notationally convenient to introduce another (slight) reparametrisation.
Suppose a summable sequence of h n > 0 have been defined, and writeh := n∈N h n . We "stretch" the interval [0, 1] to [0, 1 +h] by inserting an additional interval [t n , t n + h n ] at time t n for each n. More precisely, we define ϕ :
Let s n := ϕ(t n ) and I n := [s n , s n + h n ] ⊆ [0, 1 +h]. Then
t n if s ∈ I n for some n.
We will construct γ n ∈ C([0, 1 +h]; H) inductively. Let γ 0 be γ but "halted" in the intervals I n , i.e. γ 0 (s) := γ(ϕ −1 (s)). Note that the hulls generated by γ 0 are not strictly increasing (they remain constant in the intervals I n ), but this will not worry us because we will construct γ ∞ to be strictly increasing.
For n ≥ 1, we let (see Figure 4 )
We claim that γ n satisfies the local growth property again. For s ≤ s n + h n this is clear. For s ≥ s n + h n it follows from the local growth property of γ n−1 sn . (More precisely, for each crosscut C in H \ fill(γ n−1 sn [s n , s]), we can build a crosscut in H \ fill(γ n sn [s n , s]) byC := C + i2 √ h n and closingC from below in case C terminates on R.)
Note that we have inserted a "cut segment" in the interval I n which separates γ n [s n +h n , 1+h] from γ n [0, s n ]. We would like to make sure that these two parts remain separated for m > n, therefore we introduce the following notation.
For m ≥ n, we let d n,m := dist(γ m [0, s n ], γ m [s n + h n , 1 +h]). We will show later that we can pick the sequences (t n ), (h n ) such that the following conditions are satisfied. • γ n − γ n−1 ∞ < ε2 −n .
• d n,m > d n,n /2 > 0 for all m > n.
• |γ m (s) − γ m (s )| > 1 2 |γ n (s) − γ n (s )| for s, s ∈ I n and m > n. These conditions will imply that γ n → γ ∞ for some γ ∞ ∈ C([0, 1 +h]; H) with γ 0 − γ ∞ ∞ < ε. Moreover, we show that γ ∞ is simple. Let 0 ≤ s < s . We need to show that γ ∞ (s) = γ ∞ (s ). There are two cases. In case there exists some n such that s < s n < s n + h n < s , then |γ m (s) − γ m (s )| ≥ d n,m > d n,n /2 for m > n and hence |γ ∞ (s) − γ ∞ (s )| ≥ d n,n /2 > 0. In case no such n exists, by the denseness of the sequence (t n ), we must have s, s ∈ I n for some n. In that case we have |γ m (s) − γ m (s )| > 1 2 |γ n (s) − γ n (s )| for m > n and hence |γ ∞ (s) − γ ∞ (s )| > 1 2 |γ n (s) − γ n (s )| > 0. Now, since γ 0 is just a time-changed version of γ (by at mosth), the uniform continuity of γ implies that γ − γ ∞ ∞ < ε + φ(h) for some increasing function φ with φ(0+) = 0.
This finishes the proof of (iii) of Theorem 1.1 since ε andh can be chosen arbitrarily small. It remains to find suitable sequences (t n ), (h n ) that satisfy our desired conditions.
Lemma 4.1. There exists a countable dense subset T ⊆ [0, 1] such that for each
Proof. Since the family (K t ) is strictly increasing, there must exist such t in every interval of positive length. The claim follows immediately. Proof. Let d > 0 be a number that we specify later. Since f is uniformly continuous on a neighbourhood of A, there certainly exists δ > 0 that work for all z 1 , z 2 ∈ A with |z 1 − z 2 | ≥ d. Suppose now that |z 1 − z 2 | < d. We can assume that δ < d < 1 2 dist(A, R). The Koebe distortion theorem and Cauchy integral formula imply that there exists C > 0 such that |f (w) − f (z 1 )| ≤ Cd|f (z 1 )| for all w ∈ B(z 1 , d) .
Hence
Then
Choosing d, δ small enough such that Cδ 1−Cd ≤ ε implies the claim.
We choose the sequence (t n ) as in Lemma 4.1. This implies that γ 0 (s n ) / ∈ γ 0 ([0, s]) ∪ R for all s < s n . Inductively, the same is true for all γ m . Moreover, we see that γ m (I n ) ∩ (γ m ([0, s]) ∪ R) = ∅ for all s < s n and m ∈ N.
Note we can choose the sequence (h n ) inductively, where the choice of h n can depend on γ 0 ,...,γ n−1 . This is because although it looks like γ n depend also on future h m where m > n, they actually do not since we have set γ n constant on each I m for m > n.
Let n ∈ N. Sincef n−1 sn is continuous in H, the difference γ n − γ n−1 ∞ becomes arbitrarily small when h n is small. Therefore the first two conditions are clearly satisfied for sufficiently small h n . (The condition d n,n > 0 holds automatically when h n > 0.) For the third condition we can apply Lemma 4.2 if we know that γ n−1 sn (I k )∩R = ∅ for all k < n with s k > s n . But this is equivalent to γ n−1 (I k ) ∩ (γ n−1 ([0, s n ]) ∪ R) = ∅ which is true by our construction.
Proof of Theorem 1.7
Since this part is about local convergence, we can restrict ourselves to a compact time interval, say [0, 1].
Let γ n ∈ C([0, 1]; H) be a sequence of chordal Loewner traces, and suppose that γ n → γ uniformly. Note that such a sequence is equicontinuous, and denote their modulus of continuity by ω, i.e. |γ n (t) − γ n (s)| ≤ ω(|t − s|) for all n, and the same for γ. As usual, we denote the corresponding hulls by K t := fill(γ[0, t]). Moreover, let R := sup t diam γ t < ∞, where γ t (s) = g t (γ(s)) as before.
Given ε > 0, we would like to find δ > 0 such that ξ −ξ n is small whenever γ − γ n < δ.
Let h ε > 0 such that ω(h ε ) < ε. Let t ∈ [0, 1]. We follow the proof of [LMR10, Theorem 4.3] and estimate the difference via
(1) with a suitable h ∈ ]0, h ε ] that we will choose below. By the half-plane capacity parametrisation and [JVL11, Lemma 3.4], we have
Therefore there exists some h ∈ ]0, h ε ] such that Im γ t (t+h) ≥ 2hε cR . By [LMR10, Lemma 4.5], it follows that dist(γ(t + h), K t ) ≥ 2hε c 2 R ∧ 4h 2 ε c 4 R 3 =: d. By the uniform continuity of γ, we have diam(γ[t, t + h]) ≤ ω(h) < ε, and by [LMR10, Lemma 4.5] it follows that diam(γ t [t, t + h]) ≤ c(ε ∨ R 1/2 ε 1/2 ). In particular, we have |ξ(t) − g t (γ(t + h))| = |γ t (t) − γ t (t + h)| ≤ c(ε ∨ R 1/2 ε 1/2 ) which bounds the first difference in (1).
The third difference in (1) can be bounded similarly. When we pick δ ≤ d/2 so that δ < d − δ < dist(γ(t + h), K n t ), then again by [LMR10, Lemma 4.5] |g n t (γ(t + h)) − g n t (γ n (t + h))| ≤ c(δ ∨ R 1/2 δ 1/2 ) and |g n t (γ n (t + h)) − ξ n (t)| ≤ c(ε ∨ R 1/2 ε 1/2 ). To bound the second difference in (1), we use [LMR10, Lemma 4.8]. Let B := fill(K t ∪ K n t ). We now estimate the hyperbolic distance from γ(t + h) to ∞ in (C \ B) * where * denotes the reflection through R. By [LMR10, Lemma 4.4], we have diam g t (∂K t ) ≤ 4R. By the choice of δ and [LMR10, Lemma 4.5] it follows that g t (∂B) ⊆ [a, a + 4R + d] × [0, d 2 ] for some a ∈ R. Denoting by g * t the Schwarz reflection of g t through R, we have that
Recalling that Im γ t (t + h) ≥ d, an explicit computation (see the lemma below) shows that the hyperbolic distance is at most ρ ≤ sinh −1 ( 8R+4d d/2 ) ≤ log(17 + 32R d ). By [LMR10, Lemma 4.8], we then have |g t (γ(t + h)) − g n t (γ(t + h))| ≤ |g t (γ(t + h)) − g B (γ(t + h))| + |g B (γ(t + h)) − g n t (γ(t + h))| ≤ 2cR 1/2 ρδ 1/2 ≤ cd log(17 + 32R d ).
Since d can be chosen as small as we want, this bounds the second difference in (1) and finishes the proof of Theorem 1.7. 
