We present a bosonic description for systems of interacting fermions. A systematic expansion of the free energy starts with a solution to the lowest order Schwinger-Dyson or gap equation. Part of the phase diagram for the Hubbard model is computed in this framework. We propose a two particle irreducible formulation of an exact renormalization group equation for computations beyond leading order. 
Introduction
Systems of strongly correlated electrons often show the phenomenon of spontaneous symmetry breaking or a behavior close to it. Examples are antiferromagnetism or superconductivity in the Hubbard model [1] . Spontaneous symmetry breaking (SSB) is also common to other fermionic systems, like effective quark-models for the strong interactions or ultracold fermionic atoms. The spontaneous breaking of symmetry is introduced by a bosonic order parameter or vacuum expectation value (vev), typically corresponding to the condensation of fermion-fermion or fermion-antifermion (electron-hole) pairs. Examples are Cooper pairs ∼ ψψ for superconductors or the spin vector m ∼ ψ τ ψ for ferromagnets. A reliable quantitative description of SSB -for example the computation of the order parameter and the mass gap in the low temperature phase -is not easy in a purely fermionic language. The simplest possible effective potential for the magnetization in a ferromagnet involves already four powers of m, e.g.
The term ∼ m 4 corresponds to an eight-fermion-interaction which is hard to compute in a purely fermionic picture. Moreover, the effective potential (or free energy) often does not take a simple polynomial form as in the example (1) .
Standard approaches to this problem are the mean field theory (MFT) or the solution of a gap equation based on the Schwinger-Dyson (SD) equation [2] . In both methods one treats effectively the fermionic fluctuations in a bosonic "background field" or "mean field". This is manifest in MFT where the fermionic fluctuations are truncated in quadratic order. The remaining fermionic functional integral is Gaussian and the free energy for a given mean field can be computed in this approximation. Minimization of the free energy yields a self-consistency equation for the mean field. The shortcoming is the complete omission of the effective bosonic fluctuations or, equivalently, the fermionic fluctuations beyond the quadratic approximation. For strongly interacting systems this approximation is not expected to be quantitatively accurate.
This issue is most easily addressed by partial bosonization via a HubbardStratonovich-transformation [3] . In the partially bosonized language the partition function is written as a functional integral over fermion and (composite) boson fields (see [4] for the case of the Hubbard model) and MFT precisely corresponds to the neglection of the bosonic fluctuations. Partial bosonization is, however, not unique and the results on SSB depend strongly on the choice of the mean field (see e.g. [4] ). The problematics and the cure of this "Fierz ambiguity" are discussed in detail in [5] . Physical results must, of course, be independent of the choice of a specific partial bosonization -this clearly demonstrates the importance of the bosonic fluctuations neglected in MFT.
The SD-approach is formally a fermionic formulation and the lowest order gap equation is one loop exact. 2 An apparent problem is the reconstruction of the free energy from the solution of the gap equation. This becomes crucial when the gap equation admits solutions with different order parameters and the free energy corresponding to the different solutions has to be compared. 3 Furthermore, the lowest order SD-equation for a given order parameter generically takes the form of a MFT computation for a particular choice of partial bosonization. This shows that the gap equation leaves out the effective bosonic fluctuations, just as MFT. This shortcoming becomes particularly important when the composite bosons are correlated on large length scales (or have a small renormalized mass), as characteristic for critical behavior in the vicinity of a second order phase transition. 4 Going beyond the MFT and SD approaches, which are established since many years, requires a method which should (a) allow for a computation of the free energy, (b) be one loop exact and (c) include the effects of the bosonic fluctuations. One possible approach relies on the exact renormalization group equation for the effective average action [7] . It is based on partial bosonization, but the Fierz ambiguity of MFT can now be cured [5] by the inclusion of the bosonic fluctuations and an appropriate "rebosonization" of multi-fermion interactions at every scale [8] . Still, these computations are rather complex due to the necessity to compute both fermionic and bosonic interactions. In fact, partial bosonization brings often a certain redundancy of the description: a four fermion interaction amplitude can be composed from a direct fermionic vertex and a piece from the exchange of bosons. Rebosonization avoids this redundancy by eliminating (parts of) the direct vertex in terms of interactions involving bosons. Nevertheless, a method that avoids this redundancy from the outset (like the SD approach) would seem to be advantageous.
In this paper we present such a method based on the "bosonic effective action" (BEA). As an alternative to partial bosonization we introduce bosonic sources for fermion bilinears. As usual, the effective action obtains from an appropriate Legendre transform and is a functional of bosonic fields. We argue that there is no need to include fermionic sources -as a result the BEA depends only on bosonic variables. Our original fermionic problem is completely translated into a purely bosonic language. In particular, this avoids the complications of redundancy by construction. Indeed, all operators with possible nonzero expectation values are of bosonic nature -as, for example, the fermion propagator or any order parameter. The general possibility of a purely bosonic description should therefore be of no surprise. It is also clear that a purely bosonic description will, in general, not only involve local fields. The bosonic fields correspond to fermion bilinears ψ α ψ β where ψ α and ψ β may be fermion fields at different locations.
Our method can be connected with the two particle irreducible (2PI) effective action [9] . Indeed, the loop expansion of the BEA involves 2PI graphs in the fermionic language. The main difference of our approach with previous work on the 2PI effective action is the complete translation to a bosonic picture. The BEA depends only on composite bosonic fields, whereas the usual 2PI-formulation would involve both fermionic and bosonic degrees of freedom. The complete bosonization avoids the issue of redundancy and greatly simplifies the computation of the effective action. We demonstrate by a sample computation for antiferromagnetism in the Hubbard model (sect. 8) that these simplifications make computations manageable for rather complex situations.
After defining the BEA in sect. 2 we translate in sect. 3 the fermionic SD-equation into a bosonic formulation. The resulting identity for the BEA can be used for the construction of a systematic loop expansion for the BEA and the free energy. It becomes obvious that the BEA is a rather simple object which can explicitely be written down in rather high orders of the loop expansion. The price to pay is the comparatively high complexity of the field equation which needs to be solved in order to find the minima of the free energy. The BEA also has a very high degree of symmetry (sect. 4). It is invariant under all transformations leaving the "classical" fermionic interaction invariant, irrespective of the form of the classical fermion propagator.
In sects. 5-8 we turn to more practical computations for models with local four-fermion-interactions. Based on a local gap equation (sect. 6) and a simple formula for the free energy (sect. 7) we discuss antiferromagnetism in the two dimensional Hubbard model in sect. 8. Already the lowest order computation agrees qualitatively with experimental observations for high temperature superconductors. We compute the free energy for the antiferromagnetic state and sketch how it can be compared with other phases.
The powerful tool of the exact renormalization group equation for the effective average action [7] can be directly implemented for the BEA (sect. 9). There is no need for rebosonization [8] in this formulation. In particular, we advocate the use of a "renormalized gap equation". Our conclusions are presented in sect. 10.
Bosonic effective action
We start by collecting all fermionic degrees of freedom in a set of Grassmann variablesψ α , where the collective index α labels momenta (or locations) as well as possible internal degrees of freedom including spin. It also differen-tiates between what is usually called ψ and ψ. For a model with quartic fermionic interaction the partition function reads
Due to the anticommutation property of the Grassmann variables λ αβγδ is totally antisymmetric in all indices. We treat here the quadratic terms in the fermionic action as a bosonic source term j αβ = −j βα and consider first Z as a functional of arbitrary fermionic and bosonic sources η and j. With W [η, j] = ln Z[η, j] and using
we can write the fermion propagator as
Thus W obeys a nonlinear functional differential equation relating the dependence on j to the one on η. Similarly, we can write
with
vanishing for η = 0. The fermionic effective action in presence of bosonic sources j obtains by a Legendre transform with respect to the fermionic variables
It obeys (at fixed j)
We may express Γ F as a functional integral in a fermionic background field ψ,
where we have defined
The bosonic effective action for the composite field G αβ is constructed similarly. For the purely bosonic formulation motivated in the introduction we restrict the formulation to vanishing fermionic sources η α = 0. The BEA is then defined as
and obeys
where
We note that Γ F is an even functional of ψ and contains precisely the same information as Γ B . The bosonic and fermionic effective action are connected by relations of the type (4), (5) . Evaluating them at ψ = 0 relates G αβ to the fermion propagator for vanishing ψ,
and connects the full bosonic propagator to appropriate (functional) deriva-
5 Note that due to the antisymmetric index notation the bosonic matrix multiplication
−1 . For clarity we often denote contraction of bosonic indices with a dot in order to distinguish it from fermionic index contraction, i.e. j · G = The translation rules (15)(16) -and similar rules for higher vertices -permit a mapping between the fermionic effective action Γ F and the bosonic effective action Γ B .
The BEA is simply related to the Helmholtz free energy F
The grand canonical partition function Z(T, µ, V ) depends on temperature T , volume V and the chemical potential µ which is a part of the source j αβ . Similarly, the particle number density is a particular combination of G αβ . It is sometimes convenient to introduce an auxiliary thermodynamic potential
such that the equilibrium states correspond to the extrema of Γ j . We will call Γ j a "free energy" as well, Γ j =F /T . The pressure p, the energy, entropy and particle number densities ǫ, s and n can directly be gained from the minimum of Γ j , i.e.
Of course, Γ B and Γ j do not only depend on particle number. They are functionals of all possible fermion propagators G αβ , whereby the physical propagator is given by the minimum of Γ j . 
Schwinger-Dyson equation and loop expansion
The fermionic Schwinger-Dyson equation relevant for our purpose obtains by evaluating a further differentiation with respect to ψ at ψ = 0 (Γ (2)
This identity can directly be translated into the bosonic formulation by use of the identities (15) and (16):
The exact identity (22) we can explicitely compute Γ B in the lowest order approximation by integrating the differential equation
One obtains (note ∂G αβ /∂G γδ = δ αγ δ βδ −δ αδ δ βγ ) the two loop effective action
For qualitative estimates of the properties of a fermionic systems the lowest order BEA (25) will often be sufficient. It is instructive to recall the respective role of the two terms on the r.h.s. of eq. (25). The second term corresponds to the classical action (without the source term ∼ j), whereas the first one reflects the fermionic fluctuation determinant (
. In a graphical representation the first term corresponds to a closed fermion loop, whereas the second term involves two loops connected by the vertex λ. Here every factor G αβ corresponds to a fermion line. A differentiation of Γ B with respect to G corresponds to cutting a fermion line and lowers the loop order. The two loop BEA is therefore equivalent to the one loop SD-equation for the fermion propagator. It may be surprising that the classical contribution appears formally as a two loop expression. We will see in sect. 7 that actually no explicit loop calculation is needed for its evaluation.
It is straightforward to compute the value of the thermodynamic potential F − µT or U for given values of the source j. Inserting the solution (23) the effective action can be expressed as
where G should be interpreted as a functional of j. This yields the lowest order formula for the free energy
If the field equation (23) admits more than one solution the expression (27) can be used in order to determine the one which corresponds to the lowest value of the thermodynamic potential F − µT . Our formalism therefore is well suited to describe competing order parameters and first order phase transitions. A systematic loop expansion for the BEA can be constructed by an iterative solution for Y αβ . In the lowest order approximation one has
and therefore (Γ
1 )
Inserting eq. (29) into the formula for Y αβ in eq. (22) one obtains the two loop expression which corresponds to the "setting" sun diagram
The three loop effective action therefore receives additional quartic bosonic interactions
The approximation (31) is valid as long as |λG 2 | ≪ 1 (in a parametric sense). In the opposite extreme |λG 2 | ≫ 1 we may use a "strong coupling expansion" which will be discussed elsewhere.
We emphasize that Γ = Γ B −
2
Tr ln G consists precisely of the sum of two particle irreducible (2PI) diagrams on the fermionic level. This is linked in a very direct way to the observation that the self energy in the SD equation (21) for fermions is one particle irreducible. Differentiation with respect to G cuts a line and therefore reduces the degree of reducibility precisely by one. The one particle irreducibility of the self energy ∂ Γ/∂G = Γ (2) F + j is well known. This would be a contradiction unless Γ is 2PI. The proof of two particle irreducibility of Γ becomes therefore extremely simple in our formulation.
Symmetries
Many properties of Γ[G; λ] can be understood in terms of symmetry transformations. Let us consider a general linear transformation.
We will assume that t αβ is regular such that the inverse t −1 αβ exists. If we also transform the sources j and the quartic coupling λ according to
the action S j ((eq.11)) remains invariant,
For transformations with unit Jacobian this also holds for the partition func-
More generally, for arbitrary regular t the Jacobian of the functional measure is responsible for an anomaly
With
we find
On the other hand, we note the transformation property
We may therefore write
where the "reduced effective action"Γ is invariant under a simultaneous transformation of G and λ according to eqs.
This structural information on the possible form of Γ B will be very useful for possible truncations. For example, let us exploit the invariance ofΓ[G, λ] under simultaneous transformations of G and λ. This greatly restricts the possible independent invariants on whichΓ can depend, i. e.
These and other invariants involving higher powers of G are constructed by contracting each index of λ with an index of G. We observe that I 3 and I 2 1
are not 2PI. The three loop BEA must therefore be proportional to I 2 . On the other hand, for particular values of G we may have I 2 = cI 2 1 and use this relation as an approximation.
Furthermore, for a fixed given value of λ the full bosonic effective action Γ B [G] is invariant under all linear transformations (32) which obey det(t) = 1 and leave λ αβγδ invariant, i. e.
This may be a very large symmetry group, much larger than the symmetry leaving S j [ψ] invariant for fixed λ and j. For example, a pointlike interaction
2 is invariant under local U(1) gauge rotations (with opposite phases for ψ and ψ) whereas the quadratic fermion kinetic term may not preserve the local symmetry. Nevertheless, the bosonic effective action Γ B exhibits the full local symmetry. Actually, G(y, x) = ψ(y)ψ(x) transforms with different phases at x and y, i. e. G ′ (x, y) = exp i α(x) − α(y) G(x, y), similar to a link variable or a string between x and y. We will give an example for the possible practical use of this large symmetry in sect. 5c.
Local interactions
Several very interesting fermionic models assume a local four-fermion interaction. We concentrate here on a single spinor field (
) (or electrons and holes). In a notation with
the action reads
In this section the integral x corresponds to a sum over points x in a Ddimensional lattice and includes a sum over discrete Euclidean time points τ = ǫm τ , m τ ∈ Z, as appropriate for quantum statistics. The spinors are antiperiodic in the τ -direction with periodicity given by the inverse temperature T
We employ a, b = 1 . . . 4 for the internal indices whereas α, β count all Grassmann variables, e. g. β = (b, x) = (b, τ, x). The limit ǫ → 0 has to be taken at the end 6 . More explicitely, the local interaction corresponds to
The interaction (44) has a high degree of symmetry which can be combined from independent local SO(4)-rotations among the four components ψ a (x) at every point x and the symmetries of the lattice (i. e. appropriate translations, rotations and reflections). There is no anomaly for this symmetry and the bosonic effective action is invariant under the corresponding transformations of G αβ . Different models like the Hubbard model [1] or the Gross-Neveu [10] model can be obtained by choosing different sources j αβ at the end. These sources will reduce the symmetry. Nevertheless, all these models will be described by the same bosonic effective action Γ B ! 6 In a continuum notation one has
Hermiticity of the Hamiltonion is reflected by Osterwalder-Schrader positivity [11] of the functional integral. This means that the action S j should be invariant under the transformation (ϑ 2 = 1)
if accompanied by complex conjugation of all coefficients and total reordering of the Grassmann variables, e.g.
In a convenient basis with spin notation (35) one may have
For "even sources" obeying
the action S j is indeed invariant and W [j] therefore real. Discarding spontaneous breaking of the ϑ-symmetry implies
and we may restrict the bosonic fields G αβ to those obeying eq. (51) without changing our previous constructions. For the choice (51) one finds
The Hubbard model has a repulsive local interaction U > 0 with action S given by
Here i, j denote the lattice sites in a D-dimensional cubic lattice. We concentrate on the simplest version where T ij = −t for next neighbors and zero otherwise. The identification with our previous discussion holds for λ = ǫU. A local source term is given by the chemical potential µ which vanishes only for half filling
Another source term arises from the next neighbor interactions (or hopping term)
Here a is the unit lattice vector, a = | a| the lattice distance and x = (τ, x), x = a m with m a set of integers associated to i. Finally, the τ -derivative in dτ ψ∂ τ ψ is expressed by
One should take ǫ → 0 at the end.
The action for the Gross-Neveu model (GN-model) can be written in the form
For D ≤ 3 and β → ∞ this action is invariant under the rotation ("Lorentz") group SO(D + 1) and therefore describes relativistic fermions. This holds provided the matrices γ µ are appropriately chosen, where 3 and we note that ψ accounts only for one chirality, i. e. ψ =ψ L , ψ =ψ L . The SO(4)-invariance of this somewhat unusual "Chiral Gross-Neveu model" can be seen by noting the "Fierz identity" for two component spinors
Finally, for D = 1 we may take γ 0 = τ 2 , γ 1 = τ 1 .
The continuous GN-model (57) needs some type of an ultraviolet regularization. A cutoff preserving the SO(d) symmetry can easily be implemented in momentum space by restricting q µ q µ ≤ Λ 2 . Another approach provides for a suitable smooth momentum dependent cutoff by modifying the fermion kinetic term in the action (59). As an alternative, we may discretize the model on a cubic lattice with lattice distance a such that
. . m D ) denoting the lattice sites. Depending on the precise implementation of the discretized derivative the continuum limit a → 0 of the lattice GN-model may correspond to a continuous GN-model with several species of fermions ("fermion doubler problem").
In the following we concentrate on D = 2. On a cubic lattice with sites (m, n) the action of the lattice-Gross-Neveu model (LGN-model)
is formulated in terms of the lattice derivatives
. The coupling strength is related to the one of the continuum formulation by U = G/a 2 .
c) Symmetry transformations
Without changing the structure of the interaction term ∼ U we may bring the discretized action (59) of the GN model closer to the one for the Hubbard model (53) by appropriate redefinitions of the spinor fields. This transformation is an example for the extended symmetry transformations which leave Γ B invariant, as discussed in sect. 4. With
the kinetic term equals the one for the Hubbard model up to an important factor (−1) n , i. e.
We identify t = −1/(2a) and note that a change of sign of t can be achieved by further multiplying both ψ ′ (m, n) and ψ ′ (m, n) by a factor (−1) m+n .
The alternating factor (−1) n multiplying the next neighbor interaction in the 1-direction cannot be absorbed by further local transformations of the fields. (It may be shifted to a factor (−1) m in the 2-direction.) It expresses the difference in the structure of the Fermi surface between the LGN-and the Hubbard model. We may call the model with the kinetic term (62) the "layered Hubbard model" (LH-model) since the next neighbor interaction in the 1-direction switches sign between different layers in n. The hopping of the electrons in the 1-direction is hindered in the layers with n odd. In physical terms, such a situation may be realized by an appropriate atomic lattice structure. Results on phase transitions in the Gross-Neveu model [12] can be carried over to the LH-model. 8 Similarly, by use of the inverse map (61) the Hubbard model (53) can be mapped onto a "layered Gross-Neveu" model where the factor (−1) n now multiplies the derivative term ∼ τ 1 ∂ 1 . The exact map between the LGN and the LH models opens new perspectives for the mutual understanding of both models. For example, the (pseudo-)scalar order parameter in the LGN-model appears as the third component of an antiferromagnetic order parameter in the LH model
The LH model is invariant under independent global spin rotations
. By the mapping (61) these symmetries appear as (m, n)-dependent transformtations in the LGN-model. In particular, the other two components of the antiferromagnetic spin vector in the LH model appear in the LGN model as
From the symmetry of the LH model we infer that the free energy in the lattice Gross-Neveu model is degenerate in the direction of the vector (ã 1 ,ã 2 ,ã 3 ). This would probably not have been suspected from a direct inspection of the action (59).
Gap equation
For local interactions the last term in eq. (23) is local. In the lowest order approximation the inverse fermionic propagator can therefore be written as the sum of the inverse classical propagator, −j, and a local "gap" ∆,
where δ xy is an appropriate generalization of the Kronecker symbol. Indeed, a nonzero ∆ in certain channels often induces an effective mass gap. In terms of the fermion propagator at equal arguments
the generalized gap equation obtains by inversion of eq. (65)
We further note the leading order relation (23) between ∆ and g
This turns eq. (67) into a closed "gap equation" for ∆
It is instructive to write this gap equation in Fourier space. We define
where the momentum integration reads
On a cubic lattice the integration interval is restricted by |p k | ≤ π/a and δ D (p − q) has to be taken modulo 2π/a. Finally, for τ on a torus with circumference T −1 , as appropriate for the Matsubara formalism with p 0 = 2πnT , we take
The p 0 -integration is bound by |p 0 | < π/ǫ or, equivalently, the Matsubara sum extends over a range |n| ≤ 1/(2ǫT ) with δ mn taken modulo (ǫT ) −1 . (The largest possible value for ǫ is T −1 .) The gap equation involves the momentum integration characteristic for a one loop expression
We will concentrate on translation invariant sources
A particularly simple situation arises for a translation invariant gap ∆ ab (x) = ∆ ab , ∆ ab (p, q) = ∆ ab δ pq where (−j + ∆) is diagonal in momentum space and can therefore easily be inverted. One finds that also g ab is translation invariant, g ab (x) = g ab , and the homogeneous gap equation
only needs the inversion of a 4x4 matrix for every q separately. More generally, the gap can reflect spontaneous breaking of translation symmetry if ∆(Q) = 0 for Q = 0, where Q = q − p and
We will see in sect. 8 how to solve the gap equation (73) in the case of a inhomogeneous gap.
Free energy for local gaps
In general, the free energy functional (18) is a rather complicated object. We will show here that in the local gap approximation (corresponding to the leading order SD-equation) it can be reduced to a comparatively simple functional of the local gap ∆(x), namelŷ
The first termF 0 is a simple mass like term for the local field ∆, whereas the second term in eq. (77) reflects the fermionic fluctuation determinant in presence of the gap. The explicit expression (78) assumes the minimal local interaction discussed in sect. 5. The construction given below can easily be generalized to more complex interactions. Let us treat the local gap approximation (65) as an ansatz for G −1 . In addition to the local field ∆ we also use the local field g as defined by eq. (66). Since the lowest order relation (67) is not exact we treat ∆ and g as independent variables. We will see below that the gap equation (67) results as an extremum condition forF in leading order. Our construction can be generalized beyond leading order where the relation between ∆ and g becomes more complex. The free energŷ
obtains from eq. (25) and can be written in the form (77) witĥ
We next use j = −G −1 + ∆ and the locality of ∆. Up to a shift in the irrelevant additive constant this yieldŝ
The functionalF 1 depends on two independent local variables ∆ and g as well as on j. We observe that the variation with respect to ∆ at fixed g and j precisely yields the gap equation (67). A similar procedure will fix ∆(g) also beyond the leading order. Inserting ∆(g) the free energyF becomes a functional of g and one may then look for its minimum. For practical computations of the extrema it is more convenient to solve the field equation for g as a functional of ∆ (from the variation ofF 1 with respect to g at fixed ∆) and reinsert the solution g s [∆] into eq. (81). From ∂F 1 /∂g = 0 one obtains
or, inserting (46)
Reinserting (83) into the formula (81) forF 0 yields the promised simple quadratic form (78).
It can easily be checked that the variation ofF 1 (77) with respect to ∆(x) yields the local gap equation (69). The value ofF 1 at the minimum also coincides with the second formula in eq. (27). It is important, however, that the simple form (77) holds not only for the value ofF 1 at the minimum, but can also be used to search the extrema ofF 1 ! This turns the free energy formula (77) into a powerful tool for a comparison of different extrema of the free energy -as needed, for example, for the description of a first order phase transition. It also establishes a close analogy between the BEA and partial bosonization where the term quadratic in the bosonic field results from the Hubbard-Stratonovich transformation. In fact, the SD-approach and MFT lead to the same gap equation and the same free energy provided the partial bosonization is chosen such that the quadratic termF 0 coincides in both formulations.
We finally observe that the ansatz
can be used for a simple estimate of the size of the higher order corrections in eq. (30) (31). The three loop contribution in eq. (31) has a local term ∼ λ 2 g 4 and a nonlocal term 9 ∼ λ 2 (−j + ∆) −4 . In particular, the size of the local correction can easily be compared with the leading order term ∼ λg 2 once g has been computed in leading order.
Antiferromagnetism in the Hubbard model
For the Hubbard model with repulsive coupling one does not expect a homogenous gap. For example, antiferromagnetic behavior corresponds to a flip of sign for neighboring lattice sites
with Q a = (0, π/a, π/a, . . . ). (We consider here a D-dimensional cubic lattice (d = D + 1) with lattice distance a and have introduced the "Yukawa coupling" h a for later convenience.) For the condensate (85) the translations by two lattice distances 2a do not change the state. We therefore investigate gaps with the reduced symmetry of translations by 2a:
Below the homogenous gap ∆ h will be connected to charge density and the inhomogeneous gap ∆ a to antiferromagnetism. With respect to the fundamental translations t x , t y by one lattice distance the gaps ∆ h = −∆ T h and ∆ a = −∆ T a have even and odd parity whereas J is even
This tells us immediately that for a similar decomposition (
the "antiferromagnetic part" g a must involve an odd power of ∆ a . For the Hubbard model with next neighbor interactions the nonvanishing sources read
(89) 9 The part ∼ (−j + ∆) −4 (x, x) has to be substracted in order to avoid double counting.
Our task is the inversion of the matrix (−j + ∆) in the gap equation (73) for the case of the inhomogeneous gap (86).
Let us restrict the discussion to a gap
whereρ transforms as a charge density and a = (ã 1 ,ã 2 ,ã 3 ) is a real antiferromagnetic spin vector. We find that the pieces ∼ã 1 ,ã 3 commute with −J +∆ h whereas the one ∼ã 2 anticommutes. On the other hand, the contributions ∼ã 1 ,ã 3 are real and the one ∼ã 2 is purely imaginary. This implies for realã i ,ρ
The inversion of the matrix (−j + ∆) in eq. (73) can now be achieved by using the identity
depending on
Here N −1 (p) plays the role of an effective squared fermion propagator
For α > 0 we observe that M(p) is strictly positive for all p, even for T = 0. An antiferromagnetic condensate therefore acts as mass gap for the fermions. Inserting our results in (73) one finds that g ab (Q) vanishes except for
In leading order one has (λ = Uǫ)
This yields the antiferromagnetic gap equation
where we recall q = ǫa
and n is half integer.
As it should be, this gap equation becomes independent of ǫ
The gap equation (100) is the central result of this section. Its solution determines the antiferromagnetic order parameter α as a function of T and µ eff . In particular, it allows us to determine the region in T and µ for which the antiferromagnetic state (α > 0) occurs. We show this region in fig. 1 . Eq. (100) fig. 1 corresponds to one of the phase diagrams shown in [4] , now for a particular value h 2 a = (π 2 /2)U. For half filling (µ = 0), t = U and U ≈ 1eV the transition temperature is well compatible with the observed range of transition temperatures for the antiferromagnetic phase in materials which exhibit high temperature superconductivity in the case of doping (e.g. µ = 0). The inclusion of the bosonic fluctuations will lower the critical temperature.
For the free energy of the antiferromagnetic state we can directly use the formula (77) and insert eqs. (90)(91), resulting in
The term ∼ α coincides with the result of partial bosonization [4] precisely for the choice h 2 a = (π 2 /2)U. For given µ eff the computation of the free energy can therefore be directly inferred from [4] . On the other hand, the negative sign of the term ∼ρ 2 indicates that there exists no consistent choice of partial bosonization which reproduces the gap equation of BEA for realρ. (A consistent choice must have a positive quadratic term.)
A similar investigation can be done for the possibility of superconductivity. A d x 2 −y 2 -wave superconducting order parameter reads
with Q 
Here iτ 2 assures the antisymmetry and all above order parameters are invariant under spin rotations.
In particular, for a pure d x 2 −y 2 -superconductor only d differs from zero and we may consider a local gap
with ∆ h given by eq. (90) and (
The computation can now be performed in analogy to the antiferromagnetic gap. for the local gap (106) the "classical free energy" readŝ
In case of competing antiferromagnetism and superconductivity the free energy of the states can now be compared. 11 In lowest order the nonlocal superconducting gaps vanish, i.e. G 12 (x, y = x) = 0, in the case of local interactions. This may change once higher order terms are included. As we will see in the next section fluctuations will induce effective nonlocalities in the four-fermion coupling. −1 becomes very large in some range of momenta. In particular, the lowest order Schwinger-Dyson equation is not expected to give a reliable description of critical phenomena associated to a second order phase transition.
Exact renormalization group equations
Furthermore, the expansion of Γ B in powers of the quartic coupling involves the microscopic or "bare" coupling λ. This is not very satisfying from a renormalization group viewpoint. In fact, it should be possible to integrate out a certain range of short distance fluctuations k 2 < q 2 < Λ 2 such that a new action S j is now associated to a new effective cutoff k. As a result, an effective quartic coupling λ k will replace λ. One therefore would like to derive some type of "renormalized gap equation" which involves λ k rather than λ. In this section we will show how both problems can be attacked by the use of the exact renormalization group equation and derive a renormalized gap equation. We will base our investigation on the successful exact flow equation for the effective average action and translate it from the original formulation in terms of fermion fields to the bosonic language used in this work. This will result in an exact gap equation which takes precisely the form of the lowest order equation (24) 
and subtracting the cutoff piece in the definition of the effective action
Here j αβ are the "physical sources" and the cutoff scale k is varied, with R (F ) k vanishing for k → 0. The "physical effective action" is then recovered as Γ F = Γ F,k=0 . For large k the fermionic fluctuations are suppressed and Γ F,k can be evaluated perturbatively. An exact flow or renormalization group equation describes the dependence of Γ F,k on the scale k in terms of the exact fermionic propagator in presence of the cutoff [7] 
This can be used to extrapolate from "microphysics" at large k to the full (quantum-)effective action for k → 0. Instead of an infrared cutoff, R (F ) k may alternatively cut off the momenta which are close to the Fermi surface. 12 For example, the temperature in the effective fermionic propagator may be replaced by T + k or (T 2 + k 2 ) 1/2 , cf. [13] .
The exact flow equation has proven to be a powerful tool for renormalization group studies. One therefore may ask what is its correspondence in the formulation of the BEA. In this context we emphasize that the bosonic effective action Γ B is valid for arbitrary sources. It therefore makes no distinction between a "physical" source j and an "unphysical" cutoff term R (F ) k . In consequence, the addition of the cutoff term manifests itself only in the k-dependence of the solution of the field equation
The renormalization group flow corresponds now to a trajectory in the space of solutions for k-dependent sources! This may be visualized by defining
such that the solution G k of the field equation corresponds to an extremum of Γ j,k for all k
The k-dependence of Γ j,k at fixed G is simply given by
corresponding to eq. (110). This is, however, not the only quantity of interest. A central quantity is the k-dependent location of the minimum of Γ j,k . The relevant exact flow equation can be obtained by taking a total k-derivative of the identity (113),
and reads
The equivalence of eq.(116) with the flow of the inverse fermion propagator can be established by using
and the identity (16), i. e.
This is precisely what follows by taking two derivatives of eq.(110) with respect to ψ, evaluated at ψ = 0. The r.h.s. of eq. (116) involves the bosonic propagator (Γ
B ) −1 . We therefore also want to know the k-dependence of Γ (2) B and, more generally, of the n-point functions corresponding to a given source j. This can be found by decomposing G = G k + ∆G and differentiating Γ k [∆G] = Γ j (G + ∆G) with respect to ∆G. As an example, we may investigate the k-dependence of the inverse bosonic propagator
In a bosonic matrix notation this reads
and similar flow equations hold for higher couplings Γ 
This reflects, however, only the change of the part in Γ
B which results from the term Γ det = 1 2 ln det G in eq. (40). More interesting is the change in Γ (2) as we will show below. 13 Recall that the bosonic indices correspond the fermionic double indices (αβ) such that G and R 
b) Renormalized gap equation
We next derive a renormalized gap equation which has the structural form of the lowest order Schwinger-Dyson equation. However, using appropriately renormalized sources and couplings j k and λ k this equation becomes exact. Let us first argue that Γ (2) [G] corresponds to an effective k-dependent quartic coupling λ k . Indeed, the expansion of Γ j,k around the k-dependent minimum
can be compared with eqs. (25), (28). This demonstrates that Γ (2) [G k ] plays the role of a running coupling and we define
The lowest order Schwinger-Dyson equation (24)
becomes always a good approximation for large enough k where the contribution from fluctuations is suppressed due to the effective cutoff R 
From the asymptotic behavior
it is apparent that the lowest order Schwinger-Dyson equation becomes exact in this limit. 15 For large enough k 0 we may therefore start with the "initial condition" λ k 0 = λ. Lowering k we can follow the flow of G k and
For all k we may approximate
such that all eigenvalues diverge for k → ∞. 15 This implies for k → ∞ the lowest order expression
Here the "renormalized sources"
are defined such that the minimum G of the approximated form (127) coincides with the true minimum of Γ j,k . The renormalization of the source term has its direct correspondence in the renormalization of the kinetic and mass terms in the fermionic language.
By virtue of the definitions (124) and (128) the minimum G obeys the exact renormalized Schwinger-Dyson equation for all k
This has the generic form of the lowest order equation but the complexity of the problem is now encoded in the need to compute the renormalized source and coupling j k and λ k . For k → 0 the cutoff R (F ) k vanishes. If one succeeds to compute λ k→0 , j k→0 in dependence on the initial values λ and j one ends with an exact gap equation relating the "physical sources" j to the full fermion propagator G. One can then use the lowest order Schwinger equation (21) with renormalized parameters j k→0 , λ k→0 instead of the microscopic parameters j, λ. Instead of the completely neglected higher order terms in a truncation of eq. (15) with Y αβ = 0 the approximations are now linked to the use of approximative values for j k and λ k . Even if only approximative flow equations for λ k and j k can be solved in practice, a large part of the contribution ∼ Y αβ can be absorbed into renormalized parameters in this way.
Using the definition λ k = Γ (2) [G k ] the flow equation for j k is directly related to the one for λ k (cf. eq.(128))
On the other hand, the change of λ k reflects the higher order term in Γ (cf. eq. (119))
where (λ k ) αβ,γδ = ( Γ (2) [G]) αβ,γδ is interpreted as a matrix and
In order to proceed we need an estimate of Γ (3) [G]. Using the definition
λ αβγδ G γδ we obtain the exact identity
B )
and eq. (120) we find the exact expression
This shows that the difference between λ k and λ indeed vanishes for∆ = 0 and Γ (3) = 0. The exact Schwinger-Dyson equation for Γ (3) is obtained by a further differentiation of eq. (135). We see that it is not closed since it involves Γ (4) . An approximate solution can be obtained by neglecting terms ∼ Γ (4) and Γ (3) on the r. h. s., thus expressing Γ (3) in terms Γ (2) , G and λ. We propose here an even simpler approximation where we take the lowest order expression (24) for Y αβ such that
After a renormalization group improvement λ → λ k on the r.h.s. this yields the flow equation for λ k
The flow equations (116) and (138) form now a closed system of differential equations for the running of G k and λ k . The one loop character of the flow equation for λ k becomes obvious in the form
In this form the close analogy to previously investigated flow equations 16 for the four-fermion-coupling is apparent. One can therefore combine previous RG-results with the solution of a SD-equation.
c) Bosonic renormalization group equation
Critical behavior is associated to an infinite correlation length for composite bosonic fields. In our formalism this corresponds to vanishing eigenvalues of the inverse bosonic propagator Γ 
grows very large. Renormalization group equations are the standard tool to approach the critical behavior. Even though formally exact the renormalized gap equation (129) seems not ideal for this purpose since the cutoff R (F ) k acts only on the fermionic fluctuations. In the context of critical behavior it seems more appropriate to introduce an infrared cutoff for the composite bosons.
Let us therefore add to the action S j a bosonic infrared cutoff in the form
This amounts to a change of the effective quartic coupling λ. Defining W k = ln Z k for the system in presence of the cutoff and subtracting the cutoff again after the Legendre transform, the effective average action becomes in the bosonic language (with j = j[G])
The exact flow equation for the k-dependence is now easily derived [7] 
Here we have used eq. (5). In our matrix notation we have W
−1 and we recover the well known exact flow equation for bosonic systems [7] .
We note, however, that the trace tr acts on bosonic indices (αβ). Since the bosonic fields are bilocal it involves a double momentum integration. We will see below how this difficulty can be overcome for a suitable choice of R 
In the very simple truncation
one has
and we observe that the only contributions arise from the effective bosonic cubic and quartic couplings associated to the G-derivatives of Γ (2) det (cf. eqs. (132), (120)). There is, however, no need to restrict the truncation of Γ to the form (147). Then contributions to the bosonic cubic and quartic coupling arise also from G-derivatives of Γ (2) k . We emphasize that the exact flow equation (145), possibly combined with a contribution from the k-dependence of a fermionic cutoff to the running of G (cf. eq. (116)), has to be equivalent with the exact flow equation for partially bosonized versions of the fermionic model. For the example of the Hubbard model the latter can be found in [13] .We also note that the partially bosonized version can be a particularly convenient starting point for the computation of Γ B,k for large values of k.
A crucial point is the "initial condition" for the flow for k = Λ. One would like to choose R (B) Λ such that Γ B,Λ can be computed reliably and takes a simple form. A particularly interesting choice is (in a matrix notation)
In this case the bosonic cutoff precisely cancels the interaction term such that W Λ is given by a free theory. Since the cutoff is substracted again in the definition (143) of Γ B,Λ one has the exact solution
At the scale Λ the lowest order SD-equation becomes therefore exact! The missing fluctuations are next included by "switching on" the coupling in the higher order fluctuation effects as k is lowered from Λ to zero. For R (B) k=0 the full BEA -including all fluctuations and all interaction effectsis recovered from the solution Γ B,k→0 . In order to derive a suitable cutoff R (B) k for intermediate k is useful to interprete G αβ as an infinite number of bosonic fields labeled by the relative coordinate z = y − x and to perform a Fourier transform with respect to the "center coordinate" s = (y + x)/2. In this basis one has
and the local gap discussed in sect. 6 corresponds to the field labeled by z = 0, G ab (s, z) = g ab (s)δ(z). For local interactions it is sufficient to have the cutoff acting only on g ab (s) and we preserve translation invariance by
with (R
Λ ) abcd (Q) = −λ abcd . We note that for this cutoff the trace in eq. (145) reduces to a single momentum integral (plus summation over internal indices).
For the minimal set of spinors, λ abcd = −λǫ abcd , the initial effective action Γ Λ depends 17 only on six complex bosonic fields g ab (s). By virtue of the discrete symmetry ϑ (sect. 5) this can be reduced to four real and one complex fields. With respect to the SO(4)=SU (2) 
span the irreducible representations. We note that the third generator of SU(2) c corresponds to electric charge. The charged boson corresponds to the electron pair g 12 = ψiτ 2 ψ = −(c 1 − ic 2 )/2 with an associated hole pair g 34 = ψiτ 2 ψ = (c 1 + ic 2 )/2. Labeling by s, t the irreducible bosonic representations we write
where r s (k = Λ) = 1 andλ s are determined such that R (B) Λ = −λ. We also require that r s vanishes fast for k 2 ≪Q 2 s such that the fluctuations with high Q 2 s are already effectively included in Γ B,k . HereQ s is the deviation of the momentum Q from the momentum Q s for which the free energy of the boson s is minimal 19 . As a possible truncation for practical computations we propose to keep two sets of local bosonic fields. One set is selected from the g ab (s) whereas the other set corresponds to local gaps ∆ ab (s) according to the ansatz 
This allows us to express Γ det as a functional of ∆, and similar for Γ (2) det in the flow equation (146) for Γ k . For Γ k we make the ansatz
17 This property will not be preserved for Γ k , k < Λ, due to the contribution from Γ (2) det in the flow equation (146). 18 We omit the tilde in the notations for the spinors here.
19 If the free energy at a given scale k is minimal for a homogenous field g s one has Q s = Q. For a preferred antiferromagnet one would rather haveQ s = Q − Q a . 
obtains by restricting eq. (146) to fields depending only on s. Correspondingly, the trace tr involves now only one momentum integration and summation over the internal bosonic indices (ab). Of course, the inversion of the matrix of second functional derivatives has to be done in a larger space.
We have now arrived at a flow equation for Γ ′ k which is completely analogous to the well studied flow equation for a finite number of bosonic fields. The truncations developed in this context, e.g. a derivative expansion [15] can be applied. The only unusual contribution is the part ∼ Γ (2) det [∆] which accounts for the fermion loops in presence of the gap.
21 In order to relate g and ∆ at the end one minimizes the free energy Γ j =F /T , noting that the relation
is independent of k and thereforê
Conclusions
In summary, we have constructed a bosonic effective action (BEA) for interacting fermion systems. While the general form depends on bilocal fields or, equivalently, infinitely many local fields, the structure becomes much simpler for suitable approximations. The lowest order of a systematic loop expansion is equivalent to the lowest order Schwinger-Dyson (SD) equation. As an important achievement, the BEA offers a simple and direct way for the computation of the free energy corresponding to different solutions of the SD-equation. This is crucial in order to establish the ground state in such a situation. Furthermore, for local four fermion interactions it is sufficient to consider local gaps in the lowest order of the loop expansion. Therefore the BEA only needs a finite number of local fields in this approximation. Already at this level useful computations can be performed as we have demonstrated by showing part of the phase diagram for the Hubbard model with nextneighbor interactions in two dimensions. We emphasize that the one loop 20 Note that the second term in eq. (157) does not contribute to Γ
k . 21 Note that in absence of a fermionic cutoff R order. In higher orders, however, an effective reduction to a finite number of bosons requires some thought as discussed in sect. 9c.
Finally, PB has the advantage that both bosons and fermions appear explicitely. This permits a simple description of universality classes for (near) critical behavior for which only the fermionic and bosonic low-mass fluctuations are relevant. The use of nonperturbative flow equations for fermionic systems with composite bosons has been well tested in this context and has reached a highly sophisticated level. For BEA the fermions appear not explicitely anymore. Nevertheless, the fermion fluctuations are included and the running of the "fermionic part of the effective action" is reflected by the running of j k (sect. 9). It may be advantageous to cast the fermionic fluctuation effects into a more explicit form. This, as well as a practical demonstration of the use of the flow equation remains to be done in the setting of BEA. Before a concrete computation of the flow of the BEA for a simple fermionic system has been performed it is perhaps premature to judge the relative merits of the two approaches for systems with a long correlation length. It seems well conceivable to us that both the bosonic effective action and partial bosonization should be used in order to assert how reliable are proposed solutions for strongly correlated fermionic systems.
