TTENTION IS centered in this paper on the performance analysis of a class of on-line near-optimal nonlinear estimators. These are employed for state and parameter estimation of discrete-time linear Gaussian dynamic signal models with unknown structure and parameter values.
In order to apply linear quadratic Gaussian optimization theory [ 11 in a given application, knowledge of the signal model structure and its parameters is required. Frequently the determination of the signal model is carried out off line, but it is clearly preferable in some circumstances to use on-line techniques if these can be devised. In fact, for signal models with parameters belonging t o a finite parameter set optimal mean-squareemor sense state estimators can be implemented on line. In [2] such adaptive estimators are shown to be de-composable into two parts: a linear nonadaptive part, consisting of a bank of Kalman filters, and a nonlinear part that incorporates the adaptive nature of the estimator. There exists a large class of physical problems for which the above formulation is suitable.
The purpose of this paper can be summarized under the following four points. 1) We survey several existing performance bounds for parameter estimation which are relevant to adaptive estimation.
2) For the class of nonlinear estimator under discussion here, performance bounds are developed for the case when the true parameter value turns out to lie outside the assumed finite set. This work is also reported in [3] -[ 71. Besides being of some theoretical interest, the analysis of the adaptive estimators yields valuable insights into the application of such estimators operating under suboptimal conditions.
3) The question of the behavior and tightness of the bounds is addressed, comparisons are made with earlier work, and the computational requirements are discussed.
4)
Several applications for the performance analysis of this paper are also suggested.
The organization of the paper is as follows. In Section 11, early work on the performance analysis of parameter estimators is surveyed and its relationship with the results of this paper are discussed. Section 111 introduces the concept of adaptive estimation. In Section IV, there is discussion of performance bounds and techniques used to develop these. The information function is introduced in Section V and decision regions are defined in Section VI. Section VI1 contains the main results of the paper. Computational aspects and tightness of the bounds are addressed in Section VIII. Various applications are considered in Section IX and Section X is the concluding discussion.
LARLY WORK ON PERFORMANCE ANALYSIS

OF PARAMETER ESTIMATORS
Since there is a high computational burden to obtain performance results for nonlinear estimators, it is desirable to develop an analysis of such estimators by deriving performance bounds. Such bounds can then be used to examine the convergence properties of an estimator. This is the approach taken in this paper.
In this section, we survey the work of others on the performance analysis of parameter estimators relevant to the performance analysis of adaptive estimators.
Quite a lot of work has been done on the asymptotic properties of maximum likelihood estimators. An excellent discussion of these properties, which summarizes the pioneering work of Fisher, Wald, and others, can be found in [8] Having discussed an assortment of estimation techniques and associated performance analyses, which could conceivably be used to estimate unknown parameters of linear dynamic signal models, we turn our attention now to some work which forms the starting point for the analysis of this paper.
In [ 181, the performance of Bayes' conditional-mean parameter estimators is studied on a finite parameter set. Such estimates exhibit a meansquare error that diminishes exponentially (to zero) with the number of observations, the observations being assumed independently and identically distributed. Two situations are discussed: the true parameter included in the parameter set and the true parameter not included in the parameter set. In the latter case, the existence of an information function must be invoked to demonstrate the exponential convergence rate (though the error in this case does not tend to zero).
In this paper, analogous results to those in [ 181 are presented for the case of linear dynamic stochastic signal models to which the independently and identically distributed data assumption of [ The important features of the analysis of this paper are the handling of nonindependently and identically distributed data, drawing the distinction between the true parameter being included and excluded in the f h t e parameter set, and demonstrating the exponentially fast convergence rates.
ADAPTIVE ESTIMATION
The concept of adaptive estimation has been considered by many authors [41] . In particular, it has been considered by Fralick [42] for the case of the unsupervised estimation of time-invariant parameters under the assumption of independent measurements. We now consider in turn, a signal model, an optimal adaptiveestimation scheme, a finite-dimensional estimator, and a discussion on the adaptiveestimation performance.
A. Signal Model
Consider the scalar stationary Gaussian stochastic measurement process y ( k ) with innovations representation
Here, x(k) is the state n-vector with stochastic initial condition Certain subsets of the vector space R P are considered in the following definitions. Definition 3.1: 6 1 , C RP is the set of all A E R P for which the system (3.1), (3.2) is asymptotically stable and minimum phase (i.e., the zeros and poles of UA (z) lie within the unit circle).
For A E As, t A ( k ) is absolutely summable over k [29, Denoting Z j = dA and Markov parameters z i = HA LA , s = 1, 2, * . * , we define a set ZA = {Zj , Zfi , * , Z y } , where n is the signal-model dimension. A E A , C A~n A , .
B. Optimal Adaptive Estimation
The optimal meansquare state estimate Pk+llk Since the IR and Kalman filter are inverse systems, and by virtue of our asymptotic stability and minimum phase assumpUsually adaptive estimators in the form given above cannot be readily implemented and we are led to consider suboptimal estimators as in the next subsection. 
C. Finite Dimensional Estimators
The adaptive state estimator designed under the assumption of a finite parameter set is now described. The situation where the true value of the parameter may not belong to this finite set wiU be included in the performance analysis to follow.
We introduce a finite set ff = {A 1 , A z , * * , A N } C 6 1 , and assign a set of "a priori probabilities" p , , r = 1,2, -* * , N , for Thus the finite-dimensional adaptive estimator on consists of a bank of N Kalman filters plus certain nonlinear operations on the data processed by the Kalman Titers.
D. Adaptive Estimator Performance
In our performance analysis to follow, the convergence behavior of the finite set of a posteriori probabilities p(A,I Y k ) , r = 1, 2, * * , N , is examined. These are the weighting coefficients in the adaptive estimate given by (3.24) and their behavior determines the behavior of the adaptive estimator.
The main result to be presented here is that the weighting coefficients will converge almost surely [32] to unity for the coefficient corresponding to the signal model (defied in the sequel) nearest the true signal model and to zero for the others. Thus the adaptive state estimate converges to the state estimate produced by the Kalman filter that best matches the true signal model according to a criterion to be introduced.
IV. PERFORMANCE BOUNDS
In this section, some useful bounding techniques are discussed and the reader is introduced to the problem of analyzing the bounds so obtained in order to determine the convergence properties of the adaptive-estimation algorithm. The set 61, is assumed, in this section, to be the finite set {A1 , A 2 , . * * , A N I } with a priori probabilities pu(Ar), r = 1 , 2 ; * * , N ' . We further assume that @ = A , a n d N = N ' so that the finite dimensional estimator on ff of Section 111 is optimal for this case. The analysis of this simpler case forms a useful background for the more general theory to follow.
The key quantity which we seek to bound is the expectation Before explaining the importance of this quantity, the apparent paradox of taking the expectation of the probability of one sample value of a random variable conditioned on another sample value is resolved. Referring to Section 111, the a posteriori probabilities p ( A , I Y k ) are Seen to be functions only of the received data Y k and other deterministic quantities. Thus the expectation is taken, given that the data comes from the true model with parameter value Ai.
The following lemma gives a condition for almost sure convergence of a sequence of random variables X,,, to zero. 2), the importance of bounding the expectation of (4.1) should be obvious. To make use of Lemma 4.1, however, the bound must display an exponential convergence rate to zero.
It should also be noted that if the bound for the expectation of (4.1) converges to zero then p(A, I Yk) also converges to zero in vth mean (v > 1) [321 in view of (4.2).
The following lemma introduces a useful bound for the expectation of (4.1). Q.E.D. Remark: In a temporary digression, observe that the probability-oferror bounds of [ 141 can be related to the bound of Lemma 4.2. Consider the decision scheme for deciding which is the true parameter value out of the set (i by choosing that member of ci corresponding to the maximum a posteriori probability. The probability of error (i.e., of making a decision that the true parameter value is A , when in fact it is A i ) can be bounded above, using the Markov inequality [ The exponential convergence rate required by Lemma 4.1 for the bound of Lemma 4.2 remains to be established. To do this the bound must be analyzed and two possible techniques are available here.
The f i s t method is reported in [ 3 ] and [SI and involves taking an LDU factorization of the output covariance matrix of the system T A , (~) .
Bounds are obtained that require knowledge of only a finite part of the system memory to be calculated. These so-called finite memory bounds are useful in establishing that the bound of Lemma 4.2 displays an exponential convergence rate to zero. The identifiability of @, (definition 3.2) is necessary and sufficient for exponential convergence.
A second method, which is used in later sections, is to invoke some theorems relating to the asymptotic behavior of the The following definition introduces an obviously desirable
The asymptotic per samp€e information functiorraAA,,A,), for A,, A , E a,, is defined by restriction on the finite estimator set t t L A,, A , E a, J ( A , , A , ) > 0, for r # s.
Assumption ( d l ) : With
With the aid of the information function, it is possible to de- T ( A , A i ) <~( A , A r ) , r = 1 , 2 ; . . , N , r # j .
Definition 6.2: The decision region Ri C a i , is the set of all points A E di, for which Ai E is nearest to A .
Of course, the decision regions have boundaries, and it is clear that the nearest Ai E ". to A E a i , is not unique when A is on the boundary of more than one decision region.
VII. PERFORMANCE BOUNDS I1
In this section, the performance of finite dimensional adaptive estimators are investigated for the case where the true parameter lies outside the finite set 8. The results in Section IV are a special case of those in this section.
The following lemma is a necessary preliminary.
Lemma 7.1: For X E [0, 11 and either
for all k where T is the (k X k) output covariance matrix of (3.5) and m and M are the bounds on the output spectral density as defined in Section 111.
Proof: See [ 3 ] . The proof follows from the fact that the eigenvalues of output covariance TA lie between mA and
MA [301.
The subset of h E [ 0, 11 for which T,$ > 0 is denoted n'. 3) Solving for the h that minimizes T, $ subject to the constraints of Lemma 7.1 appears too difficult without the aid of a computer.
4) It may be ssible to weaken the conditions of Lemma 7.1 so the matrix T,i R" IS positive definite.
5 ) It can be seen that calculating integrals of the form
is required to evaluate the asymptotic formulas for the bounds of this paper. To evaluate Z, the first step is to perform a spectral factorization of U1 (z- 
WII. COMPUTATIONAL ASF'ECTS AND TIGHTNESS OF THE BOUNDS
Bounds are given in Section VI1 which have several uses in parameter estimation and .adaptive estimation for dynamic systems. Methods of analyzing and calculating the bounds are also discussed in Sections VI1 and IV. However, to carry out a complete analysis of the bounds for all possible true parameter values A would, in most practical problems, be an enormous task since integration of the bounds over the parameter space would be necessary in order to obtain a single performance index. Fortunately, this colossal task is not really necessary. Once several simple examples are studied, it is easier to appreciate the fact that the behavior of the adaptive estimator can be understood from knowledge of the Kullback information measure and that design studies can be done using this information function. Working with the Kullback information measure, given in Section V, is much simpler than working with the bounds themselves.
Several examples have been worked in [31, [41, and [SI to illustrate the tightness of the bounds and the role of the information measure. In [ 5 1 , simulation results are given for an example involving secondader dynamic models. The results in [4] are for a different class of signal model and allow a comparison of our techniques with earlier work summarized in [ 121. The simplicity of the model in [4] also facilitates understanding of the theory. In [3] , the asymptotic per sample information measure is plotted for several simple dynamic linear models, one of which displays multiple minima in the information measure. The information measure for the pulse frequency modulation example considered in [41 also has multiple minima.
The experimental work cited above suggests that the bounds presented here are quite tight in cases of practical interest.
When the true parameter value is on the boundary between two decision regions, the finite dimensional estimator cannot decide between the two members of the finite set concerned. We stress that this ambiguity problem is a limitation of the estimator itself and not of the bounds.
M. APPLICATIONS
The implications of the preceding analysis results for applications are discussed under two subheadings.
A. Approximating High-Order Systems by Low-Order Systems
In order that construction of the adaptive state estimator of Section I11 be feasible, it is necessary to assume that the unknown parameter vector of the system considered comes from a finite set of a priori values. Fortunately, many practical problems may be represented or adequately approximated by such a model. For example, in a control problem such as in antiaircraft systems, it may be necessary to estimate certain states of the target such as position and velocity from a data record. In forming such estimates, the dynamic behavior of the target could be taken into account. The finite set of a priori parameter values could represent different targets performing different maneuvers. There may be two approximations which have entered the model at this stage. The true targets may be very high-order systems which have been a p proximated by low-order systems.
Also, not all the known targets may have been included in the finite set of possibilities used to design the adaptive estimator. The advantage with the analysis of this paper is that the nature and implications for the learning system of such approximations can be precisely investigated. In our analysis, it is assumed for convenience that all signal models are of the same dimension n. However, nonminimal representations are permissible and thus systems of all orders up to n are effectively included. As discussed in the previous section, it can be seen in light of the analysis of this paper that for the purposes of investigating a particular adaptive-estimator design the Kullback information measure, defined in Section V, should be used.
It is much easier to work with than the bounds themselves, and yet it defines the 1149 various decision regions and gives a guide to the convergence rate expected.
B. Two-step Parameter Estimation
It is proposed in [3] that parameter estimation for a wide range of stochastic signal models can be achieved using decision methods in a first stage to yield an approximate estimate and estimation techniques in a second stage to refine this estimate. The decision method involves examining the finite set of a posteriori probabilities, introduced in Section 111, in order to decide in which of several possible regions of the parameter space the true parameter lies. In the second stage, estimation techniques such as gradient search methods could be used.
One motivation for suggesting this two-step scheme is the link between the ideas of the maximum likelihood likelihood function is to be maximized using an algorithm based on gradients there is always the possibility that the algorithm may converge t o a local extremum. In [3] , [6], decision methods for parameter estimation that are aimed at overcoming this difficulty are proposed. The details of the two-step scheme are not given here. In a somewhat different context, the two-step idea is investigated for pulse frequency modulation systems in [ 31 .
A
X. DISCUSSION
For discrete-time linear dynamic stochastic systems, an adaptive state estimate can be calculated by an appropriately weighted summation of conditional estimates, which are formed by a bank of Kalman filters. 'The weighting coefficients are determined by relatively simple nonlinear operations on the observed data.
In this paper, the performance of such adaptive estimators is studied to provide some insight into the design of these estimators. The Kullback information measure is a useful tool for such design considerations.
Areas which have not been covered in this paper are the case of time-varying systems and the vector-measurements case. In the time-varying case, the finite memory bounds of [3] and [SI are useful.
The extension t o vector measurements is straightforward.
