Abstract. This paper proposes a tissue membrane system-based framework to deal with the optimal image fusion problem. A spatial domain fusion algorithm is given, and a tissue membrane system of multiple cells is used as its computing framework. Based on the multicellular structure and inherent communication mechanism of the tissue membrane system, an improved velocity-position model is developed. The performance of the fusion framework is studied with comparison of several traditional fusion methods as well as genetic algorithm (GA)-based and differential evolution (DE)-based spatial domain fusion methods. Experimental results show that the proposed fusion framework is superior or comparable to the other methods and can be efficiently used for image fusion.
Introduction
Usually, it is impossible that all significant objects contained in an image are in focus due to the limited depth-of-focus of optical lenses in imaging sensors. Image fusion is one of the most effective methods that deal with this problem. In order to obtain an image that contains the outlines of the scene as well as significant objects, image fusion can integrate the information provided by various imaging sensors to produce a new and improved single image, known as the fused image. During the last decade, a large number of image fusion methods have been proposed [1] . Among them, an interesting fusion method is based on the selection of sharper image blocks from source images. However, the existing works have shown that block size can significantly affect the fusion results. Therefore, it is important to determine the most appropriate block size for the fusion method, which can be posed as an optimal image fusion problem. However, it is also difficult and time-consuming to search the optimal block sizes in an exhaustive way due to huge combinations of block sizes. Recently, several works have shown that some heuristic optimization algorithms can be used to overcome the above limits, such as genetic algorithms (GA), differential evolution (DE) algorithms. Kong et al. [2] used the GA to explore the optimal block sizes for image blocks in a source image. However, GA has some shortcomings, such as slow convergence rate, premature convergence to local minima, spending much computation time in the encoding and decoding processes of individuals. In order to overcome these problems, Aslantas et al. [3] presented a fusion method, which employed the DE to search the optimal block sizes. The DE-based fusion method has revealed faster convergence speed and better fusion effects compared with the GAbased fusion method. However, the performance of DE is sensitive to the choice of the mutation strategy and the associated control parameters [4] .
Membrane computing [5] , as a class of distributed parallel computing models, is inspired from the structure and functioning of living cells as well as from the cooperation of cells in tissues, organs and population of cells, known as membrane systems or P systems [6] . Over the past years, a variety of variants of membrane systems have been reported [7] [8] [9] [10] . Research results on a lot of NP-hard problems have demonstrated that membrane systems are more powerful and competitive compared with other existing approaches [11] [12] [13] . The motivation behind this work is to develop a novel image fusion framework in order to solve the optimal image fusion problem by applying the parallel computing ability and evolutioncommunication mechanism of tissue membrane systems. For this purpose, a fusion framework based on tissue membrane systems is developed in this paper, where a tissue membrane system is designed as its computing framework and an improved velocity-position model is developed to evolve objects in the system.
Methods

An image fusion algorithm
The image fusion algorithm is a spatial domain image fusion algorithm, which is similar to the fusion algorithms employed in [2] and [3] . The idea of the fusion algorithm is that source images are firstly divided into image blocks, and then the fused image is constructed by choosing the sharper image blocks from the source images. In order to choose the sharper image blocks, a criterion function to evaluate the sharpness of the image blocks is required. A commonly used criterion function, spatial frequency, is employed as an evaluation criterion in this work. For an image (or image block) with size M 1 × M 2 , its spatial frequency is computed by
where C and F are the row and column gradients, respectively, and are defined as follows
where f i,j expresses gray level of the image at the pixel (i, j), Suppose that A i and B i are ith image blocks in source images A and B respectively and their spatial frequencies are denoted by LSF i A and LSF i B respectively. In the present fusion framework, a fitness function is required to evaluate the quality of each object in the tissue membrane system. The spatial frequency of the fused image is used as the fitness value of an object. In other words, source images are partitioned according to the object's components (block size), and then the fusion algorithm is used to form the fused image and the spatial frequency of the fused image is computed as the fitness value of the object. The fitness value of jth object x k,j in kth cell is denoted by fitness k,j = GSF k,j . Figure 1 shows the image fusion procedure of the fusion algorithm. The main steps of the image fusion algorithm can be described as follows: 
4) After employing Eq. (3) for image blocks of source images, compute the spatial frequency of the fused image as the fitness value of the current object x k,j , fitness k,j = GSF k,j .
Image fusion framework based on tissue membrane systems
Tissue membrane systems are a kind of variants of membrane systems, which are inspired from the behaviours of several one-membrane cells evolved in a common environment [14] . A tissue membrane system can be viewed as a net of processors, which can deal with the objects and communicate them according to the channels given in advance. In this work, a tissue membrane system consisting of m cells is considered as a computing framework, which is defined as the following construct:
2) R i is the evolution rule in cell i, which is an improved position-velocity model, 1 ≤ i ≤ m; 1, 2, . . . , m respectively, while the environment is denoted by 0. Usually, each cell contains several objects and evolution rules. The role of evolution rules is to evolve the objects in cells. The present fusion framework searches the optimal fusion parameters by the evolution of objects in cells. Assume that each cell has N objects, while the environment has only one object which is the best object to be found so far (called the global best object). In the fusion framework, each object is a two-dimensional vector x = (x 1 , x 2 ), where x 1 and x 2 are width and height of an image block respectively.
In the fusion framework, an improved position-velocity model is developed according to the multicellular structure and inherent communication mechanism of the tissue membrane system, which can be viewed as a variant of the position-velocity model in particle swarm optimization (PSO). For jth object of kth cell, x k,j , the improved position-velocity model can be described as follows.
where ω is inertia weight, c 1 , c 2 and c 3 are learning factors, r 1 , r 2 , r 3 ∈ (0, 1) are random numbers, and f loor(·) is a standard rounded function.
is the corresponding velocity vector, and p k,j is the best position of the object x k,j to be found so far. The improved position-velocity model uses two best objects to guide the evolution of objects in each cell: one is the best object in current cell, g k = (g k,1 , g k,2 ), and another is the global best object in all cells to be found so far, g * = (g * 1 , g * 2 ). As a result, the consideration can bring two advantages: (1) convergence acceleration; (2) diversity improvement. In the present tissue membrane system, there are some communication channels of objects between cells and the environment, shown by the arrows in Figure 2 , which are realized by communication rules. After all objects are evolved, each cell will communicate its best object into the environment and update the global best object. The update rule used is as follows: if the fitness value of the communicated object is higher than that of existing object in the environment, it will replace the existing object; otherwise, the communicated object is discarded.
As usual in membrane systems, all of the cells as parallel computing units work in a maximally parallel way (a universal clock is considered here). The environment is considered to be the output region of the system. The maximum execution step number is employed as halting condition in the fusion framework. When the system halts, the global best object in the environment will be regarded as the final computing result, namely, the optimal block size.
The main steps of the proposed fusion framework can be described as follows: ii) According to the new parameter (block size),
, call the spatial domain image fusion algorithm described in Section 2.1 to form the fused image, and then calculate the corresponding fitness value. iii) Update the best position p k,j of the current object. c) After all objects in cell k are evolved, update its best object, g k .
3) When all objects in all cells are evolved, their best objects are communicated to update the global best object in the environment. 4) Repeat the steps 2) -3) until a predefined halt condition is satisfied.
Experimental results
In experiments, input parameters of the proposed fusion framework are given as follows: (1) In order to evaluate the availability and effectiveness of the proposed framework, four test images widely used in literature are considered, including "pepsi", "toy", "lab" and "disk", shown in Figure 3 . Figures 3(a")-(d") show the fusion results of the proposed framework on the four images, respectively. From the visual point of view, the proposed fusion framework obtains a satisfactory fusion effect.
For comparison purpose, the fusion experiments are also performed using other five fusion methods, including Laplacian pyramid method, discrete wavelet transform (DWT)-based and contourlet transform (CT)-based methods as well as GA-based and DE-based methods, as shown in Figure 4 . For Laplacian pyramid and DWT-based methods, four-level decomposition is employed, and then 'db4' wavelet is used in DWT-based method. For CT-based method, four-level decomposition with 4, 8, 8, 16 directions from coarser scale to finer scale is used. The GA-based and DE-based methods use the same fusion algorithm as that in the proposed fusion framework. The parameters of GA-based method are given: population size NP = 20, crossover probability P c = 0.6, mutation rate P m = 0.01 and maximum generation number t max = 100. The parameters of DE-based method are given: population size NP = 20, crossover probability P c = 0.6, scalar factor F = 0.9 and maximum generation number t max = 100.
In order to provide a quantitative comparison among different fusion methods, three commonly used metrics, namely, mean square error (MSE), difference coefficient (DC) and mutual information (MI), are used to evaluate the fusion performance. The MSE and DC are, respectively, defined as where R(i, j) and F (i, j) are the pixel values of the reference image and the fused image respectively, and M 1 × M 2 is the image size. The mutual information (MI) between the source images A, B, and the fused image F is defined as
where the mutual information MI AF between the source images A and F is given as follows
where p AF (a, f ) is the jointly normalized histogram of A and F , p A (a) and p F (f ) are the normalized histograms of A and F respectively. The mutual information MI BF between the source images B and F is similar to MI AF . The smaller the values of MSE and DC, the better the fused image, however, the larger the MI value, the better the fusion result. Only the fusion results on "pepsi" image are reported due to the space limit of this paper. Figure 4 gives the source images and the fusion results obtained by the proposed fusion framework and other five fusion methods. It can be seen from these visual comparison results that the proposed fusion framework and the DE-based method have better fusion results compared with other fusion methods. By employing the MSE, DC and MI metrics, quantitative comparison results of these fusion methods are presented in Table 1 . Since the proposed fusion framework, GA-based and DE-based fusion methods are stochastic algorithms, the fusion results of the three methods are the mean and standard deviations of MSE, DC and MI results of the experiments repeating 20 times, respectively.. These results show that the proposed fusion framework is slightly better than the DE-based fusion method but obviously superior than other fusion methods. Therefore, these comparison results clearly demonstrate the effectiveness of the proposed fusion framework. In addition, it can be viewed from Table 1 that the proposed fusion framework has the lowest standard deviations compared with the DE-based and GA-based fusion methods. This fact illustrates that the proposed fusion framework is robust.
Conclusion and future work
This paper has described a fusion framework based on tissue membrane systems, which can exploit the optimal block size for an image fusion algorithm in spatial domain. The experimental results have demonstrated that the proposed fusion framework outperforms the other methods in terms of computation efficiency and robustness. However, the fusion framework is only limited to the image fusion in spatial domain, so our further work will focus on using membrane systems to develop the fusion framework in transform domain, for example, contourlet transform or non-subsampled contourlet transform.
