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Zusammenfassung
Viele mathematische Modelle aus den Ingenieurwissenschaften, der Physik oder der Wirtschaft
enthalten Konvektion und Diffusion. Ha¨ufig ist dabei die Diffusion sehr schwach ausgepra¨gt
und kann in einigen Fa¨llen sogar ganz vernachla¨ssigt werden. Fu¨r die Stro¨mung von Fluiden
ko¨nnte dies bedeuten, dass eine reibungsfreie Stro¨mung als Grenzfall von reibungsbehafteten
Stro¨mungen gedeutet wird. Diese Idee wird auch in aktuellen numerischen Lo¨sungsverfahren
fu¨r die angesprochenen Modellprobleme aufgegriffen. Die Methode wird als Shock-capturing
bezeichnet und wird realisiert, indem ein isotroper, ku¨nstlicher Diffusionsterm eingefu¨hrt wird,
der in Abha¨ngigkeit der Gitterweite h skaliert wird. Die Notwendigkeit eines zusa¨tzlichen
Terms tra¨gt dem Umstand Rechnung, dass die Gitterweite eines numerischen Verfahrens stets
beschra¨nkt ist und somit die Effekte von feineren Prozessen nicht beru¨cksichtigt werden ko¨nnen.
Der Nachteil dieses Vorgehens ist jedoch die geringere Konvergenzordnung im Vergleich zum
nicht modifizierten Verfahren. Abhilfe schafft hier die Beru¨cksichtigung eines residual basierten
Diffusionsterms, der allerdings eine nichtlineare Methode zur Folge hat.
Zusammen mit einer weiteren residualbasierten, anisotropen Stabilisierung konnte in [JJS95]
fu¨r eine diskrete Lo¨sung einer Erhaltungsgleichung eine gleichma¨ßige Beschra¨nktheit in der
L∞(L∞)-Norm gezeigt werden.
In dieser Arbeit wurde ein Shock-capturing Verfahren konstruiert, das ohne anisotrope Sta-
bilisierung ebenfalls eine gleichma¨ßige Beschra¨nktheit in der L∞(L∞)-Norm garantiert. Die
dafu¨r vorgenommene Modifikation zersto¨rt jedoch den residualen Charakter der Methode. Um
die Aussicht auf eine ho¨here Konvergenzordnung zu erhalten, wurde die Idee verfolgt, die
ku¨nstliche Diffusion mit einem speziell konstruierten Fluktuationsoperator P ′h nur auf feine
Skalen zu projizieren, sodass die gleichma¨ßige Beschra¨nktheit der Lo¨sung erhalten bleibt.
Die in dieser Arbeit entwickelten Ergebnisse sind außerdem in der Lage, dieL∞(L∞)-Abscha¨tz-
ungen der Methode aus [JJS95] bei beliebigen Polynomgraden und quasiuniformen Partitionie-
rungen zu gewa¨hrleisten. Bisher gelang dies nur fu¨r lineare Ansatzfunktionen auf Dreiecken
mit einem rechten Winkel.
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Rein gar nichts ereignet sich in der Welt, worin nicht ein Gesetz
des Maximums oder Minimums zutage tritt.
(Leonard Euler)
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1 Einleitung
Eine wichtige Anwendung in den Ingenieurwissenschaften und in der Physik ist die Berechnung
der Stro¨mungen von Flu¨ssigkeiten und Gasen. Es ist heute allgemein anerkannt, dass die mathe-
matische Beschreibung der Stro¨mungsvorga¨nge durch die Navier-Stokes Gleichungen zusam-
men mit den Randbedingungen des zu umstro¨menden Gebiets, sa¨mtliche realen Stro¨mungen
vollsta¨ndig erfassen. Die Navier-Stokes Gleichungen sind dabei nichts anderes als Erhaltungs-
gleichungen fu¨r den Impuls, die Masse und die Energie im Kontinuum. In einem inkompressi-
blen Medium kann die Energieerhaltungsgleichung unabha¨ngig von den beiden anderen Glei-
chungen gelo¨st werden und wird aus diesem Grund in der Literatur ha¨ufig nicht zu den Navier-
Stokes Gleichungen geza¨hlt. In diesem Fall beschreiben die Gleichungen die Entwicklung des
Geschwindigkeitsfeldes und des Druckfeldes.
La¨sst sich die innere Reibung des Fluids vernachla¨ssigen, so entstehen aus den Navier-Stokes
Gleichungen die Euler Gleichungen. Der Vorteil der allgemeinen Anwendbarkeit der Navier-
Stokes Gleichungen wird jedoch durch ihre Komplexita¨t wieder zunichte gemacht: Nur in eini-
gen, wenigen Ausnahmefa¨llen lassen sich diese Gleichungen analytisch lo¨sen. Nicht einmal die
Eindeutigkeit von sogenannten schwachen Lo¨sungen der inkompressiblen, dreidimensionalen
Navier-Stokes Gleichungen kann garantiert werden.
Eine weitere Fragestellung, die sich mit der Realita¨tsna¨he der Navier-Stokes Gleichungen be-
scha¨ftigt, gilt als eines der ha¨rtesten, ungelo¨sten mathematischen Probleme unserer Zeit: Lassen
die Navier-Stokes Gleichung auch Lo¨sungen zu, die an einem Startpunkt glatt sind und bei der
sich zu einem spa¨teren Zeitpunkt die Turbulenzen so aufschaukeln, dass die Stro¨mungsenergie
unendlich wird [Fef00]? Sollte dies der Fall sein, so wa¨ren die Navier-Stokes Gleichungen ein
schlechtes Modell fu¨r die Realita¨t. Daru¨berhinaus ist die Konvergenz von numerischen Metho-
den fu¨r die Navier-Stokes Gleichungen nur bei entsprechender Glattheit der exakten Lo¨sungen
garantiert.
Da die exakte Lo¨sung der Navier-Stokes Gleichung i.Allg. außer Reichweite liegt, ist eine nu-
merische Approximation der Lo¨sung ha¨ufig der einzige Ausweg um praktisch relevante Stro¨-
mungsverha¨ltnisse zu bestimmen. Allerdings offenbart das ”naive“ Diskretisieren mit einem
beliebigen numerischen Verfahren auch hier Schwierigkeiten. Diese direkte numerische Simu-
lation (DNS) erfordert eine Feinheit der Diskretisierung, die in der Lage ist, auch die kleins-
ten auftretenden Wirbel darzustellen. Abscha¨tzungen, die auf dem Kolmogorovschen Energie-
spektrum beruhen, geben fu¨r die dafu¨r notwendige Anzahl an ra¨umlichen und zeitlichen Frei-
heitsgraden eine Gro¨ßenordnung von Re3 an [Fri96, S. 107]. Re ist hierbei die dimensionslose
Reynoldszahl, definiert als Re = UL/ν, wobei U eine charakterische Stro¨mungsgeschwindig-
keit, L eine charakteristische La¨ngeneinheit und ν die charakteristische kinematische Viskosita¨t
darstellt. Da bei turbulenten Stro¨mungen eine Reynoldszahl von 107 keine Seltenheit ist, ist die
DNS auch in Zukunft kein praktikables Verfahren. Ein Ausweg ist es, die nicht aufgelo¨sten,
feinsten Skalen in einem zusa¨tzlichen Term zu modellieren.
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Das oben angesprochene ”naive“ Diskretisieren der kompressiblen Navier-Stokes Gleichungen
in der dimensionslosen Form
∂tu+ (u · ∇)u− Re−1 ∆u+∇p = f,
∇ · u = 0, (1.1)
fu¨r die Stro¨mungsgeschwindigkeit u = (u1, u2) bzw. u = (u1, u2, u3), dem Druck p und einer
von außen einwirkenden Kraft f (vgl. z.B. [MT98, S. 512 ff.] oder [EGK08, S. 222]) inklusi-
ve der Anfangs- und Randbedingungen, erweist sich auch bei moderaten Reynoldszahlen als
tu¨ckisch. Als Grund dafu¨r kristallisiert sich bei der Analysis des Verfahrens die Nichtlinearita¨t
des Terms (u · ∇)u und die Bedingung∇ · u = 0 heraus.
Die spezielle Form von (1.1) erlaubt u.a. eine gewisse Modifikation der Gro¨ßen U,L und
ν. Solange die Reynoldszahl dabei unvera¨ndert bleibt, ergeben sich aus der gleichbleibenden
Differentialgleichung (1.1), unter Beachtung der entsprechenden Skalierung, stets identische
Lo¨sungen.
Die bereits erwa¨hnten Euler Gleichungen ergeben sich fu¨r Re→∞ bzw. ν → 0 :
∂tu+ (u · ∇)u+∇p = f,
∇ · u = 0. (1.2)
Beim Studium von numerischen Verfahren ist es aus den genannten Gru¨nden hilfreich, die
Schwierigkeiten getrennt voneinander anzugehen und z.B. folgendes skalarwertige Modellpro-
blem zu betrachten:
∂tu+∇ · fs(u)− ∆u = f, (1.3)
wobei die Funktion fs eine geeignete, nichtlineare Funktion ist. Da der Begriff der Reynoldszahl
in diesem vereinfachten Modell unangemessen erscheint, u¨bernimmt der Parameter  ≈ Re−1
diese Aufgabe. Der reibungsfreie Fall Re→∞wird daher durch → 0 realisiert:
∂tu+∇ · fs(u) = f. (1.4)
Betrachtet wird in dieser Arbeit jedoch nur die zu (1.4) geho¨rende Erhaltungsgleichung, d.h. es
treten keine externen Kra¨fte auf (f = 0).
1.1 Mathematische und physikalische Motivation
Die Na¨herung der reibungsbehafteten Gleichungen ((1.1) bzw. (1.3)) durch eine Gleichung oh-
ne Reibung ((1.2) bzw. (1.4)) stellt aus mathematischer Sicht auch bei hoher Reynoldszahl bzw.
kleinem  einen schwerwiegenden Eingriff dar, denn es entspricht dem Streichen des Diffe-
rentialoperators mit der ho¨chsten Ordnung. Da in diesem Fall ein anderer Typ von Differen-
tialgleichung entsteht, a¨ndert sich i.Allg. auch das Verhalten der Lo¨sung entscheidend. Dieses
Verhalten fu¨hrt zu Problemen bei der Betrachtung von schwachen Lo¨sungen von (1.4). Eine
eindeutige Lo¨sung kann nun nicht mehr gewa¨hrleistet werden. Damit nicht genug: Man kann
zeigen, dass unter diesen Lo¨sungen solche existieren, die den zweiten Hauptsatz der Thermo-
dynamik verletzen [AS97, S. 808 ff.]. Lassen wir hingegen fu¨r (1.4) nur solche Lo¨sungen zu,
die auch (1.3) fu¨r  → 0 erfu¨llen (Viskosita¨tslo¨sung), so ensteht eine eindeutige Lo¨sung, die
physikalisch gutartig ist.
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1.2 Numerische Verfahren
Die Idee der Viskosita¨tslo¨sung wird in numerischen Verfahren mit der Eigenschaft
h→ 0⇒ → 0
aufgegriffen. Die Addition eines ku¨nstlichen Diffusionskoeffizienten der Form
 = Ch|∇U | (1.5)
oder
 = Ch2|∇U |, C > 0, (1.6)
mit der Gitterweite h und der Lo¨sung des numerischen Verfahrens U , geht zuru¨ck auf [NR50]
und [Sma63]. Ziel dieser Modifikation war urspru¨nglich nicht die Konvergenz zur Viskosita¨ts-
lo¨sung, sondern die Verbreiterung des Gebiets, in dem die Lo¨sung starken Vera¨nderungen unter-
worfen ist (Grenzschicht), so dass diese mit der Gitterweite h aufgelo¨st werden kann.
Die beiden Diffusionskoeffizienten resultieren in einer nichtlinearen Diskretisierungsmethode.
Lineare Verfahren ergeben sich entsprechend aus  = Ch bzw.  = Ch2. Eine weitere In-
terpretation der ku¨nstlichen Diffusion, ist die bereits angesprochene Modellierung der nicht
aufgelo¨sten, feinsten Wirbel. So ist (1.6) bekannt als Smagorinsky-Modell innerhalb der Large
Eddy Simulation (LES).
Durch das Ausweiten der Grenzschicht werden zwar nichtoszillierende Lo¨sungen erzeugt, aber
der isotrope Charakter der Stabilisierung erzeugt auch Diffusion senkrecht zur Stromlinienrich-
tung, so dass auch in dieser Richtung die Grenzschichten ausgeweitet werden. Als Folge entsteht
ein Fehler, der im gu¨nstigsten Fall von der Ordnung O(h) ist.
Im Gegensatz dazu fu¨gt die Stromliniendiffusionsmethode zusa¨tzliche Stabilisation in Stromli-
nienrichtung hinzu [HB79], [HT84]. Dies geschieht mittels eines gewichteten Residualansatzes
innerhalb des Stabilisierungsterms, der eine Fehlerordnung von O(hk+1/2) garantiert [Joh87,
Theorem 9.2]. Weitere Beitra¨ge finden sich in [HFM86], [HM86a] und [HFM87]. Eine Modi-
fikation unter Hinzunahme eines zweiten, nichtlinearen Stromliniendiffusionsterms, mit Stabi-
lisierung in Richtung ∇U (Shock-capturing), ist in [HMM86], [HM86b], [JS86a] und [JS87]
beschrieben. Die resultierende nichtlineare Methode entha¨lt durch die Projektion eine Norma-
lisierung mit |∇U |−2. Der Austausch des Normalisierungsterms mit einer gro¨ßeren Potenz von
h erlaubt in [Sze89a] den Nachweis der Konvergenzordnung von O(hk+1/2). Letztgenannte
Modifikation erlaubt die Interpretation des Shock-capturing Terms als residualbasierte, isotrope
ku¨nstliche Diffusion. Siehe hierzu auch [JSH90], [Sze91] und [JJS95].
Diese Arbeit geht der Frage nach, ob die Discontinuous-Galerkin-Methode aus [JJS95] der-
art modifiziert werden kann, dass bei Vernachla¨ssigung des Stromliniendiffusionsterms die
L∞(L∞)-Beschra¨nkung der diskreten Lo¨sung erhalten bleibt. Diese Fragestellung scho¨pft Mo-
tivation aus der Tatsache, dass die Discontinuous-Galerkin-Methode von Haus aus mit einem
Fehler der Ordnung O(hk+1/2) - bzgl. einer Norm, die auch die Ableitung in Stromlinienrich-
tung umfasst - aufwarten kann [JP86], so dass die Stromliniendiffusionsmethode vor diesem
Hintergrund keine zusa¨tzliche Stabilita¨t bringt. Es zeigt sich, dass die Stromliniendiffusions-
methode in [JJS95] fu¨r die L∞(L∞)-Abscha¨tzung vernachla¨ssigbar ist. Die hier vorgestellte
Modifikation beno¨tigt zwar keine Diffusion in Stromlinienrichtung mehr, zersto¨rt allerdings
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die residuale Struktur der Methode, so dass die Konvergenzordnung nur noch identisch ist
mit der klassischen ku¨nstlichen Diffusion. Um trotzdem Aussicht auf eine zufriedenstellende
Konvergenzordnung zu haben, wirkt der Diffusionsterm mittels Projektion nur auf die dazu-
geho¨rigen feinen Skalen. In [Hei07] konnte mit dieser Strategie, allerdings bei linearer Diffu-
sion und ohne Beru¨cksichtigung der L∞(L∞)-Frage, eine ho¨here Konvergenzordnung erzielt
werden.
1.3 Gliederung der Arbeit
Diese Arbeit umfasst acht Kapitel. Das direkt an die Einleitung anschließende Kapitel gibt einen
U¨berblick u¨ber grundlegende Definitionen und Aussagen, die zum Versta¨ndnis dieser Arbeit
beno¨tigt werden. Insbesondere wird ein Beweis des Spursatzes fu¨r Sobolev-Ra¨ume vorgelegt,
der fu¨r die Analysis des Discontinuous-Galerkin-Verfahrens essentiell ist.
Im 3. Kapitel werden zwei Lo¨sungstheorien pra¨sentiert, die mittels der Viskosita¨tsmethode eine
eindeutige schwache Lo¨sung fu¨r (1.3) gewa¨hrleisten. Die bereits angesprochene Problematik
der Typa¨nderung der Differentialgleichung wird durch die Einfu¨hrung einer verallgemeinerten
Randbedingung beru¨cksichtigt.
Das 4. Kapitel erla¨utert die Finite-Elemente-Methode und legt mit einigen Projektions- und
Interpolationsfehlern sowie mit inversen Ungleichungen die Grundlagen fu¨r die L∞(L2)- bzw.
L∞(L∞)-Abscha¨tzungen der diskreten Lo¨sung des Discontinuous-Galerkin-Verfahrens aus Ka-
pitel 5. Die dabei auftretenden technischen Schwierigkeiten werden u¨berwunden, indem Ideen
aus der Theorie der hierarchischen modalen Basisfunktionen mit Hilfe von mass lumping auf
nodale Basisfunktionen u¨bertragen werden. Es zeigt sich, dass auf diesem Weg ein diskreter
Fluktuationsoperator definiert werden kann, der innerhalb eines Shock-capturing Terms die
L∞(L∞)-Abscha¨tzung gewa¨hrleisten kann. Eine anisotrope Stabilisierung ist in diesem Fall
nicht mehr notwendig.
Die in diesem Kapitel bewiesenen Theoreme sind außerdem in der Lage, die L∞(L∞)-Abscha¨t-
zung der Methode [JJS95, (2.7)] bei beliebigen Polynomgraden und quasiuniformen Partitio-
nierungen zu gewa¨hrleisten. Bisher gelang dies nur fu¨r lineare Ansatzfunktionen auf Dreiecken
mit einem rechten Winkel [Sze89a].
In Kapitel 6 werden Konvergenzordnungsaussagen der nichtlinearen Discontinuous-Galerkin-
Methode mit Fluktuationsoperator und der Methode aus [JJS95, (2.7)] vorgestellt. Diese Unter-
suchungen erfolgen fu¨r das lineare, homogene Problem (1.4) und beru¨cksichtigen sowohl die
Abha¨ngigkeit der Gitterweite h als auch die Abha¨ngigkeit des Polynomgrades.
Die numerische Umsetzung des Verfahrens wurde mit der Finite-Elemente Bibliothek deal.II
[BHK] vorgenommen und getestet. Entsprechende Beispiele sind im 7. Kapitel zu finden.
Das Kapitel 8 schließt die Arbeit mit einer zusammenfassenden Diskussion und einem Aus-
blick. Hier werden die Aussagen zur Konvergenzordnung im Hinblick auf die erzielten nu-
merischen Ergebnisse kommentiert und mo¨gliche Erweiterungen sowie offene Fragestellungen
diskutiert.
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2 Funktionalanalytische Grundlagen
Fu¨r die Betrachtung der hyperbolischen Gleichungen ist es notwendig, sofern die fu¨r diese
Gleichungen typischen unstetigen Lo¨sungen beru¨cksichtigt werden sollen, auf eine schwache
Formulierung der Differentialgleichung zuru¨ckzugreifen. Die dafu¨r no¨tigen Hilfsmittel sollen
in der u¨blichen Notation kurz vorgestellt werden.
2.1 Funktionenra¨ume
Es bezeichne C l(G,K), l ∈ N0 die l-mal stetig differenzierbaren Abbildungen von einem Ge-
biet G ⊂ Km, m ∈ N in den Ko¨rper K. C l0(G,K) entha¨lt Funktionen aus C l(G,K), deren
Support kompakt ist. Fu¨r 0 < θ ≤ 1 ist C l,θ(G,K) der Unterraum von C l(G,K), bestehend aus
Funktionen, so dass ∂αu, 0 ≤ α ≤ l fu¨r jede Komponente u mit dem Exponenten θ Ho¨lder-
stetig ist:
|∂αu(x)− ∂αu(y) ≤ C|x− y|θ, x, y ∈ G.
Der Lebesgue-Raum Lp(G,K) mit p ∈ [1,∞) entha¨lt die messbaren Funktionen u : G→ K fu¨r
die im Lebesgueschen Sinne gilt: ‖u‖pLp(G,K) =
∫
G
|u|pdx < ∞. Fu¨r p = ∞ ist L∞(G,K) der
Raum der wesentlich beschra¨nkten Funktionen, d.h. u : G→ K ist messbar und fast u¨berall be-
schra¨nkt. In diesem Fall wird die Norm als die kleinste dieser Schranken definiert:
‖u‖L∞(G,K) = ess sup
x∈G
|u(x)| = inf{K > 0 : |u(x)| ≤ K fast u¨berall in G}.
Mit der eingefu¨hrten Notation bedeutet ‖u − v‖Lp(G,K) = 0, dass u(x) = v(x) nur fast u¨berall
(f.u¨.) auf G gilt. Folglich werden die Elemente von Lp(G,K) als A¨quivalenzklassen von Funk-
tionen aufgefasst. Wenn trotzdem von Funktionen aus Lp(G,K) die Rede ist, so ist in diesem
Fall stets ein Repra¨sentant der A¨quivalenzklasse gemeint. Aus diesem Grund werden solche
Funktionen, die sich nur auf einer Menge vom Maß Null unterscheiden, u¨blicherweise mitein-
ander identifiziert.
Der Vektor α = (α1, . . . , αm)T ∈ Nm0 heißt Multiindex. Mit x = (x1, . . . , xm)T ∈ Rm sind
die Schreibweisen ∂α = ∂α11 · · · ∂αmm , α! = α1! · · ·αm!, xα = xα11 · · ·xαmm und |α| =
∑m
i=1 αi
u¨blich. Fu¨r ein l ∈ N0, p ∈ [1, ∞) und einen Multiindex α definiert bei schwacher Differentia-
tion und geeignetem u
‖u‖l,p,G =
∑
|α|≤l
‖∂αu‖pLp(G,K)
1/p
eine Norm. Im Fall p =∞ ist
‖u‖l,∞,G = max|α|≤l‖∂
αu‖L∞(G,K)
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die entsprechende Norm. Die dazugeho¨rigen Sobolev-Ra¨ume W l,p(G,K) enthalten die Funk-
tionen, deren entsprechende Norm endlich ist. Im Fall p = 2 existieren jeweils die kanonischen
Innenprodukte
(u, v)l,G =
∑
|α|≤l
∫
G
∂αu ∂αv dx.
Sobolev-Ra¨ume mit einem reellen Index, etwa l+θ, 0 < θ < 1 fu¨r 1 ≤ p <∞werden mit Hilfe
der K-Methode der Interpolationstheorie definiert. Entsprechende Definitionen und Eigenschaf-
ten finden sich in [BS08, Chapter 14] und [AF03, Chapter 7]. Mit diesen Voraussetzungen soll
gelten
W l+θ,p(G) = [W l,p(G),W l+1,p(G)]θ,p, (2.1)
‖u‖l+θ,p,G =
(∫ ∞
0
(
t−θK(t, u)
)p dt
t
)1/p
(2.2)
und
‖u‖l+θ,∞,G = sup
0<t<∞
t−θK(t, u). (2.3)
Im Zuge dieser Vereinbarungen und der Norma¨quivalenz aus [BS08, 14.0.1, Theorem 14.2.3]
erscheint es sinnvoll, die dazugeho¨rigen Halbnormen fu¨r p <∞ durch die Ausdru¨cke
|u|l,p,G =

(∑
|α|=l ‖∂αu‖pLp(G,K)
)1/p
, l ∈ N,(∑
|α|=blc
∫
G
∫
G
|∂αu(x)−∂αu(y)|p
|x−y|d+θp dx dy
)1/p
, l = blc+ θ, θ > 0
(2.4)
zu definieren. Fu¨r p =∞ definiere analog (vgl. [AF75, S. 7.49])
|u|l,∞,G =

max
|α|=l
‖∂αu‖L∞(G,K), l ∈ N,
max
|α|=blc
ess sup
x,y∈G
x 6=y
|∂αu(x)−∂αu(y)|
|x−y|θ , l = blc+ θ, θ > 0.
(2.5)
Besteht K aus dem Ko¨rper der reellen Zahlen, so sollen die Konventionen C l(G) = C l(G,R),
C l,θ(G) = C l,θ(G,R), Lp(G) = Lp(G,R) und W l,p(G) = W l,p(G,R) gelten. Ausfu¨hrliche
Darstellungen und alternative Definitionen der Sobolev-Ra¨ume sind nachzulesen in [AF03] und
[Wlo82]. Einfu¨hrende Darstellungen finden sich in [Alt06] und [War99].
Eine Funktion f ∈ L1(G) ist von beschra¨nkter Variation inG,wenn∫
G
|Gf |dx = sup
|g(x)|≤1
x∈G
{∫
G
f div g dx : g = (g1, . . . , gn)
T ∈ C10(G)n
}
<∞
gilt. Der RaumBV (G) wird definiert als die Menge der Funktionen aus L1(G) mit beschra¨nkter
Variation (vgl. [Giu84]).
Die Kardinalzahl einer MengeM wird mit #M bezeichnet. Ist v = (vi)i∈I ∈ R#I und I eine
Indexmenge, so werden wie u¨blich folgende Normen definiert:
‖v‖lp(I) =
(∑
i∈I
|vi|p
)1/p
fu¨r p ∈ (0,∞) und ‖v‖l∞(I) = max
i∈I
{|vi|} .
8
2.2 Geometrische Voraussetzungen und der Spuroperator
Im Fall p = 2 existiert das l2-Innenprodukt
(v, w)l2(I) =
∑
i∈I
viwi, w = (wi)i∈I .
Erfolgt die Summierung mit der Indexmenge I = {0, 1, 2, . . . , n − 1} oder I = {1, 2, . . . , n}
mit n = #I, so findet die abku¨rzende Schreibweise ‖·‖lp bzw. (·, ·)lp Anwendung. Fu¨r zwei un-
terschiedliche Indizes p1 < p2 gelten nach [Gas70, S. 28] die Abscha¨tzungen
‖v‖lp2 ≤ ‖v‖lp1 ≤ n(1/p1−1/p2)‖v‖lp2 . (2.6)
Bei Funktionen auf einem Gebiet G definiert
‖f‖lp(M) =
{∑
x∈M
|f(x)|p
}1/p
eine diskrete Norm auf einer PunktmengeM. ‖f‖l∞(M) wird analog definiert.
Fu¨r A ∈ Rn,n, n ∈ N bezeichnet ‖A‖lp , 1 ≤ p ≤ ∞ die von ‖x‖lp , x ∈ Rn induzierte Norm
und ‖A‖max = max
1≤i,j≤n
|aij|.
2.2 Geometrische Voraussetzungen und der Spuroperator
Da die Eigenschaften von Funktionen aus den Sobolev-Ra¨umen W l,p(G) stark von den Eigen-
schaften des Randes ∂G abha¨ngen, ist bei der Betrachtung des zugrunde liegenden Gebietes be-
sondere Aufmerksamkeit bei der notwendigen Glattheit des Randes gefordert (vgl. z.B. [Gri85],
[Alt06, A6] und [AF03]).
Definition 2.2.1 Sei G ⊂ Rd, d ∈ N ein beschra¨nktes Gebiet. G besitzt einen Cm-Rand
[Cm,1-Rand], falls sich ∂G durch endlich viele offene Mengen U1, . . . , U r u¨berdecken la¨sst,
so dass ∂G ∩ U j fu¨r j = 1, . . . , r der Graph einer Funktion aus Cm [Cm,1] ist und G ∩ U j
auf jeweils einer Seite dieses Graphen liegt. D.h. es gibt fu¨r 1 ≤ j ≤ r ein euklidisches
Koordinatensystem ej1, . . . , e
j
d in Rd, eine Abbildung ϕj : Rd−1 → R, ϕj ∈ Cm(F j(Bd−1))
[ϕj ∈ Cm,1(F j(Bd−1))], so dass fu¨r die bijektive Funktion ψj : B → U j mit
ψj(x) =
d−1∑
i=1
F j(x)ie
j
i + (F
j(x)d + ϕ
j(F j(x)1, . . . , F
j(x)d−1))e
j
d,
F j(x) = diag(rj, . . . , rj, hj)x, rj, hj > 0 die Identita¨ten
U j ∩ ∂G = ψj(B0),
U j ∩G = ψj({y ∈ B : yn > 0}),
gelten sollen. Dabei ist B = {y ∈ Rd : ‖y‖l∞ < 1}, Bd−1 = {y ∈ Rd−1 : ‖y‖l∞ < 1} und
B0 = Bd−1×{0}. Handelt es sich um einen C0,1-Rand, so wird auch von einem Lipschitz-Rand
gesprochen.
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Die Tangentialvektoren ergeben sich zu
τs(y) =
∂
∂ys
(
d−1∑
i=1
yie
j
i + ϕ
j(y′)ejd
)
= ejs +
∂
∂ys
ϕj(y′)ejd, y ∈ F j(B0), (2.7)
mit y′ = (y1, . . . , yd−1)T fu¨r 1 ≤ s ≤ d−1.Der zu allen Tangentialvektoren senkrecht stehende
a¨ußere Normalenvektor ist
n(y) =
(
1 + ‖∇ϕj‖2l2
)−1/2(d−1∑
i=1
∂
∂yi
ϕj(y′)eji − edi
)
, y ∈ F j(B0). (2.8)
Alle Ableitungen sind im schwachen Sinn zu verstehen und existieren fu¨r ϕj ∈ C1(F j(Bd−1))
und ϕj ∈ C0,1(F j(Bd−1)), denn es gilt nach [Alt06, Satz 8.5 (2)] fu¨r ein Lipschitz-Gebiet G die
EinbettungC0,1(G) ⊂ W 1,∞(G) und somit∇ϕj ∈ L∞(F j(B0)).
Zur Interpretation der Integration auf ∂G bzw. zur Definition der Sobolev-Ra¨ume u¨ber den
Rand, ist es notwendig die lokalen Eigenschaften der Definition 2.2.1 auf den gesamten Rand
zu u¨bertragen. Dies geschieht mittels einer Partitionierung der Eins bezu¨glich der offenen und
endlichen U¨berdeckung U j (vgl. [Alt06, 2.19, A 6.3]). Durch Hinzufu¨gen einer weiteren offe-
nen Menge U0 ist es mo¨glich, ganz G zu u¨berdecken. Unter diesen Voraussetzungen existie-
ren
ωj : Rd → R, ωj ∈ C∞0 (U j), ωj ≥ 0
und
∑r
i=0 ω
j(x) = 1 fu¨r x ∈ G.
Ferner ist ψj in der Form ψj : Rd−1×{0} ⊃ Bd−1×{0} → U j ∩∂G ⊂ Rd eine Parameterdar-
stellung fu¨r das Oberfla¨chenstu¨ckU j∩∂G, dessen Oberfla¨che sich mit Hilfe von
G = JTψjJψj , Jψj =
(
∂
∂x′n
ψjm
)
1≤m≤d
1≤n≤d−1
bestimmen la¨sst durch
sψj =
∫
Bd−1
(det G(x′))1/2 dx′ =
∫
Bd−1
g(x′) dx′.
Durch Nachrechnen la¨sst sich g(x′) =
(
1 + ‖∇ϕj(x′)‖2l2
)1/2 besta¨tigen. Das Randintegral fu¨r f
kann nun mit Hilfe von supp fωj ⊂ U j ausgedru¨ckt werden als∫
∂G
f(s) ds =
r∑
j=1
∫
∂G
f(s)ωj(s) ds =
r∑
j=1
∫
Uj∩∂G
f(s)ωj(s) ds
=
r∑
j=1
∫
ψj(B0)
(
fωj
) ◦ ψj(x′, 0) ds = r∑
j=1
∫
B0
(
fωj
) ◦ ψj(x′, 0) dsψj
=
r∑
j=1
∫
Rd−1
(
fωj
) ◦ ψj(x′, 0)g(x′) dx.′
(2.9)
Wie bereits angedeutet gilt ∇ϕj ∈ Cm−1(F j(Bd−1)) [∇ϕj ∈ Wm,∞(F j(Bd−1))] und so-
mit
1 ≤ g(l)(x′) ≤ C, fast u¨berall in Rd−1, 0 ≤ l ≤ m− 1 [0 ≤ l ≤ m]. (2.10)
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Mit diesen Hilfsmitteln kann dieLp-Norm fu¨r 1 ≤ p <∞ definiert werden:∫
∂G
|u|p ds =
r∑
j=1
∫
∂G
|u|pωj ds
=
(2.9)
r∑
j=1
∫
Rd−1
|u ◦ ψj(x′, 0)|pωj ◦ ψj(x′, 0) g(x′) dx′
=
r∑
j=1
‖u ◦ ψj‖p
0,p,ωj◦ψjg,Rd−1 = ‖u‖p0,p,∂G.
(2.11)
Die Definition der Sobolev-Norm folgt entsprechend:∑
|α|≤l
‖∂αu‖p0,p,∂G =
∑
|α|≤l
r∑
j=1
‖∂αu ◦ ψj‖p
0,p,ωj◦ψjg,Rd−1
=
r∑
j=1
‖u ◦ ψj‖p
l,p,ωj◦ψjg,Rd−1 = ‖u‖pl,p,∂G.
(2.12)
Im Fall p =∞ lassen sich die Normdefinitionen analog zum Gebiet vornehmen:
‖u‖0,∞,∂G = ess sup
s∈∂G
|u(s)|, (2.13)
‖u‖l,∞,∂G = max|α|=l ess sups∈∂G ‖∂
αu‖0,∞,∂G. (2.14)
Alle hier vorgestellten Definitionen, die auf dem lokalen Koordinatensystem der Definition
2.2.1 beruhen, sind unabha¨ngig von der lokalen Zerlegung und Darstellung des Randes [Alt06,
A 6.5].
Wird im Folgenden ohne weitere Anmerkung von einem Gebiet G gesprochen, so ist stets ein
Gebiet mit Lipschitz-Rand gemeint, insbesondere gilt dann die Formel der partiellen Integration
und der Satz von Gauss [Alt06, A 6.8].
Die Frage nach der Existenz der Randintegrale ist fu¨r den Fall u ∈ C(Ω) leicht zu beantworten,
da u|∂Ω in kanonischer Weise durch Restriktion entsteht. Allerdings ist fu¨r W l,p(Ω) ⊂ C(Ω)
die Bedingung l > d/p (vgl. [EG04, Corollary B.46]) erforderlich. Somit scheint es fu¨r l ≤ d/p
keinen Sinn zu machen von Randwerten zu sprechen, da nach Definition der Lebesgue-Ra¨ume
miteinander identifizierte Funktionen auf ∂Ω verschiedene Werte annehmen ko¨nnen. Der nach-
stehende Spursatz fu¨r Gebiete garantiert jedoch fu¨r l > 1/p die Existenz der Randintegrale.
In der Literatur sind verschiedene Darstellungen in unterschiedlicher Allgemeinheit zu finden,
z.B. in [Gri85, Theorem 1.5.1.2, Theorem 1.5.2.1], [Wlo82, Satz 8.7]. Die in dieser Arbeit
gewa¨hlte Formulierung fußt auf einem Spursatz fu¨r γ˜ : Rd → Rd−1 und verwendet im Beweis
sogenannte lineare, stetige Erweiterungsoperatoren E : W l,p(G) → W l,p(Rd), deren Existenz
in Abha¨ngigkeit der Randgla¨tte gewa¨hrleistet werden kann. Die Definition von γ˜ : Rd → Rd−1
geschieht wie bereits angeku¨ndigt durch Restriktion:
(γ˜u) (x′) = u(x′, 0), x′ ∈ Rd−1, (2.15)
falls u ∈ C(Rd).
Die notwendige Variablensubstitution, um den Spursatz auf Gebiete zu u¨bertragen ist durch die
Definition 2.2.1 bereits festgelegt.
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Theorem 2.2.2 Sei 1 ≤ p < ∞ und l ∈ R, l > 1/p. Dann existiert ein linearer, stetiger
Operator γ˜ : W l,p(Rd)→ W l−1/p,p(Rd−1).
Beweis Unter den gegebenen Voraussetzungen ist die Existenz eines C > 0 mit
‖γ˜u‖l−1/p,p,Rd−1 ≤ C‖u‖l,p,Rd (2.16)
zu zeigen. Fu¨r p = 1 erfu¨llt [AF03, 4.12 (4)] die Aufgabe. Im Fall l ∈ N, 1 < p < ∞ siehe
[AF03, Theorem 7.39] und fu¨r l ∈ R \ N, 1 < p < ∞ betrachte [AF03, Theorem 7.43] oder
auch [BL76, Definition 6.2.2, Theorem 6.2.3 und Theorem 6.2.4 (10)].
Definition 2.2.3 (starker m-Erweiterungsoperator) Eine lineare Abbildung
E : W l,p(G)→ W l,p(Rd)
wird starker m-Erweiterungsoperator fu¨r G genannt, falls fu¨r jedes p, 1 ≤ p < ∞ und jedes
l ∈ N0, 0 ≤ l ≤ m ∈ N0 eine Konstante C = C(m) existiert, so dass fu¨r jedes u ∈ W l,p(G)
die Bedingungen
Eu(x) = u(x) fast u¨berall in G, (2.17)
‖Eu‖l,p,Rd ≤ C‖u‖l,p,G. (2.18)
erfu¨llt sind.
Definition 2.2.4 (totaler Erweiterungsoperator) E wird totaler Erweiterungsoperator fu¨r G ge-
nannt, falls E ein starker m-Erweiterungsoperator fu¨r G und jedes m ist.
Bemerkung 2.2.5 Ein totaler Erweiterungsoperator garantiert Eu(x) = u(x) fu¨r alle x ∈ G
(vgl. [AF03, S. 5.17]).
Lemma 2.2.6 SeiG ⊂ Rd mit einem Cm-Rand. Dann existiert ein starkerm-Erweiterungsope-
rator E fu¨r G.
Beweis [AF03, Theorem 5.22].
Lemma 2.2.7 Sei G ⊂ Rd mit Lipschitz-Rand. Dann existiert ein totaler Erweiterungsoperator
E fu¨r G.
Beweis [AF03, Theorem 5.24] bzw. [Ste70, Chapter 6].
Zum Beweis des angeku¨ndigten Spursatzes wird das folgende Lemma beno¨tigt:
Lemma 2.2.8 (Faa` di Bruno’s Formel) Fu¨r einen Multiindex α und zwei Funktionen
f : G ⊂ Rm → Rn, g : D ⊂ Rn → R, m, n ∈ N
deren Ableitungen bis zur Ordnung |α| existieren, gilt mit P = Nm0 \{(0, . . . , 0)} Faa` di Bruno’s
Formel
∂α(g ◦ f)(x) = α!
∑
|β|≤|α|
(∂βg)(f(x))
∑
a:P→Nn0P
γ∈P a(γ)=βP
γ∈P |a(γ)|γ=α
∏
γ∈P
1
a(γ)!
[
(∂γf)(x)
γ!
]a(γ)
. (2.19)
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Beweis [Gzy86]. Vgl. auch [Dix02, Lemma 2.1].
Theorem 2.2.9 Es sei G ein Gebiet mit einem Cm-Rand [Cm,1-Rand], m ∈ N. Dann existiert
fu¨r 1 ≤ p <∞ und 1/p < l, l ∈ R ein linearer, stetiger Spuroperator
γ : W l,p(G)→ W l−1/p,p(∂G), l ≤ m [l ≤ m+ 1]. (2.20)
Ist G ein Gebiet mit Lipschitz-Rand, so gilt
γu = u|∂G, (2.21)
falls u ∈ W l,p(G) ∩ C(G).
Beweis Nach Lemma 2.2.6 [2.2.7] existiert ein starker m-Erweiterungsoperator [totaler Erwei-
terungsoperator] E. Aus der Definition des Randintegrals folgt
‖γ˜(Eu)‖pl−1/p,p,∂G =
r∑
j=1
‖γ˜(Eu) ◦ ψj‖p
l−1/p,p,ωj◦ψjg,Rd−1
≤
(2.10), ωj≤1
r∑
j=1
‖γ˜(Eu) ◦ ψj‖p
l−1/p,p,Rd−1
≤
(2.16)
r∑
j=1
‖Eu ◦ ψj‖p
l,p,Rd =
r∑
j=1
‖Eu ◦ ψj‖pl,p,B
=
r∑
j=1
l∑
i=0
|Eu ◦ ψj|pi,p,B.
Auf Grund der Voraussetzungen an den Rand von G gilt fu¨r i = |α| ≤ m : |∂αψjs(x)| ≤ C
[i = |α| ≤ m + 1 : |∂αψjs(x)| ≤ C f. u¨. auf B, denn [Alt06, Satz 8.5 (2)]⇒ ∂αψjs ∈ L∞(B)]
mit 1 ≤ s ≤ d und i = 0, . . . , l. Aus Faa` di Bruno’s Formel (2.19) folgt somit
∂ˆα
(
w ◦ ψj) (xˆ) ≤ C ∑
β≤|α|
(
∂βw ◦ ψj(xˆ))
und mit det( ∂
∂xˆ
ψj) = 1
l∑
i=0
|w ◦ ψj|pi,p,B =
l∑
i=0
∑
|α|=i
‖∂ˆαw ◦ ψj‖p0,p,B
=
l∑
i=0
∑
|α|=i
‖
(
∂ˆαw ◦ ψj
)
| det( ∂
∂xˆ
ψj)|1/p‖p0,p,B
≤ C
l∑
i=0
∑
|α|=i
∑
|β|≤|α|
‖ (∂βw ◦ ψj) | det( ∂
∂xˆ
ψj)|1/p‖p0,p,B
≤ C
l∑
i=0
∑
|α|=i
∑
|β|≤i
‖∂βw‖p
0,p,Uj
= C
l∑
i=0
∑
|β|≤i
‖∂βw‖p
0,p,Uj
= C
l∑
i=0
‖w‖p
i,p,Uj
≤ C‖w‖p
l,p,Uj
.
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Insgesamt ergibt sich nun die erste Behauptung
‖γ˜(Eu)‖pl−1/p,p,∂G ≤ C
r∑
j=1
‖Eu‖p
l,p,Uj
≤ C
r∑
j=1
‖Eu‖p
l,p,Rd
≤ C‖Eu‖l,p,Rd ≤ C‖u‖pl,p,G.
Damit wurde die Transformationskette
W l,p(G)
E→ W l,p(Rd) ωj→ W l,p(U j) (ψ
j)
−1
→ W l,p(B)
Id→ W l,p(Rd) γ˜→ W l,p(Rd−1) Id→ W l,p(B0)
ψj→ W l,p(U j ∩ ∂G) ⊂ W l,p(∂G)
beschritten. Dies liefert die Definition des Spuroperators:
γu =
r∑
j=1
ψj ◦ γ˜ ◦ (ψj)−1 ◦ (ωjE)u. (2.22)
Fu¨r die letzte Behauptung ist zu pru¨fen, ob bei einem Lipschitz-Gebiet
γ (u|∂G) = u|∂G, u ∈ C l(G)
erfu¨llt ist. Die Existenz eines totalen Erweiterungsoperators gewa¨hrleistet E(u|∂G) = u|∂G
(vgl. Bemerkung 2.2.5). Das Bild von (ψj)−1 liegt in W l,p(U j) ∩ C(U j) und liefert speziell
(ψj)−1(ωju|∂G) = (ψj)−1(ωju)|B0 . Bei diesem Argument wirkt γ˜ nach Definition als Identita¨t,
so dass mit ψj((ψj)−1(ωju)|B0) = ωju|∂G und
∑r
j=1 ω
ju|∂G = u|∂G alles gezeigt ist.
Auch wenn auf Grund mangelnder Glattheit von u die Identita¨t γu = u|∂G nicht gilt, so soll un-
ter u|∂G stets das Bild des Spuroperators verstanden werden. Ferner lehrt der Spursatz, dass die
Regularita¨t des Randes den maximal erreichbaren Differentiationsindex l des Sobolev-Raumes
W l,p(∂G) beschra¨nkt.
Bemerkung 2.2.10 Die lokale Argumentation im Beweis des Spurlemmas sorgt dafu¨r, dass fu¨r
jede offene U¨berdeckung U j
‖γu‖l−1/p,p,Uj∩∂G ≤ C‖u‖l,p,G
gilt. Ist also G ein Gebiet mit lokal ho¨herer Glattheit als Cm [Cm,1], so ist lokal, vermo¨ge der
Unabha¨ngigkeit von der speziellen Wahl der offenen U¨berdeckungen, u|∂G˜ ∈ W l,p(∂G˜) mit
l > m, [l > m+ 1] fu¨r G˜ ⊂ G gewa¨hrleistet.
2.3 Wichtige Gleichungen und Ungleichungen
Im weiteren Verlauf werden folgende Hilfsmittel beno¨tigt:
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Lemma 2.3.1 (verallgemeinerte Youngsche Ungleichung) Fu¨r die Exponenten p, q ∈ (1,∞)
mit 1/p+ 1/q = 1 und jedes  > 0 gilt:
ab ≤ 1
p
ap +
1
q
1
q/p
bq ∀a, b ≥ 0. (2.23)
Beweis Z.B. [War99] mit ab = (1/pa)(−1/pb).
Lemma 2.3.2 (Ungleichung von Poincare´-Friedrichs) Sei 1 ≤ p <∞ und G ein beschra¨nktes,
zusammenha¨ngendes Gebiet mit Lipschitz-Rand. Dann ist
V = {v ∈ W 1,p(G) :
∫
G
v dx = 0}
ein abgeschlossener Unterraum von W 1,p(G) und es existiert eine Konstante Cp,G > 0 derart,
dass
Cp,G‖v‖1,p,G ≤ ‖∇v‖0,p,G ∀v ∈ V. (2.24)
Beweis [EG04, Theorem B.37, Lemma B.66].
Bemerkung 2.3.3 Der Raum V ist identisch mit dem Raum {v ∈ W 1,p(G) : v 6= const},
denn es bilden V1 = {v ∈ W 1,p(G) :
∫
G
v dx = 0} und V2 = {v ∈ W 1,p(G) : v = const}
eine direkte Summe: Jedes v ∈ Lp(G) la¨sst sich darstellen als v = w + v − w mit w =
1/|G| ∫
G
v dx ∈ V2 und v − w ∈ V1, da
∫
G
(v − w) dx = ∫
G
v dx− ∫
G
v dx = 0.
Lemma 2.3.4 (Deny und Lions) Sei k ∈ N0, p ∈ [1,∞] und G ∈ Rd ein Gebiet. Dann existiert
ein CDL = CDL(d, k,G) > 0, derart, dass
inf
p∈Pk(G)
‖v + p‖k+1,p,G ≤ CDL|v|k+1,p,G ∀v ∈ W k+1,p(G). (2.25)
Beweis [Cia91, Theorem 14.1].
Bemerkung 2.3.5 Vgl. auch die Bemerkungen zur Abha¨ngigkeit von CDL in [Ape04, S. 61].
Lemma 2.3.6 (Ho¨ldersche Ungleichung) Es seien p, q, r ∈ [1,∞] mit 1/r = 1/p + 1/q. Dann
ist uv ∈ Lr(G) und mit
‖uv‖0,r,G ≤ ‖u‖0,p,G‖v‖0,q,G (2.26)
fu¨r u ∈ Lp(G), v ∈ Lq(G). Im Fall u = v mit r = 1, p, q = 2 und r, p, q =∞ sind beide Seiten
gleich.
Beweis Fu¨r p, q, r ∈ [1,∞) siehe [War99]. Sei r, p = 1 und q = ∞. Damit ist |v| ≤ C
fast u¨berall fu¨r ein C ∈ [0,∞) und es gilt fast u¨berall |uv| ≤ C|u|. Sei N die entsprechende
Nullmenge. Dann gilt
‖uv‖0,1,G =
∫
G
|uv| dx =
∫
G\N
|uv| dx ≤
∫
G\N
C|u| dx = C‖u‖0,1,G.
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2 Funktionalanalytische Grundlagen
Da ‖v‖0,∞,G das Infimum aller dieser C ist, gilt auch ‖uv‖0,1,G ≤ ‖v‖0,∞,G‖u‖0,1,G. Ferner gilt
aufgrund der Monotonie von t 7→ tm, t ∈ R+ und m ∈ N fu¨r
ess sup
x∈G
(|u(x)|) = |u(x])|, x] ∈ G \N
die Folgerung
|u(x)| ≤ |u(x])| ⇒ |u(x)|m ≤ |u(x])|m ∀x ∈ G \N. (2.27)
Dieses mu¨ndet zusammen mit den Definitionen der verwendeten Normen in
‖u‖m0,∞,G =
{
ess sup
x∈G
(|u(x)|)
}m
= |u(x])|m =
(2.27)
ess sup
x∈G
(|u(x)|m) = ess sup
x∈G
(|u(x)m|)
= ‖um‖0,∞,G.
Lemma 2.3.7 (Interpolationsungleichung I) Seien p0, p1, pθ ∈ [1,∞] und 0 ≤ θ ≤ 1 mit
1
pθ
= 1−θ
p0
+ θ
p1
. Dann ist
∀u ∈ Lp0(G) ∩ Lp1(G), ‖u‖0,pθ,G ≤ ‖u‖1−θ0,p0,G‖u‖θ0,p1,G. (2.28)
Beweis Setze in der Ho¨lderschen Ungleichung (2.26) f = uθ, g = u1−θ :
‖u‖0,pθ,G ≤ ‖u1−θ‖0, p01−θ ,G‖u
θ‖0, p1
θ
,G
=
(∫
G
|u|p0
) 1−θ
p0
(∫
G
|u|p1 dx
) θ
p1
= ‖u‖1−θ0,p0,G‖u‖θ0,p1,G.
Lemma 2.3.8 (Interpolationsungleichung II) Sei l0, l1 ∈ R+, l0 6= l1, 1 ≤ p0, p1 ≤ ∞ und G
ein beschra¨nktes Gebiet mit Lipschitz-Rand. Fu¨r 0 < θ < 1 definiere lθ = (1 − θ)l0 + θl1,
1
pθ
= 1−θ
p0
+ θ
p1
, l0, l1 ∈ R+ \ N0 bzw. pθ = p0 = p1, l0, l1 ∈ N0 und es gilt
∀u ∈ W l0,p0(G) ∩W l1,p1(G), ‖u‖lθ,pθ,G ≤ C‖u‖1−θl0,p0,G‖u‖θl1,p1,G. (2.29)
Beweis Mit [Tri78, 1.3.3 (g)] und [BL76, Definition 6.2.2, Theorem 6.2.3, Theorem 6.2.4 und
Theorem 6.4.5 (3),(4)] folgt die Behauptung fu¨r G = Rd. Der Lipschitz-Rand garantiert die
Existenz eines totalen Erweiterungsoperators (Lemma 2.2.7):
‖u‖lθ,pθ,G =
(2.17)
‖Eu‖lθ,pθ,G ≤ ‖Eu‖lθ,pθ,Rd
≤ C‖Eu‖1−θ
l0,p0,Rd‖Eu‖θl1,p1,Rd ≤
(2.18)
C‖u‖1−θl0,p0,G‖u‖θl1,p1,G.
Korollar 2.3.9 Sei l0, l1 ∈ R+, l0 6= l1, 1 ≤ p0, p1 ≤ ∞ und G ⊂ Rd ein beschra¨nktes Gebiet
mit Lipschitz-Rand. Fu¨r 0 < θ < 1 definiere lθ = (1−θ)l0 +θl1, 1pθ = 1−θp0 + θp1 , l0, l1 ∈ R+\N0
bzw. pθ = p0 = p1, l0, l1 ∈ N0. Es folgt
∀u ∈ W l0,p0(G) ∩W l1,p1(G), |u|lθ,pθ,G ≤ C|u|1−θl0,p0,G|u|θl1,p1,G. (2.30)
Beweis Es genu¨gt die Abscha¨tzung fu¨r l0 = 0 und l1 = 1 zu zeigen, da der allgemeine Fall aus
dem speziellen Resultat hervorgeht. Ist u = const, so ist die Ungleichung durch die Definition
der Halbnormen trivial erfu¨llt. Sei also u 6= const . Die Anwendung der Ungleichung von
Poincare´-Friedrichs (2.24) liefert mit (2.29)
∀u ∈ W 0,p0(G) ∩W 1,p1(G), ‖u‖p0,p,G + |u|pθ,pθ,G ≤ Cp|u|
p(1−θ)
0,p0,G
|u|pθ1,p1,G
die gewu¨nschte Aussage.
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2.3 Wichtige Gleichungen und Ungleichungen
Lemma 2.3.10 (Leibnizsche Produktregel) Fu¨r einen Multiindex α und zwei Funktionen f, g,
deren Ableitungen bis zur Ordnung |α| existieren, gilt die Leibnizsche Produktregel
∂α(f · g) =
∑
β≤α
(
α
β
)
∂βf∂α−βg. (2.31)
Beweis [Che01, Theorem 5.4.3].
Lemma 2.3.11 (Gronwallsche Ungleichung) Sei T ∈ R+ ∪ ∞, t0 ∈ [0, T ), a, α,∈ L∞(t0, T )
und β ∈ L1(t0, T ), β(t) ≥ 0 fast u¨berall in (t0, T ). Ist die Ungleichung
a(t) ≤ α(t) +
∫ t
t0
β(s)a(s) ds
fu¨r fast alle t ∈ (t0, T ) erfu¨llt, so gilt fu¨r ebensolches t
a(t) ≤ α(t) +
∫ t
t0
exp
(∫ t
s
β(τ) dτ
)
α(s)β(s) ds.
Ist α nicht fallend, so gilt auch
a(t) ≤ α(t) exp
(∫ t
t0
β(τ) dτ
)
∀t ∈ (t0, T ).
Beweis [Emm04] oder [QV94, Lemma 1.4.1].
Lemma 2.3.12 (diskrete Gronwallsche Ungleichung) Ist γn eine nichtnegative Folge und erfu¨llt
an die Bedingungen
a0 ≤ α0
an ≤ α0 +
n−1∑
s=0
βs +
n−1∑
s=0
γsas, n ≥ 1,
so gilt, falls α0 ≥ 0 und βn ≥ 0 fu¨r n ≥ 0
an ≤
(
α0 +
n−1∑
s=0
βs
)
exp
(
n−1∑
s=0
γs
)
, n ≥ 1.
Beweis [QV94, Lemma 1.4.2].
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3 Hyperbolische Erhaltungsgleichungen
auf beschra¨nkten Gebieten
SeiQT = (0, T )×Ω ⊂ R+×Rdx , T > 0 ein Zeit-Raum-Zylinder mit dem Rand ΣT = (0, T )×
∂Ω und es gelte ∂Ω = ΓD = Γ−D∪Γ+D mit Γ−D∩Γ+D = ∅.Man nennt
Γ−D = {x ∈ ΓD : fx′(gD) · n < 0}
den Einflussrand und Γ+D den Ausflussrand. Mit n sei der a¨ußere Normaleneinheitsvektor be-
zeichnet. Σ+D und Σ
−
D werden analog definiert. Betrachtet wird fu¨r u : QT → R die Anfangs-
Randwertaufgabe.
L(u) =
∂u
∂t
+∇ · fx(u) = 0 in QT , (3.1)
”u = gD auf ΣT“, (3.2)
u(0, ·) = u0 auf Ω, (3.3)
mit der Flussdichte fx : R → Rdx und den Daten gD : ΣT → R und u0 : Ω → R. Wird der
Lo¨sungsbegriff fu¨r (3.1) von den klassischen auf die schwachen Lo¨sungen erweitert, so kann die
Eindeutigkeit i.Allg. nicht mehr sichergestellt werden (vgl. u.a. ([War99, S. 247])). Als Ausweg
wird ein regularisiertes parabolisches Hilfsproblem
−∆u + L(u) = 0 in QT ,
u = gD auf ΣT ,
u(0, ·) = u0 auf Ω,
(3.4)
fu¨r u : QT → R eingefu¨hrt, dass fu¨r  → 0,  > 0 in das hyperbolische Problem (3.1) dege-
nerieren soll (Viskosita¨tsmethode). Fu¨r Existenz und Eindeutigkeit von (3.4) siehe z.B. [Fri64].
Damit ist fu¨r den Fall → 0 unter Beachtung der spa¨ter genauer erla¨uterten Rand- und Anfangs-
bedingungen ein Kriterium gegeben, das dem Problem (3.1) eine eindeutige Lo¨sung zuordnet.
Die physikalische Interpretation der Viskosita¨tsmethode, ist die Tatsache, dass ein reibungsfrei-
er Prozess, als Grenzfall einer Folge von reibungsbehafteten Prozessen aufgefasst werden kann.
Die beiden Formulierungen des zweiten Hauptsatzes der Thermodynamik
Alle Prozesse, bei denen Reibung auftritt sind irreversibel.
und
Alle natu¨rlichen Prozesse sind irreversibel. Reversible Prozesse sind nur idealisierte
Grenzfa¨lle irreversibler Prozesse.
lassen die Viskosita¨tsmethode als mathematisches Analogon des Hauptsatzes erscheinen (vgl.
hierzu [AS97]). Fu¨r ein numerisches Verfahren mit h → 0 ⇒  → 0 kann somit Eindeutig-
keit erwartet werden, falls es in einem gewissen Sinn konform mit dem zweiten Hauptsatz der
Thermodynamik ist.
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3.1 Lo¨sungstheorie in BV (QT )
Nachdem die Viskosita¨tsmethode physikalisch motiviert wurde, folgt nun das mathematische
Fundament fu¨r Lo¨sungen u ∈ BV (QT ) von (3.1). Die genaue Formulierung der Anfangs- und
Randbedingungen wird ebenfalls konkretisiert.
Lemma 3.1.1 Fu¨r u ∈ BV (QT ) existieren die Spuroperatoren γ1 : BV (QT )→ L∞(Ω) mit
ess lim
t→0+
∫
Ω
|u(t, x)− γ1u(0, x)| dx = 0
und γ2 : BV (QT )→ L∞(ΣT ) mit
ess lim
s→0−
∫
ΣT
|u(r + sn(r))− γ2u(r)| dr = 0.
Ferner gilt fu¨r h ∈ C1(R)
γi(h(u)) = h(γi(u)), i = 1, 2
fast u¨berall auf ΣT .
Beweis [BRN79, Lemma 1].
Annahme 3.1.2
1. fx ∈ C2(R)dx
2. ∇fx ist global Lipschitz-stetig
3. (u0, gD) ∈ C2(Ω)× C2(ΣT ).
Theorem 3.1.3 (Existenz der Entropie-Lo¨sung) Es gelte die Annahme 3.1.2. Die Lo¨sungen
(u)>0 des Problems (3.4) sind folgenkompakt in L
1((0, T )×Ω) und fu¨r die Grenzfunktion gilt
u ∈ BV ((0, T )× Ω) mit der Randbedingung (3.3) fu¨r t = 0.
Beweis [BRN79, Theorem 1].
Damit das hyperbolische Problem (3.1) wohlgestellt ist, darf die Dirichlet-Randbedingung nur
auf Σ−D gefordert werden: Sei x ∈ Σ−D Startpunkt einer in QT verlaufenden Charakteristik,
dann ist die Lo¨sung u der homogenen Gleichung (3.1) auf der Charakteristik konstant, so dass
eine Randbedingung auf Σ+D i.Allg. einen Widerspruch hervorrufen wu¨rde. Aus diesem Grund
kann fu¨r das Problem (3.4) die dazugeho¨rige Randbedingung auf ΣT fu¨r den Fall  → 0 nicht
mehr erfu¨llt werden. Falls eine schwa¨chere Randbedingung fu¨r (3.1) auf ΣT gefunden werden
kann, die auch von der Grenzfunktion u fu¨r  → 0 erfu¨llt wird, so ist die Viskosita¨tsmethode
wohldefiniert.
Es kann gezeigt werden (vgl. [BRN79, Theorem 2]), dass fu¨r die Grenzfunktion lim
→0
u = u
mit u ∈ BV ((0, T ) × Ω) von (3.4) und alle nichtnegativen φ ∈ C2((0, T ) × Ω), φ ≥ 0 mit
kompakten Tra¨ger∫
Ω
∫ T
0
|u− k|∂φ
∂t
+ sign(u− k) (fx(u)− fx(k)) · ∇φ dxdt
−
∫
ΓD
∫ T
0
sign(gD − k) (fx(γ2u)− fx(k)) · nφ dsdt ≥ 0, k ∈ R
(3.5)
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gilt. Die Funktion sign : R→ R ist definiert durch
sign(x) =
{
x/|x|, x 6= 0,
0, x = 0.
Betrachte nun die spezielle Wahl φ = Ψρδ fu¨r ein nichtnegatives Ψ ∈ C2((0, T )) mit kompak-
ten Support in (0, T ) und ein ρδ ∈ C2(Ω), δ > 0 mit den Eigenschaften:
ρδ ≡ 1 auf {x ∈ Ω : dist(x, ∂Ω) ≤ 1/2 δ} ,
ρδ ≡ 0 auf {x ∈ Ω : dist(x, ∂Ω) ≥ δ} ,
0 ≤ ρδ ≤ 1 auf Ω,
‖∇ρδ‖0,∞,Ω ≤ c
δ
auf Ω,
wobei c eine von δ unabha¨ngige Konstante ist und
dist(A,B) = inf
x∈A, y∈B
‖x− y‖
die Distanz zweier nichtleerer MengenA, B bezeichnet. Fu¨r δ → 0 entsteht aus (3.5) :∫
Ω
∫ T
0
sign(u− k) (fx(u)− fx(k)) ·Ψ∇ρδ dxdt
−
∫
ΓD
∫ T
0
sign(gD − k) (fx(γ2u)− fx(k)) · nΨ dsdt ≥ 0
(3.6)
und damit nach partieller Integration∫
ΓD
∫ T
0
(sign(γ2u− k)− sign(gD − k)) (fx(γ2u)− fx(k)) · nΨ dsdt ≥ 0. (3.7)
Es ergibt sich also eine Randbedingung auf ΣT , die von der Grenzfunktion u fu¨r (t, x) ∈ ΣT
erfu¨llt wird:
(sign(γ2u(t, x)− k)− sign(gD(t, x)− k)) (fx(γ2u(t, x))− fx(k)) · n ≥ 0, ∀k ∈ R. (3.8)
Fu¨r k /∈ I(γ2u, gD), I[a, b] = [min(a, b),max(a, b)] folgt durch einfaches Nachrechnen, dass
(3.8) automatisch erfu¨llt ist. Somit ist fu¨r alle k ∈ I(γ2u, gD)
(sign(γ2u(t, x)− k)− sign(gD(t, x)− k)) (fx(γ2u(t, x))− fx(k)) · n ≥ 0, (3.9)
eine a¨quivalente Aussage. Fu¨r I(γ2u, gD) ergibt sich eine weitere A¨quivalenz durch
(sign(γ2u(t, x)− gD(t, x))) (fx(γ2u(t, x))− fx(k)) · n ≥ 0, ∀k ∈ I(γ2u, gD). (3.10)
Andererseits sind die a¨quivalenten Bedingungen fu¨r eine lineare Funktion f mit γ2u = gD im
Einflussrand immer erfu¨llt. Denn fu¨r fx′ · n ≥ 0, n = n(x0), x0 fest gewa¨hlt, folgt fu¨r jedes
u ∈ BV ((0, T )× Ω) aus fx′ · n ≥ 0 lokal fu¨r fx(γ2u) · n ≥ fx(k) · n [fx(γ2u) · n < fx(k) · n]
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die Beziehung γ2u ≥ k [γ2u < k] und somit gilt ebenfalls (3.8), denn aus dem Mittelwertsatz
folgt
(fx(γ2u)− fx(k)) · n = f ′(ξ) · n (γ2u− k)
= f ′(ξ) · n (γ2u− k), ξ ∈ I(γ2u, k).
(3.11)
Fu¨r eine nichtlineare Funktion f kann im Ausflussrand (fx′(gD) · n ≥ 0) i.Allg. nicht mehr
fx
′(ξ) · n ≥ 0 erwartet werden.
Mit der nachfolgenden Definition la¨sst sich die Eindeutigkeit der Entropie-Lo¨sung sicherstel-
len.
Definition 3.1.4 Eine Funktion u ∈ BV ((0, T )×Ω) ist eine Lo¨sung des Problems (3.1), (3.8),
(3.3), wenn fu¨r alle k ∈ R und alle nichtnegativen Testfunktionen φ ∈ C2((0, T ) × Ω) mit
kompakten Support in (0, T ) × Ω die Bedingung (3.5) und die Anfangswertbedingung (3.3)
fast u¨berall auf Ω erfu¨llt.
Theorem 3.1.5 (Eindeutigkeit der Entropie-Lo¨sung) Es gelte die Annahme 3.1.2. Dann ist die
Lo¨sung des Problems (3.1), (3.8), (3.3) eindeutig und identisch mit der Lo¨sung der Visko-
sita¨tsmethode.
Beweis [BRN79, Theorem 2].
Damit ist das Ausgangsproblem unter der Annahme 3.1.2 und fu¨r Funktionen u ∈ BV (QT )
wohlgestellt und kann wie folgt definiert werden.
∇ · (f(u)) = 0 in QT , (3.12)
(sign(γ2u− k)− sign(gD − k)) (f(γ2u)− f(k)) · n≥ 0 auf ΣT , (3.13)
u(0, ·) = u0 auf Ω, (3.14)
wobei f : R→ Rd, d = dx+1 mit f0(u) = u und∇· die Divergenz bzgl. x = (x0, x1, . . . , xdx)
mit x0 = t bezeichnet.
3.2 Lo¨sungstheorie in L∞(QT )
Der in der Einleitung dieses Kapitels angedeutete Weg zu einer eindeutigen schwachen Lo¨sung
von (3.1) zu gelangen, ist motiviert durch physikalische Betrachtungen der Entropie. Hierzu
seien η ∈ C1(R) konvex und q ∈ C1(R)dx Funktionen, die fu¨r glatte Lo¨sungen u ∈ C1(Rdx)
von (3.1) automatisch eine weitere Erhaltungsgleichung
∂
∂t
η(u) +∇ · q(u) = 0 (3.15)
erfu¨llen. Wird (3.1) mit η′(u) multipliziert, so muss die Kompatibilita¨tsbedingung
η′(u)∇fx(u) = ∇q(u), ∀u ∈ R (3.16)
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erfu¨llt sein, damit (3.15) gilt. Man nennt η, q in diesem Fall Entropie-Flux-Paar. Fu¨r skalare
Erhaltungsgleichungen erzeugt jede konvexe Funktion η ∈ C1(R) fu¨r fest gewa¨hltes k ∈ R
vermo¨ge
qj(u) =
∫ u
k
η′(r)f ′j(r) dr, 1 ≤ j ≤ dx,
ein Entropie-Flux-Paar.
Ist u /∈ C1(Rdx) nicht glatt genug, so kann mit der Viskosita¨tsmethode (vgl. [Mal+96, S. 61])
und (3.16) folgende Definition gerechtfertigt werden:
Definition 3.2.1 Eine schwache Lo¨sung von (3.1) mit Ω = Rdx wird Entropie-Lo¨sung genannt,
wenn fu¨r alle Entropie-Flux-Paare die Entropie-Ungleichung
∂
∂t
η(u) +∇ · q(u) ≤ 0 (3.17)
im schwachen Sinn erfu¨llt ist.
Im Gegensatz zu η ist die physikalische Entropie eine konkave Funktion, die bei Sto¨ßen, d. h.
zula¨ssigen Unstetigkeiten, zunimmt.
Die Formulierung der schwachen Rand- und Anfangswertbedingungen ist mit dem Problem
verbunden, dass Funktionen aus L∞(QT ) nach dem Spurtheorem 2.2.9 i.Allg. keine Randwer-
te besitzen. Fu¨r Funktionen aus BV (QT ) konnte in diesem Zusammenhang auf Lemma 3.1.1
zuru¨ckgegriffen werden. Werden die Eigenschaften des Spuroperators von Lemma 3.1.1 jedoch
in die schwachen Rand- und Anfangswertbedingungen integriert, so kann eine wohlgestellte,
schwache Formulierung des Rand- und Anfangswertproblems gefunden werden, die eine ein-
deutige Lo¨sung erlaubt:
Definition 3.2.2 Sei u0 ∈ L∞(Ω), gD ∈ L∞(ΣT ) und fx ∈ C1(R)dx . u wird schwache Lo¨sung
von (3.1), (3.8) und (3.3) genau dann genannt, wenn
u ∈ L∞(QT ), (3.18)
und die folgenden Bedingungen erfu¨llt sind:
1. Die Entropie-Bedingung im Sinn von∫
QT
η(u)
∂ϕ
∂t
+
dx∑
i=1
qi(u)
∂ϕ
∂xi
d(t, x) ≥ 0 (3.19)
fu¨r alle ϕ ∈ C∞0 (QT ), ϕ ≥ 0 und alle Entropie-Flux-Paare (η, q);
2. die Randbedingung gD ∈ L∞(ΣT ) fu¨r k ∈ I[uτ (r), gD(r)], und fast alle r ∈ ΣT im Sinn
von
(sign(uτ (r)− k)− sign(gD(r)− k)) (fx(uτ (r))− fx(k)) · n(r) ≥ 0, (3.20)
falls ein uτ ∈ L∞(ΣT ) existiert mit
ess lim
s→0−
∫
ΣT
|u(r + sn(r))− uτ (r)| dr = 0; (3.21)
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3. die Anfangswertbedingung u0 ∈ L∞(Ω) im Sinn von
ess lim
t→0+
∫
Ω
|u(t, x)− u0(x)| dx = 0. (3.22)
Bemerkung 3.2.3 Diese Definition entspricht [Mal+96, Definition 7.2], wobei aber die dortige
Randbedingung mit einer nach [Mal+96, Definition 7.24] a¨quivalenten Bedingung ausgetauscht
wurde. Vgl. dazu auch die a¨quivalenten Formulierungen aus dem letzten Abschnitt. Die Bedin-
gung (3.19) ergibt fu¨r η = ±Id und ϕ ∈ C∞0 (QT ) gerade die schwache Formulierung∫
QT
u
∂ϕ
∂t
+
dx∑
i=1
fi(u)
∂ϕ
∂xi
d(t, x) = 0, ∀ϕ ∈ C∞0 (QT ). (3.23)
(vgl. [Mal+96, Remark 7.7]).
Mit dieser Definition kann die Existenz und Eindeutigkeit der Entropie-Lo¨sung gewa¨hrleistet
werden.
Annahme 3.2.4
1. fx ∈ C2(R)dx
2. (u0, uD) ∈ L∞(Ω)× L∞(ΣT ).
Theorem 3.2.5 (Existenz der Entropie-Lo¨sung) Es gelte 3.2.4. Fu¨r  > 0 bezeichne u eine
Lo¨sung von (3.4). gD, u0 seien gleichma¨ßig beschra¨nkt bzgl. der L∞-Norm und konvergieren:
lim
→0+
gD = gD in L1(ΣT )
lim
→0+
u0 = u0 in L1(Ω),
wobei gD ∈ L∞(ΣT ) und u0 ∈ L∞(Ω). Dann ist (u) gleichma¨ßig beschra¨nkt und konvergiert
in C0([0, T ], L1(Ω)) gegen die Lo¨sung u ∈ L∞(QT ) von (3.19) mit der Randbedingung (3.20)
und den Anfangsbedingungen von (3.22).
Beweis [Mal+96, Theorem 8.20].
Bemerkung 3.2.6 Theorem 3.2.5 zeigt die Notwendigkeit von fx ∈ C2(R)dx fu¨r die Existenz
einer Entropie-Lo¨sung, wa¨hrend fu¨r die Eindeutigkeit fx ∈ C1(R)dx ausreichend ist:
Annahme 3.2.7
1. fx ∈ C1(R)dx
2. (ui, (gD)i, (u0)i) ∈ L∞(QT )× L∞(ΣT )× L∞(Ω), i = 1, 2.
Theorem 3.2.8 (Eindeutigkeit der Entropie-Lo¨sung) Sei Annahme 3.2.7 erfu¨llt und seien u1, u2
schwache Lo¨sungen, die (3.19)-(3.22) erfu¨llen. Dann gilt fu¨r
F (z, k) = sign(z − k)(fx(z)− fx(k))
und alle β ∈ C∞0 ((−∞, T )× Rdx)
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3.2 Lo¨sungstheorie in L∞(QT )
−
∫ T
0
∫
Ω
|u1 − u2|∂β
∂t
+
dx∑
i=1
Fi(u1, u2)
∂β
∂xi
dx dt
≤
∫
Ω
|(u0)1 − (u0)2|β(0) dx+
∫
ΣT
diam(fx · n, I[(gD)1, (gD)2])β dr
(3.24)
mit
diam(fx · n(r)), I[(gd)1(r), (gd)2(r)]
= sup {|fx(z1) · n(r)− fx(z2) · n(r)| : z1, z2 ∈ I[(gD)1, (gD)2]} .
Ferner existiert fu¨r fast alle t ∈ (0, T ) eine Lipschitz-Konstante L[fx] bzgl. einer Kugel K mit
dem Radius max{‖ui‖0,∞,K , ‖(gD)i‖0,∞,K , ‖(u0)i‖0,∞,K} mit∫
Ω
|u1(t)− u2(t)| dx ≤
∫
Ω
|(u0)1 − (u0)2| dx+ L[fx]
∫ t
0
∫
ΓD
|(gD)1 − (gD)2| dr ds. (3.25)
Definition 3.2.9 Das Paar
(|u− k|, sign(u− k)(fx(u)− fx(k)))
wird Kruzˇkovsches Entropie-Paar und(
(u− k)±, sign±(u− k)(fx(u)− fx(k))
)
wird Semi-Kruzˇkovsches Entropie-Paar genannt. Dabei werden x± = sign±(x)x,
sign+(x) =
{
1, x > 0,
0, sonst
und sign−(x) =
{
−1, x < 0,
0, sonst
definiert.
Annahme 3.2.10
1. fx ∈ C2(R)dx
2. fx ist global Lipschitz-stetig
3. (u0, uD) ∈ L∞(Ω)× L∞(ΣT ).
Lemma 3.2.11 Es gelte 3.2.10. Ist zusa¨tzlich u ∈ L∞(QT ), dann ist die Formulierung (3.19),
(3.20) und (3.22) a¨quivalent mit der Bedingung∫
QT
(u− k)±∂ϕ
∂t
+ (sign±(u− k)(fx(u)− fx(k))) · ∇ϕdx dt
+
∫
Ω
(u0 − k)±ϕ(0, x) dx
+ L[fx]
∫
ΣT
(gD − k)±ϕds dt ≥ 0 ∀ϕ ∈ C∞0 ((−∞, T )× Rdx),
(3.26)
mit ϕ ≥ 0, k ∈ R und der Lipschitz-Konstante L[fx] bzgl. einer Kugel K mit dem Radius
max{‖u‖0,∞,K , ‖gD‖0,∞,K , ‖u0‖0,∞,K}.
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3 Hyperbolische Erhaltungsgleichungen auf beschra¨nkten Gebieten
Beweis Mit H(u, k) = (u − k)± und Q(u, k) = sign±(u − k)(fx(u) − fx(k)) folgt die Be-
hauptung aus [Mal+96, Definition 7.1, Theorem 7.31].
Wird das Semi-Kruzˇkovsche Entropie-Paar wie im Fall Ω = Rdx (vgl. (3.5)) durch das Kruzˇkov-
sche Entropie-Paar ersetzt, so zeigt ein Beispiel aus [Vov02, S. 5], dass keine Eindeutigkeit der
schwachen Lo¨sung mehr gewa¨hrleistet werden kann.
26
4 Grundlagen zur
Finite-Elemente-Approximation
Die behandelten Themen dieses Kapitels sind die Eckpfeiler fu¨r die Analysis der Discon-
tinuous-Galerkin-Methode. Sie stellen einerseits Ergebnisse aus Gebieten bereit, die fu¨r jedes
Studium von Finite-Elemente-Methoden wichtig sind, wie z.B. die stu¨ckweise Polynomappro-
ximation in Sobolev-Ra¨umen, Quadraturformeln und inverse Ungleichungen, andererseits aber
auch Definitionen und Aussagen, die speziell die technischen Schwierigkeiten behandeln, die
bei der L∞(L∞)-Abscha¨tzung durch die Projektion innerhalb des Shock-capturing Terms ver-
ursacht werden, wie z.B. das Lumping oder den Versuch eine hierarchische Basis u¨ber Kno-
tenpunkte zu gewa¨hrleisten. Wenn mo¨glich, wird dabei neben der Abha¨ngigkeit der Gitterweite
auch der Polynomgrad explizit mit aufgefu¨hrt.
4.1 Geometrie des Zeit-Raum Gebietes
Es seien Qn,n+1 = (tn, tn+1) × Ω, Qn = {tn} × Ω und Qn+1 = {tn+1} × Ω fu¨r die Zeit-
punkte 0 = t0 < t1 < · · · < tN , N ∈ N eine Partitionierung des Zeit-Raum Zylinders QT .
Σ±n,n+1 = (tn, tn+1)×Γ±D, Σ±n = {tn}×Γ±D und Σ±n+1 = {tn+1}×Γ±D bezeichnen den Einfluss-
rand der Partition. T nh ist eine Zeit-Raum Partitionierung im Sinne von [EG04, Definition 1.49]
vonQn,n+1 in Tensorproduktelemente T mit dem Durchmesser hT = max
x,y∈T
‖x−y‖l2 und dessen
Maximum h = max {hT : T ∈ T nh , n = 1, . . . , N} . Ferner ist Th =
⋃
n≥0 T nh . Rn,n+1, Rn+1
undRn bezeichnet alle Kanten, die inQn,n+1, Qn+1 bzw.Qn enthalten sind. Analog kennzeich-
net Λ±n,n+1, Λ
±
n+1 und Λ
±
n die Kanten in Σ
±
n,n+1, Σ
±
n+1 und Σ
±
n . Die inneren Kanten werden u¨ber
Rin,n+1 = Rn,n+1 \ Λn,n+1 definiert.
In dieser Arbeit werden die u¨blichen Definitionen von Finiten-Elementen {T, P,Σ} benutzt,
siehe hierzu z.B. [EG04, Definition 1.23].
Der verwendete Finite-Elemente-Raum wird nun mit Hilfe von
W nh =
{
w ∈ L2(Qn,n+1) : w|T ∈ P (T ) ∀T ∈ T nh
}
(4.1)
definiert durch Wh =
∏
n≥0W
n
h und ist ein Unterraum von
W l,p(QT , Th) =
∏
n≥0
{
w ∈ L2(Qn,n+1) : w|T ∈ W l,p(T ) ∀T ∈ T nh
}
, (4.2)
da an P (T ) die Forderung P (T ) ⊂ W l,∞(T ) gestellt wird.
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Abbildung 4.1: Geometrie des Zeit-Raum Gebietes
Das erwa¨hnte Finite-Element {T, P,Σ} wird aus einem Finiten-Referenzelement {Tˆ , Pˆ , Σˆ} er-
zeugt. Mit Hilfe eines C1-Diffeomorphismus FT : Tˆ → T erfolgt die Transformation eines
Referenzelements Tˆ auf das Element T.
Handelt es sich bei {Tˆ , Pˆ , Σˆ} um ein Lagrangesches Finites-Element (vgl. [EG04, Definition
1.27]) mit der KnotenmengeN =
{
x1, . . . , xnkdof
}
, nkdof = #Σˆ und den Linearformen
σˆi(vˆ) = vˆ(xi), 1 ≤ i ≤ nkdof, ∀vˆ ∈ Pˆ ,
so ko¨nnen die Definitionen
P (T ) = Pˆ (F−1T (T ))
und
σi(v(x)) = σˆi(v(FT (xˆ))) = σˆi(vˆ(xˆ)), x = FT (xˆ), 1 ≤ i ≤ nkdof
verwendet werden.
Die dazugeho¨rige nodale Basis bestehend aus den Formfunktionen {ϕˆ1, . . . , ϕˆnkdof}mit
ϕˆi(xj) = δij, 1 ≤ i, j ≤ nkdof
werden entsprechend transformiert.
Die Partitionierung heißt affin, wenn
FT : Tˆ 3 xˆ 7→ JT xˆ+ bT ∈ T
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mit JT ∈ Rd,d, det(JT ) 6= 0, bT ∈ Rd ist. Daru¨ber hinaus soll T nh folgende Eigenschaften
besitzen:
Definition 4.1.1 (lokal quasiuniform, shape regular) Eine Familie von affinen Partitionierungen
{T nh }h>0 heißt lokal quasiuniform, wenn ein σ0 derart existiert, dass gilt:
∀h, ∀T ∈ T nh , σT =
hT
ρT
≤ σ0. (4.3)
Hierbei bezeichnet ρT den Durchmesser der gro¨ßten in T enthaltenen Kugel.
Definition 4.1.2 (quasiuniform) Eine Familie von Partitionierungen {T nh }h>0 heißt genau dann
quasiuniform, wenn sie lokal quasiuniform ist und ein Cqu > 0 existiert mit
∀h, ∀T ∈ T nh , hT ≥ Cquh. (4.4)
4.2 Polynomapproximation mit Tensorprodukten
Bei den spa¨ter betrachteten Ungleichungen werden speziell die Eigenschaften der Tensorpro-
dukt Finiten-Elemente genutzt. Das Referenzelement ist hier Tˆ = Id, I = (−1, 1) und der
Vektorraum wird definiert als Pˆ = Qk(Tˆ ) mit
Qk(x) = span
α∈Nd0, ‖α‖l∞≤k
{xα} , x ∈ T, k ∈ N0.
Die Formfunktion ϕˆα ∈ {ϕˆ1, . . . , ϕˆnkdof}, α ∈ Nd0 la¨sst sich hierbei als Produkt der eindimen-
sionalen Lagrange-Polynome schreiben: Fu¨r x ∈ R sind {ϕˆk0, ϕˆk1, . . . , ϕˆkk} die entsprechen-
den Polynome vom Grad k. Dadurch gilt fu¨r den Multiindex α mit ‖α‖l∞ ≤ k die Darstel-
lung:
ϕˆα(xˆ) = ϕˆ
k
α0
(xˆ0)ϕˆ
k
α1
(xˆ1) · · · ϕˆkαdx (xˆdx).
Die Transformation zwischen dem Referenzelement Tˆ und T geschieht in entsprechenden Ab-
scha¨tzungen mit dem folgenden Lemma, dessen Gestalt im Wesentlichen auf die affine Struktur
der Transformation zuru¨ckzufu¨hren ist.
Lemma 4.2.1 Fu¨r l ≥ 0 und 1 ≤ p ≤ ∞, 0 = 1/∞ existiert ein Cl,d ≥ 1 derart, dass fu¨r
T ∈ T nh , T nh affin und w ∈ W l,p(T ), wˆ = w ◦ FT
|wˆ|l,p,Tˆ ≤ Cl,d‖JT‖ll2| det(JT )|−1/p|w|l,p,T , (4.5)
|w|l,p,T ≤ Cl,d‖J−1T ‖ll2 | det(JT )|1/p|wˆ|l,p,Tˆ , (4.6)
wobei Cl,d nur von l und d abha¨ngig ist. Speziell gilt C0,d = 1.
Beweis Faa` di Bruno’s Formel ergibt fu¨r wˆ = w ◦ FT , |α| = l, P = Nd0 \ {0} und
A =
{
a : P → Nd0 :
∑
γ∈P
a(γ) = β und
∑
γ∈P
|a(γ)|γ = α
}
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die Darstellung
∂ˆα(w ◦ FT )(xˆ) = α!
∑
|β|≤|α|
(∂βw)(FT (xˆ))
∑
a∈A
∏
γ∈P
1
a(γ)!
[
(∂ˆγFT )(xˆ)
γ!
]a(γ)
= α!
∑
|β|≤|α|
(∂βw)(FT (xˆ))
∑
a∈A
d∏
j=1
1
a(ej)!
[
(∂ˆjFT )
]a(ej)
= α!
∑
|β|=l
(∂βw)(FT (xˆ))
∑
a∈A
d∏
j=1
1
a(ej)!
[
(∂ˆjFT )
]a(ej)
,
denn die Bedingungen l = |α| = |∑γ∈Nm |a(γ)|γ| = |∑dj=1 |a(ej)|ej| = ∑dj=1 |a(ej)| und
|β| = |∑dj=1 a(ej)| = ∑dj=1 |a(ej)| ergeben unter Vernachla¨ssigung von leeren Summen die
Summierungsbedingung |α| = |β| = l. Fu¨r den Betrag der linken Seite ergeben sich die
Abscha¨tzungen
|∂ˆα(w ◦ FT )(xˆ)| ≤ α!
∑
|β|=l
∣∣(∂βw)(FT (xˆ))∣∣∑
a∈A
d∏
j=1
1
a(ej)!
∣∣∣(∂ˆjFT )a(ej)∣∣∣
≤ α!
∑
|β|=l
∣∣(∂βw)(FT (xˆ))∣∣∑
a∈A
d∏
j=1
1
a(ej)!
∥∥∥∂ˆjFT∥∥∥|a(ej)|
l∞
≤ α!
∑
|β|=l
∣∣(∂βw)(FT (xˆ))∣∣∑
a∈A
d∏
j=1
1
a(ej)!
‖JT‖lmax
= Cα,d
∑
|β|=l
∣∣(∂βw)(FT (xˆ))∣∣ ‖JT‖lmax
≤ Cα,d
∑
|β|=l
∣∣(∂βw)(FT (xˆ))∣∣ ‖JT‖ll2 ,
so dass fu¨r das Referenzelement bei p <∞ und∑|β|=l 1 = (d+l−1l ) folgt
‖∂ˆαwˆ‖p
0,p,Tˆ
≤
(2.6)
(
d+ l − 1
l
)(p−1)
Cpα,d‖JT‖lpl2
∑
|β|=l
‖∂βw ◦ FT‖p0,p,Tˆ
und nach Anwendung der Substitutionsregel
‖∂ˆαwˆ‖p
0,p,Tˆ
≤
(
d+ l − 1
l
)(p−1)
Cpα,d‖JT‖lpl2| det(JT )|−1|w|pl,p,T .
Aufsummierung u¨ber α liefert
|wˆ|p
l,p,Tˆ
=
∑
|α|=l
‖∂ˆαwˆ‖p
0,p,Tˆ
≤
∑
|α|=l
(
d+ l − 1
l
)(p−1)
Cpα,d‖JT‖lpl2| det(JT )|−1|w|pl,p,T
≤
(
max
|α|=l
(Cα,d)
)p(
d+ l − 1
l
)p
‖JT‖lpl2| det(JT )|−1|w|pl,p,T ,
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mit
(
d+l−1
l
)
max
|α|=l
(Cα,d) = Cl,d die Behauptung. Fu¨r p =∞ liefert
|wˆ|l,∞,Tˆ = max|α|=l‖∂ˆ
αwˆ‖0,∞,Tˆ
≤ max
|α|=l
(Cα,d) ‖JT‖ll2‖
∑
|β|=l
∣∣(∂βw) (FT (xˆ))∣∣ ‖0,∞,Tˆ
= max
|α|=l
(Cα,d) ‖JT‖ll2‖
∑
|β|=l
∣∣(∂βw) (x)∣∣ ‖0,∞,T
≤ max
|α|=l
(Cα,d) ‖JT‖ll2
(
d+ l − 1
l
)
‖max
|β|=l
∣∣∂βw∣∣ ‖0,∞,T
= Cl,d‖JT‖ll2max|β|=l‖∂
βw‖0,∞,T
den Beweis. Da FT : Tˆ → T bijektiv ist, folgt die zweite Gleichung entsprechend.
Lemma 4.2.2 Mit den Bezeichnungen dieses Kapitels gilt
| det(JT )| = |T ||Tˆ | , ‖JT‖l2 ≤
hT
ρTˆ
und ‖J−1T ‖l2 ≤
hTˆ
ρT
. (4.7)
Beweis [EG04, Lemma 1.100].
Korollar 4.2.3 Sei {T nh }h>0 eine lokal quasiuniforme Familie von affinen Partitionierungen mit
dem Referenzelement Tˆ = (−1, 1)d. Dann gilt
‖JT‖l2 ≤ hT
2
, ‖J−1T ‖l2 ≤
2
√
dσ0
hT
(4.8)
und
det(JT ) =
dx∏
i=0
√
λi ≤
√
λmax
d
= ‖JT‖dl2 ≤ 2−dhdT ,
|T | = |Tˆ || det(JT )| ≤ hdT ,
(4.9)
wobei λi, 0 ≤ λi ≤ dx die Eigenwerte der Matrix JTT JT sind.
Unter diesen Voraussetzungen kann der Lagrangesche Interpolationsoperator wie folgt defi-
niert werden:
Ikh : C
0(T ) 3 v 7→ Ikhv =
nkdof∑
i=1
v(xi)ϕi ∈ Qk(T ) ⊂ W l,∞(T ), xi ∈ N .
Die Ergebnisse aus diesem Abschnitt u¨ber den Lagrangeschen Interpolationsoperator stellen
keine Bedingungen an die Lage der Knotenpunkte xi ∈ N . Spa¨ter werden Aussagen u¨ber den
Interpolationsoperator getroffen, die die speziellen Eigenschaften der Gauss-Lobatto Quadra-
turpunkte nutzen.
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Durch Nachrechnen ko¨nnen die Eigenschaften
Ikhv = v, ∀v ∈ Qk(T ), (4.10)
‖Ikhv‖l,p,T ≤ C‖v‖0,∞,T , C > 0, l ≥ 0, p ∈ [0,∞] (4.11)
besta¨tigt werden. Ferner gelten die Fehlerabscha¨tzungen:
Lemma 4.2.4 Es sei T ein Element einer affinen Partitionierung T nh , deren zugeho¨rige Familie
von Partitionierungen {T nh }h>0 lokal quasiuniform ist und 1 ≤ l ≤ k + 1, l ∈ N0, p ∈ [1,∞]
derart, dass lp > d gilt. Dann existieren fu¨r den Lagrangeschen Interpolationsoperator Ikh
Konstanten C > 0 unabha¨ngig von h mit
|v − Ikhv|r,p,T ≤ Chl−rT |v|l,p,T , r ≤ l, (4.12)
|v − Ikhv|r,p,E ≤ Chl−1/p−rT |v|l,p,T , 1/p+ r < l, (4.13)
fu¨r alle v ∈ W l,p(T ), 0 ≤ r. E bezeichne hierbei eine Kante von T.
Beweis Fu¨r 1 ≤ l ≤ k + 1, r ∈ N0, r ≤ l gilt mit [EG04, Theorem B. 46] fu¨r lp > d
‖vˆ − Ikh vˆ‖r,p,Tˆ ≤ ‖vˆ‖r,p,Tˆ + ‖Ikh vˆ‖r,p,Tˆ ≤
(4.11)
‖vˆ‖l,p,Tˆ + C‖vˆ‖0,∞,Tˆ
≤ C‖vˆ‖l,p,Tˆ , ∀v ∈ W l,p(Tˆ ),
(4.14)
so dass als weitere Konsequenz folgt
|(I − Ikh)vˆ|r,p,Tˆ ≤ ‖(I − Ikh)vˆ‖r,p,Tˆ =
(4.10)
inf
pˆ∈Qk(Tˆ )
‖(I − Ikh)(vˆ + pˆ)‖r,p,Tˆ
≤
l−1≤k
inf
pˆ∈Ql−1(Tˆ )
‖(I − Ikh)(vˆ + pˆ)‖r,p,Tˆ
≤ ‖I − Ikh‖L(W l,p(Tˆ ),W r,p(Tˆ )) inf
pˆ∈Ql−1(Tˆ )
‖vˆ + pˆ‖l,p,Tˆ
≤
(4.14)
C inf
pˆ∈Ql−1(Tˆ )
‖vˆ + pˆ‖l,p,Tˆ ≤ C|vˆ|l,p,Tˆ ,
(4.15)
wobei die letzte Schlussfolgerung auf Lemma 2.3.4 beruht. Die Anwendung des Lemmas 4.2.1
liefert die Transformation auf das physikalische Element T
|v − Ikhv|r,p,T ≤ C‖J−1T ‖rl2 | det(JT )|1/p|vˆ − Ikh vˆ|r,p,Tˆ
≤ C‖J−1T ‖rl2 | det(JT )|1/p|vˆ|l,p,Tˆ
≤ C (‖JT‖l2‖J−1T ‖l2)r ‖JT‖l−rl2 |v|l,p,T
≤ C
(
hT
ρT
)r
hl−rT |v|l,p,T ≤
(4.3)
Chl−rT |v|l,p,T .
Ist r ∈ R \ N0, so erzeugt sich mit (2.29)
|v − Ikhv|r,p,T ≤ C|v − Ikhv|1−θbrc,p,T |v − Ikhv|θdre,p,T , θ = r − brc
≤ Chl−rT |v|l,p,T , dre ≤ l.
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Die Fehlerabscha¨tzung auf dem Rand erfolgt fast analog. Fu¨r 1 ≤ l ≤ k + 1, r ∈ R+ liefert
das Spurtheorem 2.2.9 mit der Bemerkung 2.2.10 fu¨r jede Kante Eˆ des Referenzelements Tˆ mit
E = FT Eˆ und 0 < r˜ ≤ l − 1/p somit
‖vˆ − Ikh vˆ‖0,p,Eˆ ≤ C‖vˆ − Ikh vˆ‖r˜,p,Eˆ ≤ C‖vˆ − Ikh vˆ‖r˜+1/p,p,Tˆ
≤
(4.14)
C‖vˆ‖l,p,Tˆ , ∀vˆ ∈ W l,p(Tˆ ), (4.16)
bzw. mit − < r˜ − ︸ ︷︷ ︸
=r
≤ l − 1/p−  < l − 1/p, 0 <  ≤ r˜
‖vˆ − Ikh vˆ‖r,p,Eˆ ≤ C‖vˆ − Ikh vˆ‖r+,p,Eˆ ≤ C‖vˆ‖l,p,Tˆ , 0 ≤ r < l − 1/p.
Ferner gilt
|(I − Ikh)vˆ|r,p,Eˆ ≤ ‖(I − Ikh)vˆ‖r,p,Eˆ =
(4.10)
inf
pˆ∈Qk(Tˆ )
‖(I − Ikh)(vˆ + pˆ)‖r,p,Eˆ
≤
l−1≤k
inf
pˆ∈Ql−1(Tˆ )
‖(I − Ikh)(vˆ + pˆ)‖r,p,Eˆ
≤ ‖I − Ikh‖L(W l,p(Tˆ ),W r,p(Eˆ)) inf
pˆ∈Ql−1(Tˆ )
‖vˆ + pˆ‖l,p,Tˆ
≤
(4.16)
C inf
pˆ∈Ql−1(Tˆ )
‖vˆ + pˆ‖l,p,Tˆ ≤ C|vˆ|l,p,Tˆ .
(4.17)
Die Transformation auf T erfolgt unter der Beachtung hT |E| ≤ C|T | ebenfalls analog.
|v − Ikhv|r,p,E ≤
(2.29)
C|v − Ikhv|1−θbrc,p,E|v − Ikhv|θdre,p,E
≤ C‖J−1E ‖rl2| det(JE)|1/p|vˆ|l,p,Tˆ
≤ C (‖JT‖l2‖J−1E ‖l2)r ‖JT‖l−rl2
(
|E||Tˆ |
|Eˆ||T |
)1/p
|v|l,p,T
≤ C
(
hT
ρE
)r
hl−rT h
−1/p
T |v|l,p,T
≤
(4.3)
Ch
l−1/p−r
T |v|l,p,T .
Bemerkung 4.2.5 Ist r < 1− 1/p ≤ l− 1/p so sichert das Spurtheorem 2.2.9 fu¨r v ∈ W l,p(T )
bzw. v − Ikhv ∈ W r+1/p,p(T )
(v − Ikhv)|∂T ∈ W r,p(∂T ).
Außerdem gilt dann mit ‖v − Ikhv‖pr,p,∂T =
∑
E∈∂T ‖v − Ikhv‖pr,p,E eine Abscha¨tzung der Form
|v − Ikhv|r,p,∂T ≤ Chl−1/p−rT |v|l,p,T .
Korollar 4.2.6 Es sei T ein Element einer affinen Partitionierung T nh , deren zugeho¨rige Familie
von Partitionierungen {T nh }h>0 lokal quasiuniform ist und 1 ≤ l ∈ N0, p ∈ [1,∞] derart,
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dass lp > d gilt. Dann existieren fu¨r den Lagrangeschen Interpolationsoperator Ikh Konstanten
C > 0 unabha¨ngig von h mit
|v − Ikhv|r,p,T ≤ Chmin{k+1,l}−rT ‖v‖l,p,T , r ≤ l, (4.18)
|v − Ikhv|r,p,E ≤ Chmin{k+1,l}−1/p−rT ‖v‖l,p,T , 1/p+ r < l, (4.19)
fu¨r alle v ∈ W l,p(T ), 0 ≤ r.
Beweis Fu¨r 1 ≤ l ≤ k + 1 ist nichts zu zeigen. Sei jetzt k + 1 < l, r ∈ R. Aus dem Lemma
4.2.4 folgt die Ungleichung
|v − Ikhv|r,p,T ≤ Chk+1−rT |v|k+1,p,T
und mit hk+1−rT |v|k+1,p,T ≤ Chmin{k+1,l}−rT ‖v‖l,p,T die Behauptung. Der Rest des Beweises
verla¨uft analog.
Eine weitere Mo¨glichkeit Funktionen in Sobolev-Ra¨umen zu approximieren, stellt die Projek-
tion bzgl. des L2-Innenproduktes dar:
Definition 4.2.7 Die orthogonale L2-Projektion P kh : L2(T ) → Qk(T ) wird fu¨r v ∈ L2(T )
definiert durch
(v − P kh v, w)0,T = 0, ∀w ∈ Qk(T ). (4.20)
Die Lo¨sung des resultierenden Gleichungssystems zur Bestimmung der L2-Projektion, la¨sst
sich vermeiden, sobald eine orthogonale Basis existiert. Vermo¨ge der affinen Partitionierung
gilt ∫
T
ψαψβ dx = | det(JT )|
∫
Tˆ
ψˆαψˆβ dxˆ = | det(JT )|
dx∏
i=0
1
2αi + 1
δαβ = ρ
J
αδα,β, (4.21)
fu¨r einen Multiindex α, ‖α‖l∞ ≤ k und der Tensorproduktbasis aus Legendre-Polynomen
ψˆα(xˆ) = ψˆ
α0
α0
(xˆ0)ψˆ
α1
α1
(xˆ1) · · · ψˆαdxαdx (xˆdx),
wobei
ψˆαiαi (xˆi) =
1
2αiαi!
dαi
dxˆαii
(xˆi + 1)
αi(xˆi − 1)αi
das αi-te eindimensionale Legendre-Polynom vom Grad αi bzgl. −1 ≤ xˆi ≤ 1, 0 ≤ i ≤ dx ist.
In diesem Fall und entsprechender Indizierung ist P kh v =
∑nkdof
i=1(ρ
J
i )
−1(v, ψi)0,Tψi.
Zusammenfassende Darstellungen u¨ber Legendre-Polynome finden sich in [KS05, Appendix
A] und [QV94, Chapter 4].
Aus der Definition derL2-Projektion ergeben sich die Eigenschaften:
P kh v = v, ∀v ∈ Qk(T ), (4.22)
‖P kh v‖0,2,T ≤ ‖v‖0,2,T , ∀v ∈ W 0,2(T ). (4.23)
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Lemma 4.2.8 Es sei T ein Element einer affinen Partitionierung T nh , deren zugeho¨rige Familie
von Partitionierungen {T nh }h>0 lokal quasiuniform ist. Dann existieren fu¨r 0 ≤ l ≤ k + 1,
l ∈ N0 Konstanten C > 0 unabha¨ngig von h und k mit
|v − P kh v|r,2,T ≤ C
hl−rT
ke(r,l)
|v|l,2,T , r ≤ l, (4.24)
|v − P kh v|r,2,E ≤ C
h
l−1/2−r
T
ke(r+1/2+,l)
|v|l,2,T , 1/2 + r < l, 0 <  1, (4.25)
und
e(r, l) =
{
l + 1/2− 2r r ≥ 1
l − 3r/2 0 ≤ r ≤ 1
(4.26)
fu¨r alle v ∈ W l,2(T ), 0 ≤ r.
Beweis Die Existenz eines C > 0 unabha¨ngig von k mit
‖vˆ − P kh vˆ‖r,2,Tˆ ≤ Ck−e(r,l)‖vˆ‖l,2,Tˆ
fu¨r r, l ∈ R, 0 ≤ r ≤ l ist durch [CQ82, Theorem 2.4] gesichert. Mit (4.22) folgt analog zum
Interpolationsfehler auf dem Referenzelement fu¨r 0 ≤ l ≤ k + 1
|(I − P kh )vˆ|r,2,Tˆ ≤ Ck−e(r,l)|vˆ|l,2,Tˆ .
Es gilt fu¨r ein durch vˆ festgelegtes l mit Lemma 2.3.4: C = C(d, l, Tˆ ). Die Konstante ist somit
unabha¨ngig vom Polynomgrad k.
Auf den Kanten hingegen, fu¨hrt die Ungleichungskette
‖vˆ − P kh vˆ‖r,2,Eˆ ≤ C‖vˆ − P kh vˆ‖r+,2,Eˆ ≤ C‖vˆ − P kh vˆ‖r++1/2,2,Tˆ
≤ Ck−e(r++1/2,l)‖vˆ‖l,2,Tˆ , 0 ≤ r < l − 1/2
zu
|(I − P kh )vˆ|r,2,Eˆ ≤ Ck−e(r++1/2,l)|vˆ|l,2,Tˆ .
Die abschließende Transformation auf T verla¨uft analog zum Interpolationsfehler.
Bemerkung 4.2.9 Speziell ergibt sich fu¨r dieL2-Norm (vgl. nachfolgendes Lemma) die Abscha¨t-
zung:
|v − P kh v|0,2,E ≤ C
h
l−1/2
T
kl−3/2(1/2+)
|v|l,2,T ≤
<1/6
C
h
l−1/2
T
kl−1
|v|l,2,T . (4.27)
Bemerkung 4.2.10 Die Bemerkung 4.2.5 und das Korollar 4.2.6 besitzen ihr entsprechendes
Analogon.
Im Unterschied zu den eben pra¨sentierten Projektionsfehlerabscha¨tzungen, kann die nachste-
hende Aussage auch ohne die Verwendung des Lemmas von Deny-Lions gezeigt werden.
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Lemma 4.2.11 Es sei T Element einer affinen Partitionierung T nh , deren zugeho¨rige Familie
von Partitionierungen {T nh }h>0 lokal quasiuniform ist. Dann existieren Konstanten unabha¨ngig
von h und k, derart, dass mit 0 ≤ l und v ∈ W l,2(T ) fu¨r 1 ≤ s ≤ min{k + 1, l} gilt:
|v − P kh v|0,2,T ≤ C
(
hT
k
)s
|v|s,2,T , (4.28)
|v − P kh v|1,2,T ≤ C
hs−1T
ks−3/2
|v|s,2,T , (4.29)
|v − P kh v|0,2,∂T ≤ C
h
s−1/2
T
ks−1
|v|s,2,T . (4.30)
Beweis [Geo03, Corollary 3.15, 3.19, (3.1)-(3.3)], [SVD06, Lemma 6.1, Remark 6.2].
Bemerkung 4.2.12 Die Abscha¨tzungen (4.27) und (4.30) sind beide suboptimal von der Gro¨ßen-
ordnung k1/2. Der Grund ist das nicht optimale Verhalten des L2-Projektionsfehlers in | · |r,2,T
fu¨r r > 0. Beruht der Beweis der genannten Abscha¨tzungen auf einer, wie auch immer gearteten
Spuraussage, so entstehen zwangsla¨ufig auf der rechten Seite Normen in denen das nichtopti-
male Verhalten eine Rolle spielt.
4.3 Quadratur und Lumping
Zur na¨herungsweisen Berechnung der auftretenden Integrale werden interpolatorische Quadra-
turformeln betrachtet (vgl. [EG04, Definition 8.1]):
Definition 4.3.1 Sei T ⊂ Rdx ein nichtleeres, zusammenha¨ngendes und kompaktes Lipschitz-
Gebiet. Eine Quadraturformel mit nkdof Punkten besteht aus:
1. Einer Menge aus nkdof reellen Zahlen
{
ωJ1 , . . . , ω
J
nkdof
}
, genannt Integrationsgewichte.
2. Einer Menge Q aus nkdof Punkten {x1, . . . , xnkdof} in T mit xi 6= xj falls i 6= j, genannt
Quadraturpunkte.
Die gro¨ßte natu¨rliche Zahl k, fu¨r die
∫
T
p(x) dx =
nkdof∑
i=1
ωJi p(xi) ∀p ∈ Qk(T ) (4.31)
gilt, heißt Genauigkeitsgrad der Quadraturformel.
Aus der zugrundeliegenden Idee∫
T
p(x) dx =
∫
Tˆ
p(FT (xˆ))| det(JT )| dxˆ
=
∫
Tˆ
∑
α∈Nd0, ‖α‖l∞≤k
p(FT (xˆα))ϕˆα(xˆ)| det(JT )| dxˆ
=
∑
α∈Nd0, ‖α‖l∞≤k
∫
Tˆ
ϕˆα(xˆ)| det(JT )| dxˆ p(xα) =
∑
α∈Nd0, ‖α‖l∞≤k
ωJα p(xα), xα ∈ Q,
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ergeben sich die Integrationsgewichte
ωJi =
∫
Tˆ
ϕˆi(xˆ)| det(JT )| dxˆ =
∫
T
ϕi(x) dx, 1 ≤ i ≤ nkdof,
zu den Quadraturpunkten xi = FT (xˆi), wobei ϕˆi die Lagrange-Basis zu den Punkten xˆi ist. Um
eine gute Konditionierung des Quadraturverfahrens zu gewa¨hrleisten, wird
ωJi > 0 fu¨r 1 ≤ i ≤ nkdof (4.32)
gefordert.
Die Definition 4.3.1 der nodalen Quadraturformel kann zur Definition eines diskreten Innen-
produktes genutzt werden. Mit der daraus resultierenden Norm ko¨nnen fu¨r diskrete Argumente
Norma¨quivalenzabscha¨tzungen bzgl. der Lp-Norm angegeben werden, deren Konstanten nur
von p, dem Polynomgrad k und von der Verteilung der Quadraturpunkte abha¨ngen. Um sol-
che Ungleichungen angeben zu ko¨nnen, werden Kontrollvolumen konstruiert, die die Defini-
tion eines Lumpingoperators erlauben. Wie angedeutet wird die diskrete L2-Norm definiert
als
‖v‖20,2,T,h = (v, v)0,T,h =
∑
α∈Nd0, ‖α‖l∞≤k
ωJα v(xα)
2
=
k∑
α0=0
· · ·
k∑
αdx=0
ωJα0 · · ·ωJdxv(xα)2, xα ∈ Q,
(4.33)
mit
∑
α∈Nd0, ‖α‖l∞≤k ω
J
α = |T |, ωα > 0, ∀α ∈ Nd0. Die Verallgemeinerung fu¨r die Lp-Norm
geschieht analog.
Die Konstruktion der Kontrollvolumen erfolgt durch
Ωα =
(
α0−1∑
i=0
ωJi ,
α0∑
i=0
ωJi
)
× · · · ×
(
αdx−1∑
i=0
ωJi ,
αdx∑
i=0
ωJi
)
, (4.34)
so dass sich fu¨r das Kontrollvolumen
|Ωα| = ωJα0ωJα1 · · ·ωJαdx = ωJα (4.35)
und ∑
α∈Nd0, ‖α‖l∞≤k
|Ωα| = |T | (4.36)
ergibt. Der Lumpingoperator wird nun definiert alsLh = C(T )→ L∞(T ) mit
Lhv =
nkdof∑
i=1
v(xi)χΩi , xi ∈ Q, (4.37)
wobei
χG(x) =
{
0 x /∈ G,
1 x ∈ G.
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Die Integration der p-ten Potenz des Lumpingoperators bringt mit (4.35), (4.36) und der affinen
Transformation des Referenzelements folgende Identita¨t zum Vorschein
‖Lh(v)‖p0,p,T = |T |
∫
Tˆ
|Lh(v)|p dxˆ =
nkdof∑
j=1
|Ωj|
∫
Tˆ
|Lh(v)|p dxˆ
=
nkdof∑
j=1
∫
Ωj
∣∣∣∣∣∣
nkdof∑
i=0
v(xi)χΩi(x)
∣∣∣∣∣∣
p
dx =
nkdof∑
j=1
|Ωj||v(xj)|p
= ‖v‖p0,p,T,h, xi ∈ Q.
(4.38)
Ferner ist
‖v‖p0,p,T,h =N=Q
∫
T
nkdof∑
j=1
|v(xj)|pϕj(x) dx =
∫
T
Ikh(|v|p) dx. (4.39)
Lemma 4.3.2 Es existieren Konstanten CL1 , CL2 > 0 unabha¨ngig von hT , so dass die A¨quiva-
lenzabscha¨tzungen
CL1‖v‖0,p,T ≤ ‖Lh(v)‖0,p,T ≤ CL2‖v‖0,p,T , ∀v ∈ Qk(T ) (4.40)
gelten.
Beweis Die Unabha¨ngigkeit der Konstanten von hT ergibt sich fu¨r alle T, die durch eine affine
Transformation aus dem Referenzelement hervorgegangen sind, direkt aus der Substitutionsre-
gel. Aus ‖Lh(v)‖p0,p,T =
∑nkdof
j=1 |Ωj||v(xj)|p folgt sofort
‖v‖0,p,Tˆ ≤
(4.62)
(3k2)d
p−2
2p ‖v‖0,2,Tˆ ≤ (3k2)d
p−2
2p λmax(Mˆ)
1/2‖vN‖l2
≤
(2.6)
(3k2(k + 1))d
p−2
2p λmax(Mˆ)
1/2‖vN‖lp
≤ (3k2(k + 1))d p−22p λmax(Mˆ)1/2
(
min
1≤j≤nkdof
|Ωj|
)−1/p
‖Lh(v)‖0,p,Tˆ
und
‖Lh(v)‖0,p,Tˆ ≤
(
max
1≤j≤nkdof
|Ωj|
)1/p
‖v‖lp ≤
(
max
1≤j≤nkdof
|Ωj|
)1/p
‖v‖l2
≤
(
max
1≤j≤nkdof
|Ωj|
)1/p
‖v‖0,2,Tˆλmin(Mˆ)−1/2
≤ |Tˆ |(p−2)/2p
(
max
1≤j≤nkdof
|Ωj|
)1/p
‖v‖0,p,Tˆλmin(Mˆ)−1/2,
wobei Λmin(Mˆ) und Λmax(Mˆ) die entsprechenden Eigenwerte der zugeho¨rigen Massenmatrix
Mˆij =
∫
Tˆ
ϕˆiϕˆj dxˆ sind.
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Fu¨r die Approximation des L2-Projektors, d.h. fu¨r die Berechnung der auftretenden Integrale
mit Quadraturformeln, ist die Frage nach der Wahl der Quadraturpunkte von entscheidender
Bedeutung.
Ferner kann auch bei Verwendung der Lagrangeschen Basispolynome ϕˆki fu¨r 0 ≤ i ≤ k Einfluss
auf die Punktwahl genommen werden. Sind beide PunktmengenN undQ identisch, so folgt aus
der Definition desL2-Projektors und der Lagrangeschen Basispolynome
0
!
= (v − P kh v, w)0,T,h =
nkdof∑
i=1
ωJi
{
v(xi)− (P kh v)(xi)
}
w(xi), ∀w ∈ Qk(T ) (4.41)
die Bedingung v(xi) = (P kh v)(xi) fu¨r alle Quadraturpunkte. Mit der Darstellung des Projektors
(P kh v)(x) =
∑nkdof
j=1(P
k
h v)jϕj(x) ergibt sich (P
k
h v)i = v(xi). Bei der Approximation der L
2-
Projektion gilt somit N = Q ⇒ P kh = Ikh .
Die ho¨chste Genauigkeit liefert die Gauss-Quadratur. Sie ist bei (k + 1)d Quadraturpunkten
exakt fu¨r Polynome vom Grad 2k + 1 (vgl. z.B. [EG04, Proposition 8.2], [BM97, S. 294 ff.]
oder [Can+07, S. 448 ff.]). Die Quadraturpunkte in (−1, 1) ergeben sich aus den Nullstellen
des (k + 1)-ten Legendre-Polynoms ψˆk+1k+1(x), −1 ≤ x ≤ 1. Allerdings gelten fu¨r den Interpo-
lationsfehler bzgl. der Gauss-Quadraturpunkte nicht immer optimale Abscha¨tzungen ([BM97,
(13.15)]):
Lemma 4.3.3 Fu¨r alle reellen Zahlen r und l, r ≤ l, l ≥ 1 existiert ein C > 0 unabha¨ngig von
k mit
‖vˆ − IkGvˆ‖r,2,I ≤ Ck−e(r,l)‖vˆ‖l,2,I , ∀vˆ ∈ W l,2(I)
und e(r, l) aus dem Lemma 4.2.8.
Eine Alternative besteht in der Wahl der Quadraturpunkte nach Gauss-Lobatto. Sie sind als die
Nullstellen des Polynoms
(x+ 1)(x− 1)(ψˆkk)′(x), −1 ≤ x ≤ 1 (4.42)
definiert und ergeben eine exakte Quadratur fu¨r Polynome vom Grad 2k − 1 (vgl. [Can+07, S.
448]). Offensichtlich sind die Randpunkte stets Quadraturpunkte. Im Unterschied zum vorheri-
gen Lemma gilt fu¨r die Gauss-Lobatto-Interpolation:
Lemma 4.3.4 Fu¨r die reellen Zahlen r und l mit 2l > d + r und 0 ≤ r ≤ 1 existiert ein C
unabha¨ngig von k, so dass die folgende Abscha¨tzung gilt
‖vˆ − IkGLvˆ‖r,2,Tˆ ≤ Ckr−l‖vˆ‖l,2,Tˆ , ∀vˆ ∈ W l,2(Tˆ ). (4.43)
Beweis [BM97, Theorem 14.2].
Bei der entsprechenden Quadratur gilt das folgende Resultat (vgl. Lemma 4.3.2).
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Lemma 4.3.5 SeiQ die Menge der Gauss-Lobatto-Quadraturpunkte. Dann existiert eine Kon-
stante C unabha¨ngig von hT und k, so dass die A¨quivalenzabscha¨tzungen
‖v‖0,2,T ≤ ‖Lh(v)‖0,2,T ≤ C‖v‖0,2,T , ∀v ∈ Qk(T ) (4.44)
gelten.
Beweis Die affine Transformation auf das Referenzelement liefert die Unabha¨ngigkeit der Kon-
stante von hT . Der Beweis fu¨r das Referenzelement erfolgt mit ‖Lh(v)‖20,2,Tˆ =(4.38) ‖v‖
2
0,2,Tˆ ,GL
nach [CQ82, (3.9)].
Bemerkung 4.3.6 Analog zu Lemma 4.3.2 kann eine Ungleichungskette fu¨r p 6= 2 gefolgert
werden.
Eine weitere interessante Eigenschaft der Gauss-Lobatto-Quadraturpunkte kommt in der Qua-
dratsumme der Lagrange-Polynome zum Vorschein:
Lemma 4.3.7 Seien ϕˆα(xˆ) die Lagrange-Polynome bzgl. der Gauss-Lobatto-Quadraturpunkte.
Dann gilt ∑
α∈Nd0 ,
‖α‖l∞≤k
ϕˆα(xˆ)
2 ≤ 1, ∀xˆ ∈ Tˆ . (4.45)
Beweis Aus der Tensorproduktdarstellung folgt mit [Fej32, §1] direkt die Behauptung:
∑
α∈Nd0 ,
‖α‖l∞≤k
ϕˆα(xˆ)
2 =
k∑
α0=0
ϕˆkα0(xˆ0)
2
︸ ︷︷ ︸
≤1
· · ·
k∑
αdx=0
ϕˆkαdx (xˆdx)
2
︸ ︷︷ ︸
≤1
≤ 1.
4.4 Projektions- und Interpolationsfehler bzgl. der
Gauss-Lobatto-Quadraturpunkte
Die zur Darstellung des L2-Projektors verwendeten orthogonalen Legendre-Polynome ψi fu¨r
1 ≤ i ≤ nkdof besitzen zwei nu¨tzliche Eigenschaften: Zum einen bilden sie eine orthogonale Ba-
sis vonQk(T ), so dass die Massenmatrix Diagonalgestalt annimmt. Des Weiteren sorgen die Po-
lynome fu¨r eine hierarchische Zerlegung vonQk(T ) im Sinne von:
Definition 4.4.1 (Hierarchische modale Basis) Eine Familie {Bk}k≥0, wobei Bk eine Menge
von Polynomen ist, wird genau dann hierarchische modale Basis genannt, wenn fu¨r alle k ≥ 0
die folgenden Eigenschaften erfu¨llt sind:
1. Bk ist eine Basis von Qk,
2. Bk ⊂ Bk+1.
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Die hierarchische Basis, bestehend aus Legendre-Polynomen ψi, 1 ≤ i ≤ nkdof, liefert unter Be-
nutzung der Orthogonalita¨teigenschaft fu¨r dieL2-Projektion von v ∈ Qk(T ) z.B.:
(
(I − PKh )∇v, (I − PKh )∇v
)
0,T
=
nkdof∑
i=nKdof+1
(
(∇v, ψi)0,T
ρJi
)2
(ψi, ψi)0,T ≥ 0.
Diese Nichtnegativita¨t kann allerdings nicht auf die Argumente v, vp−1, p = 2m,m ∈ N ver-
allgemeinert werden:
(
(I − PKh )∇v, (I − PKh )∇vp−1
)
0,T
=
nkdof∑
i=nKdof+1
(∇v, ψi)0,T
ρJi
(∇vp−1, ψi)0,T
ρJi
(ψi, ψi)0,T  0.
Eine solche Abscha¨tzung ist allerdings fu¨r die L∞(L∞)-Analysis der lokalen Projektion des
Shock-capturing Terms notwendig, so dass es erforderlich wird nach einem anderen Projektor
Ausschau zu halten. Der Rest dieses Abschnittes widmet sich dieser Aufgabe und stellt einige
Eigenschaften des neuen Projektors bereit. Die geforderte Bedingung wird dann im Lemma
4.4.6 bewiesen.
Wird die L2-Projektion mit Lagrangeschen Polynomen und N = Q diskretisiert, so erha¨lt
sich dank der Hilfe von ϕi(xj) = δij, 1 ≤ i, j ≤ nkdof die Orthogonalita¨tseigenschaft der Ba-
sis. Aus diesem Grund ist die dazugeho¨rige Massenmatrix ebenfalls eine Diagonalmatrix. Die
Ausnutzung von
∑nkdof
i=1 ϕi(x) = 1, ∀x ∈ T und ebenfalls N = Q macht deutlich, dass diese
Diskretisierung genau der Summierung der Zeilen- bzw. Spalteneintra¨ge der exakten Massen-
matrix entspricht. Dieser Prozess wird in der Literatur auch als mass lumping bezeichnet und
entsteht nahtlos aus
(Lh(ϕi), Lh(ϕj))0,T =
(4.38)
(ϕi, ϕj)0,T,h =N=Q
ωJi δij, 1 ≤ i, j,≤ nkdof. (4.46)
Der bei der Diskretisierung erfolgte U¨bergang der Basis zwischen den Legendre-Polynomen
zu den Lagrange-Polynomen rettete zwar speziell fu¨r N = Q die Orthogonalita¨tseigenschaft,
erfu¨llt mit den Lagrange-Polynomen aber nicht mehr die Bedingungen der hierarchischen Basis.
Allerdings kann folgende Definition erfu¨llt werden:
Definition 4.4.2 (Eingebettete hierarchische nodale Basis vom GradK) Eine Familie {Bj}0≤j≤k,
wobei Bj eine Menge von Polynomen vom Grad k ist, wird genau dann eingebettete hierarchi-
sche nodale Basis vom Grad K, K ≥ 0 genannt, wenn eine Menge von Polynomen B˜K vom
Grad K mit den folgenden Eigenschaften existiert:
1. B˜K mit N(B˜K) ⊆ N(Bk) ist eine Basis von QK ,
2. BK ⊆ Bk, N(BK) = N(B˜K),
3. Bk ist eine Basis von Qk,
wobei N : Bj 3 ϕ 7→ x ∈ Rd, 0 ≤ j ≤ k die bijektive Funktion ist, die den nodalen
Basispolynomen ihre zugeordneten Punkte zuweist.
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Beispiel 4.4.3
1. Die Lagrange-Polynome bzgl. der Gauss-Lobatto Quadraturpunkte bilden eine eingebet-
tete hierarchische nodale Basis vom Grad 1 und 2, denn fu¨r d = 1 gilt −1, 1 ∈ N(Bk),
k ≥ 1 und −1, 0, 1 ∈ N(Bk), k = 2, 4, 6, . . . , d.h. N(B˜1) ⊆ N(Bk), k ≥ 1 und
N(B˜2) ⊆ N(Bk), k = 2, 4, 6, . . . .
2. Die Lagrange-Polynome bzgl. der Gauss-Kronrod Quadraturpunkte bilden eine eingebet-
tete hierarchische nodale Basis vom Grad K. Bei den Gauss-Kronrod Quadraturpunkten
fu¨r d = 1 handelt es sich um K + 1-Gausspunkte, die um K + 2 Punkte erga¨nzt werden
(vgl. z.B. [Cal+00]), so dass gilt
{x˜i}Ki=0 ⊂ {xi}2K+2i=0 , (4.47)∫ 1
0
u dx =
2K+2∑
i=0
u(xi)ωi, ∀u ∈ Q3K+4(−1, 1). (4.48)
Nach Definition gilt somit N(B˜K) ⊂ N(Bk), K ≥ 0, k = 2K + 2.
Definition 4.4.4 Sei {Bj}0≤j≤k eine eingebettete hierarchische nodale Basis vom GradK.Dann
ist fu¨r Qk(T ) = V K,kh (T ) ⊕ V ′h(T ) mit V K,kh (T ) = span{BK} und V ′h(T ) = span{Bk \ BK}
der Projektor PK,kh : L
2(T )→ V K,kh (T ) definiert als
(v − PK,kh v, w)0,T,h = 0, ∀w ∈ V K,kh (T ). (4.49)
In diesem Zusammenhang soll unter dem Fluktuationsoperator der Projektor
P ′h = I − PK,kh (4.50)
verstanden werden.
(a) Lagrangesche Basispolynome vonQ4(−1, 1) zu den
Gauss-Lobatto Punkten.
(b) Entsprechende Basispolynome von V 2,4GL (−1, 1).
Abbildung 4.2
Es folgen einige Eigenschaften der beiden Projektoren PK,kh und P
′
h :
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Lemma 4.4.5 Sei {Bj}0≤j≤k eine eingebettete hierarchische nodale Basis vom Grad K aus
Lagrange-Polynomen und IKh der Lagrangesche Interpolationsoperator bzgl. N(BK). Dann
gilt:
|v − PK,kh v|r,2,T ≤ Chl−rT
(
|v|l,2,T + |PK,kh v|l,2,T
)
, r ≤ l,
|v − PK,kh v|r,2,E ≤ Chl−1/2−rT
(
|v|l,2,T + |PK,kh v|l,2,T
)
, 1/2 + r < l
fu¨r alle v ∈ W l,p(T ).
Beweis Unter den gegebenen Voraussetzungen gilt fu¨r alle Lagrangeschen Basispolynome
ϕK,kj ∈ BK : ϕK,kj (xi) = δij, 1 ≤ i, j ≤ nKdof, xi ∈ N(B˜K) = N(BK).
Aus der Definition des Projektors PK,kh folgt mit
w ∈ V K,kh (T )⇒ w(xi) = 0, xi ∈ N(Bk) \N(BK) (4.51)
die Bedingung
0
!
= (v − PK,kh v, w)0,T,h =
nkdof∑
i=1
ωi{v(xi)− (PK,kh v)(xi)}w(xi)
=
(4.51)
nKdof∑
i=1
ωi{v(xi)− (PK,kh v)(xi)}w(xi)
bzw.
v(xi)
!
=
nKdof∑
j=1
(PK,kh v)jϕ
K,k
j (xi) =N=Q
(PK,kh v)i, 1 ≤ i ≤ nKdof. (4.52)
Als Konsequenz entsteht die Identita¨t
IKh (P
K,k
h v) =
nKdof∑
i=1
(PK,kh v)(xi)ϕ
K
i =
nKdof∑
i=1
nKdof∑
j=1
(PK,kh v)jϕ
K,k
j (xi)ϕ
K
i
=
nKdof∑
i=1
(PK,kh v)iϕ
K
i =
(4.52)
IKh v,
die bei der Abscha¨tzung des Projektionsfehler im Zusammenhang mit Lemma 4.2.4 gute Diens-
te leistet:
‖v − PK,kh v‖r,p,T ≤ ‖v − IKh v‖r,p,T + ‖IKh v − PK,kh v‖r,p,T
≤ ‖v − IKh v‖r,p,T + ‖PK,kh v − IKh (PK,kh v)‖r,p,T .
(4.53)
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Lemma 4.4.6 Sei {Bj}0≤j≤k eine eingebettete hierarchische nodale Basis vom Grad K aus
Lagrange-Polynomen. Dann ist
1. PK,kh linear,
2. ‖PK,kh v‖ ≤ C(K, k, ‖ · ‖)‖v‖0,∞,T , ‖ · ‖ beliebig,
3. p = 2m,m ∈ N, v ∈ Qk(T ) :
ˆvms(v, v
p−1) =
(P ′h(∇v), P ′h(∇vp−1))0,T,h
(∇v,∇vp−1)0,T ≥ 0. (4.54)
Beweis Zu (i) :
PK,kh (αv + βw) =
(4.52)
nKdof∑
i=1
(αv(xi) + βw(xi))ϕ
K,k = αPK,kh v + βP
K,k
h w.
Zu (ii) :
‖PK,kh v‖ ≤
nKdof∑
i=1
‖v(xi)ϕK,ki ‖ ≤
nKdof∑
i=1
|v(xi)|‖ϕK,ki ‖
≤
 nKdof∑
i=1
‖ϕK,ki ‖
 ‖v‖0,∞,T ≤ C(K, k, ‖ · ‖)‖v‖0,∞,T .
Zu (iii) : Es ∇v · ∇vp−1 = 4(p−1)
p2
∇vp/2 · ∇vp/2 ≥ 0, so dass
(P ′h(∇v), P ′h(∇vp−1))0,T,h =
(4.49)
(∇v,∇vp−1)0,T,h − (PK,kh (∇v), PK,kh (∇vp−1))0,T,h
=
(4.52)
nkdof∑
i=1
ωJi ∇v(xi)∇vp−1(xi)−
nKdof∑
i=1
ωJi ∇v(xi)∇vp−1(xi)
=
nkdof∑
i=nKdof+1
ωJi ∇v(xi)∇vp−1(xi)
=
4(p− 1)
p2
nkdof∑
i=nKdof+1
ωJi ∇vp/2(xi)∇vp/2(xi) ≥ 0.
Die Vertauschung von P ′h mit P
K,k
h liefert analog (P
K,k
h (∇v), PK,kh (∇vp−1))0,T,h ≥ 0.
Motiviert durch Lemma 4.4.5 und die Fehlerabscha¨tzung (4.43) entsteht die Frage nach dem lo-
kalen Interpolationsfehler des Gauss-Lobatto-Interpolationsoperators.
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Lemma 4.4.7 Es sei T ein Element einer affinen Partitionierung T nh , deren zugeho¨rige Familie
von Partitionierungen {T nh }h>0 lokal quasiuniform ist und 1 ≤ l ≤ k + 1, l ∈ N0 derart, dass
2l > d+ r gilt. Dann existieren fu¨r den Lagrangeschen Interpolationsoperator IkGL Konstanten
C > 0 unabha¨ngig von h und k mit
|v − IkGLv|r,2,T ≤ C
(
hT
k
)l−r
|v|l,2,T , 0 ≤ r ≤ 1, (4.55)
|v − IkGLv|r,2,E ≤ Ck
(
hT
k
)l−1/2−r
|v|l,2,T , 0 ≤ r, 1/2 + r < 1, 0 <  1 (4.56)
fu¨r alle v ∈ W l,p(T ).
Beweis Unter Ru¨ckgriff auf Lemma 4.3.4 verla¨uft der Beweis analog zu den Lemmata 4.2.4
und 4.2.8.
Korollar 4.4.8 Sei 1 ≤ l ≤ K + 1. Unter den Voraussetzungen der Lemmata 4.4.5 und 4.4.7
existieren Konstanten C > 0 unabha¨ngig von h und k mit
|v − PK,kGL v|r,2,T ≤ C
(
hT
K
)l−r (
|v|l,2,T + |PK,kGL v|l,2,T
)
, 0 ≤ r ≤ 1, (4.57)
|v − PK,kGL v|r,2,E ≤ Ck
(
hT
K
)l−1/2−r(
|v|l,2,T + |PK,kGL v|l,2,T
)
, 0 ≤ r, (4.58)
1/2 + r < 1, 0 <  1 fu¨r alle v ∈ W l,p(T ).
Bemerkung 4.4.9 Die Konvergenzeigenschaft des Projektors PK,kGL wird genau wie im Lemma
4.4.5 auf das Verhalten von PK,kGL in einer Halbnorm zuru¨ckgefu¨hrt.
U¨ber den Fehler, der durch die Nichtkommutativita¨t von ∇ und IkGL entsteht, kann folgende
Aussage getroffen werden:
Lemma 4.4.10 Unter den Voraussetzungen von Lemma 4.4.7 existiert ein C > 0 unabha¨ngig
von h und k mit
‖IkGL(∇v)−∇IkGLv‖0,2,T,GL ≤ C
(
hT
k
)l−1
|v|l,2,T . (4.59)
Beweis
‖ IkGL(∇v)−∇IkGLv︸ ︷︷ ︸
∈Qk(T )
‖0,2,T,GL ≤
(4.44)
C‖IkGL(∇v)−∇IkGLv‖0,2,T
≤ C‖∇(v − IkGLv)‖0,2,T + C‖∇v − IkGL(∇v)‖0,2,T
≤
(4.55)
C
(
hT
k
)l−1
|v|l,2,T + C
(
hT
k
)l−1
|∇v|l−1,2,T
≤ C
(
hT
k
)l−1
|v|l,2,T .
45
4 Grundlagen zur Finite-Elemente-Approximation
4.5 Inverse Ungleichungen
Ein wesentliches Instrument fu¨r die Analysis von numerischen Verfahren sind inverse Unglei-
chungen. Sie sind die Abscha¨tzungen in den Norma¨quivalenzrelationen, die sich nicht direkt
aus der Ho¨lderschen Ungleichung ergeben.
Die Ungleichung nutzt die speziellen Eigenschaften der Tensorproduktdarstellung. Als Ergeb-
nis liegt eine scharfe inverse Ungleichung vor, die mit Ausnahme der Differenz der Ablei-
tungsordnungen und der ra¨umlichen Dimension alle anderen Abha¨ngigkeiten explizit entha¨lt.
Die Abha¨ngigkeit des Polynomgrads, die aus der Nikolskii-Ungleichung resultiert, la¨sst sich,
wie das Beispiel
p(x) =
(
1− T 2n(x)
1− x2
)2
zeigt, nicht weiter verbessern (vgl. [Tim63, S. 236]), obwohl in [GNP08, Lemma 2.4] und
[CB93, Lemma 1] anderslautende Resultate zu lesen sind. Tn(x) entspricht hierbei dem n-ten
Tschebyscheff-Polynom. Es handelt sich bei p(x) um ein algebraisches Polynom, denn mit Hilfe
der Darstellung der Tschebyscheff-Polynome durch
Tn(x) =
1
2
[
(x+
√
x2 − 1)n + (x−
√
x2 − 1)n
]
,
lassen sich fu¨r 1− T 2n(x) die Nullstellen −1 und 1 verifizieren.
Aufgrund der unterschiedlichen Aussagen bzgl. der Polynomabha¨ngigkeit werden die Unglei-
chungen nach Nikolskii [Nik51] und Markov [HST37, Section III] auf Tensorprodukte verall-
gemeinert und in den Beweis der inversen Ungleichung nach [EG04, Lemma 1.138] integriert.
Mit dieser Strategie kann das folgende Lemma gezeigt werden:
Lemma 4.5.1 (lokale inverse Ungleichung) Fu¨r das Referenzelement {Tˆ , Pˆ , Σˆ} sei l ≥ 0, so
dass die Inklusion Pˆ ⊂ W l,∞(Tˆ ) erfu¨llt ist. {T nh }h>0 sei eine lokal quasiuniforme Familie von
affinen Partitionierungen mit h < 1. Ist zusa¨tzlich 0 ≤ m ≤ l, dann existiert
1. fu¨r 1 ≤ p, q ≤ ∞ ein C abha¨ngig von l,m, p, q, d, σ0, Tˆ , P (Tˆ ) mit
‖v‖l,p,T ≤ Chm−l+d(
1
p
− 1
q
)
T ‖v‖m,q,T ∀v ∈ P (T ), (4.60)
2. fu¨r 1 ≤ q ≤ p ≤ ∞ und Tˆ = (−1, 1)d, Pˆ = Qk(Tˆ ) ein C(l,m, p, d, σ0) mit
‖v‖l,p,T ≤ C
(
hT
k2
)m−l(
hT
2(q + 1)k2
)d( 1
p
− 1
q
)
‖v‖m,q,T ∀v ∈ P (T ). (4.61)
Der Beweis dieses Lemmas wird nach der Pra¨sentation der erwa¨hnten Ungleichungen am Ende
des Kapitels vorgelegt.
Lemma 4.5.2 (Nikolskii) Fu¨r 0 < q ≤ p ≤ ∞ und vˆ ∈ Qk(Tˆ ) gilt
‖vˆ‖0,p,Tˆ ≤
(
(q + 1)k2
)−d(1/p−1/q) ‖vˆ‖0,q,Tˆ . (4.62)
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Beweis Unter den angegebenen Voraussetzungen gilt nach [DL93, S. 102, Theorem 2.6] fu¨r
I = (−1, 1) die Ungleichung
‖vˆ‖0,p,I ≤
(
(q + 1)k2
)−(1/p−1/q) ‖vˆ‖0,q,I .
Damit gilt fu¨r 0 ≤ i ≤ dx auch
‖vˆ(xˆ0, . . . , xˆi−1, ·, xˆi+1, . . . , xˆdx)‖0,∞,I
≤ ((q + 1)k2)1/q ‖vˆ(xˆ0, . . . , xˆi−1, ·, xˆi+1, . . . , xˆdx)‖0,q,I .
Mit Hilfe dieser Ungleichung erfolgt der na¨chste Schritt
‖vˆ‖q
0,∞,Tˆ = maxxˆ0∈I
· · · max
xˆdx∈I
|vˆ(xˆ0, . . . , xˆdx)|q
≤ max
xˆ0∈I
· · · max
xˆdx−1∈I
((q + 1)k2)
∫
I
|vˆ(xˆ0, . . . , xˆdx)|qdxˆdx
≤ ((q + 1)k2)max
xˆ0∈I
· · · max
xˆdx−2∈I
∫
I
max
xˆdx−1
|vˆ(xˆ0, . . . , xˆdx)|q dxˆdx
≤ ((q + 1)k2)2max
xˆ0∈I
· · · max
xˆdx−2∈I
∫
I
∫
I
|vˆ(xˆ0, . . . , xˆdx)|q dxˆdx−1dxˆdx
≤ · · · ≤ ((q + 1)k2)d‖vˆ‖q
0,q,Tˆ
, 0 < q <∞.
Die Anwendung der Interpolationsungleichung (2.28) liefert mit obiger Ungleichung die Be-
hauptung:
‖vˆ‖0,p,Tˆ ≤ ‖vˆ‖
q
p
0,q,Tˆ
‖vˆ‖1−
q
p
0,∞,Tˆ
≤ ‖vˆ‖
q
p
0,q,Tˆ
(
(q + 1)k2
) d
q
(1− q
p
) ‖vˆ‖1−
q
p
0,q,Tˆ
≤ ((q + 1)k2)−d( 1p− 1q ) ‖vˆ‖0,q,Tˆ , 0 < q ≤ p ≤ ∞.
Lemma 4.5.3 (Verallgemeinerte Markov-Ungleichung) Fu¨r v ∈ Qk(I), I = (−1, 1) und p > 1
gilt
‖v′‖0,p,I ≤ CM(p)k2‖v‖0,p,I , (4.63)
mit
CM,p = CM(p) = 2(p− 1)1/p−1
(
p+
1
k
)(
1 +
p
kp− p+ 1
)k−1+1/p
.
Fu¨r p = ∞ gilt sogar CM,∞ = 1 < lim
p→∞
CM(p) = 2e. Daru¨ber hinaus gilt fu¨r alle p ∈ N :
CM(p) ≤ CM = 6e1+1/e.
Beweis In [HST37, Section III] wird fu¨r p < ∞ die Behauptung bewiesen. Fu¨r p ∈ N :
CM(p) ≤ CM = 6e1+1/e siehe [MMR94, S. 590] und fu¨r p = ∞ ergibt sich das Ergebnis mit
obiger Substitution und [DL93, S. 98, Theorem 1.4].
Bemerkung 4.5.4 Es ist mo¨glich, die Konstanten CM(p) weiter zu verbessern. So zeigt [Bar98,
Corollary 2.10] die Existenz eines C˜M(p) mit lim
p→∞
C˜M(p) = 1, p > 2.
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Folgerung 1 Fu¨r 1 ≤ p ≤ ∞ und vˆ ∈ Qk(Tˆ ) gilt
‖vˆ‖l,p,Tˆ ≤
(
d+ l
l
) 1
p (
CM,pk
2
)l ‖vˆ‖0,p,Tˆ (4.64)
mit den Konstanten von (4.63).
Beweis Mit Iteration u¨ber die Ableitungsordnung genu¨gt es fu¨r
‖∂αvˆ‖0,p,Tˆ ≤ (CM,pk2)|α|‖vˆ‖0,p,Tˆ
zu zeigen, dass die Ungleichung fu¨r |α| = 1 gilt. Sei dazu α = ei, mit ei als der i-te Einheits-
vektor.
Fu¨r p <∞ gilt mit der verallgemeinerten Markov-Ungleichung fu¨r 0 ≤ i ≤ dx :
‖vˆ′(xˆ0, . . . , xˆi−1, ·, xˆi+1, . . . , xˆdx)‖p0,p,I
≤ CpM,pk2p‖vˆ(xˆ0, . . . , xˆi−1, ·, xˆi+1, . . . , xˆdx)‖p0,p,I
und somit fu¨r das Referenzelement
‖∂αvˆ‖p
0,p,Tˆ
=
∫
I
. . .
∫
I
|∂ivˆ(xˆ)|p dxˆidxˆ0 . . . dxˆi−1dxˆi+1 . . . dxˆdx
≤ CpM,pk2p‖vˆ‖p0,p,Tˆ ,
wa¨hrend fu¨r p =∞ ein yˆ ∈ Tˆ existiert, so dass
‖∂αvˆ‖0,∞,Tˆ = |∂ivˆ(yˆ)| = max
xˆi∈I
|∂ivˆ(yˆ0, . . . , yˆi−1, xˆi, yˆi+1, . . . , yˆdx)|
≤ CM,∞k2‖vˆ(yˆ0, . . . , yˆi−1, ·, yˆi+1, . . . , yˆdx)‖0,∞,I
≤ CM,∞k2‖vˆ‖0,∞,Tˆ
gilt. Ausgehend von diesen Betrachtungen resultieren
‖vˆ‖p
l,p,Tˆ
=
l∑
i=0
∑
|α|=i
‖∂αvˆ‖p
0,p,Tˆ
≤
l∑
i=0
∑
|α|=i
(
CM,pk
2
)|α|p ‖vˆ‖p
0,p,Tˆ
=
l∑
i=0
(
d+ i− 1
i
)(
CM,pk
2
)ip ‖vˆ‖p
0,p,Tˆ
≤
(
d+ l
l
)(
CM,pk
2
)lp ‖vˆ‖p
0,p,Tˆ
und
‖vˆ‖l,∞,Tˆ = max
0≤|α|≤l
‖∂αvˆ‖0,∞,Tˆ ≤ max
0≤|α|≤l
(
CM,∞k2
)|α| ‖vˆ‖0,∞,Tˆ
≤ (CM,∞k2)l ‖vˆ‖0,∞,Tˆ .
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Der noch fehlende Beweis der lokalen inversen Ungleichung aus Lemma 4.5.1 kann nun wie
folgt gefu¨hrt werden.
Beweis (von Lemma 4.5.1) Der erste Fall wird in [EG04, Lemma 1.138] behandelt. Im Spe-
zialfall des Lagrangeschen Referenzelements bleibt die Beweisidee erhalten, wobei allerdings
die Lemmata und Folgerungen aus diesem Kapitel verwendet werden. Wie u¨blich zeigt man die
Aussage zuerst fu¨r m = 0. Mit (4.64) und (4.62) folgt zuna¨chst fu¨r das Referenzelement
‖vˆ‖l,p,Tˆ ≤
(
d+ l
l
) 1
p (
CM,pk
2
)l (
(q + 1)k2
)−d( 1
p
− 1
q
) ‖vˆ‖0,q,Tˆ . (4.65)
Um diese Abscha¨tzung fu¨r ein transformiertes Element zu erhalten, verwende (4.6), (4.8) und
(4.9) fu¨r 0 ≤ j ≤ l :
|v|pj,p,T ≤
{
Cj,d‖J−1T ‖jl2|det(JT )|1/p
}p |vˆ|p
j,p,Tˆ
≤
{
Cj,d
(
2
√
dσ0h
−1
T
)j (hT
2
) d
p
}p
‖vˆ‖p
j,p,Tˆ
≤
(4.65)
{(
d+ j
j
) 1
p
C˜(j, p, d, σ0)
(
hT
k2
)−j (
hT
2
) d
p (
(q + 1)k2
)−d( 1
p
− 1
q
)
}p
‖vˆ‖p
0,q,Tˆ
mit C˜(j, p, d, σ0) = Cj,d
(
2
√
dσ0CM,p
)j
. Die Ru¨cktransformation erfolgt mit (4.5), l = 0 und
liefert
|v|j,p,T ≤
(
d+ j
j
) 1
p
C˜(j, p, d, σ0)
(
hT
k2
)−j (
hT
2(q + 1)k2
)d( 1
p
− 1
q
)
‖v‖0,q,T . (4.66)
Fu¨r die entsprechende Sobolev-Norm gilt somit unter der Voraussetzung h−1T ≥ 1 fu¨r 0 ≤ j ≤ l
‖v‖pj,p,T =
j∑
s=0
|v|ps,p,T
≤
j∑
s=0
(
d+ s
s
){
C˜(s, p, d, σ0)
(
hT
k2
)−s(
hT
2(q + 1)k2
)d( 1
p
− 1
q
)
}p
‖v‖p0,q,T
≤
(
d+ 1 + j
j
){
C˜(j, p, d, σ0)
(
hT
k2
)−j (
hT
2(q + 1)k2
)d( 1
p
− 1
q
)
}p
‖v‖p0,q,T
(4.67)
und die Behauptung ist fu¨r m = 0 bewiesen. Sei jetzt 0 ≤ m ≤ l und α ein Multiindex mit
0 ≤ |α| ≤ l. Im Fall von |α| ≤ l −m folgt mit (4.67) aus
‖∂αv‖p0,p,T ≤
∑
|α|≤l−m
‖∂αv‖p0,p,T = ‖v‖pl−m,p,T
die Ungleichung
‖∂αv‖0,p,T ≤ C(l −m, p, d, σ0)
(
hT
k2
)m−l(
hT
2(q + 1)k2
)d( 1
p
− 1
q
)
‖v‖0,q,T
≤ C(l −m, p, d, σ0)
(
hT
k2
)m−l(
hT
2(q + 1)k2
)d( 1
p
− 1
q
)
‖v‖m,q,T
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mit C(j, p, d, σ0) =
(
d+1+j
j
)1/p
C˜(j, p, d, σ0). Diese Ungleichung ist auch fu¨r l −m ≤ |α| ≤ l
richtig, denn hier lassen sich zwei weitere Multiindizes β und γ angeben, fu¨r die α = β + γ,
|β| = l −m und |γ| ≤ m erfu¨llt ist. Analog zum ersten Fall folgt jetzt
‖∂αv‖0,p,T = ‖∂β (∂γv) ‖0,p,T
≤ C(l −m, p, d, σ0)
(
hT
k2
)m−l(
hT
2(q + 1)k2
)d( 1
p
− 1
q
)
‖∂γv‖0,q,T
≤ C(l −m, p, d, σ0)
(
hT
k2
)m−l(
hT
2(q + 1)k2
)d( 1
p
− 1
q
)
‖v‖m,q,T .
Da diese Ungleichung fu¨r 0 ≤ |α| ≤ l gilt, kann auch ‖v‖pl,p,T u¨ber die Definition abgescha¨tzt
werden und man erha¨lt die Behauptung mit
C(l,m, p, d, σ0) = Cl−m,d
(
2
√
dσ0CM,p
)l−m(d+ 1 + l −m
l −m
)1/p(
d+ l
l
)1/p
.
Die Gleichheit tritt bei der inversen Ungleichung ein, falls l = m = 0 und p = q ist.
Lemma 4.5.5 (globale inverse Ungleichung) Unter den Voraussetzungen des Lemmas 4.5.1
existiert fu¨r eine quasiuniforme Familie {T nh } von Partitionierungen fu¨r alle v ∈ Wh und
1. fu¨r 1 ≤ p, q ≤ ∞ ein C abha¨ngig von l,m, p, q, d, σ0, Tˆ , P (Tˆ ), Cqu mit( ∑
T∈T nh
‖v‖pl,p,T
) 1
p
≤ Chm−l+min(0,d( 1p− 1q ))
( ∑
T∈T nh
‖v‖qm,q,T
) 1
q
, (4.68)
2. fu¨r 1 ≤ q ≤ p ≤ ∞ und Pˆ = Qk(Tˆ ) ein C = C(l,m, p, d, σ0) mit( ∑
T∈T nh
‖v‖pl,p,T
) 1
p
≤ C
(
Cquh
k2
)m−l(
Cquh
2(q + 1)k2
)d( 1
p
− 1
q
)( ∑
T∈T nh
‖v‖qm,q,T
) 1
q
. (4.69)
Beweis Der Beweis der ersten Abscha¨tzung ist in [EG04, Lemma 1.141] zu finden. Die zweite
Abscha¨tzung folgt mit
C = C(l,m, p, d, σ0)
aus Lemma 4.5.1 und der Quasiuniformita¨t von {T nh }h>0
∑
T∈T nh
‖v‖pl,p,T ≤ Cp
(
Cquh
k2
)p(m−l)(
Cquh
2(q + 1)k2
)pd( 1
p
− 1
q
) ∑
T∈T nh
‖v‖pm,q,T . (4.70)
Das Ziehen der p-ten Wurzel liefert zusammen mit ‖·‖lp ≤ ‖·‖lq die Behauptung fu¨r p, q 6=∞.
Der Beweis fu¨r p, q =∞ erfolgt entsprechend aus den zugeho¨rigen Normen.
50
5 Discontinuous-Galerkin
Approximation
5.1 Formulierung der Methode
Dieses Kapitel beschreibt die Mechanismen zur Lo¨sung hyperbolischer, partieller Differenti-
algleichungen erster Ordnung. Die erste Discontinuous-Galerkin-Methode fu¨r diese Aufgabe
wurde in [RH73] vorgestellt. Numerische Tests, Stabilita¨tsaussagen und a priori Abscha¨tzungen
z.B. aus [JP86, Theoreme 2.1, 4.3], [EG04, Theoreme 5.73, 6.56] und [Joh87, S. 194, 208] zei-
gen fu¨r stationa¨re und instationa¨re Probleme sehr deutlich die U¨berlegenheit gegenu¨ber der
Standard-Galerkin-Methode.
Sei x ein Punkt auf τ = ∂T+ ∩ ∂T−, wobei T+ = T und T− ein Nachbarelement bezeichnet.
nT = n
+
T und n
−
T bezeichnen die dazugeho¨rigen Einheitsnormalenvektoren zu ∂T
± am Punkt x
und n = n+, n− den Einheitsnormalenvektor bzgl. τ ∈ Rn,n+1 bzw. τ ∈ Λn,n+1. Damit lassen
sich folgende Definitionen vornehmen (vgl. Abbildung 4.1):
v±(x) = lim
µ→+0
v(x− µn±), vn±(x) = v(tn ± 0, x1, . . . , xd). (5.1)
Es gilt U−(x) = gD(x) falls x ∈ ΣT . Im Folgenden sei f(v) = (f0(v), f1(v), . . . , fdx(v))T und
fx(v) = (f1(v), . . . , fdx(v))
T mit f0(v) = v. Eine schwache Formulierung von (3.12), (3.13)
und (3.14) ist z.B.:
Finde u ∈ W = W 1,∞(QT ) derart, dass
a(u, v) = 0 ∀v ∈ W 1,2(QT , Th) (5.2)
erfu¨llt ist.
Hierbei ist
a(v, w) =
N−1∑
n=0
∑
T∈T nh
{∫
T
L(v)w dx+
∫
∂T
(H(v)− f(v+T ) · n+T )w+T ds
}
(5.3)
mit der modifizierten Flussdichte von Lax-Friedrich
H(U) =
1
2
(
f(U+T ) + f(U
−
T )
) · n+T + CT (U+T − U−T ) . (5.4)
Die allg. Flussdichte von Lax-Friedrich lautet fu¨r f : Rm → Rd×m, f0(v) = v,m ∈ N
H(U) =
1
2
(
f(U+T ) + f(U
−
T )
) · n+T + 12α(U+T , U−T ) (U+T − U−T ) , (5.5)
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wobei α(v, w) = max
1≤i≤m
sup
z∈[v,w]
{|λi(f ′(z) · n+T )|} mit dem Eigenwert λi(A) von A ist (vgl.
[BO04, Section 4.4]).
In der allgemeinen Flussdichte von Lax-Friedrich undm = 1 wa¨re somit
CT (x, v, w) =

1
2
n+T (x) = ±(1, 0, . . . , 0),
1
2
sup
z∈[v(x),w(x)]
|fx′(z) · nx+(x)| sonst. (5.6)
Die modifizierte Flussdichte von Lax-Friedrich hingegen entsteht aus der Definition
CT (x) =

1
2
n+T (x) = ±(1, 0, . . . , 0),
C∂Ω0 x ∈ ∂Ω,
CΩ0 sonst,
(5.7)
mit C∂Ω0 , C
Ω
0 > 0 konstant. Zusa¨tzlich wird
‖f ′‖0,∞,·|∂Ω = max
v|∂Ω
‖f ′(v)‖l2 ≤ 1
2
C∂Ω0 ,
‖f ′‖0,∞,R = max
r∈R
‖f ′(r)‖l2 ≤ CΩ0
(5.8)
und
f(0) = 0 (5.9)
gefordert.
Bemerkung 5.1.1 Eine weitere Mo¨glichkeit, die Aufgabe zu formulieren, liefert die partielle
Integration von (5.3) :
a(v, w) =
N−1∑
n=0
∑
T∈T nh
{
−
∫
T
f(v) · ∇w dx+
∫
∂T
H(v)w+T ds
}
. (5.10)
Ist f(v) = bv linear mit einem Vektorfeld b ∈ C(QT )d, b0 = 1 und∇·b ∈ L∞(QT ), so folgt aus
(5.2) mitL(u) = b·∇u und (5.6) direkt die Discontinuous-Galerkin-Methode
N−1∑
n=0
∑
T∈T nh
∫
T
(b · ∇U) v dx+
N−1∑
n=1
∫
Ω
(Un+ − Un−)vn+ dxx +
∫
Ω
U0+v
0
+ dxx
+
N−1∑
n=0
∫
Rin,n+1
|bx · nx+|(U+ − U−)v+ ds+
N−1∑
n=0
∫
Λ−n,n+1
|bx · nx+|U+v+ ds
=
∫
Ω
u0v
0
+ dxx +
N−1∑
n=0
∫
Λ−n,n+1
|bx · nx+|gDv+ ds ∀v ∈ W nh ,
(5.11)
bzw. in stationa¨ren Fall Un+ − Un− = 0 fu¨r alle 0 ≤ n ≤ N − 1∑
T∈T nh
{∫
T
(bx · ∇U) v dx+
∫
∂T−
|bx · nx+|(U+T − U−T )v+T ds = 0. (5.12)
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Dies ist die Formulierung aus [JP86], jedoch mit v±JP (x) = limµ→±0v(x+µbx). Auf ∂T
− gilt dann
v±JP (x) = limµ→±0
v(x+ µbxn · n) = lim
µ→±0
v(x− µn) = v±(x).
Fu¨r diese Methode ist es mo¨glich einen Fehler von der Ordnung O(hk+1/2) bzgl. einer Norm,
die auch die Ableitung in Stromlinienrichtung beinhaltet, zu zeigen. Diese Eigenschaft weist die
Standard-Galerkin-Methode nur in Verbindung mit einer Stabilisierungsmethode auf. Numeri-
sche Tests zeigen zudem, dass die Methode bei Partitionierungen aus der Praxis ha¨ufig einen
Fehler der Form O(hk+1) besitzt. Trotz dieser erweiterten Kontrolle des Fehlers treten bei mo-
deraten Gitterweiten nichtphysikalische Oszillationen auf.
5.2 Shock-capturing
Als Ausweg bietet sich das Hinzufu¨gen eines Termes mit isotroper ku¨nstlicher Diffusion, der
fu¨r h → 0 verschwindet, an. Eine solche Methode, die z.B. den klassischen ku¨nstlichen Diffu-
sionsterm ChT (∇U,∇v)0,2,T entha¨lt, erzeugt nichtoszillierende Lo¨sungen. Der Nachteil dieses
Vorgehens liegt zum einen in der Addition von Diffusion in sa¨mtliche Richtungen und zum
anderen in der Skalierung der Diffusion. Als Konsequenz ist der Fehler bestenfalls von der
Ordnung O(h). Sogar bei einer glatten, kontinuierlichen Lo¨sung im Zusammenhang mit einer
Diskretisierung ho¨herer Ordnung kann die Fehlerordnung nicht verbessert werden. Die Auf-
gabe besteht nun darin, nicht zu viel ku¨nstliche Diffusion in der richtigen Art und Weise hin-
zuzufu¨gen, so dass der Fehler von akzeptabler Ordnung ist. Im Gegenzug muss jedoch auch
sichergestellt werden, dass die zusa¨tzliche Diffusion ausreichend ist, um u¨berma¨ßiges Oszillie-
ren zu vermeiden.
Eine Mo¨glichkeit, die zusa¨tzliche Diffusion zu konstruieren, besteht in der Verwendung einer
Diskretisierungsmethode, die mit einer Konstanten C > 0 unabha¨ngig von h eine Ungleichung
der Form
‖U‖0,∞,QT ≤ C {‖u0‖0,∞,Ω + ‖gD‖0,∞,ΣT } , ∀h > 0
erfu¨llt. Diese Aussage garantiert, unabha¨ngig von der Gitterweite h, zusa¨tzliche Stabilita¨t der
diskreten Lo¨sung.
Eine solche Methode im Discontinuous-Galerkin Kontext wird in [JJS95] vorgestellt. Zum Ziel
fu¨hrte hier die Addition von anisotroper ku¨nstlicher Diffusion in Stromlinienrichtung und eine
residual basierte, isotrope Diffusion.
Alternative Shock-capturing-Methoden finden sich in den U¨bersichten [JK07] und [JK08b]. Die
isotrope Diffusion aus [JJS95] findet sich hier in einer normierten Variante unter [JK07, (18)]
wieder.
In dieser Arbeit hingegen soll u.a. untersucht werden, ob die genannte Stabilita¨tsaussage auch
mit einer isotropen Diffusion garantiert werden kann. Die dafu¨r entwickelte Analysis (siehe
Lemma 5.4.8) verallgemeinert daru¨ber hinaus fu¨r quasiuniforme Familien von Partitionierungen
{T nh }h>0 die L∞(L∞)-Abscha¨tzung aus [Sze89a], [Sze91] und [JJS95] auf Ansatzfunktionen
ho¨herer Ordnung.
Ferner soll die Frage beantwortet werden, ob die Vernachla¨ssigung des Stromliniendiffusions-
terms der Methode erlaubt mit einem Fehler aufzuwarten, dessen Ordnung nicht durch Eins
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beschra¨nkt ist. Als Vorteil gegenu¨ber der Methode in [JJS95] ist die geringere Abha¨ngigkeit
vom Differentialoperator L zu sehen.
Die oben angesprochene Art der Stabilisierung wird realisiert, indem die ku¨nstliche Diffusion
geeignet auf die feinen Skalen projiziert wird. Dies ergibt einen Stabilisierungsterm, der Fluk-
tuationen des Gradienten entha¨lt. Eine derartige Vorgehensweise wird als lokale Projektions
Stabilisierung (LPS) bezeichnet [BB04], [Hei07], [MST07], [KL09]. Im Gegensatz dazu exis-
tieren in der Literatur Methoden, die die feinen Skalen mit ku¨nstlicher Diffusion stabilisie-
ren, d.h. es wird der Gradient der Fluktuationen verwendet [Gue99], [EG04]. Beide Techniken
ko¨nnen auch als ein Modell fu¨r den Einfluss der nichtaufgelo¨sten Skalen auf die feinen Skalen
gedeutet werden und sind daher ebenso den Variationellen Mehrskalen (VMS) Methoden zuzu-
ordnen. Siehe hierzu unter anderem die Arbeiten [JK08a], [JKL06] und [KR05], inklusive der
dort angegebenen Quellen.
In der Literatur werden die groben Skalen zum einen durch ein Gitter mit gro¨ßerer Maschen-
weite (subgrid artificial viscosity) und zum anderen durch einen Polynomraum niedrigerer Ord-
nung dargestellt. Im weiteren Verlauf werden die groben Skalen allerdings durch eine Linear-
kombination von ausgewa¨hlten Basispolynomen aus Qk(T ) repra¨sentiert. Die Verwirklichung
dieses Vorhabens leistet der schon in (4.50) definierte Fluktuationsoperator P ′h bzw. die ”VMS-
Skalierung“ der ku¨nstlichen Diffusion ˆvms(U, v) aus (4.54):
(P ′h(∇U), P ′h(∇v))0,T,h = ˆvms(U, v) (∇U,∇v)0,T ≈ s(ˆvms(U, v))︸ ︷︷ ︸
=ˆcoervms (U,v)
(∇U,∇v)0,T .
Die Funktion s : R→ R ist eine Lipschitz-stetige Funktion, die im Wesentlichen wie die Iden-
tita¨t wirkt. Allerdings ist sie in einer Umgebung der Null modifiziert, so dass fu¨r nichtnegatives
ˆvms(U, v) die fu¨r die Analysis notwendige Bedingung ˆcoervms(U, v) ≥ ˆminvms > 0 erfu¨llt ist. Mit der
Lipschitz-Stetigkeit von s folgt direkt
|s(x
z
)z − s(y
z
)z| ≤ L[s]|x− y| ∀z ∈ R. (5.13)
Eine Mo¨glichkeit besteht in der Wahl von
s(x) = C4 + (x− C4)e−
7·38C84
8·28(x−C4)8 , C4 > 0. (5.14)
Bei dieser Wahl liegt die einzige Nullstelle zwischen−C4 und−C4/2. Ferner ist
s(x) ≥ ˆminvms ≈ C4, x ≥ 0
und an den beiden Wendestellen−C4/2 und 5/2C4 nimmt s′(x) das Maximum 8 exp(−7/8) an.
Fu¨r kleines ˆvms(U, v) > 0 erlischt somit der VMS-Charakter des Verfahrens auf dem entspre-
chenden Element T und resultiert schlechtestenfalls in einem Fehler der OrdnungO(h1/2/k1/2)
(vgl. Theorem 6.1.3).
Betrachte jetzt das Problem:
Finde U ∈ Wh derart, dass fu¨r n = 0, 1, . . . , N − 1 und U ≡ UQn,n+1 ∈ W nh
a(U, v) +
∑
T∈T nh
ˆ(U)ˆcoervms(U, v) (∇U,∇v)0,T = 0 ∀v ∈ W nh . (5.15)
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Abbildung 5.1: s(x) = C4 + (x− C4)e−
7·38C84
8·28(x−C4)8 , C4 = 0.1
In dieser Formulierung ist
ˆ(U) = ˆ1(U) + ˆ2(U) + ˆ3(U)
= C1(k)hTmax
T
(‖f ′(U)‖l2) + C2(k)h2−βT max
T
(‖f ′(U)‖l2)max
T
(‖∇U‖l2)
+ C3(k)h
2−β
T R(U), 0 < β < 1/2
(5.16)
mit
R(U) = h−1T
(
max
∂∗T
(∣∣[f(U+T )− f(U−T )] · n+T ∣∣)+ max
∂∗T
(
CT
∣∣U+T − U−T ∣∣)) (5.17)
und ∂∗T = {x ∈ ∂T : x 6∈ Rn+1} konstant auf T.Bei der Konvergenzanalysis wird daru¨ber hin-
aus die Abha¨ngigkeit des Fehlers vom Polynomgrad betrachtet. Dazu wird bei der ku¨nstlichen
Diffusion das Innenprodukt (·, ·)0,T,GL verwendet und die Definition des Koeffizienten ˆ(U)
modifiziert:
ˆ(U) = ˆ1(U) + ˆ2(U) + ˆ3(U)
= C1
hT
k
max
T
(‖f ′(U)‖l2) + C2
(
hT
k2+d/2
)2−β
max
T
(‖f ′(U)‖l2)max
T
(‖∇U‖l2)
+ C3
(
hT
k2+d/2
)2−β
R(U)
(5.18)
mit 0 < β < min
(
1
2
, 3
d+4
)
und
R(U) =
k
hT
(
max
∂∗T
(∣∣[f(U+T )− f(U−T )] · n+T ∣∣)+ max
∂∗T
(
CT
∣∣U+T − U−T ∣∣)) . (5.19)
Die Konstanten C1, C2, C3 > 0 werden jeweils in den entsprechenden Kapiteln definiert. Neben
diesen Konstanten sind β, die verwendete Quadraturformel und der Raum mit den groben Ska-
len PK,kh (∇Qk(T )) ⊆ ∇Qk(T ) Parameter des ku¨nstlichen Diffusionsterms. Fu¨r PK,kh (∇Qk(T ))
sind theoretisch die beiden Grenzfa¨lle
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1. PK,kh (∇Qk(T )) = ∇Qk(T ) : Der Grobraum entha¨lt alle Skalen, so dass keine feinskali-
gen Elemente auftreten und der ku¨nstliche Diffusionsterm verschwindet.
2. PK,kh (∇Qk(T )) = {0} : Die Stabilisierung wirkt auf alle Skalen.
mo¨glich, wobei fu¨r den ersten Fall nichts zu zeigen ist.
Bemerkung 5.2.1 Zur Existenz und Eindeutigkeit der diskreten Lo¨sung vgl. z.B. [JS86b].
Bemerkung 5.2.2 Die schwache Formulierung (5.15) ergibt fu¨r k = 0 auch eine Finite-
Volumen-Methode nach [BO04, Definition 2.3]. Vgl. dazu auch den Abschnitt 2.2.6 in der glei-
chen Quelle.
Bemerkung 5.2.3 Unter den Voraussetzungen von (5.11) und mit der Definition (5.7) ergibt
sich die Formulierung
N−1∑
n=0
∑
T∈T nh
{∫
T
(b · ∇U) v dx+ ˆ(U)ˆcoervms(U, v) (∇U,∇v)0,T
}
+
N−1∑
n=1
∫
Ω
(Un+ − Un−)vn+ dxx +
∫
Ω
U0+v
0
+ dxx
+
N−1∑
n=0
∫
Rin,n+1
1
2
bx · nx+(U− − U+)(v+ + v−) + CΩ0 (U+ − U−)(v+ − v−) ds
+
N−1∑
n=0
∫
Λ−n,n+1
−1
2
bx · nx+U+v+ + C∂Ω0 U+v+ ds
=
∫
Ω
u0v
0
+ dxx +
N−1∑
n=0
∫
Λ−n,n+1
−1
2
bx · nx+gDv+ + C∂Ω0 gDv+ ds ∀v ∈ W nh .
(5.20)
5.3 L∞(L2)-Abscha¨tzung der diskreten Lo¨sung
Dieser Abschnitt dient dazu einige Bezeichnungen und Hilfsaussagen fu¨r die L∞(L∞)-Ab-
scha¨tzung einzufu¨hren und mit dem Theorem 5.3.1 das Hauptresultat dieses Kapitels vorzube-
reiten.
Fu¨r die Definition
b(v, w) =
N−1∑
n=0
∑
T∈T nh
{∫
T
∇ · f(v)w dx+ ˆ1(v)ˆcoervms(v, w) (∇v,∇w)0,T
+
∫
∂T
[H(v)− f(v+T ) · n+T ]w+T ds
} (5.21)
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folgt mitH(v)−f(v+T )·n+T = 12
[
f(v−T )− f(v+T )
]·n+T+CT (v+T−v−T ) undw = η′(v)ϕ
b(v, η′(v)ϕ)
=
N−1∑
n=0
∑
T∈T nh
{∫
T
∇ · f(v)η′(v)ϕdx+ ˆ1(v)ˆcoervms(v, η′(v)ϕ) (∇v,∇(η′(v)ϕ))0,T
+
∫
∂T
1
2
[
f(v−T )− f(v+T )
] · n+T η′(v)ϕds+ ∫
∂T
CT (v
+
T − v−T )η′(v)ϕds
}
.
(5.22)
Hierbei bezeichnet q = (η, q1, . . . , qdx) das Entropie-Paar, wobei zusa¨tzlich die Forderung
η′(0) = 0 (5.23)
erfu¨llt sein soll.
Mit der Kompatibilita¨tsbedingung (3.16) folgt
∇ · f(v)η′(v) =
dx∑
i=0
η′(v)f ′i(v)vxi =
dx∑
i=0
q′i(v)vxi = ∇ · q(v),
so dass sich∫
T
∇ · f(v)η′(v)ϕdx =
∫
T
∇ · q(v)ϕdx = −
∫
T
q(v) · ∇ϕdx+
∫
∂T
q(v) · nTϕds
ergibt. Insgesamt resultiert
b(v, η′(v)ϕ) =
N−1∑
n=0
∑
T∈T nh
{
ˆ1(v)ˆ
coer
vms(v, η
′(v)ϕ) (∇v,∇(η′(v)ϕ))0,T
+
∫
∂T
1
2
[
f(v−T )− f(v+T )
] · n+T η′(v)ϕds+ ∫
∂T
CT (v
+
T − v−T )η′(v)ϕds
}
+
∫
∂T
q(v) · nTϕds−
∫
[0,tN ]×Ω
q(v) · ∇ϕdx.
(5.24)
Fu¨r die na¨chsten U¨berlegungen ist es wichtig, dass ϕn−(x) = ϕ
n
+(x) = ϕ
n(x) erfu¨llt ist. Mit
dxx = dx1dx2 . . . dxdx folgt die Identita¨t∑
T∈T nh
∫
∂T
q(v) · nTϕds
=
∑
τ∈Rn+1
∫
τ
q(v) · nϕds+
∑
τ∈Rn
∫
τ
q(v) · nϕds
+
∑
τ∈Rin,n+1
∫
τ
[
q(v+)− q(v−)] · n+ϕds+ ∑
τ∈Λn,n+1
∫
τ
q(v+) · n+ϕds
=
∫
Ω
η(vn+1− )ϕ
n+1 dxx −
∫
Ω
η(vn+)ϕ
n dxx
+
∑
τ∈Rin,n+1
∫
τ
[
q(v+)− q(v−)] · n+ϕds+ ∑
τ∈Λn,n+1
∫
τ
q(v+) · n+ϕds.
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Aufsummierung u¨ber n liefert
N−1∑
n=0
∑
T∈T nh
∫
∂T
q(v) · nTϕds
=
∫
Ω
η(vN− )ϕ
N dxx −
∫
Ω
η(v0−)ϕ
0 dxx +
N−1∑
n=0
∫
Ω
[
η(vn−)− η(vn+)
]
ϕn dxx
+
N−1∑
n=0
 ∑
τ∈Rin,n+1
∫
τ
[
q(v+)− q(v−)] · n+ϕds+ ∑
τ∈Λn,n+1
∫
τ
q(v+) · n+ϕds
 .
Schließlich folgt
b(v, η′(v)ϕ) =
N−1∑
n=0
∑
T∈T nh
ˆ1(v)ˆ
coer
vms(v, η
′(v)ϕ) (∇v,∇(η′(v)ϕ))0,T
+
∫
Ω
η(vN− )ϕ
N dxx −
∫
Ω
η(v0−)ϕ
0 dxx
−
∫
[0,tN ]×Ω
q(v) · ∇ϕdx
+
N−1∑
n=0
∫
Ω
[
η(vn−)− η(vn+)
]
ϕn dxx
+
N−1∑
n=0
∑
τ∈Rin,n+1
∫
τ
[
q(v+)− q(v−)] · n+ϕds
+
N−1∑
n=0
∑
τ∈Λn,n+1
∫
τ
q(v+) · n+ϕds
+
N−1∑
n=0
∑
T∈T nh
{∫
∂T
1
2
[
f(v−T )− f(v+T )
] · n+T η′(v)ϕds
+
∫
∂T
CT (v
+
T − v−T )η′(v)ϕds
}
.
(5.25)
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Damit ko¨nnen die beiden letzten Randintegrale analog behandelt werden:
∑
T∈T nh
∫
∂T
1
2
[
f(U−T )− f(U+T )
] · n+T η′(U)ϕds
=
∑
τ∈Rn+1
∫
τ
1
2
(U− − U+)η′(U)ϕds−
∑
τ∈Rn
∫
τ
1
2
(U− − U+)η′(U)ϕds
+
∑
τ∈Rin,n+1
{∫
τ
1
2
[
f(U−)− f(U+)] · n+η′(U+)ϕds
+
∫
τ
1
2
[f(U+)− f(U−)] · n−η′(U−)ϕds
}
+
∑
τ∈Λn,n+1
∫
τ
1
2
[
f(gD)− f(U+)
] · n+η′(U+)ϕds
=
∫
Ω
1
2
(Un+1+ − Un+1− )η′(Un+1− )ϕn+1 dxx −
∫
Ω
1
2
(Un− − Un+)η′(Un+)ϕn dxx
+
∑
τ∈Rin,n+1
∫
τ
1
2
[
f(U−)− f(U+)] · n+ [η′(U+) + η′(U−)]ϕds
+
∑
τ∈Λn,n+1
∫
τ
1
2
[
f(gD)− f(U+)
] · n+η′(U+)ϕds,
∑
T∈T nh
∫
∂T
CT (U
+
T − U−T )η′(U)ϕds
=
∑
τ∈Rn+1
∫
τ
1
2
(U+ − U−)η′(U)ϕds+
∑
τ∈Rn
∫
τ
1
2
(U+ − U−)η′(U)ϕds
+
∑
τ∈Rin,n+1
{∫
τ
CΩ0 (U
+ − U−)η′(U+)ϕds+
∫
τ
CΩ0 (U
− − U+)η′(U−)ϕds
}
+
∑
τ∈Λn,n+1
∫
τ
C∂Ω0 (U
+ − gD)η′(U+)ϕds
=
∫
Ω
1
2
(Un+1− − Un+1+ )η′(Un+1− )ϕn+1 dxx +
∫
Ω
1
2
(Un+ − Un−)η′(Un+)ϕn dxx
+
∑
τ∈Rin,n+1
∫
τ
CΩ0 (U
+ − U−) [η′(U+)− η′(U−)]ϕds
+
∑
τ∈Λn,n+1
∫
τ
C∂Ω0 (U
+ − gD)η′(U+)ϕds.
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Letztendlich ergibt sich die Identita¨t∑
T∈T nh
{∫
∂T
1
2
[
f(U−T )− f(U+T )
] · n+T η′(U)ϕds+ ∫
∂T
CT (U
+
T − U−T )η′(U)ϕds
}
= −
∫
Ω
(Un− − Un+)η′(Un+)ϕn dxx
+
∑
τ∈Rin,n+1
∫
τ
1
2
[
f(U−)− f(U+)] · n+ [η′(U+) + η′(U−)]ϕds
+
∑
τ∈Rin,n+1
∫
τ
CΩ0 (U
+ − U−) [η′(U+)− η′(U−)]ϕds
+
∑
τ∈Λn,n+1
∫
τ
1
2
[
f(gD)− f(0)− f(U+) + f(0)
] · n+η′(U+)ϕds
+
∑
τ∈Λn,n+1
∫
τ
C∂Ω0 (U
+ − gD)η′(U+)ϕds.
(5.26)
Setze
E0(f, η, v, ϕ) =
N−1∑
n=0
∑
T∈T nh
ˆ1(v)ˆ
coer
vms(v, η
′(v)ϕ) (∇v,∇(η′(v)ϕ))0,T ,
E1(f, η, v, ϕ) =
N−1∑
n=0
∫
Ω
[
η(vn−)− η(vn+)− η′(vn+)(vn− − vn+)
]
ϕn dxx
(5.27)
und
E2(f, η, v, ϕ) =
N−1∑
n=0
∑
τ∈Rin,n+1
∫
τ
[
q(v+)− q(v−)
− 1
2
[
f(v+)− f(v−)] [η′(v+) + η′(v−)]] · n+ϕds.
(5.28)
Aus
η′(v+)− η′(v−) = (v+ − v−)
∫ 1
0
η′′(v− + r(v+ − v−))dr
folgt
E3(f, η, v, ϕ) =
N−1∑
n=0
∑
τ∈Rin,n+1
∫
τ
CΩ0 (v
+ − v−) [η′(v+)− η′(v−)]ϕds
=
N−1∑
n=0
∑
τ∈Rin,n+1
∫
τ
CΩ0 (v
+ − v−)2
[∫ 1
0
η′′(v− + r(v+ − v−))dr
]
ϕds.
(5.29)
Die Beru¨cksichtigung der Kanten in Λn,n+1 erfolgt fu¨r
q(v) =
∫ v
0
η′(r)f ′(r) dr
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mit
E4(f, η, v, ϕ) =
N−1∑
n=0
∑
τ∈Λn,n+1
∫
τ
[
q(v+)− q(0)− 1
2
[
f(v+)− f(0)] η′(v+)] · n+ϕds,
E5(f, η, v, ϕ) =
N−1∑
n=0
∑
τ∈Λn,n+1
∫
τ
C∂Ω0 v
+η′(v+)ϕds, (5.30)
F4(f, η, v, ϕ) = −
N−1∑
n=0
∑
τ∈Λn,n+1
∫
τ
1
2
f(gD) · n+η′(v+)ϕds (5.31)
(5.32)
und
F5(f, η, v, ϕ) =
N−1∑
n=0
∑
τ∈Λn,n+1
∫
τ
C∂Ω0 gDη
′(v+)ϕds. (5.33)
Mit den neu eingefu¨hrten Bezeichnungen la¨sst sich die diskrete, stabilisierte Aufgabe (5.15) fu¨r
v = η′(U)ϕ schreiben als
b1(U, η
′(U)ϕ) +
N−1∑
n=0
∑
T∈T nh
(ˆ2(U) + ˆ3(U)) ˆ
coer
vms(U, η
′(U)ϕ) (∇U,∇(η′(U)ϕ))0,T
=
5∑
i=4
Fi(f, η, U, ϕ),
(5.34)
wobei
b1(v, η
′(v)ϕ) =
∫
Ω
η(vN− )ϕ
N dxx −
∫
Ω
η(v0−)ϕ
0 dxx
−
∫
[0,tN ]×Ω
q(v) · ∇ϕdx
+
5∑
i=0
Ei(f, η, v, ϕ)
(5.35)
ist.
Zusa¨tzlich wird a1(·, ·) ohne den entsprechenden Anteil der ku¨nstlichen Diffusion von b1(·, ·)
definiert:
a1(v, η
′(v)ϕ) =
∫
Ω
η(vN− )ϕ
N dxx −
∫
Ω
η(v0−)ϕ
0 dxx
−
∫
[0,tN ]×Ω
q(v) · ∇ϕdx
+
5∑
i=1
Ei(f, η, v, ϕ).
(5.36)
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Fu¨r die nachfolgenden Zwecke ist es wichtig, dass
∑5
i=1Ei(f, η, v, ϕ) nicht negativ ist. Die
na¨chsten U¨berlegungen gewa¨hrleisten diese Forderung. Die Nichtnegativita¨t vonE1 folgt direkt
aus einer Eigenschaft u¨ber konvexe Funktionen [Alt02, Satz 3.2.1].
Betrachte jetzt[
q(v+)− q(v−)− 1
2
[
f(v+)− f(v−)] [η′(v+) + η′(v−)]] · n+
=
[∫ v+
v−
[q′ − f ′η′] dr +
∫ v+
v−
f ′
(
η′ − 1
2
[
η′(v+) + η′(v−)
])
dr
]
· n+.
Das erste Integral verschwindet wegen der Kompatibilita¨tsbedingung (3.16).Mit [v] = v+−v−
und der Substitution r = v− + s[v] folgt[
q(v+)− q(v−)− 1
2
[
f(v+)− f(v−)] [η′(v+) + η′(v−)]] · n+
=
∫ 1
0
f ′(v− + s[v]) · n+
(
η′(v− + s[v])− 1
2
[
η′(v+) + η′(v−)
])
[v] ds.
Die Konvexita¨t von η bzw. die wachsende Monotonie von η′ liefert
[η′(v− + s[v])− η′(v−)][v] ≥ 0
und
[η′(v− + s[v])− η′(v+)][v] = [η′(v+ − (1− s)[v])− η′(v+)][v] ≤ 0.
Damit gilt ∣∣∣∣(η′(v− + s[v])− 12 [η′(v+) + η′(v−)]
)
[v]
∣∣∣∣
=
∣∣∣∣(12[η′(v− + s[v])− η′(v−)] + 12[η′(v− + s[v])− η′(v+)]
)
[v]
∣∣∣∣
≤ 1
2
(
[η′(v− + s[v])− η′(v−)]− [η′(v+ − (1− s)[v])− η′(v+)]) [v] = 1
2
I
und schließlich ∣∣∣∣[q(v+)− q(v−)− 12 [f(v+)− f(v−)] [η′(v+) + η′(v−)]
]
· n+
∣∣∣∣
≤ 1
2
‖f ′‖0,∞,R
∫ 1
0
I ds.
Die untere Schranke ergibt mit der Substitution ξ = 1−s und durch (5.8)[
q(v+)− q(v−)− 1
2
[
f(v+)− f(v−)] [η′(v+) + η′(v−)]] · n+ ≥
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− 1
2
‖f ′‖0,∞,R
(∫ 1
0
[η′(v− + s[v])− η′(v−)][v] ds−
∫ 1
0
[η′(v+ − ξ[v])− η′(v+)][v] dξ
)
sowie nach Anwendung des Mittelwertsatzes[
q(v+)− q(v−)− 1
2
[
f(v+)− f(v−)] [η′(v+) + η′(v−)]] · n+
≥−1
2
‖f ′‖0,∞,R
∫ 1
0
∫ 1
0
[η′′(v− + ts[v]) + η′′(v+ − ts[v])][v]2sdtds
= −1
2
[v]2‖f ′‖0,∞,R
∫ 1
0
∫ s
0
[η′′(v− + r[v]) + η′′(v+ − r[v])] drds
≥−1
2
[v]2‖f ′‖0,∞,R
∫ 1
0
∫ 1
0
[η′′(v− + r[v]) + η′′(v+ − r[v])] drds
= −1
2
[v]2‖f ′‖0,∞,R
∫ 1
0
[η′′(v− + r[v]) + η′′(v+ − r[v])] dr
= −[v]2‖f ′‖0,∞,R
∫ 1
0
η′′(v− + r[v]) dr,
wobei η′′ ≥ 0 und ∫ 1
0
η′′(v+− r[v])dr = ∫ 1
0
η′′(v−+ r[v])dr benutzt wurde. E2 la¨sst sich somit
fu¨r nichtnegative ϕ wie folgt abscha¨tzen:
E2(f, η, v, ϕ) ≥ −
N−1∑
n=0
∑
τ∈Rin,n+1
∫
τ
‖f ′‖0,∞,R
(∫ 1
0
η′′(v− + r[v]) dr
)
[v]2ϕds.
Zusammen mit der Definition (5.29) fu¨r E3 ergibt sich nun
E2(f, η, v, ϕ) + E3(f, η, v, ϕ)
≥
N−1∑
n=0
∑
τ∈Rin,n+1
∫
τ
(
CΩ0 − ‖f ′‖0,∞,R
)(∫ 1
0
η′′(v− + r[v]) dr
)
[v]2ϕds,
(5.37)
so dass mit der Annahme (5.8) jetzt
E2(f, η, v, ϕ) + E3(f, η, v, ϕ) ≥ 0
gewa¨hrleistet ist.
Wegen (5.23) ko¨nnenE4 undE5 analog zuE2 undE3 behandelt werden:
E4(f, η, v, ϕ) + E5(f, η, v, ϕ)
≥
N−1∑
n=0
∑
τ∈Λn,n+1
∫
τ
(
C∂Ω0 − ‖f ′‖0,∞,·|∂Ω
) ∫ 1
0
η′′(rv+) dr(v+)2ϕds
≥
N−1∑
n=0
∑
τ∈Λn,n+1
∫
τ
1
2
C∂Ω0
∫ 1
0
η′′(rv+) dr(v+)2ϕds ≥ 0.
(5.38)
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Betrachte jetzt ein weiteres Mal die diskrete, stabilisierte Aufgabe (5.15) bzw. (5.34) speziell
mit η(v) = v2/2, v = U, ϕ = 1 :
b1(U,U) +
N−1∑
n=0
∑
T∈T nh
(ˆ2(U) + ˆ3(U)) ˆ
coer
vms(U,U) (∇U,∇U)0,T =
5∑
i=4
Fi(f, U
2/2, U, 1).
(5.39)
Insgesamt gilt damit die Identita¨t
b1(U,U) = b1(U, η
′(U)ϕ)
=
∫
Ω
η(UN− )ϕ
N dxx −
∫
Ω
η(U0−)ϕ
0 dxx −
∫
[0,tN ]×Ω
q(U) · ∇ϕdx
+
5∑
i=0
Ei(f, η, U, ϕ)
=
1
2
∫
Ω
(UN− )
2 dxx − 1
2
∫
Ω
(U0−)
2 dxx +
5∑
i=0
Ei(f, U
2/2, U, 1).
(5.40)
Aufgrund der Nichtnegativita¨t der Terme
∑3
i=1Ei(f, U
2/2, U, 1) erlaubt (5.39), (5.40) und
U0− = u0 die Aufstellung der Ungleichung
1
2
∫
Ω
(UN− )
2 dxx +
N−1∑
n=0
∑
T∈T nh
ˆ1(U)ˆ
coer
vms(U,U) (∇U,∇U)0,T +
1
2
C∂Ω0 ‖U+‖20,2,ΣT
≤ 1
2
∫
Ω
(u0)
2 dxx +
5∑
i=4
Fi(f, U
2/2, U, 1). (5.41)
Abschließend folgt die Behandlung der RandtermeFi(f, U2/2, U, 1), i = 4, 5.
F4(f, U
2/2, U, 1) + F5(f, U
2/2, U, 1)
=
N−1∑
n=0
∑
τ∈Λn,n+1
−
∫
τ
1
2
f(gD) · n+U+ ds+
∫
τ
C∂Ω0 gDU
+ ds
≤
(5.9)
N−1∑
n=0
∑
τ∈Λn,n+1
∫
τ
(∫ 1
0
1
2
∣∣f ′(rgD) · n+ ∣∣ dr + C∂Ω0 ) ∣∣ gDU+∣∣ ds (5.42)
≤
∫
ΣT
1
2
(∫ 1
0
1
2
∣∣f ′(rgD) · n+ ∣∣ dr + C∂Ω0 )2 1C∂Ω0 g2D ds+
∫
ΣT
1
2
C∂Ω0 (U
+)2 ds
≤ 25
32
C∂Ω0 ‖gD‖20,2,ΣT +
1
2
C∂Ω0 ‖U+‖20,2,ΣT .
Es folgt
1
2
‖UN− ‖20,2,Ω +
N−1∑
n=0
∑
T∈T nh
ˆ(U)ˆcoervms(U,U)‖∇U‖20,2,T +
1
2
C∂Ω0 ‖U+‖20,2,ΣT
≤ 1
2
‖u0‖20,2,Ω + C∂Ω0 ‖gD‖20,2,ΣT +
1
2
C∂Ω0 ‖U+‖20,2,ΣT ,
(5.43)
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bzw.
1
2
‖UN− ‖20,2,Ω +
N−1∑
n=0
∑
T∈T nh
ˆ(U)ˆcoervms(U,U)‖∇U‖20,2,T
≤ 1
2
‖u0‖20,2,Ω + C∂Ω0 ‖gD‖20,2,ΣT = C5.
(5.44)
Das na¨chste Ziel ist, eine Abscha¨tzung der diskreten Lo¨sung fu¨r alle t ∈ (0, T ) zu erhalten.
Betrachte dazu die Darstellung von einem festem X ∈ Ω als Startpunkt einer Charakteristik
x = x(t, ts, X) zum Zeitpunkt t = ts. Es wird angenommen, dass x lokal existiert und eindeutig
ist. Fu¨r (3.1) ist x(t, ts, X) = fx′(u(ts, X))(t − ts) + X. Somit gilt fu¨r ein fixes t′, p ∈ N und
F (X) = x(t′, ts, X)
‖v(t′, ·)‖p0,p,Ω =
∫
Ω
v(t′, y)p dy =
∣∣∣ y = F (X)dy = |∂F/∂X|dX=dX ∣∣∣
=
∫
F−1(Ω)
v(t′, x(t′, ts, X))p dX.
(5.45)
Fu¨r tN−1 ≤ t ≤ tN gilt damit
‖U(t, ·)‖p0,p,Ω = ‖UN− ‖p0,p,Ω −
∫ tN
t
∂
∂t′
‖U(t′, ·)‖p0,p,Ω dt′
= ‖UN− ‖p0,p,Ω −
∫ tN
t
∫
F−1(Ω)
∂
∂t′
U(t′, x(t′, ts, X))p dXdt′
= ‖UN− ‖p0,p,Ω − p
∫ tN
t
∫
F−1(Ω)
Up−1(Ut +∇U · x˙) dXdt′
= ‖UN− ‖p0,p,Ω − p
∫ tN
t
∫
F−1(Ω)
Up−1(Ut +∇U · fx′(U)) dXdt′
=
∣∣∣ y = F (X)dy = dX ∣∣∣ = ‖UN− ‖p0,p,Ω − p ∫ tN
t
∫
Ω
Up−1(Ut +∇U · fx′(U) dydt′
= | xx = y | = ‖UN− ‖p0,p,Ω − p
∫ tN
t
∫
Ω
Up−1(t′, xx) div f(U(t′, xx)) dxxdt′.
(5.46)
Vermo¨ge dieser Darstellung erfolgt fu¨r p = 2 die Abscha¨tzung der diskreten Lo¨sung in der
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L2-Norm:
‖U(t, ·)‖20,2,Ω ≤ ‖UN− ‖20,2,Ω + 2
∫ tN
t
∫
Ω
|U(t′, xx) div f(U(t′, xx))| dxxdt′
≤ ‖UN− ‖20,2,Ω + 2
∫ tN
t
∫
Ω
C1 min
T∈T N−1h
{hT}
‖f ′(U)‖l2 | div f(U)|
2 dxxdt
′
+ 2
∫ tN
t
∫
Ω
‖f ′(U)‖l2
4C1 min
T∈T N−1h
{hT}U
2 dxxdt
′
≤ ‖UN− ‖20,2,Ω + 2
∫ tN
t
∫
Ω
C1 min
T∈T N−1h
{hT}
‖f ′(U)‖l2 ‖f
′(U)‖2l2‖∇U‖2l2 dxxdt′
+
‖f ′‖0,∞,R
2C1 min
T∈T N−1h
{hT}
∫ tN
t
‖U(t′, ·)‖20,2,Ω dt′
≤ ‖UN− ‖20,2,Ω + 2C1
∑
T∈T N−1h
hTmax
x∈T
‖f ′(U)‖l2
∫
T
∇U · ∇U dx
+
CΩ0
2C1 min
T∈T N−1h
{hT}
∫ tN
t
‖U(t′, ·)‖20,2,Ω dt′.
(5.47)
Insgesamt gilt mit (5.8) und der Gronwallschen Ungleichung (Lemma 2.3.11)
‖U(t, ·)‖20,2,Ω
≤ ‖UN− ‖20,2,Ω +
CΩ0
2C1 min
T∈T N−1h
{hT}
∫ tN
t
‖U(t′, ·)‖20,2,Ω dt′
+ 2C1
∑
T∈T N−1h
hTmax
x∈T
‖f ′(U)‖l2
∫
T
∇U · ∇U dx
≤ C6
2C1 ∑
T∈T N−1h
hTmax
x∈T
‖f ′(U)‖l2‖∇U‖20,2,T + ‖UN− ‖20,2,Ω

≤ C6
ˆminvms
2C1 ∑
T∈T N−1h
hTmax
x∈T
‖f ′(U)‖l2 ˆcoervms(U,U)‖∇U‖20,2,T + ‖UN− ‖20,2,Ω

(5.48)
mit exp( C
Ω
0
2C1 min
T∈TN−1
h
{hT }(tN−t)) < exp(
CΩ0
C1Cqu
) = C6, falls T N−1h quasiuniform ist. (5.44) liefert
nun das folgende Theorem:
Theorem 5.3.1 Es sei Ω ein Gebiet mit Lipschitz-Rand und
{T N−1h }h>0 eine quasiuniforme
Familie von Partitionierungen von (tN−1, tN) × Ω. Dann existiert ein C unabha¨ngig von h, so
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dass fu¨r die Lo¨sung U von (5.15) zusammen mit der Annahme (5.8) und (5.9) die Ungleichung
‖U(t, ·)‖0,2,Ω ≤
(
C6
ˆminvms
)1/2 [
‖u0‖0,2,Ω +
√
2C∂Ω0 ‖gD‖0,2,ΣT
]
≤ C (5.49)
fu¨r t ∈ (tN−1, tN) gilt.
5.4 L∞(L∞)-Abscha¨tzung der diskreten Lo¨sung
5.4.1 Koerzivita¨t des Shock-capturing Terms fu¨r v und Ikh(v
p−1)
Die Schwierigkeit fu¨r p = 2m, m ∈ N eine Ungleichung der Form
(∇v,∇Ikh(vp−1)0,T ≥ C ∫
T
‖∇v‖2l2‖v‖p−20,∞,T dx
mit einem C > 0 unabha¨ngig von h zu gewa¨hrleisten, liegt fu¨r p 6= 2 in der Verschieden-
heit der Argumente. Vergleichbare Ergebnisse sind dem Autor bisher nur aus [Sze89a, Lem-
ma 4.2] und [Sze91, Lemma 3.3] bekannt. Allerdings gelten diese Aussagen nur fu¨r spezielle
Dreiecke bzw. Tetraeder und auch nur fu¨r lineare Ansatzfunktionen. Daru¨ber hinaus entha¨lt
die Koerzivita¨tskonstante C in diesen Abscha¨tzungen noch den Faktor p. Die in diesem Ab-
schnitt gewa¨hlte Vorgehensweise beseitigt alle genannten Defizite. Vorausgesetzt wird ledig-
lich, dass die lokale Diskretisierungsmatrix A des Shock-capturing Terms den einfachen Eigen-
wert λ = 0 zum Eigenvektor (1, · · · , 1)T besitzt und u¨berdies symmetrisch, positiv semidefinit
ist.
Fu¨r diesen Zweck wird zuna¨chst die beno¨tigte Notation und Theorie zum Thema numerischer
Wertebereich fu¨r lineare Operatoren in Banach-Ra¨umen bereitgestellt.
Definition 5.4.1 Sei (X, ‖ · ‖) ein normierter Raum, S(X) die Einheitsspha¨re und X ′ der Dual-
raum von X. Fu¨r einen linearen Operator A auf X, ist
W (A, ‖ · ‖) = {f(Ax) : (x, f) ∈ Π} (5.50)
der ra¨umliche numerische Wertebereich mit Π = {(x, f) ∈ S(X)× S(X ′) : f(x) = 1} .
Die Existenz eines f ∈ X ′ fu¨r ein x ∈ X mit ‖x‖ = 1 ist durch eine Folgerung aus dem Fortset-
zungssatz von Hahn-Banach (vgl. [Heu92, Satz 36.4]) gewa¨hrleistet. Im Gegensatz zum Spek-
trum σ(A) ha¨ngt der WertebereichW (A, ‖·‖) auch von der verwendeten Norm ab.
Bemerkung 5.4.2 Diese Definition des Wertebereichs ist a¨quivalent zu
W (A, ‖ · ‖) = {f(Ax) : f(x) = ‖x‖‖f‖ = 1} , (5.51)
denn es gilt:
‖f‖ = sup
‖x‖=1
|f(x)| ≤ ‖f‖ ‖x‖︸︷︷︸
=1
= 1.
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Der fu¨r die Koerzivita¨tsabscha¨tzung geeignete Raum (Rn, ‖ · ‖lp) liefert dank der Darstellung
f(x) =
∑n
i=1 xif(ei) = x
Tyf und der Normisomorphie von (lp)′ und l q fu¨r 1/p+ 1/q = 1 die
Identita¨t ‖f‖ = ‖yf‖lq .
Die Bedingung in der a¨quivalenten Definition des Wertebereichs ist somit die Identita¨t der
Ho¨lderschen Ungleichung xTyf = ‖x‖lp‖yf‖lq = 1, in Zeichen x ‖ yf (vgl. [Bau62]).
Fu¨r den Spezialfall p = q = 2 entsteht der bekannte numerische Wertebereich W (A) nach
Toeplitz [Toe18] fu¨r lineare Operatoren auf Hilbert-Ra¨umen. W (A, ‖ · ‖) ist im Gegensatz zu
W (A) nicht notwenig konvex ([NS64, S. 357]).
Ein zweiter numerischer Bereich kann definiert werden, indem die Matrix A als Element einer
normierten Algebra A mit Einselement aufgefasst wird.
Definition 5.4.3 SeiA eine normierte Algebra, S(A) = {x ∈ A : ‖x‖ = 1} die Einheitsspha¨re
und A′ ist der Dualraum von A. Fu¨r ein x ∈ A ist
D(A, x) = {f ∈ A′ : f(x) = 1 = ‖f‖} (5.52)
und
VA(a, x, ‖ · ‖) = {f(ax) : f ∈ D(A, x)} . (5.53)
Der algebraische numerische Wertebereich wird definiert als (vgl. [BD71, S. 15])
VA(a, ‖ · ‖) = ∪{VA(a, x, ‖ · ‖) : x ∈ S(A)} . (5.54)
Fu¨r den algebraischen numerischen Wertebereich genu¨gt es, nur das Einselement zu betrachten,
denn es gilt
Lemma 5.4.4
VA(a, ‖ · ‖) = VA(a, 1, ‖ · ‖), a ∈ A.
Beweis [BD71, Lemma 2.2].
Der Zusammenhang zwischen VA und W ist mit dem folgenden Lemma gegeben, sofern die
Matrix A als a ∈ A aufgefasst wird:
Lemma 5.4.5
convW (A, ‖ · ‖) = VA(a, ‖ · ‖). (5.55)
Beweis [BD71, S. 84] oder [LS04, Corollary 2.2].
Fu¨r hermitesche (VA(a, ‖ · ‖) ⊂ R ) Elemente a der komplexen normierten Algebra A gilt
ferner
Theorem 5.4.6 (Vidav) Sei a ∈ A hermitesch. Dann gilt:
conv σ(a) = VA(a, ‖ · ‖). (5.56)
Beweis [BD71, Corollary 5.11].
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Korollar 5.4.7 Sei A eine symmetrische, positiv semidefinite Matrix. Dann gilt:
W (A, ‖ · ‖) ⊆ [0, λmax(A)], (5.57)
wobei λmax(A) den gro¨ßten Eigenwert der Matrix A bezeichnet.
Mit dem letzten Korollar ist es nun mo¨glich, die Koerzivita¨t des Shock-capturing Terms zu
gewa¨hrleisten:
Lemma 5.4.8 Unter den Vorausssetzungen der Definition (4.50) und fu¨r Lagrangesche Finite-
Elemente gilt fu¨r alle v ∈ Wh und p = 2m, m ∈ N :(∇v,∇Ikh(vp−1)0,T ≥ λmin(A)(k + 1)dΛkλmax(A)
∫
T
‖∇v‖2l2‖v‖p−20,∞,T dx (5.58)
und (
P ′h(∇v), P ′h(∇Ikh(vp−1)
)
0,T,h
≥ 0, (5.59)
mitAij = (∇ϕj,∇ϕi)0,Tˆ , 1 ≤ i, j ≤ nkdof und Λk = ‖
∑nkdof
i=1 |ϕi|‖0,∞,Tˆ der Lebesgue-Konstanten.
λmin(A) ist der kleinste, positive Eigenwert von A und λmax(A) der gro¨ßte Eigenwert.
Beweis Der Beweis von (5.58) erfolgt auf dem Referenzelement Tˆ und besitzt dank eines Ho-
mogenita¨tsarguments und ‖v‖0,∞,T = ‖vˆ‖0,∞,Tˆ auch Gu¨ltigkeit auf T. (5.59) folgt analog.
Fu¨r v = const ist die Ungleichung trivial erfu¨llt. Sei also zuna¨chst v 6= const . Es erfolgt die
Aufteilung von Qk(Tˆ ) = V 0(Tˆ )⊕ V (Tˆ ) mit
V 0(Tˆ ) = {v ∈ Qk(Tˆ ) \ {0} : v = const}
= {v ∈ Qk(Tˆ ) \ {0} :
∫
Tˆ
∇w · ∇v dx = 0, w ∈ Qk(Tˆ )}.
Fu¨r Lagrangesche Finite-Elemente ist der Koeffizientenraum von V 0 somit
V 0N = span{(1, . . . , 1)T} \ {0}, dimV 0N = 1. (5.60)
Betrachte jetzt mit∇ϕ = (∇ϕ1, . . . ,∇ϕnkdof)T , vN = (v(x))x∈N , v
p−1
N = (v
p−1(x))x∈N :(∇v,∇Ikh(vp−1))0,Tˆ
‖vN‖plp
=
vTNAv
p−1
N
vTNv
p−1
N
= vTNAv
p−1
N ,
falls vTNv
p−1
N = 1. Diese Normierung ist dank der Homogenita¨t des Quotienten jedoch stets
mo¨glich. Durch Nachrechnen folgt weiter 1 = vTNv
p−1
N = ‖vN‖lp‖vp−1N ‖lp/(p−1) und somit
vTNAv
p−1
N ∈ W (A, ‖ · ‖lp) ⊆
(5.57)
[0, λmax(A)].
Die MatrixA ist symmetrisch, positiv semidefinit, wobei die Eigenwerte der Gro¨ße nach sortiert
seien:
0 = λ1 < λ2 ≤ · · · ≤ λnkdof .
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Der Eigenraum zum Eigenwert 0 ist nach Definition der MatrixA gerade V 0N . Die Beru¨cksichti-
gung der Tatsache vN 6= const mit vTNvp−1N = 1 gelingt, da eine spektrale Zerlegung der Matrix
A in dyadische Produkte der Eigenvektoren ξi, 1 ≤ i ≤ nkdof mo¨glich ist (vgl. z.B. [ZF84, S.
274]):
vTNAv
p−1
N = v
T
N
nkdof∑
i=1
λiξiξ
T
i v
p−1
N =
nkdof∑
i=1
λiv
T
N ξiξ
T
i v
p−1
N =
nkdof∑
i=2
λiv
T
N ξiξ
T
i v
p−1
N .
Zuna¨chst gilt mit (5.57) : vTN ξiξ
T
i v
p−1
N ∈ [0, 1]. Da allerdings vN 6= const ist, sind
vN , v
p−1
N /∈ span{ξ1}
und somit ist vTN ξiξ
T
i v
p−1
N > 0 fu¨r wenigstens ein i = 2, . . . , n
k
dof. Insgesamt folgt(∇v,∇Ikh(vp−1))0,Tˆ
‖vN‖plp
≥ λ2, vN 6= const . (5.61)
Ferner gilt
‖v‖p−2
0,∞,Tˆ‖∇v‖20,2,Tˆ ≤
(2.26)
λmax(A)‖vp−2‖0,∞,Tˆ‖vN‖2l2
≤ λmax(A)Λk‖vN‖p−2l∞ ‖vN‖2l2
≤ λmax(A)Λk‖vN‖p−2lp ‖vN‖2l2
≤
(2.6)
(
nkdof
)1−2/p
λmax(A)Λk‖vN‖plp
≤ (k + 1)dλmax(A)
λ2
Λk
(∇v,∇Ikh(vp−1))0,Tˆ .
Lemma 5.4.9 Es existiert eine Konstante C > 0 unabha¨ngig von h, k und p ∈ N derart, dass
gilt:
|vp−1|k+1,∞,T ≤ Cpk+1
(
h
k2
)−k+1
‖∇v‖20,∞,T‖v‖p−30,∞,T (5.62)
fu¨r p ≥ 3 und alle v ∈ Wh mit vQn,n+1|T ∈ P (T ) ∀T ∈ T nh .
Beweis Induktion u¨ber k : Fu¨r k = 1 ist die Ungleichung erfu¨llt, denn es gilt
∂ijv
p−1 = ∂i(∂jvp−1) = (p− 1)∂i(vp−2∂jv)
= (p− 1) [(p− 2)vp−3∂iv∂jv + vp−2∂ijv]
= (p− 1)(p− 2)vp−3∂iv∂jv.
Annahme: (5.62) ist wahr fu¨r ein k ≥ 1. Sei β ein Multiindex mit |β| = k + 1 und 0 ≤ i ≤ dx.
Dann gilt mit der Leibnizregel (2.31):
∂i∂
β(vp−1) = (p− 1)∂β (vp−2∂iv) = (p− 1)∑
α≤β
(
β
α
)
∂α(vp−2)∂β−α∂iv.
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(5.62) liefert
‖∂α (vp−2) ‖0,∞,T ≤ C(p− 1)|α|(h/k2)2−|α|‖∇v‖20,∞,T‖v‖p−40,∞,T ,
und mit der inversen Ungleichung (4.61) :
‖∂β−α∂iv‖0,∞,T ≤ C(h/k2)−|β−α|−1‖v‖0,∞,T
folgt wegen α ≤ β ⇒ |β − α| = |β| − |α|
‖∂i∂β
(
vp−1
) ‖0,∞,T ≤ C(p− 1)∑
α≤β
(
β
α
)
(p− 1)|α|
(
h
k2
)1−|β|
‖∇v‖20,∞,T‖v‖p−30,∞,T
≤ C(p− 1)k+2
(
h
k2
)1−(k+1)
‖∇v‖20,∞,T‖v‖p−30,∞,T .
Also gilt (5.62) auch fu¨r k˜ = k + 1.
5.4.2 Diskretisierung des Problems mit der Testfunktion Ikh(v
p−1)
In diesem Abschnitt wird schließlich die gleichma¨ßige Beschra¨nktheit bzgl. der Gitterweite h
der diskreten Lo¨sung von (5.15) in der L∞(L∞)-Norm bewiesen. Ausgangspunkt ist die For-
mulierung (5.34) mit η(v) = 1
p
vp und ϕ = 1. Da η′(U)ϕ = Up−1 fu¨r p 6= 2 nicht in dem
Finite-Elemente-Raum Wh liegt, wird die schwache Formulierung mit v = Ikh(U
p−1) getes-
tet:
b(U, Ikh(U
p−1)) +
N−1∑
n=0
∑
T∈T nh
(ˆ2(U) + ˆ3(U)) ˆ
coer
vms(U, I
k
h(U
p−1))
(∇U,∇Ikh(Up−1))0,T = 0.
(5.63)
Die zentrale Idee des Beweises ist es den Interpolationsfehler Up−1−Ikh(Up−1) mit Hilfe der Li-
nearita¨t im zweiten Argument von b(·, ·) durch die spezielle Bauart des Shock-capturing Terms
zu kontrollieren.
Im Detail folgt
b(U, Ikh(U
p−1)) = b(U,Up−1)− [b(U,Up−1)− b(U, Ikh(Up−1))]
und analog zum Fall p = 2 gilt
b(U,Up−1) = b1(U,Up−1)−
5∑
i=4
Fi(f, U
p/p, U, 1)
mit
b1(U,U
p−1) =
1
p
∫
Ω
(UN− )
p dxx − 1
p
∫
Ω
(u0)
p dxx +
5∑
i=0
Ei(f, U
p/p, U, 1),
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so dass (5.63) lautet
1
p
∫
Ω
(
UN−
)p
dxx +
5∑
i=0
Ei(f, U
p/p, U, 1)− [b(U,Up−1)− b(U, Ikh(Up−1))]
+
N−1∑
n=0
∑
T∈T nh
(ˆ2(U) + ˆ3(U)) ˆ
coer
vms(U, I
k
h(U
p−1))
(∇U,∇Ikh(Up−1))0,T
=
1
p
∫
Ω
(u0)
p dxx +
5∑
i=4
Fi(f, U
p/p, U, 1).
(5.64)
Aufgrund der Ergebnisse des Abschnitts 5.3 fu¨r konvexe Entropiefunktionen η sind die Terme
E1(f, U
p/p, U, 1), E2(f, Up/p, U, 1) + E3(f, Up/p, U, 1) nichtnegativ. Analog zu (5.38) resul-
tiert fu¨r E4, E5 :
E4(f, U
p/p, U, 1) + E5(f, U
p/p, U, 1)
≥ 1
2
C∂Ω0 ‖U+‖p0,p,ΣT ≥ 0.
Mit ∫
Rn+1
1
2
[f(U−)− f(U+)] · n+ + CT (U+ − U−) dxx = 0
folgt fu¨r den Interpolationsfehler[
b(U,Up−1)− b(U, Ikh(Up−1))
]
=
(5.22)
N−1∑
n=0
∑
T∈T nh
{∫
T
∇ · f(U) [Up−1 − Ikh(Up−1)] dx
+ ˆ1(U)
(
ˆcoervms(U,U
p−1)
(∇U,∇Up−1)
0,T
− ˆcoervms(U, Ikh(Up−1))
(∇U,∇Ikh(Up−1))0,T )
+
∫
∂∗T
1
2
[
f(U−T )− f(U+T )
] · n+ [Up−1 − Ikh(Up−1)] ds
+
∫
∂∗T
CT (U
+
T − U−T )
[
Up−1 − Ikh(Up−1)
]
ds
}
=
N−1∑
n=0
∑
T∈Th
4∑
i=1
AiT .
(5.65)
Die einzelnen Bestandteile des Interpolationsfehlers lassen sich mit den Lemmata 5.4.8 und
5.4.9 abscha¨tzen:∣∣A1T ∣∣ ≤ ‖(I − Ikh)Up−1‖0,∞,T ∫
T
|∇ · f(U)| dx
≤
(4.12)
Chk+1T |Up−1|k+1,∞,T
∫
T
|∇ · f(U)| dx
≤
(5.62)
Cpk+1h2T‖∇U‖20,∞,T‖U‖p−30,∞,T
∫
T
|∇ · f(U)| dx
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= Cpk+1h2T
∫
T
‖∇U‖20,∞,T‖U‖p−30,∞,T |∇ · f(U)| dx
≤ Cpk+1h2T
∫
T∩{|U |>1}
‖∇U‖20,∞,T‖U‖p−20,∞,T |∇ · f(U)| dx
+ Cpk+1h2T
∫
T∩{|U |≤1}
‖∇U‖20,∞,T |∇ · f(U)| dx
≤ Cpk+1h2T max
T
(|∇ · f(U)|)‖U‖p−20,∞,T
∫
T
‖∇U‖20,∞,T dx
+ Cpk+1h2T max
T
(|∇ · f(U)|)
∫
T
‖∇U‖20,∞,T dx.
Wegen der lokalen Quasiuniformita¨t der Familie {T nh }h>0 von affinen Partitionierungen gilt
zusammen mit einer inversen Ungleichung fu¨r v ∈ Wh∫
T
‖∇v‖20,∞,T dx = |T |‖∇v‖20,∞,T ≤
(4.9)
ChdT
(
h
−d/2
T ‖∇v‖0,2,T
)2
= C
∫
T
‖∇v‖2l2 dx. (5.66)
Insgesamt gilt mit
(P ′h(∇U), P ′h(∇Ikh(Up−1))0,T,h ≥
(5.59)
0 ⇒
(5.58)
ˆcoervms(U, I
k
h(U
p−1)) ≥ ˆminvms > 0 (5.67)
fu¨r den ersten Interpolationsfehler
|A1T | ≤
(5.58),
(5.66)
Cpk+1h2T max
T
(|∇ · f(U)|)
{∫
T
∇U · ∇Ikh(Up−1) dx+
∫
T
‖∇U‖2l2 dx
}
≤ Cpk+1 ˆ
coer
vms(U, I
k
h(U
p−1))
ˆminvms
h2T max
T
(|∇ · f(U)|) (∇U,∇Ikh(Up−1))0,T
+ Cpk+1
ˆcoervms(U,U)
ˆminvms
h2T max
T
(|∇ · f(U)|)‖∇U‖20,2,T
und fu¨r den na¨chsten Term∣∣A2T ∣∣ ≤
(5.13)
L[s]ˆ1(U)
∣∣∣(P ′h(∇U), P ′h(∇[Up−1 − Ikh(Up−1)]))0,T,h∣∣∣
≤
(4.52)
L[s]ˆ1(U)
nkdof∑
i=nKdof+1
ωJi
∣∣(∇U)(xi)(∇[Up−1 − Ikh(Up−1)])(xi)∣∣
≤ L[s]ˆ1(U)‖∇U · ∇[Up−1 − Ikh(Up−1)]‖0,1,T,h
≤ L[s]ˆ1(U)max
xi∈Q
(‖(∇[Up−1 − Ikh(Up−1)])(xi)‖l2) n
k
dof∑
i=1
ωJi ‖(∇U)(xi)‖l2
≤
(2.6),
(4.40)
C
√
dˆ1(U)max
xi∈Q
(‖(∇[Up−1 − Ikh(Up−1)])(xi)‖l∞) ∫
T
‖∇U‖l2 dx
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≤ C‖∇[Up−1 − Ikh(Up−1)]‖0,∞,T
∫
T
ˆ1(U)‖∇U‖l2 dx
≤
(4.12)
ChkT |Up−1|k+1,∞,T
∫
T
ˆ1(U)‖∇U‖l2 dx
≤
(5.62)
Cpk+1hT‖∇U‖20,∞,T‖U‖p−30,∞,T
∫
T
ˆ1(U)‖∇U‖l2 dx
≤ Cpk+1h2Tmax
x∈T
(‖f ′(U)‖l2)max
x∈T
(‖∇U‖l2)‖U‖p−20,∞,T
∫
T
‖∇U‖2l2 dx
+ Cpk+1h2Tmax
x∈T
(‖f ′(U)‖l2)max
x∈T
(‖∇U‖l2)
∫
T
‖∇U‖2l2 dx
≤
(5.58)
Cpk+1
ˆcoervms(U, I
k
h(U
p−1))
ˆminvms
h2Tmax
x∈T
(‖f ′(U)‖l2)max
x∈T
(‖∇U‖l2)
(∇U,∇Ikh(Up−1))0,T
+ Cpk+1
ˆcoervms(U,U)
ˆminvms
h2Tmax
x∈T
(‖f ′(U)‖l2)max
x∈T
(‖∇U‖l2)‖∇U‖20,2,T .
Die Randterme des Interpolationsfehlers werden wie folgt abgescha¨tzt:
|A3T | ≤ ‖(I − Ikh)Up−1‖0,∞,∂∗T
∫
∂∗T
1
2
∣∣[f(U−T )− f(U+T )] · n+∣∣ ds
≤
(4.13)
Chk+1T |Up−1|k+1,∞,T
∫
∂∗T
∣∣[f(U−T )− f(U+T )] · n+∣∣ ds
≤
(5.62)
Cpk+1h2T‖∇U‖20,∞,T‖U‖p−30,∞,T
∫
∂∗T
∣∣[f(U−T )− f(U+T )] · n+∣∣ ds
≤ Cpk+1h2T‖∇U‖20,∞,T‖U‖p−30,∞,Tmax
∂∗T
(|[f(U−T )− f(U+T )] · n+|)|∂T |
≤ Cpk+1hT‖∇U‖20,2,T‖U‖p−30,∞,Tmax
∂∗T
(|[f(U+T )− f(U−T )] · n+|)
≤ Cpk+1hTmax
∂∗T
(|[f(U+T )− f(U−T )] · n+|)
∫
T
‖∇U‖2l2‖U‖p−30,∞,T dx
≤ Cpk+1hTmax
∂∗T
(|[f(U+T )− f(U−T )] · n+|)
∫
T
‖∇U‖2l2‖U‖p−20,∞,T + ‖∇U‖2l2 dx
≤
(5.58)
Cpk+1hTmax
∂∗T
(|[f(U+T )− f(U−T )] · n+|)
∫
T
∇U · ∇Ikh(Up−1) + ‖∇U‖2l2 dx.
Entsprechend ergibt sich
|A4T | ≤ Cpk+1hTmax
∂∗T
(CT |U+T − U−T |)
∫
T
∇U · ∇Ikh(Up−1) + ‖∇U‖2l2 dx,
so dass fu¨r den Gesamtinterpolationsfehler mit den an dieser Stelle gu¨ltigen Konstanten C7
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resultiert∣∣[b(U,Up−1)− b(U, Ikh(Up−1))]∣∣
≤ C7pk+1
N−1∑
n=0
∑
T∈Th
h2T
{
max
x∈T
(‖f ′(U)‖l2)max
x∈T
(‖∇U‖l2) +R(U)
}
×
× ˆcoervms(U, Ikh(Up−1))
(∇U,∇Ikh(Up−1))0,T
+ C7p
k+1
N−1∑
n=0
∑
T∈Th
h2T
{
max
x∈T
(‖f ′(U)‖l2)max
x∈T
(‖∇U‖l2) +R(U)
}
×
× ˆcoervms(U,U)‖∇U‖20,2,T
≤
(5.44),
C3=C2
C7p
k+1
N−1∑
n=0
∑
T∈Th
h2T
{
max
x∈T
(‖f ′(U)‖l2)max
x∈T
(‖∇U‖l2) +R(U)
}
×
× ˆcoervms(U, Ikh(Up−1))
(∇U,∇Ikh(Up−1))0,T
+
C7
C2
hβTp
k+1C5.
(5.68)
(5.64) la¨sst sich somit schreiben als∫
Ω
(
UN−
)p
dxx − C7pk+2
N−1∑
n=0
∑
T∈Th
h2T
{
max
x∈T
(‖f ′(U)‖l2)max
x∈T
(‖∇U‖l2) +R(U)
}
×
× ˆcoervms(U, Ikh(Up−1))
(∇U,∇Ikh(Up−1))0,T
+ p
N−1∑
n=0
∑
T∈T nh
(ˆ2(U) + ˆ3(U))ˆ
coer
vms(U, I
k
h(U
p−1))
(∇U,∇Ikh(Up−1))0,T
+ p
N−1∑
n=0
∑
T∈T nh
ˆ1(U)ˆ
coer
vms(U,U
p−1)
(∇U,∇(Up−1))
0,T
+
p
2
C∂Ω0 ‖U+‖p0,p,ΣT
≤
∫
Ω
(u0)
p dxx + p
5∑
i=4
Fi(f, U
p/p, U, 1) +
C7
C2
hβpk+2C5.
(5.69)
Wird C7pk+2 ≤ h−β, 0 ≤ β ≤ 1/2 gewa¨hlt, so folgt∫
Ω
(
UN−
)p
dxx + (p− 1)
N−1∑
n=0
∑
T∈T nh
(ˆ2(U) + ˆ3(U))ˆ
coer
vms(U, I
k
h(U
p−1))
(∇U,∇Ikh(Up−1))0,T
+ p
N−1∑
n=0
∑
T∈T nh
ˆ1(U)ˆ
coer
vms(U,U
p−1)
(∇U,∇(Up−1))
0,T
+
p
2
C∂Ω0 ‖U+‖p0,p,ΣT
≤
∫
Ω
(u0)
p dxx + p
5∑
i=4
Fi(f, U
p/p, U, 1) +
C5
C2
.
(5.70)
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Die Schranke β ≤ 1/2 ist notwendig fu¨r die Konvergenz des Verfahrens (vgl. (6.19)). Da h hin-
reichend klein gewa¨hlt werden kann, bedeutet dies keine Einschra¨nkung an p.Der Term
(p− 1)
N−1∑
n=0
∑
T∈T nh
(ˆ2 + ˆ3)ˆ
coer
vms(U, I
k
h(U
p−1))
(∇U,∇Ikh(Up−1))0,T
ist nach Defintion von p, ˆ(U) und Lemma 5.4.8 echt positiv. Die Terme F4 und F5 lassen
sich analog zu p = 2 behandeln und ergeben mit der Youngschen Ungleichung fu¨r den Para-
meter
 =
(
1
2
p
p− 1C
∂Ω
0
)−(p−1)
die Ungleichung
5
4
pC∂Ω0
∫
ΣT
|gD||U+|p−1 ds ≤ 1
2
C∂Ω0
(
5
2
)p(
p− 1
p
)p−1
‖gD‖p0,p,ΣT +
p
2
C∂Ω0 ‖U+‖p0,p,ΣT .
Also gilt
∫
Ω
(
UN−
)p
dxx + (p− 1)
N−1∑
n=0
∑
T∈T nh
(ˆ2(U) + ˆ3(U))ˆ
coer
vms(U, I
k
h(U
p−1))
(∇U,∇Ikh(Up−1))0,T
+ p
N−1∑
n=0
∑
T∈T nh
ˆ1(U)ˆ
coer
vms(U,U
p−1)
(∇U,∇(Up−1))
0,T
≤
∫
Ω
(u0)
p dxx +
1
2
C∂Ω0
(
5
2
)p
‖gD‖p0,p,ΣT +
C5
C2
.
(5.71)
Im na¨chsten Schritt ergibt sich nach (5.46) fu¨r tN−1 ≤ t ≤ tN
‖U(t, ·)‖p0,p,Ω ≤ ‖UN− ‖p0,p,Ω + p
∫ tN
t
∫
Ω
|U(t′, ·)|p−1| div f(U(t′, ·))| dxxdt′.
Aus der Ho¨lderschen und Youngschen Ungleichung resultiert fu¨r
p
∫ tN
t
∫
Ω
|U(t′, ·)|p−1| div f(U(t′, ·))| dxxdt′
≤ p
(∫ tN
t
∫
Ω
| div f(U)|2|U |p−2 dxxdt′
)1/2(∫ tN
t
∫
Ω
|U |p dxxdt′
)1/2
≤ p
2
{∫ tN
t
∫
Ω
 | div f(U)|2|U |p−2 dxxdt′ +
∫ tN
t
∫
Ω
1

|U |p dxxdt′
}
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mit
p
2
∑
T∈T N−1h

∫
T
|f ′(U) · ∇U |2|U |p−2 dx ≤ p
2
∑
T∈T N−1h
max
x∈T
(‖f ′(U)‖2l2) ∫
T
‖∇U‖2l2|U |p−2 dx
= p
∑
T∈T N−1h
∫
T
ˆ1(U)‖∇U‖2l2(p− 1)Up−2 dx
= p
∑
T∈T N−1h
∫
T
ˆ1(U)∇U · ∇
(
Up−1
)
dx
und dem Parameter
 =
2(p− 1)C1hT
max
x∈T
‖f ′(U)‖l2
die Abscha¨tzung
‖U(t, ·)‖p0,p,Ω ≤ ‖UN− ‖p0,p,Ω
+ p
∑
T∈T N−1h
∫
T
ˆ1(U)∇U · ∇
(
Up−1
)
dx
+
pCΩ0
4(p− 1)C1 min
T∈T N−1h
{hT}
∫ tN
t
‖U(t′, ·)‖p0,p,Ω dt′.
Insgesamt liefert die letzte Ungleichung fu¨r tN−1 ≤ t ≤ tN mit der Gronwallschen Ungleichung
und mit (5.71)
‖U(t, ·)‖p0,p,Ω ≤ C6
[
p
∑
T∈T N−1h
∫
T
ˆ1(U)∇U · ∇
(
Up−1
)
dx+ ‖UN− ‖p0,p,Ω
]
≤ C6
ˆminvms
[
p
∑
T∈T N−1h
∫
T
ˆ1(U)ˆ
coer
vms(U,U
p−1)∇U · ∇ (Up−1) dx+ ‖UN− ‖p0,p,Ω]
≤ C6
ˆminvms
[
‖u0‖p0,p,Ω +
1
2
C∂Ω0
(
5
2
)p
‖gD‖p0,p,ΣT +
C5
C2
]
,
(5.72)
wobei
exp(
pCΩ0
4(p− 1)C1 min
T∈T N−1h
{hT}(tN − t)) < C6
gesetzt wird (vgl. (5.48)). Dies gewa¨hrleistet die Gu¨ltigkeit der Ungleichung
sup
t≥0
‖U(t, ·)‖0,p,Ω ≤
(
C6
ˆminvms
)1/p [
‖u0‖0,p,Ω + 5
2
(
1
2
C∂Ω0
)1/p
‖gD‖0,p,ΣT +
(
C5
C2
)1/p]
(5.73)
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fu¨r 4 ≤ p ≤ C−
1
k+2
7 h
− β
k+2 . Die Beschra¨nktheit von ‖U‖0,∞,QT ergibt sich aus der Anwendung
der inversen Ungleichung (4.69)
‖U‖0,∞,QT ≤
(
2(p+ 1)k2
Cquh
) dx
p
sup
t≥0
‖U(t, ·)‖0,p,Ω
≤
(
5k2
2Cquh
1+ β
k+2
) dx
p
sup
t≥0
‖U(t, ·)‖0,p,Ω
=
(
5k2
2Cqu
) dx
p
exp
((
1 +
β
k + 2
)
dx
p
ln
(
1
h
))
sup
t≥0
‖U(t, ·)‖0,p,Ω.
Ferner gilt speziell fu¨r β0 = β/(k+2), p = C
− 1
k+2
7 h
−β0 und h ≤ 1
‖U‖0,∞,QT ≤ C8 sup
t≥0
‖U(t, ·)‖0,p,Ω (5.74)
mit
C8 = C8(h) =
(
5k2
2Cqu
)C 1k+27 dxhβ0
exp
(
(1 + β0)C
1
k+2
7 dxh
β0 ln
(
1
h
))
.
Damit ist folgendes Theorem gezeigt:
Theorem 5.4.10 Es sei Ω ein Gebiet mit Lipschitz-Rand und {Th}h>0 eine quasiuniforme Fami-
lie von Partitionierungen von (0, T )× Ω. Dann existiert mit C2 = C3 = C5 ein C unabha¨ngig
von h, so dass fu¨r die Lo¨sung U ∈ Wh von (5.15) zusammen mit der Annahme (5.8) und (5.9)
die Ungleichung
‖U‖0,∞,QT ≤ max
0<h≤1
C8(h) max{ C6
ˆminvms
, 1}
[
max{|Ω|, 1}‖u0‖0,∞,Ω
+ max{|ΣT |, 1}5
2
max{1
2
C∂Ω0 , 1}‖gD‖0,∞,ΣT + 1
]
≤ C.
gilt.
Bemerkung 5.4.11 Die Aussage des vorstehenden Theorems kann mit den hier pra¨sentierten
Methoden im VMS-Kontext nur erreicht werden, sofern der verwendete Fluktuationsoperator
die Eigenschaften (
P ′h(∇v), P ′h(∇vp−1)
)
0,T,h
≥ 0,(
P ′h(∇v), P ′h(∇Ikh(vp−1))
)
0,T,h
≥ 0,
fu¨r v ∈ Qk(T ) und p = 2m, m ∈ N besitzt. Die erste Ungleichung motiviert die Konstruk-
tion von P ′h, wa¨hrend die zweite unkritisch ist, da (P
′
h(∇ϕi), P ′h(∇ϕj))0,T,h, 1 ≤ i, j ≤ nkdof
symmetrisch, positiv semidefinit ist (siehe Lemma 5.4.8).
Theorem 5.4.12 Unter den Voraussetzungen des Theorems 5.4.10 gilt mit h→ 0
‖U‖0,∞,QT ≤ ‖u0‖0,∞,Ω +
5
2
‖gD‖0,∞,ΣT + 1. (5.75)
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Beweis Folgt mit h = C
− 1
β
7 p
−1/β0 → 0 direkt aus (5.73) und (5.74).
Bemerkung 5.4.13 In [Sze91] wird ebenfalls der Fall k > 1 fu¨r die Abscha¨tzung von ‖U‖0,∞,QT
behandelt. Da allerdings die Abscha¨tzung (5.58) bisher nur fu¨r den Fall k = 1 bewiesen wurde,
wird dort der Shock-capturing Term realisiert, indem er auf eine entsprechend feinere Trian-
gulierung mit linearen Polynomen interpoliert wird. Diese Tatsache hat zur Folge, dass mit
angepassten β eine Schranke der Form Cppk+2 ≤ h−β entsteht (vgl. [Sze91, (3.16)]), die erfu¨llt
ist, falls p ≤ C ln(1/h) gilt. Somit gilt
lim
h→0
C8(h) 6= 1
und ein zu (5.75) vergleichbares Ergebnis kann nicht erzielt werden.
Theorem 5.4.14 Unter den Voraussetzungen des Theorems 5.4.10 gilt mit k = 0
‖U‖0,∞,QT ≤ ‖u0‖0,∞,Ω +
5
2
‖gD‖0,∞,ΣT , ∀h > 0. (5.76)
Beweis Mit k = 0 folgt
[
b(U,Up−1)− b(U, Ikh(Up−1))
]
= 0 und |Up−1|k+1,∞,T = 0. Aus
diesem Grund besteht keine Notwendigkeit fu¨r die Beschra¨nkung C7pk+2 ≤ h−β, so dass fu¨r
p→∞ mit (5.73) und (5.74) die Behauptung folgt.
79

6 Konvergenzanalysis
Im ersten Teil dieses Kapitels wird untersucht, ob die in der Einleitung angedeutete ho¨here Kon-
vergenzordnung durch Einfu¨hrung einer lokalen Projektion mit Hilfe des Fluktuationsoperators
im nichtlinearen Shock-capturing Term erreicht werden kann. Zum Vergleich wird anschließend
die residualbasierte Methode aus [JJS95], die einen zusa¨tzlichen Stromliniendiffusionsterm be-
sitzt, analysiert. Es ist anzumerken, dass keine a priori Abscha¨tzung der bekannten Methode,
weder bzgl. h noch bzgl. hk, in der Literatur zu finden ist. Allerdings wird in [Sze89a, Chapter
7] eine a priori Untersuchung bzgl. h einer Standard-Galerkin-Methode mit Stromliniendiffu-
sionsterm und Shock-capturing vorgenommen. Diese ist jedoch auf die residuale Struktur der
Methode angewiesen.
Um bei den Fehlerabscha¨tzungen eine explizite Abha¨ngigkeit des Polynomgrades zu errei-
chen, werden Lagrangesche Finite-Elemente bzgl. der Gauss-Lobatto Quadraturpunkte verwen-
det.
6.1 A priori Fehlerabscha¨tzung I
In den vorherigen Kapiteln wurde die schwachen Formulierung (5.15) mit dem Entropie-Flux
Paar η, q ausgestattet (vgl. (5.22) und (5.24)). Ohne die Verwendung des Entropie-Flux Paares,
oder aber mit η(v) = v2/2 und ϕ = 1, folgt fu¨r die Aufgabe (5.15) mit (5.22) und (5.26)
sofort
Finde U ∈ Wh derart, dass gilt
b1(U, v) +
N−1∑
n=0
∑
T∈T nh
ˆ2(U)ˆ
coer
vms(U, v) (∇U,∇v)0,T
+
N−1∑
n=0
∑
T∈T nh
ˆ3(U)ˆ
coer
vms(U, v) (∇U,∇v)0,T = l(v), ∀v ∈ Wh.
(6.1)
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In diesem Fall ist
b1(v, w) =
N−1∑
n=0
∑
T∈T nh
∫
T
∇ · f(v)w dx+
N−1∑
n=0
∑
T∈T nh
ˆ1(v)ˆ
coer
vms(v, w) (∇v,∇w)0,T
+
N−1∑
n=1
∫
Ω
(vn+ − vn−)wn+ dxx +
∫
Ω
v0+w
0
+ dxx
+
N−1∑
n=0
∫
Rin,n+1
1
2
(
f(v−)− f(v+)) · n+(w+ + w−) ds
+
N−1∑
n=0
∫
Rin,n+1
CΩ0 (v
+ − v−)(w+ − w−) ds
−
N−1∑
n=0
∫
Λ−n,n+1
1
2
f(v+) · n+w+ ds+
N−1∑
n=0
∫
Λ−n,n+1
C∂Ω0 v
+w+ ds
(6.2)
und
l(v) =
∫
Ω
u0v
0
+ dxx −
N−1∑
n=0
∫
Λ−n,n+1
1
2
f(gD) · n+v+ + C∂Ω0 gDv+ ds. (6.3)
Wie bereits angedeutet, geht mit (5.14) auf Elementen fu¨r die
−C4/2 ≤ ˆvms(U, v) ≤ 5/2C4
mit v ∈ Wh gilt, der VMS-Charakter verloren, und es resultiert im gu¨nstigsten Fall ein Verfah-
ren mit einer FehlerordnungO(h). Fu¨r die nachfolgende Analysis sei also s(x) = x bzw.
ˆvms(v, w) = ˆ
coer
vms(v, w), ∀v, w ∈ W. (6.4)
Die Konvergenzuntersuchung erfolgt fu¨r das lineare Problem mit
f(v) = bv, b ∈ C(QT )d, b0 = 1, ∇ · b ∈ L∞(QT ), (6.5)
so dass es mit der Annahme
− 1
2
∇ · b(x) ≥ µ0 > 0, fast u¨berall in QT (6.6)
mo¨glich ist, eine dem Problem angepasste Norm zu definieren. Dies geschieht mit Hilfe der
Identita¨t∫
QT
∇ · f(v)v dx =
N−1∑
n=0
∑
T∈T nh
1
2
∫
∂T
b · n+(v+)2 ds− 1
2
∫
T
(∇ · b) v2 dx
=
1
2
∫
Ω
(vN− )
2 dxx +
N−1∑
n=1
1
2
∫
Ω
(vn−)
2 − (vn+)2 dxx −
1
2
∫
Ω
(v0+)
2 dxx
+
1
2
N−1∑
n=0
∫
Rin,n+1
bx · nx+((v+)2 − (v−)2) ds
+
1
2
N−1∑
n=0
∫
Λn,n+1
bx · nx+(v+)2 ds−
N−1∑
n=0
∑
T∈T nh
1
2
∫
T
(∇ · b) v2 dx,
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so dass eine gitterabha¨ngige Norm via
b1(v, v) = C1
N−1∑
n=0
∑
T∈T nh
hT
k
max
x∈T
(‖b‖l2)‖P ′h(∇v)‖20,2,T,h +
1
2
‖(−∇ · b)1/2v‖20,2,QT
+
1
2
{
‖vN− ‖20,2,Ω +
N−1∑
n=1
‖vn+ − vn−‖20,2,Ω + ‖v0+‖20,2,Ω
}
+ CΩ0
N−1∑
n=0
‖v+ − v−‖20,2,Rin,n+1 + C
∂Ω
0
N−1∑
n=0
‖v+‖2
0,2,Λ−n,n+1
+
1
2
N−1∑
n=0
‖(bx · nx+)1/2v+‖20,2,Λ+n,n+1
= |||v|||2h , ∀v ∈ Wh
(6.7)
definiert werden kann.
Ausgangspunkt der Untersuchung sind wie u¨blich zwei schwache Formulierungen, die jeweils
die kontinuierliche und diskrete Lo¨sung enthalten. Die Schwierigkeiten ergeben sich zum einen
aus der nichtresidualen Struktur der Methode und zum anderen aus dem nichtlinearen Shock-
capturing Term. Eine Galerkin-Orthogonalita¨t kann daher nicht erwartet werden.
Sei u ∈ W = W 1,∞(QT ) ⊂ C(QT ) eine schwache Lo¨sung nach Definition 3.2.2. Die anschlie-
ßende Bemerkung liefert zusammen mit (5.10) den Nachweis, dass u auch
a1(u, v) = l(v) ∀v ∈ W 1,2(QT , Th) (6.8)
und
a1(u, v) = l(v) ∀v ∈ Wh, (6.9)
bzw.
b1(u, v)−
N−1∑
n=0
∑
T∈T nh
ˆ1 (P
′
h(∇u), P ′h(∇v))0,T,h = l(v) ∀v ∈ Wh, (6.10)
erfu¨llt. Aus der Differenz der Gleichungen (6.1) und (6.10) folgt die Aussage
b1(u− U, v)−
N−1∑
n=0
∑
T∈T nh
ˆ1 (P
′
h(∇u), P ′h(∇v))0,T,h
−
N−1∑
n=0
∑
T∈T nh
ˆ2(U) (P
′
h(∇U), P ′h(∇v))0,T,h
−
N−1∑
n=0
∑
T∈T nh
ˆ3(U) (P
′
h(∇U), P ′h(∇v))0,T,h = 0, ∀v ∈ Wh.
(6.11)
Mit den Notationen ekh = U−IkGL(u), e = u−U und ξ = u−IkGL(u) folgt
b1(e
k
h, e
k
h) +
N−1∑
n=0
∑
T∈T nh
ˆ2(U)‖P ′h(∇ekh)‖20,2,T,h + ˆ3(U)‖P ′h(∇ekh)‖20,2,T,h
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= b1(ξ, e
k
h)− b1(e, ekh) +
N−1∑
n=0
∑
T∈T nh
ˆ2(U)
(
P ′h(∇U)− P ′h(∇IkGL(u)), P ′h(∇ekh)
)
0,T,h
+
N−1∑
n=0
∑
T∈T nh
ˆ3(U)
(
P ′h(∇U)− P ′h(∇IkGL(u)), P ′h(∇ekh)
)
0,T,h
=
(6.11)
b1(ξ, e
k
h)−
N−1∑
n=0
∑
T∈T nh
ˆ1
(
P ′h(∇u), P ′h(∇ekh)
)
0,T,h
−
N−1∑
n=0
∑
T∈T nh
ˆ2(U)
(
P ′h(∇IkGL(u)), P ′h(∇ekh)
)
0,T,h
−
N−1∑
n=0
∑
T∈T nh
ˆ3(U)
(
P ′h(∇IkGL(u)), P ′h(∇ekh)
)
0,T,h
= I + II + III + IV
bzw.
b1(e
k
h, e
k
h) ≤ b1(ξ, ekh) + |II|+ |III|+ |IV|.
Fu¨r die abschließende Behandlung der Terme I−IV wird aufgrund des diskreten Innenproduktes
(·, ·)0,T,h bzw. (·, ·)0,T,GL ha¨ufig die Eigenschaft (4.44) des Lumpingoperators genutzt. Dabei
wechselt die Bezeichnung von (·, ·)0,T,h zu (·, ·)0,T,GL sobald die spezielle Lage der Gauss-
Lobatto Punkte von Bedeutung wird.
Bei der Abscha¨tzung von I liefert die Stetigkeit der Lo¨sung u die Identita¨ten ξn+ = ξ
n
− und
ξ+ = ξ−. Letzteres bedeutet fu¨r (6.2)
b1(ξ, e
k
h) =
N−1∑
n=0
∑
T∈T nh
∫
T
∇ · (bξ)ekh dx+
N−1∑
n=0
∑
T∈T nh
ˆ1(ξ)
(
P ′h(∇ξ), P ′h(∇ekh)
)
0,T,h
+
∫
Ω
ξ0+eh
0
+ dxx −
N−1∑
n=0
∫
Λ−n,n+1
1
2
bx · nx+ξ+e+h ds+
N−1∑
n=0
∫
Λ−n,n+1
C∂Ω0 ξ
+e+h ds.
Um die Notation auf den Kanten nicht zu u¨berfrachten, werden die Indizes h und k bei ekh
vernachla¨ssigt. Genau wie zuvor folgt fu¨r den ersten Term nach partieller Integration die Dar-
stellung
N−1∑
n=0
∑
T∈T nh
∫
T
∇ · (bξ)ekh dx
=
N−1∑
n=0
∑
T∈T nh
1
2
∫
∂T
b · n+ξ+e+h ds−
1
2
∫
T
(∇ · b) ξekh dx
=
1
2
{∫
Ω
ξNeN− dxx +
N−1∑
n=1
∫
Ω
ξn(en− − en+) dxx −
∫
Ω
ξ0e0+ dxx
}
+
1
2
N−1∑
n=0
∫
Rin,n+1
bx · nx+ξ(e+ − e−) ds
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+
1
2
N−1∑
n=0
∫
Λn,n+1
bx · nx+ξe+ ds−
N−1∑
n=0
∑
T∈T nh
1
2
∫
T
(∇ · b) ξekh dx
und somit
|I| ≤ 1
4
{
‖ξN‖20,2,Ω + ‖eN−‖20,2,Ω +
N−1∑
n=1
‖ξn‖20,2,Ω +
N−1∑
n=1
‖en+ − en−‖20,2,Ω
}
+
1
4
CΩ0
N−1∑
n=0
{
‖ξ‖20,2,Rin,n+1 + ‖e
+ − e−‖20,2,Rin,n+1
}
+
1
4
C∂Ω0
N−1∑
n=0
‖ξ‖20,2,Λ+n,n+1 + ‖e+‖20,2,Λ+n,n+1︸ ︷︷ ︸
=0

+
N−1∑
n=0
∑
T∈T nh
ˆ1
(
‖P ′h(∇ξ)‖20,2,T,h +
1
4
‖P ′h(∇ekh)‖20,2,T,h
)
+
1
2
C∂Ω0
N−1∑
n=0
(
‖ξ‖2
0,2,Λ−n,n+1
+ ‖e+‖2
0,2,Λ−n,n+1
)
+
1
4
‖(−∇ · b)1/2ξ‖20,2,QT +
1
4
‖(−∇ · b)1/2ekh‖20,2,QT
≤ 1
4
b1(e
k
h, e
k
h) +
1
4
N∑
n=1
‖ξn‖20,2,Ω +
1
4
CΩ0
N−1∑
n=0
‖ξ‖20,2,Rin,n+1
+
1
2
C∂Ω0
N−1∑
n=0
‖ξ‖20,2,Λn,n+1 +
N−1∑
n=0
∑
T∈T nh
ˆ1‖P ′h(∇ξ)‖20,2,T,h
+
1
4
‖(−∇ · b)1/2ξ‖20,2,QT
≤ 1
4
b1(e
k
h, e
k
h) + max
(
1
4
,
1
2
CΩ0 ,
1
2
C∂Ω0
) N∑
n=1
∑
T∈T nh
‖ξ‖20,2,∂T
+
N−1∑
n=0
∑
T∈T nh
ˆ1‖P ′h(∇ξ)‖20,2,T,h +
1
4
N−1∑
n=0
∑
T∈T nh
max
x∈T
(−∇ · b)‖ξ‖20,2,T .
Ferner gilt aufgrund der Definition (4.50) des Fluktuationsoperators P ′h :
‖P ′h(∇ξ)‖0,2,T,h ≤ ‖∇ξ‖0,2,T,h
≤
”h=GL“,
(4.44)
C‖∇ξ‖0,2,T
≤
(4.55)
C9
(
hT
k
)k
|u|k+1,2,T , C9 > 0 (6.12)
und insgesamt
|I| ≤ 1
4
b1(e
k
h, e
k
h) + C
N−1∑
n=0
∑
T∈T nh
(
k
h2k+1T
k2k+1
+ ˆ1
h2kT
k2k
+
h2k+2T
k2k+2
)
|u|2k+1,2,T
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≤
(5.18)
1
4
b1(e
k
h, e
k
h) + C
N−1∑
n=0
∑
T∈T nh
k
h2k+1T
k2k+1
|u|2k+1,2,T , 0 <  1.
Fu¨r die Abscha¨tzung der na¨chsten Terme erweist sich P ′h(∇IkGL(u)), P ′h(ekh) ∈ Qk(T ) sowie
die Zwischenu¨berlegungen
‖P ′h(∇IkGL(u))‖0,2,T ≤
(4.57)
C
(
hT
K
)K+1 {
|∇IkGL(u)|K+1,2,T + |PK,kh (∇IkGL(u))|K+1,2,T
}
≤ C
(
hT
K
)K+1 {
|IkGL(u)|K+2,2,T + |PK,kh (∇IkGL(u))|K+1,2,T
}
≤ C
(
hT
K
)K+1{
|u|K+2,2,T + |u− IkGL(u)|K+2,2,T
+|PK,kh (∇IkGL(u))|K+1,2,T
}
≤
(4.55)
C10
(
hT
K
)K+1 {
|u|K+2,2,T + |PK,kh (∇IkGL(u))|K+1,2,T
}
(6.13)
und
‖∇IkGL(u)‖0,∞,T ≤ ‖
ndof∑
i=1
u
(1)
i ϕi‖0,∞,T
≤
ndof∑
i=1
|u(1)i |‖ϕi‖0,∞,T ≤
(4.45)
C11‖u(1)T ‖l1 (6.14)
mit C10, C11 > 0 als hilfreich.
|II| ≤
N−1∑
n=0
∑
T∈T nh
ˆ1
∣∣∣(P ′h(∇u), P ′h(∇ekh))0,T,h∣∣∣
≤
N−1∑
n=0
∑
T∈T nh
ˆ1‖P ′h(∇u)‖0,2,T,h‖P ′h(∇ekh)‖0,2,T,h
≤
N−1∑
n=0
∑
T∈T nh
ˆ1
{
‖P ′h(∇u)‖20,2,T,h +
1
4
‖P ′h(∇ekh)‖20,2,T,h
}
≤
N−1∑
n=0
∑
T∈T nh
2ˆ1
{‖P ′h(∇IkGL(u))‖20,2,T,h + ‖P ′h(∇u−∇IkGL(u))‖20,2,T,h}
+
1
4
b1(e
k
h, e
k
h)
≤
”h=GL“,
(6.12)
N−1∑
n=0
∑
T∈T nh
2ˆ1
{
‖P ′GL(∇IkGL(u))‖20,2,T,GL + C9
(
hT
k
)2k
|u|2k+1,2,T
}
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+
1
4
b1(e
k
h, e
k
h)
≤
(4.44)
(6.13)
N−1∑
n=0
∑
T∈T nh
C
hT
k
(
hT
K
)2(K+1) {
|u|2K+2,2,T + |PK,kGL (∇IkGL(u))|2K+1,2,T
}
+C
(
hT
k
)2k+1
|u|2k+1,2,T +
1
4
b1(e
k
h, e
k
h),
|III| ≤
N−1∑
n=0
∑
T∈T nh
ˆ2
∣∣∣(P ′h(∇IkGL(u)), P ′h(∇ekh))0,T,h∣∣∣
≤
”h=GL“,
(4.44)
N−1∑
n=0
∑
T∈T nh
C12ˆ2‖P ′GL(∇IkGL(u))‖0,2,T,GL‖P ′GL(∇ekh)‖0,2,T
≤
N−1∑
n=0
∑
T∈T nh
C12C2
(
hT
k2+d/2
)2−β
max
x∈T
(‖b‖l2)max
x∈T
(‖∇U‖l2)×
× ‖P ′GL(∇IkGL(u))‖0,2,T‖P ′GL(∇ekh)‖0,2,T
≤
N−1∑
n=0
∑
T∈T nh
C12C
2
2
max
x∈T
(‖b‖l2)2max
x∈T
(‖∇U‖l2)2k
C132max
x∈T
(‖b‖l2)hT
(
hT
k2+d/2
)2(2−β)
‖P ′GL(∇IkGL(u))‖20,2,T,GL
+ C12
C13max
x∈T
(‖b‖l2)hT
2k
‖P ′GL(∇ekh)‖20,2,T
≤
N−1∑
n=0
∑
T∈T nh
C12C
2
2
max
x∈T
(‖b‖l2)max
x∈T
(‖∇ekh‖l2)2k
C13hT
(
hT
k2+d/2
)2(2−β)
‖P ′GL(∇IkGL(u))‖20,2,T,GL
+ C12C
2
2
max
x∈T
(‖b‖l2)max
x∈T
(‖∇IkGL(u)‖l2)2k
C13hT
(
hT
k2+d/2
)2(2−β)
‖P ′GL(∇IkGL(u))‖20,2,T,GL
+ C12
C13max
x∈T
(‖b‖l2)hT
2k
‖P ′GL(∇ekh)‖20,2,T
≤
(6.14)
(6.13)
N−1∑
n=0
∑
T∈T nh
C12C
2
2
max
x∈T
(‖b‖l2)d|ekh|21,∞,T
C13
k
hT
(
hT
k2+d/2
)2(2−β)
‖∇IkGL(u)‖20,2,T,GL
+ C210C
2
11C12C
2
2
dmax
x∈T
(‖b‖l2)
C13
k
hT
(
hT
k2+d/2
)2(2−β)(
hT
K
)2(K+1){
‖u(1)T ‖2l1|u|2K+2,2,T
+ |PK,kGL (∇IkGL(u))|2K+1,2,T
}
+ C12
C13max
x∈T
(‖b‖l2)hT
2k
‖P ′GL(∇ekh)‖20,2,T
≤
(4.61)
(6.14)
N−1∑
n=0
∑
T∈T nh
C211C12C
2
14C
2
2
dmax
x∈T
(‖b‖l2)
C13
h1−2βT
k3−β(4+d)
‖u(1)T ‖2l1‖ekh‖20,2,T
+ C210C
2
11C12C
2
2
dmax
x∈T
(‖b‖l2)
C13
h1−2βT
k3−β(4+d)
h2T
k2(d+2)
(
hT
K
)2(K+1){
‖u(1)T ‖2l1|u|2K+2,2,T
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+ |PK,kGL (∇IkGL(u))|2K+1,2,T
}
+ C12
C13max
x∈T
(‖b‖l2)hT
2k
‖P ′GL(∇ekh)‖20,2,T .
Mit den DefinitionenC1 = 2C12C13 undC13 = dC211C12C
2
2 max(C
2
10, C
2
14)max
x∈T
(‖b‖l2), C12 > 0
und der Voraussetzung min(1/2, 3/(4 + d)) ≥ β folgt weiter
|III| ≤
N−1∑
n=0
∑
T∈T nh
‖u(1)T ‖2l1‖ekh‖20,2,T +
1
4
ˆ1‖P ′h(∇ekh)‖20,2,T
+
h2T
k2(d+2)
(
hT
K
)2(K+1)
‖u(1)T ‖2l1
{
|u|2K+2,2,T + |PK,kGL (∇IkGL(u))|2K+1,2,T
}
.
Aus der Betrachtung des linearen Residuums
R(U) ≤ 3
2
k
hT
max
∂∗T∩Rn
(∣∣U+T − U−T ∣∣)+ 2 max(CΩ0 , C∂Ω0 ) khT max∂∗T\Rn (∣∣U+T − U−T ∣∣) (6.15)
ergibt sich insbesondere
R(v + w) ≤ R(v) +R(w). (6.16)
Dies ermo¨glicht mit entsprechender Wahl von C14, die am Ende der Abscha¨tzung des Terms
IV1 vorgenommen wird, die weitere Behandlung von
|IV| ≤
N−1∑
n=0
∑
T∈T nh
∫
T
hTR(U)
2
2k2dmax
x∈T
(‖b‖l2)C14
+
C14max
x∈T
(‖b‖l2)k2d
2hT
C22
(
hT
k2+d/2
)2(2−β)
‖P ′h(∇IkGL(u))‖2l2‖P ′h∇ekh‖2l2 dx
≤
(6.16)
N−1∑
n=0
∑
T∈T nh
∫
T
hT (R(e
k
h) +R(I
k
GL(u)))
2
2k2dmax
x∈T
(‖b‖l2)C14
+
C14max
x∈T
(‖b‖l2)k2d
2hT
C22
(
hT
k2+d/2
)2(2−β)
‖P ′h(∇IkGL(u))‖2l2‖P ′h(∇ekh)‖2l2 dx
≤
N−1∑
n=0
∑
T∈T nh
∫
T
hTR(e
k
h)
2
k2dmax
x∈T
(‖b‖l2)C14 +
hTR(I
k
GL(u))
2
k2dmax
x∈T
(‖b‖l2)C14
+
C14max
x∈T
(‖b‖l2)k2d
2hT
C22
(
hT
k2+d/2
)2(2−β)
‖P ′h(∇IkGL(u))‖2l2‖P ′h(∇ekh)‖2l2 dx
= IV1 + IV2 + IV3.
|IV1| ≤
N−1∑
n=0
∑
T∈T nh
h−1T |T |
k2(d−1)max
x∈T
(‖b‖l2)C14
9
4
max
∂∗T∩Rn
(|e+T − e−T |)2
+
N−1∑
n=0
∑
T∈T nh
h−1T |T |
k2(d−1)max
x∈T
(‖b‖l2)C14 4
(
max(CΩ0 , C
∂Ω
0 )
)2
max
∂∗T\Rn
(|e+T − e−T |)2
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≤
(4.61)
N−1∑
n=0
9C215
4max
x∈T
(‖b‖l2)C14‖e
n
+ − en−‖20,2,Ω
+
N−1∑
n=0
∑
T∈T nh
4
(
max(CΩ0 , C
∂Ω
0 )
)2
C215
max
x∈T
(‖b‖l2)C14 ‖e
+
T − e−T ‖20,2,∂∗T\Rn
≤ 9C
2
15
4max
x∈T
(‖b‖l2)C14
{
‖e0+‖20,2,Ω +
N−1∑
n=1
‖en+ − en−‖20,2,Ω
}
+
4
(
max(CΩ0 , C
∂Ω
0 )
)2
C215
max
x∈T
(‖b‖l2)C14
N−1∑
n=0
{
2‖e+ − e−‖20,2,Rin,n+1 + ‖e
+ − e−‖20,2,Λn,n+1
}
≤ 18C
2
15
8max
x∈T
(‖b‖l2)C14
{
‖e0+‖20,2,Ω +
N−1∑
n=1
‖en+ − en−‖20,2,Ω
}
+
64
(
max(CΩ0 , C
∂Ω
0 )
)2
C215
8max
x∈T
(‖b‖l2)C14
N−1∑
n=0
{
‖e+ − e−‖20,2,Rin,n+1 + ‖e
+‖2
0,2,Λ−n,n+1
}
≤ 1
8
‖e0+‖20,2,Ω +
1
8
N−1∑
n=1
‖en+ − en−‖20,2,Ω
+
1
8
N−1∑
n=0
{
‖e+ − e−‖20,2,Rin,n+1 + ‖e
+‖2
0,2,Λ−n,n+1
}
, C15 > 0.
Fu¨r die analoge Behandlung von IV2 ist die Ungleichung
R(IkGL(u)) = R(u− ξ) ≤ R(u)︸ ︷︷ ︸
=0
+R(−ξ) = R(ξ)
dienlich und liefert
|IV2| ≤
N−1∑
n=0
∑
T∈T nh
∫
T
hTR(ξ)
2
k2(d−1)max
x∈T
(‖b‖l2)C14 dx
≤
N−1∑
n=0
∑
T∈T nh
1
8
‖ξ+T − ξ−T ‖20,2,∂∗T∩Rn +
1
8
‖ξ+T − ξ−T ‖20,2,∂∗T\Rn
≤ C
N−1∑
n=0
∑
T∈T nh
k
h2k+1T
k2k+1
|u|2k+1,2,T , (6.17)
|IV3| ≤
N−1∑
n=0
∑
T∈T nh
1
2
max
x∈T
(‖b‖l2)C14C22
h3−2βT k
2d
k(2+d/2)(4−2β)
‖P ′h(∇IkGL(u))‖20,∞,T‖P ′h(∇ekh)‖20,2,T
≤
(6.14),
(4.61)
C
N−1∑
n=0
∑
T∈T nh
h1−2βT
k4−β(d+4)
‖u(1)T ‖2l1‖ekh‖20,2,T
≤ C
N−1∑
n=0
∑
T∈T nh
‖u(1)T ‖2l1‖ekh‖20,2,T , β ≤ min(
1
2
,
4
d+ 4
).
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Die Addition aller Abscha¨tzungen ergibt mit bN1 = b1 fu¨r u ∈ W k+1,2(QT )∩W 1,∞(QT )
bN1 (e
k
h, e
k
h) ≤ C
N−1∑
n=0
∑
T∈T nh
h2T
k2(d+2)
(
hT
K
)2(K+1)
‖u(1)T ‖2l1
{
|u|2K+2,2,T + |PK,kGL (∇IkGL(u))|2K+1,2,T
}
+ C
N−1∑
n=0
∑
T∈T nh
hT
k
(
hT
K
)2(K+1) {
|u|2K+2,2,T + |PK,kGL (∇IkGL(u))|2K+1,2,T
}
+ C
N−1∑
n=0
∑
T∈T nh
k
h2k+1T
k2k+1
|u|2k+1,2,T + C
N−1∑
n=0
∑
T∈T nh
‖u(1)T ‖2l1‖ekh‖20,2,T , 0 <  1
= C16
N−1∑
n=0
αn + C17max
T∈Th
‖u(1)T ‖2l1
N−1∑
n=0
∑
T∈T nh
‖ekh‖20,2,T , C16, C17 > 0, (6.18)
falls
0 < β ≤ min
(
1
2
,
3
d+ 4
)
. (6.19)
Eine Mo¨glichkeit die Abha¨ngigkeit der rechten Seite von ekh zu entfernen, besteht in der An-
wendung von (5.47) fu¨r tn ≤ t ≤ tn+1 :
‖ekh(t, ·)‖20,2,Ω ≤ ‖en+1− ‖20,2,Ω + 2C1h
∑
T∈T nh
max
x∈T
‖b‖l2
∫
T
∇ekh · ∇ekh dx
+
CΩ0
2C1 min
T∈T nh
{hT}
∫ tn+1
t
‖ekh(t′, ·)‖20,2,Ω dt′
≤ 2C6
∑
T∈T nh
ˆ1k‖∇ekh‖20,2,T +
1
2
‖en+1− ‖20,2,Ω

≤ 2C6 k
˜minvms
∑
T∈T nh
ˆ1˜
min
vms‖∇ekh‖20,2,T +
1
2
‖en+1− ‖20,2,Ω

≤
(6.23)
2C6
k
˜minvms
∑
T∈T nh
ˆ1‖P ′h(∇ekh)‖20,2,T,h +
1
2
‖en+1− ‖20,2,Ω
 ,
so dass weiter folgt
N−1∑
n=0
∑
T∈T nh
‖ekh‖20,2,T =
N−1∑
n=0
∫ tn+1
tn
‖ekh(t, ·)‖20,2,Ω dt
≤ 2C6k
ˆminvms
N−1∑
n=0
∫ tn+1
tn
∑
T∈T nh
ˆ1‖P ′h(∇ekh)‖20,2,T,h +
1
2
‖en+1− ‖20,2,Ω dt
≤ 2C6k
ˆminvms
N−1∑
n=0
∫ tn+1
tn
bn+11 (e
k
h, e
k
h) dt ≤
2C6kh
ˆminvms
N−1∑
n=0
bn+11 (e
k
h, e
k
h).
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Die Anwendung des diskreten Lemmas von Gronwall leistet, falls h hinreichend klein ist
2
(
ˆminvms
)−1
C6C17khmax
T∈Th
‖u(1)T ‖2l1 ≤ C18 < 1, C18 > 0
das Gewu¨nschte:
bN1 (e
k
h, e
k
h) ≤ C16α0 + C16
N−2∑
n=0
αn+1 + C18
N−1∑
n=0
bn+11 (e
k
h, e
k
h)
≤ C16α0 + C16
∑N−2
n=0 αn+1 + C18
∑N−2
n=0 b
n+1
1 (e
k
h, e
k
h)
1− C18
≤ C16α0 + C16
∑N−2
n=0 αn+1
1− C18 exp
(
C18(N − 1)
1− C18
)
≤ C16
1− C18 exp
(
N − 1
1− C18
)N−1∑
n=0
αn.
(6.20)
Aus |||u− U |||h ≤
∣∣∣∣∣∣ekh∣∣∣∣∣∣h+|||ξ|||h folgt mit der Abscha¨tzung von |||ξ|||h analog zur Behandlung
des Terms I
|||ξ|||2h ≤ C
N−1∑
n=0
∑
T∈T nh
(
k
h2k+1T
k2k+1
+ ˆ1
h2kT
k2k
+
h2k+2T
k2k+2
)
|u|2k+1,2,T ,
die endgu¨ltige Fehlerabscha¨tzung
|||u− U |||2h ≤ C
N−1∑
n=0
αn. (6.21)
Zusammen mit der
Annahme 6.1.1
1. Es existiert ein C > 0 unabha¨ngig von h und k derart, dass gilt
|PK,kGL (v)|K+1,2,T ≤ C|v|K+1,2,T . (6.22)
2. Es gilt die Abscha¨tzung
˜minvms‖∇ekh‖20,2,T ≤ ‖P ′h(∇ekh)‖20,2,T,h (6.23)
mit ˜minvms > 0 unabha¨ngig von h und k.
folgt das
Theorem 6.1.2 Es sei Ω ein Gebiet mit Lipschitz-Rand und {T nh }h>0 eine quasiuniforme Fa-
milie von Partitionierungen von (0, T )×Ω. Dann existiert ein C > 0 unabha¨ngig von h und k,
so dass mit (5.8) und unter der Annahme 6.1.1 fu¨r die Lo¨sungen U ∈ Wh von (5.15) mit La-
grangeschen Finiten-Elementen bzgl. der Gauss-Lobatto Quadraturpunkte und u ∈ W 1,∞(QT )
nach Definition 3.2.2 folgende Ungleichung gilt:
|||u− U |||h ≤ C
N−1∑
n=0
∑
T∈T nh
h
1/2
T
k1/2
hK+1T
KK+1
. (6.24)
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In dem eingangs erwa¨hnten Fall PK,kGL = {0} ist die Konvergenz des Verfahrens ebenso sicher-
gestellt.
Theorem 6.1.3 Es sei Ω ein Gebiet mit Lipschitz-Rand und {T nh }h>0 eine quasiuniforme Fa-
milie von Partitionierungen von (0, T ) × Ω. Dann existiert ein C > 0 unabha¨ngig von h und
k, so dass mit (5.8) fu¨r die Lo¨sungen U ∈ Wh von (5.15) mit PK,kGL = {0} und Lagrangeschen
Finiten-Elementen bzgl. der Gauss-Lobatto Quadraturpunkte folgende Ungleichung gilt:
|||u− U |||h ≤ C
N−1∑
n=0
∑
T∈T nh
h
1/2
T
k1/2
. (6.25)
u ∈ W 1,∞(QT ) ist hierbei eine Lo¨sung nach Definition 3.2.2.
Beweis Analog zu (6.21).
6.2 A priori Fehlerabscha¨tzung II
Gegeben sei die schwache Formulierung (vgl. [JJS95, (2.7)]):
Finde U ∈ Wh derart, dass fu¨r n = 0, 1, . . . , N − 1, U ≡ UQn,n+1 ∈ W nh
a(U, v) +
∑
T∈T nh
{
δ (L(U), f ′(U) · ∇v)0,T + ˆ (∇U,∇v)0,T
}
= 0 ∀v ∈ W nh (6.26)
mit L(U) = ∇ · f(U), 0 < β < min (1
2
, 4
d+4
)
und
δ = δ(U) = C1
hT
k
(
max
x∈T
‖f ′(U)‖l2
)−1
,
ˆ = ˆ(U) = max
(
C2
(
h
k2+d/2
)2−β
R(U), C3
(
h
k
)k+1/2)
,
R(U)|T = max
T
(|L(U)|) + k
hT
(
max
∂∗T
(∣∣[f(U+T )− f(U−T )] · n+T ∣∣)+ max
∂∗T
(
CT
∣∣U+T − U−T ∣∣)) .
Nahezu analog zum vorherigen Abschnitt kann eine weitere a priori Fehlerabscha¨tzung fu¨r das
lineare Problem mit (6.5) und der Annahme (6.6) gezeigt werden. Ausgangspunkt sind die
Gleichungen
b1(u, v) = l(v) ∀v ∈ W 1,2(QT , Th) (6.27)
und
b1(u, v) = l(v) ∀v ∈ Wh, (6.28)
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mit
b1(v, w) =
N−1∑
n=0
∑
T∈T nh
∫
T
∇ · f(v)w dx+
N−1∑
n=0
∑
T∈T nh
δ(v) (L(v), b · ∇w)0,T
+
N−1∑
n=1
∫
Ω
(vn+ − vn−)wn+ dxx +
∫
Ω
v0+w
0
+ dxx
+
N−1∑
n=0
∫
Rin,n+1
1
2
(
f(v−)− f(v+)) · n+(w+ + w−) ds
+
N−1∑
n=0
∫
Rin,n+1
CΩ0 (v
+ − v−)(w+ − w−) ds
−
N−1∑
n=0
∫
Λ−n,n+1
1
2
f(v+) · n+w+ ds+
N−1∑
n=0
∫
Λ−n,n+1
C∂Ω0 v
+w+ ds.
(6.29)
Weitere Zwischenergebnisse auf dem Weg zum na¨chsten Theorem sind
b1(e
k
h, e
k
h) = b1(ξ, e
k
h)−
N−1∑
n=0
∑
T∈T nh
ˆ(U)
(∇IkGL(u),∇ekh)0,T = I + II,
|I| ≤ 1
4
b1(e
k
h, e
k
h) + C
N−1∑
n=0
∑
T∈T nh
k
h2k+1T
k2k+1
|u|2k+1,2,T , 0 <  1,
|II| ≤ 1
8
‖e0+‖20,2,Ω +
1
8
N−1∑
n=1
‖en+ − en−‖20,2,Ω +
1
8
δ‖L(ekh)‖20,2,T
+
1
8
N−1∑
n=0
{
‖e+ − e−‖20,2,Rin,n+1 + ‖e
+‖2
0,2,Λ−n,n+1
}
+ C
N−1∑
n=0
∑
T∈T nh
k
h2k+1T
k2k+1
|u|2k+1,2,T
+ C
N−1∑
n=0
∑
T∈T nh
‖u(1)T ‖2l1‖ekh‖20,2,T , β ≤ min(
1
2
,
4
d+ 4
).
Theorem 6.2.1 Es sei Ω ein Gebiet mit Lipschitz-Rand und {T nh }h>0 eine quasiuniforme Fa-
milie von Partitionierungen von (0, T )×Ω. Dann existiert ein C > 0 unabha¨ngig von h und k,
so dass fu¨r die Lo¨sungen U ∈ Wh von (6.26) mit Lagrangeschen Finiten-Elementen bzgl. der
Gauss-Lobatto Quadraturpunkte und u ∈ W 1,∞(QT ) nach Definition 3.2.2 folgende Unglei-
chung gilt:
|||u− U |||h ≤ C
N−1∑
n=0
∑
T∈T nh
k
h
k+1/2
T
kk+1/2
, 0 <  1. (6.30)
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7 Numerische Beispiele
In diesem Kapitel werden zwei Beispiele mit den Verfahren (5.15) numerisch gelo¨st, um zum
einen die erreichte Konvergenzordnung mit der Aussage des Theorems 6.1.2 zu vergleichen und
zum anderen die Qualita¨t der stabilisierten Lo¨sung zu beurteilen. Fu¨r diese numerische Untersu-
chungen werden fu¨r das stationa¨re Modellproblem mit externen Quellterm f
L(u) = b · ∇u = f in Ω, (7.1)
u = gD auf ΓD (7.2)
Beispiele mit und ohne Grenzschichten verwendet.
Die Diskretisierung von (5.15) benutzt die Parameter C∂Ω0 = C
Ω
0 = 3.0, C1 = C2 = C3 = 0.1
und β = 0.1 aus (5.19). Fu¨r Vergleichszwecke wird die Methode (5.34) mit einer vergleichba-
ren Parameterwahl C∂Ω0 = C
Ω
0 = 3.0, C1, C2 = 0.1, C3 = 0 und β = 0.1 ebenfalls zur Lo¨sung
der Beispiele herangezogen.
Bei den numerischen Tests wird auch der Fluktuationsoperator P ′h = I − P 0,kh beru¨cksichtigt,
obwohl er nicht in die Theorie von Kapitel 4 eingegliedert ist, da die Gauss-Lobatto-Quadratur-
punkte erst ab 1 ≤ k definiert sind (vgl. (4.42)). Dessen ungeachtet bilden die Lagrange-
Polynome vom Grad 2 eine eingebettete hierarchische nodale Basis vom Grad 0.
7.1 Numerische Konvergenzuntersuchung
Beispiel 7.1.1 (Glatte Lo¨sung ohne Grenzschichten) (Vgl. [HJS02, Example 4.2]) Im ersten
Beipiel ist Ω = (−1, 1)2, (b1(x, y), b2(x, y)) = (8/10, 6/10) und gD = 1. Die rechte Seite wird
so gewa¨hlt, das die analytische Lo¨sung
u(x, y) = 1 + sin(pi(1 + x)(1 + y)2/8)
ist.
Fu¨r die exemplarische Konvergenzuntersuchung am Beispiel 7.1.1 werden die Gitterweiten
h ∈ {1/4, 1/8, 1/16, 1/32} und die Polynomgrade k ∈ {1, 2, 3, 4} gewa¨hlt. In den Abbildun-
gen 7.1a und 7.1c wird deutlich, dass der Fehler ‖u− U‖0,2,Ω der Methode (5.15) fu¨r jedes be-
trachtete k mitO(h) fu¨r h→ 0 konvergiert. Die Ausnahme fu¨r k = 1 in der Abbildung 7.1c lie-
fert einen Fehler der FormO(h2).Dies ist jedoch der Fehler der unstabilisierten Discontinuous-
Galerkin-Methode, denn mitK = k = 1 gilt P ′h = I−P 1,1h = 0.
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(a) Konvergenz von (5.15), P ′h = I − P 0,kh mit h-
Verfeinerung.
(b) Konvergenz von (5.15), P ′h = I − P 0,kh mit k-
Verfeinerung.
(c) Konvergenz von (5.15), P ′h = I − P 1,kh mit h-
Verfeinerung.
(d) Konvergenz von (5.15), P ′h = I − P 1,kh mit k-
Verfeinerung.
Abbildung 7.1: Beispiel 1
Daru¨ber hinaus wird in den Abbildungen 7.1b und 7.1d bei fixierter Gitterweite h die Abha¨ngig-
keit des Fehler vom Polynomgrad k betrachtet. Da sich in den numerischen Ergebnissen keiner-
lei U¨bereinstimmung mit den Aussagen des Theorems 6.1.2 entdecken la¨sst, ist davon auszuge-
hen, dass die Annahme 6.1.1 nicht befriedigt werden kann.
Die Abbildungen 7.2a und 7.2b behandeln die Ergebnisse fu¨r den Fall, dass der Shock-capturing
Term auf alle Skalen wirkt und gehen konform mit dem Theorem 6.1.3.
Als Abschluss der numerischen Konvergenzuntersuchung liefern die letzten beiden Abbildun-
gen die Ergebnisse des Verfahrens (6.26). In ihnen findet sich das theoretische Resultat des
Theorems 6.2.1 wieder. Abbildung 7.2d liefert, unter Beru¨cksichtigung der Skalierung, mit den
angena¨herten Geraden des Konvergenzplots einen Indiz fu¨r exponentielle Konvergenz der dis-
kreten Lo¨sung bzgl. des Polynomgrades.
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7.2 Modellproblem mit Grenzschichten
(a) Konvergenz von (5.15), P ′h = I mit h-Verfeinerung. (b) Konvergenz von (5.15), P
′
h = I mit k-Verfeinerung.
(c) Konvergenz von (6.26) mit h-Verfeinerung. (d) Konvergenz von (6.26) mit k-Verfeinerung.
Abbildung 7.2: Beispiel 1
7.2 Modellproblem mit Grenzschichten
Beispiel 7.2.1 (Innere Grenzschicht) (Vgl. [Ang95, Problem 1]) In diesem Fall ist Ω = (0, 1)2,
(b1(x, y), b2(x, y)) = (2, 1) und f = 0. Die Randbedingung genu¨gt der folgenden Funktion
g(x) =

0, x2 <
3
4
x1 +
1
4
1
2
, x = (0, 1
4
)
1, sonst.
Die numerischen Lo¨sungen sind in Abbildungen 7.3a-7.3d dargestellt. Im Vergleich der bei-
den Lo¨sungen mit dem Fluktuationsoperatoren P ′h = I − P 0,2h und P ′h = I − P 1,2h fa¨llt auf,
dass die erste Lo¨sung eine steilere Grenzschicht im Ausstro¨mrand besitzt. Dieses Verhalten er-
scheint insofern merkwu¨rdig, als dass I − P 0,2h mehr Skalen bei der Stabilisierung erfasst als
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I − P 1,2h . Bei der Beru¨cksichtigung von sa¨mtlichen Skalen mit P ′h = I in Abbildung 7.3c,
entsteht jedoch wieder eine Grenzschicht von der Form aus Abbildung 7.3b. Die Grenzschicht
im Einstro¨mrand ist hier dagegen etwas breiter als in den Abbildungen 7.3a und 7.3b. Der
abschließende Vergleich mit der Methode (6.26) zeigt, dass die entsprechende Lo¨sung eine
deutlich steilere Grenzschicht besitzt als die Methoden ohne Stromliniendiffusionsterm, aber
im Gegensatz dazu auch mit Oszillation aufwartet.
(a) Methode (5.15) mit P ′h = I − P 0,2h . (b) Methode (5.15) mit P ′h = I − P 1,2h .
(c) Methode (5.15) mit P ′h = I . (d) Methode (6.26).
Abbildung 7.3: Beispiel 2
98
8 Zusammenfassende Diskussion und
Ausblick
In dieser Arbeit wurden Discontinuous-Galerkin-Methoden zur Lo¨sung von hyperbolischen
Problemen erster Ordnung betrachtet, die zur Vermeidung von nichtphysikalischen Oszillatio-
nen verschiedene Arten von ku¨nstlicher Diffusion einsetzen.
Ziel war es, eineL∞(L∞)-Abscha¨tzung der mit diesen Verfahren gewonnenen diskreten Lo¨sung
zu erhalten. Mit dem Lemma 5.4.8 wurde in Verbindung mit den Ergebnissen aus [JSH90],
[Sze89a] oder [Sze91] diese Abscha¨tzung fu¨r die Lo¨sung der Methode (6.26) bzw. [JJS95,
(2.7)] mit Lagrangeschen Finiten-Elementen ho¨herer Ordnung auf quasiuniforme Partitionie-
rungen bewiesen. Bisher gelang fu¨r dx = 1 in [JSH90] und [Sze91] der Nachweis der ent-
sprechenden Ungleichung nur in einer schwa¨cheren Form fu¨r lineare Funktionen. Fu¨r dieses
Ergebnis existiert in [Sze89a] lediglich eine Erweiterung fu¨r Dreiecke mit einem rechten Win-
kel (dx = 2), jedoch ebenfalls nur fu¨r k = 1. Diese Beschra¨nkung wird in [Sze91] umgangen,
indem der Shock-capturing Term auf eine feinere Triangulierung mit linearen Ansatzfunktionen
interpoliert wird, so dass die L∞(L∞)-Abscha¨tzung zumindest fu¨r diese Modifikation garantiert
werden kann (vgl. Bemerkung 5.4.13).
Ferner wurde ein Verfahren konstruiert, das im Gegensatz zu (6.26) keine Diffusion in Stromli-
nienrichtung beno¨tigt, um eine L∞(L∞)-Abscha¨tzung zu garantierten. Die dafu¨r vorgenomme-
ne Modifikation an der nichtlinearen, isotropen Diffusion zersto¨rt jedoch den residualen Cha-
rakter der Methode. Um eine Konvergenzordnung, die gro¨ßer als Eins ist, zu erhalten, wurde
die Idee verfolgt, die ku¨nstliche Diffusion nur auf feine Skalen wirken zu lassen (vgl. [Hei07]).
Fu¨r die L∞(L∞)-Abscha¨tzung, ist an dem dazu notwendigen Fluktuationsoperator P ′h die Be-
dingung (
P ′h(∇v), P ′h(∇vp−1)
)
0,T,h
≥ 0 (8.1)
zu stellen. Der aus dieser Bedingung hervorgegangene diskrete Projektor P ′h, besitzt durch die
Eigenschaften der Gauss-Lobatto-Interpolation auf den ersten Blick geeignete Fehlerdarstel-
lungen (Korollar 4.4.8) - so lange nur die Stetigkeit des grobskaligen Projektors PK,kh bzgl.
entsprechender Halbnormen erfu¨llt ist (Annahme 6.1.1 (1)).
Eine weitere Problematik findet sich im zweiten Teil der Annahme 6.1.1:
˜minvms‖∇ekh‖20,2,T ≤ ‖P ′h(∇ekh)‖20,2,T,h.
Falls der Projektor P ′h dieses koerzive Verhalten aufweisen sollte, so ist doch die Unabha¨ngigkeit
der Konstante von h und k zumindest fraglich. Erforderlich ist dieser Teil der Annahme, da die
Konvergenzanalysis die Ungleichung
bN1 (e
k
h, e
k
h) ≤ · · ·+ C
N−1∑
n=0
∑
T∈T nh
‖ekh‖20,2,T
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aufweist, die ihren Ursprung in der Nichtlinearita¨t des Shock-capturing Terms hat. Ein Vergleich
mit [Hei07], bei der die feinskalige Projektion zu akzeptablen a priori Fehlerdarstellungen fu¨hrt,
zeigt: die Ursachen beider Annahmen
• L∞(L∞)-Abscha¨tzung
• Nichtlinearita¨t des Konvektionsterms
treten dort nicht auf.
Da die numerischen Vergleichsrechnungen am Beispiel k = 2, K = 0, 1 nur einen Fehler
der Ordnung O(h) aufweisen, ist zu vermuten, dass wenigstens eine der beiden Annahmen
nicht erfu¨llt ist. Sollte die Verletzung der zweiten Annahme die Ursache fu¨r die geringe Kon-
vergenzordnung sein, so kann die Projektion im nichtlinearen Shock-capturing Term kein zu-
friedenstellendes Verfahren liefern. Andernfalls ko¨nnte eine A¨nderung des Projektors, unter
Beru¨cksichtigung von (8.1), der vorgestellten Methode zum Erfolg verhelfen.
Beide Annahmen ko¨nnten umgangen werden, wenn es gela¨nge die isotrope Diffusion so zu mo-
difizieren, dass eine L∞(L∞)-Abscha¨tzung unter Beibehaltung der residualen Struktur mo¨glich
ist. Die Motivation zur Einfu¨hrung einer lokalen Projektion wa¨re dann nicht mehr gegeben.
Bisher unbeantwortet geblieben ist auch die Frage nach der Konvergenz der Discontinuous-
Galerkin-Methode fu¨r nichtlineares f gegen eine Lo¨sung von (3.12)−(3.14).Diese Konvergenz
kann mit Hilfe der L∞(L∞)-Beschra¨nkung sichergestellt werden, falls eine maßwertige Lo¨sung
nach Definition [Sze89b, S. 184] existiert.
100
Index
A
Algebra
hermitesches Element . . . . . . . . . . . . . 68
normiert . . . . . . . . . . . . . . . . . . . . . . . . . 68
Ausflussrand . . . . . . . . . . . . . . . . . . . . . . . . . 19
D
deal.II . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
Diffeomorphismus
C1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
Discontinuous-Galerkin-Methode . 3, 4, 27,
51, 52, 95, 99, 100
Dualraum . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
E
Einflussrand . . . . . . . . . . . . . . . . . . . . . . 19, 21
Entropie
-Bedingung. . . . . . . . . . . . . . . . . . . . . . .23
-Flux-Paar . . . . . . . . . . . . . . . . . . . . . . . .23
-Lo¨sung . . . . . . . . . . . . . . . . . . . 20, 22–24
-Paar . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
Kruzˇkovsches . . . . . . . . . . . . . . . 25, 26
Semi-Kruzˇkovsches . . . . . . . . . . 25, 26
-Ungleichung . . . . . . . . . . . . . . . . . . . . . 23
Erhaltungsgleichung . . . . . . . . . . . . . . . . . . . 2
Erweiterungsoperator . . . . . . . . . . . . . . . . . 11
starker . . . . . . . . . . . . . . . . . . . . . . . . 12, 13
totaler . . . . . . . . . . . . . . . . . . . . . 12–14, 16
F
Finite-Elemente-Methode . . . . . . . . . . . 4, 27
Finite-Volumen-Methode . . . . . . . . . . . . . . 56
Finites-Element. . . . . . . . . . . . . . . . . . . . . . .27
Lagrange . . . . . . . . . . . . . . . . . . . . . . . . . 28
Fluktuationsoperator . . 4, 42, 54, 78, 85, 97,
99
Flussdichte
von Lax-Friedrich . . . . . . . . . . . . . 51, 52
von Lax-Friedrich (modifiziert) . 51, 52
Formel
Leibnizsche Produktregel . . . . . . . . . . 17
von Faa` di Bruno . . . . . . . . . . . . . . . . . 12
Fortsetzungssatz von Hahn-Banach . . . . . 67
Funktion
beschra¨nkter Variation . . . . . . . . . . . . . . 8
G
Galerkin-Orthogonalita¨t . . . . . . . . . . . . . . . 83
Gebiet . . . . . . . . . . . . . . . . . . . . 7, 9, 11, 14, 15
Cm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
beschra¨nkt . . . . . . . . . . . . . . . . . . . . . . . . .9
Lipschitz . . . . 10, 11, 13–16, 36, 66, 78,
91–93
Gleichung
Euler . . . . . . . . . . . . . . . . . . . . . . . . . . . 1, 2
Navier-Stokes . . . . . . . . . . . . . . . . . . . . . 1
Grenzschicht . . . . . . . . . . . . . . . . . . . . . . . . . . 3
H
Hierarchische Basis
modal . . . . . . . . . . . . . . . . . . . . . . . . . 4, 40
nodale eingebettete vom Grad K 27, 41
I
Integrationsgewichte . . . . . . . . . . . . . . . . . . 36
Interpolationsoperator
Lagrange . . . . . . . . . . . . . . 31, 32, 34, 43
Gauss-Lobatto . . . . . . . . . . . 39, 44, 99
K
ku¨nstliche Diffusion
anisotrop . . . . . . . . . . . . . . . . . . . . . . . . . 53
isotrop . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
Kardinalzahl . . . . . . . . . . . . . . . . . . . . . . . . . . 8
Kompatibilita¨tsbedingung . . . . . . . . . . . . . 22
Kontrollvolumen . . . . . . . . . . . . . . . . . . . . . 37
101
Index
L
Large Eddy Simulation . . . . . . . . . . . . . . . . . 3
Lemma
von Deny-Lions . . . . . . . . . . . . . . . 15, 35
Lipschitz-Konstante . . . . . . . . . . . . . . . . . . . 25
lokale Projektions Stabilisierung . . . . . . . 54
Lumpingoperator . . . . . . . . . . . . . . . . . . 37, 84
M
maßwertige Lo¨sung . . . . . . . . . . . . . . . . . . 100
mass lumping . . . . . . . . . . . . . . . . . . . . . . 4, 41
Massenmatrix . . . . . . . . . . . . . . . . . . . . . . . . 38
Multiindex . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
N
numerischer Wertebereich . . . . . . . . . . . . . 67
algebraisch . . . . . . . . . . . . . . . . . . . . . . . 68
ra¨umlich . . . . . . . . . . . . . . . . . . . . . . . . . 67
O
Oberfla¨che
Parameterdarstellung . . . . . . . . . . . . . . 10
P
Partitionierung
affin . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
lokal quasiuniform 29, 31–33, 35, 36,
45, 46
quasiuniform . . . . . . . . . 29, 50, 53, 66
der Eins . . . . . . . . . . . . . . . . . . . . . . . . . . 10
Zeit-Raum Zylinder . . . . . . . . . . . . . . . 27
Polynom
Lagrange . . . . . . . . . . . . . . 29, 40–44, 95
Legendre . . . . . . . . . . . . . . . . . . 34, 39–41
Tschebyscheff . . . . . . . . . . . . . . . . . . . . 46
Projektion
L2 . . . . . . . . . . . . . . . . . . . . . . . . 34, 39–41
Q
Quadratur
Formel
Genauigkeitsgrad . . . . . . . . . . . . . . . 36
Gauss . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
Gauss-Kronrod . . . . . . . . . . . . . . . . . . . 42
Gauss-Lobatto . . . . . . 31, 39, 40, 42, 81,
91–93, 95
Punkte . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
R
Rand
Cm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
Cm,1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
Lipschitz . . . . . . . . . . . . . . . . . . . 9, 12, 16
Randbedingung . . . . . . . . . . . . . . . . . 4, 20, 24
Dirichlet . . . . . . . . . . . . . . . . . . 20, 21, 23
Raum
Banach . . . . . . . . . . . . . . . . . . . . . . . . . . 67
Hilbert . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
Lebesgue . . . . . . . . . . . . . . . . . . . . . . . . . . 7
Sobolev . . . . . . . . . . . . . . . . 4, 8, 9, 27, 34
S
Satz
von Gauss . . . . . . . . . . . . . . . . . . . . . . . . 11
Shock-capturing 3, 4, 27, 41, 53, 67, 69, 71,
79, 81, 83, 96, 99, 100
Smagorinsky-Modell . . . . . . . . . . . . . . . . . . . 3
Spektrum . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
Spuroperator . . . . . . . . . . . . . . . . . . . . . . . . . 13
Standard-Galerkin-Methode . . . . .51, 53, 81
Stetigkeit
Ho¨lder . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
Lipschitz . . . . . . . . . . . . . . . . . . 20, 25, 54
Stromliniendiffusionsmethode . . . . . . . . . . .3
subgrid artificial viscosity . . . . . . . . . . . . . 54
U
Ungleichung
von Gronwall . . . . . . . . . . . . . . 17, 66, 77
diskret . . . . . . . . . . . . . . . . . . . . . . . . . 17
von Ho¨lder . . . . . . . . . . . . . . . . 15, 68, 76
von Markov . . . . . . . . . . . . . . . . . . . . . . 47
von Nikolskii . . . . . . . . . . . . . . . . . . . . . 46
von Poincare´-Friedrich . . . . . . . . . 15, 16
von Young . . . . . . . . . . . . . . . . . . . . 15, 76
V
Variationelle Mehrskalenmethode . . . . . . 54
Viskosita¨tslo¨sung . . . . . . . . . . . . . . . . . . . . . . 2
Viskosita¨tsmethode . . . . . . . . . . . . . .4, 19, 20
Z
Zeit-Raum-Zylinder . . . . . . . . . . . . . . . . . . . 19
102
103
Index
Symbolverzeichnis
Basisnotationen
∅ leere Menge
N0 natu¨rliche Zahlen {0, 1, 2, . . .}
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δij Kronecker-Symbol: δij = 1 falls i = j und 0 sonst
dx ∈ N Dimension der ra¨umlichen Grundmenge
d = dx + 1
blc = max
z∈Z, z≤l
(z)
dle = min
z∈Z, z≥l
(z)
Ω ⊂ Rdx ein beschra¨nktes Gebiet mit Lipschitz-Rand
QT = (0, T )× Ω ⊂ R+ × Rdx , T > 0 ein Zeit-Raum-Zylinder, S. 19
ΣT = (0, T )× ∂Ω, T > 0 Rand des Zeit-Raum-Zylinders, S. 19
ΓD = ∂Ω Dirchlet-Rand
Γ−D Einflussrand, S. 19
Γ+D = ΓD \ Γ−D Ausflussrand, S. 19
Σ−D = (0, T )× Γ−D, T > 0, S. 19
Σ+D = (0, T )× Γ+D, T > 0, S. 19
n a¨ußerer Normaleneinheitsvektor
C > 0, allgemeine Konstante, die nach Bedarf angepasst wird
C˜, C0, · · · Konstanten
L[f ] Lipschitz-Konstante der Funktion f bzgl. einer Kugel, S. 25
dist(A,B) = inf
x∈A,y∈B
‖x− y‖
I[a, b] = [min(a, b),max(a, b)], S. 23
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Vektoren und Matrizen
(x1, . . . , xn)
T Komponenten eines Vektors x ∈ Rn, n ∈ N
ei Einheitsvektor 1 ≤ i ≤ d
α = (α1, . . . , αn)
T ∈ Nn0 Multiindex
|α| = ∑ni=1 αi La¨nge des Multiindex
α! = α1! · · ·αm!,m ∈ N
xα = xα11 · · ·xαmm , m ∈ N
I Indexmenge
‖v‖lp(I) = (
∑
i∈I |vi|p)1/p, p ∈ [1,∞), v = (vi)i∈I Vektorraumnorm
‖v‖l∞(I) = max
i∈I
{|vi|}, v = (vi)i∈I vektorielle Maximumsnorm
(v, w)l2(I) =
∑
i∈I viwi, v = (vi)i∈I , w = (wi)i∈I
‖v‖lp , (v, w)l2 ‖v‖lp(I) bzw. (v, w)l2(I), p ∈ [1,∞]
mit I = {0, 1, 2, . . . , n− 1} oder I = {1, 2, . . . , n}, n = #I
‖f‖lp(M) = (
∑
x∈M |f(x)|p)1/p, p ∈ [1,∞) diskrete Norm
fu¨r Funktionen auf einer PunktmengeM
x ‖ yf duale Vektoren x, yf ; sie erfu¨llen fu¨r 1/p+ 1/q = 1 die Bedingung
1 = xTyf = ‖x‖lp‖yf‖lq , S. 67
A = (aij)ij ∈ Rm,n, m, n ∈ NMatrix
I Einheitsmatrix
AT Transponierte der Matrix A
diag(v) Diagonalmatrix, v ∈ Rn, n ∈ N
det Determinatenfunktion
‖A‖lp von ‖x‖lp , x ∈ Rn, 1 ≤ p ≤ ∞ induzierte Matrixnorm
‖A‖max = max
1≤i,j≤n
|aij|
rg(A) Rang der Matrix A
σ(A) Spektrum der Matrix A
λmin, λmax, λi Eigenwerte einer entsprechenden Matrix
W (A, ‖ · ‖) numerischer Wertebereich der Matrix A bzgl. der Norm ‖ · ‖, S. 67
A normierte Algebra mit Einselement, S. 68
VA(a, ‖ · ‖) algebraischer numerischer Wertebereich von a ∈ A, S. 68
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Index
Operatoren
∂tu =
∂u
∂t
Zeitableitung von u
∂iu =
∂u
∂xi
partielle Ableitung nach xi, i ∈ N0 von u
∂ηu partielle Ableitung von u in Richtung η
∂iju zweite Ableitung von u bzgl. xi und xj
∂αu = ∂α11 · · · ∂αmm , m ∈ N
∇u Gradient von u
∇ · u, div u Divergenz von u
∆u Laplace-Operator
L Differentialoperator
η, q Entropie-Flux Paar, S. 23
sign(·) Vorzeichenfunktion
sign+(·) = 1 falls Argument positiv, sonst 0
sign−(·) = −1 falls Argument negativ, sonst 0
E Erweiterungsoperator, S. 12
γ˜, γ, γ1, γ2 Spuroperatoren, S. 11, 13, 20
LH Lumpingoperator, S. 37
Ikh Lagrangescher Interpolationsoperator
IkG I
k
h bzgl. der Gauss-Quadraturpunkte
IkGL I
k
h bzgl. der Gauss-Lobatto-Quadraturpunkte
P kh L
2-Projektion
PK,kh , P
K,k
GL Projektionen auf einem abstrakten Grobraum, S. 42
P ′h = I − PK,kh Fluktuationsoperator, S. 42
H Flussdichte, S. 51
R Residualoperator bzgl. der Kanten der ku¨nstlichen Diffusion, S. 55
106
Index
Funktionenra¨ume
l ∈ N0 Glattheitsindex fu¨r Funktionenra¨ume
k ∈ N0 Polynomgrad
P allgemeiner Polynomraum
S(X) Einheitsspha¨re des normierten Raumes X
X ′ Dualraum von X
Qk = span{xα : α ∈ Nd0, |α| ≤ k}, k ∈ N0
C l(G) = C l(G,R), l ∈ N0 Raum der l-mal stetig differenzierbaren
Funktionen auf G ⊂ Rm,m ∈ N in die reellen Zahlen
C l0(G) Funktionen aus C
l(G), l ∈ N0 deren Support kompakt ist
Lp(G) = Lp(G,R), p ∈ [1,∞) Funktionen von G in die reellen Zahlen
deren p-te Potenz Lebesgue-integrierbar ist
L∞(G) = L∞(G,R) Raum der wesentlich beschra¨nkten Funktionen
W l,p(G) = W l,p(G,R) Funktionen deren l-te Ableitungen in Lp(G) liegen
BV (G) = BV (G,R) ⊂ L1(G,R) Funktionen mit beschra¨nkter Variation
L(A,B) Raum der stetigen, linearen Funktionen von A nach B
‖u‖Lp(G) = (
∫
G
|u|p dx)1/p, p ∈ [1,∞)
‖u‖L∞(G) = inf{K > 0 : |u(x)| ≤ K fast u¨berall in G}
‖u‖l,p,G = (
∑
|α|≤l ‖∂αu‖pLp(G))1/p, p ∈ [1,∞)
(u, v)l,G =
∑
|α|≤l
∫
G
∂αu ∂αv dx
‖u‖l,∞,G = max{‖∂αu‖L∞(G) : |α| ≤ l}∫
G
|Gf |dx = sup{∫
G
f div g dx : g = (g1, . . . , gn)
T ∈ C10(G)n, |g(x)| ≤ 1, x ∈ G} <∞
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Symbole im Finite Elemente Kontext
Qn,n+1 = (tn, tn+1)× Ω, n ∈ N0, S. 27
Qn = {tn} × Ω, n ∈ N0, S. 27
Σ±n,n+1 = (tn, tn+1)× Γ±D, n ∈ N0, S. 27
Σ±n = {tn} × Γ±D, n ∈ N0, S. 27
Rn,n+1, Rn Kanten in Qn,n+1, Qn, S. 27
Λ±n,n+1, Λ
±
n Kanten in Σ
±
n,n+1, Σ
±
n , S. 27
Rin,n+1 = Rn,n+1 \ Λn,n+1, S. 27
T nh Zeit-Raum Triangulierung von Qn,n+1
hT = diam(T ) = max
x,y∈T
‖x− y‖l2 , Durchmesser von T
ρT Durchmesser der gro¨ßten in T enthaltenen Kugel
h = max{hT : T ∈ T nh , n = 1, . . . , N, N ∈ N}
{Tˆ , Pˆ , Σˆ} Finites Referenzelement
{T, P,Σ} Finites Element
nkdof, n
K
dof = #Σˆ Freiheitsgrade des Finiten Referenzelementes
N Knotenmenge eines Lagrangeschen Finiten Elements
Q Knotenmenge einer nodalen Quadraturformel
(u, v)l,T,h =
∑
|α|≤l
∑ndof
i=1 ∂
αu(xi) ∂
αv(xi)ω
J
i , xi ∈ Q
(u, v)l,T,GL = (u, v)l,T,h, falls Q aus den
Gauss-Lobatto-Quadraturpunkten besteht
‖u‖l,p,T,h, ‖u‖l,p,T,GL diskrete Normen bzgl. entsprechender Quadraturpunkte, S. 37
W nh = {w ∈ L2(Qn,n+1) : w|T ∈ P (T )∀T ∈ T nh }
Wh =
∏
n≥0W
n
h
W l,p(QT , Th)
∏
n≥0
{
w ∈ L2(Qn,n+1) : w|T ∈ W l,p(T )∀T ∈ T nh
}
W = W 1,∞(QT ), S. 51
{Bk}k≥0 hierarchische modale Basis, S. 40
{Bj}1≤j≤nkdof eingebette hierarchische nodale Basis vom Grad K, S. 41
V K,kh (T ) = span{BK}, S. 42
V ′h(T ) = span{Bk \ BK}, S. 42
FT = JT xˆ+ bT affine Transformation von Tˆ auf T
T+ = T Zeit-Raum Element
T− Nachbarelement von T+ bzgl. der betrachteten Kante
n±T Einheitsnormalenvektor bzgl. ∂T
±
v±(x) = lim
µ→+0
v(x− µn±)
vn±(x) = v(tn ± 0, x1, . . . , xd)
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