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Abstract—In this article, we show how the finding the number
of partitions of same size of a positive integer show up in
caching networks. We present a stochastic model for caching
where user requests (represented with positive integers) are a
random process with uniform distribution and the sum of user
requests plays an important role to tell us about the nature
of the caching process. We discuss Euler’s generating function
to compute the number of partitions of a positive integer of
same size. Also, we derive a simple approximation for guessing
the guessing the number of partitions of same size and discuss
some special sequences. Lastly, we present a simple algorithm to
enumerate all the partitions of a positive integer of same size.
I. INTRODUCTION
Caching in networks is considered as an alternative to
convert device memory into data rate to reduce delay and
improve quality-of-service (QoS). The topic has been studied
for a particular information theoretic setting in [1] and for
decentralized setting in [2]. Since then, a lot of work has been
done in coded-storage, device-to-device etc. with respect to
caching. A good account of it can be found in [3] and [4].
In this article, we consider a user that uses a device to access
content from the internet. The device is also referred to as a
user equipment (UE). Suppose the device is connected to a
server that can store (or cache) a limited amount of content in
its memory. Such a server can be located within the UE or at
a distant location as a separate entity. Figure II shows such a
system with user requests arriving at UE that are partially or
wholly served by the server S. Caching has many advantages
such as improved quality of service (QoS). An important facet
to study in this situation is how can we understand the nature
of user requests for the content in relation to the cached
content.
The problem can be modeled in a straightforward way
using a stochastic setting. Let F = {F1, F2, . . . , FN} be a
set of files with and [K] = {1, . . . ,K} be the set of first K
positive integers. At a given instant the user requests a file
from F at random. Suppose the stochastic process of user
requests is given by X = (X1, X2, X3, . . .), where Xk ∈ F
and the probability that Xk is some file Fj ∈ F is given
by P (Xk = Fj) = pj . An associated stochastic process
I = (5, 1, 7, 21, . . .) of file indices can be easily constructed
from the user request process X , where the kth element takes
the value j ∈ [N ] if Xk = Fj . Now, if we ask the following
questions of the following type
UE S
requests
· · ·
Fig. 1. Cache model.
1) what is the probability that a finite sub-sequence Î ⊂ I
sums to a positive integer M?
2) does a finite sub-sequence exits such that the sum of it’s
elements equal’s S?
What the above questions have in common is that they
require us to know the number of all possible partitions of
integer S = In + · · ·+ In+k into k parts such that each part
belongs to [N ]. In the next section we describe some classical
results from the theory of partition of integers that gives a
generating function for the problem.
II. GENERATING FUNCTION FOR INTEGER PARTITIONING
Let S be a positive integer that is a sum of k parts where
each part belongs to [N ], i.e.,
S = r1 + · · ·+ rk,
where rj ∈ [N ] for 1 ≤ j ≤ k.
The coefficient of xS in the Euler’s generating function
1
(1 + x+ x2 + · · · )(1 + x2 + x4 + · · · )(1 + x3 + x6 + · · · ) · · ·
gives us the number of partition of S for all k. The general
form of the Euler’s generating function is given by
G(x, y) = 1
(1− yx)(1− yx2)(1− yx3) · · · .
Here, the coefficient of xSyk is the total number of partitions
of S in k parts. See sectio 3.16 in [5] for a detailed discussion.
Now we can play with some special cases that interests us.
Consider two sets, U consisting of non-negative integers and
V of positive integers. For instance, let U = {0, 1, 2, .., u} and
V = [N ]. Then the generating function of the partitions of S
in k parts belonging to the set V and allowed multiplicities
from U is given by
G(x, y, U, V ) =
∏
v∈V
(∑
u∈U
yuxuv
)
.
Even though G(x, y, U, V ) is a polynomial with finite terms,
it is in general a NP-Complete problem to compute the
coefficients of powers of xy. Next we present some special
cases, when it is easier to approximate the coefficient of xy.
A. Sums with large k and large N
Consider a stochastic process I as described in section I and
that each element is chosen uniformly from the set of positive
integers Z+. Let Sn−m denote the sum of elements
Sn−m = Im+1 + · · ·+ In.
The mean and variance of Ik are given by
µ(Ik) =
1
N
N∑
i=1
i =
N + 1
2
σ2(Ik) =
1
N
N∑
i=1
i2 − µ2(Ik) = (8N + 6)(N
2 − 1)
24
Now, the central limit theorem tells that for any real α < β
P
(
α <
Sn−m − (n−m)µ(Ik)
σ(Ik)
√
(n−m) < β
)
−→ N(β) −N(α),
as n−m goes to infinity. Therefore, we have
P
(
(ασ(Ik)
√
n−m+ (n−m)µ(Ik))
< Sn−m < (βσ(Ik)
√
n−m+ (n−m)µ(Ik))
)
−→ N(β)−N(α)
(1)
as n − m goes to infinity. Let N (S, k, U, [N ]) denote the
number of partitions of S in k parts, where each part belongs
to [N ] with multiplicities from U . Then from inequality 1 we
get
N (S, k, U, [N ]) ≈ (n−m)!⌊
n−m
2
⌋
!
1
P (α, β, Sn−m)
, (2)
where P (α, β, Sn−m) denotes the probability
P
(
(ασ(Ik)
√
n−m+ (n−m)µ(Ik))
< Sn−m < (βσ(Ik)
√
n−m+ (n−m)µ(Ik))
)
.
Remark: The approximation 2 calls for the following re-
marks.
1) Approximation 2 is bounded by the error term that only
vanishes as (n−m) tends to infinity.
2) The first term of right hand side of approximation 2
accounts for that for large sums with large (n − m),
on the average (n − m)/2 elements tends to be the
same. Hence, the term accounts for the total number
of permutations for a partition.
B. Special Sums
Let the sub-sequence of elements be of length m with k
elements of value N − 1 and m− k elements with value N ,
where 0 ≤ k ≤ m. Then the sum
S = k(N − 1) + (m− k)N = mN − k
cannot be partitioned in m parts using any other element from
[N ], other than N − 1 and N . Therefore, there exist only one
partition S with m parts.
Furthermore, as elements of the sub-sequence take the
values uniformly and randomly from [N ], the sub-sequence
can occur in
m!
k!
ways. Therefore, the probability of a sub-sequence that is m
elements long and sums to S is
k!
m!
.
III. ENUMERATION OF PARTITIONS OF SAME SIZE
In this section we present a simple algorithm to enumerate
the partitions a positive integer into m parts.
Consider again a positive integer S that is to be divided
in m parts, where each part belongs to the set [N ]. And let
N (S, k, [N ]) denote the total number of such partitions. Then
we have
S = k.d+ r.
Here, 0 ≤ r < d and d ∈ [N ]. This means the S can be
written as a sub-sequence
(d, . . . , d︸ ︷︷ ︸
kˆ
, d+ 1, . . . , d+ 1︸ ︷︷ ︸
rˆ = m− kˆ
), (3)
where all the elements sum up to S. We can rewrite the sub-
sequence as follows
(d1, . . . , d1︸ ︷︷ ︸
k
, d2, d3, . . . , d3︸ ︷︷ ︸
r
), (4)
where d1, d2 and d3 are chosen according to
1) Decrease the left most element that is greater than
1 and increase the right-most element that is less
than N , until the sequence becomes either (1, . . . , d),
(1, . . . , 1, d,N, . . . , N) or (N−1, . . . , N−1, N, . . . , N),
where 1 ≤ d ≤ N . Of course, for the third case there is
only sequence that partitions S.
From the sequence 4, another sequence of the same sum can
be constructed by simply by reducing right-most r elements
by 1 and distributing the value r to the rest of the elements
by increasing the elements up to d3 − 1 starting from the
kth, then k − 1th element and so on. For instance, the
sequence (1, 1, 1, 5, 8, 8) has k = 3 and r = 2, and after
the process it becomes (1, 1, 1, 7, 7, 7) while the sum of two
sequences remain the same. Denote the values of the ith
element sequence by ei and let
rˆ =
m−r∑
j=1
(em − 1− ej)
and mˆ =
{
m if rˆ − r ≥ 0,
m− (rˆ − r) otherwise.
If rˆ−r = −r′ < 0, then the process can be applied to the first
mˆ = m− r′ elements of the sequence while keeping the last
r′ elements the same. Otherwise, mˆ equals m. Let us call this
process as the enumeration process. The following algorithm
describes the enumeration process for a given mˆ.
Algorithm 1 Enumeration Process
Input: S = {(d1, . . . , d1, d2, d3, . . . , d3)}, r and mˆ
Output: N (S,m, [N ])
1: Evaluate rˆ =
m−r∑
j=1
(em − 1− ej)
2: repeat
3: if rˆ − r ≥ 0 then
4: for l = 1 to mˆ− r − 1 do
5: em−r−1 = min(em−r−1 + r, em − 1)
6: em−r−l = min(1+[r−l(em−1)−em−r−1]I, em−
1)
7: em−r+1 = · · · = em−r+mˆ = em − 1
8: N (S,m, [N ]) = N (S,m, [N ]) + 1
9: r ← min
(
mˆ, r +
⌊
r
d3−1−d2
⌋
+
⌊
r−(d3−1−d2)
d3−1
⌋)
10: mˆ←
m∑
i=1
(em − ei)
11: return si = (e1, . . . , em)
12: S ← S ∪ si
13: end for
14: else
15: m← m− (rˆ − r − 1)
16: go to 1
17: end if
18: until er − er−1 = 1
19: return S
If we repeat this process for mˆ ∈ [m], we get the algorithm
that enumerates all partitions of S that have m parts each.
Algorithm 2 Enumeration algorithm for integer partitions of
same size
Input: Sm and m
Output: N (S,m, [N ])
1: for mˆ = m to mˆ = 2 do
2: Enumeration Process(S)
3: end for
4: return N (S,m, [N ]) = |Sm|
It is straightforward to see that the algorithm 2 is exhaustive
and enumerates all the partitions of S of size m while counting
the number of partitions. We leave out the proof out for brevity.
In general, the enumeration algorithms do not serve much
purpose in determining a useful formula for computing the
number of partitions except for the special case when the
problem instances are really small, but they can be a source
of insight to the nature of the problem.
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