Abstract-We present an approach to segment vehicle tracks in coherent change detection images, a product of combining two synthetic aperture radar images taken at different times. The approach uses multiscale higher order random field models to capture track statistics, such as curvatures and their parallel nature, that are not currently utilized in existing methods. These statistics are encoded as 3-by-3 patterns at different scales. The model can complete disconnected tracks often caused by sensor noise and various environmental effects. Coupling the model with a simple classifier, our approach is effective at segmenting salient tracks. We improve the F-measure on a standard vehicle track data set to 0.963, up from 0.897 obtained by the current stateof-the-art method.
I. INTRODUCTION
M ULTIPLE synthetic aperture radar (SAR) images taken at different times of the same scene can be combined to produce coherent change detection (CCD) images that can reveal subtle surface changes such as those made by tire tracks [1] , [2] . Our goal is to segment the vehicle tracks in these images.
Vehicle track segmentation can be viewed as a binary labeling problem where a pixel is labeled with a 1 if it belongs to a track and 0 otherwise. A simple approach is to train a classifier on features extracted at each pixel. While this approach is simple and can produce good results, it fails to complete disconnected tracks that are caused by sensor noise and various environmental effects, such as vegetation and weather, which are prevalent in CCD images.
A common approach to address this discontinuity problem in image segmentation is to apply a pairwise Markov random field on adjacent pixels. In particular, pairwise Potts models are very popular, partly due to their simplicity. More importantly, these models allow for efficient inference via graph cuts [3] . A recent vehicle track segmentation approach uses a pairwise Potts model with some success [4] . A major problem with these pairwise models, however, is that they favor short Manuscript received June 10, 2016 ; accepted December 20, 2016. Date of publication January 9, 2017; date of current version February 23, 2017. Sandia National Laboratories is a multi-mission laboratory managed and operated by Sandia Corporation, a wholly owned subsidiary of Lockheed Martin Corporation, for the U.S. Department of Energy's National Nuclear Security Administration under contract DE-AC04-94AL85000.
The author is with the Sandia National Laboratories, Albuquerque, NM 87185 USA (e-mail: tong@sandia.gov).
Color versions of one or more of the figures in this letter are available online at http://ieeexplore.ieee.org.
Digital Object Identifier 10.1109/LGRS.2016.2643564 compact objects. Vehicle tracks, on the other hand, are long thin objects. Several higher order models for image segmentation have been proposed to address the shortcomings of the simple pairwise model. In particular, the cooperative cut approach introduces potential functions that operate on subsets of edges in the graph [5] . Inferencing with cooperative cut is, in general, NP-hard. For a certain class of cooperative cut potential functions, exact inference is still possible via graph cuts [6] . A recent vehicle track segmentation approach imposes higher order constraints through the use of a constrained Delaunay triangulation (CDT) to discover and complete missing pieces of tracks [7] .
These models, however, still cannot capture important properties of natural tracks. Specifically, it is not clear how track curvatures and their parallel nature can be enforced in these models. This letter presents an approach to vehicle track segmentation that captures the properties of natural tracks. Similar to many random field models, our model involves data costs and higher order costs that capture track statistics. The higher order costs capture 3-by-3 patterns of tracks, while the data costs account for the evidence of tracks present in the input image. In order to capture long range behaviors of tracks, we use a multiscale model that captures 3-by-3 patterns at different scales in the pyramid. These higher order costs are trained using ground-truth contour images.
Due to its higher order nature, graph cuts cannot be used for inference. Instead, we use the recent band sampler [8] , an efficient Metropolis-Hastings sampler, to sample from the model. Coupling this model with a simple classifier, our approach is more effective at segmenting salient tracks. We improve the F-measure on a standard vehicle track data set to 0.963, up from 0.897 obtained by the CDT method.
The details of our approach are presented in Section II. The experimental results are presented in Section III. Concluding thoughts are provided in Section IV.
II. TRACK SEGMENTATION
An overview of our approach is outlined in Fig. 1 . Let I be an m × n image we want to segment. The set of pixels in I is V. Our goal is to infer binary image x such that x i j = 1 means pixel (i, j ) ∈ V is a track pixel. The posterior distribution of x given I is p(x|I ) = (1/Z ) exp(−E(x|I )), where E(x|I ) is an energy function and Z is the normalization factor.
As mentioned earlier, although the standard pairwise model allows for efficient inference via graph cuts, provided that the pairwise potentials are submodular, it tends to produce short U.S. Government work not protected by U.S. copyright. Fig. 1 . Steps involved in segmenting salient tracks. We first extract features from the input image using a set of linear filters. Using the extracted features, the classifier takes a first pass at classifying pixels that belong to tracks. This information is combined with the higher order model that captures natural track statistics to complete and segment salient tracks. compact objects. In order to capture the long thin nature of tracks, we must use a higher order model. A natural extension is to use 3-by-3 blocks of pixels. Let x[i, j ] be the binary pattern of the 3-by-3 window centered on pixel (i, j ) with values outside of the image boundaries set to 0. The energy function of our single-scale model is
where ψ i j (x i j |I ) is a data cost associated with labeling pixel
Although the single-scale model is more powerful than the standard pairwise model, it still only captures local patterns. In order to see long-range patterns, we form an image pyramid of x via max pooling. Let the first level of the pyramid be x 0 = x. For level k > 0, x k is the binary image of size m/2 k × n/2 k where each entry at pixel (i, j ) is formed by the OR logical operation of the pixels at (2i, 2 j ), (2i + 1, 2 j ), (2i, 2 j + 1), and (2i + 1, 2 j + 1) in x k−1 . Let V k be the set of pixels at level k. For a multiscale model with K levels, the energy function is
It is important to recognize that this model does not introduce new random variables, as the pyramid is a deterministic function of x. In general, we expect to see different patterns at different scales. To accommodate for this variability, the model uses a different cost function w k at each level. This gives the model the flexibility to assign different costs to patterns at different scales. Another advantage of a multiscale model is that it can see long-range patterns at a coarser level. As an example, a 3-by-3 pattern at level k = 3 spans a window of size 24 × 24 in x. These advantages are shown in Fig. 2 .
A. Learning
Our energy function is composed of two parts: data costs and higher order costs. While it is possible to learn these costs simultaneously, we choose to learn them separately for the following reason. The higher order costs can be viewed as a model prior, as they are independent of the input image. Our data costs may change due to changes in the sensor characteristics, but our model prior remains the same. We can learn the model prior and later use them with our data costs to form our full model. This decoupling allows us to train the model prior once, which can be time consuming.
1) Prior Cost:
The distribution of the model prior with K levels is p(x) = (1/Z ) exp(−E(x)), where
We note that each cost function
is location independent and can be viewed as an array with 512 entries indexed by pattern x k [i, j ] . From this perspective, we can concatenate these arrays into a single array, w, which has K × 512 entries, where each block of 512 entries corresponds to a w k . We can store the corresponding frequencies of patterns at all levels in φ(x). With this notation, our energy function can be expressed as
We can make the patterns invariant to rotations and mirror reflections by combining them to form a smaller model so that each w k has 102 entries. This reduces the number of parameters in our model to K × 102. We use invariant models in our experiments.
We use maximum likelihood learning to estimate w. Let T be the training set consisting of binary contour images of vehicle tracks. We minimize the following objective function:
which has a regularization term to help prevent overfitting. The corresponding gradient of this convex function is where E p [φ(x)] is the expectation of the frequencies of patterns according to the model distribution, p(x). Since this distribution is generally not computable, except in trivial cases, we can only approximate this expectation by sampling x from p(x), as discussed in a later section. We initialize w ← 0. At each iteration, we update w according to
where η is a learning rate. This form of learning is also referred to as contrastive divergence (CD) learning. It can be shown that CD learning does not minimize the likelihood function, e.g., the fixed points of CD learning are not those of the objective function. The bias introduced by CD learning, however, is small in practice [9] .
2) Data Cost: Our goal is to learn a likelihood function p(F i j |x i j ) so that ψ i j (x i j |I ) = − log p(F i j |x i j ), where F i j is a feature vector at pixel (i, j ) derived from input image I . We use the maximum response 8 (MR8) feature set [10] as it computes features at multiple scales. Multiscale features have been shown to improve contour detection in natural images [11] . The MR8 feature set uses a filter bank that consists of edge and bar filters at six orientations and three scales along with a Gaussian and a Laplacian of Gaussian for a total of 38 filters. For the edge and bar filters, only the maximum responses across orientations at each scale are kept, resulting in a total of eight features. We extend the MR8 filter bank to use eight orientations instead of six. Our filter bank is shown in Fig. 3 .
While it is possible to form p(F i j |x i j ) by fitting a mixture model over the features of each class, obtaining a good fit can be difficult when the features are high dimensional. Instead, we use a simpler approach by training a classifier. We use logistic regression for its simplicity, but any soft-output classifier can be used as an alternative. Let c i j be the output of the classifier at pixel (i, j ). For hard-output classifiers, c i j ∈ {0, 1}.
For soft-output classifiers, such as logistic regression, we can view c i j as the probability of being a track pixel given the observed features at pixel (i, j ), e.g., c i j = p(x i j |F i j ). Let p 0 be the prior probability of nontrack pixels and p 1 = 1 − p 0 . We set p(F i j |0) = (1 − c i j )/ p 0 and p(F i j |1) = c i j / p 1 . In practice, we set p 0 to be the proportion of nontrack pixels in our training set.
One potential issue with using the likelihood as is comes from the fact that vehicle tracks present in the input image may be several pixels wide, depending on the resolution of the sensor. The classifier may pick up these wide tracks. We are interested in the thin single-pixel wide contour representation of these tracks. More importantly, if our model prior is trained with thin contours, the mismatch created by the classifier may weaken the model's ability to complete meaningful tracks. In order to minimize this problem, we augment the likelihood of some pixels as follows. Let S = {(i, j ) : p(F i j |1) > p(F i j |0)} be the set of pixels where the likelihood of 1 is larger than the likelihood of 0. This set corresponds to a binary image mask. We apply morphological thinning on this mask to obtain a single-pixel-wide mask. Let S be the set of pixels corresponding to the thinned mask. We set p(F i j |x i j ) = α for all pixels (i, j ) ∈ S \ S , where α > 0 is an arbitrary constant. The exact value of α is not important because it is the difference between the data costs that matters. By setting these pixels to a constant, we allow the model to explore these areas while leveraging the model prior to enforce continuity of patterns.
B. Sampling and Inferencing
While it is possible to transform a higher order binary model into a pairwise model by introducing auxiliary variables so that graph cuts can be used for inference [12] - [14] , the number of additional variables introduced can be prohibitively large. In a multiscale model, a 3-by-3 pattern at level k = 3 contains 576 variables. The total number of auxiliary variables for just a single pattern is bounded by O(2 576 ). As a consequence, for inference, we sample from the model distribution.
Perhaps the simplest way to sample from a distribution is through Gibbs sampling. In Gibbs sampling, we sample a small block of pixels while fixing the rest. The simplest case involves just a single pixel. This can, however, lead to slow convergence. It is possible to sample larger blocks of pixels, such as 3-by-3 blocks, to improve convergence at the expense of additional computations. For the singlescale model, we can efficiently sample several rows using the band sampler [8] , which uses the forward-backward dynamic programming algorithm [15] . This is possible because the single-scale model is just a second-order Markov chain on the rows to sample. For a multiscale model, the band sampler is used to propose samples in a Metropolis-Hastings scheme. In MetropolisHastings sampling, we draw samples from a distribution q that is easier to sample from than the target distribution p. In our case, q is the single-scale model and p is a multiscale model. Let x be the current state. We draw x from q and accept it with probability min 1,
In our experiments, we sample three rows at a time. Since sampling rows can introduce a bias that favors horizontal lines, in practice, we alternate between sampling rows and columns. That is, we first sample every three rows. Then we switch to sample every three columns. This alternating process is repeated several times so that the chain mixes well.
Given an input image, we can draw many samples from our distribution, where each sample is a binary image that identifies the vehicle tracks. The output imagex is the average over all samples. A track image can be obtained fromx by thresholding it, e.g.,x i j > τ.
With any model, there is a potential for false positives. One method to suppress false positives is to incorporate global information to identify salient tracks [16] . This method relies on the eigenvector decomposition of a large sparse matrix that encodes similarities among pixels within a neighborhood. It can be effective, but is limited to small image sizes. Here, we use a simple heuristic to identify salient tracks. The idea is that the output of the classifier does a good job of identifying salient pixels that belong to tracks, while the model uses this information to complete the tracks. We can leverage this information to reduce false positives. Let C = {(i, j ) : c i j > } be the set of pixels that the classifier predicts to be track pixels that are above some salient threshold . The threshold should be set accordingly based on the chosen classifier. In our experiments, we set = 0.99. Let D = {(i, j ) :x i j > τ} be the set of pixels that correspond to the thresholded output. A pixel (i, j ) ∈ D is kept if there is a path in D from (i, j ) to any pixel in C. A path is a set of connected pixels (8-connected neighborhood system) that leads from the source pixel to the target pixel. Again, the sets C and D correspond to binary images and efficient morphological operations can be used to determine connectivity.
III. EXPERIMENTAL RESULTS
We evaluate the performance of four detectors: single-scale model, four-scale model, logistic regression classifier, and the CDT approach [7] . We first train the logistic regression classifier using the openly available vehicle track data set [17] . The data set consists of 40 CCD images containing simulated vehicle tracks along with ground truth. Each 600 × 800 CCD image is generated from a real SAR image pair and contains a single simulated tire track. Example images are shown in Fig. 4 . We randomly select 20 images to train the classifier. The remaining 20 images are used to quantify the performance of the algorithms.
The single-and four-scale model priors are trained using the BSDS500 data set [16] in combination with the same 20 ground-truth track images used in training the classifier. The BSDS500 data set consists of 500 natural images and their corresponding contour images. We use 200 of these contour images. Ideally, we would train with only track images. A good training set, however, requires many images. We find that mixing the BSDS500 data set with some track images still captures sufficient characteristics that enable the model to complete meaningful tracks. We train the single-scale model followed by the four-scale model. Recall that the single-scale model is needed to train a multiscale model. On a 16-core cluster, training each model with 10 000 iterations requires approximately 50 h.
The performance of the algorithms is evaluated using the precision-recall framework. For the classifier and the random field models, this is accomplished by sweeping the threshold τ while fixing the salient threshold at = 0.99. The CDT detector, on the other hand, is a hard-output detector and its precision-recall (PR) curve consists of just a single point. In all cases, once a binary image containing predicted tracks is obtained, we morphologically thinned it to produce a singlepixel wide track image. A ground-truth track pixel is correctly detected if and only if there is a track pixel predicted by the algorithm that is within a Euclidean distance of 5 pixels from it (true positive). Any predicted track pixel that does not have a corresponding ground-truth pixel is considered a false positive. A buffer of 5 pixels is used because ground-truth track pixels are actually several pixels wide, but our algorithm produces thin single-pixel wide contours.
The precision-recall curves of all four methods are shown in Fig. 5 . The four-scale model improves substantially over the current state-of-the-art CDT method. The F-measure [maximum of 2 · precision · recall/(precision + recall)] of the CDT approach is 0.897 and is 0.952 for the classifier. By incorporating higher order constraints, the single-scale model obtains an The threshold of each detector is set to the value that corresponds to the F-measure obtained on the simulated data set with the salient threshold set at = 0.99. The classifier does a good job of identifying tracks, but is unable to complete them. The four-scale model is able to complete some of these gaps.
F-measure of 0.959, which is further improved by the fourscale model to 0.963. To see the impact of using a salient threshold, we set = 0. In this case, only the threshold τ determines track pixels. The F-measures of the classifier and the four-scale model drop to 0.918 and 0.908, respectively.
We observe that the improvement obtained by the fourscale model over the classifier lies in its ability to complete tracks. This can be seen in the examples shown in Fig. 6 of real vehicle tracks. While the classifier does a good job of identifying tracks, it is unable to close gaps that separate these tracks. The four-scale model incorporates higher order constraints on track patterns and is able to complete some of these gaps.
IV. DISCUSSION AND CONCLUSION
We have presented an approach to segment vehicle tracks in SAR CCD images. The approach combines a simple classifier with a higher order model prior that captures the statistics of natural tracks. Our approach makes substantial improvement over the current state-of-the-art CDT method. This improvement comes from the model's ability to complete tracks as enforced by the higher order terms. Our results also show that it is important to use not only higher order constraints but also their multiscale representations.
The expressive power of the model comes at an increase in computational cost. The higher order model can no longer use efficient graph cuts for inferencing. Instead, it must rely on Metropolis-Hastings sampling to draw many samples. The average inference time on a 600 × 800 image is about 10 min using 96 cores. This clearly limits the approach to offline processing. The results of this letter should motivate future research to improve inference algorithms for higher order models.
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