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Abstract.
In order to describe the asymptotic behaviour of a vanishing period in a one pa-
rameter family we introduce and use a very simple algebraic structure : regular
geometric (a,b)-modules generated (as left A˜−modules) by one element. The idea
is to use not the full Brieskorn module associated to the Gauss-Manin connection
but a minimal (regular) differential equation satisfied by the period integral we are
interested in. We show that the Bernstein polynomial associated is quite simple
to compute for such (a,b)-modules and give a precise description of the exponents
which appears in the asymptotic expansion which avoids integral shifts. We show a
couple of explicit computations in some classical (but not so easy) examples.
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1 Introduction
Cet article a pour but d’e´tudier le de´veloppement asymptotique d’une inte´grale de
la forme
s→
∫
γs
dω
df
issue d’une des deux situations ge´ome´triques suivantes :
1. Soit f : X → D un repre´sentant de Milnor d’un germe de fonction holomorphe
a` l’origine de Cn+1, soit ω une p−forme holomorphe sur X ve´rifiant
df ∧ dω ≡ 0, et soit (γs)s∈D une famille horizontale de p−cycles compacts
dans les fibres de f .
2. Soit f : X → D une fonction holomorphe propre d’une varie´te´ complexe X
de dimension n + 1 dont les singularite´s e´ventuelles sont toutes contenues
dans la fibre Y := f−1(0), soit ω une p−forme holomorphe sur X ve´rifiant
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df ∧ dω ≡ 0, et soit (γs)s∈D une famille horizontale de p−cycles compacts
dans les fibres de f .
La connexion de Gauss-Manin de f en degre´ p est un syste`me diffe´rentiel sur D
avec une singularite´ re´gulie`re a` l’origine qui ”controˆle” ce type de fonction quand
la forme diffe´rentielle ω varie. Mais il est clair que pour une p−forme donne´e, le
”controˆle” en question est assez impre´cis.
En effet l’inte´grale conside´re´e est solution d’une e´quation diffe´rentielle ”minimale”
(en un sens a` pre´ciser) qui est ”contenue” dans le syste`me de Gauss-Manin, mais
peut-eˆtre beaucoup plus ”petite”, et donne donc des renseignements beaucoup plus
pre´cis sur la fonction conside´re´e et les termes inte´ressants apparaissant dans son
de´veloppement asymptotique (convergeant en fait).
Nous nous inte´resserons plus pre´cise´ment aux cas ou` l’on sait de´ja` que le syste`me de
Gauss-Manin conside´re´ est incarne´ par un (a,b)-module re´gulier1. Le cas classique
est e´videmment celui d’un germe f a` singularite´ isole´e a` l’origine (que l’on peut aussi
voir comme le cas global a` singularite´ isole´e). Pour le cas d’un germe quelconque,
quitte a` quotienter par la torsion, on est toujours dans cette situation d’apre`s [B.-S.
04]. Mais la pre´sence de torsion non de type fini peut-eˆtre une difficulte´ se´rieuse
pour mener a` bien des calculs concrets. Plus re´cemment on a montre´ dans [B.II]
comple´te´ par [B.07] que pour un germe f a` singularite´ de dimension 1 la torsion
est de type finie. On a aussi montre´ dans [B.08] que c’est toujours la situation pour
une fonction holomorphe propre (situation du 2. ci-dessus).
Dans le cadre des (a,b)-modules (ou modules de Brieskorn ge´ne´ralise´s) il s’agit de
conside´rer un (a,b)-module re´gulier ge´ome´trique E2 et de conside´rer le sous-(a,b)-
module minimal contenant un e´le´ment x ∈ E donne´. Ceci conduit naturellement a`
la notion de (a,b)-module monoge`ne qui est introduite et de´crite dans cet article.
Un invariant important est l’e´le´ment de Bernstein d’un tel (a,b)-module monoge`ne
qui est dans ce cas un avatar tre`s simple du polynoˆme de Bernstein d’un (a,b)-
module re´gulier (voir [B.93]). Le calcul de cet invariant, qui est beaucoup plus
simple que le calcul du (a,b)-module engendre´ par x lui-meˆme, c’est a` dire la
de´termination pre´cise de l’e´quation diffe´rentielle ”minimale” ve´rifie´e par la fonction
conside´re´e, donne de´ja` des renseignements pre´cis sur les exposants apparaissant dans
le de´veloppement asymptotique a` l’origine de l’inte´grale conside´re´e.
De manie`re a` bien montrer l’aspect ”concret” de notre approche, nous avons de´taille´
deux exemples dans le cas classique d’une singularite´ isole´e, qui font bien apparaˆıtre
le gain en pre´cision par rapport a` ce que donne le calcul du syste`me de Gauss-
Manin complet dans ces cas, ou a` fortiori par rapport a` un calcul topologique de la
monodromie.
1Le concept de (a,b)-module ge´ne´ralise le comple´te´ formel d’un module de Brieskorn d’une
singularite´ isole´e ; voir par exemple [S. 89], [B. 93] ou [B. 05].
2La re´gularite´ du (a,b)-module correspond ici a` la re´gularite´ de la connexion de Gauss-Manin,
l’aspect ge´ome´trique encode a` la fois le the´ore`me de Monodromie et le the´ore`me de positivite´ de
B. Malgrange ; voir [M. 75].
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De´crivons de fac¸on un peu plus pre´cise les principaux re´sultats obtenus.
Nous commenc¸ons par montrer un re´sultat de factorisation (proposition 2.0.2) des
e´le´ments homoge`nes en (a,b) dans l’alge`bre A˜ qui met en e´vidence une repre´sentation
”tordue” du groupe syme´trique. Ceci joue un roˆle important dans la compre´hension
du calcul du polynoˆme de Bernstein et les the´ore`mes de structure des (a,b)-modules
monoge`nes re´guliers.
Le premier the´ore`me de structure 3.2.1 met en e´vidence le lien entre la forme initiale
du ge´ne´rateur de l’ide´al annulateur d’un ge´ne´rateur d’un (a,b)-module monoge`ne
re´gulier et son polynoˆme de Bernstein. L’aspect multiplicatif de l’e´le´ment de Bern-
stein associe´ en est une conse´quence importante. Ce the´ore`me met e´galement en
e´vidence des invariants plus fins (voir 3.3.4) qui seront exploite´s dans un travail
ulte´rieur.
Le second the´ore`me de structure 3.4.1 est multiplicatif et il explicite le lien entre
les suites de Jordan-Ho¨lder et l’ide´al annulateur d’un ge´ne´rateur d’un (a,b)-module
monoge`ne re´gulier.
Nous donnons ensuite un the´ore`me (voir 3.6.1) permettant de de´duire la valeur
du polynoˆme de Bernstein d’un (a,b)-module monoge`ne re´gulier de`s que l’on con-
nait un e´le´ment convenable annulant son ge´ne´rateur sans pour autant demander de
connaˆıtre la forme canonique donne´e dans le premier the´ore`me de structure. Ceci
est l’outil crucial qui permet de mener a bien les calculs d’exemples qui concluent
cet article.
Enfin nous montrons (voir le the´ore`me 4.2.1) que tout (a,b)-module monoge`ne
ge´ome´trique est engendre´ par une fonction multiforme de de´termination finie ”de
type standard” et re´ciproquement. Ceci permet de montrer que la connaissance du
polynoˆme de Bernstein re´pond a` la question ”basique” de la de´termination pre´cise
(sans de´calage entier et avec l’exposant du logarithme) des termes ”fondamentaux”
du de´velopement asymptotique standard conside´re´.
2 Polynoˆmes homoge`nes en (a,b), unitaires en a.
On notera par A˜ la C[[b]]−alge`bre
A˜ := {
∞∑
ν=0
Pν(a).b
ν , Pν ∈ C[z]}
ou` l’on a a.b − b.a = b2, et ou` la multiplication par a a` gauche ( ou a` droite) est
continue pour la topologie b−adique.
De´finition 2.0.1 Nous dirons qu’un e´le´ment de A˜ est homoge`ne de degre´ k
en (a, b) si on peut l’e´crire comme une combinaison line´aire
k∑
j=0
λj .a
j .bk−j
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ou` les λj sont des nombres complexes. On dira qu’un tel e´le´ment est unitaire en
a si on a λk = 1.
Le lecteur ve´rifiera facilement que tout e´le´ment de A˜ de la forme
am1bn1am2bm2 · · · amhbnh
avec
∑h
p=1 mp + np = k, est homoge`ne de degre´ k en (a, b). Ceci montre que le
produit d’un e´le´ment homoge`ne de degre´ k par un e´le´ment homoge`ne de degre´ l
est homoge`ne de degre´ k + l.
On remarquera que les monoˆmes bj .ak−j , j ∈ [0, k] forment e´galement une base de
l’espace vectoriel des e´le´ments homoge`nes de degre´ k de l’alge`bre A˜.
Notre premier objectif est de montrer la proposition suivante :
Proposition 2.0.2 Tout e´le´ment homoge`ne P ∈ A˜ de degre´ k en (a, b) et
unitaire en a peut s’e´crire sous la forme P = (a−λ1.b)(a−λ2.b) · · · (a−λk.b), ou`
les λj sont des nombres complexes. De plus, pour chaque σ ∈ Sk on aura encore
P = (a− (λσ(1) + σ(1)− 1).b) · · · (a− (λσ(k) + σ(k)− k).b)
et on obtient ainsi, quand σ de´crit le groupe Sk des permutations de {1, 2, · · · , k}
toutes les fac¸ons de de´composer P en produit d’e´le´ments homoge`nes de degre´ 1 en
(a, b).
Preuve. Commenc¸ons par remarquer que l’application
ϕ : Sk × C
k → Ck
de´finie par ϕ(σ, λ1, · · · , λk) = (λσ(1)+σ(1)−1, · · · , λσ(k)+σ(k)−k) est une action
du groupe Sk sur C
k. En effet on a
ϕ(τ, ϕ(σ, (λj))) = ϕ(τ, (λσ(j) + σ(j)− j))
= (λτ(σ(j)) + σ(j)− j + τ(σ(j))− σ(j)) = (λτ(σ(j)) + τ(σ(j))− j)
= ϕ(τ ◦ σ, (λj)).
Nous appellerons cette action ”l’action tordue” de Sk sur C
k.
Pour montrer l’e´galite´
(a−λ1.b)(a−λ2.b) · · · (a−λk.b) = (a−(λσ(1)+σ(1)−1).b) · · · (a−(λσ(k)+σ(k)−k).b)
il suffit donc de traiter le cas de la transposition de S2, c’est-a`-dire de ve´rifier dans
A˜ l’e´galite´ (a − λ1.b).(a − λ2.b) = (a − (λ2 + 1).b).(a − (λ1 − 1).b), ce qui est
imme´diat.
Passons a` l’existence de la de´composition de P en produit d’e´le´ments homoge`nes
de degre´ 1 en (a, b). Pour cela montrons que b−k.P est un polynoˆme unitaire de
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degre´ k en b−1.a. Comme il suffit de prouver que pour chaque j ∈ [0, k] l’e´le´ment
b−k.bj .ak−j ∈ A˜[b−1] est un polynoˆme en b−1.a de degre´ au plus k, e´crivons,
puisque l’on a a.bm = bm.a+mbm+1 ∀m ∈ Z,
b−k.bj .ak−j = b−1.(bj−k+1.a).ak−j−1
= b−1.(a.bj−k+1 − (j − k + 1)bj−k+2).ak−j−1
= b−1.a.(bj−k+1.ak−j−1)− (j − k + 1)bj−k+1.ak−j−1
= (b−1.a− (j − k + 1)).b−k.bj+1.ak−j−1
ce qui prouve notre assertion par re´currence descendante sur j, le cas j = k e´tant
clair.
La factorisation du polynoˆme unitaire de degre´ k ainsi obtenu donne alors la
factorisation de´sire´e pour P , de la fac¸on suivante :
La relation
bk.
k∏
j=1
(b−1.a− λj) = (a− (λ1 + k − 1).b) · · · (a− (λk + k − k).b)
s’obtient facilement en remarquant que l’on a
bk.(b−1.a− λ) = bk−1.(a− λ.b) = (a− (λ+ k − 1).b).bk−1
ce qui permet de conclure. 
Ceci montre la correspondance entre les orbites de l’action usuelle de Sk sur C
k
et les orbites de l’action tordue via la correspondance qui a` un polynoˆme unitaire
Q de degre´ k associe l’e´le´ment homoge`ne de degre´ k en (a, b), unitaire en a
de´fini par P := bk.Q(b−1.a). On a en fait un isomorphisme
ϕ : Ck → Ck
donne´ par ϕ(λ1, · · · , λk) = (λ1 + k − 1, · · · , λk + k − k) qui est e´quivariant quand
on fait agir Sk au de´part par l’action usuelle et a` l’arrive´e par l’action tordue.
La proposition qui suit donne une autre fac¸on de voir cette action tordue et l’e´quivariance
de´crite ci-dessus.
Proposition 2.0.3 Soient µ1, · · · , µk des nombres complexes deux a` deux dis-
tincts. Alors on a l’e´galite´ suivante entre ide´aux a` gauche de l’alge`bre A˜ :
∩kj=1 A˜.(a− µj.b) = A˜.(a− (µ1 + k − 1).b) · · · (a− (µk + k − k).b). (*)
La de´monstration utilisera le lemme suivant :
Lemme 2.0.4 Soient λ 6= µ deux nombres complexes distincts et soit x ∈ A˜.
Alors x.(a− λ.b) ∈ A˜.(a− µ.b) si et seulement si x ∈ A˜.(a− (µ+ 1).b).
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Preuve. En utilisant l’automorphisme unitaire de la C−alge`bre A˜ qui envoie
a sur a− µ.b et b sur b, on se rame`ne au cas ou` λ 6= µ = 0.
L’e´galite´ (a− b).(a−λ.b) = (a− (λ−1).b).a montre que la condition x ∈ A˜.(a− b)
implique bien x.(a− λ.b) ∈ A˜.a.
Re´ciproquement, supposons que x.(a−λ.b) = t.a. E´crivons x = z.(a− b)+ r avec
r ∈ C[[b]]. On obtient alors
x.(a− λ.b) = z.(a− b).(a− λ.b) + r.(a− λ.b) = t.a
ce qui donne λ.r.b ∈ A˜.a. Comme λ 6= 0 on en conclut que r = 0 ce qui prouve
l’assertion x ∈ A˜.(a− b). 
Preuve de la proposition 2.0.3. L’inclusion ⊇ de l’e´nonce´ re´sulte imme´diatement
de l’invariance du produit conside´re´ dans le second membre de (∗) par l’action tor-
due de Sk. Montrons l’inclusion oppose´e par re´currence sur k. Le cas k = 1 e´tant
clair, supposons l’assertion montre´e pour k − 1 ≥ 1.
Soit donc x ∈ ∩kj=1
(
A˜.(a − µj.b)
)
. E´crivons x = y.(a − µk.b). On a alors pour
chaque j ∈ [1, k − 1] y.(a− µk.b) ∈ A˜.(a− µj.b).
De plus l’hypothe`se que les µj sont deux a` deux distincts pemet d’appliquer le
lemme 2.0.4 pour chaque j ∈ [1, k − 1], ce qui donne que y ∈ ∩k−1j=1A˜.(a − µj.b).
Alors l’hypothe`se de re´currence permet de conclure. 
Terminons ce paragraphe en montrant que tout (a,b)-module re´gulier contient un
sous-module monoge`ne qui est de codimension finie.
Lemme 2.0.5 Pour tout (a,b)-module re´gulier E il existe x ∈ E tel que le
sous-(a,b)-module monoge`ne A˜.x de E soit de codimension finie dans E.
Preuve. Montrons ce re´sultat par re´currence sur k, le rang de E. Le cas du
rang 1 e´tant e´vident, supposons l’assertion montre´e en rang k − 1, avec k ≥ 2 et
montrons-la` au rang k. Conside´rons une suite exacte de (a,b)-modules3
0→ Eλ → E
π
→ F → 0
ou` E est de rang k, et soit y ∈ F tel que A˜.y soit de codimension finie dans
F . Soit x0 ∈ E ve´rifiant pi(x0) = y. Nous allons conside´rer deux cas.
Premier cas : A˜.x0 ∩ Eλ 6= {0}. Il existe alors un entier ν ≥ 0 tel que
A˜.x0 ∩ Eλ = b
ν .Eλ. On a alors la suite exacte de (a,b)-modules
0→ bν .Eλ → A˜.x0 → A˜.y → 0
qui montre que le rang de A˜.x0 est e´gale a` k. Ce qui permet de conclure.
3une telle suite existe d’apre`s [B.93] prop.2.2.
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Second cas : A˜.x0 ∩ Eλ = {0}. Soit P ∈ A˜ le polynoˆme unitaire en a qui
engendre l’annulateur a` gauche dans A˜ de l’e´le´ment x0 ∈ E. Montrons qu’il existe
un entier ν ≥ 0 tel que P.bν .eλ 6= 0 ou` eλ de´note un ge´ne´rateur standard de Eλ
(donc ve´rifiant a.eλ = λ.b.eλ). Chaque entier ν tel que P.b
ν .eλ = 0 de´finit un
morphisme (a,b)-line´aire
ϕν : A˜
/
A˜.P → Eλ
en posant ϕν(1) := b
ν .eλ. De plus, pour des entiers ν1, · · · , νN deux a` deux dis-
tincts, on obtient ainsi des e´le´ments C−line´airement inde´pendants dans HomA˜(A˜
/
A˜.P, Eλ)
puisque l’image de ϕν est e´gale a` b
ν .Eλ. Comme l’espace vectoriel HomA˜(A˜
/
A˜.P, Eλ)
est de dimension finie d’apre`s [B.95] (corollaire du th. 1 ter), on en conclut qu’il
n’existe qu’un nombre fini d’entiers ν ve´rifiant P.bν .eλ = 0, ce qui prouve notre
assertion.
Fixons alors ν tel que P.bν .eλ 6= 0 et posons x1 := x0 + b
ν .eλ. On a alors
pi(x1) = y et A˜.x1 ∩ Eλ 6= {0} puisque P.x1 = P.b
ν .eλ ∈ Eλ \ {0}. Nous sommes
donc ramene´ au premier cas, quitte a` choisir x1 a` la place de x0. 
3 Les the´ore`mes de structure.
3.1 Pre´ambule.
De´finition 3.1.1 On dira qu’un (a,b)-module E est monoge`ne s’il est isomorphe
comme A˜−module a` gauche a` un quotient A˜
/
I ou` I est un ide´al a` gauche de
A˜. 
Rappelons qu’un (a,b)-module est, par de´finition un A˜−module a` gauche qui est
libre et de type fini sur la sous-alge`bre C[[b]]. Donc tout ide´al a` gauche de A˜ ne
donnera pas un (a,b)-module, mais quand c’est le cas il est ne´cessairement monoge`ne.
Le the´ore`me 3.2.1 caracte´risera les ide´aux qui conviennent.
Exemple. Soit E un (a,b)-module et soit e ∈ E. Alors A˜.e ⊂ E est un
(a,b)-module monoge`ne, puisque C[[b]] est noethe´rien et E sans b−torsion. Si I
est l’annulateur de e dans E, on a un isomorphisme ”e´vident” de A˜−modules a`
gauche ϕ : A˜
/
I → A˜.e de´fini en posant ϕ(1) = e.
Lemme 3.1.2 Soit E un (a,b)-module de rang k. On suppose que E est local,
c’est a` dire qu’il existe N ∈ N tel que aN .E ⊂ b.E. Alors les proprie´te´s suivantes
pour un e´le´ment x ∈ E sont e´quivalentes
1) x est un ge´ne´rateur de E comme A˜−module.
2) {x, a.x, · · · , ak−1.x} induit une C−base de E/b.E.
3) {x, a.x, · · · , ak−1.x} est C[[b]]−base de E.
4) x engendre le C−espace vectoriel E/a.E + b.E.
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Preuve. Montrons que 1) ⇔ 2). Si x est un ge´ne´rateur de E, il engendre
E/b.E comme C[a]−module. Comme E est local, l’action de a sur E/b.E
est nilpotente, donc 2) est ve´rifie´e. Re´ciproquement supposons 2) ve´rifie´e. Pour
y ∈ E construisons par re´currence une suite de polynoˆmes Pn de degre´s ≤ k − 1
tels que l’on ait y −
∑n
j=0 b
j .Pj(a).x ∈ b
n+1.E. Pour construire Pn+1 posons
y −
∑n
j=0 b
j .Pj(a).x = b
n+1.zn et e´crivons, graˆce a` 2)
zn =
k−1∑
h=0
λh.a
h.x+ b.zn+1.
Posons Pn+1(a) :=
∑k−1
h=0 λh.a
h. On aura alors
y −
n+1∑
j=0
bj .Pj(a).x = b
n+2.zn+1.
En posant alors u :=
∑∞
j=0 b
j .Pj(a) ∈ A˜, on obtient y = u.x puisque E est
complet pour la topologie b−adique.
Les assertions 2)⇒ 3) et 3)⇒ 4) sont faciles et laisse´es au lecteur.
Montrons 4) ⇒ 2). Soit k minimal tel que ak.E ⊂ b.E. Si y ∈ E construisons
par re´currence les nombres complexes λ1, · · · , λk−1 tels que
y −
h∑
j=0
λj.a
j .x ∈ ah+1.E + b.E.
Si λ1, · · · , λh sont construits, posons
y −
h∑
j=0
λj.a
j .x = ah+1z + b.ξ
et e´crivons z = λh+1.x+ a.t+ b.v graˆce a` notre hypothe`se. Alors on aura
y −
h+1∑
j=0
λj .a
j .x ∈ ah+2.E + b.E
ce qui fait avancer la re´currence.
On aura donc y−
∑k−1
j=0 λj.a
j .x ∈ b.E, ce qui montre que x, a.x, · · · , ak−1.x est un
syste`me ge´ne´rateur de E/b.E. On a donc prouve´ 2). 
Remarque. Le fait qu’il existe x ∈ E ve´rifiant la condition 1), c’est a` dire le fait
d’eˆtre monoge`ne, e´quivaut donc, pour un (a,b)-module local, au fait que l’espace
vectoriel E/a.E + b.E soit de dimension 1, c’est a` dire a` l’existence d’un x ∈ E
ve´rifiant la condition 4). 
Corollaire 3.1.3 Soit E un (a,b)-module monoge`ne local de rang k et soit F
un sous-(a,b)-module normal de rang k−1 de E; soit x un ge´ne´rateur de E, λ
un nombre complexe et soit ξ ∈ a2.E + a.b.E + b2.E. Si y := (a− λ.b).x + ξ ∈ F
alors y est un ge´ne´rateur de F .
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Preuve. Comme F est normal dans E, l’application e´vidente F/b.F → E/b.E
est injective. Donc le fait que a soit nilpotent sur E/b.E impose la meˆme condition
sur F/b.F , ce qui montre que F est local.
Pour prouver que F est monoge`ne, remarquons que, comme F est normal dans
E, F/b.F est un hyperplan de E/b.E. Comme on a y − a.x ∈ a2.E + b.E, on
obtient pour chaque h ∈ [0, k − 2] :
ah.y = ah+1.x+
k−h−1∑
j=2
λj,h.a
j+h.x modulo b.E
ce qui montre que y, a.y, · · · , ak−2.y est un syste`me libre de F/b.F et donc une
base. On conclut graˆce a` l’implication 2) ⇒ 1) du lemme pre´ce´dent applique´e a`
F . 
Proposition 3.1.4 (Isomorphisme) Soit E un (a,b)-module monoge`ne re´gulier
et soient x et y deux ge´ne´rateurs de E d’annulateurs respectifs I et J dans
A˜. Alors il existe u, v ∈ A˜ ve´rifiant les proprie´te´s suivantes :
1− vu ∈ J et I = {β ∈ A˜
/
β.u ∈ J}. (@)
1− uv ∈ I et J = {α ∈ A˜
/
α.v ∈ I}. (@’)
Re´ciproquement, si A˜
/
I et A˜
/
J sont des (a,b)-modules monoge`nes re´guliers
isomorphes s’il existe u, v ∈ A˜ ve´rifiant la condition (@).
Preuve. Comme x et y sont des ge´ne´rateurs de E, il existe u, v ∈ A˜ tels
que l’on ait x = u.y et y = v.x dans E. On en de´duit que 1 − uv ∈ I et que
1 − vu ∈ J . De plus on a pour β ∈ A˜ l’e´quivalence entre β.x = 0 et β.u.y = 0
c’est a` dire la seconde e´galite´ de (@). Celle de (@′) est analogue.
Re´ciproquement, si l’on suppose que (@) est ve´rifie´e, de´finissons l’application
A˜−line´aire a` gauche
ϕ : A˜ → A˜
/
J
en posant ϕ(1) := u. Alors le noyau de ϕ est l’ensemble des β ∈ A˜ tels que
β.u ∈ J . C’est donc exactement I. Donc ϕ induit une injection A˜−line´aire
ψ : A˜
/
I → A˜
/
J . Mais comme ϕ(v) = vu = 1 modulo J , l’application ϕ est
surjective et ψ est un isomorphisme de A˜−modules. 
Remarque. On montrera plus loin (voir l’exemple qui suit le corollaire ??) qu’il
est possible que I et J ve´rifient (@) sans que les e´le´ments u et v soient des
inversibles de A˜. 
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3.2 Le premier the´ore`me de structure.
The´ore`me 3.2.1 Soit I un ide´al a` gauche de A˜. Alors le quotient A˜
/
I est un
(a,b)-module re´gulier de rang k si et seulement si l’ide´al I est principal et admet
un ge´ne´rateur de la forme
x = P + b2.R
ou` P ∈ A˜ est un e´le´ment homoge`ne de degre´ k en (a,b), unitaire en a et ou`
R ∈ A˜ est un polynoˆme en a de degre´ au plus k − 1, a` coefficients dans C[[b]],
de valuation en (a, b) supe´rieur ou e´gale a` k − 1.
Dans ces conditions, l’e´le´ment P + b2.R est unique et ne de´pend que de l’ide´al I
de A˜.
De plus, on a l’e´galite´ dans A˜
(−b)k.BE(−b
−1.a) = P (@)
ou` BE de´signe le polynoˆme de Bernstein du (a,b)-module re´gulier E := A˜
/
I. Ceci
montre que P ∈ A˜ ne de´pend que de la classe d’isomorphisme de E.
Remarque. Un (a,b)-module E est un A˜−module a` gauche. Mais si l’on suppose
que E est re´gulier (ou meˆme seulement local, c’est a` dire qu’il existe N tel que
aN .E ⊂ b.E), il est complet pour la filtration a−adique et c’est naturellement un
module a` gauche sur l’alge`bre
Aˆ := {
∞∑
n=0
Sn(a).b
n, Sn ∈ C[[a]]}
qui est la completion a−adique de A˜.
Un isomorphisme de (a,b)-modules re´guliers est un isomorphisme de A˜−modules a`
gauche et c’est alors ne´cessairement un isomorphisme de Aˆ−modules a` gauche. 
De´monstration. Nous allons commencer par montrer par re´currence sur le rang
k ≥ 1 du (a,b)-module monoge`ne re´gulier E l’assertion suivante :
• pour tout ge´ne´rateur x de E il existe des nombres complexes λ1, · · · , λk
et des e´le´ments T1, · · · , Tk de C[[b]] ve´rifiant Tj(0) = 1 ∀j ∈ [1, k] tels
que l’on ait
[
(a− λ1.b).T1.(a− λ2.b).T2 · · · (a− λk.b).Tk
]
.x = 0
dans E.
Supposons l’assertion montre´e en rang k − 1. Conside´rons alors une suite exacte
0→ F → E
π
→ Eλ → 0 (1)
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ou` Eλ de´signe le (a,b)-module de rang 1 (re´gulier monoge`ne) A˜
/
A˜.(a− λ.b).
Le the´ore`me d’existence des suites de Jordan-Ho¨lder pour les (a,b)-modules re´guliers
(voir [B.93]) assure de l’existence d’une telle suite exacte. Alors le (a,b)-module F
est re´gulier de rang k−1. Comme x est un ge´ne´rateur de E, pi(x) est un ge´ne´rateur
de Eλ et peut donc eˆtre e´crit pi(x) = Sk.eλ ou` Sk ∈ C[[b]] ve´rifie Sk(0) = 1
quitte a` normaliser le ge´ne´rateur standard eλ de Eλ ve´rifiant (a− λ.b).eλ = 0.
Pour faire avancer notre re´currence il nous suffit alors de montrer que l’e´le´ment
y = (a−λ.b).S−1k .x est un ge´ne´rateur (sur A˜) de F . D’abord c’est bien un e´le´ment
de F = Ker pi par de´finition de Sk. Alors il re´sulte du lemme 3.1.2 que y est un
ge´ne´rateur de F .
Notre assertion est donc de´montre´e en posant Tk := S
−1
k .
Notons Q := (a−λ1.b).T1.(a−λ2.b).T2 · · · (a−λk.b).Tk et conside´rons le A˜−module
G := A˜
/
A˜.Q. On a une application A˜−line´aire a` gauche surjective
ϕ : G→ E
de´finie en posant ϕ(1) = x puisque, par construction, on a Q.x = 0 dans E.
Comme T−11 · · ·T
−1
k .Q est un polynoˆme unitaire en a de degre´ k et de valuation
k en (a,b), G est un C[[b]]−module libre de rang k (de base 1, a, · · · , ak−1).
L’application surjective ϕ est donc un isomorphisme. On en conclut que tout ide´al
a` gauche I de A˜ tel que E := A˜
/
I soit un (a,b)-module re´gulier est bien
principal avec un ge´ne´rateur x = P + b2.R de la forme annonce´e.
Montrons la re´ciproque. On suppose donc que I = A˜.x avec x = P + b2.R comme
dans l’e´nonce´. Soit y ∈ A˜ et e´crivons
y =
∑
n≥0
bn.Yn(a)
ou` les Yn sont dans C[z]. Posons alors Yn = Zn.P +Rn pour chaque n ≥ 0, ou`
Zn, Rn sont dans C[[b]][a] et dega(Rn) ≤ k − 1. On aura alors
y =
(∑
n≥0
bn.Zn
)
.P +
∑
n≥0
bn.Rn.
Ceci montre que l’application C[[b]]−line´aire
ψ : C[[b]]k → A˜
/
A˜.x
de´finie par ψ(S0, · · · , Sk−1) = [
∑k−1
j=0 Sj.a
j ] est surjective.
Montrons qu’elle est e´galement injective. Supposons donc que
k−1∑
j=0
Sj.a
j = T.(P + b2.R).
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Le cas T = 0 e´tant imme´diat, supposons que T 6= 0. Alors on peut e´crire
T = bN .T1 + b
N+1.T2 ou` T1 ∈ C[a] \ {0} et T2 ∈ A˜.
En raisonnant modulo bN+1.A˜ = A˜.bN+1, on obtient que
k−1∑
j=0
Sj,N .a
j = bN .T1(a).a
k
ou` Sj,N de´signe la classe de Sj dans C[[b]]
/
bN+1.C[[b]]. On en de´duit que l’on a
T1 = 0. Contradiction. Donc ψ est injective.
Le quotient A˜
/
A˜.x est donc libre de rang k sur C[[b]]. C’est donc un (a,b)-
module. Montrons qu’il est re´gulier.
Pour cela, montrons que les b−j .aj pour j ∈ [0, k − 1] engendrent (comme
C[[b]]−module) le sature´ E♯ de E par b−1.a dans E[b−1]. Il suffit, en fait, de
montrer que l’on a
b−k.ak.E ⊂
k−1∑
j=0
b−j.aj .E.
Ceci signifie que nous devons montrer l’inclusion
b−k.ak.A˜ ⊂
k−1∑
j=0
b−j .aj .A˜+ b−k.A˜.x.
Comme on a vu que A˜ = Imψ + A˜.x il suffit de voir que l’on a
ak.
( k−1∑
j=0
C[[b]].aj
)
⊂
k−1∑
j=0
bk−j.aj .A˜+ A˜.x.
Ceci va re´sulter de l’assertion suivante :
Pour tout h ≥ 0 on a C[[b]].ak+h ⊂
k−1∑
j=o
bk−j.aj .C[[b]] + A˜.x (@@)
qui est clairement e´quivalente a`
Pour tout h ≥ 0 on a C[[b]].ak+h ⊂
k−1∑
j=o
C[[b]].bk−j .aj. + A˜.x (@@bis)
Prouvons (@@bis) par re´currence sur h ≥ 0. Pour h = 0 on obtient
C[[b]].ak ⊂
k−1∑
j=o
C[[b]].bk−j .aj + A˜.x
en e´crivant x sous la forme
x = ak +
k−1∑
j=0
Sj(b).b
k−j .aj
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ou` l’on a pose´
P := ak +
k−1∑
j=0
Sj(0).b
k−j.aj et R =
k−1∑
j=0
Sj(b)− Sj(0)
b
.bk−j−1.aj .
Supposons (@@bis) montre´e pour h ≤ h0. Alors on a
C[[b]].ak+h0+1 ⊂ a.C[[b]].ak+h0 +
k−1∑
j=o
C[[b]].bk−j .aj + A˜.x
en utilisant le fait que C[[b]].a ⊂ a.C[[b]] + C[[b]] et l’hypothe`se de re´currence.
Celle-ci donne alors :
C[[b]].ak+h0+1 ⊂ a.
k−1∑
j=o
C[[b]].bk−j .aj +
k−1∑
j=o
C[[b]].bk−j .aj + A˜.x.
On a
a.
k−1∑
j=o
C[[b]].bk−j .aj ⊂
k−1∑
j=o
C[[b]].bk−j .aj + C[[b]].ak ⊂
k−1∑
j=o
C[[b]].bk−j .aj + A˜.x
en utilisant le cas h = 0 de´montre´ plus haut. Ceci ache`ve la preuve de la re´gularite´
de E.
Si maintenant on suppose que l’on a un autre ge´ne´rateur y = P1 + b
2.R1 de I
tel que P1 soit homoge`ne en (a,b) de degre´ k = rg(E), unitaire en a et R1 de
valuation ≥ k − 1 en (a,b) et de degre´ ≤ k − 1 en a, montrons que P = P1 et
R = R1.
On a un e´le´ment inversible u ∈ A˜ ve´rifiant x = u.y. Comme les inversibles de A˜
sont de la forme λ + b.ξ ou` λ ∈ C∗ et ξ ∈ A˜, on obtient, en supposant u 6= 1
une e´galite´
P + b2.R = (1 + bm.Q(a) + bm+1.η).(P1 + b
2.R1)
ou` λ = 1 car P et P1 sont unitaires en a de degre´ k, et ou` m ≥ 1 est maximal
tel que u − 1 ∈ bm.A˜. En regardant cette e´galite´ modulo bm+1.A˜ on obtient
P = P1 et dega(b
m.Q(a).P1) ≤ k − 1 ce qui implique Q(a) = 0, contredisant le
choix de m. On a donc u = 1 et x = y.
Montrons maintenant que les (b−1.a)j , j ∈ [0, k − 1], ou ce qui est e´quivalent, que
les b−j .aj , j ∈ [0, k − 1], forment une base de E♯
/
b.E♯. Comme on sait de´ja` que
c’est un syste`me ge´ne´rateur, il suffit de prouver que c’est un syste`me libre. Mais
comme on sait de´ja` que le rang de E est e´gal a` k, le rang de E♯ est aussi e´gal a` k
et c’est ne´cessairement une base. On en de´duit que le polynoˆme caracte´ristique de
−b−1.a agissant sur E♯
/
b.E♯ est son polynoˆme minimal. La relation (@) re´sulte
alors de l’e´galite´ dans E[b−1]
0 = b−k.x = b−k.P + b−k+2.R
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en tenant compte du fait que P est homoge`ne de degre´ k en (a, b), unitaire en a
et que la valuation en (a, b) de R est au moins e´gale a` k− 1, alors que son degre´
en a est au plus k − 1. 
3.3 E´le´ment de Bernstein et autres invariants.
De´finition 3.3.1 (E´le´ment de Bernstein) Soit E un (a,b)-module monoge`ne
re´gulier de rang k, nous appellerons e´le´ment de Bernstein de E, que nous
noterons PE ∈ A˜, l’e´le´ment homoge`ne en (a,b) de degre´ k, unitaire en a, de´fini
dans le the´ore`me 3.2.1. Pour I ide´al a` gauche de A˜ tel que E := A˜
/
I soit
un (a,b)-module re´gulier, l’e´le´ment xI := PE + b
2.RI ∈ A˜ sera appele´ l’e´le´ment
caracte´risitique de I. 
Le lien entre les suites de Jordan-Holde¨r de E re´gulier monoge`ne et l’e´le´ment de
Bernstein de E est donne´ par le corollaire suivant.
Corollaire 3.3.2 Soit E un (a,b)-module monoge`ne re´gulier de rang k et soit
0 = F0 ⊂ F1 ⊂ · · · ⊂ Fk = E
une suite de Jordan-Ho¨lder de E. Posons Fj
/
Fj−1 ≃ Eλj pour j ∈ [1, k].
Alors on a PE = (a− λ1.b)(a− λ2) · · · (a− λk.b).
Conside´rons une autre suite de Jordan-Ho¨lder F ′j de E et posons F
′
j
/
F ′j−1 ≃ Emj .
Alors (µ1, · · · , µk) ∈ C
k sera dans l’orbite tordue de (λ1, · · · , λk) sous l’action de
Sk.
Remarque. On notera que dans la situation du corollaire ci-dessus le polynoˆme
de Bernstein de E est donne´ par
BE(x) = (x+ λ1 + k − 1)(x+ λ2 + k − 2) · · · (x+ λk).
En particulier −λk est une racine du polynoˆme de Bernstein de E. 
Lemme 3.3.3 (Comple´ment) Soit E ≃ A˜
/
I un (a,b)-module monoge`ne re´gulier.
Notons xI := PE + b
2.RI l’e´le´ment caracte´ristique de I. La partie homoge`ne
b2.Rk−1 en (a,b) de degre´ k+1 de b
2.RI ne de´pend, modulo C.[PE, b]+C.[PE , a],
que de la classe d’isomorphisme du (a,b)-module E.
On notera que les commutateurs [P, a], [P, b] sont bien homoge`nes de degre´ k + 1
en (a,b) et de la forme b2.T ou` T est homoge`ne de degre´ k − 1 en (a,b).
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Preuve. Graˆce a` la proposition 3.1.4 ceci revient a` montrer, en posant P := PE ,
qu’une e´galite´
u.(P + b2.R) = (P + b2.S).v (E)
ou` u, v sont des e´le´ments de A˜ qui sont e´gaux a` 1 modulo A˜.b+ A˜.a et R, S
des polynoˆmes en a de degre´ ≤ k − 1 et de valuation en (a,b) au moins e´gale a`
k− 1, implique b2.Rk−1− b
2.Sk−1 ∈ C.[P, a] +C.[P, b] ou Rk−1 et Sk−1 de´signent
les parties homoge`nes en (a,b) de degre´ k − 1 de R et S respectivement.
Comme P est unitaire en a on peut supposer que u = 1 + λ.b + λ′.a + ξ et
v = 1+µ.b+µ′.a+η avec λ, µ ∈ C et ξ, η dans l’ide´al bilate`re b2A˜+b.aA˜+ A˜.a2.
Alors la partie homoge`ne de degre´ k + 1 de l’e´galite´ (E) donne
λ.b.P + λ′.a.P + b2.Rk−1 = µ.P.b+ µ
′.a.P + b2.Sk−1;
ceci implique λ′ = µ′, puis λ = µ et donc b2.Rk−1− b
2.Sk−1 ∈ C.[P, a]+C.[P, b].
Corollaire 3.3.4 Tout (a,b)-module monoge`ne re´gulier E de rang k est isomor-
phe a` un quotient A˜
/
A˜.x ou` l’e´le´ment x de A˜ est de la forme
x = PE + b
3.S
avec S un polynoˆme en a de degre´ ≤ k − 1 et de valuation ≥ k − 2 en (a,b).
Dans le choix d’un tel x, la partie homoge`ne Sk−2 de degre´ k − 2 de S ne
de´pend que de la classe d’isomorphisme de E modulo C.[PE, (α.a+ b], ou` α ∈ C
est tel que dega([PE , (α.a+ b)] ≤ k − 2.
Preuve. Le fait que Sk−2 ne de´pende que de la classe d’isomorphisme de E
re´sulte du lemme pre´ce´dent, puisque l’on a b.PE − PE .b = b
2.k.ak−1 + Q avec
dega(Q) ≤ k − 2. Il nous reste a` montrer que tout E est bien isomorphe a` un tel
quotient. Soit de´ja` y = PE + b
2.R tel que E ≃ A˜
/
A˜.y. Soit µ ∈ C le coefficient
de ak−1 dans la partie homoge`ne de degre´ k − 1 de R, et posons λ = −µ
k
.
De´finissons x = (1 + λ.b).y.(1 + λ.b)−1. Alors on a un isomorphisme A˜−line´aire a`
gauche :
ϕ : A˜
/
A˜.y → A˜
/
A˜.x
de´fini par ϕ(z) = z.(1 + λ.b)−1. Comme les ide´aux A˜.x et A˜.y.(1 + λ.b)−1 sont
e´gaux, ϕ est bien un isomorphisme. Mais on a
x = (1 + λ.b).(PE + b
2.R).(1 + λ.b)−1
et on constate facilement que le coefficient de b2.ak−1 vaut k.λ + µ = 0, ce qui
prouve que x = PE + b
3.S avec S un polynoˆme de degre´ ≤ k − 1 en a et de
valuation ≥ k − 2 en (a,b). 
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Exemples.
1. Pour P = a2−α.ab+β.b2 on ve´rifie facilement que [P, a] et [P.b] engendrent
l’espace vectoriel C.a.b2+C.b3 si on a 4β 6= α.(α+2). Dans ce cas l’invariant
S0 du corollaire pre´ce´dent disparaˆıt.
2. Si on conside`re, pour β ∈ C l’ide´al a` gauche de A˜ engendre´ par a2 + β.b3,
on trouve la famille de (a,b)-modules de rang 2 qui sont note´s E1,0(α) dans la
classification de la proposition 2.4 de [B.93] (avec λ = n = 1). Montrons que
l’invariant donne´ par le corollaire ci-dessus (e´gal a` β) co¨ıncide avec l’invariant
α de la classification :
Par de´finition E1,0(α) admet une C[[b]]−base e1, e2 dans laquelle on a
a.e1 = (1 + α.b).e2 et a.e2 = 0.
Donc l’e´le´ment e1 engendre ce A˜−module monoge`ne (re´gulier) et il est annule´
par
x := a.(1 + α.b)−1.a.
En fait il est plus pratique de conside´rer (1 + α.b)−1.e1 comme ge´ne´rateur,
car il est annule´ par y := x.(1+α.b) = a.(1+α.b)−1.a.(1+α.b). Comme on a
(1 + α.b)−1.a.(1 + α.b) = a+ α.b2 + b3.ϕ(b)
ou` ϕ ∈ C[[b]], l’annulateur du ge´ne´rateur (1 + α.b)−1.e1 est l’ide´al engendre´
par l’e´le´ment
y = a2 + α.ab2 + ab3.ϕ(b).
Comme PE = a
2 et que [a2, a] = 0, [a2, b] = 2a.b2 − 2b3, l’invariant S0
donne´ par le corollaire est le coefficient de b3 dans α.a.b2 − α
2
.[a2, b] = α.b3.
Donc le corollaire et la classification des (a,b)-modules re´guliers de rang 2 nous
donnent l’e´galite´ annonce´e.
A titre d’exercice sur les e´quations diffe´rentielles, le lecteur pourra de´terminer,
dans la pre´sentation du (a,b)-module A˜
/
A˜.(a2 + α.b3) sous la forme d’une
C[[b]]−base e1, e2 ve´rifiant a.e1 = e2, a.e2 = −α.b
3.e1 des e´le´ments S, T ∈
C[[b]], T (0) = 1 tels que l’e´le´ment
ε := S.e1 + T.e2
satisfasse a.ε = 0 (on sait a` priori qu’il existe et qu’il est unique). 
3.4 Le second the´ore`me de structure.
The´ore`me 3.4.1 Soit E un (a,b)-module monoge`ne re´gulier de rang k. Soit
0 ⊂ F1 ⊂ · · ·Fk = E une suite de Jordan-Ho¨lder de E et posons Fj
/
Fj−1 ≃ Eλj
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pour j ∈ [1, k]. Alors il existe S1, · · · , Sk−1 ∈ C[b] ve´rifiant Sj(0) = 1 ∀j, tels
que E soit isomorphe a` A˜
/
A˜.Π ou`
Π = (a− λ1.b).S
−1
1 .(a− λ2.b).S
−1
2 · · · (a− λk−1.b).S
−1
k−1.(a− λk.b) (**)
Si l’on suppose que pour chaque j ∈ [1, k − 1] on a λj 6∈ λj+1 − N alors on peut
choisir les polynoˆmes Sj ve´rifiant de plus deg(Sj) ≤ k − j − 1.
Dans le cas ge´ne´ral, posons mj := sup{λh − λj, h ∈ [j + 1, k]
/
λh − λj ∈ N} si cet
ensemble est non vide, et mj := −1 sinon.
Alors on peut choisir Sj de degre´ ≤ k − j +mj.
La de´monstration du the´ore`me utilisera le lemme suivant.
Lemme 3.4.2 Soit E un (a,b)-module et soit pi : E → Eµ un morphisme
surjectif. Soient λ1, · · · , λk des nombres complexes, et soient T1, · · · , Tk des
inversibles de C[[b]].
Notons j1, · · · , jh les e´le´ments de [1, k] pour lesquels on a µ ∈ λji − N. Posons
µ = λj1 − m1 = · · · = λjh − mh et m := sup
h
i=1{mi} et m := −1 s’il n’existe
aucun j tel que µ ∈ λ− N. Alors l’image de l’application induite par pi
pi′ :
(
(a− λ1.b).T1.(a− λ2.b) · · ·Tk−1.(a− λk.b).Tk
)
(E)→ Eµ
contient bk+m+1.Eµ.
Dans le cas ou` µ 6∈ λj−N ∀j ∈ [1, k] alors l’image de pi
′ est exactement bk.Eµ.
Preuve. Commenc¸ons par montrer le re´sultat dans le cas ou` E = Eµ et pi = Id.
Remarquons qu’il suffit de de´montrer ce lemme pour T1 = · · · = Tk = 1 puisque
l’on a T.bj .E = bj .E pour tout j ≥ 0 et tout T ∈ C[[b]] inversible.
On a, pour chaque entier j ≥ 0 la relation
(a− λ1.b) · · · (a− λk.b).b
j = bj .(a− (λ1 − j).b) · · · (a− (λk − j).b)
ce qui donne quand a.eµ = µ.b.eµ :
(a− λ1.b) · · · (a− λk.b).b
j .eµ = (µ− λ1 + j) · · · (µ− λk + j).b
j+k.eµ.
Donc si j ≥ m+1, on aura (a−λ1.b) · · · (a−λk.b)(Eµ) ⊃ b
j+k.eµ et donc l’inclusion
bk+m+1(Eµ) ⊂ (a− λ1.b) · · · (a− λk.b)(Eµ).
Dans le cas ou` µ 6∈ λj − N ∀j ∈ [1, k] ce raisonnement donne imme´diatement
(a− λ1.b) · · · (a− λk.b)(Eµ) = b
k.Eµ.
Dans le cas ge´ne´ral la surjectivite´ de l’application pi′ induite par pi est conse´quence
imme´diate du carre´ commutatif suivant, de la surjectivite´ de pi et des deux fle`ches
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verticales
E
u

π
// Eµ
u

u(E)
π′
// u(Eµ)
ou` l’on a pose´ u = (a− λ1.b).T1.(a− λ2.b) · · ·Tk−1.(a− λk.b).Tk ∈ A˜. 
De´monstration du the´ore`me. Notons pij la projection Fj → Fj
/
Fj−1 ≃ Eλj ,
pour j ∈ [1, k]. Comme pik est surjective, on peut choisir un ge´ne´rateur xk de
E de sorte que pik(xk) soit un ge´ne´rateur (sur A˜ ) eλk de Eλk ve´rifiant
(a − λk.b).eλk = 0. Alors on aura zk−1 := (a − λk.b).xk ∈ Fk−1 et qui sera un
ge´ne´rateur (sur A˜ ) de Fk−1 graˆce au lemme 3.1.2.
Montrons par re´currence descendante sur j ∈ [1, k] que l’on peut trouver les
polynoˆmes 1 = Sk, · · · , Sj, · · · , S1 et des e´le´ments ξj ∈ Fj , ∀j ∈ [1, k− 1] tels que
les e´le´ments xj := xk −
∑k−1
h=j ξh soient des ge´ne´rateurs de E et que pour chaque
j ∈ [1, k − 1] (avec la convention mk = 0) l’e´le´ment
zj := (a− λj+1.b).S
−1
j+1 · · ·S
−1
k−1.(a− λk.b).xj+1
soit un ge´ne´rateur de Fj et que l’on ait
deg(Sj) ≤ k − j +mj .
Comme Sk = 1 et xk ont e´te´ construits, supposons que Sk, · · · , Sj+1 ainsi que
xk, · · · , xj+1 construits et construisons Sj et ξj. Alors zj est un ge´ne´rateur de
Fj par hypothe`se. Posons pij(zj) = T.eλj ou` T ∈ C[[b]] et ou` l’on peut supposer
T (0) = 1, quitte a` normaliser convenablement le ge´ne´rateur standard eλj de Eλj
ve´rifiant a.eλj = λj .b.eλj , puisque pij est surjective et que zj est un ge´ne´rateur
de Fj .
Utilisons maintenant le lemme 3.4.2 qui nous donne l’inclusion
bk−j+mj+1.Eλj ⊂ pij
[
(a− λj+1.b).S
−1
j+1.(a− λj+2.b).S
−1
j+2 · · ·S
−1
k−1.(a− λk.b)(Fj)
]
.
Posons alors T = T1+ b
k−j+mj+1.T2 ou` T1 est un polynoˆme de degre´ ≤ k− j+mj
ve´rifiant T1(0) = 1. Posons Sj := T1.
Soit ξj ∈ Fj tel que
pij((a− λj+1.b).S
−1
j+1.(a− λj+2.b).S
−1
j+2 · · ·S
−1
k−1.(a− λk.b)(ξj)) = b
k−j+mj+1.T2.eλj .
Alors on aura
pij((a− λj+1.b).S
−1
j+1.(a− λj+2.b).S
−1
j+2 · · ·S
−1
k−1.(a− λk.b)(xj+1 − ξj)) = T1.eλj
et donc
pij(S
−1
j .(a− λj+1.b).S
−1
j+1.(a− λj+2.b).S
−1
j+2 · · ·S
−1
k−1.(a− λk.b)(xj+1 − ξj)) = eλj
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ce qui montre que l’e´le´ment
zj−1 := (a− λj .b).S
−1
j .(a− λj+1.b).S
−1
j+1.(a− λj+2.b) · · ·S
−1
k−1.(a− λk.b)(xj+1 − ξj)
est dans Ker pij = Fj−1. Comme Fj ⊂ Fk−1 ⊂ a.E + b.E, xj := xj+1− ξj est bien
un ge´ne´rateur de E. On a donc prouve´ le pas de re´currence.
L’assertion du the´ore`me en de´coule facilement puisque le morphisme surjectif
A˜
/
A˜.Π → E entre deux (a,b)-modules de meˆme rang est ne´cessairement un iso-
morphisme. 
Remarque. Si on part d’un (a,b)-module monoge`ne re´gulier E qui posse`de un
ge´ne´rateur e dont l’annulateur est l’ide´al A˜.Π ou` Π ∈ A˜ est donne´ par l’e´quation
(∗∗), les S1, · · · , Sk−1 e´tant des inversibles de C[[b]], on peut modifier le choix du
ge´ne´rateur de manie`re que son annulateur soit l’ide´al A˜.Π′, ou` Π′ est encore donne´
par une e´quation (∗∗) avec maintenant des Sj dans C[b] ve´rifiant Sj(0) = 1 et
deg(Sj) ≤ k − j +mj .
Ceci re´sulte imme´diatement de la de´monstration du the´ore`me.
On prendra garde que l’on ne change pas la suite ordonne´e (λ1, · · · , λk) dans cette
ope´ration.
En particulier la suite de Jordan-Holde¨r conside´re´e 0 ⊂ F1 ⊂ · · · ⊂ Fk = E ne
change pas. Le changement e´ventuel de suite de Jordan-Holde¨r sera examine´ au
paragraphe suivant (voir la proposition 3.5.2 et le corollaire qui la suit). 
Corollaire 3.4.3 Soit E = A˜
/
I un (a,b)-module monoge`ne re´gulier de rang k.
Il existe des e´le´ments θ1, · · · , θk ∈ C[[b]] tels que l’on ait
xI := PE + b
2.RI = (a− b.θ1(b)) · · · (a− b.θk(b)).
On remarquera que dans la situation du corollaire ci-dessus on a
PE = (a− θ1(0).b) · · · (a− θk(0).b).
Preuve. Appliquons le the´ore`me pre´ce´dent et posons Tj := Sj · · ·Sk−1. Comme
on a pour S ∈ C[[b] inversible et λ ∈ C l’identite´
S.(a− λ.b).S−1 = a− b.θ(b)
ou` θ(b) = λ+ b.S ′.S−1, on aura
T1.Π = T1.(a− λ1.b).T
−1
1 .T2.(a− λ2.b).T
−1
2 .T3 · · ·Tk−1.(a− λk−1.b).T
−1
k−1.(a− λk.b)
= (a− b.θ1(b)) · · · (a− b.θk(b))
ce qui permet de conclure. 
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Remarque. Quand on choisit un isomorphisme E ≃ A˜
/
A˜.x avec x = PE+b
3.S,
la factorisation du corollaire pre´ce´dent se fera avec la condition
k∑
j=1
θ′j(0) = 0.
Proposition 3.4.4 Soit E un (a,b)-module monoge`ne re´gulier et soit
0→ F → E → G→ 0
une suite exacte de (a,b)-modules. Alors F et G sont monoge`nes re´guliers et on
a l’e´galite´ dans A˜
PE = PF .PG.
On en de´duit que le polynoˆme de Bernstein de E est donne´ par la formule :
BE(x) = BF (x− rgG).BG(x).
Preuve. Notons pi : E → G la surjection A˜−line´aire a` gauche de la suite exacte
de l’e´nonce´. Soit e ∈ E un ge´ne´rateur de E. Alors pi(e) est un ge´ne´rateur
de G qui est donc monoge`ne re´gulier4. Notons Q l’e´le´ment caracte´ristique de
l’annulateur de pi(e) dans G. Alors la forme initiale en (a,b) de Q est PG.
Montrons que Q.e est un ge´ne´rateur de F . En effet si y ∈ F e´crivons y = ξ.e
ou` ξ ∈ A˜. On a pi(y) = ξ.pi(e) = 0 et donc ξ = η.Q. Ceci montre que y = η.Q.e
et donc que Q.e engendre F . Soit R l’e´le´ment caracte´ristique de son annulateur.
On a donc PF qui est la forme initiale en (a,b) de R. On a R.Q.e = 0 et
si P est l’e´lement caracte´ristique de l’annulateur de e dans E, on aura donc
R.Q = u.P avec u ∈ A˜. Mais les degre´s des formes initiales de P,Q,R sont
respectivement rg(E), rg(G), rg(F ) avec rg(E) = rg(F ) + rg(G) et elles sont
unitaires de ces degre´s en a. Ceci montre que la forme initiale de u vaut 1 et
que l’on a PE = PF .PG.
On obtient alors
b−rg(E).PE = b
−rg(G).[b−rg(F ).PF ].b
rg(G).b−rg(G).PG
et on conclut graˆce a` l’identite´ b−j .b−1.a.bj = b−1.a− j ∀j ∈ Z. 
On notera que quand G est de rang 1, on aura G ≃ Eλ et BG(x) = x+ λ. On
retrouve ainsi la remarque qui suit le corollaire 3.3.2.
4Pour l’assertion ” E re´gulier implique F et G re´guliers”, voir [B.93].
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3.5 Changement de suite de Jordan-Ho¨lder.
Commenc¸ons par un lemme qui permettra dans presque tous les cas de permuter
deux facteurs conse´cutifs.
Lemme 3.5.1 Soient λ, µ deux nombres complexes distincts et posons
δ := λ − µ 6= 0. Soit S ∈ C[[b]] ve´rifiant S(0) = 1 et supposons que si
δ ∈ N∗ on a Sδ = 0
5 ; soit U ∈ C[[b]] l’unique solution de l’e´quation diffe´rentielle
b.U ′ = δ.(U − S) ve´rifiant U(0) = 1 et ne pre´sentant pas le terme bδ dans son
de´veloppement quand δ ∈ N∗, alors on a l’identite´ suivante dans l’alge`bre A˜
(a− µ.b).S−1.(a− (λ− 1).b) = U−1.(a− λ.b)U.S−1.U.(a− (µ− 1).b).U−1. (@)
Preuve. Remarquons de´ja` que U est donne´, en posant S :=
∑+∞
h=0 Sh.b
h, par
U(b) =
+∞∑
h=0
δ
δ − h
.Sh.b
h.
En multipliant a` droite et a` gauche par U il s’agit de calculer
U.(a− µ.b).S−1.(a− (λ− 1).b).U.
Comme on a a.U = U.a+ b2.U ′ et b.U ′ = δ.(U − S) cela donne
U.(a− µ.b).S−1.(a− (λ− 1).b).U =
= ((a− µ.b).U − δ.b.(U − S)).S−1.(U.(a− (λ− 1).b) + δ.b.(U − S))
= ((a− λ.b).U.S−1 + δ.b)(U.(a− (µ− 1).b)− δ.b.S)
= (a− λ.b)U.S−1.U.(a− (µ− 1).b)− (a− λ.b).δ.b.U+
δ.b.U.(a− (µ− 1).b)− δ2.b2.S
= (a− λ.b)U.S−1.U.(a− (µ− 1).b)+
+ λ.δ.b2.U − a.δ.b.U + δ.b.U.a− δ.(µ− 1).b2.U − δ2.b2.S
et on conclut, en utilisant les e´galite´s
a.(b.U)− (b.U).a = b2.(b.U)′ et
δ.b2.(b.U)′ = δ2.b2.U − δ2.b2.S + δ.b2.U
que l’e´le´ment ξ := λ.δ.b2.U − a.δ.b.U + δ.b.U.a− δ.(µ− 1).b2.U − δ2.b2.S de A˜ est
nul : en effet on obtient, en utilisant la relation λ− µ = δ :
ξ = δ2.b2.U + δ.b2.U − (δ2.b2.U − δ2.b2.S + δ.b2.U)− δ2.b2.S = 0. 
5On a note´ Sδ le coefficient de b
δ dans la se´rie S ∈ C[[b]].
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Remarques.
i) Si S est un polynoˆme en b de degre´ d on notera que U est alors e´galement
un polynoˆme en b de degre´ d.
ii) On peut renverser le processus car l’e´quation diffe´rentielle b.U ′ = δ.(U − S)
donne, pour V := U−1 et Σ := S.U−2, que V est solution de l’e´quation
b.V ′ = −δ.(V − Σ) et ve´rifie V (0) = 1. On notera que le fait qu’il existe
une solution V ∈ C[[b]] implique que pour δ ∈ −N∗, on a ne´cessairement
Σ−δ = 0 ! 
Proposition 3.5.2 Conside´rons l’e´le´ment
P := S−10 .(a− λ1.b).S
−1
1 .(a− λ2).S
−1
2 · · · (a− λk−1.b).S
−1
k−1.(a− λk.b).S
−1
k
de A˜ ou` les S0, · · · , Sk sont dans C[[b]] et ve´rifient Sj(0) = 1 ∀j ∈ [0, k],
les λj, j ∈ [1, k] e´tant des nombres complexes arbitraires. Notons (µ1, · · · , µk) un
e´le´ment de l’orbite tordue de (λ1, · · · , λk) ve´rifiant
ℜ(µ1) + 1 ≤ ℜ(µ2) + 2 ≤ · · · ≤ ℜ(µk) + k. (@)
Alors il existe des e´le´ments T0, T1, · · · , Tk dans C[[b]] ve´rifiant Tj(0) = 1 pour
tout j ∈ [0, k] et
P = T−10 .(a− µ1.b).T
−1
1 .(a− µ2).T
−1
2 · · · (a− µk−1.b).T
−1
k−1.(a− µk.b).T
−1
k .
Remarque. La preuve de la proposition montrera qu’il existe toujours un e´le´ment
de l’orbite tordue de (λ1, · · · , λk) ve´rifiant la condition (@). Elle montrera meˆme
qu’un tel e´le´ment est unique quand les nombres λ1, · · · , λk sont re´els. 
Preuve. D’apre`s le lemme pre´ce´dent 3.5.1, si on a un produit de la forme
(a− µ.b).S−1.(a− (λ− 1).b) avec ℜ(µ) > ℜ(λ− 1)+ 1, on aura ℜ(δ) < 0 et donc
on peut le remplacer par U−1.(a− λ.b)U.S−1.U.(a− (µ− 1).b).U−1 et maintenant
on aura
ℜ(λ) ≤ ℜ(µ− 1) + 1
ce qui signifie, si i de´signe le rang de (a−µ.b) dans le produit donnant P , qu’ en
faisant agir la transposition ti,i+1 par l’action tordue sur (λ1, · · · , λk), on a re´tabli
l’ordre souhaite´ pour le produit entre les rangs i et i+ 1.
Il est alors clair que l’on arrive ainsi a` un e´le´ment de l’orbite tordue qui satisfait
la condition demande´e. Il reste alors a` rejoindre l’e´le´ment (µ1, · · · , µk) donne´ par
une succession de transpositions de ce type. Mais d’apre`s ce qui vient d’eˆtre dit il
reste seulement a` conside´rer des termes (a− µ.b).S−1.(a− (λ− 1).b) pour lesquels
ℜ(µ) = ℜ(λ − 1) + 1. Deux cas sont possibles : ou bien λ = µ et il n’y a rien
23
a` faire, ou bien λ 6= µ et alors δ ∈ i.R. Le lemme 3.5.1 permet a` nouveau de
conclure sans restriction dans ces cas. 
Avant de donner un premier corollaire de la proposition 3.5.2 rappelons que dans la
classification des (a,b)-modules re´guliers de rang 2 donne´e dans [B. 93] proposition
2.4, apparaˆıt la famille de (a,b)-modules monoge`nes Eλ,λ−n(α) qui est par de´finition,
pour λ ∈ C, α ∈ C∗ et n ∈ N∗
Eλ,λ−n(α) := A˜
/
A˜.(a− (λ− n).b)(1 + α.bn)−1.(a− (λ− 1).b)).
Lemme 3.5.3 Soient λ ∈ C, α ∈ C∗ et n ∈ N∗. Alors le (a,b)-module Eλ,λ−n(α)
pour admet une unique suite de Jordan-Holde¨r
0→ Eλ−n → E → Eλ−1 → 0
Preuve. Notons e1 le ge´ne´rateur et e2 := (1 + α.b
n)−1(a− (λ− 1).b).e1. On a
ainsi une C[[b]]−base de Eλ,λ−n(α) et l’ope´rateur a est de´fini par les formules :
a.e1 = (λ− 1).b.e1 + e2 + α.b
n.e2, a.e2 = (λ− n).b.e2.
Nous allons de´terminer tous les sous-(a,b)-modules normaux de rang 1 de Eλ,λ−n(α).
Cela revient a` de´terminer les e´le´ments ε := S(b).e1 + T (b).e2 ve´rifiant a.ε = µ.b.ε
et ε 6∈ b.Eλ,λ−n(α). On obtient imme´diatement les relations
b.S ′(b) = (µ− λ+ 1).S(b)
S(b).(1 + α.bn) + b2.T ′(b) = (µ− λ+ n).b.T (b) (*)
On a donc p := µ − λ+ 1 ∈ N et S(b) = c.bp ou` c ∈ C. Pour p = 0 l’e´quation
(∗) impose c = 0 et T = 0, cas exclu. On a donc p ≥ 1 et S(0) = 0,
d’ou` T (0) 6= 0. La re´solution de l’e´quation (∗) avec S(b) = c.bp donne pour
p+ n− 1 = µ− λ+ n 6= 0 que
T = c1.b
n+p−1 +
c
n
.bp−1 − c.α.bn+p−1.Log b
ce qui impose c = 0 puisque T ∈ C[[b]], et donc S = 0 ce qui conduit a` une
contradiction puisque µ− λ+ n 6= 0.
Si l’on suppose µ = λ− n et donc p = 1 − n, on retombe sur le cas p = 0 de´ja`
traite´. 
Corollaire 3.5.4 Soit E un (a,b)-module monoge`ne re´gulier tel que son e´le´ment
de Bernstein s’e´crive
PE := (a− λ1.b) · · · (a− λk.b).
Soit (µ1, · · · , µk) un e´le´ment de l’orbite tordue de (λ1, · · · , λk) ve´rifiant la condi-
tion (@) de la proposition pre´ce´dente. Alors il existe un ge´ne´rateur e de E sur
A˜ dont l’annulateur est l’ide´al A˜.Q avec
Q := (a− µ1.b).T
−1
1 .(a− µ2).T
−1
2 · · · (a− µk−1.b).T
−1
k−1.(a− µk.b).
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Si, de plus, E n’admet pas de sous-quotient de rang 2 isomorphe a` Eλ,λ−n(α) avec
λ ∈ C, α ∈ C∗ et n ≥ 1, alors pour tout (ν1, · · · , νk) dans l’orbite tordue de
(λ1, · · · , λk) on peut trouver un ge´ne´rateur de E sur A˜ dont l’annulateur est
e´gal a` A˜.R, avec
R := (a− ν1).X
−1
1 .(a− ν2.b).X
−1
2 · · · (a− νk−1.b).X
−1
k−1.(a− νk.b)
ou` les Xj sont dans C[[b]] et ve´rifient Xj(0) = 1.
Preuve. La premie`re assertion est une conse´quence imme´diate de la proposition
3.5.2. Pour montrer la seconde assertion, conside´rons sous quelles circonstances
nous ne pouvons pas e´changer deux facteurs conse´cutifs, c’est a` dire sous quelles
conditions le lemme 3.5.1 ne peut s’appliquer a` un produit
(a− µ.b).S−1.(a− (λ− 1).b).
On doit avoir δ = λ−µ ∈ N∗ et Sδ 6= 0. On aura donc un sous-quotient ( a` savoir
Fj+2
/
Fj ⊂ E
/
Fj ) qui est de rang 2, monoge`ne et dont le ge´ne´rateur est annule´ par
(a − µ.b).S−1.(a − (µ + δ − 1).b), avec la condition Sδ 6= 0. Ceci correspond a` une
C[[b]]−base e1, e2 ve´rifiant
a.e1 = (µ+ δ − 1).b.e1 + S(b).e2 a.e2 = µ.b.e2 avec S(0) = 1.
Soit δ.T (b) = δ − 1 + S(b) − Sδ.b
δ, et soit U ∈ C[[b]] la solution de l’e´quation
diffe´rentielle b.U ′ = δ.(U − T ) ve´rifiant U(0) = 1 et Uδ = 0 (remarquer que
Tδ = 0). Posons alors
ε := e1 +
U(b)− 1
b
.e2.
On a,
a.ε = (µ+ δ − 1).b.e1 + S(b).e2 + µ.(U(b)− 1).e2 + b
2.
b.U ′(b)− U(b) + 1
b2
.e2
= (µ+ δ − 1).b.e1 + (S(b)− δ.T (b) + δ).e2 + (µ+ δ − 1).(U(b)− 1).e2
= (µ+ δ − 1).b.ε+ (1 + Sδ.b
δ).e2
ce qui montre que ce (a,b)-module de rang 2 est isomorphe a` Eµ+δ,µ(Sδ). Comme
notre hypothe`se exclut cette possibilite´, le corollaire est de´montre´. 
3.6 De´termination du polynoˆme de Bernstein.
Le but de ce paragraphe est de determiner l’e´le´ment de Bernstein d’un sous-(a,b)-
module monoge`ne F (necessairement re´gulier) d’un (a,b)-module re´gulier a` partir
de la connaissance d’un e´le´ment non nul convenable de A˜ annulant un ge´ne´rateur
de F . Le re´sultat principal que nous obtenons est le the´ore`me suivant dont nous
montrerons l’efficacite´ sur des exemples concrets au paragraphe 5.
25
The´ore`me 3.6.1 Soit E un (a,b)-module re´gulier et soit e ∈ E un e´le´ment
annule´ dans E par un e´le´ment x ∈ A˜ dont la forme initiale en (a,b) est unitaire
en a et de degre´ k. Supposons que A˜.e soit de rang au moins k comme (a,b)-
module. Alors le (a,b)-module monoge`ne re´gulier F := A˜.e est exactement de rang
k et il a pour e´le´ment de Bernstein la forme initiale de x.
Remarque. On prendra garde que, sous les hypothe`ses du the´ore`me, le A˜−module
a` gauche A˜
/
A˜.x n’est pas, en ge´ne´ral, un (a,b)-module re´gulier. A priori seule son
image F dans E par le morphisme A˜−line´aire a` gauche ϕ de´fini en posant
ϕ(1) = e, est un (a,b)-module (monoge`ne) re´gulier. 
Commenc¸ons par deux lemmes :
Lemme 3.6.2 (Division.) Soit P un e´le´ment homoge`ne de degre´ k en (a,b),
unitaire en a. Alors pour tout X ∈ A˜ il existe Q ∈ A˜ et R ∈ C[[b]][a] de degre´
au plus k − 1 en a uniques ve´rifiant
X = Q.P +R.
De´monstration. L’unicite´ est facile : si Q.P + R = 0 en raisonnant modulo
b.A˜ on obtient Q0.a
k + R0 = 0 ou` R0 ∈ C[a] est de degre´ ≤ k − 1. On a donc
R0 = 0 = Q0. Mais comme la multiplication par b est injective dans A˜, on se
rame`ne imme´diatement quand (Q,R) 6= (0, 0) au cas ou` (Q0, R0) 6= (0, 0) ce qui
contredit le raisonnement pre´ce´dent.
E´crivons X :=
∑∞
ν=0Xm(a).b
m avec Xm ∈ C[a], et soit µ : N→ N une application
croissante telle que l’on ait deg(Xm) ≤ µ(m).
E´crivons e´galement
X :=
∞∑
n=0
Hn
ou` Hn est homoge`ne de degre´ n en (a, b).
La division euclidienne de Hn par P donne
Hn = Qn−k.P +Rn
ou` Rn est homoge`ne de degre´ n en (a,b) et de degre´ ≤ k − 1 en a et Qn−k
est homoge`ne en (a,b) de degre´ n− k. On a donc Rn ∈ b
n−k+1.A˜ pour n ≥ k, et
la se´rie
∑∞
n=0 Rn converge dans A˜ vers un e´le´ment R qui est un polynoˆme en
a de degre´ ≤ k − 1 a` coefficients dans C[[b]].
Montrons que la se´rie
∑∞
n=k Qn−k converge e´galement dans A˜ vers un e´le´ment que
l’on notera Q. Pour cela il suffit de montrer que pour chaque p ∈ N l’ensemble des
n ∈ N tels que Qn 6∈ b
p.A˜ est fini. Mais Qn−k 6∈ b
p.A˜ implique degaHn ≥ n−p+1
et donc µ(p− 1) ≥ n− p+ 1 puisqu’il doit exister un entier q ≤ p− 1 tel que Xq
soit de degre´ ≥ n− p + 1. Ceci montre que l’on a n ≤ µ(p− 1) + p− 1 dans ces
conditions, ce qui prouve notre assertion.
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On a alors clairement X = Q.P + R puisque la multiplication ( a` droite par P )
est continue dans A˜. 
Lemme 3.6.3 (Inversibilite´.) Soit X :=
∑
n≥0 Pn(a).b
n un e´le´ment de A˜
ve´rifiant P0(0) = 1. Soit E un (a,b)-module re´gulier de rang k. Alors l’action
de X sur E est bijective et pour e ∈ E, il existe un e´le´ment Y ∈ A˜, que l’on
peut supposer polynomial en a et de degre´ en a au plus e´gal a` k − 1, de terme
constant e´gal a` 1, tel que l’on ait dans E l’e´galite´
Y.X.e = e.
Preuve. La comple´tion de E pour la filtration a−adique, qui est conse´quence
de la re´gularite´ de E, montre que la suite d’endomorphismes de E donne´e par
l’action des TN :=
∑N
n=0 (1 − X)
n converge vers l’inverse de l’action de X sur
E. Celle-ci est donc bien bijective.
Pour e ∈ E conside´rons le (a,b)-module monoge`ne F := A˜.e ⊂ E. Il est re´gulier de
rang l ≤ k, et il existe un polynoˆme P , unitaire en a, de degre´ l a` coefficients dans
C[[b]] et de valuation l en (a,b), tel que l’on ait un isomorphisme de A˜−modules6
ϕ : A˜
/
A˜.P → F
de´fini par ϕ(1) = e. On peut ainsi e´crire dans F , pour chaque n ≥ 0,
al+n.e =
l−1∑
j=0
Sn,j(b).a
j .e
ou` Sn,j ∈ C[[b]] est de valuation ≥ n. En e´crivant alors
TN .e =
l−1∑
j=0
TN,j(b).a
j .e
on constate que pour chaque j on TN,j − TN−1,j qui est de valuation au moins
e´gale a` N − l, et donc la suite TN,j converge dans C[[b]] vers un e´le´ment Tj; il
reste a` poser Y :=
∑l−1
j=0 Tj(b).a
j pour achever la de´monstration. 
Remarque. On notera que le lemme ci-dessus est un re´sultat plus pre´cis que la
simple inversibilite´ de X dans Aˆ le comple´te´ a−adique de A˜, qui agit sur tout
(a,b)-module re´gulier (ou meˆme local). 
La de´monstration utilisera e´galement la proposition suivante, que l’on rapprochera
du the´ore`me 3.2.1 :
6Ceci est de´montre´ plus haut dans le the´ore`me 3.2.1.
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Proposition 3.6.4 Soit x = Qk(a, b) + b.Rk(a, b) un e´le´ment de l’alge`bre A˜, ou`
Qk est un polynoˆme unitaire en a, homoge`ne de degre´ k ≥ 1 en (a, b), et ou`
l’e´le´ment Rk(a, b) ∈ A˜ est de valuation en (a, b) au moins e´gale a` k.
Alors le quotient E := A˜
/
A˜.x est un C[[b]]−module libre de rang k. C’est un
(a, b)-module re´gulier.
Preuve de la proposition. Le quotient A˜
/
A˜.x est sans b−torsion. En effet,
si b.y = z.x, posons z = Q(a) + b.t ou` Q ∈ C[a] et ou` t ∈ A˜. On obtient alors
ak.Q(a) = 0 dans C[a] ≃ A˜
/
b.A˜. Et donc Q = 0 et z ∈ b.A˜. On en de´duit que
y ∈ A˜.x, d’ou` notre assertion.
Le fait que 1, a, · · · , ak−1 forme une famille C[[b]]−libre dans E est imme´diat.
Pour voir qu’elle est ge´ne´ratrice conside´rons z0 ∈ A˜ et e´crivons z0 = u0+ζ0.x+b.z1
avec u0 ∈
∑k−1
j=0 C.a
j , ζ0 ∈ C[a] et z1 ∈ A˜. Le fait qu’une telle e´criture existe re´sulte
imme´diatement de l’e´galite´ C[a] =
∑k−1
j=0 C.a
j + (ak).
On construit ainsi par re´currence sur n ∈ N des suites (zn)n∈N, (un)n∈N, (ζn)n∈N
respectivement dans A˜,
∑k−1
j=0 C.a
j et C[a] ve´rifiant
zn = un + ζn.x+ b.zn+1 ∀n ∈ N.
On voit alors facilement que l’on a z0 =
∑
n b
n.un + (
∑
n b
n.ζn).x ou` par construc-
tion
∑
n b
n.un ∈
∑k−1
j=0 C[[b]].a
j .
Prouvons la re´gularite´. L’e´galite´
x = ak +
k∑
j=1
λj.b
jak−j + b.Rk(a, b)
donne dans E, pour h ∈ [0, k − 1]
ak+h +
k∑
j=1
µj,h.b
jak−j+h ∈ b.
k∑
j=0
bjak−j.E
et donc, dans E[b−1]
(b−1a)kah +
k∑
j=1
νj,h(b
−1a)k−jah ∈
k−1∑
j=0
(b−1a)j .E
ce qui montre que
F :=
k−1∑
j=0
(b−1a)j .E
est stable par b et b−1a. On en conclut que E est re´gulier. 
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De´monstration du the´ore`me 3.6.1. E´crivons x = in(P )+Q ou` la valuation
de Q en (a,b) est au moins k+17. Comme in(P ) est unitaire de degre´ k en a,
on peut e´crire
Q = X.in(P ) +R
avec R de degre´ ≤ k − 1 en a et X,R de valuations repectives en (a, b) au
moins e´gales a` 1 et k + 1. Ceci re´sulte du lemme de division 3.6.2.
Ceci montre de´ja` que l’on peut re´e´crire R = b2.S ou` S est de valuation en (a, b)
au moins e´gale a` k − 1.
On a, dans E
(1 +X).in(P ).e = −b2.S.e
et on peut appliquer le lemme 3.6.3 a` l’e´le´ment in(P ).e ∈ E et a` l’e´le´ment (1+X)
de A˜, puisque X est de valuation ≥ 1 en (a, b). On en de´duit l’existence de
Y ∈ A˜, polynoˆme de degre´ ≤ k− 1 en a, de terme constant e´gal a` 1, tel que l’on
ait dans E
in(P ).e = −Y.b2.S.e ∈ b.E.
On en de´duit que le rang de E est au plus e´gal a` k, donc e´gal a` k.
Soit Z := in(P )+Y.b2.S. C’est un polynoˆme en a qui annule e. Sa forme initiale en
(a, b) est in(P ) qui est de degre´ k et unitaire en a. Le quotient A˜
/
A˜.Z est donc
un (a,b)-module re´gulier monoge`ne de rang k. De plus l’application A˜−line´aire
ϕ : A˜
/
A˜.Z → E de´finie par ϕ(1) = e est surjective. Son noyau est donc un
(a,b)-module de rang nul. Donc ϕ est un isomorphisme. On conclut alors graˆce au
the´ore`me 3.2.1 de la fac¸on suivante : soit xI := PE+b
2.RI l’e´le´ment caracte´ristique
de l’ide´al I := A˜.Z. Il existe un e´le´ment unitaire8 u ∈ A˜ tel que l’on ait Z = u.xI .
La comparaison des formes initiales en (a,b) donne alors PE = in(P ) d’ou` la formule
cherche´e pour le polynoˆme de Bernstein. 
Remarque. Dans la situation du the´ore`me pre´ce´dent on a toujours une surjection
A˜−line´aire a` gauche A˜
/
A˜.x→ E mais elle n’est pas,en ge´ne´ral, injective.
7Attention, maintenant Q n’est plus ne´cessairement dans b.A˜, on ne peut donc pas appliquer
la proposition pre´ce´dente.
8C’est-a`-dire dont le terme constant vaut 1.
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4 De´veloppements asymptotiques standards et
(a,b)-modules monoge`nes re´guliers ge´ome´triques.
4.1 E´criture canonique.
De´finition 4.1.1 Un (a,b)-module re´gulier E est dit ge´ome´trique si les valeurs
propres de b−1.a agissant sur E♯
/
b.E♯ sont dans Q∗+, ou` E♯ de´signe le sature´
de E par b−1.a.
On notera que le ge´ne´rateur eλ de Eλ correspond au monoˆme s
λ−1 et que Eλ
est ge´ome´trique si et seulement si la monodromie est unipotente et le monoˆme est
localement de carre´ inte´grable a` l’origine.
De´finition 4.1.2 Nous appellerons de´veloppement asymptotique standard une
serie formelle du type
ϕ(s) =
∑
j∈[0,n]
∑
α∈A
Tj.α(s).s
α.
(Logs)j
j!
ou` les Tα,j sont dans C[[s]], ou` n ∈ N et ou` A est un sous-ensemble fini de
Q∩ ]− 1,+∞[.
Nous noterons par ΞN l’ensemble des DAS pour lesquels l’entier n est dans [0, N ],
et par Ξ la re´union des ΞN quand N de´crit N.
Nous conside´rerons toujours les ΞN ainsi que Ξ comme des A˜−modules a` gauche,
l’action de a e´tant donne´e par multiplication par s, celle de b par la primitive
sans constante. Explicitement, si l’on pose eα,j := s
α. (Logs)
j
j!
on aura
a.eα,j = eα+1,j
b.eα,0 =
1
α + 1
.eα+1,0
b.eα,j =
1
α + 1
.eα+1,j −
1
α + 1
.b(eα,j−1) pour j ≥ 1
Lemme 4.1.3 Tout ϕ ∈ Ξn admet une e´criture unique de la forme
∑
α∈Aϕ
Sα,j(b).s
α.
(Logs)j
j!
(Can)
ou` les Sα,j sont dans C[[b]], ou` Aϕ est un sous-ensemble fini de
Q ∩ (]− 1,+∞[×[0, n]), les conditions suivantes e´tant re´alise´es :
i) L’ensemble Aϕ est sature´, c’est a` dire que (α, j) ∈ Aϕ implique (α, i) ∈ Aϕ
pour chaque i ∈ [0, j].
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ii) Pour chaque (α, j) ∈ Aϕ on a, ou bien Sα,j ≡ 0, ou bien Sα,j(0) 6= 0.
iii) Si (α, j) ∈ Aϕ il existe k ≥ j tel que Sα,k(0) 6= 0.
iv) Si (α, j) ∈ Aϕ ve´rifie Sα,j 6= 0 et si (α + p, j) ∈ Aϕ avec p ∈ N
∗ on a
Sα+p,j ≡ 0.
Remarque. En combinant les conditions iii) et iv) ci-dessus, on obtient que si
(α, j) ∈ Aϕ ve´rifie Sα,j 6= 0 et on a (α + p, j) ∈ Aϕ avec p ∈ N
∗, alors il existe
k > j tel que (α+ p, k) ∈ Aϕ et Sα+p,k 6= 0. 
L’e´criture donne´e dans le lemme pre´ce´dent pour un DAS ϕ sera appele´ l’e´criture
canonique de ce DAS.
On dira que ϕ est de poids p si dans son e´criture canonique le cardinal de
l’ensemble Aϕ est e´gal a` p.
Exemple. Pour α ∈ Q∗+ l’e´criture canonique de la fonction
ϕ = sα.Logs+ sα+1.Logs
est donne´e par ϕ := (1 + (α + 1).b).sα.Logs+ 1
α+1
.sα+1, puisque l’on a
(α + 1).b(sαLogs) = sα+1.Logs− 1
α+1
.sα+1. 
Preuve. Comme pour α ∈]− 1, 0] ∩ Q les sous-A˜−modules :
Ξα,n :=
∑
j∈[0,n]
∑
p∈N
Sα+p,j(b).s
α+pLogs)
j
j!
sont en somme directe dans Ξn, il suffit de prouver le lemme dans le cas ou` ϕ ∈ Ξα,n
ou` α ∈]− 1, 0] ∩ Q sera fixe´ dans la suite.
Supposons que l’on ait e´crit
ϕ =
∑
(α+p,j)∈A
Sα+p,j(b).s
α+p.
(Logs)j
j!
les conditions i) a` iv) e´tant remplies. Posons
j0 := sup{j ∈ [0, n]/∃p ∈ N (α + p, j) ∈ A}.
Nous noterons p0 le plus petit entier tel que (α+ p0, j0) ∈ A et Sα+p0,j0 6= 0. On
notera qu’en fait les conditions iii) et iv) impliquent qu’en fait p0 est le seul entier
p tel que (α+p, j0) soit dans A avec Sα+p,j0 6= 0. C’est donc le plus grand entier
p tel que (α + p, j0) soit dans A d’apre`s la condition iii).
Conside´rons maintenant les j < j0 pour lesquels on a Sα+p0,j ≡ 0. Ou bien ceci a
lieu pour tous les j ∈ [0, j0 − 1], et dans ce cas nous poserons
A′ := A \ {(α+ p0, 0), . . . , (α+ p0, j0)}
31
ou bien nous noterons par j1 le plus grand entier dans [0, j0 − 1] tel que
Sα+p0,j1(0) 6= 0, et nous poserons
A′ := A \ {(α + p0, j1 + 1), . . . , (α + p0, j0)}.
Posons alors :
ψ := ϕ− Sα+p0,j0(b).s
α0+p0
(Logs)j0
j0!
=
∑
(α+p,j)∈A′
Sα+p,j(b).s
α+p.
(Logs)j
j!
et monrons que les conditions i) a` iv) sont ve´rifie´es pour cette e´criture de ψ.
Les proprie´te´s i) et ii) sont claires. Pour ve´rifier iii) il suffit de regarder le cas ou`
(α + p0, j) ∈ A
′ ve´rifie Sα+p0,j ≡ 0, ce qui ne peut arriver que dans le cas ou` j1
existe. Mais alors on a j ≤ j1 et on peut prendre k = j1.
La proprie´te´ iv) est e´vidente car A′ est un sous-ensemble de A et on n’a pas
changer la valeur des Sα,j .
Nous pouvons maintenant montrer par re´currence sur le poids de A, l’unicite´ de
l’e´criture canonique. Supposons donc l’unicite´ montre´e pour une e´criture canonique
de poids ≤ p− 1. On part donc de deux e´critures canoniques
ϕ =
∑
(α+p,j)∈A
Sα+p,j(b).s
α+p.
(Logs)j
j!
=
∑
(α+q,h)∈B
Tα+q,h(b).s
α+q.
(Logs)h
h!
Il est alors facile de voir que les entiers j0 puis p0 sont les meˆmes pour A et
B. En effet, j0 correspond a` l’exposant maximal de Logs et α + p0 l’exposant
minimal de s pour (Logs)j0. Il est aussi facile de ve´rifier que pour construire A′
et B′ on enle`ve le meˆme ensemble a` A et B.
Il nous reste alors a` montrer que
ψ := ϕ− Sα+p0,j0(b).s
α0+p0
(Logs)j0
j0!
ψ1 := ϕ− Tα+p0,j0(b).s
α0+p0
(Logs)j0
j0!
co¨ıncident pour pouvoir conclure graˆce a` l’hypothe`se de re´currence. Comme ψ et
ψ1 ne pre´sentent plus que des termes dont les puissances de Logs sont au plus
e´gale a` j0 − 1, l’e´galite´ cherche´e re´sulte du fait que si U ∈ C[[b]] est telle que
U(b).sα0+p0 (Logs)
j0
j0!
ne pre´sente plus que des termes dont les puissances de Logs
sont au plus e´gale a` j0 − 1, alors U est nul. On a donc Sα0+p0,j0 = Tα0+p0,j0 et
ψ = ψ1.
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On a donc montre´ l’unicite´ de l’e´criture canonique.
L’existence d’une e´criture
ϕ =
∑
(α+p,j)∈A
Sα+p,j(b).s
α+p.
(Logs)j
j!
avec A fini (mais arbitraire) est un exercice simple laisse´ au lecteur. Pour passer
a` une e´criture dans laquelle A ve´rifie les conditions i) a` iv), faisons une re´currence
sur la puissance maximale j0 de Logs qui apparait dans ϕ.
Conside´rons donc les termes correspondant a` la puissance maximale j0 de Logs.
Pour Sα,j0(b) = b
p.T avec T (0) 6= 0, remplacons dans l’ensemble A l’e´le´ment
(α, j0) par (α + p, 0), · · · , (α+ p, j0), et e´crivons
T (b).bp.sα.
(Logs)j0
j0!
=
j0∑
h=0
Tα+p,h(b).s
α+p.
(Logs)h
h!
.
On notera que maintenant on a Tα+p,j0(0) 6= 0.
Par ailleurs on peut regrouper les diffe´rents termes de la forme Tα+p,j0(b).s
α+p. (Logs)
j0
j0!
venant de diffe´rents α + p en constatant que l’on a, pour p < q
Tα+p,j0(b).s
α+p.
(Logs)j0
j0!
+ Tα+q,j0(b)).s
α+q.
(Logs)j0
j0!
=
(Tα+p,j0(b) + b
q−p.Tα+q,j0(b)).s
α+p.
(Logs)j0
j0!
+
∑
h<j0
termes(
(Logs)h
h!
),
et Tα+p,j0(b) + b
q−p.Tα+q,j0(b) est inversible dans C[[b]] de`s que Tα+p,j0(b) l’est.
On retranche a` ϕ le terme Tα+p0,j0(b).s
α+p. (Logs)
j0
j0!
obtenu apre`s regroupement
(donc p0 est minimal), et on applique l’hypothe`se de re´currence sur j0.
Il est alors facile de voir que l’on arrive a` une e´criture canonique pour ϕ en
comple´tant l’ensemble A′ donne´ par l’hypothe`se de re´currence pour qu’il contienne
(α + p0, 0), · · · , (α + p0, j0). 
4.2 Le the´ore`me de re´alisation.
Soit V un espace vectoriel complexe de dimension finie. Nous munirons Ξn ⊗C V
de la structure de A˜−module a` gauche de´finie par a.(ξ ⊗ v) = (a.ξ) ⊗ v et pour
S ∈ C[[b]] par S(b).(ξ ⊗ v) = (S(b).ξ) ⊗ v. On a alors le the´ore`me de re´alisation
suivant pour tout (a,b)-module ge´ome´trique.
The´ore`me 4.2.1 Soit ϕ ∈ Ξn. Alors
1. E := A˜.ϕ ⊂ Ξn est un (a,b)-module re´gulier monoge`ne ge´ome´trique.
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2. Il existe des polynoˆmes Tα,j ∈ C[b] ve´rifiant Tα,j(0) 6= 0 et tels que
si ψ :=
∑
(α,j)∈A Tα,j(b).s
α.(Log s)j le (a,b)-module F := A˜.ψ ⊂ Ξn soit
isomorphe a` E.
3. Tout (a,b)-module re´gulier ge´ome´trique est isomorphe a` un sous-(a,b)-module
de Ξn⊗C V , pour un entier n assez grand et V un espace vectoriel complexe
de dimension finie.
De´monstration. Montrons la proprie´te´ 1 par re´currence sur le poids de ϕ.
L’assertion e´tant triviale pour le poids 1 supposons l’assertion montre´e pour les
poids ≤ k − 1 et conside´rons ϕ de poids k. Soit (α, j) ∈ Aϕ avec j maximal
l’exposant α e´tant donne´. Remarquons que dans ces conditions on a Sα,j(0) 6= 0
d’apre`s les proprie´tes ii) et iii) de l’e´criture canonique ; donc Sα,j(b) est un inversible
de C[[b]]. Conside´rons alors ψ := (a − α.b).S−1α,j.ϕ. Il est facile de voir que dans
l’e´criture canonique de ψ on a Aψ ⊂ Aϕ+1 ou` A+1 := {(β+1, j)/ (β, j) ∈ A},
et que (α + 1, j) 6∈ Aψ. Donc le poids de ψ est ≤ k − 1. Alors l’hypothe`se de
re´currence donne que A˜.ψ est (a,b)-module re´gulier monoge`ne ge´ome´trique.
Mais la relation entre ϕ et ψ donne la suite exacte
0→ A˜.ψ → A˜.ϕ
π
→ Eα+1 → 0
ou` pi(S−1α,j.ϕ) := eα. On en de´duit que A˜.ϕ est re´gulier ge´ome´trique puisque
α + 1 > 0 est rationnel.
L’assertion 2 est conse´quence imme´diate du the´ore`me 3.4.1.
Montrons l’assertion 3 par re´currence sur le rang de E. On se rame`ne alors a`
montrer que si on a une suite exacte
0→ F → E
π
→ Eα → 0
avec E ge´ome´trique (ce qui implique que α est rationnel et strictement positif)
et F isomorphe a` un sous-module de Ξn ⊗ V via un plongement A˜−line´aire
g : F → Ξn ⊗ V , graˆce a` l’hypothe`se de re´currence, alors E est isomorphe a` un
sous-module de Ξn+1 ⊗W . Soit e ∈ E un e´le´ment de E ve´rifiant pi(e) = eα.
Alors z := (a − α.b).e qui est dans F . Posons g((a − α.b).e) =
∑q
p=1 ψp ⊗ vp.
On voit donc que le proble`me consiste alors a` trouver des ϕp ∈ Ξn+1, p ∈ [1, q]
tels que (a − α.b).ϕp = ψp. C’est un exercice simple de montrer que de tels ϕp
existent toujours. On de´finit alors W := V ⊕ C.ε et une application A˜−line´aire
f : E → Ξn+1⊗(V ⊕C.ε) en posant f(e) =
∑q
p=1 ϕp⊗vp+s
α−1⊗ε, et f(x) = g(x)
pour x ∈ F , sous re´serve de ve´rifier que si u ∈ A˜ ve´rifie u.e = y ∈ F on a
bien u.f(e) = g(y) dans Ξn+1 ⊗W . Mais notre construction montre que l’ide´al
annulateur de e dans E/F ≃ Eα est A˜.(a− α.b). On a donc u = u1.(a− α.b),
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et on a donc u.e = u1.z
u.f(e) = u1.(a− α.b)
[ q∑
p=1
ϕp ⊗ vp + s
α−1 ⊗ ε
]
=
q∑
p=1
(u1.ψp)⊗ vp = g(u1.z)
puisque g(z) =
∑q
p=1 ψp ⊗ vp. 
Remarque. On notera que si on omet le terme sα−1⊗ε dans la preuve pre´ce´dente,
on obtient bien une application A˜−line´aire f de E dans Ξn+1 ⊗ V dont la
restriction a` F est bien g, mais il est possible que f ne soit pas injective. C’est
par exemple le cas pour E := Eλ+k,λ ≃ C[[b]].e1⊕C[[b]].e2 avec k ∈ N
∗, λ−1 ∈ Q+∗
ou` a est de´fini par les relations
a.e1 = e2 + (λ+ k − 1).b.e1, a.e2 = λ.b.e2
et ou` g(e2) := s
λ−1 ∈ Ξ0. En effet la relation (a− (λ+ k − 1).b).e1 = e2 imposera
de choisir f(e1) = c.s
λ+k−2 − λ−1
k
.sλ−2. On constate alors que l’image de f est
contenue dans C[[b]].sλ−2 ≃ Eλ−1 qui est de rang 1.
On notera que nous avons choisi un (a,b)-module monoge`ne ge´ome´trique dans
l’exemple pre´ce´dent, pour bien montrer que le proble`me ne vient pas seulement du
cas ou` l’on cherche a` e´tendre a` Eλ ⊕Eλ le plongement standard de Eλ dans Ξ0.

4.3 Exposants.
De´finition 4.3.1 Soit E un (a,b)-module ge´ome´trique et soit Λ ∈ Q/Z. Nous
appellerons Λ−exposant de E, note´ expΛ(E) le plus petit λ ∈ Λ tel que b
−1.a−λ
ne soit pas injectif sur E♯
/
b.E♯ ou` E♯ de´signe le sature´ de E par b−1.a.
On notera que pour λ ∈ Λ la condition λ < expΛ(E) implique que −λ n’est
pas racine du polynoˆme de Bernstein BE , puisque ce dernier est le polynoˆme car-
acte´ristique de l’action de −b−1.a sur E♯
/
b.E♯.
Lemme 4.3.2 Soit E = A˜.e un (a,b)-module monoge`ne ge´ome´trique.
Soit λ ∈ Q∗+ ve´rifiant λ < exp(E) et soit S un e´le´ment inversible de C[[b]].
Posons F := A˜.(a− λ.b).S−1.e ⊂ E. Alors on a rg(F ) = rg(E).
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Preuve. Quitte a` remplacer e par S−1.e on peut supposer que S = 1. Soit
Q un ge´ne´rateur ”standard” (voir le the´ore`me 3.2.1) de l’annulateur de (a− λ.b).e
dans F dont la forme initiale est de degre´ l = rg(F ) et est unitaire en a. On
aura Q.(a− λ.b).e = 0 dans E, et donc Q.(a− λ.b) ∈ I, l’annulateur de e. Ceci
implique que les e´le´ments de Bernstein PF et PE ve´rifient une e´galite´ de la forme
PF .(a− λ.b) = R.PE
ou` R est homoge`ne de degre´ k − l et unitaire en a. Si on a l < k, alors on aura
R = 1 (on notera qu’il est e´vident a` priori, d’apre`s le lemme 3.1.2 que le rang de F
est e´gal a` k ou k−1). Posons PE = (a−λ1.b) . . . (a−λk.b). D’apre`s la proposition
2.0.2 ceci montre qu’il existe j ∈ [1, k] tel que λj + k − j = λ, contredisant notre
hypothe`se. On a donc R qui est de degre´ 1 et l = k . 
De´finition 4.3.3 Soit ϕ ∈ Ξ et soit Aϕ l’ensemble sature´ intervenant dans
l’e´criture canonique de ϕ (voir le lemme 4.1.3). Notons p˜i : Aϕ → Q/Z la
compose´e de l’application de projection pi : Aϕ → Q
∗+ et de l’application quotient.
Pour Λ ∈ p˜i posons
n(Λ) := sup{j ∈ N
/
∃(α, j) ∈ Aϕ avec α ∈ Λ et Sα,j(0) 6= 0}.
Posons e´galement pour Λ ∈ p˜i(Aϕ)
Λ+ := sup{α ∈ Λ
/
(α, n(Λ)) ∈ Aϕ et Sα,n(Λ)(0) 6= 0}.
Proposition 4.3.4 Soit ϕ ∈ Ξ et soit
ϕ =
∑
(α,j)∈A
Sα,j(b).s
α.
(Logs)j
j!
son e´criture canonique. Alors le rang de E := A˜.ϕ ⊂ Ξ est donne´ par la formule
suivante
rg(E) =
∑
Λ∈π˜(Aϕ)
n(Λ).
Pour chaque Λ ∈ p˜i(Aϕ) le polynoˆme de Bernstein de E contient exactement n(Λ)
racines dans Λ en comptant les multiplicite´s. De plus il admet ne´cessairement −Λ+
comme racine.
On voit donc que l’on peut lire sur le polynoˆme de Bernstein dans le cas d’un (a,b)-
module monoge`ne ge´ome´trique une bonne partie des informations sur les monoˆmes
intervenant dans l’e´criture canonique d’un ge´ne´rateur.
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Preuve. Nous allons montrer les assertions de la proposition dans ce cas par
re´currence sur j0 la puissance maximale des logarithmes intervenant dans le
de´veloppement de ϕ.
Pour j0 = 0 l’e´criture canonique de ϕ se re´duit a`
ϕ =
∑
α∈π(A)
Sα,0(b).s
α
ou` l’on a Sα,0(0) 6= 0 pour chaque α ∈ pi(A), et si α 6= β sont dans pi(A), ils
ne sont pas congrus modulo Z a` cause des proprie´te´s iii) et iv). Le rang est alors
clairement le cardinal de A ce qui correspond bien a` la formule de l’e´nonce´ dans
ce cas.
De meˆme le calcul de l’e´le´ment de Bernstein de E := A˜.ϕ est imme´diat dans ce
cas, et on en de´duit que BE(x) =
∏
α∈π(A)(x+ α + 1).
Supposons donc la proposition de´montre´e quand l’exposant maximal des logarithmes
est ≤ j0 − 1, et montrons-la quand ϕ a des exposants de logarithmes majore´s par
j0.
Conside´rons de´ja` le cas ou` on a un seul terme Sα,j0(b).s
α. (Logs)
j0
j0!
de l’e´criture
canonique qui a l’exposant j0 pour le logarithme. Quitte a` conside´rer S
−1
α,j0
(b).ϕ,
ce qui ne change pas le (a,b)-module E conside´re´, on peut supposer que l’on a
ϕ = sα.
(Logs)j0
j0!
+ ψ
ou` ψ ne pre´sente plus de logarithme avec exposant j0. Alors
ϕ1 := (a− (α + 1).b)[ϕ]
satisfait l’hypothe`se de re´currence. Donc le (a,b)-module F := A˜.ϕ1 a son rang
donne´ par la formule
rg(F ) =
∑
M∈π˜(Aϕ1 )
n(M)
ou` Aϕ1 indexe l’e´criture canonique de ϕ1 :
ϕ1 =
∑
(β,j)∈Aϕ1
Tβ,j(b).s
β.
(Logs)j
j!
.
Mais on constate facilement que pour Λ 6= [α] on a n(Λ)ϕ1 = n(Λ)ϕ. Montrons
que pour Λ = [α] on a n(Λ)ϕ1 = n(Λ)ϕ − 1. L’ine´galite´ ≤ est claire puisque ϕ1
n’a plus que des exposant ≤ j0 − 1 en Logs. Par ailleurs
(a− (α+ 1).b)(sα.
(Logs)j0
j0!
) =
sα+1
α + 1
.
(Logs)j0−1
(j0 − 1)!
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montre que (α + 1, j0 − 1) ∈ Aϕ1 , et que Tα+1,0−1(0) 6= 0. On a donc dans ce cas
n(Λ)ϕ1 = j0 − 1.
Une re´currence facile sur le nombre de Λ ∈ p˜i(Aϕ) pour lesquelles on a n(Λ) = j0
permet d’achever la de´monstration du calcul du rang.
La preuve ci-dessus montre que pour Λ ∈ p˜i(Aϕ) le nombre −Λ
+ est racine du
polynoˆme de Bernstein de E : A˜.ϕ. L’assertion sur le nombre de racines dans
Λ ∈ p˜i(Aϕ) de´coule de la re´currence pre´ce´dente. 
5 Calculs d’exemples.
5.1 Le cas de x5 + y5 + x2.y2.
5.1.1 Annuler le ge´ne´rateur.
Dans ce paragraphe nous commencerons par expliciter un polynoˆme en (a,b) qui
annule l’e´le´ment 1 du (a,b)-module de Brieskorn de f(x, y) := x5 + y5 + x2.y2.
Ceci correspond aux inte´grales du type∫
γs
dx ∧ dy
df
ou` (γs)s∈D est une famille horizontale de 1−cycles compacts dans les fibres de f
Lemme 5.1.1 On a
x10.y10 = (5a− 18b)(5a− 14b)(5a− 10b)(5a− 6b)(5a− 2b)(1).
Preuve. Commenc¸ons par montrer que l’on a
xp+5.yp = xp.yp+5 (a)
pour tout entier p ≥ 0. On a
b(xp.yp) = (5x4 + 2x.y2)
1
p+ 1
xp+1.yp =
1
p+ 1
[
5xp+5.yp + 2xp+2.yp+2
]
(b)
= (5y4 + 2x2.y)
1
p+ 1
xp.yp+1 =
1
p+ 1
[
5xp.yp+5 + 2xp+2.yp+2
]
ce qui donne l’e´galite´ annonce´e. On en de´duit que
a(xp.yp) = 2xp+5.yp + xp+2.yp+2 (c)
et en combinant avec (b) cela donne
(5a− 2(p+ 1).b)(xp.yp) = xp+2.yp+2 (d)
ce qui permet de conclure. 
Lemme 5.1.2 On a
(a− 4b)(x5.y10) =
−1
2
.x10.y10 (e)
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Preuve. On a
b(x5.y10) = (5x4 + 2x.y2)
1
6
x6.y10 =
1
6
[
5x10.y10 + 2x7.y12
]
(f)
b(x5.y10) = (5y4 + 2x2.y)
1
11
x5.y11 =
1
11
[
5x5.y15 + 2x7.y12
]
(g)
a(x5.y10) = x10.y10 + x5.y15 + x7.y12 (h)
ce qui donne successivement, en combinant (h) et (g) puis avec (f)
(5a− 11b)(x5.y10) = 5x10.y10 + 3x7.y12
(10a− 40b)(x5.y10) = −5x10.y10
d’ou` l’e´galite´ annonce´e. 
Lemme 5.1.3 On a aussi
(2a− b)(1) = −x5 (i)
(2a− 3b)(x5) = −x5.y5 (i’)
(a− 3b)(x5.y5) =
−1
2
x5.y10 (i”)
Preuve. Comme on a x5 = y5, on aura a(1) = 2x5+x2.y2 et b(1) = 5x5+2x2.y2.
D’ou` la premie`re e´galite´. De meˆme, a(x5) = x10 + x5.y5 + x7.y2 et
b(x5) = (5x4 + 2x.y2)
x6
6
=
1
6
[5x10 + 2x7.y2] = (5y4 + 2x2.y)x5.y = 5x5.y5 + 2x7.y2
ce qui donne x10 = 6x5.y5 + 2x7.y2 d’ou` a(x5) = 7x5.y5 + 3x7.y2 et permet de
conclure pour (i′).
Utilisons (a) pour p = 5 :
b(x5.y5) = (5x4 + 2xy2)
1
6
x6.y5 =
1
6
[
5x10.y5 + 2x7.y7
]
et (k)
a(x5.y5) = 2x10.y5 + x7.y7 donnent
(a− 3b)(x5.y5) =
−1
2
x5.y10
et donc (i′′). 
Conclusion. On a donc
4(a−4b)(a−3b)(2a−3b)(2a−b)(1) = (5a−18b)(5a−14b)(5a−10b)(5a−6b)(5a−2b)(1)
et donc l’e´le´ment
(5a−18b)(5a−14b)(5a−10b)(5a−6b)(5a−2b)− (2a−8b)(2a−6b)(2a−3b)(2a− b)
est dans l’annulateur de 1 dans le module de Brieskorn de f .
Traitons maintenant le cas du (a,b)-module engendre´ par le monoˆme x.
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Lemme 5.1.4 On a
x11.y10 = (5a− 19b)(5a− 15b)(5a− 11b)(5a− 7b)(5a− 3b)[x].
Preuve. Posons αp := x
2p+1.y2p pour chaque p ≥ 0. On a
b(αp) = (5x
4 + 2x.y2)
x2p+2.y2p
2p+ 2
=
1
2p+ 2
[
5x2p+6.y2p + 2x2p+3.y2p+2
]
b(αp) = (5y
4 + 2x2.y)
x2p+1.y2p+1
2p+ 1
=
1
2p+ 1
[
5x2p+1.y2p+5 + 2x2p+3.y2p+2
]
a(αp) = x
2p+6.y2p + x2p+1.y2p+5 + x2p+3.y2p+2
On en de´duit que l’on a pour chaque p ≥ 0
(5a− (4p+ 3)b)[αp] = αp+1
ce qui permet de conclure puisque α0 = x et α5 = x
11.y10. 
Lemme 5.1.5 On a
(a−
42
10
b)(a−
27
10
b)(a−
23
10
b)(a−
8
10
b)(x) =
1
16
.x11.y10.
Preuve. Calculons successivement les monoˆmes x6, x11, x11.y5 et x11.y10.
b(x) = (5x4 + 2x.y2)
x2
2
=
1
2
[
5x6 + 2x3.y2
]
ce qui donne, puisque x3.y2 = α1 = (5a− 3b)(x)
5x6 = 2b(x)− 2(5a− 3b)(x) = (5b− 10a)(x) soit
− 5x6 = (10a− 8b)(x) (t)
Puis
b(x6) = (5x4 + 2x.y2)
x7
7
=
1
7
[
5x11 + 2x8.y2
]
b(x6) = (5y4 + 2x2.y)x6.y = 5x6.y5 + 2x8.y2
a(x6) = x11 + x6.y5 + x8.y2
ce qui donne
−5x11 = (10a− 23b)(x6) (u)
Ensuite
b(x11) = (5x4 + 2x.y2)
x12
12
=
1
12
[
5x16 + 2x13.y2
]
b(x11) = (5y4 + 2x2.y)x11.y = 5x11.y5 + 2x13.y2
a(x11) = x16 + x11.y5 + x13.y2
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ce qui donne
−5x11.y5 = (10a− 27b)(x11) (v)
Et enfin
b(x11.y5) = (5x4 + 2x.y2)
x12.y5
12
=
1
12
[
5x16.y5 + 2x13.y7
]
b(x11.y5) = (5y4 + 2x2.y)
x11.y6
6
=
1
6
[
5x11.y10 + 2x13.y7
]
a(x11.y5) = x16.y5 + x11.y10 + x13.y7
ce qui donne
−5x11.y10 = (10a− 42b)(x11.y5) (w)
On en conclut donc que l’on a bien
(10a− 42b)(10a− 27b)(10a− 23b)(10a− 8b)(x) = 625.x11.y10. 
Traitons enfin le cas du monoˆme xy.
Lemme 5.1.6 Posons αp := x
2p+1.y2p+1 pour p ≥ 0 . On a
(5a− 4(p+ 1)b)(αp) = αp+1
ce qui donne
x11.y11 = (5a− 20b)(5a− 16b)(5a− 12b)(5a− 8b)(5a− 4b)[xy].
Le calcul, analogue aux pre´ce´dents, est laisse´ au lecteur.
Lemme 5.1.7 On a
1
16
x11.y11 = (2a− 9b)(2a− 6b)(2a− 5b)(2a− b)[xy].
Preuve. Le lecteur, en s’inspirant des calculs pre´ce´dents, prouvera sans difficulte´s
les relations suivantes :
(2a− 2b)[xy] = −x6.y
(2a− 5b)(x6.y) = −x11.y
(2a− 6b)(x11.y) = −x11.y6
(2a− 9b)(x11.y6) = −x11.y11
ce qui prouve notre assertion. 
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5.1.2 Application
Le but de ce paragraphe est de montrer que le (a,b)-module (monoge`ne) engendre´
par 1 dans le module de Brieskorn de f(x, y) = x5 + y5 + x2.y2 est de rang 4 et
que son polynoˆme de Bernstein est
(x+ 1)2.(x+
1
2
)2.
Pour le monoˆme x on trouve que le polynoˆme de Bernstein vaut
(x+
6
5
)(x+
4
5
)(x+
13
10
)(x+
7
10
).
Pour le monoˆme xy on trouve que le polynoˆme de Bernstein vaut
(x+
3
2
)2(x+ 1)(x+
1
2
).
Pour cela, compte tenu des paragraphes pre´ce´dents, il nous suffit de prouver que
les e´le´ments 1, a(1), a2(1), a3(1) sont line´airement inde´pendants dans le C−espace
vectoriel A˜.1
/
b.A˜.1.
La ve´rification analogue pour les monoˆmes x et xy est laisse´e au lecteur.
Considerons donc une relation du type
λ0.1 + λ1.a(1) + λ2.a
2(1) + λ3.a
3(1) ∈ b.A˜.1.
Comme 1 et x2.y2 sont line´airement inde´pendants modulo l’ide´al jacobien de f ,
on en de´duit que ne´cessairement on a λ0 = λ1 = 0.
Montrons que x4.y4 et x6.y6 ne sont pas dans b.A˜.1. Cela re´sulte de la liste
suivante9 qui engendre les polynoˆmes de degre´s ≤ 15 en (x, y) qui sont dans
b.A˜.1:
b(1) = 5x5 + 2x2y2
b(x2.y2) =
5
2
x7.y2 + x4.y4
b(x5) =
1
6
[5x10 + 2x7.y2]
b(x4.y4) = x9.y4 +
2
5
x6.y6
b(x7.y2) =
1
8
[x12.y2 + 2x9.y4]
b(x10) =
1
11
[5x15 + 2x12.y2]
9on utilise ici les e´galite´s de syme´trie en (x,y) prouve´es au lemme 5.1.1.
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Comme 25a2(1) = x4.y4 modulo b.A˜.1, et comme x6.y6 = 5a(x4.y4) modulo b.A˜.1,
on obtient la relation
5λ2.x
4.y4 + λ3.a(x
4.y4) ∈ b.A˜.1.
Comme on a vu que λ2 et λ3 sont non nuls, ou alors tous les deux nuls, leur non
nullite´ donnerait une relation du type a(x4.y4)−ρ.x4.y4 ∈ b.A˜.1 avec ρ 6= 0. Ce qui
donnerait an(x4.y4)− ρn.x4.y4 ∈ b.A˜.1 pour tout n ∈ N. Comme an.A˜.1 ⊂ b.A˜.1
pour n assez grand (par re´gularite´), on obtiendrait x4.y4 ∈ b.A˜.1. ce qui est
absurde. Donc λ2 = λ3 = 0 et le rang de A˜.1 est ≥ 4.
Le paragraphe pre´ce´dent permet alors de conclure graˆce au the´ore`me 3.6.1. 
5.2 Le cas de f := xn + yn + zn + x.y.z.
On suppose n ≥ 4, le cas n = 3 qui est homoge`ne est imme´diat.
Lemme 5.2.1 Pour tout p ≥ 0 on a
(a−
3(p+ 1)
n
b)(xp.yp.zp) =
n− 3
n
xp+1.yp+1.zp+1.
Preuve. On a
b(xp.yp.zp) = (nxn−1 + y.z)
xp+1
p+ 1
.yp.zp =
1
p+ 1
[nxn+p.yp.zp + xp+1.yp+1.zp+1]
ce qui donne xn+p.yp.zp = yn+p.zp.xp = etc... et donc
a(xp.yp.zp) = 3xn+p.yp.zp + xp+1.yp+1.zp+1
d’ou` la relation annonce´e. 
On notera que l’on a montre´ au passage que l’on a xn = yn = zn dans le (a,b)-
module de Brieskorn de f .
Lemme 5.2.2 On a
(a− 2b)(xn) = (3− n)xn.yn.
Preuve. Puisque l’on a xn = yn, cela donne :
b(xn) = (nxn−1 + y.z)yn.x = nxn.yn + x.yn+1.z
b(xn) = (nxn−1 + y.z)
xn+1
n + 1
=
1
n+ 1
[nx2n + xn+1.y.z]
ce qui permet d’obtenir nx2n = (n+1)b(xn)− xn+1.y.z et donc, en utilisant le fait
que xn.yn = xn.zn = yn.zn := v et en posant xn+1.y.z = x.yn+1.z = x.y.zn+1 := u
na(xn) = (n+ 1)b(xn)− u+ 2v + u et donc
a(xn) = b(xn) + 3v + u = 2b(xn) + (3− n)v
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puisque b(xn) = nv + u. 
Calculons enfin b(xn.yn) :
b(xn.yn) = (nzn−1 + x.y)xn.yn.z = nxn.yn.zn + xn+1.yn+1, z
= (nxn−1 + yz)
xn+1
n+ 1
yn =
1
n+ 1
[nx2n.yn + xn+1.yn+1.z]
On en de´duit les e´galite´s
xn+1.yn+1.z = zn+1.yn+1.z = xn+1.zn+1.y := s
x2n.yn = y2n.xn = · · · := t
En posant xn.yn.yn := r cela donne
b(xn.yn) = nr + s =
1
n+ 1
[nt + s]
a(xn.yn) = t + t+ r + s
On en de´duit la relation
(a− 3b)(xn, yn) = (3− n)xn.yn.zn
Comme le premier lemme donne
( n−1∏
p=0
(a−
3(p+ 1)
n
b)
)
(1) = (
n− 3
n
)n.xn.yn.zn
on obtient que
nn
(n− 3)n−3
.
( n−1∏
p=0
(a−
3(p+ 1)
n
b)
)
+ (a− 3b)(a− 2b)(a− b)
annule 1 dans le module de Brieskorn de f .
On en conclut que le polynoˆme de Bernstein de A˜.1 est e´gal a` (x+ 1)3.
5.3 Commentaire final.
Si on conside`re un (a,b)-module de la forme A˜
/
A˜.(a4 + a5) (analogue au cas du
paragraphe 5.1), on constate que l’on a une suite exacte
0→ K → A˜
/
A˜.(a4 + a5)→ A˜
/
A˜.a4 → 0
et le quotient A˜/A˜.a4 est monoge`ne re´gulier de rang 4. Mais le noyau est de rang
1 et non re´gulier : en effet le noyau est K ≃ A˜
/
A˜.(a + 1) n’est meˆme pas local
(donc encore moins re´gulier).
Quand on tensorise cette suite exacte par le comple´te´ a−adique Aˆ de A˜, on a
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K ⊗ Aˆ = 0 et il ne reste que A˜
/
A˜.a4 ⊗ Aˆ ≃ Aˆ
/
Aˆ.a4.
On notera qu’un (a,b)-module local (donc a` fortiori s’il est re´gulier) E ve´rifie
toujours
E ≃ E ⊗A˜ Aˆ
puisqu’il est complet pour la filtration a−adique10.
Ceci explique pourquoi dans les exemples pre´ce´dents le rang ne correspond pas au
degre´ en a des polynoˆmes trouve´s.
Mais par exemple a = −1 qui correspond au noyau K exprime le fait que
l’e´quation diffe´rentielle satisfaite par l’inte´grale conside´re´e admet un (autre) point
singulier (ici le point −1). Cela sugge`re de conside´rer les diffe´rentes localisations
inte´ressantes d’un (a,b)-module (alge´brique) et d’avoir une the´orie ”globale” sur C
des e´quations diffe´rentielles alge´briques. La localisation au point z signifie que
l’on conside`re sur E les ope´rateurs az := a + z et b et que l’on comple`te pour
la topologie az−adique. Cela ressemble fort a` la the´rie des schemas ! Il est clair
que les inte´grales de pe´riodes de fonctions alge´briques (ou de varie´te´s alge´briques)
doivent rentrer dans un cadre de ce genre.
10O utilise ici le fait que Aˆ est un A˜−module a` gauche et a` droite.
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