We consider a set of one-dimensional transformations of Gaussian random functions. Under natural assumptions we obtain a connection between L 2 -small ball asymptotics of the transformed function and of the original one. Also the explicit Karhunen -Loéve expansion is obtained for a proper class of Gaussian processes.
Introduction and Main Lemma
Recently P. Deheuvels [De] showed that for a standard Brownian bridge B(t), 0 ≤ t ≤ 1, the distributional equality
holds true (here Y K (t) = B(t) − 6Kt(1 − t) 1 0
B(s) ds). Moreover, he obtained the explicit Karhunen -Loéve (KL) expansion for the process Y 1 (t).
We introduce one-parameter sets of transformations for zero mean-value Gaussian random functions. These transformations satisfy a relation generalizing (1.1). If the L 2 -norm of original function is finite a.s. we derive the explicit relation between exact asymptotics of L 2 -small ball probabilities for the transformed function and for the original one. For one-dimensional processes generating boundary value problems to ordinary differential equations we obtain also the KL-expansion for transformed process provided the KL-expansion for original process is known.
Let us consider a zero mean-value Gaussian random function X(x), x ∈ O, with the covariance G X (x, y) = EX(x)X(y), x, y ∈ O. For simplicity we suppose that O is a bounded domain in R n . Let ϕ be a locally summable function in O. Suppose that the function
is well defined a.e. in O, ψ ≡ 0, and
We define a set of Gaussian functions Then the process X admits the KL-expansion
where ξ k is a sequence of independent standard Gaussian r.v. while λ k > 0 and u k are, respectively, eigenvalues and (normalized in L 2 (O)) eigenfunctions of the integral operator G with the kernel function G X (x, y). Moreover, (2.1) implies k λ k < ∞ i.e the operator G belongs to the kernel class S 1 . Remark that the series (2.2) converges in L 2 (O) a.s. The relation (2.2) implies
Therefore, having the eigenvalues λ k in hands one can obtain some information on the distribution of X 2 2 . In particular, one can derive the exact asymptotics of small ball probabilities in L 2 i.e. describe the behavior of the probability P{ X 2 ≤ ε} as ε → 0.
In [Syt] , a solution of the small ball behavior problem was obtained in abstract form. Then many authors simplified formulas for small ball probabilities under various assumptions; see [DLL] and references therein.
In papers [NN] , [Na] , [Na1] a new approach was delivered. This approach provides the exact L 2 -small ball asymptotics for a zero mean-value Gaussian process if its covariance is the Green function for an ordinary differential operator. In more general case the problem cannot be solved completely yet. However, in the case under consideration the transformed operator is a one-dimensional perturbation of the original one. So, we can derive the small ball asymptotics for the process X ϕ,α in terms of the small ball asymptotics for the original process.
Remark. If the operator G has a nontrivial null-space U 0 then it is contained in the null-space of the operator with the kernel function G ϕ,α (x, y) due to obvious relation ψ ⊥ U 0 . Therefore, we can apply all the arguments in an orthogonal complement to U 0 (i.e. in the image of G). So, without loss of generality one can assume {u k } in (2.2) being an orthogonal basis. Theorem 1. Let the process X satisfy (2.1). Suppose that a function ϕ ∈ L 1,loc (O) satisfies (1.3). If α = 1 q then, as ε → 0,
Proof. By comparison theorem ( [Li] ; see also [GHT] ), 4) where λ k are the eigenvalues of the integral operator with kernel function G ϕ,α (x, y). Remark that due to the minimax principle, see, e.g., [BS, §10.2] ) the sequences λ k and λ k interlace. In particular, this implies the convergence of the series k λ k .
By definition, put
k . Consider the Fredholm determinants for the kernels G X and G ϕ,α :
Since the series
k converge, these canonical Hadamard's products converge for all z ∈ C. By (1.5) the following relation holds true 2 :
where a k are the Fourier coefficients of the function ψ with respect to the system {u k }. The Jensen theorem, see [Ti, §3.6 ], provides
Formula (2.5) and Lemma 5.1 show that the last limit equals 1+Q k a
Substituting (2.6) into (2.4) we obtain (2.3).
Now we consider the critical case α = 1 q . Theorem 2. Let the process X satisfy (2.1), and let α =
Proof. We introduce three distribution functions:
Similarly to the previous theorem we have, as r → 0,
2 Note that (2.5) is a particular case of the transformation formula for the Fredholm determinant under finite-dimensional perturbation of the operator. In the literature on statistics this formula usually is attributed to [Su] . Statistical applications in [Su] seem to be new while the formula itself was really obtained in [Ba] and was well known as in computational methods as in spectral theory, even in more general situation, see, e.g., [KK, Ch.II, 4 .6] and [AG, Sec.106 ].
The Jensen theorem provides
. Hence, due to (2.5) and (2.7) the expression under log sign can be rewritten as follows:
By Lemma 5.1, the limit in (2.9) equals
This gives
Further, obviously, F (r) = (F 1 * f )(r), where
By the Laplace transform we obtain a solution of this convolution equation:
Proof. Remark that F ′ is absolutely continuous on R, if the sum (2.2) contains at least three nonzero summands. We claim that F ′′ > 0 in a right half-neighborhood of the origin. Indeed, this property can be directly checked for three summands and is easily conserved under adding a new summand; moreover, the radius of a neighborhood is not decreasing. Consequently, this property is conserved also for the infinite sum.
Since F is convex in a right half-neighborhood of the origin,
We continue the proof of Theorem 2. By Lemma 2.1, we obtain from (2.11)
Substituting (2.12) into (2.10) and changing the variable r = ε 2 we arrive at (2.8).
Remark. By misuse of language, we can interpret (2.10) as follows. For α = 1 q the sequences µ k and µ k have the same asymptotics. Under the conditions of Theorem 2, the statement 3 of Corollary 2 provides vanishing of an eigenvalue λ k . This generates a confusion in the enumeration of µ k ; removing of a summand from (2.2) we reestablish the corresponding of enumerations.
Karhunen -Loéve expansion
Now we suppose that n = 1, O = (0, a) is an interval, and the covariance G X (t, s), t, s ∈ [0, a], is the Green function of a self-adjoint operator L X in the space L 2 (0, a), generated by differential expression of order 2ℓ
and 2ℓ boundary conditions. We recall that by definition G X for any s ∈ (0, a) satisfies the equation L X G X = δ(t − s) in the sense of distributions, and satisfies boundary conditions. Without loss of generality we assume a = 1. By D(L X ) denote the image of integral operator with the kernel function G X (t, s). Then it is easy to see that the inverse operator is just
Assume for simplicity that
coincides with the set of functions which belong to W ℓ 2 (0, 1) and satisfy boundary conditions. By (1.5) we obtain that the covariance of transformed process X ϕ,α satisfies the equation
(recall that Q = qα 2 − 2α) and satisfies the same boundary conditions. Suppose we know KL-expansion (2.2) for the original process. Then, obviously, u k are the eigenfunctions and µ k = λ −1 k are the eigenvalues of the boundary value problem
In practice, the eigenfunctions of the problem (3.3) can be found analytically only if we know the fundamental system of solutions to the equation L X v − µv = 0 for arbitrary µ ∈ R. We take advantage of this to give an algorithm of derivation of KL-expansion for the process X ϕ,α . Note that in a particular case this algorithm was used in [KKW] (see below the example 5). From (3.2) we obtain the boundary value problem for eigenfunctions of integral operator with the kernel function G ϕ,α (t, s):
Let µ be an unknown parameter. By the Lagrange method we can construct a particular solution to the equation L X η − µη = ϕ. Then a general solution to the equation (3.4) can be written as follows:
where v 1 , . . . , v 2ℓ form a fundamental system for the equation L X v − µv = 0. Substituting u into the boundary conditions we obtain 2ℓ equations for the constants c 0 , c 1 , . . . , c 2ℓ . One more equation follows from the equality of the coefficients at ϕ in (3.4):
Eigenvalues of the problem (3.4) are roots of the determinant of the obtained homogenous system while eigenfunctions are its nontrivial solutions.
Let us show some examples.
Example 1. Let X = W be a standard Wiener process, and let ϕ ≡ 1. Then
The relation (3.4) reads as follows:
A general solution of this equation is
Substituting it into the boundary conditions and into (3.5) we derive the equation for eigenvalues:
For Q = 0 we obtain cos(ω) = 0. This is natural result because in this case we have a conventional Wiener process. We remark also that 1 + Q/3 = (1 − α/3) 2 ≥ 0. For α = 3 the equation (3.7) is reduced to tan(ω) = ω.
Let ω k be positive roots of (3.7) enumerated in the increasing order. Then we put in KLexpansion of the process W 1,α
where γ k are the normalizing constants.
Example 2. Let X = B be a standard Brownian bridge, and let ϕ ≡ 1. Then
. The relation (3.4) reads as follows:
A general solution of this equation is given by (3.6). Substituting it into the boundary conditions and into (3.5) we derive the equation for eigenvalues:
For Q = 0 two equations in (3.9) can be merged into sin(ω) = 0, as is expected. We remark also that 4 + Q/3 = (2 − α/6) 2 ≥ 0. For α = 12 the second equation in (3.9) is reduced to tan(τ ) = τ . This case was considered in [De, Theorem 1.2].
A sequence
(any Q k corresponds to two values of α) has a curious property. Namely, for Q = Q k the k-th roots of both equations in (3.9) coincide. Thus, for Q = Q 1 the least eigenvalue of the problem (3.8) is multiple. This effect is impossible for a conventional Sturm -Liouville problem.
Let τ k be positive roots of the second equation in (3.9) enumerated in the increasing order. Then we put in KL-expansion of the process B 1,α
Example 3. Let X = B, and let ϕ(t) = t(1 − t). Then ψ(t) = t−2t 3 +t 4 12
, q = 17 5040
For Q = 0 two equations in (3.10) can be merged into sin(ω) = 0. We remark also that 1 + Qq = (1 − qα) 2 ≥ 0. Let τ k be positive roots of the second equation in (3.10) enumerated in the increasing order. Then we put in KL-expansion of the process B ϕ,α
Example 4. Let , and the relation (3.4) reads as follows:
A general solution of this equation is u(t) = c 0 + c 1 cos(ωt) + c 2 sin(ωt) + c 3 cosh(ωt) + c 4 sinh(ωt), ω = µ 1/4 .
For Q = 0 two equations in (3.10) can be merged into sin(ω) = 0. We remark also that 32 + 4Q/15 = 32(1 − qα) 2 ≥ 0. Let τ k be positive roots of the second equation in (3.11) enumerated in the increasing order. Then we put in KL-expansion of the process X 1,α
It should be noted that the roots of the first equation in (3.9)-(3.11) are independent of Q. The reason is that corresponding eigenfunctions sin(2πkt), k ∈ N, are orthogonal to ψ in L 2 (0, 1), and the last term in (3.4) vanishes.
Example 5. Let X = B, and let
This example is important in statistics, see [KKW] , [Su] . It is evident that ϕ ∈ L 2 (0, 1). However, the direct calculation gives ψ = φ(Φ −1 ) = 1 ϕ , q = 1. Hence all the statements of §1 are applicable here.
Further, the relation (3.4) reads as follows:
Substituting it into the boundary conditions and into (3.5) after some calculations we derive the equation for eigenvalues 3 :
For Q = 0 passing to the limit gives a natural result sin(ω) = 0. We note that in this example also a half of eigenfunctions for the original process (namely, sin(2πkt), k ∈ N) are orthogonal to ψ in L 2 (0, 1). Therefore, they do not depend on Q.
Now we describe a case where the KL-expansion for the transformed process can be constructed trivially. Let ϕ = u m be an eigenfunction of the covariance G X . Then ψ = λ m u m , where λ m is corresponding eigenvalue. Hence all the eigenfunctions u k , k = m, are orthogonal to ψ, and therefore,
Now we establish the relation which simplifies (2.8) for the processes under consideration.
Theorem 3. Let the covariance G X be the Green function for an operator of the form (3.1), and let α =
(3.12)
Proof. It is shown in [Na1, Theorem 1.2] that the process X satisfies the relation The behavior of the distribution density F ′ (r) for small r was studied in [Lf2, Theorem 3] in highly general situation. In our case, see also the proof of Theorem 6.2 [NN] ) this result of [Lf2] can be rewritten as follows:
This easily means that the asymptotics (3.13) is differentiable w.r.t. r. Substituting (3.14) and (2.12) into (2.10) we obtain
Changing the variable x = r(1 − y) we get
It is easily seen that for y ≥ r d/2 the integrand is exponentially small. Therefore, one can integrate only over the interval [0, r d/2 ]. In this interval we have (1 − y)
Changing the variable y = r d z we arrive at
This gives (3.12).
In the examples considered earlier the small ball behavior of the original processes is well known (the processes W and B are classical ones while the process W 1 was studied in [BNO] ). Applying Theorems 1 and 3 we arrive at Proposition 1. We have, as ε → 0,
, α = 120, α = 120,
.
Remark. In the example 5, we cannot apply Theorem 2 (and consequently, also Theorem 3) for α = 1.
Some generalizations
The construction (1.4) can be generalized to a special class of distributions ϕ.
We define a set of Gaussian functions by the formula similar to (1.4):
where ψ(x) = EX(x) ϕ, X .
Remark. In terms of the operator theory, the restriction on ϕ means ϕ ∈ (Im(G 1/2 )) ′ . This implies ψ ∈ Im(G 1/2 ), and q = ϕ, ψ . In the random processes theory, Im(G 1/2 ) is called the kernel of distribution for the process X. ϕ is called a linear measurable functional of X, see [Lf1, §9] .
For the processes (4.1), the Main Lemma and Corollary 1 hold true. Instead of Corollary 2, we have the following analogue.
Corollary 2'. For α = 1 q the process X ϕ,b α (x) and r.v. ϕ, X are independent. Moreover, ϕ, X ϕ,b α = 0 a.s.
Further, under assumption (2.1) Theorem 1 is valid. If, in addition, the covariance G X (t, s) satisfies the assumptions of §3, then the algorithm for the construction of KL-expansion for the process X ϕ,α also runs. Now we give some examples.
Example 6. Let X = W , and let ϕ(t) = δ(t − 1). Then ψ(t) = G W (t, 1) = t, q = G W (1, 1) = 1, and G ϕ,α (t, s) = min{t, s} + Qts (Q = α 2 − 2α).
Thus, for α ∈]0, 2[ the process W ϕ,α has the same distribution as the Brownian bridge from zero to zero with the length − 1 Q , see [BoS, 4.4.20] . Theorem 1 gives for α = 1
This result coincides with a particular case of [Na, Proposition 1.9] and [NP, Theorem 4 .1].
Remark. For α = 1 the process W ϕ,α has the same distribution as the standard Brownian bridge. It is easy to see that the infinite product in (2.9) diverges, and Theorem 2 is not applicable. The same is true for the forthcoming examples.
Example 7. Let us consider the integrated Wiener process
, q = (G W 1 ) st (1, 1) = 1, and
Thus, the process X ϕ,α has the same distribution as the integrated process from the example 6. Our Theorem 1 corresponds to the case m = 1 in [Na, Proposition 1.9] . The small ball behavior in the case α = 1 (the integrated Brownian bridge) was considered in [Na, Proposition 1.6 ].
Now let ϕ(t) = δ(t − 1). Then ψ(t) = G W 1 (t, 1) =
, and q = G W 1 (1, 1) = 1 3
. Theorem 1 gives for α = 3
For α = 3 the direct calculation shows that G ϕ,α (t, s) is the Green function of the boundary value problem
Applying [Na, Theorem 1.4 ] we obtain
Example 8. Now we consider the Slepian process [Sl] that is a stationary zero mean-value Gaussian process with the covariance G S (t, s) = 1−|t−s|, t, s ∈ [0, 1]. Let ϕ(t) = δ(t)+δ(t−1). Then ψ ≡ 1, q = 2, and
Thus, the process S ϕ,α has the same distribution as a generalized Slepian process S (c) , c = 1+Q (see [GL] and [Na1, §2] ). Note that for Q ≥ 0 also the equality
holds true. The statement of Theorem 1 corresponds [Na1, Theorem 2.1, part 2]. The small ball behavior in the case α = 1/2 (i.e. c = 1/2) is considered in [Na1, Theorem 2.1, part 1].
Example 9. In a similar way one can show that the statement of [Na, Proposition 1.9] for any m ∈ N, [Na1, Theorem 2.2, part 2] and some theorems of [NP] can be considered as particular cases of our Theorem 1. Thus, this theorem provides a unified approach to many formulas obtained earlier.
One can also consider multiparametric analogues of the transform (1.4). We restrict ourselves to a simplest case.
Let the functions ϕ 1 , ϕ 2 ∈ L 1,loc (O) satisfy the assumption (1.3) and the "orthogonality" assumption It is easy to see that the function (4.2) has the covariance G ϕ, α (x, y) = G X (x, y) + Q 1 ψ 1 (x)ψ 1 (y) + Q 2 ψ 2 (x)ψ 2 (y), where Q k = q k α 2 k − 2α k , q k = ϕ k , ψ k . Therefore, one can obtain the L 2 -small ball asymptotics of the function X ϕ, α for α k = 1 q k , k = 1, 2, applying Theorem 1 twice. In the same way we can obtain analogues of other statements. is bounded away from zero. By the Lebesgue Dominated Convergence Theorem, we can pass to the limit under the sum sign. Thus, the integrand in (5.1) converges to ln |γ 1 + γ 2 k b k | for θ ∈]0, 2π[, and the convergence is uniform over any segment.
Further, the expression under the absolute value sign has only simple zeros and poles. Therefore, the integrand in (5.1) has only logarithmic singularities, and one can easily construct a summable majorant. Applying again the Lebesgue Theorem, we complete the proof.
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