It is difficult for data gathering via a fixed code rate in wireless sensor networks (WSNs) to achieve reliable recovery. Compared with the fixed code rate, rateless codes can continuously send a code word to the sink node until the source node information is recovered. Thus, data gathering methods based on rateless codes are effective in achieving reliable data in the sink node. However, to achieve high reliability, a large amount of sensor data must be collected, and this greatly increases the energy consumption of sensor nodes and the storage space of the sink nodes. Fortunately, data gathering via compressed sensing (CS) can largely reduce the number of sensor data collected to further save energy consumption and storage space. This paper proposes a data gathering method via rateless codes and CS. The proposed method can not only achieve reliable recovery, but also save energy consumption of data collection and storage space of the sink nodes. The experimental results show that the proposed method can reduce energy consumption by about 40% and storage space by about 40% compared with the data gathering via LT codes, which are a typical rateless code.
Introduction
Due to the characteristics of wireless sensor networks (WSNs), they have been widely used in many fields, such as the military, intelligent transportation, monitoring, medicine, and health [1] [2] [3] . Since each sensor node in a WSN is usually powered by batteries, which are difficult to or cannot be recharged in many cases [4] , the energy consumption problem of sensor nodes becomes a main challenge. We know that data gathering of WSNs is an efficient way to save energy consumption [5] [6] . The scheme of data gathering can be illustrated as the data of the sensing range from the sensor nodes that is collected by the sink node. Generally, the data is collected based on fixed rate codes. However, the complicated network environments often lead to the change of the channel and further choose the appropriate rate difficultly.
In view of this, rateless codes (RC) were proposed by Byers in 1998 [7] . They put forward a new kind of error correction code. Compared with the traditional fixed rate codes, RC does not have a fixed rate at the sender. Luby transform (LT) codes, which were proposed by Luby in 2002, were the first practical RC [8] . The basic idea of LT codes is that the sender limitlessly and randomly sends encoded symbols until the receiver can successfully recover the symbol information of the source end [9] . Data gathering via LT codes can achieve high reliability. However, it will also greatly increase the energy consumption and storage space of the networks. In addition, the basic encoding ideas of LT codes are run by randomly and independently selecting some symbols for xor'ing and generating coded packets. The decoding algorithm usually adopts the message propagation (MP) algorithm, which heavily depends on a 1-degree coded symbol. When there is not a 1-degree coded symbol at the receiver, the decoding will fail. In fact, these coded symbols may already contain all the information of the symbols to send, but they have not been fully used.
To address the above two problems, a data gathering method combining LT codes with compressed sensing (CS) is proposed. Because CS can perfectly reconstruct the signal by using a small number of projects with high probability [10] [11] , the data gathering via CS can largely reduce the number of sensor data collected to further save energy consumption of sensor nodes and storage space of sink nodes [12] [13] [14] . In addition, for the coding scheme of the proposed data gathering, an arithmetic additive operation is used to replace exclusive operation. Thus, the decoding does not depend on the 1-degree coded symbol. The proposed method can not only achieve reliable recovery, but also save energy consumption of data collection and storage space of the sink node. The experimental results illustrate that the proposed method can reduce energy consumption by about 40% and storage space by about 40% compared with the data gathering via LT codes. This paper is organized as follows. Section 2 illustrates the related works. Section 3 introduces the proposed data gathering that combines LT codes with CS. Section 4 shows the experimental results. The conclusions are given in Section 5.
Related Work
In this section, we introduce the typical RC called LT codes, CS theory, and their applications in WSNs.
LT Codes
LT codes as the first practical RC were proposed by Luby in 2002. Due to their simple encoding and decoding, LT codes have been widely adopted in many cases, such as radio communications, satellite communications, data storage, and WSNs [15] . The steps of its encoding and decoding are illustrated as follows.
The basic encoding ideas of LT codes are run by randomly and independently selecting some symbols for exclusive OR (XOR) and generating coded packets on the condition that the sender has k symbols to send. This generally needs two random sequence generators, one for generating the degree of an encoded symbol and the other for generating the serial numbers of the selected raw symbols. The detailed steps are as follows. (i) According to the certain degree distribution, generate a positive integer as the degree of the current coded symbol by a random sequence generator. (ii) Generate randomly and uniformly w integers from 1 to k as the serial numbers of w raw symbols to select by the other random sequence generator. (iii) According to the serial numbers, select the corresponding symbols for xor'ing and obtain one of the coded symbols. (iv) Repeated steps (i)-(iii) until all the coded packets are generated.
The basic decoding ideas of LT codes are that the receiver can recover all source packets successfully with high probability as long as it receives any n of the coded packets, and n is usually slightly greater than .
k The decoding algorithm usually adopts the message propagation (MP) algorithm, which depends heavily on a 1-degree coded symbol. When there is not a 1-degree coded symbol at the receiver, the decoding will fail. The detailed steps are given as follows. (i) The receiver looks for 1-degree coded symbols after it receives a certain number of coded symbols. (ii) The receiver recovers the corresponding raw symbols according to the 1-degree coded symbols and deletes those 1-degree coded symbols. (iii) Remove the recovered symbols via xor'ing from the coded symbols that have not been decoded. Then, look for other 1-degree coded symbols and go to (ii). Go to (iv) if there are no coded symbols and not all raw symbols have been decoded; otherwise, stop, i.e., decode successfully. (iv) Continue to receive more coded symbols. (v) Remove the recovered symbols via xor'ing from the newly received coded symbols that have not been decoded, then repeat steps (ii)-(v).
According to the above discussion, the degree distribution is an important step of LT code design and determines the randomness of LT codes. Commonly used degree distributions have uniform distribution, ideal soliton distribution (ISD), and robust soliton distribution (RSD). The degree of an encoded symbol refers to the number of raw symbols associated with a coded symbol and are usually denoted by .
w The degree w of each encoded symbol is drawn i.i.d. from a discrete probability distribution called degree distribution.
Due to the feature of LT codes that the sender limitlessly and randomly sends encoded symbols until the receiver can successfully recover the symbol information of the source, it has been applied to WSNs [15] . Data gathering based on RC is an effective way of WSNs to achieve reliable data collection. However, to achieve this high reliability, a large amount of sensor data must be collected, and this greatly increases the energy consumption of sensor nodes and the storage space of the sink nodes.
Compressed Sensing
The CS theory was proposed by Candes and Donoho in 2006 and provides a new information acquirement way [10] [11] . It illustrates that ( log( / ))( ) O k k    measurements can be used to perfectly reconstruct the signal of the length k and the sparsity  with high probability when the restricted isometry property (RIP) is satisfied. The main idea of CS is given as
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follows. Suppose the coefficients of a signal X with the length k are sparse or compressible in an orthogonal basic or tight framework .
 If these coefficients are projected to a measurement matrix  with the dimensions () n k n k   , which is incoherent with  , the observations y can be obtained. Then, X can be achieved by the following two steps. (i) Achieve
If X is sparse, then model (1) can be transformed the model (2).
Due to the features of CS, it has been applied in many fields, such as signal and image processing, imaging, and WSNs [16] [17] . When CS is introduced to collect data in WSNs, it can greatly save the energy consumption of sensor nodes [18] [19] [20] .
Data Gathering in WSNs Combining LT Codes with CS
To avoid high energy consumption for data gathering via RC, CS can be introduced to data gathering via LT codes to reduce the number of sensor data collected, further saving energy consumption and storage space. In this section, the model of data gathering is firstly given based on the measurement matrix. Then, we propose a data gathering method combining LT codes with CS.
Model of Data Gathering in WSNs via the Measurement Matrix
In this paper, suppose the whole network includes k sensor nodes and a sink node. k sensor nodes are deployed in a square area. The area is divided into k small areas, and each small area is deployed by a sensor node. The sink node lies around the sensing area. Let , (1 ) 
The Proposed Data Gathering Method
We know that data gathering via RC can guarantee reliable recovery compared with data collection based on fixed coding rate. However, a large amount of sensor data must be collected to achieve high reliability, which will result in some redundant data and greatly increase the energy consumption of sensor nodes and the storage space of the sink nodes. Due to the correlations among sensor nodes, we may introduce CS to the data gathering via LT codes, which can reduce the number of sensor data collected and further save energy consumption and storage space. The detailed algorithm is given in Figure 1 .
In the algorithm illustrated in Figure 1 , the whole process is divided into four stages. The first stage, shown as 1), is the initialization. In this stage, initialize , n , k let 1, j  1, i  and , Y = 0 where j represents the serial number of the round and i denotes the i th sensor. In the second stage, shown as 2), the measurement matrix  is generated according to a certain degree distribution. Degree distribution is the key design of LT codes. ISD and RSD are commonly used degree distributions. For ISD, the degree distribution () i  is generated according to formula (3). For RSD, the degree distribution () ui is generated according to formula (4). In the third stage, shown as 3)-9), the data gathering and reconstruction are completed. In this stage, the sink firstly collects the data of n rounds as 3)-6) of this figure. In 3), if jn  , then the data gathering of n rounds are not complete. In this case, let
, and go to 4); otherwise, go to 7). Figure 1 . The proposed data gathering algorithm 
Experimental Results
In the experiments, sparse signals are chosen as test signals due to spatial correlations of sensor data. The reconstruction algorithm in the sink uses homotopy method since it is suitable for the recovery of sparse signals.
In the experiments, due to the sparse feature of the sensor data in WSNs, random sparse signals are chosen as test signals. Next, the generation of a  sparsity signal of k length is given as follows:  locations are randomly generated, and the corresponding  elements are set 1 while the other elements of k   locations are set 0. An example of a random sparse signal with 200 k  and 10
  is shown in Figure 2 . In this figure, the X-axis is the length of the signal denoted by , L and the Y-axis is the signal value denoted by .
V For each test, reconstruction frequencies are computed by 1000-times statistical experiments.
Reconstruction Performance for Random Sparse Signal with Different Sparsity
Firstly, we take the number of sensor nodes 200 k  as an example, with a sparse level d from 0.1 to 0.25 and an interval of 0.05. The LT encoding under ISD is applied. The experimental results are shown in Figure 3 . In this figure, the X-axis is the ratio of the number of measurements and the length of signals, and the Y-axis is the reconstruction frequency of 1000 random experiments. From this figure, we can see that the frequency will increase as the measurement number increases. We also find that the sparsity level does not almost affect the reconstruction frequency. To further illustrate this, similar experiments are performed. We take 200, k  a sparse level d from 0.1 to 0.25, and an interval of 0.05. The LT encoding under RSD is applied. The experimental results are shown in Figure 4 . We can see that the two figures reach the same conclusions. Figure 5 . From this figure, we can see that the frequency will increase as the measurement number increases. We also find that the sparsity level affects the reconstruction frequency. The lower the sparsity level of the signal, the better the reconstruction performance. Figure 6 gives the same conclusion when the encoding uses LT codes under RSD and CS. This conclusion is consistent with the conclusion described by CS. 
Reconstruction Performance for Random Sparse Signal with Different Length
In section 4.1, random sparse signals with different sparsity are used as test signals. In this subsection, we use random sparse signals with different length. Among k is 100 and 200, the sparse level d is 0.1 and 0.2, and the encoding is the combination of LT codes under RSD and CS. The experimental results are shown in Figure 7 . From this figure, we also can see that the frequency will increase as the measurement number increases. This also illustrates that there is the same trend even for random sparse signals with different length. 
Reconstruction Performance from LT and LT+CS
In the next experiments, the reconstruction performances via LT and LT+CS under ISD and RSD are analyzed, respectively. Here, 100 k  and =0.1. d RSD is used for LT and the two parameters 0.03 c= and =0.5  according to the experience. The corresponding test results are shown in Figure 8 . From this figure, we can conclude that the data gathering via LT+CS achieves better reconstruction performance than that of LT regardless of whether the degree distribution is ISD or RSD. To further verify this, a random sparse signal with a length of 200 is also tested. The experimental results are shown in Figure 9 . From this figure, we can also reach the same conclusion that data gathering via LT+CS achieves better reconstruction performance than that of LT regardless of whether the degree distribution is ISD or RSD. Figure 10 and Figure 11 . Figure 10 and Figure 11 illustrate the same conclusion as Figure 8 and Figure 9 . 
The Energy Consumption and Storage Space from LT and LT+CS
In data gathering of WSNs, energy consumption of the sensor nodes includes the energy used in acquiring the measurements and transmitting the measurements. For the same measurement number, energy consumption of the transmission is considered as the same for the same network topology. Therefore, the energy consumption of the sensor nodes is proportional to the number of measurements acquired. Assume the energy consumption of acquiring a measurement is denoted by e E and each observation takes up e S storage units. Then, two data gathering methods are used to collect the data for 100 k  and four sparsity levels. The results are listed in Table 1 . In this table, the first row gives two data gathering methods including RSD-LT and RSD-LT+CS. The second to fifth rows list the measurement numbers for two data gathering methods under d from 0.1 to 0.25 with an interval of 0.05. The sixth and seventh rows give the average energy consumption denoted by avg E and storage spaces denoted by S in the sink node respectively. From the data of the last two rows, we can conclude that the proposed method can reduce energy consumption by about 40% and storage space by about 40% compared with the data gathering via LT codes.
To further illustrate the average energy consumption and storage spaces of the proposed method, we perform similar experiments for 200. k 
The results are shown in Table 2 , where the meaning of variables is the same as Table 1 , and they illustrate the same conclusion as the above experiments. In order to intuitively show the saving energy and storage space of the proposed method, Figure 12 gives the energy consumption for 100 k  and 200 k  under two data gathering methods. In this figure, the X-axis is the sparse level of the signal, and the Y-axis is the energy consumption. In the same way, Figure 13 gives the storage space for 100 k  and 
Conclusions
Low energy consumption and high reliability are two main objectives in WSNs. Data gathering based on RC is an effective method of WSNs to achieve reliable collection, since it can continuously send a code word to the sink node until the source node information is recovered in the sink node. The high reliability comes at the cost of the energy consumption of the network and the storage spaces. Here, we use data gathering methods via CS to save energy consumption of sensor nodes and storage spaces of the sink node. We propose a data gathering method by combining the typical RC called LT codes with CS. The proposed method can not only achieve reliable recovery, but also save the energy consumption of senor nodes and storage space of the sink node. The experimental results illustrate that the proposed method can reduce energy consumption by about 40% and storage space by about 40% compared with the data gathering via LT codes.
