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Kurzfassung Die Informationsvisualisierung ist ein wichtiger Ansatz zur Analyse
großer Datenmengen. Mit wachsendem Umfang und wachsender Komplexität der Daten
wird es jedoch zunehmend schwerer, die hierbei eingesetzte visuelle Repräsentation zu
interpretieren und die für einen Nutzer relevanten Informationen adäquat darzustellen.
Die Illustration, eine konkrete Anwendung des Nicht-photorealistischen Renderings,
beschäftigt sich bereits seit längerer Zeit mit der verbesserten Kommunikation wichtiger
Bildinformationen. Das Ziel der vorliegenden Dissertation ist es, illustrative Verfahren
in Techniken der Informationsvisualisierung zu integrieren. Zu diesem Zweck werden bei-
de Bereiche systematisiert und eine theoretische Grundlage für ihre Verknüpfung, näm-
lich für eine illustrative Informationsvisualisierung geschaffen. Auf dieser Basis werden
wichtige illustrative Ansätze, konkret Halbtonverfahren, Explosionszeichnungen, Phan-
tomzeichnungen, Schraffuren, Punktzeichnungen, Halos, Aquarelle, Strokes und Beschrif-
tungsmethoden, für unterschiedliche Verfahren der Informationsvisualisierung angepasst,
weiterentwickelt und an konkreten Problemstellungen demonstriert. Mit den entwickel-
ten Lösungsansätzen gelingt es, die Kommunikation der dargestellten Informationen zu
verbessern.
Abstract Information visualization is an important approach to analyze large
mounds of data. But due to their increasing size and complexity it becomes harder to
interpret the provided visual representations. In addition it becomes difficult to present
the information appropriately, that is specifically important for the user.
For some time, illustration, which is an application of non-photorealistic rendering,
deals with an enhanced communication of important image information. It is the objecti-
ve of the present work to integrate such illustrative approaches into visualization techni-
ques used in information visualization. For this purpose, both fields are systemized and
a theoretical foundation of their concatenation – an illustrative information visualization
– is created. Based on the resulting theoretical model, important illustrative approaches
are adapted and enhanced to fit different information visualization techniques. Moreover,
they are demonstrated by applying them to specific problems. The examined illustrative
techniques are halftoning, exploded views, ghosted views, hatching, stippling, haloing,
watercolor simulation, strokes and labeling methods. The according illustrative approa-
ches developed within this thesis enhance the communication of depicted information
within different visualization techniques of information visualization.
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Visualisierung Das grundlegende Ziel der Visualisierung liegt in der grafischen Darstel-
lung von Daten, Prozessen oder Konzepten. Hierdurch kann die menschliche Entschei-
dungsfindung unterstützt werden und es können neue Erkenntnisse über die zu visualisie-
renden Informationen erlangt werden. Die Generierung derartiger Bilder motiviert sich
aus der Erkenntnis, dass das visuelle System eines gesunden Menschen die Hauptinfor-
mationsquelle über die Umwelt ist und er dementsprechend stark auf die Verarbeitung
visueller Informationen spezialisiert ist. Hinzu kommt, dass die Größe heutiger Datenmen-
gen die Datenanalyse etwa in textueller Form für den Nutzer erschwert. Das Sprichwort
„Ein Bild sagt mehr als tausend Worte“ ist eine oft zitierte Aussage, um die grafische
Darstellung dieser Datenmengen und damit die Visualisierung zu motivieren.
In dem Forschungsgebiet der Visualisierung existieren viele unterschiedliche Fragestel-
lungen und Probleme. Hierzu gehört an erster Stelle der Umgang mit wachsenden Daten-
mengen und -dimensionen. Genauso stellt sich die Frage, welche Visualisierungstechnik
für ein gegebenes Datenszenario die geeignetste ist und ob eine solche Technik automa-
tisch parametrisiert werden kann und darf. Es wird untersucht, wie spezielle Datencha-
rakteristika wie Unsicherheiten oder Muster definiert und schließlich dargestellt werden
können. Auch scheinbar einfache Fragen wie etwa nach geeigneten Farbskalen sind nicht
abschließend bearbeitet. Diese Fragestellungen repräsentieren einen wichtigen Ausschnitt
aktueller Forschung und werden zum Teil seit Jahrzehnten immer wieder thematisiert.
Durch die vorwiegende Fokussierung auf die zu visualisierenden Informationen, lassen
sich mittlerweile sehr große Datenmengen und -dimensionen visualisieren, sodass inzwi-
schen Millionen Daten in einem Bild kodiert werden können [FP02]. Dabei werden jedoch
zunehmend die Grenzen der Wahrnehmungsfähigkeit des Anwenders erreicht, der nun mit
der visuellen Aufbereitung seiner Daten kognitiv überfordert ist. So kann eine Visuali-
sierung ihren erkenntnisfördernden Charakter verlieren und es kommt zum Paradoxon,
wonach die Aussagekraft und die Menge kommunizierter Informationen abnimmt, obwohl
mehr Informationen dargestellt werden. Aus diesem Grund rückt in der aktuellen For-
schungsagenda der Nutzer mit seinen Aufgaben, Interessen, Fähigkeiten etc. aber auch die
angepasste Darstellung der für ihn relevanten Informationen stärker in den Vordergrund
(z.B. in [LKZ09]). Gerade für die angepasste Darstellung, die die Kommunikation der
wesentlichen Informationen unterstützen soll, wird in verschiedenen Visualisierungsberei-
chen wie der Volumen- und Strömungsvisualisierung auf Verfahren des so bezeichneten
Nicht-photorealistischen Renderings (NPR) zurückgegriffen – jedoch kaum im Bereich der
Informationsvisualisierung, die sich mit der Visualisierung abstrakter Daten beschäftigt.
1
1. Einleitung
Unterstützung der Bildkommunikation im Nicht-photorealistischen Rendering Die Fo-
kussierung auf relevante Informationen wird im NPR schon länger mit dem Ziel auf-
gegriffen, eine verbesserte Kommunikation von Bildinformationen durch entsprechende
Manipulationen im Bilderzeugungsprozess zu erreichen (vgl. [GG01, SS02]). Hieraus re-
sultierende optische Veränderungen sind der Grund für die namensgebende Unterschei-
dung vom photorealistischen Rendering . Die Definition über Eigenschaften, die das NPR
nicht erfüllt – nämlich photorealistisch zu sein – führt wiederholt zu Diskussionen be-
züglich der Begrifflichkeit und Abgrenzung. Allgemein zeichnet sich das NPR vor allem
durch das Einbringen zusätzlicher Methodiken bei der Bilderzeugung aus. Maßgeblich
sind hier Stile und damit verbundene Stilmittelvariationen bei der Bilderzeugung zu nen-
nen [Sch07]. Wird durch die Stile ganz gezielt die Kommunikation von Informationen
unterstützt, so spricht man von der illustrativen Computergrafik. Die hierfür genutzten
NPR-Techniken wurden seit den 90er Jahren entwickelt und sind inzwischen in Lehrbü-
chern (z.B. [GG01, SS02, RC13] dargestellt. Das NPR stellt einen möglichen Lösungsan-
satz für die Kommunikation relevanter Informationen in der Visualisierung dar.
Illustrative Visualisierung Entsprechend der obigen Begriffserklärung des NPRs ist das
gesamte Gebiet der Visualisierung als nicht-photorealistisch einzuordnen. Das heißt je-
doch nicht, dass in der klassischen Visualisierung bereits bewusst oder gezielt die Stilmit-
tel, die das NPR ausmachen, ausgenutzt werden. Vielmehr steht hier die Abbildung von
Daten auf visuelle Variablen wie Formen und Farben im Vordergrund. Für das Rendering
bedient sich die Visualisierung in der Regel der Standardgrafikbibliotheken und greift
nur vereinzelt auf NPR-Verfahren zurück. Erst in neuerer Zeit wird verstärkt versucht,
Erkenntnisse der Illustration auf das Gebiet der Visualisierung zu übertragen, um die
Kommunikation wichtiger Informationen zu unterstützen. Die Anwendung illustrativer
Methoden in der Visualisierung findet seinen Niederschlag in dem Gebiet der illustrativen
Visualisierung (erstes allgemeines Tutorial 2005 [VGB+05], vgl. [RBGV08]). Da NPR-
Verfahren zur Anwendung in der Regel aber Bilder oder eine gegebene Geometrie voraus-
setzen, wurden sie bisher vornehmlich in Visualisierungsbereichen eingesetzt, die eine geo-
metrische Interpretation zulassen und in einem räumlichen Bezugssystem definiert sind.
Dies erklärt, dass bisherige Publikationen zur illustrativen Visualisierung vorwiegend
im Bereich der Volumenvisualisierung und Strömungsvisualisierung zu finden sind und
hier zu maßgeblichen Verbesserungen geführt haben (vgl. [VGB+05, GPE+05, VBS+07]):
Gerade im Umfeld der medizinischen Volumenvisualisierung werden – motiviert durch
klassische Illustrationen – illustrative Techniken genutzt, um die Sichtbarkeit wichtiger
Daten (z.B. Organe) zu erhöhen oder zu garantieren. Dies bringt Vorteile bei der Ana-
lyse auf Basis bildgebender Verfahren (z.B. CT) und der Operationsplanung. Die Deak-
zentuierung weniger wichtiger Daten durch entsprechende Stile unterstützt die schnelle
Lokalisation wichtiger Strukturen zusätzlich. Durch derartige Verfahren ähneln die Vi-
sualisierungen auch zunehmend bekannten medizinischen Lehrbuchabbildungen (z.B. in
VolumeShop [BG05]), was den Umgang mit den Daten unterstützen kann.
2
Problem- und Zielstellung
Illustrative Informationsvisualisierung Wachsende Datenmengen und die damit verbun-
denen Probleme bei deren Visualisierung treten auch in der Informationsvisualisierung
auf. Auch hier ist es zunehmend sinnvoll, die wesentlichen Informationen so darzustel-
len, dass sie leichter und schneller aufgefunden beziehungsweise interpretiert werden kön-
nen, um hierdurch den Erkenntnisgewinn zu unterstützen. Die Anwendung illustrativer
Konzepte in der Informationsvisualisierung erscheint als möglicher Ansatz, der in der
gängigen Literatur bisher aber kaum betrachtet wurde.
Die Ausrichtung der Illustration auf eine verbesserte Bildkommunikation und die so
erzielten Erfolge in der Volumen- und Strömungsvisualisierung motivieren die in dieser
Dissertation thematisierte Anwendung illustrativer Verfahren in der Informationsvisuali-
sierung. Das Ziel der Arbeit ist es, zu untersuchen, wie sich NPR-Methoden allgemein
in den Prozess der Informationsvisualisierung integrieren und illustrativ nutzen lassen.
Um eine fundierte theoretische Grundlage für eine illustrative Informationsvisualisierung
zu schaffen, soll die prinzipielle Anwendbarkeit der NPR-Methoden auf Konzeptebene
diskutiert werden. Die praktische Umsetzung ausgewählter NPR-Techniken in Verfahren
der Informationsvisualisierung soll die Anwendbarkeit dieser Untersuchungen belegen.
Ein wesentlicher Bestandteil der vorliegenden Dissertation und Ausgangspunkt der
genannten Untersuchungen sind vier wesentliche NPR-Bereiche, die in Kapitel 2.2 detail-
liert dargestellt werden. Gemäß Halper et al. [HIR+03] und Schlechtweg [Sch07]
lassen sich NPR-Methoden einem oder mehreren dieser Bereiche zuordnen:
. Modellmanipulationen modifizieren das Geometriemodell, um zusätzliche Informationen
zu kodieren, oder modifizieren es entsprechend zusätzlicher Informationen.
. Bildmanipulationen werden häufig genutzt, um zusätzliche Informationen ins Bild einzu-
bringen, oder um die Bilddarstellung anhand zusätzlicher Informationen zu ändern.
. Zusätzliche Grafikprimitive gelten im NPR als zweidimensionale Datenstrukturen zwi-
schen dreidimensionalen Modellen und zweidimensionalen Bildern, die vielfältig
attributiert werden können und mit denen in der Regel verschiedene Stile definiert
werden.
. Zusätzliche Transformationen ergeben sich durch die Nutzung zusätzlicher Grafikprimi-
tive und die Einbeziehung von Modell- und Bildmanipulationen. Dadurch werden
sie zu einem integralen Bestandteil der Bilderzeugung.
In dieser Arbeit wird die Integration dieser NPR-Bereiche in den Prozess der Informati-
onsvisualisierung untersucht. Es wird hierfür ein neues Modell entworfen, dass eine kon-
zeptuelle Grundlage für die Entwicklung konkreter Verfahren definiert. Die entwickelten
Ansätze demonstrieren, wie die Kommunikation ausgewählter Informationen unterstützt
werden kann und sind Beispiele einer illustrativen Informationsvisualisierung.
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Ansatz und eigene Beiträge
Diese Arbeit zeigt den Einsatz von NPR-Methoden in der Informationsvisualisierung.
Die vorliegende Dissertation leistet diesbezüglich zwei wesentliche Beiträge: Zum Einen
erfolgt eine konzeptuelle Untersuchung der Kombination des NPRs und der Informa-
tionsvisualisierung. Hierdurch werden die prinzipiellen Grenzen und Möglichkeiten einer
Kombination dieser Bereiche aufgezeigt. Auf der anderen Seite erfolgt die exemplarische
Anwendung konkreter NPR-Verfahren in Verfahren der Informationsvisualisierung. So
wird gezeigt, dass die Kombination nicht nur möglich, sondern auch praktisch umsetzbar
und sinnvoll ist.
Konzeptuelle Untersuchung Zur Modellierung des Visualisierungsprozesses wird in der
vorliegenden Arbeit das Data-State-Referenzmodell von Chi und Riedl [CR98] verwen-
det. Es erfasst alle Teilschritte der Informationsvisualisierung und ist derartig flexibel,
dass sämtliche existierenden Visualisierungsstrategien mit diesem Modell beschrieben
werden können. Bezogen auf das NPR werden die von Halper et al. und Schlechtweg
identifizierten NPR-Bereiche gewählt, da hiermit eine analoge Beschreibung der NPR-
Verfahren möglich ist. Die Kombination der verschiedenen NPR-Bereiche mit dem Data-
State-Referenzmodell eröffnet eine Vielzahl neuer Möglichkeiten und führt schließlich zum
neu entworfenen erweiterten Data-State-Referenzmodell (vgl. Kap. 3). Dieses Modell er-
möglicht die abstrakte Beschreibung bereits existierender Ansätze, unterstützt aber auch
die Entwicklung neuer Lösungen für eine illustrative Informationsvisualisierung. Die in
dieser Arbeit präsentierten Ansätze sind somit als exemplarische Umsetzungen einer illus-
trativen Informationsvisualisierung auf Basis des erweiterten Data-State-Referenzmodells
zu sehen.
Konkrete Lösungen Neben der konzeptuellen Betrachtung präsentiert diese Disserta-
tion konkrete Anwendungen von NPR-Verfahren in Visualisierungstechniken der Infor-
mationsvisualisierung. Um zu zeigen, dass sämtliche NPR-Bereiche in einer illustrativen
Informationsvisualisierung eine Rolle spielen, werden neu entwickelte Methoden vorge-
stellt, die alle diese NPR-Bereiche aus den Arbeiten von Halper et al. [HIR+03] bezie-
hungsweise Schlechtweg [Sch07] abdecken. Die entwickelten Lösungen lassen sich im
erweiterten Data-State-Referenzmodell darstellen.
. Modellmanipulationen werden in dieser Arbeit durch die Anwendung von Explosions-
und Phantomzeichnungen behandelt. Diese Techniken zählen zu den freilegenden
Darstellungen und werden exemplarisch in verschiedene konkrete Visualisierungs-
techniken integriert. Mit der Anwendung dieser Verfahren gelingt es unter anderem,
verdeckte Informationen in der visuellen Repräsentation sichtbar zu machen und
somit ihre Lokalisation zu unterstützen. Die beiden entwickelten Ansätze wurden
im Rahmen der vorliegenden Dissertation als jeweils eigenständige begutachtete
Konferenzbeiträge [LS07b, LS08a] publiziert. Eine Erweiterung der Explosionszeich-
nungen wurde als Poster [RLTS08] vorgestellt .
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. Bildmanipulationen werden im Rahmen dieser Dissertation zu verschiedenen Zwecken
eingesetzt. Die entwickelten Verfahren zeigen an verschiedenen Visualisierungstech-
niken, dass sich mit diesen Verfahren etwa visuelle Repräsentanten differenzieren,
hervorheben und freilegen lassen. Zudem können Unsicherheiten durch Bildmani-
pulationsverfahren kommuniziert werden. Die entworfenen Verfahren greifen dabei
auf das Dithering, Punktzeichnungen, Schraffuren, Kantendarstellungen, Aquarelle,
Halos sowie das dem Dithering nahe stehende Weaving zurück. Die Nutzung von
Halos und des Weavings in Visualisierungsverfahren wurde im Rahmen dieser Ar-
beit in zwei Konferenzbeiträgen [LS08b, LRS10a], die Nutzung von Aquarellen in
Form eines Posters [LRS10b] veröffentlicht.
. Zusätzliche Grafikprimitive werden mit der Nutzung von Strokes und Beschriftungen be-
trachtet. Letztere sind ähnlich wie Strokes von Geometrie und Bild unabhängig,
bedürfen jedoch einer sorgfältigen Platzierung, um beispielsweise ihre Lesbarkeit
und so die Kommunikation zusätzlicher Informationen zu gewährleisten. Deshalb
wurden im Rahmen dieser Arbeit drei Schriftplatzierungsmethoden entwickelt und
in verschiedenen Visualisierungsverfahren eingesetzt. Sie wurden in eigenständigen
Konferenzbeiträgen [FLH+06, CLS09] und einem Zeitschriftenartikel [LSC08] ver-
öffentlicht. Die Strokes wurden hingegen zur Visualisierung von Unsicherheiten
eingesetzt. Dieser Beitrag wurde als Poster [LRS10b] vorgestellt.
. Zusätzliche Transformationen stellen das Bindeglied zwischen den obigen Bereichen dar
und sind integraler Bestandteil vieler aufgezählter Techniken. Sie werden etwa be-
nötigt, um Beschriftungen unter Berücksichtigung anderer dargestellter Objekte
zu platzieren. Dieser NPR-Bereich ist deshalb in den oben genannten Beiträgen
bereits integriert und wird deshalb nicht gesondert betrachtet.
Die vorgestellten Lösungen beziehen sich auf die Entwicklung illustrativer Techniken
für die Informationsvisualisierung. Daneben wird auch die Anwendung dieser Techniken
an weiteren Visualisierungsbeispielen demonstriert, so zum Beispiel bei der Explorati-
on von Parameter- und Datenräumen im Umfeld der Simulation biologischer Prozesse.
Die genannten Visualisierungsverfahren wurden in den begutachteten Konferenzbeiträgen
[LMS+12, LRE+12, LTB+12] sowie einem Zeitschriftenartikel [LRHS14] veröffentlicht.
Struktur der Arbeit
Die vorliegende Dissertation gliedert sich in zwei Teile, wovon der erste Teil sieben Kapitel
umfasst. In Kapitel 2 werden zunächst die wichtigen Grundlagen aus den Bereichen der
Informationsvisualisierung und des NPRs vermittelt und jeweils der Stand der Technik
dargelegt. Ebenso werden existierende Arbeiten der illustrativen Visualisierung und spe-
ziell der illustrativen Informationsvisualisierung betrachtet. In Kapitel 3 erfolgt die kon-
zeptuelle Untersuchung zur Kombination von NPR und Informationsvisualisierung mit ei-
ner systematischen Analyse der Kombinationsmöglichkeiten. Darauf aufbauend wird hier
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auch das erweiterte Data-State-Referenzmodell hergeleitet. Die anschließenden Kapitel
widmen sich dann den konkreten praktischen Lösungen und stellen verschiedene Techni-
ken zu Bildmanipulationen (Kap. 4), zusätzlichen Grafikprimitiven (Kap. 5) und Modell-
manipulationen (Kap. 6) in Visualisierungsverfahren der Informationsvisualisierung vor.
In Kapitel 7 wird gezeigt, wie sich die entwickelten Ansätze auf die Visualisierung von
Simulationsdaten anwenden lassen. Zudem wird die Dissertation zusammengefasst und
ein Ausblick gegeben. Der 2. Teil der Arbeit enthält die wichtigsten Publikationen, die
die Grundlage für die Diskussion im ersten Teil bilden.
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Diese Dissertation führt die Informationsvisualisierung und das NPR mit dem Ziel einer
illustrativen Informationsvisualisierung zusammen. Deshalb werden in diesem Kapitel zu-
erst die Grundlagen zur Informationsvisualisierung (2.1) und zum Nicht-photorealistisch-
en Rendering (2.2) bereitgestellt, die für das Verständnis der vorliegenden Arbeit wichtig
sind. Es werden Begriffe eingeführt und relevante Ansätze der beiden Bereiche vorge-
stellt, die im weiteren Verlauf der Arbeit Anwendung finden. Die erfolgreiche Anwen-
dung des NPRs in der Visualisierung wird mit der Vorstellung existierender Arbeiten in
Abschnitt 2.3 betrachtet. Neben Lösungen aus der illustrativen Volumen- und Strömungs-
visualisierung – die die vorliegende Arbeit motivieren – werden hier auch erste Ansätze
der illustrativen Informationsvisualisierung (2.3.5) präsentiert.
2.1. Informationsvisualisierung
2.1.1. Begriffsklärung
Die Visualisierung beschäftigt sich allgemein mit der Generierung von Bildern aus Daten
und lässt sich durch die so genannte Visualisierungspipeline modellieren (z.B. [HM90,
SB04], Abb. 2.1). Deren Stufen umfassen die Aufbereitung der Daten im Filtering , die
Abbildung der Daten auf geometrische Primitive im Mapping sowie deren Darstellung
durch das Rendering . Die Visualisierung wird im Allgemeinen aufgrund der zu visua-
lisierenden Daten in verschiedene Gebiete unterteilt, wobei die jeweiligen Grenzen als
fließend anzusehen sind. Die Volumenvisualisierung befasst sich beispielsweise mit der
Darstellung von skalaren Daten im dreidimensionalen Raum. Die Strömungsvisualisie-
rung wird genutzt, wenn es sich um vektorielle Daten handelt. Das in dieser Arbeit be-
trachtete Gebiet der Informationsvisualisierung beschäftigt sich mit der Visualisierung
so bezeichneter abstrakten Daten. Dazu sollen zwei Definitionen angegeben werden:
„[Information visualization is the] use of computer-supported, interactive, vi-
sual representations of abstract data to amplify cognition.“ [CMS99, S.7]
„We define information visualization more generally as the communication of
abstract data [. . . ] through the use of visual interfaces.“ [KMSZ06, S.2]
Als abstrakte Daten werden hierbei Daten aufgefasst, die nicht notwendigerweise einen
räumlichen Bezug oder eine natürliche geometrische Repräsentationen aufweisen. Es ist
kein einfaches Problem, für derartige Daten beim Mapping eine geeignete Abbildung auf
visuelle Variablen zu finden (siehe Kap. 2.1.3).
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Abbildung 2.1.: Die Visualisierungspipeline angelehnt an Haber und McNabb [HM90].
2.1.2. Das Data-State-Referenzmodell
Um den Prozess der Informationsvisualisierung sowohl für Nutzer als auch Entwickler
greifbar zu machen, aber auch um existierenden Systeme einordnen zu können, wur-
den verschiedene Referenzmodelle für die Informationsvisualisierung entwickelt (z.B. in
[CMS99, RF94, SM00]). Sie orientieren sich vorwiegend an der allgemeinen Visualisie-
rungspipeline und ergänzen diese um spezifische Aspekte der Informationsvisualisierung.
Ein umfassendes und flexibles Referenzmodell für die Informationsvisualisierung, das
die Beschreibung sämtlicher Visualisierungstechniken ermöglicht, wird vonChi undRiedl
als Data State Model eingeführt [CR98]. Dieses Modell führt neben den Stufen der Pi-
peline (Filtering , Mapping , Rendering) so genannte Datenzustände und Operatoren auf
diesen Zuständen ein (siehe Abb. 2.2). Die zu visualisierenden Daten durchlaufen in
diesem Modell folgende Zustände:
. Werte stellen die unbearbeiteten Rohdaten dar, die zu visualisieren sind.
. Analytische Abstraktionen sind das Ergebnis der im Filtering angewendeten Methoden.
Sie können Metadaten enthalten.
. Visuelle Abstraktionen liegen nach dem Mapping in Form geometrischer Daten vor. Die-
ses geometrische Modell wird mit Hilfe des Mappings aus der analytischen Abstrak-
tion erzeugt und lässt sich schließlich darstellen1.
. Bilddaten stellen das Ergebnis des Renderings dar, wobei aus der geometrischen Be-
schreibung ein Bild erzeugt wird, welches die zu visualisierenden Daten repräsen-
tiert. Die Daten der Bilddatenebene werden dem Nutzer präsentiert.
Für die Überführung und Manipulation der Datenzustände werden Zustandsoperatoren
und Transformationsoperatoren genutzt:
. Zustandsoperatoren wirken nur auf die Daten innerhalb eines Zustandes, d.h. der Daten-
zustand vor und nach der Ausführung des Operators ist der gleiche. Hierzu gehört
beispielsweise eine Sortierung der Daten.
. Transformationsoperatoren werden genutzt, um die Daten von einem Zustand in den
nächsten zu überführen. Sie werden als Data Transformation, Visualization Trans-
formation und Visual Mapping Transformation eingeführt [CR98], was allgemein
dem Filtering , Mapping und Rendering entspricht.
1Die Begriffe Geometrisches Modell und Visuelle Abstraktion bedeuten im Wesentlichen die gleiche
Datenform und werden in der vorliegenden Dissertation synonym verwendet.
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Abbildung 2.2.: Das Data-State-Referenzmodell nach Chi und Riedl [CR98]. Der Visua-
lisierungsprozess wird als stufenweise Umwandlung der Roh- in Bilddaten angesehen. Für
die Verarbeitung und Umwandlung der Daten in und zischen den Datenzuständen (blau)
werden Zustandsoperatoren (beige) und Transformationsoperatoren (grün) genutzt.
In der vorliegenden Arbeit werden die Datenzustände auch als DW (Werte), DA (Ana-
lytische Abstraktion), DV (Visuelle Abstraktion) und DB (Bilddaten) bezeichnet. Die
dazugehörigen Zustandsoperatoren werden entsprechend mit ZW , ZA, ZV und ZB be-
nannt. Die Transformationsoperatoren werden für das Filtering mit TF , das Mapping
mit TM und für das Rendering mit TR angegeben (vgl. Abb. 2.2).
Das Data-State-Referenzmodell findet eine weite Anwendung in der Informationsvisua-
lisierung (vgl. [HA06]) und wird deshalb auch in der vorliegenden Dissertation genutzt.
2.1.3. Visuelle Variablen und visuelle Repräsentanten
Das in der Informationsvisualisierung aus den Daten erzeugte Bild hängt wesentlich von
den Mapping-Operatoren TM ab. In diesen werden die Daten auf visuelle Abstraktio-
nen abgebildet, die schließlich durch das Rendering in ein visuell rezipierbares Bild um-
gewandelt werden. Die visuelle Abstraktion ist durch eine Kombination so genannter
visueller Variablen gekennzeichnet, die für die Darstellung der Daten genutzt werden.
Bertin [Ber81] beschreibt die visuellen Variablen, zu denen Größe, Helligkeit, Farbe,
Richtung, Form, Textur und Position gehören.Mackinlay [Mac86] verfeinert diese Men-
ge und trennt beispielsweise die Variable Farbe in Farbton und -sättigung auf. Hinzu
kommen weitere Variablen wie Dichte, Kapselung und Verbundenheit. Weiterhin unter-
sucht er die Eignung der visuellen Variablen für unterschiedliche Datentypen. Von dieser
Eignung hängt unter anderem ab, ob eine Visualisierung gewissen Gütekriterien genügt
(vgl. Kap. 2.1.4).
Die Abbildung der Daten auf visuelle Variablen erzeugt eine Repräsentation der Daten.
Je nach Mapping können verschiedene Datenaspekte in der Repräsentation gut oder
weniger gut identifiziert werden – beispielsweise konkrete Werte oder Strukturen. So
könnte ein einzelner Datenwert durch die Position eines Punktes, eine Verbindung in
einem Netzwerk als verbindende Linie und die zugehörige Verbindungsqualität wiederum
als Farbe der Linie identifiziert werden. Diese beispielhaft genannten Bestandteile der
visuellen Abstraktion, die konkret der Datendarstellung dienen, werden in dieser Arbeit
als visuelle Repräsentanten bezeichnet. Sie sind also darstellbare geometrische Objekte,
die mittels ein oder mehrerer visueller Variablen Datencharakteristika wiedergeben.
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2.1.4. Gütekriterien und Visual Clutter
Die Vielfältigkeit publizierter Visualisierungstechniken verdeutlicht, dass es viele Mög-
lichkeiten gibt, die Zustands- und Transformationsoperatoren des Data-State-Referenz-
modells umzusetzen und zu kombinieren. Visualisierungssysteme bieten dem Nutzer au-
ßerdem meist umfassende Möglichkeiten, diese Operatoren sowie deren Parameter auszu-
tauschen. Nicht jede mögliche Umsetzung wird aber dem Ziel der Visualisierung gerecht
und fördert den Erkenntnisgewinn. So wird die Qualität einer Visualisierung im Allge-
meinen durch die folgenden Gütekriterien festgelegt (siehe [Mac86, SM00]):
. Expressivität Sie ist die Grundvoraussetzung einer Visualisierung und verlangt, dass die
wichtigen Informationen einer Datenmenge und nur diese dargestellt werden.
. Effektivität Diese beschreibt, wie gut (z.B. bzgl. Genauigkeit, Geschwindigkeit) sich für
den Nutzer relevante Informationen aus der Visualisierung entnehmen lassen. Hier-
bei spielen die Zielstellung und Fähigkeiten des Nutzers, der Anwendungskontext
sowie die Eigenschaften des Ausgabegerätes eine wichtige Rolle.
. Angemessenheit Sie kennzeichnet das Verhältnis zwischen dem Aufwand der durch eine
Visualisierung erzeugt wird (z.B. Rechenaufwand) und den von ihr kommunizierten
Informationen.
Die Verletzung der Expressivität führt in der Regel zu einer falschen Interpretation der
Daten. Wird die Effektivität nicht beachtet, so verzögert sich meist die Extraktion der
Informationen aus der Visualisierung. Einen ähnlichen Einfluss kann die Verletzung der
Angemessenheit haben, die etwa zu einer verzögerten Erstellung der Visualisierung führt.
Mit dem einleitend beschriebenen Problem der wachsenden Datenmengen wird es zu-
nehmend schwieriger, die genannten Kriterien einzuhalten. So kann beispielsweise die
Verarbeitungszeit der Daten ansteigen (Angemessenheit), es können wichtige Informatio-
nen aufgrund der Masse der dargestellten Daten in den Hintergrund treten (Effektivität)
oder sogar überlagert werden (Expressivität). Dies sind Aspekte des so genannten Visual
Clutters, das gemäß Rosenholtz et al. wie folgt definiert wird:
„Clutter is the state in which excess items, or their representation or orga-
nization, lead to a degradation of performance at some task. Excess and/or
disorganized display items can cause crowding [. . . ], masking [. . . ], decreased
object recognition performance due to occlusion, and impaired visual search
performance [. . . ]. More items can also stretch or exceed the limits of short-
term memory [. . . ].“ [RLN07, S.3]
Der Begriff Visual Clutter umfasst somit etwa Zustände wie die Verdeckung durch Über-
häufung (Crowding), bei der zu viele visuelle Repräsentanten von den relevanten Informa-
tionen ablenken, die Verdeckung durch Maskierung (Masking), bei der ähnliche visuelle
Repräsentanten (z.B. bzgl. Form und Farbe) die Wahrnehmung relevanter Informationen
erschweren, aber auch die Verdeckung durch Überlagerung (Occlusion) relevanter Infor-




Abbildung 2.3.: Aspekte des Visual Clutters: Verdeckung durch Überhäufung (a), Mas-
kierung (b) und Überlagerung (c). Das beige Quadrat ist nur schwer zu finden.
einer verletzten Expressivität und herabgesetzten Effektivität in der Informationsvisua-
lisierung. Deshalb wird versucht, Visual Clutter weitestgehend zu vermeiden oder durch
nachträgliche Modifikationen im Visualisierungsprozess abzumildern. Mehrere Arbeiten
fassen entsprechende Verfahren zur Clutter -Reduktion zusammen (siehe [ED07, Few08]).
Sie lassen sich gemäß Ellis und Dix [ED07] in drei Gruppen unterteilen:
. Die Auswahl und Darstellung visueller Repräsentanten beschreibt zwei prinzipielle Wege
zur Clutterreduktion: Zum Einen lässt sich die Anzahl dargestellter visueller Reprä-
sentanten reduzieren (Sampling, Filtering , Clustering) und zum Anderen ist eine
Anpassung der Darstellung möglich (Verkleinerung, Deckkraft). Beim Sampling
wird ein Auswahlmechanismus genutzt, der sich nicht an den Eigenschaften ein-
zelner Daten orientiert, aber statistische Eigenschaften der gesamten Datenmenge
berücksichtigen kann. Demgegenüber berücksichtigt das Filtering die einzelnen Da-
teneigenschaften und nutzt entsprechende Vergleiche. Das Clustering fasst mehrere
Daten gemäß ihrer Eigenschaften zusammen und reduziert hierdurch die Anzahl
sichtbarer visueller Repräsentanten. Mit einer Verkleinerung gelingt es, gegensei-
tige Überlagerungen visueller Repräsentanten zu reduzieren. Verringert man die
Deckkraft, so können überlagerte visuelle Repräsentanten sichtbar werden.
. Räumliche Verzerrungen reduzieren das Visual Clutter , indem die Anordnung der vi-
suellen Repräsentanten beeinflusst wird. Hierzu zählt zunächst die Verschiebung
visueller Repräsentanten derart, dass gegenseitige Überlagerungen verringert wer-
den (z.B. Jittering). Im Gegensatz hierzu wird bei topologischen Verzerrungen der
Bezugsraum der visuellen Repräsentanten modifiziert, um die Sichtbarkeit sonst
überlagerter visueller Repräsentanten zu erhöhen. Mit so genannten Space-Filling-
Verfahren, wird der zur Verfügung stehende Platz entsprechend einer festgelegten
Strategie für die Platzierung der visuellen Repräsentanten optimal genutzt. Beim
Pixel-Plotting werden schließlich die einzelnen Pixel jeweils als visueller Repräsen-
tant verwendet. Somit treten keine Überlagerungen auf und es lassen sich sehr große
Datenmengen darstellen. Auch durch ein Dimensional Reordering – ein Neuanord-
nung der Dimensionen mit deren Hilfe die Position der visuellen Repräsentanten
festgelegt wird – lässt sich Visual Clutter gelegentlich reduzieren.
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. Zeitliche Verfahren führen eine Clutter -Reduktion durch, indem die Gesamtheit der Da-
ten sukzessiv angezeigt wird. Nach Ellis und Dix [ED07] ist die einzige Methode
hierfür die Animation. Die Daten werden nacheinander dem Nutzer präsentiert, um
so die Anzahl gleichzeitig sichtbarer visueller Repräsentanten zu reduzieren.
Die oben genannten Gütekriterien Expressivität, Effektivität und Angemessenheit er-
lauben lediglich eine qualitative Beschreibung der Visualisierungsqualität. Sie sind nicht
dazu ausgelegt, die erwähnten Gegenmaßnahmen für Visual Clutter automatisch in den
Visualisierungsprozess einzubinden. Hierfür werden quantitative Beschreibungen benö-
tigt, die mit Hilfe spezieller Metriken ausgedrückt werden. Metriken wie Overplotting,
Overcrowding und Hidden werden beispielsweise genutzt, um verschiedene Verhältnisse
zwischen (überlagerten) Datenwerten und mehrfach genutzten Pixeln abzubilden [ED06b].
Mit dem Data-Ink-Ratio und der Data-Density werden zwei Metriken beschrieben [Tuf01],
die das Verhältnis der visualisierten Daten und der hierfür benötigten Pixel bzw. Fläche
erfassen. Neben dieser Auswahl visualisierungs- und datenunabhängiger Metriken exis-
tieren weitere, die sich beispielsweise mit der Wahrnehmbarkeit spezieller Dateneigen-
schaften befassen. So wird etwa die visuelle Trennbarkeit von Clustern zur Bewertung
von Scatterplots genutzt [SNLH09, TAE+09] oder die Dichte der Punkteverteilungen als
Maß für Visual Clutter verwendet [BS04, BS05]. Wiederum andere Metriken zielen eher
auf den menschlichen Wahrnehmungsprozess und sprechen von Visual Clutter , wenn neu
hinzugefügte visuelle Repräsentanten nicht wahrgenommen werden [RLMJ05] oder die
bildliche Struktur nicht erhalten wird [WF03]. Sie sind in der Regel weitreichender als die
bisher genannten Metriken und decken zum Teil deren Eigenschaften mit ab – allerdings
ist ihre rechentechnische Umsetzung oft nicht einfach (z.B. [RLMJ05]). Bertini et al.
geben einen Überblick über verschiedene Metriken [BTK11].
Die automatische Visualisierungsanpassung durch Nutzung Clutter -beschreibender Me-
triken mit einer entsprechenden Reduzierung des Visual Clutters wurde mehrfach demons-
triert (siehe etwa [BS05, ED06a, SNLH09].
2.1.5. Interaktion
Ein integraler Bestandteil der Informationsvisualisierung ist die Interaktion. Sie wird in
verschiedenen Definitionen und schematischen Darstellungen der Informationsvisualisie-
rung explizit aufgeführt (z.B. [CMS99]). Interaktionen werden vorrangig genutzt, um den
Visualisierungsprozess zu steuern. Dazu wird dem Nutzer die Möglichkeit eingeräumt, in
die verschiedenen Stufen der Visualisierungspipeline einzugreifen und so entscheidend
das Ergebnis des Visualisierungsprozesses zu beeinflussen. Bezogen auf das Data-State-
Referenzmodell werden also Möglichkeiten geschaffen, die verschiedenen Operatoren und
deren Parameter zu modifizieren.
Die hierfür genutzten Interaktionstechniken decken ein weites Spektrum ab, die sich
verschieden kategorisieren lassen (z.B. [Shn96, WY04]). Yi et al. stellen für die Kate-




. Auswahl Auswahltechniken umfassen in der Regel zwei wesentliche Punkte: Zum Einen
erlauben sie dem Nutzer, interessierende Daten auf allen Stufen des Data-State-
Referenzmodells direkt auszuwählen und zum Anderen markieren sie diese Daten
visuell. So lassen sich diese Daten in wechselnden Konfigurationen der Visualisie-
rungspipeline (z.B. Austausch von Zustands- oder Transformationsoperatoren) und
zum Teil auch in großen Datenmengen leichter auffinden. Auswahl- bzw. Selekti-
onsinteraktionen werden oft mit anderen Interaktionstechniken gekoppelt.
. Erkundung Derartigen Techniken ermöglichen es dem Nutzer, zwischen verschiedenen
Ausschnitten der darzustellenden Datenmenge zu wechseln. Dies muss nicht den
vollständigen Austausch der dargestellten Daten bedeuten, sondern ist viel öfter ein
Hinzufügen und Entfernen einzelner visueller Repräsentanten in der Visualisierung.
Ein typisches Beispiel für diese Interaktion ist das Verschieben des Bildausschnitts.
. Neuanordnung Diese Techniken stellen eine Neuanordnung der visuellen Repräsentan-
ten bereit; meist um hierdurch verschiedene Aspekte der Daten hervorzuheben. Die
Sortierung der Daten bezüglich eines Attributes oder der Austausch von Achsen
seien hierfür beispielhaft genannt. Auch Techniken, die Überlagerungen interaktiv
reduzieren, gehören hierzu (z.B. Jittering).
. Kodierung Diese Techniken beeinflussen das Mapping auf visuelle Variablen (siehe Ka-
pitel 2.1.3). Hierdurch soll es ermöglicht werden, ein Mapping zu finden, das die
Daten bzw. spezielle Dateneigenschaften für den Nutzer effektiv kommuniziert.
. Granularität Interaktionstechniken, die es gestatten, zusätzliche Details einzublenden
oder aber diese Details zu reduzieren, sind Teil dieser Kategorie. Hierzu gehört
etwa das geometrische Zoomen oder auch Tool-Tip-Techniken.
. Filterung Interaktive Filtertechniken werden genutzt, um Daten anzuzeigen, die be-
stimmten Bedingungen genügen. Im Gegensatz zu den oben genannten Auswahl-
techniken, werden die Daten indirekt ausgewählt, da Filtertechniken die Bedingun-
gen manipulieren, die bestimmen ob ein Datenelement angezeigt wird.
. Verknüpfung Zu diesen Techniken werden Verfahren gezählt, die zum Einen Verbindun-
gen zwischen visualisierten Daten verdeutlichen und zum Anderen zusätzliche Da-
ten einblenden, die mit einem gewählten Datenelement assoziiert sind. Beispielhaft
seien das Linking und Brushing sowie die Expansion von Knoten in Hierarchiedar-
stellungen genannt.
Die benannten Interaktionstechniken lassen sich auf unterschiedlichen Stufen des Data-
State-Referenzmodells umsetzen. Eine Neuanordnung kann beispielsweise als Sortierung
von Datenwerten oder als Manipulation des Mapping umgesetzt werden. In dieser Arbeit
sind vor allem die Selektion und die Filterung von Bedeutung, da sie festlegen können,
welche Daten vom Nutzer als relevant eingestuft werden – eine Bewertung die für die
illustrative Visualisierung notwendig ist. Eine entsprechende Ausführung hierzu erfolgt
in Kapitel 2.3.2.
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2.2. Nicht-photorealistisches Rendering
2.2.1. Begriffsklärung
Das Nicht-photorealistische-Rendering (NPR) adressiert eine Bilderzeugung, deren Ergeb-
nis bewusst nicht photorealistisch ist.Masuch gibt beispielsweise folgende Definition an:
„Als nicht-photorealistisch bezeichnen wir Bilder, deren Elemente zwar rea-
listische Aspekte der Abbildung beinhalten, deren Darstellungsweise jedoch
aufgrund der Verwendung bestimmter Stilmittel in den Bereichen Form, Far-
be, Struktur, Schattierung, Licht oder Schattenwurf von der wahrnehmbaren
Wirklichkeit abweichen.“ [Mas01, S.22]
Neben dem Begriff Nicht-photorealistisches Rendering sind für bestimmte Methoden wei-
tere Bezeichnungen eingeführt worden (siehe [SS02, S.10ff]). Verfahren, die Kunstwerke
nachbilden (z.B. Ölgemälde), werden etwa zum Artistic Rendering zusammengefasst. Ge-
nauso kann die nachgebildete Zeichentechnik zur Namensgebung genutzt werden; etwa
beim Stipple Rendering (Bildgenerierung aus Punkten) oder dem Pen-and-Ink-Rendering
(Bildgenerierung mit stricherzeugenden Mitteln). Eine Betrachtung des Zwecks der Bil-
derzeugung – vorrangig dem einer besseren Kommunikation von Informationen – führt
beispielsweise zum Illustrativen Rendering. Keine dieser Bezeichnungen erfasst aber das
gesamte Spektrum des NPRs und so stellen sie eher dessen Teilbereiche dar.
Eine der wichtigsten Motivationen des NPRs liegt in der verbesserten Informations-
vermittlung (siehe [GG01, S.1], [SS02, S.8ff]). Hierfür werden oft klassische Illustrations-
verfahren nachgebildet. NPR-Verfahren, die in der Anwendung der verbesserten Kommu-
nikation von Informationen dienen, werden deshalb allgemein als illustrativ bezeichnet.
Folglich wird in der Visualisierung der Begriff illustrative Visualisierung genutzt (z.B.
[VGB+05, GPE+05, ESB+06, RBGV08]), wenn Daten mittels NPR-Verfahren besser
vermittelt werden sollen. Dieses Prinzip wird in der vorliegenden Arbeit übernommen.
Schlechtweg legt dar, dass es vor allem die zusätzlichen Methodiken bei der Bil-
derzeugung, die sich daraus ergebenden Stile und Stilvariationen sind, die das NPR de-
finieren und abgrenzen [Sch07]. Diese zusätzlichen Methoden sind gemäß Halper et
al. [HIR+03] und Schlechtweg vier Bereichen zuzuordnen, die an dieser Stelle noch
einmal kurz beschrieben werden sollen (aus [Sch07, S.13]):
. Modellmanipulationen Das dreidimensionale Geometriemodell als Ausgangspunkt der
Bilderzeugung wird häufig manipuliert, um zusätzliche Informationen darin zu ko-
dieren oder um es durch diese zusätzlichen Informationen gezielt zu verändern.
. Bildmanipulationen Das Ergebnis des Renderings ist oft nicht das Endprodukt einer
nicht-photorealistischen Bilderzeugung. Bildverarbeitungs- und -manipulationstech-
niken werden häufig angewendet, um zusätzliche Informationen im Bild darzustel-
len bzw. die Darstellung des Bildes anhand zusätzlicher Informationen zu ändern.
Einige NPR-Techniken verzichten auch gänzlich auf ein dreidimensionales Geome-
















Abbildung 2.4.: Die im NPR zur Bilderzeugung genutzten Datenstrukturen sowie die
entsprechenden Transformationen, angelehnt an Schlechtweg [Sch07].
. Zusätzliche Grafikprimitive Als Zwischenstufe zwischen dem dreidimensionalen Geome-
triemodell und der Beschreibung eines Bildes als zweidimensionale Pixelanordnung
werden weitere Grafikprimitive, die Strokes verwendet. Diese sind in der Regel da-
durch charakterisiert, dass sie eine von Pixeln unabhängige Größe besitzen und
vielfältig attributiert werden können – also selbst wiederum manipulierbar sind.
Über die Ausgestaltung der zusätzlichen Grafikprimitive werden oft verschiedene
Stile definiert.
. Zusätzliche Transformationen Durch die Einführung zusätzlicher Grafikprimitive sowie
die Einbeziehung von Modell- und Bildmanipulationen ergeben sich zusätzliche
Transformationen, die zu einem integralen Bestandteil der Bilderzeugung werden.
Diese NPR-Bereiche sowie deren Zusammenspiel werden in Abbildung 2.4 dargestellt.
Die abgebildeten Begriffe Rendering und Texturing stehen für die jeweils möglichen
Transformationen und sind als Abstraktion konkreter Verfahren beispielsweise zur Stro-
ke-Erzeugung, -attributierung und -platzierung zu sehen (siehe [Sch07]). Neben den vier
genannten Bereichen wird auch auf die grundlegenden Darstellungstechniken der Compu-
tergrafik zurückgegriffen. Die NPR-Bereiche lassen sich auch als Zustände und Zustands-
übergänge bei der nicht-photorealistischen Bilderzeugung auffassen (siehe [HIR+03]).
Viele der durch NPR-Verfahren erzeugbaren Effekte sind nicht durch die Anwendung ei-
nes einzigen NPR-Bereichs umsetzbar, sondern sind vielmehr eine unterschiedlich gewich-
tete Kombination verschiedener Bereiche. Beispielsweise sind Verfahren, die Kunststile
nachbilden, in der Regel eine Kombination zusätzlicher Grafikprimitive, der Bildmani-
pulation und entsprechend notwendiger zusätzlicher Transformationen. Solche Verfahren,
die verschiedene NPR-Bereiche kombinieren, werden allgemein und auch in der vorliegen-
den Arbeit als hybride Verfahren bezeichnet (siehe [HIR+03]).
Es sei an dieser Stelle festgehalten, dass der Begriff Stil in der vorliegenden Arbeit eine
sichtbare Kombination der in der obigen Definition aufgeführten Stilmittel darstellt.
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2.2.2. Abstraktion als illustratorisches Prinzip
Die Literatur über die Illustration befasst sich hauptsächlich mit den benötigten hand-
werklichen und technischen (z.B. [Woo94, Hod03]) zum Teil auch kreativen und öko-
nomischen Aspekten (z.B. [HA00, Wig07]). Wegen der vielseitigen Anwendungsgebiete
für Illustrationen und der Nähe zur bildenden Kunst (siehe [Wig07]) existieren aber
kaum Anleitungen bzw. Prinzipien zur konkreten Erzeugung. Unabhängig von konkre-
ten Zielsetzungen ist der Literatur aber als allgemeines Prinzip eine Reduktion auf das
Wesentliche zu entnehmen, die Foley et al. wie folgt zusammenfassen:
„If the ultimate goal of a picture is to convey information, then a picture
that is free of the complications of shadows and reflections may well be more
successful than a tour de force of photographic realism.“ [FDFH95, S.605]
Strothotte stellt die Reduktion auf die wesentlichen zu kommunizierenden Bildinhalte
als notwendige Methodik zur Hervorhebung wichtiger zu kommunizierender Informatio-
nen und Abschwächung weniger wichtiger Informationen dar – und bezeichnet dies als
Abstraktionsprozess [Str98]. Die Reduktion sollte dabei dann eingesetzt werden, wenn
• nicht alle Details zur Kommunikation wesentlicher Informationen notwendig sind,
• nicht alle Details darstellbar sind,
• die Darstellung aller Details den Nutzer überlasten würde.
Die hierbei entfernten Details werden im Allgemeinen nicht für die Schaffung eines men-
talen Modells (Vorstellung eines Betrachters über eine Sache und/oder dessen Funktions-
weise) benötigt [SS02]. Stattdessen kann die hervorgehobene Abbildung von Wiederer-
kennungsmerkmalen hierfür von größerer Bedeutung sein.
Die eigentliche Zielstellung der Abstraktion besteht also darin, wichtige von weniger
wichtigen Informationen zu trennen und diese Trennung für den Betrachter offensicht-
lich zu machen [Str98]. Da jede Hervorhebung grafischer Objekte zu einer relativen Ab-
schwächung anderer Objekte führt, kann eine visuelle Trennung auch ohne Entfernung
grafischer Details erfolgen. Die von Strothotte angeführte Definition des Abstraktions-
begriffs bezieht sich deshalb weniger auf den Detailgehalt als vielmehr die angesprochene
Trennbarkeit (siehe [Str98, S.14]).
Zusammenfassend gehört also die oft genutzte Detailreduktion bzw. die Deakzentuie-
rung aber auch die Detailanreicherung und das Hervorheben von Bildinhalten bzw. die
Akzentuierung zu den Mitteln der Abstraktion – auch wenn primär die Detailreduktion
mit dem Begriff Abstraktion assoziiert wird. In dieser Arbeit werden beide Möglichkeiten
zur Unterstützung der Kommunikation von Informationen in einer illustrativen Infor-
mationsvisualisierung genutzt. Dazu werden verschiedene NPR-Verfahren in Visualisie-
rungstechniken der Informationsvisualisierung integriert. Die zur Anwendung kommen-
den NPR-Verfahren werden nachfolgend dargestellt.
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2.2.3. Verfahren des Nicht-photorealistischen Renderings
Die meisten NPR-Methoden sind in einschlägigen Lehrbüchern des NPRs (z.B. [GG01,
SS02, RC13]) zusammengefasst. Mit ihnen können unter anderem klassische Illustrations-
techniken, wie sie in Illustrationslehrbüchern (etwa [Hod03, Woo94]) wiedergegeben sind,
nachgebildet werden. Wegen des Umfangs existierender Ansätze, werden nachfolgend nur
jene Techniken ausführlicher betrachtet, die in dieser Arbeit zur Anwendung kommen.
2.2.3.1. Strokes und Strokeplatzierung
Ein wichtiger Bestandteil des NPR sind Strokes, die für die Umsetzung vieler NPR-
Verfahren notwendig sind. Sie gehören zu den zusätzlichen Grafikprimitiven [Sch07]. Im
Allgemeinen werden sie genutzt, um künstlerische Werkzeuge oder Techniken nachzu-
bilden. Nach Hertzmann [Her03] ist die Platzierung diskreter Elemente ein zentraler
Bestandteil des Stroke-basierten Renderings – unabhängig davon, ob dies Pinselstriche,
Punkte oder Mosaiksteine sind. Mit dieser weitreichenden Definition sind viele NPR-
Verfahren dem Stroke-basierten Rendering zuzuordnen. Für eine bessere Übersicht wer-
den hier nur allgemeine Ansätze zur Stroke-Definition und -Platzierung zusammengefasst,
während spezifischere Verfahren in den nachfolgenden Abschnitten betrachtet werden.
Strassmanns Hairy Brushes [Str86] stellen eine wichtige Arbeit zur Definition li-
nienerzeugender Werkzeuge – speziell von Pinselstrichen – dar. Die vorgestellte Pinsel-
haarsimulation ermöglicht jedoch nur eine eingeschränkte Stroke-Definition. Die Skeletal
Strokes von Hsu et al. führen zu einer vereinfachten Stroke-Definition und bieten größere
Freiheiten [HLW93]. Mit ihnen kann jedes Bild zur Stroke-Definition verwendet werden.
Mit den von Schumann entwickelten Line Styles werden Linien entsprechend eines Pa-
rameters entlang ihres Verlaufes modifiziert (siehe [SS02]). Die als G-Strokes vorgestellte
Datenstruktur vereinfacht schließlich die Stroke-Parametrisierung [IB06]. Aufwendigere
Verfahren zur Strokedefinition – etwa mithilfe dreidimensionaler Pinselkopfmodelle – wer-
den etwa von DiVerdi zusammengefasst [DiV13].
Neben der Erzeugung spielt die Stroke-Platzierung nach künstlerischen aber auch illus-
tratorischen Gesichtspunkten eine wichtige Rolle. Solche Verfahren stellen in der Regel
zusätzliche Transformationen und Bildmanipulationen dar. Für die Stroke-Platzierung
existieren unterschiedliche Herangehensweisen. So werden im Difference Image Algorithm
[SWHS97] für Schraffuren (Hatching) etwa Helligkeitswerte des Eingabebildes genutzt.
Dieser Ansatz wird bei der Ölgemäldesimulation [Her98] mit unterschiedlichen Ebenen
und Stroke-Größen kombiniert. Bei Mosaiken [Hau01, SGS05a, FHHD05] und Punkt-
zeichnungen (Stippling) [BSD09] versucht man hingegen, möglichst gleichförmige Stro-
ke-Verteilungen etwa mit Hilfe von Voronoi-Zerlegungen zu erreichen. Für die Stroke-
Ausrichtung können aus den Bildern erzeugte Vektorfelder oder Gradienten genutzt wer-
den [TB96, FHHD05, ZZXZ09]. Weitere Ansätze zur Stroke-Platzierung werden etwa von
Hertzmann [Her03], Battiato et al. [BBGP11] und Zhang [Zha13] zusammengefasst.
Strokes und ihre Variationen werden in dieser Arbeit zur Definition unterschiedlicher
Stile und zur Visualisierung zusätzlicher Informationen genutzt (Kap. 4 und 5).
17
2. Grundlagen und Stand der Forschung
(a) (b)
Abbildung 2.5.: Eine automatisch erzeugte Schraffur (a) und Punktzeichnung (b). Aus
[PHMF01, BSD09] (v.l.n.r.).
2.2.3.2. Schraffuren
Schraffuren (Engl.: Hatching) sind eine Art der Bildumsetzung, die den Pen-And-Ink -
Verfahren zuzuordnen ist. Da bei Schraffuren Strokes mit Hilfe zusätzlicher Transforma-
tionen platziert und dabei Bild- oder Modelldaten genutzt beziehungsweise manipuliert
werden, können Schraffuren den hybriden Verfahren zugerechnet werden.
Das Ziel der Schraffurverfahren besteht darin, eine Strichverteilung zu erzeugen, die
annähernd die korrekten Helligkeitsinformationen und gleichzeitig wichtige Details der
Eingabe wiederspiegelt. Salisbury et al. nutzen für die Helligkeitswiedergabe priorisierte
Stroke-Texturen [SABS94]. Da Helligkeitsinformationen bei einer Skalierung des Eingabe-
bildes und gleichzeitiger Beibehaltung der Details jedoch schwer zu erhalten sind, koppeln
Winkenbach und Salesin auch die Details an die Priorisierung [WS94]. Richtungsin-
formationen werden später von Salisbury et al. in Schraffuren integriert [SWHS97].
Mittels der Tonal Art Maps – einer Weiterentwicklung priorisierter Stroke-Texturen –
gelingt die Schraffur von 3D-Modellen in Echtzeit [PHMF01]. Diese Verfahren wird kur-
ze Zeit später von Webb et al. aufgegriffen, um die Wiedergabe der Helligkeitswerte zu
verbessern [WPFH02]. Eine weiter Verbesserung gelingt unter besonderer Berücksichti-
gung der Krümmungsinformationen [ZISS04]. Auch handgefertigte Illustrationen werden
teilweise als Eingabe genutzt, um mittels entsprechender Analysen beliebige andere Mo-
delle halbautomatisch zu schraffieren [GI13]. Weitere Ansätze werden unter anderem von
Strothotte und Schlechtweg [SS02] und Zander et al. [ZISS04] zusammengefasst.
Abbildung 2.5(a) zeigt ein Beispiel einer automatisch erzeugten Schraffur.




Abbildung 2.6.: Farbreduktion durch Dithering. Die Abbildung (a) wird in (b) mittels
des Floyd-Steinberg-Ditherings nur durch fünf Farben dargestellt . Im Ordered Dithering
ist es unter anderem möglich, gezielt Muster in die Ausgabe einzubringen (c).
2.2.3.3. Halftoning
Die Reproduktion von Bildern und die Erzeugung von Illustrationen ist oft an materielle
Einschränkungen gekoppelt (siehe [Hod03]). Hierzu gehört auch die Anzahl verfügbarer
Farben, die besonders bei der Reproduktion in Printmedien eine wichtige Rolle spielt.
Bei einer begrenzten Farbanzahl versucht man mit Halftoning-Methoden, den selben
Farbeindruck zu simulieren, den das Originalbild aufweist. Dabei werden mehrere al-
ternative Farben so platziert, dass der wahrgenommene Farbeindruck annähernd dem
Originalstimulus entspricht. Zu diesen Techniken können unter anderem das Dithering,
das Screening und aber auch die Zeichentechnik der Punktzeichnungen gezählt werden.
Deussen und Isenberg geben diesbezüglich einen aktuellen Überblick [DI13].
. Dithering Bei diesen Verfahren wird das Bild Pixel für Pixel bezüglich der Farb- und
Helligkeitsinformation analysiert und in der Ausgabe durch die Farben einer festge-
legten (oft reduzierten) Palette ersetzt. Um ungewollte Farbmuster gerade in Farb-
verläufen zu vermeiden, wird mit Hilfe des Floyd-Steinberg-Dithering [FS76] der pro
Pixel gemachte Fehler auf die benachbarten Pixel verteilt. Hierdurch wird eine bes-
sere Wiedergabe des Eingabebildes erzielt. Alternative Fehlerverteilungen für dieses
grundlegende Prinzip versuchen etwa, die Kanten besser zu erhalten oder weniger
Muster zu erzeugen (siehe u.a. [Uli00, Ost01, Tie07, PQW+08, CAO09, LM10]).
Als Erweiterung werden mit Hilfe so genannter Dithermatrizen mehrere Pixel ei-
nes kleineren Bereiches zusammen analysiert und durch vordefinierte Pixelmuster
ersetzt (siehe [SS02]).
Während für die Reproduktion in Printmedien vor allem versucht wird, die Erzeu-
gung von Artefakten und Mustern durch entsprechende Matrizen und Fehlervertei-
lungen zu vermeiden, werden im NPR derartige Muster aber auch gezielt erzeugt
(siehe z.B. [VB00, SS02], vgl. Abb.2.6(c)).
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. Screening ist eine an Dithermatrizen angelehnte Methode des Halftonings. Hierbei ver-
sucht man visuell zusätzliche Informationen in das Bild zu integrieren. Zu diesem
Zweck werden die Dither -Matrizen zu so genannten Dither Screens erweitert, womit
prinzipiell jedes beliebige Bild genutzt werden kann (z.B. [OH95]). Um das Einga-
bebild korrekt wiederzugeben, müssen die Screens bestimmte Bedingungen erfüllen
(z.B. Gleichverteilung der Schwellwerte). Dies erschwert die Erzeugung von Dither
Screens zwar, ermöglicht aber die Einbettung von Texten und anderen Symbolen
bei größtmöglicher Erhaltung des Originalbildes (siehe etwa [VB99]).
. Punktzeichnungen (Engl.: Stippling) versuchen Helligkeitsverteilungen mit Punkten kor-
rekt wiederzugeben. Das Ziel besteht darin, die wichtigen Kanten und die Intensitä-
ten des Eingabebildes präzise wiederzugeben und in gleichfarbigen Gebieten des Ein-
gabebildes keine Muster zu erzeugen. Durch diese Nähe zum Dithering (vgl. [DI13]),
wird diese ursprünglich manuelle Technik hier dem Halftoning zugerechnet. Das
Augenmerk liegt bei Punktzeichnungen vor allem auf der Erzeugung guter Punk-
teverteilungen, die den beschriebenen Anforderungen genügen (siehe auch [SS02]).
Gängige Verfahren für die Erzeugung entsprechender Verteilungen wie etwa Lloyd’s
algorithm [Llo82], wurden für Punktzeichnungen erweitert (z.B. [DHOS00, Sec02])
und relaxieren etwa Ergebnisse des Ditherings [DHOS00]. Mittlerweile gelingt die
Erzeugung solcher Punktverteilungen in Echtzeit [KCODL06]. Der Ansatz von
Balzer et al. [BSD09] ist zwar nicht echtzeitfähig, übertrifft bisherige Arbeiten
aber bezüglich der Rauscheigenschaften. Diese Herausforderungen können teilweise
umgangen werden, wenn handgemachte Punktzeichnungen als zusätzliche Einga-
be dienen [KMI+09]. Derartige Illustrationen lassen sich aber auch mittels einer
Grauwertkonvertierung für verschiedene Auflösungen erzeugen [MALI10]. Andere
Ansätze wiederum konzentrieren sich auf den Erhalt von Kanteninformationen (z.B.
[Mou07, KSL+08, LM11]). Abbildung 2.5(b) zeigt ein Beispiel einer automatisch
erzeugten Punktzeichnung.
Halftoning-Verfahren gehören primär zum Bereich der Bildmanipulationen, da sie von
einem Bild als Eingabe ausgehen. Je nach Verfahren (z.B. Screening, Punktzeichnungen),
können aber auch neue Elemente in das Bild integriert und somit auch der Bereich der
zusätzlichen Grafikprimitive und der zusätzlichen Transformationen einbezogen werden.
In Kapitel 4 wird ein durch Halftoning inspiriertes Verfahren zur Auflösung von Über-
lagerungen betrachtet. Darüber hinaus werden diese Verfahren in dieser Arbeit zur Deak-
zentuierung genutzt. Entsprechende Ausführungen erfolgen ebenfalls in Kapitel 4.
2.2.3.4. Linien und Halos
Um die Form eines dreidimensionalen Objektes zu kommunizieren, müssen oft nur charak-
teristische Linien gezeichnet werden. Die Extraktion und Darstellung dieser so genannten
Feature Edges [GG01] ermöglicht eine Reduktion auf die wesentlichen zu kommunizieren-
den Inhalte aber auch eine Hervorhebung wichtiger Objekte. Entsprechende Verfahren




Abbildung 2.7.: Automatisch extrahierte Feature Edges (a) und eingebrachte dunkle Ha-
los (b) unterstützen die Erkennbarkeit von Strukturen und die Differenzierbarkeit ver-
schiedener Objekte. Aus [DFRS03, LCD06] (v.l.n.r.).
Tiefen, Identitäten), Bildinformationen als auch Strokes kombiniert und genutzt werden
können.
Zu den charakteristischen Linien gehören Silhouetten, Begrenzungen und Falten (siehe
[Goo98]). Saito und Takahashi [ST90] nutzen einen bildbasierten Ansatz zur Darstel-
lung von Silhouetten und Falten, welcher von Decaudin um die Darstellung von Begren-
zungen erweitert wird [Dec96]. Andere Weiterentwicklungen ermöglichen die Extraktion
aussagekräftigerer blickpunktabhängiger Feature Edges (z.B. [HZ00]). So vermitteln Sug-
gestive Contours [DFRS03] und so genannte Highlight Lines [DR07] die wesentlichen
Formen eines dargestellten Objektes weitaus genauer (Abb. 2.7(a)). Die Attributierung
von Feature Edges (z.B. der Liniendicke) kann dabei aus der Illustration übernommen
werden (siehe [GG01]).
Gemäß Gooch und Gooch können äußere Konturen auch für die Platzierung von
Halos genutzt werden. Diese Technik wird in der Malerei benutzt, um Objekte hervorzu-
heben und visuell vom Hintergrund abzuheben. Dazu wird der Kontrast zwischen Objekt
und Umgebung lokal angepasst. Zu Halos lassen sich äußere Konturen, schmale freigelasse-
ne Bereiche um das Objekt oder kaum wahrzunehmende Schattierungen zählen. Mit ihnen
kann etwa die Tiefenwahrnehmung sich kreuzender Linien unterstützt werden [ARS79].
Fast 30 Jahre später, werden Halos in Verbindung mit moderner Hardware verwendet,
um die Tiefenwahrnehmung in Fotografien zu verbessern [LCD06] (Abb. 2.7(b)).
Derartige Verfahren dienen in Kapitel 4 der Akzentuierung relevanter Informationen
und in Kapitel 6.2 der Darstellung des Kontextes.
21
2. Grundlagen und Stand der Forschung
2.2.3.5. Freilegende Darstellungen
Viele Illustrationen stellen Projektionen dreidimensionaler Objekte dar (z.B. [PW10]).
Um die Lage dieser Objekte im Raum und auch ihre funktionale Bedeutung zu veran-
schaulichen, ist es oft nötig, das Objekt in seinem entsprechenden Kontext zu zeigen.
Da dieser Kontext das Objekt nicht selten vollständig umschließt, werden freilegende
Darstellungen genutzt. Die wichtigsten illustratorischen Darstellungen dieser Art sind
Explosionszeichnungen, Phantomzeichnungen und Schnittzeichnungen.
Freilegende Darstellungen gehören vorrangig zum Bereich der Modellmanipulationen,
da sie grundsätzlich Informationen über den Aufbau des 3D-Modells benötigen und die-
ses schließlich zur Verbesserung der Sichtbarkeiten modifizieren (z.B. Deckkraft, Ver-
schiebung, Skalierung). Zum Teil werden auch zusätzliche Kanten in diese Illustrationen
integriert, die etwa aus Bildmanipulationsverfahren stammen.
. Explosionszeichnungen sind eine weit verbreitete illustrative Darstellungstechnik, die ge-
nutzt wird, um komplexe geometrische Objekte nachvollziehbar in ihre Bestandteile
zu zerlegen [Die05]. Damit wird das Verständnis der Funktionsweise des komplexen
Objektes erleichtert und die Lokalisation einzelner wichtiger Bestandteile unter-
stützt. Dies geschieht zum Einen durch das Sichtbarmachen und Freistellen des
hervorzuhebenden Bestandteils als auch durch das Anbringen hinweisender und
illustrierender zusätzlicher grafischer Elemente in den entstandenen Freiräumen
(Pfeile, Verbindungslinien, Beschriftungen. . . ). Das Ziel bei der Erstellung einer
Explosionszeichnung ist es, die verschiedenen Bestandteile räumlich so zu trennen,
dass sämtliche Teile möglichst vollständig sichtbar sind, deren Lage- und Zugehö-
rigkeitsbeziehungen einfach zu entnehmen sind und dass die dargestellte Dekompo-
sition mental einfach wieder zusammengefügt werden kann [Poe94].
Den Ausgangspunkt einer Explosionszeichnung bildet ein relevantes Objekt oder ei-
ne Objektgruppe, die es gilt sichtbar darzustellen und dabei von weniger relevanten
Objekten zu trennen. Im allgemeinen Fall werden Sichtbarkeitsberechnungen vor-
genommen und die Distanzen zu verdeckenden Objekten vergrößert. Die Explosion
erfolgt meist achsenparallel, um das mentale Umkehren der Explosion zu vereinfa-
chen. Aus dem gleichen Grund wird versucht, die Anzahl von Subexplosionen – die
Dekomposition weiterer Bestandteile bereits freigelegter Objekte – zu minimieren.
Explosionszeichnungen werden in verschiedenen Domänen verwendet. Dabei stehen
vor allem dreidimensionale Objekte und deren Dekomposition im Vordergrund. Ent-
sprechende Vorarbeiten untersuchen beispielsweise die automatische Erzeugung von
Montageanleitungen und Illustrationen (z.B. [APH+03, LAS04]) oder die Explora-
tion von 3D-Modellen (z.B. [CCF96, NHAH03, SCS04, KTS09]). Der umfassende
automatische Ansatz von Li et al. [LACS08] ermöglicht eine vollständige und kor-
rekte Objektzerlegung. Weitere Arbeiten versuchen schließlich, die Komplexität au-




Abbildung 2.8.: Automatisch erzeugte freilegende Darstellungen. Mit der Explosionszeich-
nung (a), Schnittzeichnung (b) und Phantomzeichnung (c) werden (nur) die interessieren-
den Bestandteile der Modelle freigelegt. Der für Schnittzeichnungen typische Treppenef-
fekt ist in (b) gut zu erkennen. Aus [LACS08, Li08, HBP+07] (v.l.n.r.).
. Phantom- und Schnittzeichnungen ermöglichen die sichtbare Darstellung sonst überla-
gerter Objekte, ohne deren Position zu verändern [Die05, Čmo08]. Dies erlaubt
deren Darstellung an ihrer eigentlichen Position und unterstützt ihre Lokalisation.
Den Ausgangspunkt von Phantomzeichnungen (Engl.: Ghosted Views) bildet das
relevante, sichtbar abzubildende Objekt. Unter Berücksichtigung der Betrachterpo-
sition werden dann die verdeckenden Objekte lokal transparent dargestellt. Um den
Tiefeneindruck zu erhalten und den Informationsverlust in den transparenten Berei-
chen zu reduzieren, werden die verdeckenden Objekte oft halbtransparent gezeich-
net. Dabei ist auf illustratorische Regeln bezüglich der Transparenznutzung zu ach-
ten (z.B. [DWE02]). Alternativ können Feature Edges der verdeckenden Objekte an-
gezeigt werden (sog. phantom lines [DWE02]). Hieraus resultieren verschiedene An-
sätze für die Erzeugung von Phantomzeichnungen (z.B. [Die05, HBP+07, Čmo08]).
Der Unterschied zwischen Phantom- und Schnittzeichnungen (Engl.: Cut-Away-
Views) besteht darin, dass bei der letzteren Darstellungstechnik keine Informa-
tionen der verdeckenden Objekte gezeigt werden. Um trotzdem die Tiefenwahrneh-
mung zu erhalten, ist es notwendig, das Ausschneiden dieser Objekte zu verdeut-
lichen. Oft weren dafür die verdeckenden Objekte vom innersten zum äußersten
in zunehmendem Maße entfernt. Der entstehende Treppeneffekt verdeutlicht, wie
viele Schichten vor dem freigelegten Objekt liegen.
Vor der automatischen Generierung von Schnittzeichnungen nach allen illustrato-
rischen Gesichtspunkten [LRA+07] gab es bereit Ansätze, die Schnittzeichnungen
ohne Treppeneffekt erzeugen (z.B. [DWE03, HBP+07]). Die Arbeit von Burns und
Finkelstein [BF08] ermöglicht korrekte Schnittzeichnungen für beliebige polygo-
nale Modelle. Weitere Arbeiten adressieren die Manipulation von Schnittzeichnun-
gen [KHG09] oder eine verbesserte automatische Schnittplatzierung [SFCP12].
Abbildung 2.8 zeigt Beispiele freilegender Darstellungen. In Kapitel 6 unterstützen der-
artige Verfahren die Lokalisation und Interpretation einzelner visueller Repräsentanten.
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2.2.3.6. Beschriftung
Beschriftungen gehören zu den klassischen illustratorischen Mitteln. Sie werden vornehm-
lich genutzt, um dargestellte Objekte leichter zu identifizieren oder Detailinformationen
zu diesen Objekten bereitzustellen. Sie dienen in der Illustration außerdem dazu, um
eine Beziehung zwischen den Bildinhalten und Texten herzustellen, die sich inhaltlich
auf die Abbildung beziehen [Str98, Göt08]. In dieser Arbeit werden Beschriftungen den
zusätzlichen Grafikprimitiven zugeordnet. Diese Einordnung wird in Kapitel 3 ausführli-
cher betrachtet. Die nachfolgend hauptsächlich adressierte Schriftplatzierung ist wie die
Stroke-Platzierung primär den zusätzlichen Transformationen zuzuordnen.
Die wesentliche Herausforderung bei der Beschriftung von Bildschirmelementen besteht
darin, eine Beschriftung aller dargestellten Objekte zu finden, bei der sich die angebrach-
ten Beschriftungen nicht überlappen. Es handelt sich hierbei um ein NP-vollständiges
Problem (siehe [MS91, KT96]). Erst mit dem Erreichen einer so genannten konfliktfrei-
en Beschriftung, rücken Aspekte wie beispielsweise die Schriftgestaltung in den Fokus.
Das Beschriftungsproblem lässt sich in die Bereiche der Punkt-, Linien- und Flächenbe-
schriftung unterteilen (siehe [Imh75]). Vor allem die Punktbeschriftung wird aufgrund
der weitreichenden Anwendungsmöglichkeiten untersucht (vgl. [WS09]). Beschriftungen
befinden sich dabei gewöhnlicherweise tangential am Punktobjekt (adjazente Beschrif-
tung) und folgen bis heute gültigen Präferenzen [Yoe72, Imh75] (siehe Abb. 2.9(a)–(c)).
Beschriftungen, die sich nicht direkt am zu beschriftenden Objekt befinden, werden ex-
terne Beschriftungen genannt. Die Zusammengehörigkeit von Schrift und Objekt wird
hierbei über verbindende Linien angezeigt.
Der Schwerpunkt der aktuellen Forschung liegt in einer schnellen automatischen kon-
fliktfreien und trotzdem hochwertigen Beschriftung. Die NP-Vollständigkeit des Pro-
blems zwingt zu Kompromissen und führt damit zu Lösungsansätzen, die verschiede-
ne Teilaspekte stärker fokussieren. So existieren Methoden, die sehr viele Beschriftun-
gen hochqualitativ platzieren können, aber relativ hohe Laufzeiten aufweisen (z.B. in
[Rai98, YL05]). Andere Techniken fokussieren auf eine interaktionsfähige Beschriftung
(aktualisierte Beschriftung beim Zoomen, Scrollen. . . ). Dabei wird im Allgemeinen auf
zeitintensive Vorberechnungen zurückgegriffen, die deshalb keinen spontanen Austausch
der zu beschriftenden Objekte zulassen (z.B. in [PGP03, BDY06]). Andere Verfahren
mit sehr gutem Laufzeitverhalten aber ohne Vorberechnungen, wie etwa das diskrete
Gradientenabstiegsverfahren (vgl. [CMS95]), erreichen jedoch nur weniger befriedigende
Schriftplatzierungen. Die Einführung von Einschränkungen (z.B. fixe Beschriftungshö-
he und -breite [RBDN05, Mot07]) kann eine akzeptable schnelle Beschriftung und die
konfliktfreie Platzierung sehr vieler Beschriftungen ohne Vorberechnungen ermöglichen.
Im NPR spielen externe Beschriftungen eine wichtige Rolle, da sie in klassischen Il-
lustrationen (vgl. [PW10]) Verwendung finden und die wichtigen darzustellenden Ob-
jekte frei von Beschriftungen halten. Dabei werden die zentral gelegenen Objekte von
den zugehörigen Beschriftungen umgeben. Werden zunächst nur kleinere Textfenster in
die Illustration integriert [SCS04], gelingt es Ali et al. [AHS05] schließlich, einzelne Be-





Abbildung 2.9.: Schriftpositionmodelle und Beispiele für Beschriftungsverfahren. Es
sind die Positionen des 4-Positionen-Modells (a), die Positionen 5–8 des 8-Positionen-
Modells (b) und die möglichen Positionen des 4-Slider -Modells (c) dargestellt. Die Zahlen
spiegeln die Rangfolge der Beschriftungspositionen wieder (siehe [CMS95]). Die Abbildun-
gen (d) und (e) zeigen externe Beschriftungen in Illustrationen mit Layoutoptimierung (d)
und Platzoptimierung (e). Bei Letzterem kann es zur Überschneidung von Linien und
Beschriftungen kommen (aus [Ali09]).
Illustration nachzubilden. Dieses Verfahren wird in verschiedenen Illustrationssystemen
(z.B. [Li08], siehe Abb. 2.8) angewendet und wurde um weitere Aspekte – wie etwa
dem Zusammenfassen von Beschriftungen [GHS06] oder der Beschriftung sich bewegen-
der Objekte [GHS07] – erweitert. Daneben ist die Beschriftung aber auch mittels einer
Multi-Kriterien-Optimierung, die verschiedene Randbedingungen eines gewünschten Lay-
outs berücksichtigt, möglich [ČB10]. Die Echtzeitfähigkeit wird im NPR zum Teil durch
die zentrale Anordnung der zu beschriftenden Objekte – das Problem lokaler Minima
kann so umgangen werden –, eine geringe Anzahl platzierter Beschriftungen oder den
Verzicht auf eine Optimierung erreicht. Götzelmann [Göt08] und Ali [Ali09] geben
ausführliche Übersichten zu Beschriftungsverfahren speziell im NPR.
Beschriftungsverfahren werden in der vorliegenden Arbeit genutzt, um die Kommuni-
kation visualisierter Daten durch das Bereitstellen zusätzlicher Informationen zu unter-
stützen (vgl. Kap. 5).
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2.3. Illustrative Visualisierung
2.3.1. Begriffsklärung
Das Ziel der illustrativen Visualisierung besteht in einer verbesserten Kommunikation
der in den Datenmengen enthaltenen Informationen. Dafür werden gegenüber den ur-
sprünglich verwendeten Visualisierungstechniken zusätzlich NPR-Verfahren und Illustra-
tionsprinzipien angewendet. Zu Letzterem zählt an erster Stelle die visuelle Trennung
wichtiger und weniger wichtiger Informationen mit Hilfe der Abstraktion. Dies ist ei-
ne grundlegende Voraussetzung der illustrativen Visualisierung (siehe [BHI+05]). Diese
Trennung lässt sich allerdings auch in „klassischen“ Visualisierungsverfahren finden – bei-
spielsweise mit den so genannten degree-of-interest-Funktionen (DOI – siehe [Fur86]) und
dem damit verbundenen Prinzip des Fokus & Kontext. Rautek et al. stellen schließlich
die These auf, dass die Visualisierung als solche lediglich eine Fortsetzung der wissen-
schaftlichen Illustration ist und dass die illustrative Visualisierung somit lediglich explizit
auf etablierte handwerkliche Verfahren zurückgreift [RBGV08]. Deshalb sollen an dieser
Stelle die Eigenschaften der illustrativen Visualisierung zusammengefasst werden:
• Ausgangspunkt ist eine Visualisierungstechnik bzw. ein Verfahren, das durch An-
wendung von NPR-Methoden modifiziert wird mit dem Ziel, die Kommunikation
enthaltener Informationen zu unterstützen (vgl. [RBGV08, S.2]).
• Hierfür werden die dargestellten Bildinhalte – im Wesentlichen die zu visualisieren-
den Daten – bezüglich ihrer aktuellen Bedeutung beurteilt, um eine entsprechende
visuelle Trennung von wichtigen und weniger relevanten Bildinformationen vorzu-
nehmen. So können wichtige visuelle Repräsentanten hervorgehoben und mit zu-
sätzlichen Detailinformationen angezeigt werden; die weniger wichtigen Elemente
können visuell deakzentuiert werden.
Gemäß Rautek et al. stellt das NPR die Methoden zur visuellen Trennung als so genann-
te „ low-level abstraction“ [RBGV08, S.3] bereit – also Möglichkeiten wie die Darstellung
beeinflusst werden kann. Die ebenfalls benannte „high-level abstraction“ befasst sich da-
mit was dargestellt werden soll. Diese Beurteilung der Daten bezüglich ihrer Relevanz
kann das NPR jedoch nicht bedienen und muss dementsprechend zusätzlich von außen
eingebracht werden. In der Illustration erfolgt die genannte Bewertung etwa durch den
Illustrator bzw. dessen Auftraggeber und durch Kenntnisse etwa über funktionale Zu-
sammenhänge (z.B. mittels einer so genannten Partonomic-Struktur, vgl. [Čmo11]). Das
Wissen über die Wichtigkeit der Informationen liegt also bereits vor der Anwendung
illustrativer Methoden vor. In bisher veröffentlichten Arbeiten zur illustrativen Visuali-
sierung verhält es sich ähnlich: Bevor illustrative Methoden zum Einsatz kommen, ist
bereits bekannt, welche Daten als wichtig gelten und daher vorrangig kommuniziert wer-
den müssen. Die illustrative Visualisierung dient damit in erster Linie der Präsentation
wichtiger Daten (siehe [RBGV08]), und weniger der explorativen oder konfirmativen Ana-
lyse unbekannter Daten (siehe [SM00]).
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2.3.2. Methoden zur Bestimmung der relevanten Daten
Die Spezifikation und Berücksichtigung derjenigen Daten, die in einer Visualisierung als
wichtig zu erachten sind, gewinnt im Bereich der Visualisierung zunehmend an Bedeu-
tung. Grund hierfür sind die ständig zunehmenden Datenmengen, deren herkömmliche
Visualisierung den Nutzer kognitiv überfordern kann: Trotz steigender Anzahl visuali-
sierter Daten, kann die Menge kommunizierter Informationen abnehmen – ein Teilaspekt
des Visual Clutters. Für die angesprochene Beurteilung der Datenrelevanz existieren ver-
schiedene Ansätze die hier auszugsweise wiedergegeben werden.
Ein verbreitetes Verfahren, Daten als relevant zu kennzeichnen besteht darin, dem Nut-
zer diese Option mittels Interaktionstechniken einzuräumen. Dabei spielen die Selektion
und die Filterung eine wichtige Rolle: Die Daten, die vom Nutzer direkt oder indirekt ge-
wählt werden, können im weiteren Verlauf des Visualisierungsprozesses als wichtig erach-
tet und dementsprechend hervorgehoben werden. Diese Herangehensweise wird etwa von
Wills [Wil96] ausführlich betrachtet. Ausgehend von einer nutzergesteuerten Auswahl
ist es mit Hilfe der bereits erwähnten degree-of-interest-Funktionen (siehe [Fur86]) ferner
möglich, die Wichtigkeit der weiteren Daten zu beurteilen (siehe beispielsweise [Kei96]).
Die Interaktion – insbesondere die Selektion und Filterung – verlieren aber an Effizienz,
wenn die Datenmenge zu groß wird: Die einzelnen visuellen Repräsentanten sind schwe-
rer voneinander zu trennen, schwerer zu selektieren und es steigt die Wahrscheinlichkeit,
dass wesentliche – und somit zu selektierende – Daten durch Visual Clutter verdeckt
werden. Ebenso steigt der Aufwand bei der Filternutzung (Präzision, weitere Filter), um
eine entsprechend trennende Wirkung zu erzielen.
Deshalb wird beispielsweise versucht, die Interaktion mit großen oder komplexen Da-
tenmengen zu erleichtern (z.B. direkte Auswahl komplex geformter Teilmengen in Scat-
terplots [CCM10]). Ein weiterer Ansatzpunkt besteht darin, den Interaktionsaufwand
zu reduzieren [Lam08] und mittels Automatismen eine Vorauswahl für den Nutzer zu
treffen. Dabei werden vornehmlich zwei Ausgangspunkte gewählt: Entweder der Nut-
zer der Visualisierung oder die Daten. Im ersten Fall werden etwa die Aufgaben des
Nutzers sowie die hierfür notwendigen Handlungsabläufe und Fähigkeiten berücksichtigt
(z.B. [AES05, TFS08b, LKZ09, Mun09a, PW09, Fuc11]). Ebenso ist es möglich, aus Auf-
zeichnungen Rückschlüsse auf die Präferenzen des Nutzers zu gewinnen. Mit den genann-
ten Angaben können unter anderem Nutzerprofile erstellt werden, mit denen wiederum
Visualisierungssysteme entsprechend vorkonfiguriert werden (z.B. [AB09]). Die Analy-
se des Nutzerverhaltens, seiner Aufgaben und seiner Interessen wird unter anderem im
Forschungsgebiet Human-Computer-Interaction betrachtet.
Beim datengetriebenen Ansatz werden die Daten vor allem mit Methoden des Data-
Mining analysiert, mit dem Ziel, die in den Daten enthaltenen relevanten Informationen
zu extrahieren. Als einfaches Beispiel ist die Detektion von Ausreißern, Extremwerten
oder Korrelationen zu nennen. Infolge der Diversität der Daten und der Aufgaben des
Nutzers, ist es nicht möglich, immer genau die relevanten Informationen zu finden, son-
dern lediglich den Nutzer auf besondere – ihn möglicherweise interessierende – Eigen-
schaften hinzuweisen (z.B. [GST13]).
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Die angesprochenen Ansätze und deren Kombination werden im Forschungsbereich Vi-
sual Analytics zusammengeführt. Obwohl die Datenbewertung Voraussetzung für eine
illustrative Visualisierung ist, bildet sie keinen Schwerpunkt der vorliegenden Arbeit. Die
Dissertation folgt damit den meisten bisherigen Publikationen zur illustrativen Visualisie-
rung. Deshalb wird im Weiteren nur dann auf nutzbare Möglichkeiten zur Wichtigkeitsbe-
stimmung eingegangen, wenn dies im direkten Zusammenhang mit den neu entwickelten
Ansätzen steht.
In den folgenden Abschnitten werden zunächst illustrative Verfahren aus der Volumen-
visualisierung (Kap. 2.3.3) und der Strömungsvisualisierung (Kap. 2.3.4) zusammenge-
fasst, die den Nutzen des illustrativen Ansatzes belegen. In Kapitel 2.3.5 werden schließ-
lich existierende Verfahren der Informationsvisualisierung vorgestellt, die sich der illus-
trativen Visualisierung zuordnen lassen.
2.3.3. Volumendaten
Illustrative Verfahren in der Volumenvisualisierung beschäftigen sich primär mit der Sicht-
barkeit und besseren Differenzierbarkeit der verschiedenen durch die Volumendaten be-
schriebenen Strukturen. Hierbei spielen vor allem die freilegenden Darstellungstechniken
sowie Verfahren zur Akzentuierung und Deakzentuierung eine wesentliche Rolle. In fast
allen Publikationen wird eine bereits erfolgte Bewertung der Daten vorausgesetzt. In der
Volumenvisualisierung werden hierfür in erster Linie Segmentierungsverfahren eingesetzt,
deren Ergebnisse oft manuell nachbearbeitet werden.
2.3.3.1. Freilegende Darstellungen
Klassische Verfahren der Volumenvisualisierung weisen in der Regel das Problem auf,
innere Strukturen nur schwer sichtbar machen zu können. Handelt es sich bei diesen
Strukturen um die wesentlichen zu kommunizierenden Informationen, so sinkt hierdurch
die Effektivität der Darstellung. Eine offensichtliche Verbesserung tritt also ein, wenn
diese Strukturen sichtbar gemacht werden können. Viola und Gröller [VG05] fassen
verschiedene in der Volumenvisualisierung genutzte illustrative Ansätze für eine verbesser-
te Sichtbarkeit zusammen: So werden etwa Blickpunkt abhängige Transparenzen genutzt
– angelehnt an Phantom- und Schnittzeichnungen – um innere Strukturen sichtbar zu
machen [VKG05, BGKG05]. Bruckner et al. [BGKG06] koppeln die Erzeugung der
Phantomzeichnungen schließlich vom Blickpunkt ab und machen sie mit entsprechenden
Interaktionsmöglichkeiten intuitiv steuerbar. Die Arbeit von Li et al. [LRA+07] fokussiert
zwar die Illustration, die erzeugten Schnittzeichnungen können bei vollständig segmen-
tierten Volumendaten aber auch in der Volumenvisualisierung angewendet werden.
McGuffin et al. nutzen erstmals eine räumliche Dekomposition von Volumendaten,
um innere Strukturen in den Volumendaten sichtbar zu machen [MTB03]. Verschiede-
ne Ansätze wie beispielsweise das Peeling bilden schließlich den Ausgangspunkt für die
Nutzung von Explosionszeichnungen in der Volumenvisualisierung [BG06]. Verdeckende
Daten werden mit Hilfe eines Federkraftmodells geordnet aus der Sichtachse bewegt und
28
2.3. Illustrative Visualisierung
(a) (b) (c) (d)
Abbildung 2.10.: Beispiele der illustrativen Volumenvisualisierung. Mit Explosions- und
Phantomzeichnungen werden innere Strukturen eines Volumendatensatzes in ihrem Kon-
text sichtbar dargestellt (a)(b)(d). Mit Style Transfer Functions können den verschiede-
nen Strukturen leicht unterschiedliche Stile zugeordnet werden, um deren Differenzier-
barkeit zu unterstützen (b). Außerdem kann ein deakzentuierter Kontext den Fokus in
der Regel auf die relevanten Strukturen lenken (c). Deren Identifikation lässt sich etwa
mit Beschriftungen unterstützen (d). Aus [BG06, BG07b, TIP05, BG05] (v.l.n.r.).
geben somit die inneren Strukturen frei. Die Volumendaten können mittels eines Ähn-
lichkeitsmaßes auch automatisch aufgespalten werden [RVB+08]. Zudem sei der entspre-
chende Ansatz von Li et al. aufgeführt, da die beschriebene automatische Generierung
von Explosionszeichnungen auch auf Volumendaten anwendbar ist und automatisch die
korrekte Dekompositionsreihenfolge inklusive nötiger Subexplosionen definiert [LACS08].
2.3.3.2. Akzentuierung und Deakzentuierung
Selbst wenn relevante Strukturen nicht verdeckt werden, ist es mitunter schwer, diese
in der Visualisierung auszumachen. Gerade im medizinischen Umfeld, müssen relevante
Strukturen vollständig wahrgenommen und identifiziert werden. Dementsprechend wer-
den diese Strukturen hervorgehoben, Kontextinformationen unterdrückt oder gar zusätz-
liche Detailinformationen in die Visualisierung eingebracht. So adressiert Interrante
etwa die verbesserte Wahrnehmung von Oberflächeneigenschaften [Int97]. Zur Umsetzung
des genannten Zieles werden aber auch weitere NPR-Verfahren (Silhouetten. . . , [ER00] )
und so genannte Streamlines [LMP13] genutzt. Die von Lu et al. vorgestellte Anwendung
von Punktzeichnungen [LMT+03] adressiert unter Anderem das Hervorheben einzelner
Dateneigenschaften. Dieses Ziel wird auch mit der Nutzung von Feature-Halos verfolgt
[SE03]. Verschiedene der angesprochenen Ansätze werden schließlich kombiniert, um eine
bestmögliche Unterstützung bei der Operationsplanung durch eine visuelle Trennung der
Strukturen zu erreichen [TIP05]. Die Verknüpfung verschiedener Stile mit den jeweiligen
Strukturen wird erheblich durch so genannte Style Transfer Functions erleichtert [BG07b].
Die Anwendung von Halos unterstützt dabei etwa die visuelle Trennung wichtiger und
weniger wichtiger Strukturen [BG07a]. Für Detailinformationen wird unter anderem auf
Ausschnittsvergrößerungen und Beschriftungen zurückgegriffen (siehe [BG05]).
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Die hier aufgeführten Ansätze stellen nur einen Ausschnitt existierender Publikationen
aus dem Bereich der illustrativen Volumenvisualisierung dar. Diese und noch weitere
Verfahren, führen zu verbesserten Volumenvisualisierungen. In Abbildung 2.10 werden
abschließend einige Ergebnisse der illustrativen Volumenvisualisierung dargestellt, die
den Nutzen der illustrativen Methoden verdeutlichen.
2.3.4. Strömungsdaten
In der Strömungsvisualisierung können sehr komplexe – zum Teil über die Zeit veränder-
liche – Verläufe der Strömungslinien die effiziente Analyse der Daten erschweren. Aus
diesem Grund wird mit illustrativen Verfahren versucht, diese Linien visuell besser von-
einander zu separieren und die Entnahme besonderer Strömungseigenschaften zu erleich-
tern. Die Bestimmung relevanter Daten erfolgt in der Strömungsvisualisierung primär
über Interaktionstechniken aber auch über die automatische Detektion spezieller Strö-
mungseigenschaften (z.B. kritische Punkte).
Die visuelle Trennbarkeit dreidimensionaler Strömungslinien wird durch Interante
und Grosch mittels Halos erleichtert [IG97]. Diese Methode wird auch in späteren
Veröffentlichungen der Strömungsvisualisierung genutzt (z.B. [MTHG03]) und für ei-
ne bessere Tiefenwahrnehmung der Strömungslinien weiter angepasst (z.B. [EBRI09]).
Neben der Verwendung von Halos werden die Strömungslinien auch selbst für die Her-
vorhebung spezieller Strömungseigenschaften und somit für die Kommunikation zusätz-
licher Detailinformationen genutzt [SGS05b]. Dazu wird, ähnlich den bei Strokes be-
kannten Line Styles, das Aussehen der Strömungslinien entlang ihres Verlaufes modifi-
ziert (siehe auch [EBRI11]). Außerdem werden Strömungslinien verwendet, die an Pen-
and-Ink -Illustrationen angelehnt sind und exemplarisch die Ablesbarkeit der Feldstär-
ke [TB96] oder die Wahrnehmbarkeit der Strömungslinien in der zweidimensionalen Pro-
jektion der 3D-Daten [LS07a] verbessern. Mit den von Hsu et al. beschriebenen Metho-
den [HMCM09], werden verschiedene Momentaufnahmen eines über die Zeit variierendes
Strömungsfeldes dargestellt – ein Verfahren das an Explosionsdarstellungen angelehnt
ist und als fanning in time bezeichnet wird (siehe [GBKG04]). Born et al. [BWF+10]
gelingt die anschauliche Darstellung sehr spezieller Verwirbelungen mit Hilfe von Strö-
mungsbändern, deren Verlauf erst durch die illustrative Darstellung klar entnommen
werden kann (etwa durch Dithering, siehe Abb. 2.11(c)). Neben der reinen Visualisierung
ist es aber auch möglich, die illustrative Strömungsvisualisierung im Bildraum zu manipu-
lieren (z.B. die Dichte der Strömungslinien), um Strömungseigenschaften hervorzuheben
oder zu deakzentuieren [SCK10]. Auf diese Weise ist eine einfache Anpassung an den
Zweck der Präsentation möglich.
Neben der Darstellung von Strömungslinien werden mitunter so genannte Schlieren-
darstellungen oder auch Schattengraphen für die Visualisierung von Strömungen genutzt.
Auch für diese existieren illustrative Erweiterungen, mit denen sich spezielle Strömungs-
eigenschaften besser entnehmen lassen (siehe [SJEG05]).
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(a) (b) (c) (d)
Abbildung 2.11.: Beispiele der illustrativen Strömungsvisualisierung. Halos werden in
der Strömungsvisualisierung genutzt, um die Differenzierbarkeit der Strömungslinien zu
unterstützen (a). Eine angepasste Parametrisierung der Halos fördert zudem die Tie-
fenwahrnehmung (b). Mit der illustrativen Darstellung von Strömungsbändern (c) und
illustrativen Schlierendarstellungen (d) lässt sich der Verlauf komplexer Strömungen nach-
vollziehbar darstellen. Aus [MTHG03, EBRI09, BWF+10, SJEG05] (v.l.n.r.).
Die aufgeführten Verfahren stellen erneut nur einen Ausschnitt der illustrativen Strö-
mungsvisualisierung dar. Brambilla et al. geben einen umfassenden aktuellen Über-
blick zu diesem Forschungsgebiet [BCP+12]. Nichtsdestotrotz zeigen die obigen Arbeiten
bereits, dass sich die Kommunikation von Informationen in der Strömungsvisualisierung
mit Hilfe illustrativer Verfahren unterstützen lässt. Abbildung 2.11 verdeutlicht etwa die
gesteigerte visuelle Trennbarkeit von Strömungslinien in illustrativen Visualisierungen.
2.3.5. Abstrakte Daten
Es gibt nur wenige aktuelle Arbeiten, die dem Feld einer illustrativen Informationsvisua-
lisierung zugeordnet werden können. Allerdings existieren ältere Ansätze, bei denen dies
aus heutiger Sicht möglich wäre. Das liegt unter Anderem daran, dass die Informations-
visualisierung relativ viele Freiheiten im Mapping zulässt und so wurden schon frühzeitig
Verfahren aus anderen Bereichen in die Informationsvisualisierung übernommen. Gemäß
Rautek et al. ist etwa das für die Informationsvisualisierung wichtige Prinzip des Fokus
& Kontext eng mit dem oben beschriebenen illustratorischen Prinzip der Abstraktion ver-
knüpft und ein wichtiges Mittel der illustrativen Visualisierung [RBGV08]. Entsprechen-
de Ansätze zur ungleichen Verteilung visueller Ressourcen (siehe [Hau05]) wie Semantic
Depth of Field [Kos01] oder Verzerrungs- und Linsentechniken (z.B. [CCF97, WB04])
lassen sich der illustrativen Informationsvisualisierung zuordnen [RBGV08].
Neben derartigen Verfahren der Informationsvisualisierung, die nachträglich der illus-
trativen Visualisierung zuordbar sind, gibt es nur wenige neuere Verfahren, die explizit
auf NPR-Methoden zurückgreifen. Hierzu zählen unter anderem Arbeiten von Healey et
al., die die Möglichkeiten der Stroke-Parametrisierung nutzen, um die Visualisierung von
Multiparameterdaten auf Landkarten zu unterstützen [Hea01, HTER04, THE07]. Ähn-
lich werden Pinselborsten von Kim et al. [KMM+13] und Isenberg [Ise13] genutzt.
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Des Weiteren wird von Waters und Jankun-Kelly die Nutzung von Halos und der
Aerial Perspective vorgeschlagen, um relevante Linien beispielsweise in Graphvisualisie-
rungen besser verfolgen zu können [WJK06]. Eine ausführliche Betrachtung von Halos
erfolgte im Rahmen dieser Dissertation in [LS08b]. Mittlerweile finden Halos auch in pixel-
basierten Visualisierungen zur Hervorhebung relevanter Daten Anwendung [OJS+11]. Sie
werden neben künstlich erzeugten Schatten, Silhouetten und Edge-Bundling-Methoden
auch in den Illustrative Parallel Coordinates [MM08] genutzt, um visualisierte Cluster
allgemein besser voneinander trennen zu können. Zu diesem Zweck wurde zudem eine
alternative Blendfunktion für Transparenzen vorgestellt [WGM+08].
Auch Beschriftungen gelten als wichtige illustrative Elemente. Hier sollen nur jene
Beschriftungsverfahren zusammengefasst werden, die im Kontext der Informationsvisua-
lisierung entwickelt wurden. Neben einfachen Ansätze wie dem Tool-Tip-Labeling oder
Label-What-You-Can wird mit dem Excentric Labeling ein leistungsfähigeres lokales Be-
schriftungsverfahren vorgestellt [FP99]. Es bringt abhängig von einer frei beweglichen
Selektionslinse externe Beschriftungen im unmittelbarem Kontext der Linse an. Dieser
Ansatz wurde später mit weiteren Selektionsmechanismen der Linse angereichert [BRL09].
Mote ermöglicht mit seinem Ansatz die schnelle globale Beschriftung im Umfeld der In-
formationsvisualisierung – setzt hierfür jedoch konstante Beschriftungsdimensionen (Hö-
he und Breite) voraus [Mot07]. Dieser Ansatz beschäftigt sich zudem mit der fehlen-
den Frame-to-Frame-Kohärenz nacheinanderfolgender Beschriftungslösungen: Durch die
spontane Beschriftung auf verschiedenen Zoomstufen und entsprechendes Überblenden
wird das plötzliche Erscheinen bzw. Verschwinden von Beschriftungen (Engl.: Popping)
abgemildert.
Schließlich seien die neueren Arbeiten von Wood et al. [WII+12] und Boukhelifa
et al. [BBIF12] genannt, die die Skizzenhaftigkeit von Handzeichnungen nachahmen und
nutzen. In den benannten Publikationen wird festgestellt, dass sich durch die Skizzen-
haftigkeit etwa die Einstellung des Nutzer zur Visualisierung positiv beeinflussen lässt
und sich im gewissen Rahmen Unsicherheiten visualisieren lassen. Dies wurde auch im
Rahmen der vorliegenden Dissertation vorgeschlagen (vgl. [LRS10b]).
In Abbildung 2.12 werden abschließend einige Bilder gezeigt, die der illustrativen Informa-
tionsvisualisierung zugeordnet werden können. Im Vergleich zu den vielfältigen Ansätzen
der illustrativen Volumen- und Strömungsvisualisierung wurde eine illustrative Informa-
tionsvisualisierung bisher kaum betrachtet. Dies wird besonders deutlich, wenn die hier
aufgeführten Ansätze mit der Anzahl sonstiger Publikationen der Informationsvisualisie-
rung ins Verhältnis gesetzt werden. Auch in Tutorials (z.B. [GPE+05, VGB+05, ESB+06,
VBS+07]), in Paneldiskussionen (z.B. [BHI+05, LGH+09]) und in speziellen Journalaus-
gaben zur illustrativen Visualisierung (z.B. [VHE10]) ist die Informationsvisualisierung





Abbildung 2.12.: Verschiedene Ansätze die der illustrativen Informationsvisualisierung
zugeordnet werden können. In (a) und (b) werden die Eigenschaften von Pinselstri-
chen werden zur Visualisierung genutzt. In (c) wird durch Verwischen eine visuel-
le Trennung der visuellen Repräsentanten bewirkt. Überlagerte visuelle Repräsentan-
ten können etwa durch Verzerrungen freigelegt werden (d). In (e) unterstützen Ha-
los die Differenzierbarkeit verschiedener Cluster in Parallelen Koordinaten. Schließ-
lich lassen sich mit skizzenhaften Linien auch Unsicherheiten visualisieren (f). Aus
[THE07, KMM+13, Kos01, CCF97, MM08, BBIF12] (v.l.n.r.).
2.4. Zusammenfassung
Das vorliegende Kapitel behandelte wichtige Grundlagen der Informationsvisualisierung
und des NPRs, die für das Verständnis der vorliegenden Arbeit wichtig sind. Es zeigte,
wie sich diese Bereiche abgrenzen und mit welchen Modellen sie sich beschreiben lassen.
Ferner wurde in den Bereich der illustrativen Visualisierung eingeführt. Es wurde darge-
stellt, dass sich dieser primär damit beschäftigt, wie relevante Informationen dargestellt
werden können, um hierdurch gezielt die Kommunikation dieser Informationen zu unter-
stützen. Die illustrative Visualisierung und auch die vorliegende Arbeit beschäftigen sich
nur am Rande damit, welche Informationen auf diese Weise gesondert zu behandeln sind.
In diesem Kapitel wurden Gütekriterien vorgestellt, die eine qualitative Beurteilung
der visuellen Repräsentation hinsichtlich ihrer Aussagekraft erlauben. Mit der Problem-
beschreibung zur Vermeidung des Visual Clutters wurde ferner das Ziel einer verbes-
serten Kommunikation relevanter Informationen aufgegriffen. Als eine Möglichkeit, die-
se relevanten Informationen festzulegen, wurden außerdem Interaktionsverfahren zusam-
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menfassend dargestellt. Für die gezielte Kommunikation derartiger Informationen wird
im NPR auf das illustratorische Prinzip der Abstraktion zurückgegriffen, das ebenfalls
kurz beschrieben wurde. Hierbei wurde verdeutlicht, dass die Akzentuierung, die Deak-
zentuierung und das Bereitstellen zusätzlicher Detailinformationen von Bedeutung sind.
Außerdem wurde der Stand der Forschung dargelegt.
Das Ziel dieser Arbeit – eine illustrative Informationsvisualisierung – ist ein Teilbereich
der illustrativen Visualisierung. Die Erfolge in der illustrativen Volumen- und Strömungs-
visualisierung einerseits und andererseits die fehlenden systematischen Betrachtungen in
der illustrativen Informationsvisualisierung bilden die wesentliche Motivation dieser Ar-
beit. Sie soll das NPR und die Informationsvisualisierung zusammenführen und zeigen,
dass eine illustrative Informationsvisualisierung prinzipiell möglich ist. Zu diesem Zweck
erfolgt im nachfolgenden Kapitel 3 eine ausführliche Betrachtung hinsichtlich der Kom-
binationsmöglichkeiten von NPR und Informationsvisualisierung mittels der in den Ab-
bildungen 2.2 und 2.4 vorgestellten Modelle. Hierbei wird ein neues erweitertes Modell
für die illustrative Informationsvisualisierung entwickelt. Es ermöglicht die Einordnung
sowohl bestehender Ansätze als auch der in den Kapiteln 4–6 neu entwickelten Lösungen.
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Das vorliegende Kapitel untersucht zunächst systematisch, wie sich die Methoden aus der
Informationsvisualisierung und dem NPR kombinieren lassen. Dazu werden die beiden
Bereiche auf der Basis etablierter Modelle zusammengeführt. Als wichtiger Beitrag dieses
Kapitels wird ausgehend von der untersuchten Kombination das erweiterte Data-State-
Referenzmodell für die illustrative Informationsvisualisierung entwickelt.
3.1. Konzeptuelle Untersuchung
Existierende Verfahren, die sich einer illustrativen Informationsvisualisierung zuordnen
lassen, stellen bisher Einzellösungen dar. Das Ziel dieser Arbeit ist es jedoch, den An-
satz der illustrativen Informationsvisualisierung zu verallgemeinern. Aus diesem Grund
werden nachfolgend die Kombinationsmöglichkeiten von NPR und Informationsvisuali-
sierung auf konzeptueller Ebene untersucht.
Um in dieser Arbeit keine Einschränkung bezüglich einzelner Techniken vorzunehmen,
werden nachfolgend zunächst die Bereiche Informationsvisualisierung und NPR zusam-
mengeführt. Dafür wird auf zwei allgemeingültige Ansätze zurückgegriffen, die zum Einen
eine allgemeine Beschreibung der Verfahren der Informationsvisualisierung und zum An-
deren eine allgemeine Beschreibung der NPR-Methoden bereitstellen:
. Informationsvisualisierung Chi und Riedls Data-State-Referenzmodell lässt sich als Mo-
dell der Informationsvisualisierung nutzen, da sich Visualisierungstechniken als
Kombination der hierin enthaltenen frei wählbaren Operatoren und Zustände be-
schreiben lassen. Die vier modifizierbaren Zustandsoperatoren (ZW , ZA, ZV , ZB)
und die drei modifizierbaren Transformationsoperatoren (TF , TM , TR) ergeben sie-
ben Möglichkeiten, den Visualisierungsprozess zu beeinflussen (s. Abb. 2.2 auf S.9).
. NPR Zur Beschreibung der NPR-Verfahren lassen sich die vier von Halper et al. und
Schlechtweg identifizierten Bereiche (Modellmanipulationen, Bildmanipulatio-
nen, zusätzliche Grafikprimitive, zusätzliche Transformationen) sowie deren wech-
selseitige Beziehungen als grundlegendes Modell verwenden. Sämtliche NPR-Ver-
fahren lassen sich als Kombination dieser NPR-Bereiche inklusive entsprechender
Manipulationen und Transformationen beschreiben.
Die genannten Modelle erlauben durch ihre Mächtigkeit eine konzeptuelle Zusammen-
führung und Verknüpfung der Methoden der Informationsvisualisierung und des NPRs.
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Abbildung 3.1.: Potentielle Kombinationsmöglichkeiten des NPRs und der Informations-
visualisierung. Das Data-State-Referenzmodell bietet sieben Optionen in den Visualisie-
rungsprozess einzugreifen: Die vier Zustandsoperatoren (beige) und die drei Transfor-
mationsoperatoren (grün). Zusammen mit den vier NPR-Bereichen ergeben sich 28 zu
untersuchende Kombinationsmöglichkeiten.
Die weitreichende Flexibilität des Data-State-Referenzmodells ermöglicht es prinzipiell,
jeden NPR-Bereich in jedem Zustands- bzw. Transformationsoperator des Data-State-
Referenzmodells anzuwenden und umzusetzen. Durch die sieben Operatorklassen in der
Informationsvisualisierung einerseits und die vier NPR-Bereiche andererseits ergeben sich
28 verschiedene Ansatzpunkte für eine Kombination von Methodiken (siehe Abb. 3.1). Al-
lerdings führen die Charakteristika der NPR-Bereiche (siehe Kapitel 2.2.1) zu Einschrän-
kungen und so ist nicht jeder NPR-Bereich in jeder Stufe des Data-State-Referenzmodells
nutzbar. Bildmanipulationsverfahren können etwa nur angewendet werden, wenn im Vi-
sualisierungsprozess Bilddaten zur Verfügung stehen. So stellt sich die Frage, an welcher
Stelle des Visualisierungsprozesses welche NPR-Bereiche eingebunden werden können.
Neben einer möglichen Anwendbarkeit muss auch das Ziel der Anwendung betrachtet
werden. So liegt der Nutzungszweck der NPR-Verfahren in dieser Arbeit darin, die Kom-
munikation von (relevanten) Informationen in der Informationsvisualisierung zu unter-
stützen – also einer illustrativen Informationsvisualisierung. Dies gelingt aber nur, wenn
auch die Bedingungen der Informationsvisualisierung, etwa deren Gütekriterien, berück-
sichtigt werden. Deshalb muss betrachtet werden, ob sich möglicherweise auch seitens der
Informationsvisualisierung Beschränkungen in der Anwendung der NPR-Verfahren erge-
ben. Gerade das Ziel der illustrativen Informationsvisualisierung legt bestimmte Grenzen
bezüglichen ihrer Anwendungsbereiche im Data-State-Referenzmodell fest.
Dieses Kapitel geht den benannten Problemstellungen nach und stellt dar, in wie weit
Verfahren der NPR-Bereiche im Data-State-Referenzmodell eingesetzt werden können.
Die nachfolgenden Abschnitte legen dar, welche Möglichkeiten und Grenzen sich bei
der Kombination ergeben. So diskutiert der folgende Abschnitt 3.1.1 kurz das Problem
der Datenbewertung, als Voraussetzung der illustrativen Visualisierung. Darauffolgend
werden in den Abschnitten 3.1.2 – 3.1.5 die vier NPR-Bereiche separat betrachtet und
ihre Anwendbarkeit im Data-State-Referenzmodell diskutiert. Dabei ergeben sich für




Die Grundlage der illustrativen Visualisierung ist eine Beurteilung der zu visualisierenden
Daten bezüglich ihrer Relevanz (siehe Kap. 2.3.1). Diese kann interaktiv oder automa-
tisch erfolgen. Die interaktive Relevanzbewertung kann auf allen Stufen des Data-State-
Referenzmodells umgesetzt werden, indem dem Nutzer durch geeignete Operatoren die
entsprechenden Möglichkeiten bereitgestellt werden. Für die automatische Relevanzfestle-
gung müssen entsprechende Operatoren vorliegen, die diese automatischen Berechnungen
durchführen. Da im Data-State-Referenzmodell auf allen Stufen (automatische) Opera-
toren zugelassen sind, ist folglich auch auf allen Stufen eine automatische Relevanzbe-
wertung möglich. Da unterschiedliche Verfahren aber zu unterschiedlichen Ergebnissen
führen, muss hier aber im Vorfeld klar sein, welche Berechnungsmethoden mit welchen
Parametrisierungen angewendet werden sollen, um auch die Daten zu liefern, die in einem
gegebenen Kontext relevant sind.
Für die interaktive und für die automatische Festlegung der Relevanz können etwa die
in Kapitel 2.3.2 zusammengefassten Möglichkeiten genutzt werden. Für die illustrative
Informationsvisualisierung ist dabei nicht die konkrete Umsetzung der Relevanzbestim-
mung entscheidend, sondern der Fakt, dass sie durchgeführt wird.
Entsprechende Relevanzwerte vorausgesetzt, wird in den folgenden Abschnitten die An-
wendbarkeit der verschiedenen NPR-Bereiche im Data-State-Referenzmodell diskutiert.
Um nicht alle 28 Möglichkeiten zu untersuchen, werden nur jene Kombinationen betrach-
tet, in denen sich die NPR-Bereiche – zum Teil mit Einschränkungen – offensichtlich
im Data-State-Referenzmodell nutzen lassen. Dabei ergeben sich für jeden NPR-Bereich
primäre und sekundäre Anwendungsgebiete. In diesem Kapitel betrachtet werden
. Bildmanipulationen
. auf der Bilddatenebene
. beim Rendering
. bei der Nutzung von Texturen
. bei der Visualisierung von Bildersammlungen
. Zusätzliche Grafikprimitive
. im Zustand der visuellen Abstraktion
. während des Mappings
. Modellmanipulationen
. auf dem geometrischen Modell
. durch die Anreicherung der Daten
. während der Modellerzeugung im Mapping
. Zusätzliche Transformationen
. zwischen zusätzlichen Grafikprimitiven, geometrischem Modell und der Bildebene
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Abbildung 3.2.: Schematische Darstellung untersuchter Kombinationen des NPRs und des
Data-State-Referenzmodells. Nicht betrachtete Anwendungsoptionen sind abgeblendet.
Die in dieser Arbeit untersuchten Kombinationen sind in Abbildung 3.2 hervorgehoben.
Diese Matrix wird in verkleinerter Form am Rand neben dem Text der nachfolgenden
Abschnitte dargestellt. Die in dem jeweiligen Abschnitt untersuchten Kombinationen
werden dabei durch einen schwarzen Punkt angezeigt.
3.1.2. Bildmanipulationen





und weniger wichtiger Informationen zusammenfassen. Für diesen Zweck können auch
Bildmanipulationsverfahren verwendet werden, die auf der einen Seite Hervorhebungen
und auf der anderen Seite Abschwächungen von Bildinhalten erlauben. Durch erzeugte
Stile und deren Eigenschaften lassen sich auch zusätzliche Informationen in das Bild
einbringen (z.B. über die Ausrichtung von Schraffuren u.ä.).
Diese Eigenschaften der Bildmanipulationen lassen sich für eine illustrative Informati-
onsvisualisierung ausnutzen. Allerdings setzt dies eine Ungleichbehandlung verschiedener
Bildbereiche voraus: Abschwächende Bildmanipulationen sollen auf weniger wichtigen
und hervorhebende auf den wichtigen Bildbereichen durchgeführt werden. Entsprechend
müssen eingebrachte zusätzliche Details (z.B. verschiedene Stile, erzeugte Texturen) nur
die Kommunikation der relevanten Daten unterstützen. Die visuelle Trennung und die
Detailanreicherung sollten sich je nach visualisierten Daten also global (Bild), lokal (Bild-
bereiche) oder punktuell (Bildpunkte) anwenden lassen.
Bildmanipulationsverfahren setzen für ihre Anwendung zweidimensionale Bilddaten
als Eingabe voraus. Derartige Daten liegen in der Regel erst nach dem Rendering im
Bilddatenzustand vor und so ist die Nutzung von Bildmanipulationsverfahren auf ande-
ren Stufen des Data-State-Referenzmodells nicht ohne weiteres möglich. Hieraus ergibt
sich der primäre Anwendungsbereich der Bildmanipulationsverfahren auf Bilddatenebe-
ne. Darüber hinaus ergeben sich weitere sekundäre Anknüpfungspunkte, die ebenfalls in
den folgenden Abschnitten diskutiert werden.
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3.1.2.1. Primär: Auf Bilddatenebene




stand der Bilddaten erfüllt. Deshalb lassen sich Bildmanipulationsverfahren durch eine
entsprechende Belegung der Zustandsoperatoren auf der Bilddatenebene umsetzen. Dabei
können sämtliche Bildmanipulationsverfahren genutzt werden. Dazu zählen etwa Tech-
niken zur Kantenhervorhebung oder Farbmanipulation aber auch zur Nachahmung von
Kunststilen wie Aquarellen durch zelluläre Automaten [Sma91].
Diese Techniken lassen zunächst nur eine einheitliche Modifikation der gesamten visu-
ellen Repräsentation zu, beispielsweise eine einheitliche Farbmanipulation, eine einheit-
liche Kantenhervorhebung und so weiter. Dementsprechend sind sie nicht unmittelbar
für eine illustrative Informationsvisualisierung nutzbar. Informationen darüber, welche
Daten, und damit welche Bildbereiche, relevant sind oder mit Details angereichert wer-
den müssen, liegen in der Regel nicht mehr vor, da mit den Rendering-Operatoren die
geometrischen Daten in einzelne Bildpunkte umgewandelt werden.
Für die Steuerung der Bildmanipulationen werden im NPR deshalb oft so genannte
Geometric Buffer (G-Buffer) eingesetzt. Diese halten etwa zusätzliche Eigenschaften des
geometrischen Modells (z.B. Identitäten: ID-Buffer, Tiefenwerte: Z-Buffer) in Form spe-
zieller Bilddaten fest. So stehen diese Informationen auch nach dem Rendering zur Verfü-
gung und können während der Bildmanipulation etwa der angepassten Parametrisierung
dienen. So ist es möglich, dass etwa Objektgrenzen in Mosaiken, Schraffuren, Aquarellen
u.ä. sichtbar bleiben oder dass Pinselstriche und Mosaiksteine den Objektformen folgen.
Dieses Konzept lässt sich ohne größeren Aufwand in die Informationsvisualisierung in-
tegrieren, da hierfür lediglich die Rendering-Operatoren für die Erzeugung der G-Buffer
angepasst werden müssen. Mittels der ID-Buffer lassen sich etwa sämtliche dargestell-
ten visuellen Repräsentanten im Bildraum identifizieren. Genauso können G-Buffer die
Parameter der Manipulationsverfahren enkodieren und somit eine individuelle Manipula-
tionen der visuellen Repräsentanten im Bildraum ermöglichen. Mit dieser Modifikation
der Rendering-Operatoren sind Bildmanipulationen auf Bildebene also nicht nur global,
sondern auch lokal und punktuell nutzbar.
3.1.2.2. Sekundär: Bildmanipulationen während des Renderings




zeugung so zu manipulieren, dass die resultierenden Bilddaten bereits entsprechend ver-
ändert sind. Eine derartige Manipulation ist ohne vorliegende Bilddaten durchführbar
und durch die mittlerweile frei programmierbaren Renderingpipelines realisierbar. Vie-
le neuere Arbeiten im NPR nutzen diese Möglichkeiten der Grafikhardware, um Bild-
manipulationen zu beschleunigen und bereits im Rendering herbeizuführen. So können
beispielsweise Schraffuren durch das Rendering direkt aus Geometriemodellen erzeugt
werden (z.B. [PHMF01]). Das Rendering soll deshalb nachfolgend als weitere Möglich-
keit zur Bildmanipulation aufgefasst werden.
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Da sämtliche Daten der visuellen Abstraktion den Rendering-Operatoren als Eingabe
dienen, können alle visuellen Repräsentanten individuell behandelt werden. Dies gestat-
tet punktuelle, lokale und globale Manipulationen der zu erzeugenden Bilddaten. Somit
lassen sich illustrative Ziele in den Rendering-Operatoren umsetzen. So können beispiels-
weise hardwarebasierte Schraffuren [PHMF01] genutzt werden, um Bildbereiche schon
während deren Erzeugung zu deakzentuieren oder über die hierbei verwendeten Tonal
Art Maps zusätzliche Detailinformationen im dargestellten Bild zu kodieren.
Einschränkend für die Nutzung der Rendering-Operatoren wirken die technischen Ge-
gebenheiten aktueller Grafikhardware. Diese ist auf eine Parallelverarbeitung der Pixel
ausgelegt. Viele Bildmanipulationsverfahren benötigen jedoch eine sequentielle Abarbei-
tung der Ausgabepixel, um etwa Fehler auf benachbarte Pixel zu verteilen (z.B. beim
Dithering). Diese Verfahren sind somit nicht mit Rendering-Operatoren umsetzbar. Trotz
dieser Einschränkung, die zur Einstufung als sekundäres Anwendungsgebiet führt, kann
festgehalten werden, dass Bildmanipulationen für illustrative Zwecke im Rendering um-
gesetzt werden können. Hierfür müssen allerdings keine Bilddaten, sondern die entspre-
chenden geometrischen Daten der visuellen Abstraktion als Eingabe vorliegen.
3.1.2.3. Sekundär: Spezialfall – Texturen





erfüllt sein, wenn im Mapping die visuelle Variable Textur genutzt wird. Da Texturen
ebenfalls Bilddaten sind, lassen sich Bildmanipulationsverfahren damit auch im Zustand
der visuellen Abstraktion umsetzen.
Im Zustand der visuellen Abstraktion sind die Identitäten und die numerischen Para-
meter für jeden visuellen Repräsentanten bekannt. Somit können Texturen als Teil der
visuellen Repräsentanten individuell manipuliert werden. Auf diese Weise sind punktuelle,
lokale und globale Bildmanipulationen umsetzbar. Dementsprechend können Bildmani-
pulationsverfahren auf Texturen der visuellen Trennung und der Detailanreicherung im
Sinne einer illustrativen Informationsvisualisierung dienen.
Bei der Überführung der Texturen aus der visuellen Abstraktion in den Bildraum wer-
den Texturen oft weiteren Transformationen unterzogen (z.B. bei perspektivischen Ver-
zerrungen). Zusammen mit dem mitunter komplexen Verhalten der Bildmanipulationen
(z.B. bei Aquarellen), ist es unter Umständen schwierig, das endgültige Erscheinungsbild
der Texturen nach der Bildmanipulation vorauszusagen. Allerdings werden Texturen ge-
mäß [Mac86] vorrangig für die Visualisierung nominaler und ordinaler Daten eingesetzt,
bei der die Unterscheidbarkeit und sogar eine spontane Ordnung der Texturen durch den
Nutzer wichtig ist. Diese Charakteristika können nach durchgeführten Bildmanipulatio-
nen auf Texturen eventuell nicht mehr gewährleistet werden. Aus diesem Grund ist dar-
auf zu achten, dass die eingesetzten Manipulationsverfahren die Unterscheidbarkeit und
eventuelle Ordnung der Texturen weitestgehend erhalten. Wegen dieser Einschränkungen
werden Texturen als sekundäres Anwendungsgebiet für Bildmanipulationen eingestuft.
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3.1.2.4. Sekundär: Spezialfall – Visualisierung von Bildersammlungen




Bildersammlungen gehören. Die wesentliche Motivation bei deren Visualisierung besteht
im effizienten Auffinden einzelner Bilder (z.B. in [KS00, Bed01, KS06, SBD06, MFGJ08]).
Dabei werden die Bilder im Allgemeinen bezüglich ihrer Eigenschaften (z.B. Farbgebung,
enthaltene Formen, Metadaten) analysiert, sortiert, geeignet angeordnet und in verklei-
nerter Form dargestellt.
Dadurch, dass in diesem speziellen Szenario die Daten selbst Bilder sind und diese
schließlich auch auf der Bilddatenebene angezeigt werden, können Bildmanipulationen
auf allen Stufen des Data-State-Referenzmodells durchgeführt werden. Da die Einga-
bebilder dabei jeweils einzeln modifiziert werden können, ist es offensichtlich, dass die
Manipulationsmöglichkeiten punktuelle, lokale und globale Modifikationen erlauben. Da
Bilddaten auf allen Stufen vorliegen, können durch sie zum Teil auch weitere Bilddaten
erzeugt und ebenso manipuliert werden. Im Filtering können etwa Schraffuren, Diffe-
renzbilder oder Ähnliches erzeugt werden, die im Zustand der analytischen Abstraktion
wiederum geglättet werden können und so weiter.
Es muss jedoch angemerkt werden, dass Bildmanipulationsverfahren auf den zu vi-
sualisierenden Bilddaten grundsätzlich einen Eingriff in die Daten darstellen und die
enthaltenen Informationen verändern. Somit kann die Expressivität der visuellen Reprä-
sentation verletzt werden. Wegen dieser Einschränkung wird auch dieser Spezialfall als
sekundäres Anwendungsgebiet für Bildmanipulationen eingestuft, obwohl sie auf allen
Stufen des Data-State-Referenzmodells angewendet werden können.
3.1.2.5. Zusammenfassung und Bewertung
Die vorigen Abschnitte zeigen, dass Bildmanipulationsverfahren prinzipiell auf der Bild-
datenebene anwendbar sind, für eine illustrative Anwendung jedoch zusätzliche Informa-
tionen etwa in Form entsprechender G-Buffer benötigen. Daneben kann das Rendering
selbst für Bildmanipulationen genutzt werden. Es benötigt hierfür allerdings die visuelle
Abstraktion anstelle der Bilddaten als Eingabe. Bildmanipulationen lassen sich weiterhin
auf Texturen im Zustand der visuellen Abstraktion und im Spezialfall zu visualisierender
Bildersammlungen auf allen Stufen des Data-State-Referenzmodells anwenden. Wegen
der Möglichkeit punktueller, lokaler und globaler Modifikationen, ist es in jedem der An-
satzpunkte prinzipiell möglich, wichtige von weniger wichtigen Daten visuell zu trennen
und zusätzliche Details über die Eigenschaften der Manipulationen einzubringen.
Dennoch sind die beschriebenen Möglichkeiten nicht in gleichem Umfang und gleicher
Mächtigkeit zur illustrativen Informationsvisualisierung geeignet. Als naheliegender An-
satz stellen sich Bildmanipulationen auf der Bildebene dar. In diesem Zustand liegen
immer Bilddaten vor, die Wirkung der Bildmanipulationen unterliegt keinen weiteren
Transformationen, alle Bildmanipulationsverfahren die Bilddaten als Eingabe erwarten
lassen sich als Operator auf diesem Zustand implementieren, und es gibt keine Einschrän-
kungen durch die genutzte Hardware. Für die punktuelle und lokale Nutzung der Bildma-
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Abbildung 3.3.: Anwendungsgebiete für Bildmanipulationen im Data-State-Referenzmo-
dell. Die Spezialfälle liegen vor, wenn Texturen für die Visualisierung genutzt werden
oder wenn Bildersammlungen visualisiert werden.
nipulationsverfahren ist ein Eingriff in das Rendering notwendig, um etwa entsprechende
G-Buffer bereitzustellen. Dementsprechend wird die Bilddatenebene als primäres Anwen-
dungsgebiet dieser Verfahren angesehen.
Demgegenüber weisen die anderen Anwendungsbereiche Einschränkungen auf: Bildma-
nipulationen lassen sich nur dann auf Texturen anwenden, wenn diese imMapping für die
Visualisierung genutzt werden. Im Rendering lassen sich nicht alle Manipulationsverfah-
ren wegen Hardwarebeschränkungen umsetzten und der Spezialfall zu visualisierender
Bildersammlungen beschreibt eher eine Ausnahme der Informationsvisualisierung. Da
aber trotzdem viele Bildmanipulationen bei den genannten Optionen möglich sind, wer-
den sie als sekundäre Anwendungsbereiche für Bildmanipulationen angesehen.
Insgesamt muss angemerkt werden, dass sich durch Bildmanipulationsverfahren aber
auch Probleme ergeben können, insbesondere wegen der vielfältigen Parametrisierungs-
möglichkeiten und der inhärenten Zufälligkeit der Verfahren. Speziell das schwierige Ab-
schätzen der Verfahrensergebnisse kann die visuelle Kommunikation von Informationen
negativ beeinflussen. Gerade wenn die Wirkung verwendeter NPR-Parameter dem Nutzer
unbekannt ist (z.B. Pigmentgewicht in der Aquarellsimulation) kann dieser Fall eintre-
ten. Ebenso problematisch ist es, wenn datenkodierende visuelle Variablen (z.B. Farbe)
manipuliert werden. Dementsprechend müssen die zu verwendenden Bildmanipulations-
verfahren sorgfältig gewählt und parametrisiert werden.
Abbildung 3.3 verdeutlicht noch einmal die vorgestellten prinzipiellen Anwendungsmög-
lichkeiten für Bildmanipulationsverfahren in der illustrativen Informationsvisualisierung.
In Kapitel 4 werden hierfür konkrete Beispiele vorgestellt.
3.1.3. Zusätzliche Grafikprimitive





dene Stile) ist das Einbringen zusätzlicher Detailinformationen ein wichtiger Bestandteil
des NPRs und insbesondere der Illustration. Zu diesen Zwecken wird auch auf zusätzliche
Grafikprimitive zurückgegriffen. Das Einbringen zusätzlicher Details ist auch ein wichti-
ges Grundprinzip in der Informationsvisualisierung, das beispielsweise mit dem Visual
Information Seeking Mantra als Details-on-Demand beschrieben ist [Shn96].
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Im NPR werden zusätzliche Grafikprimitive als zusätzliche Datenstrukturen definiert,
die weder zum geometrischen Modell noch zum zweidimensionalen Bild gehören und viel-
fältig parametrisiert werden können. Sie dienen im NPR primär der modell- und bildunab-
hängigen und damit austauschbaren Definition verschiedener Stile und unterscheiden sich
gerade durch ihre Komplexität von Grafikprimitiven, die Grafikbibliotheken gewöhnlich
bereitstellen. Insbesondere Strokes gehören zu den zusätzlichen Grafikprimitiven [Sch07].
In der Illustration spielen aber auch Beschriftungen eine wichtige Rolle, die ebenfalls als
zusätzliche Grafikprimitive aufgefasst werden können. Der Inhalt der Beschriftung ist
zwar fest vorgegeben, allerdings sind die Schriftgestaltung (Größe, Schriftart,. . . ) und
selbst die Beschriftungsposition meist vom Modell und vom Bild unabhängig und in
gewissem Rahmen austauschbar. Die diversen Optionen zur Schriftgestaltung stellen ei-
ne Entsprechung zu den facettenreichen Attributierungsmöglichkeiten der Strokes dar,
sind dadurch mit unterschiedlichen erzeugbaren Stilen vergleichbar und heben sich auch
hinsichtlich ihrer Komplexität von herkömmlichen Grafikprimitiven ab.
Beschriftungen, aber auch zusätzliche grafische Hinweise (z.B. Pfeile), sind in der Infor-
mationsvisualisierung sinnvoll und üblich. Allerdings wird die Vielfalt der Möglichkeiten,
die das NPR durch zusätzliche Grafikprimitive und entsprechender Stile bereitstellt, in
der Informationsvisualisierung noch nicht in gleicher Weise aufgegriffen. Es ist nahelie-
gend, zusätzliche Grafikprimitive neben dem geometrischen Modell im Zustand der visu-
ellen Abstraktion zur Verfügung zu stellen. Auf diese Weise können etwa unterschiedliche
Stile die visuelle Trennung von Informationen unterstützen oder Beschriftungen, Pfeile
und andere Markierungen der Datailanreicherung und der Hervorhebung dienen. Gera-
de die weitreichenden Parametrisierungsmöglichkeiten der zusätzlichen Grafikprimitive
können weitere Möglichkeiten für den Mapping-Schritt eröffnen, Daten auf visuelle Va-
riablen abzubilden. Bezogen auf das Data-State-Referenzmodell sind also der Zustand
der visuellen Abstraktion und die Mapping-Operatoren ein wesentlicher Anwendungsbe-
reich für zusätzliche Grafikprimitive. Nachfolgend wird deshalb die mögliche Anwendung
zusätzlicher Grafikprimitive und sich daraus ergebende Implikationen untersucht.
3.1.3.1. Primär: Im Zustand der visuellen Abstraktion




weiterer Ausgangspunkt der Bilderzeugung herangezogen. Sie werden unter anderem da-
zu genutzt, um verschiedene Stile zu definieren die den Modellbestandteilen zugewiesen
werden oder um gezielt zusätzliche Details einzubringen – jeweils um Informationen her-
vorzuheben. Hiervon ausgehend liegt es nahe, auf der Stufe der visuellen Abstraktion ne-
ben dem im Mapping erzeugten geometrischen Modell auch zusätzliche Grafikprimitive
einzubinden. Die Nutzung unterschiedlicher Stile aber auch das Einbringen von Beschrif-
tungen, Pfeilen u.Ä. kann in der illustrativen Informationsvisualisierung Vorteile bringen
und beispielsweise die Lokalisation einzelner visueller Repräsentanten unterstützen.
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Das Tutorial zum Stroke-based Rendering [Her03] zeigt, dass sich verschiedene Stile
im Wesentlichen durch die Ausgestaltung der zusätzlichen Grafikprimitive und deren
Platzierung unterscheiden. Für eine visuelle Trennung wichtiger und weniger wichtiger
Informationen und für die Detailanreicherung sind den Modellbestandteilen also unter-
schiedliche zusätzliche Grafikprimitive und geeignete Platzierungsverfahren zuzuweisen.
Diese Zuordnung kann prinzipiell beliebig erfolgen und ist punktuell, lokal und global
möglich. Sie legt fest, welcher visuelle Repräsentant unter Zuhilfenahme welches zusätzli-
chen Grafikprimitives und entsprechender Platzierungsverfahren dargestellt werden soll.
Die Integration der zusätzlichen Grafikprimitive in das geometrische Modell oder den
Bildraum – also die Platzierung und Anpassung von Pinselstrichen, Beschriftungen, Pfei-
len u.Ä. – erfolgt wie im NPR unter Zuhilfenahme zusätzlicher Transformationen.
Viele der durch die NPR-Verfahren und die zusätzlichen Grafikprimitive erzeugten
Stile führen zu einer gewissen Reduktion der dargestellten Informationen – etwa einer
gröberen Darstellung durch Pinselstriche, Mosaiksteine o.Ä. oder einem Farbverlust bei
Schraffuren oder Punktzeichnungen. Um die Kommunikation relevanter Informationen zu
unterstützen, sind derartige Verfahren bevorzugt für die weniger wichtigen Informationen
bzw. visuellen Repräsentanten zu nutzen. Im Gegensatz dazu können entsprechend gestal-
tete Strokes als Konturen aber auch geeignete Beschriftungen, Pfeile oder Markierungen
die wichtigen Informationen hervorheben. Dabei ist grundsätzlich darauf zu achten, dass
die Expressivität und die Effektivität der visuellen Repräsentation nicht verletzt wird.
Wird etwa die visuelle Variable Position zur Kodierung von Daten genutzt, sollte auf
vergröbernde Darstellungen beispielsweise mit Pinselstrichen verzichtet werden.
Die zusätzlichen Grafikprimitive liegen neben dem geometrischen Modell im Zustand
der visuellen Abstraktion vor und können etwa festlegen, in welchem Stil visuelle Reprä-
sentanten darzustellen sind. Darüber hinaus, sind zusätzliche Grafikprimitive besonders
durch ihre hohe und flexible Parametrisierbarkeit gekennzeichnet, die sich im Mapping
für die Visualisierung von Daten nutzen lässt.
3.1.3.2. Primär: Mapping





sätzlichen Grafikprimitiven bisher nicht dargestellte weitere Daten visualisieren, so ist es
naheliegend, dies imMapping-Schritt mit der Kodierung der Daten zu verbinden. Daraus
ergeben sich wesentliche Vorteile. Wenn man beispielsweise Strokes nutzt, so stehen die
Parameter zur Beschreibung der Strokes sowohl zur Kodierung von Daten als auch zur
Kodierung weiterer Eigenschaften wie beispielsweise Unsicherheiten zur Verfügung.
Die Anwendbarkeit zusätzlicher Grafikprimitive unterliegt keinen speziellen Anforde-
rungen sondern stellt vielmehr eine optionale Erweiterung der Möglichkeiten in den Map-
ping-Operatoren dar. Wie im vorigen Abschnitt bereits beschrieben, wird die visuelle Ab-
straktion nunmehr nicht nur über das geometrische Modell zur Beschreibung der Daten,
sondern auch über zusätzliche Grafikprimitive definiert. Auf diese Weise sind die zusätz-
lichen Grafikprimitive mit punktuellem, lokalen und globalen Wirkungsbereich nutzbar.
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Zu beachten ist allerdings, dass Wechselwirkungen zwischen den visuellen Variablen zur
Kodierung der Daten und den Parametern der zusätzlichen Grafikprimitive bestehen. So
beeinflussen etwa die Parameter Breite und Druck eines Pinsel-Strokes jeweils die visuelle
Variable Fläche. Wenn aber mit der Variable Fläche Datenwerte kodiert werden, kann
dies zu falschen Interpretationen führen. Deshalb ist eine sorgfältige Parametrisierung
der zusätzlichen Grafikprimitive notwendig.
Hinzu kommt, dass nicht immer alle Eigenschaften der zusätzlichen Grafikprimitive
im Mapping festgelegt werden. Eigenschaften wie etwa die Position oder Größe werden
oft erst unter Zuhilfenahme von zusätzlichen Transformationen festgelegt. Das heißt, im
Mapping wird beispielsweise definiert, wie die Daten kodiert und welche zusätzlichen
Grafikprimitive welche Informationen kommunizieren sollen. Die Positionen und Größen
der zusätzlichen Grafikprimitive werden jedoch oft erst in einem gesonderten Schritt
bestimmt. Diesem zweiten Schritt ist besondere Aufmerksamkeit zu widmen, um bei-
spielsweise Verdeckungen beim Rendering zu vermeiden. Da hierbei etwa die Größen
der zusätzlichen Grafikprimitive angepasst werden können (z.B. von Beschriftungen), ge-
nügt es, einige Eigenschaften der Grafikprimitive im Mapping nur relativ anzugeben (z.B.
Großstädte: Schriftgrad größer als normal, Dörfer: Schriftgrad kleiner als normal).
3.1.3.3. Zusammenfassung und Bewertung
Die vorigen Abschnitte zeigen, dass es sowohl auf der Ebene der visuellen Abstraktion als
auch im Mapping-Schritt prinzipiell möglich und sinnvoll ist, zusätzliche Grafikprimitive
in das Data-State-Referenzmodell einzubinden. Danach sind die zusätzlichen Grafikprimi-
tive neben dem geometrischen Modell als Teil der visuellen Abstraktion anzusehen. Für
die Positionierung, Skalierung, Ausrichtung etc. der zusätzlichen Grafikprimitive werden
wie im NPR zusätzliche Transformationen benötigt.
Die Nutzung zusätzlicher Grafikprimitive (z.B. Beschriftungen, Pfeile) und durch sie
definierbare Stile können die visuelle Trennung relevanter und weniger relevanter Infor-
mationen unterstützen. Durch die Einbindung in den Mapping-Schritt lässt sich zudem
die Abbildung von Daten auf visuelle Variablen erweitern. Somit können auch bei großer
Dimensionalität der Datensätze noch zusätzliche Details in die Visualisierung eingebracht
werden, um zum Beispiel das Information Seeking Mantra umzusetzen. Beschriftungen
können zudem über ihren Inhalt zusätzliche Informationen kommunizieren und die Inter-
pretation der Daten fördern.
Die zusätzlichen Grafikprimitive müssen wie im NPR in einem gesonderten Schritt in
das geometrische Modell beziehungsweise den Bildraum integriert werden (siehe Abb. 2.4
auf S.15). Hieraus resultiert eine enge Kopplung zwischen den zusätzlichen Grafikprimi-
tiven und den hierbei verwendeten zusätzlichen Transformationen: Die Nutzung zusätz-
licher Grafikprimitive zur Visualisierung von Daten ist nur dann sinnvoll, wenn sicherge-
stellt werden kann, dass dies nicht zur Verdeckung relevanter Informationen führt. Wie
bei ikonenbasierten Visualisierungstechniken (z.B. [Fuc02]), kann etwa die gegenseitige
Überlagerung weniger Primitive, die Effektivität und sogar die Expressivität der gesam-
ten Visualisierung beeinflussen.
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Abbildung 3.4.: Nutzbarkeit zusätzlicher Grafikprimitive im Data-State-Referenzmodell.
Die zusätzlichen Grafikprimitive lassen im Zustand der visuellen Abstraktion etwa zur
Definition unterschiedlicher Stile und in den Mapping-Operatoren für die Kodierung von
Daten nutzen. Sie sind Bestandteil der visuellen Abstraktion.
Abbildung 3.4 zeigt die Stufen, die das Einbinden der zusätzlichen Grafikprimitive
im Data-State-Referenzmodell erlauben. Da die visuelle Trennung wichtiger und weniger
wichtiger Informationen und die Kommunikation zusätzlicher Details von hoher Bedeu-
tung für die illustrative Informationsvisualisierung sind, werden beide Stufen als primäre
Anwendungsoptionen eingeordnet. Konkrete Verfahren zur Nutzung zusätzlicher Grafik-
primitive werden in Kapitel 5 vorgestellt.
3.1.4. Modellmanipulationen





um wichtige von unwichtigen Informationen zu trennen und zusätzliche Details in die
Darstellung einzubringen. Beispielhaft seien unterschiedliche Skalierungen oder die Ver-
feinerung/Vergröberung geometrischer Modelle genannt. Diese Verfahren stellen damit
eine Möglichkeit zur Umsetzung illustrativer Ziele in der Informationsvisualisierung dar.
Die Modellmanipulationen des NPR setzen die Existenz eines geometrischen Modells
voraus (vgl. Kap. 2.2.1). Allerdings ist ein solches Modell in der Informationsvisualisie-
rung nicht von vornherein gegeben, sondern muss erst mit Hilfe der Mapping-Operatoren
erzeugt werden. Es liegt dann im Zustand der visuellen Abstraktion vor. Da in diesem
Zustand alle Voraussetzungen für die Anwendung von Modellmanipulationen gegeben
sind, ist eine Einordnung als primäres Anwendungsgebiet naheliegend.
Andererseits ist es aber auch möglich, bereits vorher durch entsprechende Verände-
rungen auf die Modellerzeugung Einfluss zu nehmen. Die beabsichtigten Modifikationen
der geometrischen Modellbeschreibung werden dementsprechend schon vor oder während
der Modellerzeugung berücksichtigt, und so wird ein bereits modifiziertes geometrisches
Modell erzeugt. Diese zusätzliche Option besteht nicht im NPR, da geometrische Model-
le hier als Ausgangspunkt der Bilderzeugung angesehen werden. In den nachfolgenden
Abschnitten werden deshalb auch mögliche Ansätze zu Modellmanipulationen auf vorher-
gehenden Stufen des Data-State-Referenzmodells betrachtet. Derartige Manipulationen
bei der Modellerzeugung werden als sekundärer Ansatzpunkt eingestuft.
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3.1.4.1. Primär: Manipulation des geometrischen Modells




legt das primäre Anwendungsgebiet dieser Verfahren im Zustand der visuellen Abstrak-
tion nahe. Das in diesem Zustand vorliegende geometrische Modell wurde zuvor mit
Mapping-Operatoren erzeugt.
Wegen der Vielfalt möglicher geometrischer Modelle lassen sich auch vielfältige Mani-
pulationsmöglichkeiten auf Modellebene ableiten. Im Gegensatz zum NPR müssen die
verschiedenen Optionen jedoch jeweils gesondert untersucht werden. Im NPR wird in der
Regel von dreidimensionalen Modellen realer Objekte ausgegangen. Aus diesem Grund
erwarten existierende Modellmanipulationsverfahren meist auch eine ähnliche Ausgangs-
situation; beispielsweise dass gewisse Eigenschaften der dreidimensionalen Modelle ähn-
lich manipuliert werden können (Positionsänderungen, Auftrennen in Bestandteile, Aus-
tausch von Materialien. . . ). Im Unterschied dazu werden in der Informationsvisualisie-
rung oft auch zweidimensionale Modelle erzeugt, die sich gemäß der freien Wahl der
Mapping-Operatoren zudem stark unterscheiden können. Viele der NPR-Verfahren für
dreidimensionale Modelle lassen sich zwar auf den zweidimensionalen Fall übertragen
(z.B. Verzerrungen), jedoch werden die unterschiedlichen Ausgangssituationen die An-
wendbarkeit der Verfahren häufig einschränken oder visualisierungsspezifische Anpassun-
gen erfordern. Dies gilt es zu beachten. Als Beispiel für den Aufwand visualisierungsspe-
zifischer Anpassungen in der Informationsvisualisierung seien die verschiedenen Arbeiten
zum Edge-Bundling genannt (z.B. [PXY+05, Hol06, GK07, CZQ+08, ZYQ+08, HW09]),
die jeweils die grundlegende Idee der Flow Maps [Bri39] aufgreifen und für verschiedene
Daten und Visualisierungsverfahren (hierarchische Graphen, allgemeine Graphen, runde
Graphlayouts, parallele Koordinaten. . . ) anpassen.
Trotzdem sind Modellmanipulationen auf der Modellebene prinzipiell nutzbar. Weil auf
dieser Stufe des Data-State-Referenzmodells sämtliche Informationen über die visuellen
Repräsentanten vorliegen, sind punktuelle, lokale, und globale Modellmanipulationen rea-
lisierbar. So ist also auch eine differenzierte Modifkation des Modells für eine illustrative
Informationsvisualisierung möglich. Dabei können im Prinzip sämtliche Bestandteile des
geometrischen Modells manipuliert werden und folglich sind manipulierte Größen (z.B.
Punkte in Scatterplots), Linienbreiten (z.B. in Graphvisualisierungen), Farben, Positio-
nen und Ähnliches denkbar. Als komplexeres Beispiel können die Kapitel 2.3.5 bereits
genannten Verzerrungstechniken aufgeführt werden (z.B. [CCF97]). Derartige Modellma-
nipulationen werden in dieser oder abgewandelter Form bereits in der Informationsvisua-
lisierung genutzt (z.B. [TFS08a]).
Bei der Anwendung der Modellmanipulationen ist darauf zu achten, dass weder die
Effektivität noch die Expressivität verletzt werden. Deshalb sollten lediglich Bestandteile
des geometrischen Modells manipuliert werden, deren Veränderung die Kodierung von
Datenwerten nicht verändert. Wird etwa die visuelle VariableGröße für die Visualisierung
von Datenwerten genutzt, so ist eine Hervorhebung relevanter Daten durch skalierende
Verzerrungen nicht erlaubt.
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3.1.4.2. Sekundär: Modellmanipulation durch Datenanreicherung
Mit den Filtering-Operatoren und den Zustandsoperatoren der analytischen Abstrakti-ZW TF ZA TM ZV TR ZB
BM #######
ZG #######
MM #  ####
ZT #######
on lassen sich die zu visualisierenden Daten analysieren und mit Metadaten anreichern.
Diese ermöglichen wiederum eine Modifikation geometrischer Modelle: Für unterschiedli-
che Visualisierungstechniken können jeweils spezifische Metadaten erzeugt werden, die im
späteren Mapping zu Veränderungen der Modellerzeugung führen und damit auch die Er-
zeugung der visuellen Repräsentation beeinflussen. Beispielsweise lassen sich Metadaten
nutzen, um im Mapping genutzte Farbskalen festzulegen. Werden diese Metadaten geän-
dert, lassen sich auf diese Weise auch entsprechende Modifikationen in der Farbkodierung
hervorrufen. Die gleichen Metadaten können auch für Skalenanpassungen zum Beispiel in
Scatterplots verwendet werden, was dort etwa zu einer Verschiebung von Punktpositionen
führen kann. Prinzipiell lässt sich in beiden Fällen die Darstellung durch das Einbinden
von Wertebereichseigenschaften beeinflussen und es kann sowohl die visuelle Trennung
(z.B. durch Farben) als auch die Detailanreicherung (z.B. feinere Skalenunterteilung)
unterstützt werden.
Auch hier ist darauf zu achten, dass trotz derartiger Modifikationen des geometrischen
Modells die Expressivität erhalten bleibt – etwa das trotz einer Farbskalenmodifikation
die Charakteristika der zugrunde liegenden Daten berücksichtigt werden, da beispielswei-
se nominale Daten andere Farbskalen als ordinale Daten erfordern. Schließlich muss noch
erwähnt werden, dass bei solchen Modifikationen bekannt sein sollte, wie die Metadaten
im Mapping berücksichtigt werden und welchen Effekt entsprechende Änderungen haben.
Wenn die Wirkung der Metadaten bekannt ist, lassen sich prinzipiell auch punktuelle, lo-
kale und globale Modellmanipulationen und somit auch illustrative Ziele umsetzen.
Zusammenfassend lässt sich festhalten, dass sich auf der Basis von Metadaten die
visuellen Repräsentanten gezielt manipulieren lassen. Allerdings werden die Metadaten
im Datenraum festgelegt, aber erst mit der Überführung in grafische Daten ausgewertet.
Dazu müssen die Folgen abgeschätzt werden, was nicht immer einfach ist. Wegen dieser
Einschränkung wird diese Option als sekundär eingestuft.
3.1.4.3. Sekundär: Modellmanipulation während der Modellerzeugung





entsprechende Mapping-Operatoren verändert werden kann. So können die visuellen Re-
präsentanten einzelner Daten bereits modifiziert angelegt werden – zum Beispiel kann
statt einer hervorhebenden Verzerrung des geometrischen Modells (siehe oben) auch ei-
ne verzerrende Abbildung auf die visuelle Variable Größe durchgeführt werden. Da das
Modell erst erzeugt wird, lassen sich sowohl punktuelle, lokale als auch globale Verände-
rungen der visuellen Repräsentanten herbeiführen.
Obwohl die freie Wahl der Mapping-Operatoren im Data-State-Referenzmodell die Er-
zeugung modifizierter Modelle und somit Modellmanipulationen zulässt, führt die Option,
dasMapping beliebig manipulieren zu können, auch zu Problemen. Insbesondere kann die
Expressivität der Visualisierung verletzt werden, wenn etwa datenrepräsentierende Grö-
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ßen, Positionen oder Farben einzelner visueller Repräsentanten verändert werden, um
deren Hervorhebung zu erzielen. Eine Modifikation der Modellerzeugung darf sich aus
diesem Grund nur auf diejenigen visuellen Variablen beziehen, die keine Daten kodieren.
Diese Variablen können dann jedoch für die visuelle Trennung wichtiger und weniger
wichtiger Informationen und auch für die Detailanreicherung genutzt werden. Des Weite-
ren sollten die Modifikationen nicht zu sehr die ursprünglich beabsichtigte Visualisierung
verändern: In der Regel erwartet der Nutzer beispielsweise hinter einem illustrativen Scat-
terplot eine Visualisierung, die einem üblichen Scatterplot ähnelt. Wird diese Erwartung
und damit das mentale Modell des Nutzers durch zu umfangreiche Modifikationen zer-
stört, so kann hierdurch die Effektivität der Darstellung sinken.
Neben der Manipulation visueller Variablen ist es auch denkbar, das geometrische Mo-
dell bei seiner Erzeugung zu attributieren. Ein plausibles Beispiel ist etwa die Anreiche-
rung des geometrischen Modells mit Prioritäten wie es etwa Čmolik vorschlägt [Čmo11].
Visuelle Repräsentanten können so aufgrund ihrer Priorität im Rendering gesondert be-
handelt werden, um hierdurch etwa eine besondere Rendering-Reihenfolge sicherzustellen,
die die Überlagerung relevanter Informationen verhindert. Genauso ließen sich Beschrif-
tungen priorisieren, um zu garantieren, dass diese bevorzugt platziert werden.
Zusammenfassend lässt sich feststellen, dass eine Manipulation des späteren geometri-
schen Modells bereits bei dessen Erzeugung möglich ist. Obwohl dieMapping-Operatoren
weitreichende Optionen bieten, führen die Forderungen nach Expressivität und Effektivi-
tät jedoch zu Einschränkungen. So muss das mentale Modell des Nutzers erhalten bleiben
und es dürfen keine datenkodierenden visuellen Variablen für die Modifikationen genutzt
werden. Deshalb wird dieses Vorgehen als sekundäres Anwendungsgebiet eingestuft.
3.1.4.4. Zusammenfassung und Bewertung
Modellmanipulationen können auf verschiedenen Stufen des Data-State-Referenzmodells
herbeigeführt werden. Ein geometrisches Modell ist allerdings erst im Zustand der visuel-
len Abstraktion gegeben, was diesen Zustand als primäre Option für Modellmanipulatio-
nen festlegt. Aufgrund der Diversität der Visualisierungstechniken erfordert diese Option
in der Regel technikspezifische Anpassungen. Gleichzeitig bieten die genannten Modell-
manipulationen die größte Kontrolle über Modifikationen, da sich nachfolgende Stufen
des Data-State-Referenzmodells nur noch mit der Darstellung des Modells befassen.
Darüber hinaus ist es im Data-State-Referenzmodell möglich, bereits auf die Erzeu-
gung des geometrischen Modells Einfluss zu nehmen. Für dieses Vorgehen existiert keine
Entsprechung im NPR, da geometrische Modelle hier in der Regel als gegeben angesehen
und nicht erst erzeugt werden. Die Modellerzeugung kann auf verschiedenen Stufen des
Data-State-Referenzmodells modifiziert werden, um hierdurch die Kommunikation rele-
vanter Informationen zu unterstützen. Dazu zählt etwa die Modellmanipulation mittels
der Metadaten die sich mit den Operatoren TF und ZA erzeugen lassen. Dabei ist zu
beachten, dass die Metadaten meist von verschiedenen Visualisierungstechniken ausge-
wertet werden und Modifikationen sich entsprechend unterschiedlich auswirken können.
Deshalb setzen diese Manipulationen Kenntnisse über die später verwendeten Mapping-
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Modellmanipulationen
Prima¨r : Sekunda¨r : Spezialfall :
Abbildung 3.5.: Anwendungsmöglichkeiten für Modellmanipulationen im Data-State-Re-
ferenzmodell. Das primäre Anwendungsgebiet für Modellmanipulationsverfahren liegt in
den Zustandsoperatoren ZV , da hier ein geometrisches Modell existiert. Allerdings be-
steht in der Informationsvisualisierung auch die Möglichkeit, das Modell bei dessen Er-
zeugung bzw. die hierfür genutzten Daten zu modifizieren.
Operatoren voraus, um in die Modellerzeugung gezielt eingreifen zu können. Schließlich
können die Mapping-Operatoren selbst angepasst werden. Sie bieten im Vergleich zu den
vorigen Ansätzen die weitreichendsten Möglichkeiten der Manipulation. Allerdings sollte
bei dieser Option beachtet werden, dass das mentale Modell des Nutzers durch Modifika-
tionen nicht beeinträchtigt wird. Deshalb werden sämtlich Manipulationen während der
Modellerzeugung als sekundäre Optionen eingestuft.
Bei sämtlichen Modellmanipulationen sollte darauf geachtet werden, dass keine daten-
kodierenden visuellen Variablen beeinflusst werden. Hierdurch kann die Effektivität und
die Expressivität verletzt werden. Abbildung 3.5 fasst die prinzipiellen Möglichkeiten
zur Modellmanipulation im Data-State-Referenzmodell zusammen. Als Vertreter dieses
NPR-Bereiches werden in Kapitel 6 etwa Explosions- und Phantomzeichnungen in die
Informationsvisualisierung eingeführt.
3.1.5. Zusätzliche Transformationen
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und werden genutzt, um die NPR-Bereiche miteinander zu verknüpfen. Da im Vergleich
zum photorealistischen Rendering beim NPR auch zusätzliche Grafikprimitive in die
Bilderzeugung einbezogen werden, sind entsprechend zusätzliche Transformationen nötig.
Sie sind ein integraler Bestandteil des NPRs (vgl. Abb. 2.4 auf S.15) und dienen unter
anderem der Erzeugung und Integration der zusätzlichen Grafikprimitive aus bzw. in
Modell- und Bilddaten.
Zusätzliche Grafikprimitive liegen im Zustand der visuellen Abstraktion vor (vgl.
Kap. 3.1.3). Um sie in den Bilderzeugungsprozess zu integrieren, werden zusätzliche
Transformationen benötigt. So kann etwa ein Stroke einem visuellen Repräsentanten zu-
geordnet werden und mit diesem auf der Stufe der visuellen Abstraktion vorliegen. Um
diesen sichtbar zu machen, muss er in das geometrische Modell oder in einzelne Pixel
überführt werden. Die Integration zusätzlicher Grafikprimitive findet also auf der Stufe
der visuellen Abstraktion oder im Rendering statt. Zusätzliche Transformationen sind
entsprechend auf diesen Stufen erforderlich.
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Zusa¨tzliche Transformationen
Prima¨r : Sekunda¨r : Spezialfall :
Abbildung 3.6.: Anwendungsgebiete zusätzlicher Transformationen. Sie werden insbeson-
dere für die Integration zusätzlicher Grafikprimitive in Modell- bzw. Bilddaten benötigt.
Die im NPR vorgesehene Integration zusätzlicher Grafikprimitive in geometrische Mo-
delldaten aber auch die Erzeugung aus vorliegenden Modelldaten lässt sich im Data-State-
Referenzmodell realisieren. Für diese zusätzlichen Transformationen lassen sich ohne Wei-
teres die entsprechenden Operatoren ZV im Zustand der visuellen Abstraktion nutzen.
Dies gilt jedoch nicht bei Bilddaten: Die Überführung der zusätzlichen Grafikprimitive in
Bilddaten mit Rendering-Operatoren ist zwar möglich, erfolgt aber zusammen mit dem
geometrischen Modell. Aus diesem Grund ist es nicht möglich, die durch Modelldaten
erzeugten Bilddaten beispielsweise bei der Platzierung der zusätzlichen Grafikprimitive
zu berücksichtigen. Dies kann etwa zu Überlagerungen durch ungünstig platzierte zu-
sätzliche Grafikprimitive führen. Außerdem sieht das Data-State-Referenzmodell keine
Wiederverwendung erzeugter Bilddaten auf anderen Stufen des Modells vor. So ist es
nicht möglich, zusätzliche Grafikprimitive über Bilddaten zu definieren, die erst im Vi-
sualisierungsprozess erzeugt werden.
Unabhängig von den Einschränkungen, sind die zusätzlichen Transformationen sowohl
im Zustand der visuellen Abstraktion als auch im Rendering grundsätzlich wichtig und
so werden keine sekundären Anwendungsbereiche festgelegt (Abb. 3.6).
3.1.6. Zusammenfassung
Die Kapitel 3.1.2 – 3.1.5 haben dargelegt, dass jeder der vier NPR-Bereiche auf mindes-
tens einer Stufe des Data-State-Referenzmodell genutzt werden kann. Es wurde außer-
dem gezeigt, dass die Bereiche prinzipiell auch für illustrative Zwecke einsetzbar sind.
So kann auf konzeptueller Ebene sowohl die in der illustrativen Visualisierung übliche
visuelle Trennbarkeit wichtiger und weniger wichtiger Daten als auch die Anreicherung
mit zusätzlichen Detailinformationen umgesetzt werden.
Die Expressivitätserhaltung ist ein wichtiger Punkt bei der Nutzung der verschiedenen
NPR-Bereiche im Data-State-Referenzmodell. Da alle Veränderungen potentiell die Effek-
tivität und Expressivität der visuellen Repräsentation verletzen können, sind illustrative
Verfahren entsprechend sorgsam zu wählen, zu parametrisieren und anzuwenden.
Abbildung 3.7 fasst die untersuchten Anwendungsmöglichkeiten zusammen. Sie zeigt,
dass die primären Anwendungsgebiete vornehmlich im hinteren Teil des Data-State-Re-
ferenzmodells zu finden sind. Dies ist dadurch bedingt, dass die Modellerzeugung – die
vor der visuellen Abstraktion angegliedert ist – im NPR nicht gesondert betrachtet wird.
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Abbildung 3.7.: Prinzipielle Anwendungsmöglichkeiten für NPR-Verfahren in einer illus-
trativen Informationsvisualisierung.
Es gilt aber auch, dass nicht alle NPR-Verfahren in Verfahren der Informationsvisuali-
sierung genutzt werden können. Dies ist insbesondere dem unidirektionalen Aufbau des
Data-State-Referenzmodells geschuldet. Das NPR-Modell (siehe Abb. 2.4 auf S.15) zeigt
deutlich, dass es keine Einschränkungen bezüglich der Traversierungsreihenfolge in die-
sem Modell gibt. Erst durch diese freie Kombination sind viele hybride NPR-Verfahren
– insbesondere wichtige Verfahren zur Stroke-Platzierung – realisierbar. Im Data-State-
Referenzmodell ist die Traversierungsreihenfolge hingegen festgelegt, und so ist etwa die
Nutzung bereits erzeugter Bilddaten auf anderen Stufen des Data-State-Referenzmodells
nicht vorgesehen. Deshalb wird im nachfolgenden Abschnitt gezeigt, wie durch eine Er-
weiterung des Data-State-Referenzmodells schließlich sämtliche Möglichkeiten des NPRs
umsetzbar werden.
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3.2. Das erweiterte Data-State-Referenzmodell
Um beliebige NPR-Verfahren in das Data-State-Referenzmodell einzuordnen und der
illustrativen Informationsvisualisierung zur Verfügung zu stellen, bedarf es einer Erweite-
rung des Data-State-Referenzmodells. Hiermit soll unter anderem erreicht werden, dass
erzeugte Bilder der Bilddatenebene auch auf anderen Stufen des Data-State-Referenzmo-
dells als Eingabe genutzt werden können.
In Abbildung 3.8 wird dieses Vorgehen veranschaulicht. Abbildung 3.8(a) zeigt das ur-
sprüngliche NPR-Modell, das in Abbildung 3.8(b) in leicht modifizierter Form dargestellt
wird (angepasstes Layout). Das Data-State-Referenzmodell wird in Abbildung 3.8(c) prä-
sentiert. Beide Modelle lassen sich gemäß der Betrachtungen in den Kapiteln 3.1.1 – 3.1.5
zusammenfassen (Abb. 3.8(d)). Hierbei bleibt das Data-State-Referenzmodell in seiner
Flexibilität und Mächtigkeit erhalten und es werden lediglich die im Kapitel 3.1 disku-
tierten Optionen eingebettet. Vergleicht man die Abbildungen 3.8(b) und (d), so wird
offensichtlich, dass nur drei zusätzliche Transformationen fehlen (gestrichelte Linien in
3.8(d)), um das NPR-Modell vollständig in das Data-State-Referenzmodell zu integrieren:
Die separate Transformation zusätzlicher Grafikprimitive in die Bildebene, die Transfor-
mation von Bilddaten zur Definition zusätzlicher Grafikprimitive und die Transforma-
tion von Bilddaten in das geometrische Modell. Diese Transformationen werden dem
Data-State-Referenzmodell hinzugefügt, um auch bisher nicht nutzbare NPR-Verfahren
für die illustrative Informationsvisualisierung zur Verfügung zu stellen. In den folgenden
Abschnitten werden diese Erweiterungen des Data-State-Referenzmodells diskutiert.
3.2.1. Transformation: Zusätzliche Grafikprimitive ⇒ Bild
Mit dieser Erweiterung des Data-State-Referenzmodells wird erreicht, dass die zusätz-
lichen Grafikprimitive mit einer separaten Transformation in die Bildebene überführt
werden können. D.h., dass das geometrische Modell und die zusätzlichen Grafikprimi-
tive jeweils getrennt den Rendering-Operatoren zugeführt werden. Hierdurch wird es
zum Beispiel möglich, zunächst die visuellen Repräsentanten in die Bilddatenebene zu
überführen und so die bereits erzeugten Bilddaten bei der Transformation der zusätzli-
chen Grafikprimitive zu nutzen. Das Resultat der Transformation des geometrischen Mo-
dells wird auf diese Weise zu einem Zwischenergebnis, dass jene Informationen bereithält,
die für eine geeignete Transformation der zusätzlichen Grafikprimitive unter Umständen
notwendig sind.
Hierdurch lassen sich etwa Stroke-Platzierungsverfahren des NPRs nutzen, die ein Bild
als Eingabe erwarten. Als mögliches Beispiel der so nutzbaren Verfahren sei der Difference
Image Algorithm [SWHS97] angeführt. Diese Transformation wird in Kapitel 5 auch
verwendet, um erzeugte Bilddaten bei der Schriftplatzierung zu berücksichtigen.
53





























DW DA DV DB















Abbildung 3.8.: Zusammenführung des NPR-Modells und des Data-State-Referenzmo-
dells. Die Abbildung zeigt das NPR-Modell (a) und eine im Layout angepasste Versi-
on (b). Dieses Modell wird mit dem Data-State-Referenzmodell (c) kombiniert und in (d)
dargestellt. Gestrichelte Linien stehen für Transformationen die im Data-State-Referenz-
modell nicht vorgesehen sind. Die Abkürzungen ZV T und ZV R stehen für Operatoren
im Zustand der visuellen Abstraktion, die dem Texturing und Rendering im Sinne des
NPR-Modells dienen.
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3.2.2. Transformation: Bild ⇒ Zusätzliche Grafikprimitive
Anders als die zuvor beschriebene Transformation, überführt diese Transformation Bild-
daten aus der Bilddatenebene wieder zurück in den Zustand der visuellen Abstrakti-
on, um damit zusätzliche Grafikprimitive zu definieren. Die zusätzlichen Grafikprimitive
werden also nicht im Mapping-Schritt oder auf der Stufe der visuellen Abstraktion in
das Data-State-Referenzmodell eingespeist, sondern aus Bilddaten gewonnen. Auf diese
Weise lassen sich vor allem vielfältige Optionen zur Stroke-Erzeugung nutzen. So ist es
beispielsweise denkbar, auf herkömmliche Art und Weise Liniendiagramme zu erzeugen
und diese Bilddaten als Flesh eines Skeletal Strokes [HLW93] zu nutzen. Diese könnten
etwa die Verbindungsqualität von Kanten in Graphen visualisieren. Dieses Beispiel wird
in Kapitel 5.4 noch einmal kurz aufgegriffen.
Da Strokes prinzipiell unabhängig von der Bildebene sind, können sie sich etwa mit der
Zeit verändern oder gegen andere Visualisierungen ausgetauscht werden. Dieses Beispiel
verdeutlicht, dass durch diese zusätzliche Transformation die Nutzungsmöglichkeiten der
NPR-Verfahren zunehmen und die Möglichkeiten zur Definition zusätzlicher Grafikprimi-
tive erweitert werden.
3.2.3. Transformation: Bild ⇒ Geometrisches Modell
Diese Transformation führt noch einen Schritt weiter. Aus den Bilddaten werden jetzt
nicht nur zusätzliche Grafikprimitive gewonnen, sondern Texturen, die direkt in das
geometrische Modell eingebunden werden können. Diese Transformation wird in Abbil-
dung 2.4 auf S.15 als Texturing bezeichnet.
Bisher wird im Data-State-Referenzmodell davon ausgegangen, dass die dargestellten
Texturen im Mapping-Schritt durch die Abbildung von Daten auf die visuelle Variable
Textur definiert werden. Mit der eingeführten zusätzlichen Transformation ist es nun
möglich, Texturen aus den erzeugten Bilddaten zu gewinnen.
Als mögliche Anwendung können beispielsweise Ausschnitte pixel- oder ikonenbasierter
Visualisierungen als Texturen verwendet werden. Eine derartige Integration kleinerer
detailvermittelnder Visualisierungen in größere Visualisierungen ist mit der im Screening
stattfindenden Integration von Dither Screens in Bilddaten vergleichbar (z.B. [OH95]).
Mit den zusätzlich in das Data-State-Referenzmodell eingebrachten Transformationen
lässt sich das NPR-Modell nach Halper et al. und Schlechtweg in das Data-State-
Referenzmodell integrieren (vgl. Abb. 3.8(b) und Abb. 3.9). Somit ist es prinzipiell mög-
lich, alle mit diesem NPR-Modell beschreibbaren Manipulationen, Transformationen und
Verfahren auch im Data-State-Referenzmodell umzusetzen.
Die zusätzlich eingebrachten Transformation heben die Unidirektionalität im Data-
State-Referenzmodell zwischen dem Zustand der visuellen Abstraktion und den Bilddaten
auf. Auf diese Weise können Bilddaten während des Renderings zusätzlicher Grafikprimi-
tive berücksichtigt werden und außerdem zur Erzeugung von Texturen und zusätzlichen
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Abbildung 3.9.: Das erweiterte Data-State-Referenzmodell. Wegen der Aufhebung der
Unidirektionalität wird die Bilddatenebene als finaler Zustand markiert.
Grafikprimitiven genutzt werden. Durch diesen Rücklauf entstehen neue Optionen. Hier-
zu werden in den folgenden Kapiteln verschiedene Beispiele vorgestellt. Es muss aber
sichergestellt werden, dass der Visualisierungsprozess auf der Stufe der Bilddaten abge-
schlossen wird (vgl. Abb. 3.9). In der vorliegenden Dissertation wird das neu entwickelte
Data-State-Referenzmodell als erweitertes Data-State-Referenzmodell bezeichnet.
Die beschriebene Erweiterung des Data-State-Referenzmodells ermöglicht die Integra-
tion von NPR-Methoden in die Informationsvisualisierung. Dies unterstreicht die These
von Rautek et al., nach der die Visualisierung eine historische Fortsetzung der wis-
senschaftlichen Illustration darstellt (vgl. [RBGV08]). Die ins Data-State-Referenzmo-
dell eingebrachten Erweiterungen und Verfeinerungen ermöglichen nun lediglich die von
Rautek et al. angesprochene explizite Nutzung etablierter handwerklicher Verfahren
und ermöglichen so eine illustrative Informationsvisualisierung.
3.3. Zusammenfassung
Das vorliegende Kapitel hat auf Konzeptebene gezeigt, wie sich NPR-Verfahren in Verfah-
ren der Informationsvisualisierung integrieren lassen und dass eine illustrative Informati-
onsvisualisierung möglich ist. Hierfür wurden systematisch verschiedene Anwendungsop-
tionen für die NPR-Bereiche sowie deren Randbedingungen betrachtet und diskutiert. Als
wesentlicher Beitrag wurde das erweiterte Data-State-Referenzmodell entwickelt, das auf
Modellebene die Integration von Verfahren des NPRs in die Informationsvisualisierung
ermöglicht.
Mit den durchgeführten Betrachtungen wird deutlich, dass es Stufen des Data-State-
Referenzmodells gibt, für die derzeit keine NPR-Verfahren existieren. Speziell die Mo-
dellerzeugung wurde im NPR bisher nicht explizit betrachtet. Dementsprechend sind
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keine etablierten NPR-Verfahren bekannt, die sich hier anwenden lassen. In Kapitel 3.1.4
wurde jedoch dargestellt, dass entsprechende Manipulationen mit der Zielsetzung einer
verbesserten Kommunikation von Informationen in der Informationsvisualisierung den-
noch möglich sind.
In den nachfolgenden Kapiteln wird gezeigt, dass sich auf der dargelegten konzeptuel-
len Basis neue Ansätze für eine illustrative Informationsvisualisierung entwickeln lassen.
Diese neuen Ansätze verfolgen das Ziel, durch die Integration von NPR-Verfahren in
Verfahren der Informationsvisualisierung die Kommunikation von Informationen zu un-
terstützen. Dabei werden alle vier NPR-Bereiche abgedeckt:
. Bildmanipulationen werden in Kapitel 4 betrachtet. Der Schwerpunkt dieses Kapi-
tels liegt auf dem so genannten Weaving – einem Verfahren, dass an Halftoning-
Techniken angelehnt ist und speziell als neuer Lösungsansatz für allgemeine Über-
lagerungen vorgestellt wird. Die im Rahmen dieser Dissertation durchgeführte Un-
tersuchung verschiedener neu entwickelterWeaving-Ansätze und deren Anwendung
in der Informationsvisualisierung wurde erfolgreich publiziert (vgl. [LRS10a]). Die
Nützlichkeit der neuen Ansätze ist zudem mit einer Nutzerstudie belegt.
Darüber hinaus, werden in Kapitel 4 weitere Bildmanipulationsverfahren zusam-
mengefasst, die im Rahmen der vorliegenden Dissertation in Verfahren der Infor-
mationsvisualisierung integriert und teilweise publiziert wurden. Dazu zählen et-
wa Halos (vgl. [LS08b]), Schraffuren, Punktzeichnungen oder das Dithering.
Der Fokus dieser Verfahren liegt darin, einzelne relevante Daten hervorzuheben
und ihre Lokalisation zu unterstützen. Ein Verfahren zur Aquarellsimulation
(vgl. [LRS10b]) wird zudem für die Unsicherheitsvisualisierung verwendet.
. Zusätzliche Grafikprimitive werden in Kapitel 5 am Beispiel von Beschriftungen be-
trachtet. Dazu wird zunächst ein neuer Ansatz für ein globales Beschriftungs-
verfahren eingeführt. Im Vordergrund steht hier eine schnelle Beschriftung, so
dass mehr als 1500 Beschriftungen in Echtzeit und bis zu 100.000 Beschriftungen
in weniger als einer Sekunde platziert werden können, ohne dabei andere wichtige
Bildinformationen und Beschriftungen zu überlagern (vgl. [LSC08]).
Daneben wird auch ein neues Verfahren für die lokale Beschriftung eingeführt,
dass eine ebenfalls überlagerungsfreie Beschriftung im Umfeld einer selektieren-
den Linse ermöglicht (vgl. [FLH+06]). Ein neu entwickelter Ansatz, der dynami-
sche Beschriftungen unter Einhaltung der Frame-to-Frame-Kohärenz erlaubt
(vgl. [CLS09]), wird ebenso dargelegt. Zur Unsicherheitsvisualisierung kommen
schließlich einfache Strokes zur Anwendung (vgl. [LRS10b]).
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. Modellmanipulationen werden in Kapitel 6 diskutiert. Hierfür werden zwei neue An-
sätze vorgestellt, die zum Einen Phantomzeichnungen und zum Anderen Ex-
plosionszeichnungen in Visualisierungsverfahren der Informationsvisualisierung
integrieren. Mit beiden Techniken gelingt es, relevante Informationen einer Visua-
lisierung sichtbar zu machen und hervorzuheben. Darüber hinaus, werden Explosi-
onszeichnungen auch dazu genutzt, um neben den Daten auch das Verständnis der
eigentlichen Visualisierungstechnik zu fördern.
Die Anwendbarkeit von Phantomzeichnungen und Explosionszeichnungen in ei-
ner illustrativen Informationsvisualisierung wurde mit zwei Publikationen belegt
(vgl. [LS07b] und [LS08a]). Eine Weiterentwicklung der Explosionzeichnungen be-
trifft zeitliche Zerlegungen (vgl. [RLTS08]).
. Zusätzliche Transformationen stellen ein Bindeglied zwischen den zusätzlichen Grafikpri-
mitiven, den Modell- und den Bilddaten dar und sind integraler Bestandteil vieler
NPR-Verfahren. Sie stellen damit eine wichtige Grundlage dar und sind weniger als
eigenständige Verfahren zu betrachten. Dies wird auch durch das erweiterte Data-
State-Referenzmodell (vgl. Abb. 3.9) deutlich, das sämtliche Transformationen als
integralen Bestandteil beinhaltet. Aus diesen Gründen werden zusätzliche Transfor-
mationen nachfolgend nicht eigenständig diskutiert, sondern bei den entwickelten
Ansätzen mit betrachtet.
In den folgenden Kapiteln werden die oben genannten Ansätze für die illustrative In-
formationsvisualisierung präsentiert. Jedes Kapitel gibt dabei zunächst einen Überblick
über die im entsprechenden NPR-Bereich entworfenen Verfahren, bevor diese einzeln be-
trachtet und sich schließlich ausführlich den jeweiligen Schwerpunktthemen zugewendet
wird. Alle genutzten NPR-Verfahren, deren Anwendung in einer illustrativen Informati-
onsvisualisierung demonstriert wird, werden hinsichtlich der jeweils adressierten Problem-
stellung aus dem Bereich der Informationsvisualisierung, der Lösungsansätze sowie der
Umsetzung und erzielten Ergebnisse diskutiert. Zusätzlich werden sie in das in diesem
Kapitel entwickelte erweiterte Data-State-Referenzmodell eingeordnet. Bei allen gezeig-
ten Beispielen wird vorausgesetzt – wie in der Illustration üblich – dass bereits eine
Relevanzbewertung der Daten vorliegt.
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In diesem Kapitel werden neue Bildmanipulationsverfahren für die illustrative Informati-
onsvisualisierung vorgestellt. Nach einem einführenden Überblick (Kap. 4.1) werden die
entwickelten Ansätze jeweils zusammenfassend dargestellt und hinsichtlich der erzielten
Ergebnisse diskutiert (Kap. 4.2). Ausführlicher wird auf ein neu entwickeltes so genanntes
Weaving-Verfahren eingegangen – einer Bildmanipulation mit der sich gezielt Überlage-
rungen visueller Repräsentanten behandeln lassen (Kap. 4.3). Dieses Verfahren wurde in
der Publikation A new Weaving Technique for Handling Overlapping Regions vorgestellt,
die in Teil II dieser Arbeit enthalten ist. Das Kapitel schließt mit der Einordnung der
neuen Bildmanipulationsansätze in das erweiterte Data-State-Referenzmodell und einer
Zusammenfassung (Kap. 4.4).
4.1. Überblick
In den nachfolgenden Abschnitten werden Bildmanipulationsverfahren eingesetzt, um
wichtige Problemstellungen in der Informationsvisualisierung zu adressieren:
• Das Kapitel 4.2 widmet sich zusammenfassend drei Ansätzen zur (1) Hervorhe-
bung relevanter Informationen, zur (2) visuellen Trennung relevanter und weniger
relevanter Informationen und zur (3) Visualisierung von Unsicherheiten. Die Her-
vorhebung von Daten beruht auf Halos und wurde zusammen mit den Ergebnissen
einer Nutzerstudie veröffentlicht [LS08b]. Die visuelle Trennung wird mit der An-
wendung unterschiedlicher Stile unterstützt. Hierbei kommen Kantendarstellungen,
Punktzeichnungen, Schraffuren und Dithering-Verfahren zum Einsatz. Zur Visuali-
sierung der Unsicherheiten werden die Parameter von Bildmanipulationsverfahren
verwendet. Dieser Ansatz zur Bereitstellung zusätzlicher Informationen wird am
Beispiel der Aquarellsimulation eingeführt und wurde publiziert [LRS10b].
• Den Schwerpunkt von Kapitel 4 bildet ein neuer Ansatz zur Behandlung von Über-
lagerungen visueller Repräsentanten mit Weaving-Verfahren (Kap. 4.3). Dieser An-
satz und die dazu durchgeführte Nutzerstudie werden zusammen mit der zugehö-
rigen Publikation ausführlich betrachtet. Er wurde auf der AVI 2010 (Advanced
Visual Interfaces) vorgestellt [LRS10a] und bereits kurze Zeit später als möglicher
Ansatz bei Überlagerungen von Farben zitiert [SSM11].
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4.2. Anwendung von Bildmanipulationsverfahren
Die folgenden Abschnitte sollen an drei Beispielen verdeutlichen, dass sich mit Bildmani-
pulationsverfahren konkrete Problemstellungen aus der Informationsvisualisierung bear-
beiten lassen. Dazu werden die neu entwickelten Ansätze jeweils bezüglich der behandel-
ten Problemstellung, des Lösungsansatzes, der Umsetzung sowie der erzielten Ergebnisse
an konkreten Datensätzen dargelegt.
4.2.1. Hervorhebung relevanter Informationen durch Halos
Problemstellung Ein wichtiger Aspekt einer effektiven Visualisierung besteht in der
schnellen Lokalisation wichtiger Informationen. Zu diesem Zweck werden verschiedene
Hervorhebungstechniken angewendet (siehe [LH10]). Sie basieren auf lokalen Hervorhe-
bungen wichtiger Informationen (etwa farbige Konturen, veränderte Formen, Pfeile, Ver-
größerungen,. . . ) oder globalen Deakzentuierungen weniger wichtiger Informationen (ent-
sättigte Farben, transparente Darstellung,. . . ). Obwohl diese Verfahren die Lokalisation
von Informationen unterstützen, können sie zu Problemen bei der Interpretation führen:
Beispielsweise lassen sich Kontextinformationen nicht für Vergleiche o.Ä. nutzen, wenn
sie durch Konturen oder Pfeile verdeckt, verzerrt oder gänzlich ausgeblendet werden. Dar-
über hinaus, sind die angesprochenen Hervorhebungstechniken in einigen Visualisierungs-
verfahren prinzipiell kaum anwendbar (z.B. Konturen oder verzerrende Vergrößerungen
in pixelbasierten Visualisierungstechniken [Kei00] wegen der kleinen Größe und festen
Anordnung der visuellen Repräsentanten).
Lösungsansatz Zusätzlich zu den üblichen Hervorhebungsverfahren in der Informations-
visualisierung werden im NPR so genannte Halos eingesetzt. Dies sind örtlich begrenzte
Säume um hervorzuhebende Objekte, in welchen der Kontrast durch Aufhellen, Abdun-
keln oder Einfärben des Hintergrundes erhöht wird. Hierdurch werden diese Objekte von
ihrer Umgebung abgegrenzt und hervorgehoben. Wegen der lokalen Farbmodifikationen
auf der Bilddatenebene lassen sich Halos den Bildmanipulationen zuordnen. Durch die
Nutzung von Transparenzen bleibt der Kontext im Umfeld der hervorgehobenen Objek-
te erhalten und es kommt zu keiner vollständigen Überlagerung. Somit stellen sie eine
interessante Alternative dar. Sie wurden im Rahmen der vorliegenden Dissertation in
Verfahren der Informationsvisualisierung integriert und untersucht (vgl. [LS08b]).
Umsetzung und Diskussion Der entwickelte Ansatz geht von den hervorzuhebenden
visuellen Repräsentanten aus, die mittels der Rendering-Operatoren in einen Schattenriss
– den so genannten Seed – überführt werden. In der Bilddatenebene wird auf diesem ein
Maximumfilter und ein Gaußscher Weichzeichner angewendet. Ersterer ist nötig, um auch
für kleinere visuelle Repräsentanten sichtbare Halos zu erzeugen. Die so aus dem Seed
erzeugten Säume repräsentieren die Ausbreitung und Transparenz der Halos. Sie werden
durch entsprechende Zustandsoperatoren eingefärbt und transparent mit der visuellen
Repräsentation auf der Bilddatenebene kombiniert.
60
4.2. Anwendung von Bildmanipulationsverfahren
(a) (b) (c)
Abbildung 4.1.: Hervorhebung relevanter Informationen durch die Nutzung verschiedener
Halos. Diese sind in der Abbildung stärker ausgeprägt, als in der wirklichen Anwendung.
Die so erzeugten Halos wurden im Rahmen dieser Arbeit in pixelbasierten Visualisie-
rungen, Choroplethenkarten aber auch dreidimensionalen StepTrees angewendet. Dabei
wird die Größe der angesprochenen Filter, die Farbe, die Transparenz und die Kombina-
tion auf der Bilddatenebene an die konkrete Visualisierungstechnik angepasst.
. Pixelbasierte Visualisierung Abbildung 4.1(a) zeigt eine pixelbasierte Visualisierung des
Klimadatensatzes in der die fünf heißesten Tage – also fünf einzelne Pixel – durch
Halos hervorgehoben sind. Dazu werden schwarze Halos mit einer maximalen Deck-
kraft von 40% eingebracht. Dadurch werden dunklere Bereiche in der Visualisierung
erzeugt, aus denen die fünf Pixel hervortreten. Da die Farbskala nur über die Farb-
werte interpoliert, bleibt der abgedunkelte Kontext interpretierbar.
. Choroplethenkarte In Abbildung 4.1(b) ist der Gesundheitsdatensatz mit einer Choro-
plethenkarte dargestellt. Durch die Anwendung größerer abdunkelnder Halos wer-
den die Gebiete mit den wenigsten Grippefällen sichtlich hervorgehoben – auch
wenn die Gebiete mit vielen Grippefällen durch intensivere Farben weiterhin auf-
fallen. Dadurch gelingt es, gleichzeitig Gebiete mit hohen und niedrigen Fallzahlen
zu betonen.
. StepTree Da Halos auf der Bilddatenebene erzeugt werden, können sie ohne Weiteres
auch auf zweidimensionalen Projektionen dreidimensionaler Visualisierungsverfah-
ren genutzt werden. In Abbildung 4.1(c) werden lokal entsättigende Halos in einem
StepTree genutzt, um ausgewählte Teilbäume hervorzuheben. Durch die reduzierte
Farbigkeit im Umfeld der hervorzuhebenden Teilbäume stechen diese hervor.
In jeder dieser Anwendungen gelingt die Hervorhebung, ohne den Kontext auszublen-
den oder zu verdecken. Dies wird aber nur erreicht, wenn durch die transparenten Halos
keine Mischfarben entstehen, die nicht interpretiert werden können. Ein Negativbeispiel
ist etwa in [OJS+11, S. 875, Abb.2b] zu finden.
Im Rahmen dieser Arbeit wurde mit einer Nutzerstudie gezeigt, dass Halos die Loka-
lisation relevanter Informationen unterstützen können. In dieser Studie wurde die Suche
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nach vorgegebenen grafischen Objekten in einem zufälligen Bild entweder nicht oder mit
verschiedenen Halos unterstützt. Dabei ließ sich die Suchzeit durch Halos auf bis zu 20%
der nicht unterstützen Suche reduzieren [LS08b]. Diese publizierten Ergebnisse sind teil-
weise darauf zurückzuführen, dass die genutzten Halos einen künstlichen Schatten in die
Darstellung einbringen (vgl. Abb. 4.1(b)). Dies beeinflusst die Tiefenwahrnehmung und
die hervorgehobenen visuellen Repräsentanten erscheinen vor dem Kontext, was präat-
tentiv wahrgenommen wird (siehe [HE12]).
4.2.2. Visuelle Trennung durch Anwendung verschiedener Stile
Problemstellung Die visuelle Unterscheidung relevanter und weniger relevanter Infor-
mationen kann die Einordnung von Informationen wesentlich unterstützen. Zu diesem
Zweck werden in der Informationsvisualisierung bisher hauptsächlich die bekannten vi-
suellen Variablen modifiziert (vgl. [LH10]). Eine solche visuelle Trennung kann jedoch
derartig in das Mapping eingreifen, dass visualisierte Daten nicht mehr interpretierbar
sind – etwa wenn weniger relevante Informationen mit weniger gesättigten Farben oder
mit stärkeren Transparenzen dargestellt werden. Deshalb soll an dieser Stelle untersucht
werden, wie sich aus dem NPR bekannte Stile für die visuelle Trennung in der illustrativen
Informationsvisualisierung nutzen lassen.
Lösungsansatz Als mögliche Alternative werden im NPR zur visuellen Trennung un-
terschiedliche Stile genutzt. Derartige Verfahren werden bereits in der illustrativen Volu-
menvisualisierung (siehe Abb. 2.10(b) auf S. 29) und der illustrativen Strömungsvisualisie-
rung (siehe Abb. 2.11(c) auf S. 31) verwendet. Im Rahmen dieser Dissertation wurde eine
Software entwickelt, die vier verschiedene Stile mittels entsprechender Bildmanipulations-
verfahren umsetzt und anhand einer Choroplethenkarte und eines StepTrees beispielhaft
in zwei- und dreidimensionale Visualisierungstechniken integriert.
Umsetzung und Diskussion In dieser Arbeit wurden vier Manipulationsverfahren um-
gesetzt, die auf der Bilddatenebene verschiedene NPR-Stile erzeugen: Punktzeichnungen,
Schraffuren, Kantendarstellungen und Dithering. Zur Umsetzung der visuellen Trennung
müssen diese Stile individuell den visuellen Repräsentanten zugeordnet werden. Dies be-
deutet, dass nur begrenzte Bildbereiche in der Bilddatenebene entsprechend modifiziert
werden dürfen. Zu diesem Zweck wird ein ID-Buffer verwendet, der mittels entsprechen-
der Rendering-Operatoren erzeugt wird. Auf die gleiche Weise werden auch weitere benö-
tigte Buffer bereitgestellt; etwa Z- und Normalen-Buffer für die Kantendarstellung. Auf
Basis dieser Informationen werden die vier Stile auf der Bilddatenebene mit entsprechen-
den Zustandsoperatoren umgesetzt (siehe [FS76, ST90, SWHS97, BSD09]).
Um die Visualisierung der relevanten Informationen nicht zu beeinflussen, werden die
NPR-Stile stets zur Modifikation der weniger relevanten visuellen Repräsentanten einge-
setzt. Dabei ist darauf zu achten, die richtige Balance zwischen der Datendarstellung und
der Trennbarkeit der Daten zu finden.
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(a) (b) (c) (d)
(e) (f) (g) (h)
Abbildung 4.2.: Visuelle Trennung durch verschiedene Stile. Mit Anwendung des Dithe-
rings (a)+(e), der Punktzeichnungen (b)+(f), der Schraffuren (c)+(g) und Kantendar-
stellungen (d)+(h) kann das Verhältnis zwischen Datendarstellung (a) und visueller Tren-
nung (d) festgelegt werden.
Abbildung 4.2 verdeutlicht dies. Grundlage der Abbildungen 4.2(a)–(d) bildet eine
Choroplethenkarte die die Anzahl der Grippeerkrankungen in Farben kodiert. In dieser
Karte sind zwei Bereiche als relevant markiert und sollen durch die Modifikation der Kon-
textbereiche visuell von diesen getrennt werden. Bereits durch Anwendung des Ditherings
und das damit erzeugte Bildrauschen gelingt dies (Abb. 4.2(a)). Da das Dithering die
ursprünglichen Farbwerte nachbildet, bleiben die visualisierten Daten weitestgehend in-
terpretierbar. Da Farbe stärker trennt, treten die relevanten Gebiete bei der Anwendung
von Punktzeichnungen (Abb. 4.2(b)), Schraffuren (Abb. 4.2(c)) und Kantendarstellun-
gen (Abb. 4.2(d)) stärker hervor. Hier sind die Daten im Kontextbereich jedoch nur noch
eingeschränkt (bei Punktzeichnungen und Schraffuren) oder nicht mehr interpretierbar
(bei der Kantendarstellung).
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Auch bei der Visualisierung des phylogenetischen Datensatzes mit dem StepTree
(Abb. 4.2(e)–(h)) wurden einzelne Teilbäume interaktiv als relevant markiert. Allerdings
werden in dieser Visualisierung keine Daten über die Farbe kommuniziert. Deshalb führt
eine Farbreduktion durch Punktzeichnungen (Abb. 4.2(f)), Schraffuren (Abb. 4.2(g)) und
Kantendarstellungen (4.2(h)) zu keiner Reduktion der dargestellten Informationen. Statt-
dessen wird in diesen Fällen die visuelle Trennung gegenüber dem Dithering (Abb. 4.2(e))
durch die Trennwirkung der Farbe verstärkt.
Es bleibt festzuhalten, dass sich die visuelle Trennung bei entsprechender Sorgfalt
durch Anwendung unterschiedlicher NPR-Stile unterstützen lässt. Die hier verwendeten
Stile sind allerdings nur für größere visuelle Repräsentanten geeignet und lassen sich nicht
in pixel- oder linienbasierten Visualisierungsverfahren anwenden.
4.2.3. Visualisierung von Unsicherheiten
mit Bildmanipulationsparametern
Problemstellung Eine wichtige Problemstellung in der Visualisierung ist die Kommuni-
kation der mit den Daten verbundenen Unsicherheiten (z.B. [JP11, HBG+12]). Sie können
auf allen Stufen des Data-State-Referenzmodells auftreten (z.B. bei Messungen, Aggre-
gationen) und bis zur finalen visuellen Repräsentation propagiert werden. Es existieren
verschiedene Ansätze, um Unsicherheiten parallel zu den betroffenen Daten darzustellen
(siehe [PWL97]). Da für Daten und Unsicherheiten nur eine begrenzte Anzahl visueller Va-
riablen zur Verfügung steht, ist es mitunter schwer, sie in der visuellen Repräsentation zu
trennen und übergreifende Ansätze zu etablieren.MacEachren schlägt deshalb weitere
visuelle Variablen speziell für die Visualisierung von Unsicherheiten vor [Mac92]. Diese
führen zu einer unscharfen, gröberen Darstellung unsicherer Daten. Obwohl dieser Ansatz
in einem breiteren Spektrum von Visualisierungen nutzbar ist, gibt es nur wenige Ansätze
für solche Darstellungen in der Informationsvisualisierung (z.B. [Kos01, CCP07]).
Lösungsansatz Das NPR bietet mit seiner Vielfalt verschiedener Stile viele Möglichkei-
ten, unscharfe Darstellungen zu erzeugen. Diese Eigenschaft wird teilweise gezielt in der
Illustration genutzt, um Unsicherheiten in dreidimensionalen Modellen zu kommunizie-
ren (z.B. [SSLR96, SMI99]). Die Parametrisierbarkeit der NPR-Verfahren ermöglicht es,
neben der Existenz auch die Qualität der Unsicherheiten zu kommunizieren.
Die durch NPR-Verfahren erzeugten unscharfen Darstellungen tragen zu den von
MacEachren benannten visuellen Variablen bei und stellen eine Möglichkeit dar, Unsi-
cherheiten in der Informationsvisualisierung abzubilden. In dieser Dissertation wurde un-
ter anderem die Bildmanipulation mittels einer Aquarellsimulation zur Visualisierung von
Unsicherheiten untersucht und auf einer Choroplethenkarte angewendet (vgl. [LRS10b]).
Umsetzung und Diskussion Zur Visualisierung von Unsicherheiten mit Bildmanipulati-
onsverfahren wurde eine Aquarellsimulation verwendet. Sie erhält die wesentlichen Far-
binformationen des Eingabebildes, führt zu einer verwaschenen Darstellung und kann
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Abbildung 4.3.: Visualisierung von Unsicherheiten mit einer Aquarellsimulation (d). Die
Daten (a), Standardabweichungen (b) und missing values (c) werden so verknüpft.
zudem vielfältig parametrisiert werden. Für konkreten Umsetzung als Zustandsoperator
auf der Bildebene wurde das Simulationsverfahren von Small angewendet, da es auf ei-
nem Zellulären Automaten basiert und somit eine pixelgenaue individuelle Modifikation
der visuellen Repräsentanten auf der Bildebene ermöglicht [Sma91].
Für die pixelgenaue Modifikation ist es notwendig, die entsprechenden Parameter des
obigen Ansatz (z.B. Wassergehalt, Absorptionsfähigkeit, Aufnahmekapazität) pixelgenau
festzulegen. Zu diesem Zweck werden jedem visuellen Repräsentanten im Mapping die
entsprechenden Parameter gemäß der assoziierten Unsicherheiten zugewiesen. Diese zu-
sätzlichen Attribute werden mittels der Rendering-Operatoren in die Bildebene überführt
und der Aquarellsimulation durch entsprechende Buffer pixelgenau übergeben.
Der beschriebene Ansatz wurde am Beispiel des Gesundheitsdatensatzes an einer Cho-
roplethenkarte umgesetzt. Abbildung 4.3 verdeutlicht dies. So wird in (a) zunächst die
Anzahl der Grippeerkrankungen im Oktober 2000 mittels einer Farbkodierung dargestellt.
Die Daten der gezeigten Landkreise wurden aus den zugehörigen Postleitzahlengebieten
aggregiert. Allerdings liegen für eine große Zahl der genutzten Postleitzahlengebiete keine
Daten vor, was aus der Visualisierung nicht hervorgeht und zu Fehlinterpretationen füh-
ren kann. Deshalb werden diesemissing values (Abb. 4.3(c)) und die Standardabweichung
(Abb. 4.3(b)) mittels der vorgestellten Aquarellsimulation kommuniziert (Abb. 4.3(d)).
Die beiden genutzten Parameter Aufnahmekapazität (von Pigmenten) und Absorptions-
vermögen (von Wasser) beeinflussen den Grad der Körnung (genutzt für missing values)
und der Verschwommenheit (genutzt für Standardabweichung). So werden die Unter-
schiede zwischen den verschiedenen Landkreisen hinsichtlich der Unsicherheiten deutlich
und die farbkodierten Datenwerte bleiben weitestgehend interpretierbar. Obwohl keine
quantitative Einschätzung der Unsicherheitswerte möglich ist, gelingt zumindest eine
qualitative Einordnung der missing values und Standardabweichungen.
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Das wesentliche Problem bei der Nutzung von Bildmanipulationsparametern besteht
in der Identifikation derjenigen Parameter, die sich für die Enkodierung weiterer Infor-
mationen eignen (vgl. Kap. 3.1). Obwohl die hier genutzte Aquarellsimulation bis zu 11
modifizierbare Parameter zur Verfügung stellt, werden an dieser Stelle lediglich die Auf-
nahmekapazität und das Absorptionsvermögen für die Visualisierung der Unsicherheiten
genutzt: Die durch sie beeinflussten visuellen Effekte lassen sich voneinander unterschei-
den und können zudem in Relation gesetzt werden.
Die betrachtete Aquarellsimulation ist nur für größere flächige visuelle Repräsentanten
und nicht für pixel- oder linienbasierte Visualisierungstechniken geeignet, da die erzeug-
ten Effekte nur bei größeren Flächen gut wahrnehmbar sind.
4.3. Neue Weaving-Verfahren zur
Behandlung von Überlagerungen
Die Überlagerung visueller Repräsentanten kann die Effektivität herabsetzen, wenn In-
formationen nur schwer auszumachen sind, und sogar zur Verletzung der Expressivität
führen. Aus diesem Grund wurde dasWeaving – ein weiteres Bildmanipulationsverfahren
– untersucht und wesentlich erweitert. Im nachfolgenden Abschnitt werden die wesentli-
chen Punkte des entwickelten Ansatzes dargestellt (vgl. [LRS10a]).
4.3.1. Problemstellung
Wachsende Datenmengen führen durch die begrenzte Ausgabefläche oft dazu, dass sich
visuelle Repräsentanten in der Darstellung überlagern. Dieses Problem tritt auch auf,
wenn verschiedenen visuellen Repräsentanten aufgrund der Dateneigenschaften im Map-
ping die gleiche Bildschirmposition zugewiesen wird. Überlagerungen sind zudem ein
grundsätzliches Problem in dreidimensionalen Visualisierungen (siehe [CMS99, S.61]).
Für dieses als Overplotting bekannte Problem werden mögliche Lösungsansätze etwa in
[ED07, Few08] zusammengefasst (vgl. Kap. 2.1.4). Ein einfach umzusetzender Ansatz ist
die Verwendung von Transparenzen. Er wird oft genutzt, wenn etwa die visuelle Variable
Position Daten kodiert und deshalb nicht verändert werden kann. Allerdings modifizie-
ren Transparenzen die Farben der sich überlagernden visuellen Repräsentanten, was zu
Fehlinterpretationen führen kann (vgl. [BG04]).
4.3.2. Lösungsansatz
Ein als Weaving bekanntes Verfahren stellt eine mögliche Alternative zu Transparen-
zen dar, das die Farbinformationen im Wesentlichen erhält. Es handelt sich hierbei um
ein Bildmanipulationsverfahren, das Bildinformationen aus verschiedenen Quellen in ei-
nem einzelnen Ausgabebild durch die Verteilung von Farbinformationen zusammenführt.
Hiermit weist es Parallelen zum Dithering und der Kunsttechnik des Papierflechtens
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(a) (b) (c)
Abbildung 4.4.: Prinzip des Papierflechtens. Verschiedene Bilder (a) und (b) werden mit-
einander verflochten und sind so nur an bestimmten Positionen sichtbar (c).
auf, die ebenfalls Farbinformationen exklusiv auf diskrete Bildschirmpositionen verteilen
(Abb. 4.4). Die Verteilung von Farbinformationen ermöglicht es im Weaving , Überlage-
rungen visueller Repräsentanten aufzuheben. So wird das Color Weaving in [UIM+03]
genutzt, um mehrere skalare Felder gleichzeitig zu visualisieren. Dabei steuern Eigenschaf-
ten des visualisierten Strömungsfeldes und eine Zufallsfunktion die Farbverteilung. Dieses
zufällige Weaving wird auch von Hagh-Shenas et al. eingesetzt und ist in den dort be-
trachteten Anwendungsfällen besser zu interpretieren als Transparenzen [HSKIH07]. Ein
angepasstes Dithering kommt bei Born et al. zum Einsatz: Der Kontext und die überla-
gerten relevanten Informationen werden in zwei einfarbige Darstellungen überführt und
so kombiniert, dass der Kontext und die sonst überlagerten Informationen sichtbar sind
[BWF+10]. Die Vergrößerung in Abbildung 2.11(c) auf S.31 verdeutlicht dies.
Die genannten Ansätze betrachten aber nur Spezialfälle (kongruente Flächen, einfarbi-
ge visuelle Repräsentanten). Deshalb wurden in dieser Arbeit neue Weaving-Ansätze für
eine allgemeine Anwendung in der illustrativen Informationsvisualisierung entwickelt.
4.3.3. Umsetzung und Diskussion
Das Weaving führt auf der Bilddatenebene mehrere Eingabebilder in einem Ausgabebild
zusammen. Für das Zusammenführen der Bildebenen und die damit verbundene Bestim-
mung der Farbwerte an jeder Bildschirmposition wird eine Auswahlfunktion verwendet.
Sie wählt eine der Ebenen aus und stellt deren Farbinformation an der jeweiligen Position
dar. Dabei führt dasWeaving nur dort zu Veränderungen, wo tatsächlich Überlagerungen
auftreten. Das erzeugte Ausgabebild ist wesentlich von (1) der Auswahlfunktion und (2)
der Ebenenbelegung abhängig.
4.3.3.1. Existierende und neue Auswahlfunktionen
Die Auswahlfunktion bestimmt in umfassender Weise, wie gut die Inhalte der verschiede-
nen Bildebenen nach demWeaving erkennbar sind. Die in der Literatur genutzte zufällige
Auswahlfunktion wirkt sich negativ auf die Erkennbarkeit von Formen und Farben im
allgemeinen Fall aus. Die zufällige Ebenenauswahl und die oft geringe Größe der zusam-
menhängenden Farbflächen führen zu einem Rauschen und ungewollten Vermischen der
Farbeindrücke (siehe Abb. 4.5(b)).
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Abbildung 4.5.: Weaving mit verschiedenen Auswahlfunktionen. Farbige Objekte auf ver-
schiedenen Ebenen (e1– e7) überlagern sich in der Darstellung (a). Gegenüber dem zufälli-
gen Weaving (b) verbessert das statisch ausgerichtete Weaving (c) die Farberkennbarkeit
durch größere zusammenhängende Farbflächen. Diese sind im dynamisch ausgerichteten
Weaving (d) etwas kleiner, allerdings wird die Auflösung der Forminformationen erhöht.
Eine wechselnde Ausrichtung kann die Formerkennbarkeit zusätzlich unterstützen (e).
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Abbildung 4.6.: Weaving mit verschiedenen Ebenenbelegungen. Werden alle Cluster in
einem Punktdiagramm (a) jeweils einer Ebene zugewiesen (b), so werden alle Überlage-
rungen unter diesen Clustern aufgehoben (c). Mit einer alternativen Aufteilung (d) wird
nur das als relevant markierte grüne Cluster in höherer Auflösung freigelegt (e).
Aus diesem Grund wurden in dieser Arbeit zwei neue Auswahlfunktionen entwickelt,
die auf eine Verbesserung der Farb- und Formerkennbarkeit zielen. Als wesentlicher Be-
standteil dieser neuen Auswahlfunktionen wird die Verteilung der Bildinformationen
zeilen- oder spaltenweise an Bildschirmkoordinaten ausgerichtet.
Beim statisch ausgerichteten Weaving1 werden alle Bildebenen an jeder Bildschirmpo-
sition in Stapeln zusammengefasst. Die Ebenenreihenfolge in benachbarten Stapel ver-
schiebt sich dabei nach einem festen Muster. Von jedem Stapel wird nun die oberste
Ebene angezeigt, die an der gegebenen Position Farbinformationen enthält. Durch die
deterministische Sortierung und Ebenenwahl entsteht ein Streifenmuster, welches das
Rauschen sichtbar reduziert und die Erkennbarkeit der Farben und Formen verbessert
(vgl. Abb. 4.5(c)). Die statische Ausrichtung führt jedoch dazu, dass einzelne visuelle
Repräsentanten ungewollt hervortreten und in verschiedenen Bildbereichen unterschied-
1Ursprünglich wurde dieses Verfahren als Stack-Aligned Weaving eingeführt (siehe [LRS10a]).
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(a) (b)
(c) (d)
Abbildung 4.7.: Angewandtes Weaving . Als relevant markierte Informationen ((a)+(b):
grün, (c)+(d): rot) werden durch das Weaving freigelegt, ohne dabei Mischfarben zu
erzeugen. Es ist anzumerken, dass die Auflösung des Weavings in den Beispielen herab-
gesetzt wurde, um den Effekt in der Abbildung sichtbar zu machen.
lich stark repräsentiert werden (z.B. die hellblaue Figur in Abb. 4.5(c)). Zudem ist die
Auflösung der Forminformationen von der Anzahl aller Bildebenen abhängig.
Das deshalb entwickelte dynamisch ausgerichtete Weaving2 betrachtet stattdessen nur
noch diejenigen Bildebenen, die an einer Bildschirmposition auch Farbinformationen ent-
halten. Auf diese Weise wechseln sich im Streifenmuster nur die lokal an der Überlage-
rung beteiligten Ebenen ab. Dies verfeinert das Streifenmuster welches nun zusätzlich
an den Grenzen der Überlagerungen unterbrochen wird. Auf diese Weise lässt sich die
Erkennbarkeit der Forminformationen erhöhen und es tritt keine Ebene beziehungsweise
kein visueller Repräsentant stärker hervor (vgl. Abb. 4.5(d)). Gegenüber dem statisch
ausgerichteten Weaving wird das Bildrauschen leicht verstärkt.
2Ursprünglich wurde dieses Verfahren als Modulo-Aligned Weaving eingeführt (siehe [LRS10a]).
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4.3.3.2. Die Ebenenbelegung
Neben der genutzten Auswahlfunktion, ist das im Weaving erzielte Resultat auch von
der konkreten Belegung der verschiedenen Ebenen abhängig. So kann mit der Ebenen-
belegung festgelegt werden, ob alle Überlagerungen oder nur die Überlagerung einzelner
visueller Repräsentanten behandelt werden. Abbildung 4.6 verdeutlicht dies an einem
Scatterplot. Dieser zeigt die Sonnenscheindauer und die Durchschnittstemperatur des
geclusterten Klimadatensatzes. In Abbildung 4.6(b) werden den Clustern jeweils sepa-
rate Ebenen zugewiesen, dort gerendert und schließlich mit dem statisch ausgerichteten
Weaving zusammengeführt (Abb. 4.6(c)). Trotz reduzierter Forminformationen wird die
Ausdehnung der verschiedenen Cluster deutlich. In Abbildung 4.6(e) wird hingegen nur
das als relevant markierte grüne Cluster freigelegt. Dazu wird eine Ebene für das relevan-
te Cluster definiert und eine weitere Ebene, die dieses spezielle Cluster zusammen mit
allen anderen Clustern darstellt. Diese zwei Ebenen repräsentieren also zum Einen die
überlagerten Informationen und zum Anderen die vollständige visuelle Repräsentation,
die die Überlagerungen enthält (siehe Abb. 4.6(d)). Bei der Darstellung werden diese bei-
den Ebenen mit dem statisch ausgerichteten Weaving zusammengeführt. So werden die
sonst verdeckten Informationen in die visuelle Repräsentation eingegliedert. Gleichzeitig
steigt durch die nun geringere Anzahl der Ebenen die Auflösung der Forminformationen.
4.3.3.3. Ergebnisse
Mit diesen verschiedenen Grundverfahren lassen sich Überlagerungen visueller Repräsen-
tanten aufheben. Abbildung 4.7 demonstriert an zwei konkreten Beispielen, wie einzelne
relevante Informationen durch das Weaving sichtbar gemacht werden. Bei beiden Ver-
fahren handelt es sich um dreidimensionale Visualisierungen, deren zweidimensionale
Projektionen für das Weaving genutzt werden:
. TreeCube Abbildung 4.7(a) zeigt (drei) selektierte Teilbäume eines phylogenetischen
Datensatzes [FP03], die durch die Überlagerungen im TreeCube (vgl. [TON03])
nicht vollständig sichtbar sind. Da nur diese Teilbäume sichtbar gemacht werden sol-
len, werden sie einmal exklusiv auf einer Ebene dargestellt und einmal in Kombina-
tion mit der restlichen Hierarchie. Durch das statisch ausgerichteteWeaving werden
die sonst überlagerten Informationen nun eingeblendet und sichtbar (Abb. 4.7(b)).
. Federkraftbasierte Visualisierung In dieser dreidimensionalen Visualisierung der Gesund-
heitsdaten (vgl. [TK98]) wird der gleiche Ansatz wie zuvor gewählt: Die selektierten
Informationen (Daten eines Landkreises zu verschiedenen Zeitpunkten) werden ei-
ner separaten Ebene zugewiesen und mittels des statisch ausgerichteten Weavings
in die visuelle Repräsentation integriert und sichtbar gemacht (Abb. 4.7(d)).
Beide Beispiele verdeutlichen, dass dasWeaving zur Freilegung einzelner Informationen
geeignet ist und so deren Lokalisation unterstützt. Zudem ist es nur von den Bildinhalten
auf den beteiligten Ebenen und nicht von der genutzten Visualisierungstechnik abhängig.
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Bei der Anwendung des Weavings entstehen keine Mischfarben wie bei Transparenzen
und die Formen der überlagerten visuellen Repräsentanten sind – wenn auch in redu-
zierter Auflösung – sichtbar. Mit den neuen Weaving-Strategien, die gezielt die Farb-
und Formerkennbarkeit adressieren, ist das Weaving bei Überlagerungen beliebiger vi-
sueller Repräsentanten nutzbar und stellt eine Alternative zu Transparenzen dar. Das
statisch ausgerichtete Weaving eignet sich dabei besonders für Szenarien mit hochfre-
quenten Wechseln, da es weniger Bildrauschen als das dynamisch ausgerichtete Weaving
erzeugt. Letzteres unterstützt dagegen bei größeren visuellen Repräsentanten die Former-
kennbarkeit am besten. Im Gegensatz zu Transparenzen sind beide Ansätze aber nur bei
größeren visuellen Repräsentanten nutzbar. Kleinere Repräsentanten können durch die
reduziere Formauflösung überlagert werden. Zudem setzt das Weaving hinreichend große
Farbunterschiede zwischen den Ebenen voraus, da die Bildebenen sonst sichtbar, durch
Maskierungseffekte aber nicht unterscheidbar sind.
Im Rahmen dieser Arbeit wurde eine initiale Nutzerstudie mit 10 Teilnehmern durchge-
führt, um herauszufinden, ob das Weaving eine bessere Zuordnung von dargestellter Far-
binformation zum ursprünglichen visuellen Repräsentanten ermöglicht. Das Ziel der Teil-
nehmer bestand darin, einen nur teilweise sichtbaren visuellen Repräsentanten zu selek-
tieren. In der Studie konnte gezeigt werden, dass dasWeaving gegenüber der Transparenz
nur eine etwa viertel so große Fehlerquote (falsch selektierte visuelle Repräsentanten) auf-
weist, aber nur eine geringfügig kürzere Ausführungszeit (ca. 2s) bietet (vgl. [LRS10a]).
Die Farb- und Formerkennbarkeit lässt sich über die vorgestellten Ansätze hinaus wei-
ter verbessern. Eine Verbreiterung der entstehenden Streifen und eine Sortierung der
Ebenen entsprechend der enthaltenen Farbinformationen kann etwa die Farberkennbar-
keit unterstützen. Ein zusätzlicher Wechsel der Streifenausrichtung (horizontal / vertikal)
unterstützt hingegen die Formerkennbarkeit (Abb. 4.5(e)).
Weitere Details zum Weaving – z.B. eine formale Beschreibung und ausführliche In-
formationen zur Nutzerstudie – sind in der Publikation zu finden, die in Teil II dieser
Dissertation auf S. 125 wiedergegeben ist.
4.4. Diskussion
4.4.1. Einordnung in das erweiterte Data-State-Referenzmodell
Die hier vorgestellten Ansätze zur Nutzung von Bildmanipulationsverfahren in der il-
lustrativen Informationsvisualisierung beziehen sich auf die Bilddatenebene. Aber auch
andere Stufen des erweiterten Data-State-Referenzmodells und entsprechende Transfor-
mationen sind eingebunden. Obwohl sich die vorgestellten Ansätze in wesentlichen Punk-
ten unterscheiden, können sie doch alle in drei Phasen unterteilt werden, die sich wie



















Abbildung 4.8.: Die entwickelten Lösungen im erweiterten Data-State-Referenzmodell.
Die vorgestellten Ansätze nutzen das Mapping , das geometrische Modell, die Rendering-
Operatoren und die Bildebene nebst zugehörigen Zustandsoperatoren und können in die
Phasen Zuweisung, Transformation und Realisierung gegliedert werden.
. Zuweisung Die verschiedenen Bildmanipulationen beruhen im Wesentlichen auf Date-
neigenschaften oder deren Auswertung. Unabhängig davon, ob der konkrete Ansatz
nun auf der Relevanz der zu visualisierenden Informationen oder zusätzlichen Infor-
mationen wie den Unsicherheiten basiert, sind diese Informationen den entsprechen-
den Bildmanipulationen bereitzustellen. Dies geschieht durch eine entsprechende
Attributierung des geometrischen Modells, die im Mapping oder auch im Zustand
der visuellen Abstraktion erfolgen kann.
. Transformation Mittels der Rendering-Operatoren TR werden die visuellen Repräsen-
tanten in darstellbare Bilddaten überführt. Je nach Attributierung und schließlich
anzuwendendem Bildmanipulationsverfahren werden aber auch weitere Buffer an-
gelegt. Diese kodieren etwa Tiefenwerte (z.B. für Kantenextraktion), die Parameter
der Bildmanipulationen (z.B. für die Unsicherheitsvisualisierung), die IDs der visu-
ellen Repräsentanten (z.B. für die Nutzung verschiedener Stile) oder die visuellen
Repräsentanten selbst (z.B. für Halos, Weaving). Die Transformation in Bilddaten
stellt so die notwendigen Informationen für die Bildmanipulationen bereit.
. Realisierung Die Umsetzung der Bildmanipulationen erfolgt auf der Bilddatenebene
durch entsprechende Zustandsoperatoren ZB. Dabei werden die durch das Rende-
ring bereitgestellten Informationen je nach genutztem Ansatz ausgewertet und die
endgültige visuelle Repräsentation erzeugt. Durch entsprechende Implementierung
können die Verfahren teilweise auch mit den Rendering-Operatoren umgesetzt und
beschleunigt werden (z.B. Schraffuren, Weaving , Halos, siehe Kap 3.1.2.2).
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Der Schwerpunkt aller präsentierten Ansätze basiert auf Bilddaten und begründet die
Einordnung als Bildmanipulationsverfahren. Die Kopplung steuernder Parameter an die
visuellen Repräsentanten und deren Transformation in den Bildraum sind Einflussfakto-
ren, die das Resultat weitreichend beeinflussen können. Abbildung 4.8 verdeutlicht die
Einordnung in das erweiterte Data-State-Referenzmodell.
4.4.2. Ergebnisse und Zusammenfassung
Die hier vorgestellten Ansätze nutzen Bildmanipulationsverfahren um die Aussagekraft
der visuellen Repräsentation zu erhöhen. Dazu gehören die Hervorhebung visueller Re-
präsentanten, die Behandlung von Überlagerungen visueller Repräsentanten und die Vi-
sualisierung von Unsicherheiten. Im Gegensatz zu etablierten Techniken erlauben Halos
etwa die Akzentuierung einzelner Pixel oder Linien, ohne den Kontext vollständig zu
überlagern, auszublenden, oder den visuellen Repräsentanten der hervorzuhebenden In-
formationen zu verändern. Bildmanipulationen wie etwa die Aquarellsimulation erlauben
die Darstellung mehrerer Unsicherheitswerte parallel zu den Daten und sind dabei nicht
an eine einzelne Visualisierungstechnik gebunden. Das Weaving ermöglicht die Behand-
lung von Überlagerungen, ohne dabei Mischfarben zu erzeugen oder Positionen visueller
Repräsentanten zu ändern. Zusammenfassend können mit den präsentierten Ansätzen
relevante Informationen gezielt hervorgehoben und freigelegt werden, um hierdurch ihre
Lokalisation zu unterstützen oder zusätzliche Informationen in die Visualisierung einge-
bracht werden, die bei der Interpretation der Daten helfen. Die Bildmanipulationsverfah-
ren unterstützen somit die Kommunikation von Informationen und sind der illustrativen
Informationsvisualisierung zuzuordnen.
Auch aktuelle Publikationen zur Visualisierung von Unsicherheiten [BBIF12] oder etwa
zur Hervorhebung einzelner Pixel [OJS+11] setzen mittlerweile auf Verfahren, die den im
Rahmen dieser Dissertation entwickelten Ansätzen ähneln. Dies unterstreicht die Sinn-
fälligkeit der entwickelten Lösungen und entspricht den Ergebnissen der durchgeführten
Studien, die den Nutzen (z.B. bei Halos) und sogar den Vorteil gegenüber etablierten
Verfahren der Informationsvisualisierung belegen (z.B. Weaving vs. Transparenzen). Die
entwickelte Visualisierung von Unsicherheiten mittels NPR-Verfahren wurde in wesentli-
chen Punkten durch Boukhelifa et al. bestätigt [BBIF12].
Ein wesentlicher Aspekt bei der Anwendung der Bildmanipulationsverfahren ist die
weitreichende Parametrisierbarkeit der NPR-Verfahren. Sie erlaubt beispielsweise die
einfache Anpassung des genutzten Bildmanipulationsverfahrens an verschiedene Visuali-
sierungstechniken und erschließt somit weitreichende Anwendungsgebiete (z.B. Halos zur
Hervorhebung von punktförmigen, linienförmigen und flächigen visuellen Repräsentanten
in 2D und 3D). In gleichem Maß können die Verfahren aber auch falsch parametrisiert
werden und zu nicht expressiven Visualisierungen führen – etwa wenn durch eine ungüns-
tige Farbwahl die Datenwerte verfälscht werden, im Weaving die relevanten Information
nicht sichtbar werden oder die Visualisierung von Unsicherheiten am Ende die Visuali-
sierung der eigentlichen Daten überdeckt. Die Abbildungen dieses Kapitels zeigen aber,
dass bei sinnvollen Parametrisierungen sehr gute Ergebnisse erzielt werden können.
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In diesem Kapitel wird die Nutzung zusätzlicher Grafikprimitive für die illustrative In-
formationsvisualisierung vorgestellt. Zunächst erfolgt ein einführender Überblick über
die entwickelten Ansätze (Kap. 5.1), die anschließend zusammenfassend dargestellt und
hinsichtlich der erzielten Ergebnisse diskutiert werden (Kap. 5.2). In Kapitel 5.3 wird aus-
führlich auf ein neu entwickeltes globales Beschriftungsverfahren eingegangen. Mit diesem
können Beschriftungen – die den zusätzlichen Grafikprimitiven zugeordnet werden – ohne
Überlagerung anderer visueller Repräsentanten platziert werden. Dieses Beschriftungsver-
fahren wurde in Particle-Based Labeling: Fast Point-Feature Labeling without Obscuring
Other Visual Features publiziert und ist in Teil II dieser Arbeit enthalten. Abschließend
werden die entwickelten Ansätze zur Nutzung zusätzlicher Grafikprimitive in das erwei-
terte Data-State-Referenzmodell eingeordnet und zusammengefasst (Kap. 5.4).
5.1. Überblick
In den nachfolgenden Abschnitten werden zusätzliche Grafikprimitive in Hinblick auf
unterschiedliche Problemstellungen in der Informationsvisualisierung eingesetzt:
• In Abschnitt 5.2 werden zunächst drei Ansätze zur (1) Visualisierung von Unsi-
cherheiten, zur (2) Interaktiven lokalen überlagerungsfreien Beschriftung und zur
(3) Visuellen Beruhigung sich ändernder Beschriftungen zusammengefasst. Die Vi-
sualisierung der Unsicherheiten beruht auf der Modifikation von Strokes und wur-
de zusammen mit der in Kapitel 4.2.3 genutzten Aquarellsimulation vorgestellt
(vgl. [LRS10b]). Die lokale überlagerungsfreie Beschriftung erweitert Verfahren wie
das bekannte Tool-Tip-Labeling und Excentric Labeling um eine Berücksichtigung
visueller Repräsentanten (vgl. [FLH+06]). Um sich ändernde Beschriftungen – ge-
rade in interaktiven Umgebungen wie der Informationsvisualisierung – visuell zu
beruhigen, wird schließlich ein neues Animationsverfahren genutzt. Es bildet damit
Ansätze aus illustrativen Beschriftungsverfahren nach (vgl. [CLS09]).
• Ein neues Verfahren zur globalen überlagerungsfreien Beschriftung bildet den
Schwerpunkt von Kapitel 5. Es ermöglicht die schnelle globale Positionierung vieler
Beschriftungen ohne Vorberechnungen unter gleichzeitiger Berücksichtigung visuel-
ler Repräsentanten. Es zeichnet sich im Vergleich zu anderen Verfahren durch die
hohe Anzahl platzierter Beschriftungen und durch die geringe benötige Rechenzeit
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aus. Dieses Beschriftungsverfahren wurde ebenfalls publiziert (vgl. [LSC08]) und be-
reits kurze Zeit später in einem umfassenden englischsprachigen Lehrbuch [Mun09b]
als einzige Beschriftungsmethode für die Visualisierung angeführt. Ebenso wird es
als einziges Verfahren in einem Survey zur Informationsvisualisierung [Che10] ge-
nannt. Das neu entwickelte Beschriftungsverfahren wird inzwischen in weiteren An-
sätzen der Informationsvisualisierung verwendet (u.a. [LSST11, SHS11b, LZP+12,
TBK+12, PPBT12]). Abschnitt 5.3 stellt dieses Verfahren ausführlicher vor.
5.2. Nutzung zusätzlicher Grafikprimitive
Die folgenden drei Beispiele verdeutlichen, dass sich zusätzliche Grafikprimitive und ent-
sprechende Positionierungsverfahren zur Behandlung konkreter Problemstellungen aus
der Informationsvisualisierung verwenden lassen. Zu diesem Zweck werden jeweils die
behandelte Problemstellung, der Lösungsansatz, die Umsetzung sowie die erzielten Er-
gebnisse an konkreten Datensätzen diskutiert.
5.2.1. Visualisierung von Unsicherheiten mit Strokes
Die Visualisierung von Unsicherheiten ist ein aktuelles Problem und wurde bereits in
Kapitel 4.2.3 ausführlich besprochen. An dieser Stelle soll ein weiterer Lösungsansatz
vorgeschlagen werden, der mit Hilfe zusätzlicher Grafikprimitive, in diesem Fall mit Stro-
kes, das Problem speziell für linienhafte visuelle Repräsentanten löst.
Lösungsansatz Linienhafte visuelle Repräsentanten sind eine wichtige Form, Daten zu
kommunizieren – zum Beispiel in Parallelen bzw. Sternförmigen Koordinaten, in der Tra-
jektorienvisualisierung, in so genannten Node-Link -Diagrammen usw. Um Unsicherheiten
zu visualisieren, die mit diesen visuellen Repräsentanten assoziiert sind, werden die linien-
haften visuellen Repräsentanten als Reference Backbone eines Skeletal Stroke aufgefasst
und durch ein neues Grafikprimitiv, den Stroke, ersetzt. Auf diese Weise lassen sich ver-
schiedenste Strokes und ihre Parameter für die Unsicherheitsvisualisierung verwenden,
während der ursprüngliche Linienverlauf weiterhin kommuniziert wird (vgl. [LRS10b]).
Dieser Ansatz wird an Parallelen Koordinaten eingeführt.
Umsetzung und Diskussion In linienbasierten Visualisierungsverfahren werden oft dün-
ne Linien genutzt, um unnötige Überlagerungen bei größeren Datensätzen zu vermeiden.
Um dies auch bei der Nutzung von Strokes zur Unsicherheitsvisualisierung zu gewährleis-
ten, werden nachfolgend verwackelte Linien als Stroke genutzt. Der hierfür verwendete
Ansatz (aus [SS02]) bietet mit dem Grad der Verwackelung (im Wesentlichen die Ampli-
tude und Frequenz der Unterteilung) und einer möglichen Punktierung der Linien zwei
Attribute zur Unsicherheitsvisualisierung.
Abbildung 5.1 verdeutlicht diesen Lösungsansatz. Hier wird der Gesundheitsdatensatz
mittels Paralleler Koordinaten dargestellt. Jeder einzelne Streckenzug repräsentiert da-
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Abbildung 5.1.: Visualisierung von Unsicherheiten mit verwackelten Linien. Die punktier-
ten und verwackelten Linien (b) verdeutlichen Unsicherheiten, die nach der Aggregation
in den Parallelen Koordinaten zunächst nicht sichtbar sind (a).
bei die aggregierten Werte (Grippefälle, Verletzungen,. . . ) eines Landkreises an einem
einzelnen Tag. Jeder Tag des Jahres 2000 ist dargestellt. Die Aggregation beruht auf den
zugehörigen Postleitzahlengebieten. Einzelne Postleitzahlengebiete stellen zu verschiede-
nen Zeitpunkten keine Fallzahlen bezüglich einzelner Diagnosen bereit. Diese missing
values und auch die unterschiedlich stark ausgeprägten Standardabweichungen sind der
Visualisierung nicht zu entnehmen (Abb.5.1(a)).
Deshalb werden die missing values eines Attributes in Abbildung 5.1(b) auf immer
größere Lücken innerhalb der Linien abgebildet. Die Standardabweichung bestimmt den
Grad der Verwackelung. Die Streckenzüge werden mittig zwischen den Achsen unterteilt,
um die Unsicherheiten bezüglich der jeweils angrenzenden Attribute darzustellen. Meh-
rere verwackelte Linien können sich zwar nicht durch ihre definierte Linienstärke, schnell
aber durch ihren komplexen Verlauf überlagern. Hinzu kommt, dass die hier verwendeten
verwackelten Linien nur in einem Umfeld überwiegend gerader Linien auffallen und es
schnell zur Verdeckung durch Maskierung kommt (vgl. Kap. 2.1.4). Deshalb werden Un-
sicherheiten in Abbildung 5.1(b) nur für interaktiv selektierte Streckenzüge darstellt. So
wird etwa sichtbar, dass sich der grüne und der blaue Streckenzug (Rostock und Greifs-
wald am 10.01.2000) nicht nur im Hinblick auf die Datenwerte, sondern auch bezüglich der
Unsicherheiten unterscheiden. So liegen in Rostock nur bei den oberen Atemwegserkran-
kungen keine missing values vor (1. Achse) – allerdings mit einer Ungleichverteilung im
Stadtgebiet (hohe Standardabweichung über den Postleitzahlgebieten). Diese Ungleich-
verteilung ist in Greifswald bezüglich der Verletzungen am höchsten (2. Achse) und es
liegen insgesamt weniger missing values vor. So unterstützt die Unsicherheitsvisualisie-
rung mit Strokes die Interpretation der eigentlichen Daten on demand.
Wird dieser Ansatz in anderen Visualisierungen – etwa von Trajektorien – genutzt, so
können weitere Stroke-Parameter als die Verwackelung und Punktierung zur Kodierung
der Unsicherheiten genutzt werden. Ein wichtiger Punkt bleibt aber auch hier, dass die
erzielbaren Effekte unterscheidbar und von der Datenrepräsentation trennbar sein müssen,
um die Effektivität der visuellen Repräsentation zu wahren (vgl. Kap. 3.1).
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5.2.2. Überlagerungsfreie lokale Beschriftung
Problemstellung Lokale Beschriftungen sind in vielen Verfahren der Informationsvisua-
lisierung ein wichtiger Bestandteil, um für eine kleine Menge ausgewählter visueller Re-
präsentanten zusätzliche Informationen zu kommunizieren. Die Auswahl zu beschriften-
der Objekte erfolgt im Allgemeinen mittels Interaktionstechniken. Gemäß des Visual
Information Seeking Mantras [Shn96] zählen solche Beschriftungen zu den Details-on-
Demand -Verfahren.
Hierzu wurden verschiedene lokale Beschriftungsverfahren entwickelt. Dabei werden
Beschriftungen meist an frei positionierbaren Zeigern / Linsen angebracht (z.B. Tool-
Tip-Labeling, Excentric Labeling [FP99, BRL09, FHS+12]). Diese Verfahren ermöglichen
eine Beschriftung, die den Interaktionsanforderungen der Informationsvisualisierung ge-
recht wird und werden deshalb in verschiedenen Visualisierungssystemen angewendet
(z.B. in [EDF08]). Ein Problem dabei ist allerdings, dass nicht betrachtet wird, ob die
angebrachten Beschriftungen zu Überlagerungen wichtiger Bildinformationen – insbeson-
dere visueller Repräsentanten – führen und so die Expressivität verletzen.
Lösungsansatz Beschriftungen gehören zu den klassischen Mitteln der Illustration und
werden hier so positioniert, dass keine wichtigen Bildinformationen verloren gehen. Die
im NPR genutzten Beschriftungsverfahren zielen meist jedoch auf wenige zentral gelegene
zu beschriftende Objekte die von Freiraum umgeben sind (z.B. [SCS04, AHS05, GHS07,
ČB10]). Dies kann in der Visualisierung im Allgemeinen nicht vorausgesetzt werden.
In der vorliegenden Dissertation wird deshalb untersucht, wie sich eine überlagerungs-
freie Beschriftung in die etablierten Beschriftungsverfahren der Informationsvisualisie-
rung – speziell das Tool-Tip-Labeling und das Excentric Labeling – integrieren lässt. Die
Grundlage des hierfür entwickelten Ansatzes (vgl. [FLH+06]) bildet das Dynamic Space
Management [BF00], das für das automatische Layout von Nutzungsschnittstellen und
zum Teil auch für die Beschriftung im Bereich der Augmented Reality [BFH01] verwendet
wird. Der neue Ansatz wird am Beispiel eines Punktdiagramms demonstriert.
Umsetzung und Diskussion Zur Umsetzung der lokalen überlagerungsfreien Beschrif-
tung wird das Dynamic Space Management mit dem Tool-Tip-Labeling bzw. dem Excen-
tric Labeling in einer so genannten Beschriftungslinse kombiniert. Diese besteht (1) aus
einer Selektionslinse und (2) aus einem Beschriftungsbereich. Mittels der interaktionsge-
steuerten Selektionslinse werden ein oder mehrere punktförmige visuelle Repräsentanten
ausgewählt, denen imMapping eine entsprechend ausgestaltete Beschriftung, (z.B. Inhalt,
Schriftart, Größe, Farbe) zugewiesen wird.
Die Beschriftungen werden im Beschriftungsbereich unter Nutzung des Dynamic Space
Managements platziert, welches größte freie rechteckige Flächen verwaltet. Um dabei vi-
suelle Repräsentanten zu berücksichtigen, werden sie in so genannte full space rectangles
überführt und im Dynamic Space Management registriert. Zu diesem Zweck werden sie
mit speziellen Rendering-Operatoren in eine binäre Konfliktkarte auf der Bilddatene-
bene überführt. Diese wird nun zeilen- oder spaltenweise abgetastet. Belegte Segmente
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Abbildung 5.2.: Registrierung visueller Repräsentanten im Dynamic Space Management .
Eine feine Abtastung des Bildraums (links) oder des geometrischen Modells (rechts) stellt
sicher, dass alle visuellen Repräsentanten erfasst werden (a) oder dass kein Platz ver-
schwendet wird (c). Gröbere Abtastungen sind hingegen weniger rechenintensiv (b),(d).
der Abtaststrahlen spannen die genannten full space rectangles auf (schwarze Rechtecke
in Abb. 5.2). Die Abtastauflösung legt dabei das Verhältnis zwischen benötigter Re-
chenzeit und der Genauigkeit der Berücksichtigung visueller Repräsentanten fest: Eine
feine Abtastung erzeugt viele zu verwaltende Rechtecke und entsprechenden Rechenauf-
wand – gewährleistet jedoch, dass alle visuellen Repräsentanten berücksichtigt werden
(Abb. 5.2(a)). Bei einer groben Abtastung verhält es sich andersherum (Abb. 5.2(b)).
Unter den gleichen Bedingungen ist auch eine Abtastung des geometrischen Modells auf
der Stufe der visuellen Abstraktion möglich (Abb. 5.2(c), (d)).
Die Schriftplatzierung erfolgt als Greedy-Algorithmus: In der Reihenfolge der zu be-
schriftenden visuellen Repräsentanten wird das Dynamic Space Management nach passen-
den, möglichst nahe liegenden freien Flächen angefragt. Platzierte Beschriftungen werden
dann mittels ihrer Labelbox – eine übliche rechteckige Approximation der Beschriftung
(vgl. [Pet03, S.6]) – als full space rectangles im Dynamic Space Management registriert
und schließlich in die Bildebene überführt. Wird keine adjazente Beschriftungsposition
gefunden, so werden zusätzlich verbindende Linien erzeugt und dargestellt.
Mit diesem Ansatz gelingt die lokale überlagerungsfreie Beschriftung punktförmiger
visueller Repräsentanten. Abbildung 5.3 verdeutlicht die Vorteile dieses Vorgehens. Der
Ausschnitt des Punktdiagramms in Abbildung 5.3(a) zeigt die Durchschnittstemperatur
und die Sonnenscheindauer eines Klimadatensatzes, wobei zunächst das Excentric La-
beling zur Anzeige von Beschriftungen genutzt wird. Dabei werden zahlreiche visuelle
Repräsentanten überlagert. Durch den neu entwickelten Ansatz bleiben hingegen alle
visuellen Repräsentanten sichtbar (Abb. 5.3(b)). Zudem ist eine freie Platzierung des Be-
schriftungsbereiches – etwa am Rand der Visualisierung – möglich (Abb. 5.3(c)). Durch
den Grad der Abtastung ist diese Methode an die zur Verfügung stehenden Ressourcen
(z.B. gegebene Rechenleistung) anpassbar.
Da die freie Fläche im Beschriftungsbereich mit jeder platzierten Beschriftung ab-
nimmt, ist es möglich, dass nicht alle Beschriftungen platziert werden können. Deshalb
sollte eine Priorisierung der Annotationen vorgenommen werden.
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Abbildung 5.3.: Überlagerungsfreie lokale Beschriftung. Während das Excentric Labeling
bei der Exploration eines Punktdiagramms zur Überlagerung visueller Repräsentanten
führt (a), bleiben diese beim hier vorgeschlagenen Ansatz sichtbar (b). Zudem lässt sich
der Beschriftungsbereich nun beliebig platzieren (c). Die noch für die Beschriftung zur
Verfügung stehenden freien Flächen sind hellblau dargestellt (c).
5.2.3. Zeitlich kohärente Beschriftung
Problemstellung Die Mehrheit existierender Beschriftungsverfahren zielt auf eine mög-
lichst schnelle Beschriftung möglichst vieler Objekte (vgl. [WS09]). Dabei wird in der Re-
gel nur die aktuell vorliegende Situation betrachtet. Werden entsprechende Beschriftungs-
verfahren (u.a. [CMS95, FP99, RBDN05, Mot07, BRL09, FHS+12]. . . ) in interaktiven
Umgebungen eingesetzt, so führt die fehlende Berücksichtigung auftretender Änderun-
gen zu einer unruhigen flackernden Beschriftung. Alternative Ansätze, die kontinuierliche
Änderungen berücksichtigen, benötigen hingegen Vorberechnungen (z.B. [Pet03, Nie12]),
sind nur in speziellen Fällen anwendbar (z.B. in Illustrationen [AHS05, GHS07]) oder
berücksichtigen andere Beschriftungskriterien nicht ausreichend (z.B. Zuordbarkeit der
Beschriftungen, willkürliche Löschung von Beschriftungen in [VTW12]).
Lösungsansatz Animationen sind ein verbreiteter Ansatz, um spontane oder komplexe
Änderungen innerhalb einer visuellen Repräsentation darzustellen. Die wesentliche Idee
besteht dabei darin, Änderungen in der Darstellung über die Zeit zu strecken, um sie
für den Betrachter nachvollziehbar zu gestalten. Derartige Ansätze kommen etwa bei
interaktiven illustrativen Beschriftungsansätzen zur Anwendung (vgl. [AHS05]).
In dieser Dissertation wurde deshalb untersucht, ob ein derartiges Animationsverfahren
auch in Beschriftungsverfahren verwendet werden kann, die in der Informationsvisua-
lisierung angewendet werden und daher in der Regel keine Frame-to-Frame-Kohärenz
gewährleisten können. Das ist etwa bei den oben zitieren Verfahren der Fall.
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Umsetzung und Diskussion Die wesentliche Idee des neu entwickelten Verfahrens be-
steht in der Trennung der aktuell dargestellten Beschriftungslösung und der aktuell er-
rechneten Beschriftungslösung. Wird nach einer Änderung – etwa durch Interaktionen
– eine neue Beschriftungslösung errechnet, so wird sie mit der aktuell dargestellten Be-
schriftung verglichen. Dabei können für jede Beschriftung folgende vier Fälle eintreten:
• Eine Beschriftung ist durch die neu errechnete Beschriftungslösung erstmalig plat-
ziert und somit hinzugefügt worden.
• Eine Beschriftung wurde nicht platziert und ist in der neu errechneten Beschrif-
tungslösung nicht mehr enthalten.
• Eine Beschriftung wurde in der neu errechneten Beschriftungslösung an einer neuen
Position platziert.
• Eine Beschriftung wurde nicht verändert und verbleibt an ihrer Position.
Abhängig vom auftretenden Fall erfolgt nun eine zeitliche Spreizung der Änderung
mittels entsprechender Animationen: Das aus den ersten beiden Punkten resultierende
spontane Erscheinen und Verschwinden von Beschriftungen wird durch ein inkrementelles
Ein- bzw. Ausblenden dargestellt. Ein konstanter Faktor bestimmt hierbei die Geschwin-
digkeit der Animation. Für die Animation der Positionswechsel wird eine Mittelwert-
berechnung verwendet: Die nächste dargestellte Beschriftungsposition (pt+1show,p ∈ R2)
ergibt sich aus dem geometrischen Mittelwert der aktuell dargestellten Position (ptshow)
und der aktuell errechneten Position (ptcalc):
pt+1show =
c · ptshow + ptcalc
c+ 1
Auf diese Weise wird sofort auf neu errechnete Beschriftungspositionen pcalc reagiert
ohne einen neuen vollständigen Animationspfad berechnen zu müssen. Das Gewicht c
bestimmt die Geschwindigkeit der Translation.
Die Sichtbarkeitsanpassungen und Neupositionierungen werden nur durch Änderungen
angestoßen. Sie werden parallel ausgeführt und so lange wiederholt, bis der Zustand der
aktuell errechneten Beschriftungslösung erreicht wird. Der Ablauf der zeitlichen Sprei-
zung wird in Abbildung 5.4 verdeutlicht. Während der Animation kann es kurzzeitig zur
Überlagerung anderer Beschriftungen und visueller Repräsentanten kommen, was jedoch
nicht ins Gewicht fällt, da die Animation nicht die Grundlage für eine Analyse bildet und
nur zur beabsichtigten visuellen Repräsentation hinführt. Sie wird somit im Anschluss
der eigentlichen Schriftplatzierung im Zustand der visuellen Abstraktion durchgeführt.
Obwohl die Ursache der fehlenden Frame-to-Frame-Kohärenz nicht beseitigt wird, beru-
higt die Animation die Beschriftungsdarstellung und macht Änderungen nachvollziehbar.
Der neu entwickelte Ansatz ist unabhängig vom verwendeten Beschriftungsverfahren,
zielt aber besonders auf schnelle Verfahren, die den Interaktionsanforderungen der In-
formationsvisualisierung gerecht werden und keine Frame-to-Frame-Kohärenz aufweisen
(z.B. [FP99, RBDN05, FLH+06, Mot07, LSC08, BRL09, FHS+12]).
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Abbildung 5.4.: Prinzipielle Behandlung wechselnder Beschriftungen. Spontane Beschrif-
tungsänderungen werden durch eine inkrementelle Annäherung an den aktuellen Zustand
behandelt. Dieser wird bis zum Abschluss der Animation wiederholt abgefragt. Das Ein-
und Ausblenden ist durch eine minimale und maximale Transparenz begrenzt.
5.3. Überlagerungsfreie globale Beschriftung
Beschriftungen sind in vielen Verfahren der Informationsvisualisierung ein wichtiger Be-
standteil, um visuellen Repräsentanten Identitäten, numerische Werte und Ähnliches
zuzuordnen – unter Anderem durch ihre Ausgestaltung. Nur eine überlagerungsfreie Be-
schriftung kann aber gewährleisten, dass die Kommunikation von Informationen unter-
stützt und nicht beeinträchtigt wird. Im Rahmen dieser Arbeit wurde deshalb ein neues
partikelgestütztes Verfahren für eine überlagerungsfreie Beschriftung punktförmiger vi-
sueller Repräsentanten entwickelt (vgl. [LSC08]). Es wird hier dargelegt und diskutiert.
5.3.1. Problemstellung
Durch die umfangreiche Beschriftung vieler visueller Repräsentanten unterstützen glo-
bale Beschriftungen etwa in Overview -Darstellungen die Orientierung und Navigation
im Datenraum. Durch die Komplexität des Beschriftungsproblems (NP-vollständig), ist
eine schnelle globale Punktbeschriftung nur schwer umzusetzen. Auf Vorberechnungen
basierende Verfahren (z.B. [PGP03, BDY06, Nie12]) sind für Visualisierungsverfahren
weniger geeignet, da es interaktionsbedingt wiederholt zu umfassenden Änderungen der
visuellen Repräsentation kommt, so dass neue Vorberechnungen erforderlich sind. Nur
wenig Ansätze ermöglichen eine schnelle globale Beschriftung ohne Vorberechnungen (et-
wa [RBDN05, Mot07]). Diese erfordern jedoch wenig praktische Einschränkungen an die
Schriftgestaltung wie zum Beispiel fixe Beschriftungsabmessungen. Verfahren aus dem
NPR zielen wiederum auf die Beschriftung weniger zentral gelegener Objekte ab und
sind deshalb nur in Spezialfällen in der Informationsvisualisierung nutzbar.
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Abbildung 5.5.: Demonstration einer aktuell genutzten Beschriftung. Die dargestellte
Graphvisualisierung ist von Xu et al. [XDC+13].
Die meisten Beschriftungsverfahren betrachten zudem nur die Überlagerungsfreiheit
unter den angebrachten Beschriftungen. Da aber auch Überlagerungen anderer visueller
Repräsentanten die Effektivität und Expressivität verletzten können – Abbildung 5.5
verdeutlicht dieses Problem –, ist eine überlagerungsfreie Beschriftung mit Blick auf alle
visuellen Repräsentanten wichtig. Dies ist bisher nur durch entsprechenden Rechenauf-
wand (z.B. in [BHH+02, Pet03]) oder in den bereits erwähnten Spezialfällen des NPRs
(z.B. [AHS05]) umsetzbar.
5.3.2. Lösungsansatz
Bisherige Beschriftungsansätze versuchen oft, nicht nur eine überlagerungsfreie Beschrif-
tungslösung zu finden, sondern diese auch bezüglich der Beschriftungspositionen zu op-
timieren (siehe Kap. 2.2.3.6). Dabei werden teilweise Beschriftungspositionen herangezo-
gen, die mit einem höheren Rechenaufwand verbunden sind. Zudem erfassen die meisten
Verfahren die Konflikte zwischen Beschriftungen – also deren gegenseitige Überlagerung –
nur mittels der rechteckigen Labelboxen. Dies erschwert die zusätzliche Berücksichtigung
anderer Formen und visueller Repräsentanten (vgl. Kap. 5.2.2).
Aus diesen Beobachtungen ergeben sich die wichtigsten Ideen für ein neues, auf Ge-
schwindigkeit ausgelegtes Beschriftungsverfahren. Sie bestehen darin, den Rechenauf-
wand bei der Suche nach Beschriftungspositionen zu berücksichtigen, keine aufwendige
Optimierung einmal gefundener Lösungen vorzunehmen und Beschriftungskonflikte mög-
lichst flexibel zu modellieren und zu erfassen. Diese Aspekte münden in einem neuen
Greedy-Algorithmus, dem eine so genannte Beschriftungspipeline und eine partikelge-
stützte Konflikterkennung zu Grunde liegen.
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5.3.3. Umsetzung und Diskussion
Den Ausgangspunkt des Beschriftungsverfahrens bildet eine Liste zu beschriftender punkt-
förmiger visueller Repräsentanten. Diesen wird im Mapping eine entsprechend ausgestal-
tete Beschriftung (z.B. Inhalt, Schriftart, Größe, Farbe) und zusätzlich eine Priorität
zugewiesen. Letztere basiert etwa auf der Relevanz der visuellen Repräsentanten oder
der Größe zu platzierender Beschriftungen und ermöglicht im Folgenden eine entspre-
chend bevorzugte Beschriftung – beispielsweise wenn die zur Verfügung stehende Fläche
zu klein für alle Beschriftungen ist. Gemäß dieser Priorität werden die zu beschriftenden
visuellen Repräsentanten der so genannten Beschriftungspipeline zugeführt.
5.3.3.1. Beschriftungspipeline
Die Beschriftungspipeline definiert eine Abfolge zu testender Positionierungsverfahren,
die entsprechend des zu erwartenden Rechenaufwandes geordnet sind. Die in dieser Arbeit
entwickelte Beschriftungspipeline umfasst vier Stufen:
1. Beschriftung mit den Positionen des 4-Positionen-Modells,
2. Beschriftung mit den Positionen des 8-Positionen-Modells,
3. Beschriftung mit den Positionen des 4-Slider-Modells,
4. Beschriftung mit externen Beschriftungspositionen.
Die Beschriftungspositionen der Stufen 1–3 sind in Abbildung 2.9 auf S.25 dargestellt.
Jede Stufe benötigt im Vergleich zur vorigen weitere arithmetische Operationen, um die
zu testenden Beschriftungspositionen zu bestimmen. In der vierten Stufe wird schließlich
mit einer Spirale im nahen Umfeld des zu beschriftenden Punktobjektes nach externen
Beschriftungspositionen – also Positionen die sich nicht direkt am Punktobjekt befinden –
gesucht. Diese Suche ist rechenintensiv aber besonders in Bildbereichen mit vielen visu-
ellen Repräsentanten nützlich, wo Beschriftungen nur selten adjazent anbringbar sind.
Die einzelnen Stufen der Beschriftungspipeline werden wie folgt durchlaufen (vgl.
Abb. 5.6): Zunächst wird für alle visuellen Repräsentanten der höchsten Priorität auf der
ersten Pipelinestufe nach einer konfliktfreien Beschriftungsposition gesucht. Die jeweils
erste gefundene Position wird dabei als endgültige Beschriftungsposition übernommen.
Nur diejenigen visuellen Repräsentanten, die auf dieser Stufe nicht beschriftet werden
konnten, werden schließlich der nächsten Pipelinestufe zugeführt und so weiter. Erst
wenn alle Stufen für die visuellen Repräsentanten der höchsten Priorität durchlaufen
wurden – also alle Möglichkeiten erschöpft sind – werden die visuellen Repräsentanten
der nächst niedrigeren Priorität auf die gleiche Weise beschriftet. Dieses Vorgehen steigert
die Wahrscheinlichkeit für eine erfolgreiche Platzierung hoch priorisierter Beschriftungen.
Die einzelnen Stufen der Beschriftungspipeline können ausgetauscht und sogar ausge-
lassen werden. Es ist aber anzumerken, dass sich die hohe Beschriftungsgeschwindigkeit
nur dann ergibt, wenn die meisten Beschriftungen auf leicht zu bestimmenden Positionen
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Beschriftung mittels :
4− Pos. Modell 8− Pos. Modell 4− Slider Modell Ext. Positionen
Ergebnis
Eingabe
Abbildung 5.6.: Durchlauf der Beschriftungspipeline mit zwei Prioritäten: Als erstes
durchlaufen alle Punktobjekte hoher Priorität (orange) die vollständige Beschriftungs-
pipeline, bevor die blauen Punktobjekte beschriftet werden. Auf jeder Pipelinestufe wer-
den Beschriftungen mit dem dort genutzten Positionenmodell platziert (dick umrandete
Labelboxen). Nur Punktobjekte, die nicht beschriftet werden konnten, werden erneut auf
den weiteren Pipelinestufen betrachtet.
platziert werden und sukzessiv komplexere Positionen für jedoch immer weniger Punktob-
jekte untersucht werden. Durch die erschöpfende Betrachtung adjazenter Beschriftungs-
positionen sowie das Einbeziehen externer Beschriftungen gelingt es oft, alle visuellen
Repräsentanten zu beschriften (siehe Tab. 5.1). Sowohl in der Anzahl konfliktfrei plat-
zierter Beschriftungen als auch in der hierfür benötigten Zeit, werden viele existierende
Beschriftungsverfahren ohne Vorberechnungen übertroffen (siehe [LSC08] in Teil II).
5.3.3.2. Partikelgestützte Konflikterkennung
Für eine schnelle Beschriftung ist neben der Beschriftungspipeline die effiziente Detekti-
on von Beschriftungskonflikten wichtig. Um zusätzlich beliebige visuelle Repräsentanten
bei der Beschriftung berücksichtigen zu können, wurde auf etablierte Überlagerungstests
zwischen Labelboxen verzichtet und ein partikelgestützter Ansatz entwickelt. Zusammen-
fassend sieht dieser vor, dass eine Beschriftung nur dann platziert werden kann, wenn
sich im anvisierten Beschriftungsbereich kein so genanntes Konfliktpartikel befindet.
Konfliktpartikel repräsentieren somit Darstellungsfläche, die nicht für die Beschriftung
genutzt werden kann. Um die Überlagerung bereits platzierter Beschriftungen und visu-
eller Repräsentanten zu verhindern, werden diese durch Konfliktpartikel repräsentiert:
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Abbildung 5.7.: Erzeugung von Konfliktpartikeln. Die Labelboxen platzierter Beschrif-
tungen werden mit der minimalen Beschriftungshöhe und -breite abgetastet und in Kon-
fliktpartikel (grün) überführt (a). So können auch die kleinsten später angebrachten Be-
schriftungen diesen Bereich nicht überlagern und es treten Konflikte auf (rot). Visuelle
Repräsentanten können durch Abtastung des geometrischen Modells im Zustand der vi-
suellen Abstraktion (b) oder auf der Bildebene (c) in Konfliktpartikel überführt werden.
. Beschriftungen Die von einer platzierten Beschriftung beanspruchte Fläche – approxi-
miert durch die Labelbox – wird mit Konfliktpartikeln abgetastet. Deren Abstand
entspricht dabei der kleinsten insgesamt auftretenden Beschriftungshöhe bzw. -
breite. So würde auch diese kleinste Beschriftung in der bereits belegten Fläche zu
einem Konflikt führen und kann somit nicht dort platziert werden (Abb. 5.7(a)).
. Visuelle Repräsentanten Die Überführung der visuellen Repräsentanten in Konfliktpar-
tikel wird im Zustand der visuellen Abstraktion (vgl. Abb. 5.7(b)) oder auf der
Bilddatenebene (Abb. 5.7(c)) umgesetzt. Dazu werden die visuellen Repräsentan-
ten mit Konfliktpartikeln abgetastet. Auch hierbei ist auf die minimalen Beschrif-
tungsdimensionen zu achten, um eine Überlagerung durch die kleinsten Beschrif-
tungen zu vermeiden. Besonders die Abtastung im Bildraum gewährleistet eine
große Unabhängigkeit vom genutzten Visualisierungsverfahren: Mittels der Rende-
ring-Operatoren wird zunächst eine Konfliktkarte auf der Bilddatenebene erzeugt,
die die freien Flächen in einer dedizierten Farbe darstellt. Bei Abtastung dieser
Karte wird nun überall dort ein Konfliktpartikel erzeugt, wo diese Farbe nicht vor-
kommt. In vielen Fällen genügt bereits eine ausgewiesene Hintergrundfarbe und es
ist kein weiterer Eingriff in bestehende Verfahren notwendig.
Die genutzten Konfliktpartikel sind zunächst durch ihre zweidimensionale Position ge-
kennzeichnet und können dynamisch erzeugt oder entfernt werden. Bei Bedarf lassen
sich die Konfliktpartikel aber auch selbst mit einer Relevanz attributieren. Dies ermög-
licht eine bedingte Überlagerung niedrig priorisierter Konfliktpartikel durch relevante
Beschriftungen, wenn für diese etwa keine ausreichende Fläche zur Verfügung steht. Für
die effiziente Verwaltung der Konfliktpartikel wird eine gitterbasierte Datenstruktur (sie-
he [Mot07]) eingesetzt, die nur die für einen Konflikt in Frage kommenden Partikel in
der Umgebung einer potentiellen Beschriftungsposition ermittelt.
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5.3.3.3. Ergebnisse
Durch das neu entwickelte globale Beschriftungsverfahren gelingt die schnelle Platzierung
mehrerer tausend Beschriftungen, ohne visuelle Repräsentanten oder andere Beschrif-
tungen zu überlagern oder die Schriftgestaltung einzuschränken (vgl. Tab. 5.1). Durch
Verwendung der Beschriftungspipeline und die Positionsauswahl mittels eines Greedy-
Algorithmus’ werden interaktive Frameraten erreicht. Auf diese Weise platzierte Beschrif-
tungen unterstützen wie im NPR die Kommunikation von Bildinformationen, etwa die
Navigation im Datenraum oder die Interpretation der Daten.
In den Abbildungen 5.8 und 5.9 sind drei Anwendungsbeispiele gegeben. Um die Vor-
teile gegenüber klassischen Verfahren hervorzuheben, wurde zu Vergleichszwecken jeweils
einmal auf die Berücksichtigung visueller Repräsentanten und auf externe Beschriftungen
verzichtet.
. Graphvisualisierung I Abbildung 5.8 greift zunächst das einführende Beispiel aus Abbil-
dung 5.5 auf. Es handelt es sich um die Visualisierung der Musikhörgewohnheiten
dreier Personen in einem sozialen Netzwerk. Die 56 anzubringenden Annotatio-
nen sowie der Graph und dessen Layout wurden unverändert aus Abbildung 5.5
übernommen. Mittels des vorgestellten Beschriftungsverfahrens gelingt es, zuvor
überlagerte Knoten des Graphen sichtbar zu machen (z.B. Sum41, Pantera). Au-
ßerdem sind nun alle Beschriftungen lesbar und zuordbar, was die Interpretation
der Visualisierung erleichtert.
. Graphvisualisierung II Abbildungen 5.9(a) und (b) zeigen einen zufällig arrangierten un-
gerichteten Graphen, dessen 112 Knoten häufige Adjektive und Substantive des
Romans David Copperfield von Charles Dickens repräsentieren. Die 508 Kan-
ten stellen das gemeinsame Auftreten von Adjektiven und Substantiven dar (aus
[New06]). Das ohnehin vorhandene Visual Clutter wird durch die Beschriftung in
5.9(a) zusätzlich verstärkt und die Verfolgbarkeit der Kanten erschwert. In 5.9(b)
wird hingegen keine einzige Kante überlagert, obwohl 100 der 112 Knoten beschrif-
tet sind. Trotz zusätzlicher Linien für externe Beschriftungen wirkt die Visualisie-
rung ruhiger, da ausschließlich freie Flächen für die Beschriftung genutzt werden.
Zu platzierende Beschriftungen
500 750 1000 100.000 200.000 400.000
792×612 792×612 792×612 8k×8k 12k×12k 15k×15k
% ms % ms % ms % ms % ms % ms
100,0 2 100,0 4 99,9 10 100,0 769 100,0 1220 100,0 4167
Tabelle 5.1.: Ergebnisse der partikelgestützten Beschriftung. Für verschiedene Beschrif-
tungsmengen wird der Anteil platzierter Beschriftungen (in %) sowie die hierfür benötigte
Zeit (in ms) wiedergegeben. Die verwendete Größe der Beschriftungen von 30×7px und
die nutzbare Fläche von 792×612px entspricht typischen Testszenarien (vgl. [CMS95]).
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Abbildung 5.8.: Überlagerungsfreie Beschriftung einer Graphvisualisierung. Die anzubrin-
genden Annotationen und das Graphlayout wurden vollständig aus Abbildung 5.5 extra-
hiert. Die überlagerungsfreie Schriftplatzierung resultiert aus der entwickelten globalen
Beschriftungsmethode.
. Federkraftbasierte Visualisierung Der neue Beschriftungsansatz kann auch in zweidimen-
sionalen Projektionen dreidimensionaler Visualisierungsverfahren verwendet wer-
den. In Abbildung 5.9(c) und (d) sind die Gesundheitsdaten eines einzelnen Tages in
einer federkraftbasierten dreidimensionalen Visualisierung dargestellt (vgl. [TK98]).
Durch die Dreidimensionalität kommt es bereits zur Überlagerung visueller Reprä-
sentanten was durch die Beschriftung in (c) weiter verschärft wird. Aufgrund der
hohen Dichte visueller Repräsentanten werden dabei nur 129 der sichtbaren 164
Punktobjekte beschriftet. Durch Nutzung des neuen Beschriftungsverfahren und
externer Beschriftungen können in (d) sogar 132 Beschriftungen angebracht wer-
den, wobei gleichzeitig kein einziger visueller Repräsentant durch Beschriftungen
überlagert wird.
In den obigen Anwendungsfällen lassen sich viele Beschriftungen erst durch die Einbe-
ziehung externer Beschriftungspositionen platzieren (in 5.9(b) 66% und in (d) ca. 37%
der Beschriftungen). Da diese in der Regel mit Verbindungslinien zum Punktobjekt ein-
hergehen, können diese externen Beschriftungen in ungünstigen Fällen das Visual Clutter
verstärken. Als hilfreich hat es sich hierbei erwiesen, diese Linien zu deakzentuieren (dünn
und grau in Abb. 5.8 und 5.9(d)) oder farblich abzuheben (Abb. 5.9(b)).
Mögliche Erweiterungen dieses Verfahrens – etwa zur Beschriftung von Linienobjekten
und Flächenobjekten – sowie weitere Anwendungsbeispiele und Testergebnisse bezüglich
der Anzahl platzierter Beschriftungen und hierfür benötigter Zeiten sind in der Publika-
tion in Teil II auf S. 127 wiedergegeben.
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Abbildung 5.9.: Anwendung der überlagerungsfreien globalen Beschriftung in zwei- und
dreidimensionalen Visualisierungen. Während die Beschriftungen in (a) und (c) das Visu-
al Clutter durch Überlagerungen verstärken, können die visuellen Repräsentanten in (b)
und (d), mittels Konfliktpartikeln bei der Schriftplatzierung berücksichtigt werden.
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5.4. Diskussion
5.4.1. Einordnung in das erweiterte Data-State-Referenzmodell
Die in diesem Kapitel vorgestellten Verfahren nutzen zusätzliche Grafikprimitive auf der
Stufe der visuellen Abstraktion. Daneben werden weitere Stufen und Transformationen
des erweiterten Data-State-Referenzmodells einbezogen. Hier können im Wesentlichen
zwei Phasen identifiziert werden:
. Erzeugung & Zuweisung Die Nutzung zusätzlicher Grafikprimitive beginnt mit deren
Erzeugung auf Basis von Dateneigenschaften. Dies geschieht im Mapping wo die
Daten in Eigenschaften der zusätzlichen Grafikprimitive – etwa Stroke-Attribute,
Beschriftungsinhalte, Größen, Prioritäten u.s.w. – kodiert und schließlich den vi-
suellen Repräsentanten zugeordnet werden. Als Ergebnis dieser Phase liegen die
zusätzlichen Grafikprimitive neben dem geometrischen Modell im Zustand der vi-
suellen Abstraktion vor und kodieren zusätzliche Informationen.
. Platzierung Die zusätzlichen Grafikprimitive werden in das geometrische Modell oder di-
rekt in die Bilddatenebene überführt. Bei diesen Transformationen werden weitere
Informationen über die visuellen Repräsentanten oder vorangegangene Beschrif-
tungslösungen benötigt, um diese Informationen jeweils bei der Platzierung zu
berücksichtigen. Sie werden entweder (a) direkt auf der Ebene der visuellen Ab-
straktion oder (b) durch eine separate Überführung der visuellen Repräsentanten
in die Bilddatenebene (z.B. bei Konfliktkarten) und eine dortige Analyse bereitge-
stellt. Die Platzierung zusätzlicher Grafikprimitive umfasst somit den Zustand der
visuellen Abstraktion und der Bilddatenebene und beruht auf zusätzlichen Trans-
formationen zwischen und innerhalb dieser Zustände.
Die vorgestellten neuen Ansätze basieren auf zusätzlichen Grafikprimitiven und behan-
deln deren Integration in verschiedene Visualisierungsverfahren einer illustrativen Infor-
mationsvisualisierung. Die Verfahren zeigen zudem, dass nur durch zusätzliche Transfor-
mationen etwa eine überlagerungsfreie Schriftplatzierung möglich wird, die die Kommuni-
kation von Information unterstützt und nicht einschränkt. Die hierfür benötigten Stufen
des erweiterten Data-State-Referenzmodells werden in Abbildung 5.10 hervorgehoben.
5.4.2. Ergebnisse und Zusammenfassung
Mit den hier vorgestellten Ansätzen zur Nutzung zusätzlicher Grafikprimitive gelingt
es, zusätzliche Informationen in visuelle Repräsentationen zu integrieren. Dazu gehört
die Visualisierung von Unsicherheiten und die Schriftplatzierung unter Berücksichtigung
visueller Repräsentanten. So lassen sich Strokes und deren Parameter für die gezielte
Modifikation linienhafter visueller Repräsentanten nutzen, wobei die sich hierbei erziel-




















Abbildung 5.10.: Die entwickelten Lösungen im erweiterten Data-State-Referenzmodell.
Bei der vorgestellten Nutzung zusätzlicher Grafikprimitive werden verschiedene Elemente
des erweiterten Data-State-Referenzmodells eingebunden. Hierbei können zwei wesentli-
che Phasen – die Erzeugung / Zuordnung sowie die Platzierung zusätzlicher Grafikpri-
mitve – identifiziert werden.
begrenzt nutzbar, ermöglicht sie die gleichzeitige Darstellung von Daten und Unsicherhei-
ten. Boukhelifa et al. haben mittlerweile in einer Studie [BBIF12] gezeigt, dass diese
Kodierung in weiteren Visualisierungsverfahren ähnlich gut wahrgenommen und inter-
pretiert wird wie Weichzeichnungen oder entsättigte Farben. Der entwickelte Ansatz ist
somit eine mögliche Alternative zu bekannten Verfahren der Unsicherheitsvisualisierung.
Auch die entwickelten Beschriftungsverfahren stellen eine leistungsfähige Lösung dar
und sind mit beliebigen Methoden der Informationsvisualisierung kombinierbar (vgl.
Abb. 5.3, 5.8 und 5.9). Durch Umsetzung der im NPR angestrebten kommunikations-
unterstützenden Beschriftung – also die Anreicherung mit zusätzlichen Information ohne
die Überlagerung von Bildinformationen – kann in den dargestellten Anwendungsbeispie-
len die Aussagekraft der visuellen Repräsentation erhöht werden. Obwohl entsprechende
Verfahren schon länger für die Illustration als auch für die Kartographie existieren, sind
die hier vorgestellten Ansätze die Ersten, die diese Berücksichtigung anderer visueller Re-
präsentanten bei gleichzeitiger Beachtung der hohen Interaktionsanforderungen im Um-
feld der Informationsvisualisierung ermöglichen. Besonders die überlagerungsfreie globale
Beschriftung ist zwischenzeitlich umfassend zitiert und an spezielle Bedürfnisse angepasst
genutzt worden (siehe [Mun09b, Che10, LSST11, SHS11b, LZP+12, TBK+12, PPBT12]).
Das Bereitstellen zusätzlicher Informationen unterstützt die Interpretation der Daten
und kann hierdurch die Aussagekraft der Visualisierung erhöhen. Da die entwickelten
Ansätze zur Nutzung zusätzlicher Grafikprimitive auf diese Weise die Kommunikation von
Informationen fördern, sind sie der illustrativen Informationsvisualisierung zuzuordnen.
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Zusätzliche Grafikprimitive stellen zahlreiche Parameter bereit, um deren Erscheinungs-
bild zu beeinflussen und auf diese Weise Informationen zu kommunizieren. Auch hier
gibt die konkrete Anwendung innerhalb der Informationsvisualisierung die Grenzen einer
möglichen Nutzung dieser Parameter vor. So sind etwa viele der mit Strokes erzielba-
ren visuellen Effekte nur dann sichtbar, wenn die Strokes eine gewisse Breite aufweisen.
Gerade bei der Visualisierung großer Datenmengen, können derartige dickere Strokes
schnell das Visual Clutter vergrößern und so die Effektivität wenn nicht sogar die Ex-
pressivität verletzen. Die betrachteten Anwendungen und auch andere Ansätze zur Stro-
ke-Nutzung – wie beispielsweise die Stroke-Erzeugung aus Bilddaten in einer im Rahmen
dieser Dissertation betreuten Studienarbeit [Vir08] oder andere Stroke-basierte Ansätze
[Hea01, HTER04, THE07] – zeigen aber, dass sinnvolle Parametrisierungen möglich sind.
Auch Beschriftungen lassen sich vielfältig parametrisieren. Da aber die Überlagerungs-
freiheit eine wesentliche Voraussetzung zur Interpretation von Parametervariationen ist,
wurde im Rahmen dieser Arbeit der Schwerpunkt hierauf gelegt. Untersuchungen zur
Parametrisierbarkeit platzierter Beschriftungen wurden ansatzweise bereits im Vorlauf
dieser Dissertation betrachtet (vgl. [Lub05]). Die Schriftparametrisierung stellt dennoch
ein interessantes Thema zukünftiger Arbeiten dar.
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6. Modellmanipulationen auf der
Ebene der visuellen Abstraktion
Im Mittelpunkt dieses Kapitels steht die Nutzung neuer Modellmanipulationsverfahren
auf der Ebenen der visuellen Abstraktion für die illustrative Informationsvisualisierung.
Zunächst werden hierfür zwei grundlegende Ansätze – die Nutzung von Phantomzeich-
nungen und Explosionszeichnungen – in einem einleitenden Überblick bezogen auf die
Informationsvisualisierung betrachtet (Kap. 6.1). Für jedes Verfahren folgt eine ausführ-
liche Diskussion der jeweils adressierten Problemstellung, der entwickelten Lösung und
der hiermit erzielten Ergebnisse (Kap. 6.2 und 6.3). Beide Ansätze wurden in den Publi-
kationen Discovering the Covered: Ghost-Views in Information Visualization und Explo-
de to Explain – Illustrative Information Visualization veröffentlicht, wovon die letztere
in Teil II dieser Dissertation wiedergegeben ist. In Kapitel 6.4 werden die entworfenen
Modellmanipulationen in das erweiterte Data-State-Referenzmodell eingeordnet und zu-
sammengefasst.
6.1. Überblick
Die nachfolgenden Abschnitte zeigen, wie Modellmanipulation aus dem Bereich der frei-
legenden Darstellungen genutzt werden können, um auf der Ebene der visuellen Abstrak-
tion zusätzliche Informationen zu kommunizieren:
• Als erster Ansatz zur Anwendung von Modellmanipulation werden in Abschnitt 6.2
Phantomzeichnungen eingeführt. Sie dienen im Rahmen dieser Arbeit zur Auflö-
sung von Überlagerungen und können in verschiedenen Visualisierungsverfahren
angewendet werden [LS08a].
• Das in Abschnitt 6.3 vorgestellte Modellmanipulationsverfahren verwendet Explosi-
onszeichnungen unter zwei Gesichtspunkten. Zum Einen unterstützt der entwickelte
Ansatz die Kommunikation der Funktionsweise konkreter Visualisierungsverfahren
und zum Anderen dienen die Explosionszeichnungen der Freilegung relevanter In-
formationen. Letzter Aspekt gleicht einer Hervorhebung dieser Informationen und
unterstützt so etwa deren Lokalisation. Beide Möglichkeiten werden an verschiede-
nen Verfahren zur Visualisierung von Hierarchien und multivariaten Datensätzen
demonstriert (vgl. [LS07b]). Eine Erweiterung dieses Ansatzes befasst sich mit der
zeitlichen Zerlegung (vgl. [RLTS08]).
93
6. Modellmanipulationen auf der Ebene der visuellen Abstraktion
6.2. Phantomzeichnungen
Im Rahmen dieser Arbeit wurde bereits mehrfach gezeigt, dass die Überlagerung visueller
Repräsentanten die Effektivität und sogar die Expressivität einer visuellen Repräsentati-
on verletzten können. Die aus der Illustration stammenden Phantomzeichnungen stellen
eine wichtige Option aus dem Bereich der Modellmanipulationen dar, diesem Problem
zu begegnen. Die nachfolgenden Abschnitte zeigen die wesentlichen Schritte, mit denen
das entwickelte Verfahren die Nutzung von Phantomzeichnungen in konkreten dreidi-
mensionalen Visualisierungsverfahren ermöglicht (vgl. [LS08a]). Die Ergebnisse werden
an konkreten Beispielen diskutiert.
6.2.1. Problemstellung
Das Overplotting, also die gegenseitige Überlagerung visueller Repräsentanten, ist ein
grundsätzliches Problem dreidimensionaler Visualisierungen (siehe [CMS99, S.61]). Ne-
ben der verzerrten Wahrnehmung von Distanzen, ist die mögliche Überlagerung wichti-
ger Informationen ein wesentlicher Grund für immer wieder geführte Diskussionen und
Untersuchungen über die Eignung dreidimensionaler Visualisierungsverfahren (vgl. et-
wa [TKAM06, OA10]).
Von den von Ellis und Dix [ED07] und Few [Few08] zusammengefassten Lösungsan-
sätzen für Überlagerungen eignen sich einige Methoden auch für eine Anwendung in drei-
dimensionalen Visualisierungsverfahren. Eine einfache und weit verbreitete Möglichkeit
besteht in der Nutzung von Transparenzen. Diese führen bei einer globalen Anwendung –
also gleichmäßiger Transparenz aller visuellen Repräsentanten – jedoch dazu, dass mehr
Informationen ausgeblendet werden, als für die Freilegung der relevanten Informationen
notwendig ist (vgl. [Few08]). Zudem werden durch Transparenzen in der Regel die Far-
ben der sich überlagernden visuellen Repräsentanten modifiziert, was zur Verletzung der
Expressivität führen kann, wenn Farbe als visuelle Variable genutzt wird.
6.2.2. Lösungsansatz
Phantomzeichnungen sind ein Modellmanipulationsverfahren zur illustratorischen Frei-
legung relevanter Informationen. Ziel dieser Darstellungen ist es, die Sichtbarkeit rele-
vanter Modellbestandteile zu gewährleisten, ohne deren Position zu beeinflussen. Die
ursprüngliche Überlagerung soll dabei trotzdem kommuniziert werden. Um dies zu er-
reichen, wird nur die Sichtbarkeit verdeckender Modellbestandteile angepasst und nur
wenige Informationen über diese Bestandteile dargestellt (z.B. Halbtransparenz, Phan-
tomlinien). So gelingt es, die relevanten Objekte sichtbar zu machen und gleichzeitig einen
Großteil der Kontextinformationen zu erhalten. Auf diese Weise unterstützten Phantom-
zeichnungen die Lokalisation der relevanten Objekte und durch den umfassenden Erhalt
der Kontextinformationen auch deren Einordnung und Interpretation. In dieser Weise
werden Phantomzeichnungen bereits in der illustrativen Volumenvisualisierung genutzt
(vgl. [VG05, BGKG05, BG07b, RBG08]).
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In Anlehnung an diese Nutzung in der Illustration, bieten sich Phantomzeichnungen
auch in der Informationsvisualisierung an. Gerade die inbegriffene lokale Sichtbarkeits-
anpassung reduziert den Anteil, zum Zweck der Freilegung modifizierter visueller Reprä-
sentanten. Da sich verschiedene Möglichkeiten bieten, die verdeckenden visuellen Reprä-
sentanten darzustellen, sind Phantomzeichnungen auch dann nutzbar, wenn die visuelle
Variable Farbe die Daten kodiert. Diese Eigenschaften motivieren den im Rahmen dieser
Arbeit entwickelten Ansatz zur Nutzung von Phantomzeichnungen in dreidimensionalen
Visualisierungsverfahren.
6.2.3. Umsetzung und Diskussion
Das Grundprinzip der Phantomzeichnungen besteht darin, nur diejenigen visuellen Re-
präsentanten zu modifizieren, die relevante Informationen überlagern. Um eine entspre-
chende Unterscheidung anzupassender und nicht anzupassender visueller Repräsentanten
vornehmen zu können, wird das geometrische Modell während desMappings zunächst mit
der Relevanz der assoziierten Daten attributiert. Auf Basis dieser Informationen erfolgt
nun prinzipiell eine Manipulation des geometrischen Modells, wobei nur die Sichtbarkeit
der verdeckenden weniger relevanten Repräsentanten angepasst wird. Der wesentliche
Bestandteil des neuen Verfahrens ist eine so genannte Importance Map.
6.2.3.1. Sichtbarkeitsanpassung mittels Importance Map
Die Bereiche in denen Überlagerungen auftreten sind in der Regel stark vom Blickwinkel
und Bildausschnitt abhängig. Um deren genaue aufwendige Bestimmung im geometri-
schen Modell zu vermeiden, werden die Sichtbarkeitsanpassungen des geometrischen Mo-
dells erst während dessen Überführung in die Bildebene mittels Rendering-Operatoren
umgesetzt. Zu diesem Zweck, wird ein spezieller G-Buffer – die so genannte Importance
Map – eingeführt. Diese kodiert pro Pixel die maximale Relevanz dort dargestellter vi-
sueller Repräsentanten und wird mittels einer entsprechenden Maximumprojektion aus
den zugeordneten Relevanzwerten erzeugt.
Während des Renderings erlaubt die Importance Map nun einen zusätzlichen pixelge-
nauen Vergleich: Ist die Relevanz eines aktuell rasterisierten visuellen Repräsentanten
an der entsprechenden Pixelposition geringer als in der Importance Map verzeichnet, so
wird die Sichtbarkeit dieses Repräsentanten an dieser Position entsprechend modifiziert
(vgl. Abb. 6.1). Um den Tiefeneindruck der visuellen Repräsentation für eine korrek-
te Interpretation zu erhalten, werden die verdeckenden visuellen Repräsentanten in den
Überlagerungsbereichen aber weiterhin dargestellt. Hierfür werden sie (1) entweder nur
durch Phantomlinien (z.B. Konturen) oder (2) halbtransparent dargestellt. Transparen-
zen können nur dann verwendet werden, wenn die damit erzeugten Mischfarben die In-
terpretation der Daten nicht beeinflussen. Phantomlinien eignen sich hingegen auch für
den Fall, dass die Farben Daten kodieren. Sie lassen sich etwa aus dem Normalen-Buffer
extrahieren (vgl. [Goo98]).
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(a) (b) (c)
Abbildung 6.1.: Freilegung mittels Importance Map. Von den abgebildeten Boxen reprä-
sentiert die orange Box die freizulegenden relevanten Informationen (a). Für deren Frei-
legung wird aus der Relevanz der Boxen die Importance Map erzeugt (b). Sie wird von
Rendering-Operatoren dafür genutzt, um lokal die Sichtbarkeit überlagernder weniger
relevanter Objekte anzupassen (c).
6.2.3.2. Ergebnisse
In Abbildung 6.2 werden drei Anwendungsbeispiele für Phantomzeichnungen gezeigt. Zur
Verdeutlichung der durch Phantomzeichnungen erzielten Effekte werden die verschiede-
nen Visualisierungen jeweils auch einmal ohne sichtbarkeitsfördernde Maßnahmen (z.B.
Verzerrungen, vgl. Kap. 2.1.4) dargestellt.
. StepTree Die Abbildungen 6.2(a) und (b) zeigen einen biologischen Abstammungsbaum
[FP03] mittels eines StepTrees [BCS04]. Vier Teilbäume wurden als relevant mar-
kiert und sind in 6.2(a) teilweise überlagert. Im dargestellten Bildausschnitt ist
dadurch nicht in jedem Fall zu erkennen, dass die Wurzelknoten der Teilbäume
auf verschiedenen Hierarchieebenen liegen. Dies kann in diesem Fall nur durch ei-
ne interaktive Anpassung des Bildausschnitts herausgefunden werden. In 6.2(b)
werden die beschriebenen Phantomzeichnungen in Kombination mit Halbtranspa-
renzen verwendet. Hierdurch wird die Sichtbarkeit der ausgewählten Informationen
gewährleistet und die angesprochene Einordung der Teilbäume ist jederzeit blick-
punktunabhängig möglich.
. TreeCube Bei der TreeCube-Visualisierung [TON03] des gleichen Datensatzes verschärft
sich das Überlagerungsproblem noch weiter. Von drei relevanten Teilbäumen sind in
Abbildung 6.2(c) lediglich zwei Teilbäume teilweise sichtbar. Selbst Interaktionen
zur Anpassung der Ansicht (z.B. Rotation, Vergrößerung) helfen in diesem Fall
nicht, den innen gelegenen Teilbaum sichtbar zu machen. Erfolgt die Markierung
der Teilbäume nicht durch interaktive Selektion sondern mittels Automatismen, so
besteht hier die Möglichkeit einer Fehlinterpretation der visuellen Repräsentation.
Durch Nutzung der Phantomzeichnungen und Halbtransparenzen erfolgt in 6.2(d)
eine lokale Anpassung der verdeckenden visuellen Repräsentanten. Alle Teilbäume






Abbildung 6.2.: Phantomzeichnungen in verschiedenen dreidimensionalen Visualisierungs-
verfahren. Durch die lokale Sichtbarkeitsanpassung verdeckender visuelle Repräsentanten
kann die Sichtbarkeit der relevanten Informationen (in (a)–(d) grün, in (e), (f) rot) für
beliebige Blickpunkte gewährleistet werden. Ein Beispiel einer genutzten Importance Map
ist in (f) dargestellt.
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. Federkraftbasierte Visualisierung Die Abbildungen 6.2(e) und (f) zeigen einen vergrößer-
ten Ausschnitt der gesamten Gesundheitsdaten innerhalb einer federkraftbasierten
dreidimensionalen Visualisierung (vgl. [TK98]). Durch die hohe Anzahl visueller
Repräsentanten und die dreidimensionale Darstellung kommt es zu umfassenden
Überlagerungen, die unter anderem die Lokalisation relevanter Daten erschweren.
In diesem Beispiel wurden die visuellen Repräsentanten eines einzelnen Landkreises
zu verschiedenen Zeitpunkten selektiert, die in 6.2(e) jedoch nur teilweise sichtbar
sind. Für eine sequentielle Betrachtung aller selektierten visuellen Repräsentan-
ten sind umfassende Blickpunktanpassungen notwendig. Mit der Anwendung der
Phantomzeichnung in (f) werden hingegen alle visuellen Repräsentanten sofort und
blickpunktunabhängig sichtbar. Gleichzeitig lassen sich die betrachteten Daten in
die gesamte Datenmenge einordnen, da die Sichtbarkeitsanpassung nur lokal vorge-
nommen werden und die Kontextinformationen umfassend erhalten bleiben.
In den drei betrachteten Beispielen werden Farben jeweils nur für eine kategorische
Unterscheidung der visuellen Repräsentanten genutzt und so können jeweils Halbtrans-
parenzen eingesetzt werden. In Abbildung 6.2(f) werden zusätzlich die Konturen der
überlagernden visuellen Repräsentanten dargestellt. Unabhängig hiervon gelingt es in
jedem der obigen Anwendungsbeispiele, die relevanten Informationen im Fall einer Über-
lagerung durch Phantomzeichnungen unabhängig vom Blickpunkt sichtbar zu machen.
Da trotz Sichtbarkeitsanpassungen jeweils ein Teil der überlagernden visuellen Reprä-
sentanten erhalten bleibt (Transparenz, Phantomlinien), wird die Tiefenwahrnehmung
kaum beeinflusst. Auf diese Weise unterstützen Phantomzeichnungen die Lokalisation
der relevanten Informationen und ermöglichen weiterhin deren Einordung im Kontext.
Die obigen Beispiele demonstrieren aber auch, dass die entwickelte Anwendung der
Phantomzeichnungen unabhängig vom verwendeten Visualisierungsverfahren ist. Dies
ergibt sich aus der Nutzung der Importance Maps, welche sich durch eine Modifikation
der Rendering-Operatoren für beliebige Visualisierungsverfahren erzeugen lassen.
6.2.3.3. Erweiterung
Das beschriebene Vorgehen wurde für dreidimensionale Visualisierungsverfahren entwi-
ckelt und in dieser Form publiziert. Die wesentlichen Eigenschaften der Phantomzeichnun-
gen – nämlich die lokale Sichtbarkeitsanpassung kann auch in zweidimensionalen Tech-
niken umgesetzt werden. Für diesen Zweck ist der entwickelte Importance Map-Ansatz
ebenso nutzbar.
Die Abbildung 6.3 zeigt ein Beispiel. In der Scatterplot-Darstellung des Klimadaten-
satzes kommt es zu Überlagerungen visueller Repräsentanten (a). Zu Freilegung des se-
lektierten grünen Clusters genügt es, nur überlagernde rote und blaue Punkte in ihrer
Sichtbarkeit anzupassen. Es werden jeweils nur die Konturen dieser überlagernden Punk-





Abbildung 6.3.: Phantomzeichnungen in zweidimensionalen Visualisierungsverfahren. In
einem zweidimensionalen Scatterplot (a) wird die Sichtbarkeit des grünen Clusters durch
lokale angewendete Konturzeichnungen gewährleistet (b).
6.3. Explosionszeichnungen
Explosionszeichnungen sind eine weitere Illustrationstechnik, um relevante Objekte in
ihrem Kontext sichtbar zu machen. Darüber hinaus schaffen diese Zeichnungen Platz
zwischen den Modellbestandteilen. In den nachfolgenden Abschnitten wird gezeigt, wie
sich diese Eigenschaften in einer illustrativen Informationsvisualisierung nutzen lassen
(vgl. [LS07b]). Auch hier wird der Nutzen dieser Modellmanipulationen an konkreten
Visualisierungsverfahren demonstriert.
6.3.1. Problemstellung
Viele Visualisierungsverfahren sind durch einen kompakten Aufbau gekennzeichnet, um
beim Umgang mit großen Datenmengen die Darstellungsfläche möglichst gut auszunut-
zen. Die Nutzung von space-filling Ansätzen ist eine hierbei nicht selten gewählte Heran-
gehensweise. Durch die kompakte Darstellung ist es bei diesen – aber auch in anderen
Verfahren – oft schwer, einzelne visuelle Repräsentanten zu lokalisieren und bei Bedarf
mit zusätzlichen Detailangaben oder Beschriftungen anzureichern.
Neben diesem technischen Problem, entstehen aber auch Probleme für den Nutzer.
So ist es durchaus möglich, dass er die kompakte Visualisierungstechnik als solche nicht
versteht oder dass die Parametrisierung der Technik nicht klar ist. Außerdem kann er
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Reihenfolge der Daten
(a) (b) (c) (d)
Abbildung 6.4.: Nicht erkennbare Pixelanordnung. Die Anordnung der Daten in einer
raumfüllenden pixelbasierten Visualisierung ist alleine aus der visuellen Repräsentation
oft nicht zu entnehmen – für die Deutung auftretender Muster aber von Bedeutung. So
können periodisch auftretende Werte (durchgehende Zeilen / Spalten in (a), (b), (d)) bei
Verwechslung der Anordnungen etwa als Sequenz gleicher Werte interpretiert werden.
eventuell einzelne Datenwerte nicht ohne Weiteres extrahieren, was zu Fehlinterpretatio-
nen führen kann. Exemplarisch soll hier etwa die Anordnung der Daten in pixelbasierten
Visualisierungen genannt werden, die aus der visuellen Repräsentation in der Regel schwer
zu ersehen ist (vgl. Abb. 6.4), für die Extraktion von Daten jedoch wichtig ist.
6.3.2. Lösungsansatz
Explosionszeichnungen werden in der Illustration dafür genutzt, um sonst beieinander
liegende Modellbestandteile komplexer geometrischer Modelle räumlich voneinander zu
trennen. Mit dieser räumlichen Trennung lassen sich verschiedene illustrative Ziele ver-
folgen. Dazu gehören etwa das Freilegen einzelner sonst überlagerter Modellbestandteile,
die separierte Darstellung aller Modellbestandteile, aber auch die Kommunikation zusätz-
licher Informationen wie etwa des Modellaufbaus, der Funktionsweise oder der Objekt-
bezeichner – beispielsweise durch die Explosionsreihenfolge, Beschriftungen, Linien und
Pfeile. Auf diese Weise unterstützen Explosionszeichnungen nicht nur die Lokalisation ein-
zelner Modellbestandteile sondern auf unterschiedliche Weise auch deren (semantische)
Einordnung in das Modell.
Damit können Explosionszeichnungen einen Lösungsansatz für die einleitend beschrie-
benen Probleme darstellen. Beispielsweise können sie nachvollziehbar einen freien Raum
im Umfeld einzelner visueller Repräsentanten erzeugen. Damit werden diese Repräsen-
tanten zunächst sichtbar und der zusätzliche Raum kann zudem auch für Annotationen
genutzt werden. Deshalb wurde im Rahmen der vorliegenden Dissertation dieser Ansatz




6.3.3. Umsetzung und Diskussion
Wegen der großen Datenmengen ist eine Zerlegung der gesamten visuellen Repräsentation
in der Regel nur schwer machbar und so beschränkt sich das entwickelte Modellmanipula-
tionsverfahren auf die Freilegung einzelner visueller Repräsentanten. Die Erzeugung von
Explosionszeichnungen basiert auf folgendem Schema.
6.3.3.1. Prinzipielles Vorgehen
Die Definition einer allgemeingültigen Zerlegungsmethode ist aufgrund der großen Viel-
falt existierender Techniken nicht ohne weiteres möglich. Dennoch können die grundle-
genden Schritte zur Erzeugung von Explosionszeichnungen wie folgt identifiziert werden:
1. Den Ausgangspunkt der Zerlegung bildet eine Teilmenge relevanter visueller Re-
präsentanten. Diese sollen durch Nutzung der Explosionszeichnungen freigelegt –
dies bedeutet im Folgenden nicht nur die Aufhebung von Überlagerungen sondern
die allgemeine räumliche Trennung vom Kontext – und mit zusätzlichen Details
versehen werden.
2. Es folgt die Spezifikation der Zerlegungsparameter (z.B. Explosionsreihenfolge, Ex-
plosionsrichtung, Gruppierung von visuellen Repräsentanten). Damit wird festge-
legt, wie die in Schritt 1 festgelegten visuellen Repräsentanten räumlich von ihrem
Kontext getrennt werden.
3. Es schließt sich die Ausführung der eigentlichen Zerlegung an, bei der nun sichtbar
die Positionen der visuellen Repräsentation modifiziert werden. Diese Zerlegung
erfolgt mittels einer Animation, um die Explosion nachvollziehbar und mental um-
kehrbar zu gestalten.
4. Die räumliche Zerlegung erzeugt Freiraum im Umfeld der freigelegten relevanten
visuellen Repräsentanten. Dieser wird für das Einfügen zusätzlicher Detailinforma-
tionen (z.B. Beschriftungen, Pfeile, Vergrößerungen) genutzt.
Explosionszeichnungen stellen im Wesentlichen eine Modellmanipulation im Zustand
der visuellen Abstraktion dar. Dabei werden die Positionen der hier vorliegenden visuellen
Repräsentanten modifiziert. Die Festlegung, welche visuellen Repräsentanten in welcher
Reihenfolge zu verschieben sind (Schritt 1 und 2) und welche zusätzlichen Informationen
einzubringen sind (Schritt 4), beansprucht aber zusätzlich auch die Mapping-Operatoren.
Aufgrund der Vielfalt der Visualisierungsmethoden, die alle unterschiedliche Mapping-
Strategien einsetzen, muss für jedes einzelne Verfahren geprüft werden, ob und wie sich
Explosionszeichnungen anwenden lassen. Die folgenden Beispiele stellen konkrete Umset-
zungen des beschriebenen Vorgehens dar und verdeutlichen, wie Explosionszeichnungen
die Identifikation von Dateneigenschaften, die Lokalisation einzelner Daten und das Be-
reitstellen zusätzlicher Informationen unterstützen.
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6.3.3.2. Ergebnisse
Die Abbildungen 6.5–6.7 zeigen die Nutzung von Explosionszeichnungen in verschiedenen
Verfahren der Informationsvisualisierung. Da die eigentliche Zerlegung als nachvollziehba-
re Animation abläuft, sind jeweils verschiedene Zeitpunkte dieser Animation dargestellt.
Nachfolgend wird auf die jeweils adressierten konkrete Problemstellungen, die Umsetzung
des obigen Verfahrens, sowie die damit erreichten Ergebnisse eingegangen.
. ThemeRiver Abbildung 6.5 zeigt zunächst ein einführendes Beispiel an einem Theme-
River (siehe [HHN00]). Diese Visualisierung dient der gleichzeitigen Darstellung
mehrerer Datenverläufe. Im abgebildeten Beispiel sind die Verläufe verschiedener
trigonometrischer und parabolischer Funktionen dargestellt. Durch Days Sinuswel-
lentäuschung [DS91] und die auftretende Verzerrung der einzelnen Verläufe ist es
mitunter schwer, den exakten Verlauf zu erkennen und etwa Bereiche konstanter
Häufigkeit oder Maximalwerte zu lokalisieren (Abb. 6.5(a)).
Die folgend beschriebene Explosionszeichnung ermöglicht eine detailliertere Dar-
stellung einzelner Verläufe:
1. Als erstes wird ein relevanter freizulegender visueller Repräsentant festgelegt.
Hier ist dies beispielhaft der grün dargestellte Datenverlauf, der genauer ana-
lysiert werden soll.
2. In diesem Anwendungsbeispiel besteht das Ziel der Explosionszeichnung dar-
in, Platz für eine verzerrungsfreie detailliertere Darstellung des relevanten
Verlaufs zu schaffen. Die im zweiten Schritt spezifizierte Zerlegung löst des-
halb den relevanten Verlauf aus dem ThemeRiver heraus, indem die Abstän-
de zwischen relevantem und weniger relevanten Verläufen vergrößert werden
(Abb. 6.5(b)). Diese Verschiebung ist groß genug, dass eine verzerrungsfreie
Darstellung und Beschriftungen Platz finden. Diese Freistellung wirkt außer-
dem hervorhebend.
3. Die Zerlegung erfolgt mittels einer nachvollziehbaren Animation (Abb. 6.5(b)–
(e)). Auf diese Weise wird der Zusammenhang zwischen der Zerlegung und der
ursprünglichen Darstellung deutlich.
4. Um die Analyse des freigestellten Verlaufs zu unterstützen, werden die Ver-
zerrungen mittels einer Animation aus dem relevanten Verlauf entfernt. Zu-
sätzlich eingeblendete Achsen und Beschriftungen unterstützen ebenfalls die
Analyse des freigelegten Verlaufs (Abb. 6.5(e)).
Durch das platzschaffende Freilegen und die Beschriftung im Freiraum, wird der re-
levante Verlauf hervorgehoben und mit zusätzlichen Details angereichert. Die Über-
führung in eine verzerrungsfreie Darstellung verhindert die Sinuswellentäuschung
und erleichtert die Analyse des Verlaufs. Erst dadurch wird das symmetrische Mus-
ter des Datenverlaufs deutlich.
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(a) (b) (c) (d) (e)
Abbildung 6.5.: Explosionszeichnung eines ThemeRivers. Verschiedene trigonometrische
und parabolische Funktionen sind in einem ThemeRiver visualisiert. Durch die auftre-
tenden Verzerrungen sind die einzelnen Verläufe relativ schwer zu interpretieren (a). Mit
der Explosionszeichnung wird ein zu analysierender Verlauf aus der Visualisierung her-
ausgelöst und verzerrungsfrei dargestellt (b)–(e). Zusätzlich eingebrachte Details (Achsen,
Beschriftungen) unterstützen ebenfalls die Analyse dieses Verlaufs (e).
. TreeMap Abbildung 6.6 demonstriert die Anwendung von Explosionszeichnungen an
TreeMaps (siehe [Shn92]). In diesen ist es mitunter schwer, bestimmte Knoten oder
Teilbäume zu lokalisieren und die Struktur der Hierarchie oder die Schachtelungs-
tiefe zu entnehmen. Die Vielzahl verschiedener Layout-Algorithmen (vgl. [SHS11a])
kann das Verständnis der TreeMap und so dessen Interpretation beeinträchtigen.
Die folgende Explosionszeichnung hebt einzelne Knoten oder Teilbäume hervor und
unterstützt durch zusätzlich eingebrachte Details die Kommunikation der zu Grun-
de liegenden Daten wie auch der genutzten Layout-Verfahren.
1. In diesem Beispiel wird ein Teil des phylogenetischen Datensatzes [FP03] mit
einer TreeMap visualisiert (Abb. 6.6(a)). Die freizulegenden visuellen Reprä-
sentanten sind interaktiv selektierte Teilbäume. Die Anwendung automati-
scher Verfahren zur Selektion ist ebenfalls möglich.
2. Das Ziel dieser Explosionszeichnung besteht darin, diese visuellen Repräsen-
tanten hervorzuheben und gleichzeitig mit Details anzureichern, die nicht nur
zusätzliche Informationen sondern auch die zu Grunde liegende Hierarchie-
struktur vermitteln. Auf diese Weise wird auch die Funktionsweise des genutz-
ten Layout-Algorithmus’ verdeutlicht.
Die relevanten visuellen Repräsentanten sind durch die Schachtelung vollstän-
dig von anderen visuellen Repräsentanten eingeschlossen. Deshalb wird die
Zerlegung der zweidimensionalen TreeMap in die Tiefe vorgenommen. Für die
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(a) (b) (c)
(d) (e) (f)
Abbildung 6.6.: Explosionszeichnungen impliziter Hierarchiedarstellungen. Durch die Zer-
legung einer TreeMap in die Tiefe lassen sich einzelne Knoten bzw. Teilbäume einer visua-
lisierten Hierarchie hervorheben (a)–(c). Diese Zerlegung ist auch in anderen impliziten
Verfahren anwendbar (StepTree in (d)–(f)). Im erzeugten Freiraum werden zusätzliche
Detailinformationen (z.B. Identität, Struktur) dargestellt.
Freilegung der Teilbäume werden diese entlang der Z-Achse verschoben
(Abb. 6.6(a)–(c)). Um die Kommunikation der Struktur zu unterstützen, wird
allen Knoten des freigelegten Teilbaums entsprechend ihres Hierarchielevels
ein entsprechender Tiefenwert zugeordnet.
3. Da der Wechsel von einer zweidimensionalen zu einer dreidimensionalen Vi-
sualisierung nicht zwingend nachvollziehbar ist, wird die Explosionszeichnung
erst mit einer vom Nutzer angestoßenen Drehung animiert durchgeführt. Auf
diese Weise ist die räumliche Zerlegung nachvollziehbar und umkehrbar.
4. Durch die Zerlegung in die Tiefe entsteht Freiraum: Zum einen dort, wo sich
die freigelegten visuellen Repräsentanten vor der Zerlegung befanden und zum
anderen zwischen den verschiedenen Tiefenebenen. Dieser Raum wird verwen-
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det, um Knoteneigenschaften (hier Horton-Strahler-Zahl [HDM98], Knoten-
ID, Tiefe. . . ) mittels Beschriftungen darzustellen. Zusätzlich eingebrachte Ver-
bindungslinien verdeutlichen die Struktur und zeigen, wie die gegebenen Daten
in der Visualisierung angeordnet und umgesetzt sind (Abb. 6.6(c)).
Mit Hilfe dieser Explosionszeichnung treten die ausgewählten Teilbäume aus der
Visualisierung hervor und sind schnell zu lokalisieren. Die Zerlegung entlang der Z-
Achse verdeutlicht zudem die Struktur der Teilbäume, insbesondere deren Schach-
telungstiefe. Diese wird auch mit den dargestellten Kanten verdeutlicht. Die ab-
wechselnde Ausrichtung der Kanten erlaubt zusätzlich einen Rückschluss auf die
Funktionsweise des Layout-Algorithmus’ (Slice-And-Dice). Außerdem machen sie
die Hierarchie explizit sichtbar. Auch die Beschriftungen vermitteln zusätzliche In-
formationen.
Die hier definierte Explosionszeichnung für zweidimensionale TreeMaps lässt sich
auf die meisten Layout-Algorithmen (z.B. [BHW00, BDL05, Wat05, VWL06]), aber
auch auf andere zweidimensionale implizite Hierarchievisualisierungstechniken (z.B.
Sunburst [SZ00]) und sogar auf einige implizite dreidimensionale Hierarchievisuali-
sierungen (siehe [SHS11a], StepTree in Abb. 6.6(d)–(f)) übertragen.
. PixelMap Abschließend werden noch einmal die pixelbasierten Visualisierungstechniken
aufgegriffen (Abb. 6.7 und 6.8). Die kompakte Anordnung und geringe Größe der
visuellen Repräsentanten erschwert es hier mitunter, bestimmte Pixel oder Pixel-
gruppen zu lokalisieren und zusätzliche Annotationen einzubringen.
Die nachfolgende Explosionszeichnung demonstriert, wie sich einzelne Pixel aus
der visuellen Repräsentation herauslösen und mit zusätzlichen Detailinformationen
anreichern lassen. Ein anschließend zusammengefasstes alternatives Vorgehen kom-
muniziert hingegen die Anordnung der Pixel (vgl. [LS07b]).
1. In diesem Beispiel werden die Potsdamer Durchschnittstemperaturen des letz-
ten Jahrhunderts mit der Recursive Pattern-Technik dargestellt (vgl. [Kei96]).
Mittels Filtermechanismen werden die fünf wärmsten Tage dieses Jahrhun-
derts als relevante freizulegende Pixel festgelegt.
2. Um die Lokalisation und Identifikation dieser Pixel zu unterstützen, werden
sie aus der PixelMap herausgelöst. Dazu wird die PixelMap an den Positio-
nen dieser Pixel aufgespalten und auseinander geschoben. Die relevanten Pi-
xel werden im geschaffenen Freiraum platziert und so vom Kontext separiert
(Abb. 6.7(b),(c)). Die Verschiebung wird so groß gewählt, dass auch Beschrif-
tungen im geschaffenen Freiraum platziert werden können.
3. Die eigentliche Zerlegung erfolgt erneut mittels einer nachvollziehbaren Ani-
mation. Auf diese Weise wird deutlich, von welcher Position die relevanten
freigelegten Pixel ursprünglich stammen.
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(a) (b) (c)
Abbildung 6.7.: Explosionszeichnung einer PixelMap. Aus dieser werden die fünf einzelne
Pixel herausgelöst und vergrößert (a)–(c). Eingebrachte Beschriftungen kommunizieren
die konkreten Werte und Identitäten der Pixel.
4. Die Verschiebung der relevanten Pixel in den geschaffenen Freiraum wirkt her-
vorhebend. Dieser wird auch genutzt, um die Identitäten und konkreten Werte
der freigelegten Pixel über Beschriftungen zu kommunizieren (Abb. 6.7(c)). Zu-
sätzlich werden die freigelegten Pixel leicht vergrößert, um die Wahrnehmung
der datenkodierenden Farbe zu unterstützen.
Mit der hier beschriebenen Explosionszeichnung gelingt es, einzelne visuellen Re-
präsentanten der PixelMap hervorzuheben; im Beispiel fünf Pixel. Die zusätzlichen
Beschriftungen ermöglichen es, sie zu identifizieren (Datum) und die konkreten
Werte zu entnehmen.
Die abschließende Abbildung 6.8 verdeutlicht, wie alternative Explosionszeichnun-
gen mittels der Explosionsreihenfolge die Anordnung der Daten in PixelMaps kom-
munizieren. Für diese Explosionszeichnungen wird im Bildraum halbautomatisch
ein Ausschnitt der PixelMap festgelegt, der möglichst klein ist, aber gleichzeitig zur
Verdeutlichung der Anordnung genügt (vgl. [LS07b]).
Alle hier vorgestellten Explosionszeichnung manipulieren das geometrische Modell auf
der Ebene der visuellen Abstraktion. Dabei werden in erster Linie die Positionen der vi-
suellen Repräsentanten modifiziert. Da die Explosionszeichnungen mehr Platz benötigen,
sind in der Regel eine größere Anzahl visueller Repräsentanten von den Verschiebun-
gen betroffen. Diese können sogar den aktuellen Bildschirmbereich verlassen. Aus diesem
Grund werden die obigen Explosionszeichnungen nur nach entsprechenden Interaktionen
(z.B. Selektion, Drehung) als Details-on-Demand -Verfahren genutzt und sind automa-
tisch umkehrbar. Wie bei der Illustration, so muss auch in der Informationsvisualisierung
das Design der Explosionszeichnungen sorgfältig entwickelt werden (vgl. Abb. 6.8).
Details zur halbautomatischen Selektion visueller Repräsentanten und zur Kategorisie-








Abbildung 6.8.: Schematische Explosionszeichnungen zur Verdeutlichung verschiedener
Anordnungen in PixelMaps. Mit der auszugsweise dargestellten Explosionsreihenfolge
(mittig), der entsprechenden Animation sowie der finalen Explosionszeichnung (rechts)
lässt sich die Anordnung der Daten in einer PixelMap kommunizieren. Wenn die visu-
ellen Repräsentanten zusätzlich vergrößert werden, kann die Anordnung auch explizit
dargestellt werden (grau, rechts). Die Anordnungen entsprechen denen in Abbildung 6.4:
zeilenweise (a), spaltenweise (b), spiralförmig (c) und Z-Kurve (d).
6.3.3.3. Erweiterung: Zeitliche Zerlegung
Um die eingangs diskutierten Problemstellungen zu behandeln, ist neben der räumlichen
Zerlegung auch eine zeitliche Zerlegung der visuellen Repräsentation möglich. Diese il-
lustrative Methode ist etwa in Montageanleitungen zu finden, in denen nur die für den
jeweiligen Arbeitsschritt notwendigen Materialien und Information dargestellt werden.
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(a) (b) (c)
(d) (e) (f)
Abbildung 6.9.: Zeitliche Zerlegung der visuellen Repräsentation. Relevante visuelle Re-
präsentanten werden als erstes dargestellt (a) & (d), worauf nach und nach der Kontext
eingeblendet wird ((b)–(c), (e)–(f)). Durch die kurzzeitig separate Darstellung lassen sich
zeitweise Beschriftungen anbringen (a) und es werden Überlagerungen aufgelöst (d).
Deshalb wurde auch der Ansatz verfolgt, die visuellen Repräsentanten geordnet nach ih-
rer Relevanz auszugeben. Abbildung 6.9 zeigt hierzu ein Beispiel. Selektierte Teilbäume
des phylogenetischen Datensatzes werden kurzzeitig in einer TreeMap und einem TreeCu-
be freilegt: Dadurch werden interessierende Informationen kurzzeitig exklusiv dargestellt,
was ihre Lokalisation und Interpretation unterstützt. Der kurzzeitig zur Verfügung ste-
hende Platz wird zudem für zusätzliche Beschriftungen genutzt (vgl. Abb. 6.9(a)). Die





6.4.1. Einordnung in das erweiterte Data-State-Referenzmodell
Die in diesem Kapitel vorgestellten Verfahren nutzen Modellmanipulationsverfahren im
Rahmen einer illustrativen Informationsvisualisierung. Die eigentliche Manipulation ge-
schieht dabei auf der Stufe der visuellen Abstraktion. Weitere Stufen des erweiterten
Data-State-Referenzmodells werden jedoch für die Spezifikation der Modellmanipulation
und das Bereitstellen zusätzlicher Details benötigt. Die Stufen und Transformationen
lassen sich in zwei prinzipielle Phasen unterteilen:
. Zuweisung & Parametrisierung Die vorgestellten Modellmanipulationsansätze beruhen
jeweils auf einer echten Teilmenge der visuellen Repräsentanten, die es gilt, in ih-
rem jeweiligen Kontext freizulegen. Diese Spezifikation beruht auf der Relevanz
der repräsentierten Informationen und wird im Mapping berücksichtigt. Sie führt
zu einer entsprechenden Attributierung des geometrischen Modells. Um die Inter-
pretation dieser ausgewählten visuellen Repräsentanten zu unterstützten, wird im
Mapping außerdem festgelegt, ob und um welche zusätzlichen Informationen die
visuelle Repräsentation anzureichern ist (z.B. Konturen, Linien, Beschriftungen).
Außerdem wird festgelegt, in welcher Form die Modellmanipulationen durchzufüh-
ren sind. So werden etwa maximale Transparenzen, Explosionsrichtungen und -
reihenfolgen aufgrund der zuvor definierten relevanten Teilmenge visueller Reprä-
sentanten und der genutzten Visualisierungstechnik spezifiziert. Diese Informatio-
nen werden durch eine entsprechende Attributierung des geometrischen Modells
ebenfalls an die visuellen Repräsentanten gebunden. Auch dies geschieht während
des Mappings.
. Manipulation & Anreicherung Die Umsetzung der Modellmanipulationen erfolgt (a) ent-
weder direkt im Zustand der visuellen Abstraktion durch entsprechende Zustands-
operatoren ZV auf dem geometrischen Modell oder auch (b) während des Rende-
rings mittels Rendering-Operatoren, die programmierbare Hardware ausnutzen. In
den entwickelten Ansätzen werden auf diese Weise Positions- und Sichtbarkeitsmo-
difikationen vorgenommen.
Parallel zu dieser Modellmanipulation werden auch zusätzliche Elemente in die
visuelle Repräsentation eingeführt. Dies umfasst beispielsweise zusätzliche Linien
oder Achsen die das geometrische Modell anreichern, Konturen die während des
Renderings erzeugt werden, aber auch Beschriftungen die als zusätzliche Grafik-
primitive in die visuelle Repräsentation einfließen. Je nach Art der eingebrachten
Informationen werden also weitere Stufen und Operatoren des erweiterten Data-
State-Referenzmodells eingebunden.
Die entwickelten Ansätze modifizieren das ursprünglich vom Visualisierungsverfahren
bereitgestellte geometrische Modell und führen so zur Einordnung als Modellmanipulatio-
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Abbildung 6.10.: Die entwickelten Lösungen im erweiterten Data-State-Referenzmodell.
Die Modellmanipulationen beruhen auf verschiedenen Elementen des erweiterten Data-
State-Referenzmodells. Beide Verfahren – Phantom- und Explosionszeichnungen – lassen
sich in eine Zuweisungs- / Parametrisierungsphase und eine Manipulations- / Anreiche-
rungsphase unterteilen. Elemente des Data-State-Referenzmodells, die nur der Anreiche-
rung mit Beschriftungen, Linien, Konturen und Ähnlichem dienen, sind gestrichelt.
nen. Besonders die Spezifikation der zugehörigen Parameter und zusätzlich einzubringen-
den Informationen hat jedoch einen umfassenden Einfluss auf die resultierende visuelle
Repräsentation bezüglich der Aussagekraft. In Abbildung 6.10 sind die zur direkten Mo-
dellmanipulation genutzten Elemente des erweiterten Data-State-Referenzmodells darge-
stellt. Stufen und Transformationen, die ausschließlich der Anreicherung dienen, sind
gestrichelt.
6.4.2. Ergebnisse und Zusammenfassung
Die in diesem Kapitel vorgestellten Modellmanipulationsverfahren ermöglichen es, rele-
vante Informationen in visuellen Repräsentationen freizulegen, um ihre Lokalisation und
Interpretation zu unterstützen. Zu diesem Zweck werden Phantomzeichnungen und Explo-
sionszeichnungen eingesetzt, die sich als zusätzliche Alternativen zu bekannten Verfahren
der Informationsvisualisierung (z.B. räumliche Verzerrungen, vgl. Kap. 2.1.4) darstellen.
So gewährleistet die entwickelte Nutzung von Phantomzeichnung vor allem in dreidimen-
sionalen Visualisierungsverfahren blickpunktunabhängig die Sichtbarkeit bestimmter vi-
sueller Repräsentanten. Die Eigenschaft, nur lokal die Sichtbarkeit verdeckender visueller
Repräsentanten anzupassen, erhält die Kontextinformationen. Für die korrekte Tiefen-
wahrnehmung muss der Fakt der Überlagerung kommuniziert werden. Hierfür stehen
verschiedene Mittel (z.B. Transparenzen, Konturen) bereit und so sind Phantomzeich-
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nungen an die jeweiligen Visualisierungsverfahren anpassbar und durch die Nutzung von
Importance Maps von diesen unabhängig. Die entwickelten Phantomzeichnungen sind
auch in zweidimensionalen Verfahren zur Behandlung von Überlagerungen einsetzbar.
Über die reine Freilegung hinaus, erlauben es die vorgestellten Explosionszeichnungen,
zusätzliche Informationen in die visuelle Repräsentation einzubringen. Neben Beschrif-
tungen, die sich ganz offensichtlich eignen, um konkrete Werte oder die Identitäten der
visuellen Repräsentanten zu kommunizieren, vermitteln auch der animierte Explosions-
prozess (etwa über die Explosionsreihenfolge und -richtung) und eingebrachte Linien,
Pfeile und Ähnliches zusätzliche Informationen. Diese Informationen unterstützen in ers-
ter Linie die Interpretation der Daten, und so lässt sich z.B. mit Explosionszeichnungen
die Schachtelungstiefe visualisierter Hierarchien verdeutlichen. Zusätzlich dazu, stellen
die verwendeten Explosionszeichnungen einen neuartigen Ansatz dar, auch die eigentli-
che Funktionsweise und den Aufbau der Visualisierungsverfahren selbst zu vermitteln.
Auf diese Weise kann der Zugang zu unbekannten Visualisierungsverfahren erleichtert
und deren Verständnis gefördert werden. Lammarsch et al. erachten das im Rahmen
der vorliegender Dissertation entwickelte Explosionsverfahren beispielsweise als angemes-
sen, um die Pixelanordnungen in PixelMaps zu vermitteln [LAB+09].
Die Freilegung visueller Repräsentanten fördert die Lokalisation wichtiger Information,
während das Bereitstellen zusätzlicher Details die Interpretation dieser Daten unterstützt.
Beide Verfahren sind somit der illustrativen Informationsvisualisierung zuzuordnen.
Phantom- und Explosionszeichnungen greifen in das im Visualisierungsprozess erzeugte
geometrische Modell ein. Um die Effektivität und Expressivität der visuellen Repräsen-
tation zu wahren, muss deshalb bei ihrer Anwendung darauf geachtet werden, dass keine
Widersprüche zur gewählten Kodierung der Daten entstehen. Die vorgestellten Beispiele
demonstrieren aber, dass dies durch geordnete nachvollziehbare Explosionen (z.B. ach-
senparallel, interaktionsgesteuert und animiert) oder den Einsatz von Konturen statt
Transparenzen möglich ist.
Während Phantomzeichnungen trotzdem weitestgehend unabhängig vom genutzten
Visualisierungsverfahren sind, sind Explosionszeichnungen meist an die konkrete Visua-
lisierungstechnik anzupassen. Dieser Aspekt ist vorrangig der Vielfalt möglicher geome-






Die vorliegende Dissertation beschäftigt sich ausführlich mit dem Gebiet der illustrativen
Informationsvisualisierung. Auf konzeptueller Ebene wurde dazu die Kombinierbarkeit
von Informationsvisualisierung und Nicht-photorealistischem Rendering (NPR) systema-
tisiert. Die durchgeführte Untersuchung beruht auf zwei Modellen: Das von Chi und
Riedl etablierte Data-State-Referenzmodell ermöglicht die Beschreibung sämtlicher Vi-
sualisierungstechniken der Informationsvisualisierung mit Hilfe von Datenzuständen und
Operatoren auf diesen Zuständen [CR98]. In gleicher Art und Weise erlauben die von
Halper et al. und Schlechtweg identifizierten vier NPR-Bereiche und ihre Beziehun-
gen zueinander eine abstrakte Beschreibung der NPR-Methoden [HIR+03, Sch07]. Die
Diskussion der Kombinationsmöglichkeiten ergab, dass viele NPR-Verfahren in der Infor-
mationsvisualisierung zwar prinzipiell genutzt werden können, dass hierbei jedoch noch
wichtige Probleme aufgrund fehlender Transformationen und der inhärenten Unidirektio-
nalität des Data-State-Referenzmodells zu lösen sind.
Basierend auf diesen Betrachtungen wurde zunächst das erweiterte Data-State-Re-
ferenzmodell entwickelt, das eine fundierte theoretische Grundlage für die illustrative
Informationsvisualisierung darstellt. Es erlaubt die Integration der vier NPR-Bereiche
in das Data-State-Referenzmodell. So können nun Bildmanipulationsverfahren, Modell-
manipulationsverfahren, Zusätzliche Grafikprimitive und die notwendigen zusätzlichen
Transformationen in der Informationsvisualisierung angewendet werden. Das erweiterte
Data-State-Referenzmodell ermöglicht damit eine allgemeingültige Beschreibung illustra-
tiver Verfahren in der Informationsvisualisierung. Neben der Einordnung existierender
Einzellösungen in diesem Bereich erlaubt es vor allem die Entwicklung neuer prinzipi-
eller Lösungsansätze, beispielsweise bezüglich der Unsicherheitsvisualisierung oder beim
Umgang mit Überlagerungen. Dies wurde im Rahmen der vorliegenden Dissertation an
zahlreichen und vielseitigen entwickelten Lösungsansätzen demonstriert. So wurden Me-
thoden aus allen vier NPR-Bereichen im Zusammenhang mit verschiedenen zwei- und
dreidimensionalen Visualisierungsverfahren verwendet, mit denen sich etwa multivariate
Daten (mit und ohne Raum– bzw. Zeitbezug) aber auch Graphen und Hierarchien visua-
lisieren lassen. Die entwickelten Methoden fokussieren in erster Linie die Kommunikation
visualisierter Daten. So wurden Verfahren entwickelt, die die Lokalisation wichtiger Infor-




Die Anwendbarkeit der erarbeiteten illustrativen Ansätze ist aber nicht auf die vorge-
stellten und ausführlich diskutierten Problemstellungen in existierenden Visualisierungs-
verfahren beschränkt. Durch Nutzung etwa der im NPR gebräuchlichen G-Buffer sind
viele der vorgestellten Methoden weitestgehend unabhängig vom genutzten Visualisie-
rungsverfahren. Auf diese Weise sind die im Rahmen der Arbeit entwickelten Ansätze
sowohl zur Lösung aktueller Forschungsfragen als auch in ganz konkreten Anwendungen
ohne weiteres einsetzbar. Dies soll nachfolgend an zwei Beispielen demonstriert werden:
Um zu zeigen, wie illustrative Techniken zur Bearbeitung aktueller Forschungsfragen
beitragen können, soll die schwierige Veranschaulichung des Zusammenspiels von Para-
metern, Daten und Unsicherheiten betrachtet werden. Als Beispiel für die Integration in
eine konkrete Anwendung werden Molekülbewegungen auf der Zelloberfläche betrachtet.
Parameter, Daten und Unsicherheiten Die visuelle Analyse des Zusammenspiels von
Parametern, Daten und auftretenden Unsicherheiten gehört zu den wichtigen Themen
der aktuellen Forschungsagenda. Spezielle Tutorials, Workshops und aktuelle Calls (z.B.
[HBG+12, MBDK13, HBG13] belegen das verstärkte Interesse an Lösungen in diesem
Bereich. Die Schwierigkeiten ergeben sich hier vor allem aus dem Ziel, die drei genannten
Aspekte zusammen zu betrachten – also Tausende verschiedener Parameterkombinatio-
nen zusammen mit den davon beeinflussten umfangreichen Datenreihen und den jeweils
assoziierten Unsicherheiten darzustellen. Verschiedenartige Wertebereiche erschweren so
eine Kombination zusätzlich. Die dadurch bedingte Komplexität der Visualisierungen
erschwert wiederum die Interpretation der Daten.
Zu diesem Themenbereich wurden eigene Publikationen veröffentlicht (vgl. [LMS+12,
LRE+12, LRHS14]), die sich mit der Exploration von Daten, Parametern und Unsi-
cherheiten bei der Simulation biologischer Prozesse befassen. Die entwickelten Ansätze
beruhen dabei auf zwei wesentlichen Punkten: (1) der Ausnutzung von Heterogenitäts-
informationen und (2) einer kompakten Kodierung von Daten und Unsicherheiten, um
jeweils die Parameterabhänigkeiten zu kommunizieren.
. Nutzung von Heterogenitätsinformationen Viele Simulationsprozesse erlauben es, die
Granularität der durchgeführten Simulationen aber auch die Anzahl der zu unter-
suchenden Parameterkombinationen frei zu wählen. Während bei zu groben Auf-
lösungen Informationen verloren gehen können, kann eine zu feine Auflösung zu
hohem Rechenaufwand führen, ohne dabei zusätzliche Informationen zu generie-
ren. Ein neu entwickelter und später erweiterter Ansatz (vgl. [LMS+12, LRHS14])
betrachtet die Daten und verwendeten Parameterkombinationen auf unterschied-
lichen Skalen. Die grundsätzliche Idee besteht darin, die Unterschiede zwischen
benachbarten Skalen als Indikator für neue Informationen auf einer höher aufgelös-
ten Skala zu nutzen. Kleine Heterogenitäten weisen somit auf Bereiche, in denen
gröbere Simulationen zulässig sind, ohne Informationen zu verlieren, große Hete-
rogenitäten hingegen auf Bereiche, in denen nur fein aufgelöste Simulationen alle
Datencharakteristika erfassen oder in denen zusätzliche feiner abgestufte Parame-




Abbildung 7.1.: Explosionszeichnungen zum Verständnis dargestellter Heterogenitätsin-
formationen. Diese deuten auf beachtenswerte Datenbereiche auf feineren oder gröberen
Skalen hin (a) (vgl. [LMS+12, LRHS14]). Die Explosionszeichnung (b)–(d) unterstützt
die Interpretation der Heterogenitäten: Ein selektierter Bereich wird freigelegt und um er-
klärende zusätzliche graphische Elemente angereichert. Die blaugrünen Heterogenitäten
deuten auf Unterschiede in den Verläufen, die nun explizit dargestellt werden (d) (rot:
steigend, blau: fallend). Zusätzliche Beschriftungen kommunizieren konkrete Datenwerte.
In den beiden genannten Publikationen konnten mittels dargestellter Heterogeni-
täten mehrere interessante Bereiche sowohl im Datenraum als auch im Parameter-
raum identifiziert werden (siehe [LMS+12, LRHS14]). Auf diese Weise unterstützt
die Visualisierung der Heterogenitäten die Exploration der Daten und die Parame-
trisierung weiterer Simulationsläufe. Aus dieser visuellen Repräsentation ist aber
nicht zu entnehmen, welche konkrete Metrik (z.B. Euklidischer Abstand) verwendet
wird und wie die Heterogenitäten dementsprechend zu interpretieren sind.
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Aus diesem Grund wurden die im Rahmen dieser Arbeit entwickelten Techniken aus
dem Bereich der Modellmanipulationen und der zusätzlichen Grafikprimitive ange-
wendet. Über eine angepasste Explosionszeichnung (vgl. Kap. 6.3) sowie zusätzliche
grafische Elemente lassen sich Informationen bereitstellen, die das Verständnis der
genutzten Heterogenitätsmaße fördern: In Abbildung 7.1(a)–(d) wird ein interaktiv
selektierter Bereich der so genannten Heterogenitätsbänder freilegt. Das dargestell-
te Heterogenitätsmaß (blaugrün) erfasst Heterogenitäten in den Datenverläufen
auf den verschiedenen Skalen. Um die Unterschiede zu verdeutlichen, werden die
betroffenen Datenkurven und deren Verlauf mittels zusätzlicher Visual Cues expli-
zit sichtbar gemacht (rot: steigend, blau: fallend, gelb: konstant). So werden nicht
nur punktuelle Unterschiede dargestellt sondern auch die Heterogenitäten in den
lokalen Kontext gesetzt. Die zusätzlichen Beschriftungen (vgl. Kap. 5.3) kommuni-
zieren konkrete Datenwerte und verdeutlichen die Verschiebung der Extremwerte
im selektierten Bereich – die Ursache für die erfassten Heterogenitäten.
. Kompakte Datenkodierung In Simulationen sind in der Regel die resultierenden Daten
aber auch assoziierte Unsicherheiten von Parametern abhängig. Die Veranschau-
lichung dieses Zusammenspiels ist gerade bei tausenden untersuchten Parameter-
kombinationen schwierig. Ein Lösungsansatz besteht in der Nutzung einer sehr
kompakten Kodierung (vgl. [LRE+12, LRHS14]), die Unsicherheiten beziehungs-
weise die Simulationsdaten zeilenweise über die Einfärbung von Pixeln visualisiert.
Die jeweilig genutzte Parameterkombination wird ebenso zeilenweise über eine Art
Strichcode vermittelt (vgl. Abb.7.2). Auf diese Weise gelingt es, für tausende Pa-
rameterkombinationen die Zusammenhänge zwischen Parametern und Unsicherhei-
ten beziehungsweise Parametern und Simulationsdaten sichtbar und analysierbar
zu machen. Allerdings ist die gleichzeitige Darstellung aller drei Aspekte in einer
visuellen Repräsentation bisher nicht möglich.
Wie in Kapitel 4.2.3 gezeigt, können mit Bildmanipulationen wie der Aquarellsimu-
lation Unsicherheiten und Daten in einer Darstellung zusammengeführt werden. Die
Abbildungen 7.2(a) und (b) zeigen den Visualisierungsansatz aus [LRHS14] mit den
eigentlichen Simulationsdaten (a) und Standardabweichungen der stochastischen
Simulation (b). Werden letztere Unsicherheiten punktuell auf die Pigmentaufnah-
mekapazität einer Aquarellsimulation abgebildet (vgl. Kap. 4.2.3), wird hierdurch
ganz gezielt ein Bildrauschen erzeugt, das die Unsicherheiten in (c) zusätzlich zu
den Simulationsdaten sichtbar macht. Auf diese Weise können Unsicherheiten trotz
der kompakten Darstellung in die Visualisierung der Daten integriert werden und
sind zumindest qualitativ bewertbar. In Abbildung 7.2(c) wird damit in nur ei-
ner visuellen Repräsentation deutlich, dass die Standardabweichung wie die Daten





Abbildung 7.2.: Aquarellsimulation zur Visualisierung von Unsicherheiten. Durch Abbil-
dung der Unsicherheitswerte auf die Pigmentaufnahmekapazität der Aquarellsimulation
gelingt es, die Visualisierung der Unsicherheiten (b) in die Darstellung der eigentlichen
Daten (a) zu integrieren. Das erzeugte Bildrauschen (c) erlaubt zumindest eine qualitative
Einschätzung der Unsicherheiten und macht bereits Zusammenhänge zu den Simulations-
parametern (links: Graustufen) sichtbar.
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Beide vorgestellten Erweiterungen zeigen, dass die im Rahmen dieser Dissertation entwi-
ckelten Verfahren ohne weiteres für die Bearbeitung aktueller Fragestellungen verwendet
werden können und einfach auf andere Visualisierungsverfahren übertragbar sind. Für ein
tieferes Verständnis der Komplexität der Verfahren und der jeweils betrachteten Problem-
stellungen sind die Publikationen Heterogeneity-based Guidance for Exploring Multiscale
Data in Systems Biology und Supporting the Integrated Visual Analysis of Input Parame-
ters and Simulation Trajectories in Teil II auf den Seiten 131 bzw. 133 dieser Dissertation
wiedergegeben. Im Folgenden soll nun eine konkrete Anwendung betrachtet werden.
Molekülbewegungen auf der Zelloberfläche Bei der Simulation biologischer Prozesse
spielen in jüngerer Zeit auch räumliche Aspekte und Bewegungsdaten eine zunehmend
wichtige Rolle. Die visuelle Analyse von Bewegungsdaten auf der Zelloberfläche wird
dabei vor allem durch das chaotische Bewegungsverhalten der Moleküle erschwert, da
dieses zu starkem Visual Clutter und entsprechend starken Überlagerungen führt. Eine
eigene Publikation setzt sich mit diesem Problem auseinander und führt mittels ver-
schiedener Filtermechanismen zu ersten Erkenntnissen bezüglich des Simulationsprozes-
ses (vgl. [LTB+12]). Das Visual Clutter erlaubt jedoch keine Analyse vollständiger Tra-
jektorien oder den Einsatz etablierter dreidimensionaler Verfahren wie des Space-Time
Cubes (vgl. [AAST14]) oder spezieller Methoden wie der Trajectory Wall [TSAA12].
Mit Hilfe der in Kapitel 6.2 vorgestellten Phantomzeichnungen ist es in diesem spezi-
ellen Anwendungsfall jedoch möglich, einzelne interessierende Trajektorien in dreidimen-
sionalen Verfahren blickpunktunabhängig sichtbar zu machen. Zu diesem Zweck wird aus
den freizulegenden Trajektorien innerhalb der Trajectory Wall zunächst eine Importance
Map erzeugt (Abb. 7.3(b)). Diese dient während der Rendering-Transformation dazu, die
Sichtbarkeit der überlagernden Trajektorien lokal anzupassen und nur deren Konturen
transparent darzustellen (Abb. 7.3(c)). Der beschriebene illustrative Ansatz unterstützt
auf diese Weise die Analyse einzelner Trajektorien und zugehöriger Attribute, die ansons-
ten kaum sichtbar wären (vgl. Abb. 7.3(a)).
Die dargestellten aktuellen Arbeiten verdeutlichen am Beispiel, dass die im Rahmen die-
ser Dissertation entwickelten illustrativen Ansätze weitreichend genutzt werden können.
Darüber hinaus sei aber festgehalten, dass aufgrund des Umfangs der zur Verfügung
stehenden NPR-Techniken nicht alle existierenden NPR-Verfahren in der vorliegenden
Dissertation betrachtet werden konnten. Das entwickelte erweiterte Data-State-Referenz-
modell und die umgesetzten Methoden legen jedoch nahe, dass die Nutzung weiterer
NPR-Verfahren möglich und sinnvoll sein kann, um durch eine entsprechend illustrative
Nutzung die Kommunikation von Informationen zu unterstützen. Aus diesem Grund
widmet sich der folgende Abschnitt offenen Fragestellungen einer illustrativen Informa-




Abbildung 7.3.: Phantomzeichnungen bei der Exploration simulierter Bewegungsvorgänge
auf der Zelloberfläche. Trotz umfassenden Visual Clutters (a), kann mit dem entwickelten
Importance Map-Ansatz (b) die Sichtbarkeit einzelner Trajektorien blickpunktunabhän-
gig gewährleistet werden (c).
Ausblick
Die in der vorliegenden Dissertation diskutierten Lösungsansätze und die erzielten Ergeb-
nisse motivieren den Entwurf weiterer Techniken auf Basis des vorgestellten erweiterten
Data-State-Referenzmodells. Hierfür können erneut alle NPR-Bereiche genutzt werden:
. Bildmanipulationen Die präsentierte Visualisierung von Unsicherheiten mit der Aquarell-
simulation motiviert die Anwendung etwa bei der Visualisierung von Unsicherheiten
in Geländedaten oder in Bewegungsdaten. Auch hier können verschwommene oder
verrauschte visuelle Repräsentanten oder Geländestrukturen zur Kommunikation
der Unsicherheiten dienen. Gleichzeitig gibt es viele weitere Bildmanipulationsver-
fahren, die für eine derartige Visualisierung in Frage kommen, zum Beispiel das
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Dithering (vgl. Kap. 2.2.3), Stiftzeichnungen (z.B. [LKL06, YM12, YKM12]) oder
das bereits von Kosara genutzte Blurring [Kos01]. Eine Nutzerstudie, die meh-
rere dieser Verfahren in einer solchen Anwendung gegenüberstellt, ist derzeit in
Vorbereitung.
. Modellmanipulationen Auch in diesem Bereich ergeben sich einige konkrete Ansätze,
die in zukünftigen Arbeiten zu untersuchen sind. So besteht die Idee, Explosions-
zeichnungen bei der Analyse von Trajektorien innerhalb der Trajectory Wall zu
nutzen, um hiermit die Selbstverdeckung etwa in Kreisen zu behandeln. Ebenso ist
es möglich, durch hochfrequente Überlagerungen entlang ruhiger Bewegungspfade
Unsicherheiten zu kommunizieren. Letzter Ansatz ließe sich auch auf Geländeda-
ten übertragen und würde einem existierenden Ansatz für Volumendaten [GR04]
ähneln.
. Zusätzliche Grafikprimitive Nachdem sich die vorliegende Arbeit erfolgreich der Schrift-
platzierung gewidmet hat, rückt zukünftig die Schriftgestaltung in den Vordergrund.
Hierbei kann etwa auf vorige Arbeiten (z.B. [Lub05]) aufgebaut werden, wobei
zunächst konkrete Skalen zum Beispiel für Schriftgrößen, Schriftstärken u.Ä. zu
untersuchen sind. Im Zusammenhang mit der Schriftplatzierung sind außerdem Er-
weiterungen angedacht, die beispielsweise die Beschriftung von Trajektorien oder
von Themenkarten nach kartographischen Aspekten ermöglichen – die Beschriftun-
gen unter anderem den Hauptausdehnungen folgen und so die Interpretation dieser
Informationen unterstützen.
Neben Beschriftungen gibt es auch konkrete Überlegungen, Strokes für die Visuali-
sierung mehrerer Attribute entlang von Trajektorien einzusetzen oder über den in
Kapitel 5.2.1 beschriebenen Ansatz Unsicherheiten darzustellen.
. Zusätzliche Transformationen In der vorliegenden Dissertation aber auch in einer betreu-
ten studentischen Arbeit [Vir08] wurde gezeigt, dass es durch zusätzliche Transfor-
mationen möglich ist, Texturen oder auch Strokes mittels der Bilddatenebene zu
definieren. Diesbezüglich ist es der nächste Schritt, diesen Ansatz etwa an konkre-
ten Node-Link -Diagrammen anzuwenden und die hier dargestellten Kanten, durch
datenrepräsentierende Strokes zu ersetzen.
Neben diesen Fragestellungen, die sich aus den vier NPR-Bereichen ableiten lassen, er-
geben sich aber auch interessante Fragestellungen bezüglich der illustrativen Informati-
onsvisualisierung. An erster Stelle gehört hierzu die Auswahl und Parametrisierung der
illustrativen Techniken für Verfahren in der Informationsvisualisierung. Das entworfene
erweiterte Data-State-Referenzmodell erlaubt, wie gezeigt, die Entwicklung neuer Tech-
niken für die Informationsvisualisierung und die Einordnung existierender illustrativer
Verfahren. Es bleibt jedoch offen, welches Verfahren sich in welchem Anwendungsfall am
ehesten eignet. Die Frage nach der Auswahl einer geeigneten Visualisierung ist prinzipi-
ell ein offener Forschungsgegenstand und damit auch in der Informationsvisualisierung
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nicht abschließend beantwortet. Deshalb wird zunächst davon ausgegangen, dass der Ein-
satz der entwickelten illustrativen Ansätze vom Autor einer Visualisierung abhängig ist.
Weitere Arbeiten könnten hierfür automatische Ansätze untersuchen.
Neben der Auswahl einer entsprechenden illustrativen Informationsvisualisierung stellt
sich zudem die Frage nach einer geeigneten Parametrisierung. Hierzu sind umfangrei-
che Studien notwendig, um die zur Visualisierung in Frage kommenden Parameter der
NPR-Verfahren und deren Wertebereiche zu identifizieren. Trotz der vielen Möglichkei-
ten führen meist nur wenige Parameter zu visuell derart unterscheidbaren Effekten, dass
sie sich für die Informationsvisualisierung eignen. Auch diese Untersuchungen sind für
eine breite Anwendung illustrativer Verfahren notwendig.
Ebenso wichtig ist die Evaluation illustrativer Verfahren. Diese ist nicht nur für die
Beurteilung unterschiedlicher Parametrisierungen notwendig, sondern auch, um den Nut-
zen der entwickelten illustrativen Verfahren zu quantifizieren. Die in dieser Dissertation
durchgeführten Untersuchungen zu Halos und zum Weaving sind erste Schritte, die eine
prinzipielle Eignung belegen. Schwieriger scheint es, zu untersuchen, in welchem Um-
fang beispielsweise Explosionszeichnungen das Verständnis einer Visualisierungstechnik
fördern können, ob die blickpunktunabhängige Sichtbarkeit visueller Repräsentanten in
Phantomzeichnungen interpretierbar ist oder ob diese eventuell zu Fehlinterpretationen
führen kann. Der letzte Punkt, eine mögliche Verletzung der Expressivität, ist generell
für illustrative Ansätze zu untersuchen. Erste Erkenntnisse hierzu sind in [WII+12] dar-







8. A new Weaving Technique for
Handling Overlapping Regions
Diese Publikation wurde in Erstautorenschaft zusammen Dipl. Inf. Axel Radloff und Prof.
Dr.-Ing. habil. Heidrun Schumann verfasst und auf der Working Conference on Advan-
ced Visual Interfaces (AVI’10) vorgestellt [LRS10a]. Das beschriebene Verfahren gehört
vorrangig zum NPR-Bereich der Bildmanipulationen und ist somit Teil von Kapitel 4.
Bibliographische Angaben: Luboschik, Martin ; Radloff, Axel ; Schumann, Heidrun:
A new Weaving Technique for Handling Overlapping Regions. In: Proceedings of
the Working Conference on Advanced Visual Interfaces (AVI’10), ACM Press, 2010,
S. 25–32.
Zusammenfassung: The use of transparencies is a common strategy in visual representati-
ons to guarantee the visibility of different overlapping graphical objects, especially,
if no visibility-deciding order is given (e.g., importance, depth). Alpha-blending, ho-
wever, could generate new colors that are not specified by the given color scale and
overlapping shapes may become difficult to be separated visually and the selection
of specific elements would be difficult. In this paper, we present a new approach for
representing overlapping regions: Instead of blending different colors, our weaving
technique separates the original colors and shapes are easier to differentiate. Due to
a deterministic weaving order, all overlapping objects are visible. We apply our ap-
proach to scatter plot visualizations to enhance the communication of overlapping
clusters.
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8. A new Weaving Technique for Handling Overlapping Regions
Veröffentlichungsrechte: Die genannte Publikation wird durch ACM Press verlegt und ist
in dieser elektronischen Form der Dissertation deshalb nicht enthalten. Sie kann
über die DOI: 10.1145/1842993.1842999 abgerufen werden.
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9. Particle-Based Labeling: Fast
Point-Feature Labeling without
Obscuring Other Visual Features
Diese Publikation wurde in Erstautorenschaft zusammen mit Prof. Dr.-Ing. habil. Hei-
drun Schumann und Dr.-Ing. Dipl.-Phys. Hilko Cords verfasst und auf der Konferenz
IEEE Information Visualization (InfoVis’08) vorgestellt [LSC08]. Das beschriebene Ver-
fahren gehört vorrangig zum NPR-Bereich der Zusätzlichen Grafikprimitive und ist somit
Teil von Kapitel 5.
Bibliographische Angaben: Luboschik, Martin ; Schumann, Heidrun ; Cords, Hilko:
Particle-Based Labeling: Fast Point-Feature Labeling without Obscuring Other Vi-
sual Features. In: IEEE Transactions on Visualization and Computer Graphics 14
(2008), Nr. 6, S. 1237–1244.
Zusammenfassung: In many information visualization techniques, labels are an essential
part to communicate the visualized data. To preserve the expressiveness of the vi-
sual representation, a placed label should neither occlude other labels nor visual
representatives (e.g., icons, lines) that communicate crucial information. Optimal,
non-overlapping labeling is an NP-hard problem. Thus, only a few approaches achie-
ve a fast non-overlapping labeling in highly interactive scenarios like information
visualization. These approaches generally target the point-feature label placement
(PFLP) problem, solving only label-label conflicts.
This paper presents a new, fast, solid and flexible 2D labeling approach for the
PFLP problem that additionally respects other visual elements and the visual ex-
tent of labeled features. The results (number of placed labels, processing time) of
our particle-based method compare favorably to those of existing techniques. Alt-
hough the esthetic quality of non-real-time approaches may not be achieved with
our method, it complies with practical demands and thus supports the interactive
exploration of information spaces. In contrast to the known adjacent techniques,
the flexibility of our technique enables labeling of dense point clouds by the use of
non-occluding distant labels. Our approach is independent of the underlying visua-
lization technique, which enables us to demonstrate the application of our labeling
method within different information visualization scenarios.
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9. Particle-Based Labeling: Fast Point-Feature Labeling without Obscuring Other Visual Features
Veröffentlichungsrechte: Die genannte Publikation wird durch IEEE Computer Society
verlegt und ist in dieser elektronischen Form der Dissertation deshalb nicht enthal-
ten. Sie kann über die DOI: 10.1109/TVCG.2008.152 abgerufen werden.
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10. Explode to Explain –
Illustrative Information Visualization
Diese Publikation wurde als Erstautor mit Prof. Dr.-Ing. habil. Heidrun Schumann ver-
fasst und auf der International Conference Information Visualization (IV’07) präsentiert
[LS07b]. Das beschriebene Verfahren gehört vorrangig zum NPR-Bereich der Modellma-
nipulationen und ist somit Teil von Kapitel 6.
Bibliographische Angaben: Luboschik, Martin ; Schumann, Heidrun: Explode to Ex-
plain – Illustrative Information Visualization. In: Proceedings of the Internatio-
nal Conference Information Visualisation (IV’07), IEEE Computer Society, 2007,
S. 301–307.
Zusammenfassung: Due to complexity, modern visualization techniques for large data
volumes and complex interrelationships are difficult to understand for non-expert
users and even for expert users the visualization result may be difficult to inter-
pret. Often the limited screen space and the risk of occlusion hinders a meaningful
explanation of techniques or datasets by additional visual elements. This paper
presents a novel way how views from information visualization can be adapted by
the use of the well-known illustrative technique exploded view, to successfully face
the problems described above. The application of exploded views gains screen space
for an explanation in a smart way and acts explanatory itself. With our approach
of illustrating visual representations, the understanding of complex visualization
techniques is eased and new comprehensible views on data are given.
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10. Explode to Explain – Illustrative Information Visualization
Veröffentlichungsrechte: Die genannte Publikation wird durch IEEE Computer Society
verlegt und ist in dieser elektronischen Form der Dissertation deshalb nicht enthal-




Multiscale Data in Systems Biology
Diese Publikation wurde als Erstautor mit Dr. Ing. Carsten Maus, Dr. Ing. Hans-Jörg
Schulz, Prof. Dr.-Ing. habil. Heidrun Schumann und Prof. Dr. rer. nat. habil. Adelinde
M. Uhrmacher verfasst und auf dem 2nd IEEE Symposium on Biological Data Visuali-
zation (BioVis’12) veröffentlicht [LMS+12]. In dem beschriebenen Verfahren lassen sich
als Erweiterung etwa Explosionszeichnungen und Beschriftungen dafür nutzen, um die
Kommunikation visualisierter Informationen zu unterstützen (vgl. Kap. 7).
Bibliographische Angaben: Luboschik, Martin ; Maus, Carsten ; Schulz, Hans-Jörg ;
Schumann, Heidrun ; Uhrmacher, Adelinde M.: Heterogeneity-based Guidance
for Exploring Multiscale Data in Systems Biology. In: Proceedings of the 2nd IEEE
Symposium on Biological Data Visualization (BioVis’12), IEEE Computer Society,
2012, S. 33–40.
Zusammenfassung: In systems biology, analyzing simulation trajectories at multiple scales
is a common approach when subtle, detailed behavior and fundamental, overall
behavior of a modeled system are to be investigated at the same time. A variety of
multiscale visualization techniques provide solutions to handle and depict data at
different scales. Yet the mere existence of multiple scales does not necessarily imply
the existence of additional information on each of them: Data on a more fine-grained
scale may not always yield new details, but instead reflect the already known data
from more coarse-grained scales – just at a higher resolution. Nevertheless, to be
sure of this, all scales have to be explored.
We address this issue by guiding the exploration of simulation trajectories accor-
ding to information about the deviation of the data between subsequent scales. For
this purpose, we apply different dissimilarity measures to the simulation data at
subsequent scales to automatically discern heterogeneous regions that exhibit devia-
ting behavior on more fine-grained scales. We mark these regions and display them
alongside the actual data in a multiscale visualization. By doing so, our approach
provides valuable visual cues on whether it is worthwhile to drill-down further into
the multiscale data and if so, where additional information can be expected. Our
approach is demonstrated by an exploratory walk-through of stochastic simulation
results of a biochemical reaction network.
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Veröffentlichungsrechte: Die genannte Publikation wird durch IEEE Computer Society
verlegt und ist in dieser elektronischen Form der Dissertation deshalb nicht enthal-
ten. Sie kann über die DOI: 10.1109/BioVis.2012.6378590 abgerufen werden.
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12. Supporting the Integrated Visual
Analysis of Input Parameters and
Simulation Trajectories
Folgende Publikation wurde als Erstautor mit M.Sc. Bioinformatics Fiete Haack, Dipl.
Inf. Stefan Rybacki und Dr. Ing. Hans-Jörg Schulz verfasst und in der Spezialausgabe
zur Parameter- und Unsicherheitsvisualisierung der Zeitschrift Computers & Graphics
veröffentlicht. Das publizierte Verfahren adressiert in erster Linie die Exploration des
Parameterraums von Simulationsverfahren, kann durch eine Erweiterung um Bildmani-
pulationen aber auch zusätzlich assoziierte Unsicherheiten kommunizieren (vgl. Kap. 7).
Bibliographische Angaben: Luboschik, Martin ; Haack, Fiete ; Rybacki, Stefan ;
Schulz, Hans-Jörg : Supporting the Integrated Visual Analysis of Input Parame-
ters and Simulation Trajectories. In: Computers & Graphics 39 (2014), S. 37–47.
Zusammenfassung: The visualization of simulation trajectories is a well-established ap-
proach to analyze simulated processes. Likewise, the visualization of the parameter
space that configures a simulation is a well-known method to get an overview of
possible parameter combinations. This paper follows the premise that both of the-
se approaches are actually two sides of the same coin: Since the input parameters
influence the simulation outcome, it is desirable to visualize and explore both in
a combined manner. The main challenge posed by such an integrated visualizati-
on is the combinatorial explosion of possible parameter combinations. It leads to
insurmountably high simulation runtimes and screen space requirements for their
visualization. The Visual Analytics approach presented in this paper targets this
issue by providing a visualization of a coarsely sampled subspace of the parame-
ter space and its corresponding simulation outcome. In this visual representation,
the analyst can identify regions for further drill-down and thus finer subsampling.
We aid this identification by providing visual cues based on heterogeneity metrics.
These indicate in which regions of the parameter space deviating behavior occurs
at a more fine-grained scale and thus warrants further investigation and possible
re-computation. We demonstrate our approach in the domain of systems biology
by a visual analysis of a rule-based model of the canonical Wnt signaling pathway
that plays a major role in embryonic development. In this case, the aim of the
domain experts was to systematically explore the parameter space to determine
those parameter configurations that match experimental data sufficiently well.
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Veröffentlichungsrechte: Die genannte Publikation wird durch Elsevier Ltd. verlegt und
ist in dieser elektronischen Form der Dissertation deshalb nicht enthalten. Sie kann
über die DOI: 10.1016/j.cag.2013.09.004 abgerufen werden.
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1. Ziel der Informationsvisualisierung ist es, Bilder zu erzeugen, die die Charakteristi-
ka einer Datenmenge visuell veranschaulichen. Durch wachsende Datenmengen und
die steigende Komplexität der Daten wird es jedoch zunehmend schwerer, visuelle
Repräsentationen zu erzeugen, die dem Nutzer eine einfache Interpretation seiner
Daten erlauben. Insbesondere kommt es bei großen Datenmengen zu gegenseitigen
Überlagerungen und dem Vermischen von Informationen – dem so bezeichneten
Visual Clutter .
2. Die Illustration adressiert als Anwendungsgebiet des Nicht-photorealistischen Ren-
derings (NPR) ganz gezielt die Kommunikation wichtiger Bildinformationen. Ent-
sprechende Techniken sind teilweise seit Jahrhunderten etabliert und stehen heute
auch als Softwarelösungen zur Verfügung. Illustrationen werden derzeit erfolgreich
in der Volumen- und Strömungsvisualisierung eingesetzt. Dagegen werden sie in
der Informationsvisualisierung bisher nur vereinzelt genutzt.
3. Für die Informationsvisualisierung und das NPR existieren etablierte Modelle, die
jeweils eine abstrakte Beschreibung der jeweiligen Vorgehensweisen ermöglichen.
Eine systematische Untersuchung auf Basis dieser Modelle zeigt, dass sich NPR-
Verfahren und Verfahren der Informationsvisualisierung verschneiden lassen, dass
aber aufgrund modellgegebener Beschränkungen eine vollständige Integration nicht
möglich ist.
4. Das aus diesen Untersuchungen abgeleitete erweiterte Data-State-Referenzmodell
beschreibt konzeptuell die Verzahnung beider Modelle. Auf diese Weise wird ei-
ne theoretische Grundlage für die illustrative Informationsvisualisierung geschaf-
fen, die prinzipiell die Nutzung beliebiger NPR-Verfahren aus allen NPR-Bereichen
(Bildmanipulationen, zusätzliche Grafikprimitive, Modellmanipulationen, zusätzli-
che Transformationen) in der Informationsvisualisierung erlaubt. Bereits existieren-
de, aber auch im Rahmen der Arbeit neu entwickelte illustrative Ansätze lassen sich
in dieses Modell einordnen.
5. Im Rahmen der Illustration werden Bildmanipulationen üblicherweise zur Hervor-
hebung und Deakzentuierung ausgewählter Daten eingesetzt. In der vorliegenden
Dissertation werden sie darüber hinaus auch zur Darstellung von Unsicherheiten
genutzt. Außerdem werden Bildmanipulationen eingesetzt, um Überlagerungen in
der visuellen Repräsentation zu behandeln.
169
12. Thesen
6. Zusätzliche Grafikprimitive wie Strokes oder Beschriftungen stellen in dieser Disser-
tation zusätzliche Informationen für die Interpretation der Daten bereit. So können
auch durch eine Variation der Stroke-Parameter zusätzlich zu den Daten Unsicher-
heiten kommuniziert werden. Beschriftungen erhöhen die Aussagekraft einer Dar-
stellung, aber nur dann, wenn sie lesbar sind und sie die Interpretation der eigentli-
chen Visualisierung nicht beeinflussen. Entsprechend entwickelte Verfahren zeigen,
dass eine solche überlagerungsfreie Beschriftung auch für sehr große Datenmengen
und in hoch interaktiven Umgebungen möglich ist.
7. Das im Visualisierungsprozess erzeugte geometrische Modell lässt sich über Modell-
manipulationen verändern. Die entwickelten Phantom- und Explosionszeichnungen
modifizieren die Sichtbarkeit und die Positionen visueller Repräsentanten. Hier-
durch werden ausgewählte Informationen gezielt freigelegt. Darüber hinaus bringen
Explosionszeichnungen zusätzliche Informationen in die visuelle Repräsentation ein,
die nicht nur die Interpretation der Daten sondern auch das Verständnis der Visua-
lisierungstechnik fördern können.
8. Zusätzliche Transformationen sind ein integraler Bestandteil der Bilderzeugung im
NPR. So sind sie auch ein integraler Bestandteil der illustrativen Informationsvi-
sualisierung und kommen bei allen entwickelten Ansätzen zum Einsatz.
9. Die entwickelten Verfahren verwenden, wie im NPR üblich, überwiegend G-Buffer
als neutrale Datenstruktur. Dies führt zu einer großen Flexibilität hinsichtlich der
Anwendbarkeit und erlaubt den breiten Einsatz der neuen Techniken in der In-
formationsvisualisierung; so etwa auch in aktuellen Forschungprojekten zur Veran-
schaulichung des Zusammenspiels von Parametern, Daten und Unsicherheiten.
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