Abstract
Introduction
Computers today use an internal clock, keyboard and mouse to provide input or context €or their applications' information processing. Operating Systems support these devices and applications access this provided context through simple Application Programming Interfaces (APIs). Current application software uses this meager context to build user models and try to enhance personal productivity, There is no personalization through learning, no long term memory, and advances in vision, speech, text analysis, and the availability of cheap computing power have not been fully utiIized. That is, many current computer applications lack context-awareness. Dey [5] gives the following definition €or context.
Any information that can be used to characterize the situation of entities (i.e., whether a person, place or object) that are considered relevant to the interaction between a user and an application.
In our work, we view a computer as a stationary robot with simple sensors such as for motion and speech [ll] . Even without knowing who is there or what is being said, such simple sensors can be used to improve user interaction. For example, if you were Jane's user-interface you could learn answers to the the following questions.
If there is no one in the room should I pop up a scheduled appointment?
If there is someone else in the room a t the time should I remind Jane? Should I ask Jane if she wants me to cancel a scheduled meeting (that was supposed to start five minutes ago) ? Should I turn down my music player when the telephone rings?
Should I pause the current song when Jane leaves We propose to use simple sensors to continuously gather data on the computer system's internal and external environment, store this data in a data warehouse, and mine this data for useful user-behavior patterns, in order to better predict user preferences (behavior) and improve user interaction. Application can then use this learned model of user preferences to better interact with the user. In this paper, we use a simple calendaring application program, Sycophant, that stores appointments and reminds the user using different types of reminders as a test-bed to investigate these issues. Specifically, we investigate whether Sycophant can learn a mapping from context-features to reminder type. More generally, we are interested in whether applying machine learning techniques to data gathered from sample context sensors will lead to improved human computer interfaces.
Our system continously gathers binary activity data from the keyboard, mouse, a motion detector, and a the room? 0-7803-881 9-4/04/$20.00 02004 IEEE. I15 speech sensor. We also monitor the activity of five processes on the computer. Whenever Sycophant generates a reminder, it expects the user to indicate whether Sycophant used the correct reminder type. A reminder can be visual (a pop-up window), speech using a textto-speech system, both, or neither. Periodically, we run a machine learning algorithm on the gathered data merged with this user feedback to learn to predict which of the above four types of reminders to generate for an appointment. Preliminary results using Sycophant with external (motion, speech) and internal (keyboard, mouse activity) sensors and a decision tree machine learning algorithm leads to about 80% accuracy in predicting whether or not to generate a reminder. Correctly predicting which of the four different types of reminders to generate is less accurate at about 64%.
Related Work
Much work has been done in the area of contextaware applications and environments. Reba is a reactive system which creates context-aware room reactions by using information from cameras, microphones and other sensors [ll] . This work showed the necessity for systems to be context-aware t o be able to anticipate user actions and simplify user interaction.
Bailey and Adamczyk have showed that computer generated interruptions which require user input or feed back have a disruptive effect on the user's emotional state as well as the user's task performance [Z] . Their study showed that at the point of interruption, the degree of disruption depends upon the user's mental load. Their work implied that the user's attention must be carefully managed among competing applications and that this management i s necessary to mitigate the disruptive effects of necessarily interrupting a user.
Hudson, Fogarty, Atkeson et al.'s work comes closest to our own in exploring how to construct robust sensor-based predictions of interruptibility by conducting a Wizard of Qz study [lo] . They also considered which sensors might be useful and how they could be constructed. In their study they used experience sampling to collect self-reports of interruptibility. Next, they built statistical models predicting human interruptibility and achieved an overall accuracy of 78% using several models. The self-reports from their initial Wizard of Oz study, where a subject was asked to distinguish between different levels of interruptibility showed that it is possible for humans to be accurate to an extent of 76.9% and statistical models could achieve as much as 82.4% accuracy. In their next study, they used real sensors t o construct models of human interruptibility for three different groups of people who included interns, managers and researchers by [6] . This study also tried to determine how much data should be collected to provide statistically reliable estimates of interruptibility.
Horvitz and Apacible built models for predicting the cost of interrupting users [9] . For this purpose, they used machine learning techniques for generating statistical models t o infer the state of interruptibility of users.
Our work is complimentary to the above approaches. Sycophant learns whether or not to interrupt the user as well as how to interrupt the user. Like Fogarty we use real sensors but in addition to learning whether to interrupt the user, sycophant uses machine learning algorithms to learn which one of four different types of reminders to use in interrupting the user. In this work, we compare the performance of different algorithms as well as the effect of different sensors on learning the mapping from sensors to reminder type.
SYCOPHANT
Sycophant can generate four different types of reminders: A simple pop-up window containing the appointment text, a voice reminder where the appointment text is spoken using the Festival Speech Synthesis System [3], both the previous types, and neither. In the last case, no reminder is generated but is instead buffered for later output. This can be desirabIe behavior for example when there is no one in the room at the time the reminder is generated. On the other hand, it can also be quite annoying if your calendar "learns" not to remind you under certain conditions.
The appointments for Sycophant were set up to mimic the user's regular work-day. These included reminders for drinking coffee, attending talks, conferences, classes, some personal appointments, and reminders outside regular office hours. For example, a reminder for watching a soccer match on cable TV at two a.m. in the morning would fall outside of regular ofice hours. Sycophant in this case learned a rule which said that if the appointment time was before nine a.m. in the morning, then no reminder was to be generated. This context learning was performed with respect to the user under study whose regular office hours start at nine a.m. Figure 1 shows a screen-shot of the application. Motion: We used a cheap Logitech web-cam with the motion [l] package. e Processes: The user under observation actively uses the following five processes: java, bash, gnome-terminal, xscreensaver, mozilla and we kept track of these processes' state.
e Keyboard: The keyboard sensor monitors keyboard activity.
Mouse: Like the keyboard sensor, the mouse sensor monitors mouse activity.
For this preliminary feasibility study, we collected data from a single user over a period of six weeks. Every fifteen seconds, we checked all sensors for activity and stored these values to a file. Next, we extracted the folIowing six features from the raw data [lo] : Any5, if the sensor is active during any of the fifteen second intervals during the last five minutes. A115, if the sensor is active during all of the fifteen second intervals during the last five minutes. Anyl, if the sensor is active during any of the fifteen second intervals during the last minute. A l l l , if the sensor is active during all of the fifteen second intervak during the last minute. Immed, if the sensor is active during the last fifteen Count, the number of intervals during which the sensor is active during the last five minutes. Therefore every sensor provided six features. We considered each of the five user processes as a separate "sensor," so the number of sensors grew to nine and we therefore ended up with a total of 54 features. Finally, we also included a user identifier and the next appointment time.
Sycophant can be instructed to remind a user t minutes before a scheduled appointment. When it is time to remind a user (say 5 minutes before the appointment time), Sycophant initially checks for the existence of a learned user model (a mapping of context features to reminder type). If so, it uses the reminder type as dictated by the model to remind the user. Initially, when no model has been learned, we use a hand-coded rule set. This static hand-coded rule set is used until we get the minimum of ten exemplars needed by Weka, a machine learning toolkit [13] that has a 10-fold cross-validation requirement. Once the reminder is generated, the user can give feed-back to Sycophant agreeing with the reminder type generated or providing their preference. It is t,his user-feedback which is used for creating the training data set for our machine learning algorithms. Here is an exemplar from our data set: 1. 1, 1, 1, 20, 1, 1, 1, 1, 1,20, I, 1, I,   1, 1 , 0 , 0, o , o , o , o , 20, 1, 1, i, 1, 1 , 0 Once, the context-sensitive data set is available, it is used to build a user model to learn the type of reminder to generate. We use and compare multiple machine learning algorithms from the Weka machine learning too1-kit for this purpose
As an aside, in the current version of the program, the reminders which get voted by the model to be of type-0 (do not interrupt/remind) get buffered. When it is time to use a reminder of types other than 0, the buffered reminders are also output along the reminder for that particular instant of time. Thus no appointments are ever "forgotten."
Results
For our study, we chose the following machine learning algorithms from the Weka tool-kit: Zero-R, One-R, 548, Bagging, Logit-Boost and NaiveBayes. Zero-R simply predicts the majority class in categorical data or average class if the class is numeric. One-R generates a one level decision tree which tests only one particular attribute and forms a set of rules based only on that attribute. J48 builds a C4.5 decision tree [12]. Bugging creates n artificial data sets from the original data set and applies a decision tree inducer on each of them. The n generated classifiers then vote for the class to be predicted. LogitBoost uses a learning a l g e rithm for numeric prediction and a combined model is formed which is then used for classification [7] . NaiveBayes selects the most likely classification based on a set of attribute values using prior probabilities and conditional densities of the individual features.
We also constructed three other data sets with reduced numbers of features after ranking the individual features based on the information gain ratio [12] from decision tree induction. The top 29 features are considered in one set (Set I), the top 25 in the next set (Set 2), and the top 20 in the last set (Set 3). Next, we compared the performance of 548 on these data sets against the complete data set (Set 0) with all the 55 features. We provide the top 25 features below in order of information gain: Figure 3 shows the performance of 548 on different data sets. 548 correctly classified 64.4% of the instances and generated 35 rules for the complete data set (with 55 features). The algorithm also correctly classified 62.5% of the instances on the reduced data set with 25 features with 36 rules being generated. The figure shows the relative performance of the decision tree inducer on our four data sets and there s e e m to be little performance degradation even with only 20 features. We chose to use Set 2 with 25 features for further study. Once we had preliminary identification of Figure 4 shows this comparison for the four class reminder problem, We also investigated the two class reminder problem where the two classes are whether or not to generate a reminder. That is, reminder types one through three where lumped into one category. Figure 5 shows performance for this problem. All the learning algorithms have almost the same performance on both the four class reminder problem and the two class reminder problem. Note that they are able to do significantly better on the two class problem achieving a classification accuracy of above 80%. This implies that predicting whether to generate a reminder or not is a significantly simpler problem than predicting which of four reminder types to generate. We also noted that One-R chose keyboard usage as the most useful feature. This Although the decision trees generated for the user model could not be included in the limited space available, we would like to note the following. Keyboard, Mouse, Motion and Talk give the most useful information as evidenced by the tree generated for data Set 0 as well as from the ranking of individual features based on the information gain ratio criterion. On the complete data set with four classes of reminders, the decision tree constructed an interesting rule with a keyboard fea- 2 and there is keyboard activity in the last minute, then generate a voice reminder. This seemed to make sense to the user in that she has just started heavy use of the keyboard and therefore prefers a soothing voice reminder over a more distracting p o p u p window.
Conclusions and Future Work
In this paper, w e investigated an approach to building a context-learning user interface application using information from simple sensors that detected internal (keyboard, mouse, and process activity) and external (motion, speech) context. Our calendaring application, Sycophant, used machine learning techniques to learn, based on this context information, a mapping from sensor values to reminder types. We obtained 64% accuracy in learning to choose between four reminder types (four class problem); more impressively, we were able to obtain 80% accuracy for the task of learning whether or not to generate a reminder (two class problem). We found that simple sensor information like the existence of motion and speech in the user's vicinity along with keyboard and mouse activity are useful for learning the mapping from sensor values to reminder types.
We are now gathering more data from different groups of users and are considering the suitability of other applications to our context-learning approach. Investigation is also being done into finding more sensors or varying the current sensors to increase the performance of the system. Although it was not the primary focus of this paper, we would also like to investigate other approaches to learning the mapping from sensors to user actions. Finally, we would like to investigate adaptive user interfaces that combines expert generated rules with machine learned rules in geneticsbased machine learning systems [8].
