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A METHODOLOGY FOR PROVING TERMINATION 
OF LOGIC PROGRAMS* 
BAL WANGt AND R. K. SHYAMASUNDAR 
D In this paper, we describe a methodology for proving termination of logic 
programs. First, we introduce U-graphs as an abstraction of logic programs 
and establish that SLDNF derivations can be realized by instances of paths 
in the U-graphs. Such a relation enables us to use U-graphs for establish- 
ing the universal termination of logic programs. In our method, we associate 
pre- and postassertions to the nodes of the graph and order assertions 
to selected edges of the graph. With this as the basis, we develop a 
simple method for establishing the termination of logic programs. The 
simplicity/practicality of the method is illustrated through examples. a 
1. INTRODUCTION 
One of the most important features of logic programming is its declarative 
semantics. That is, one can consider the programs to be self-specifying because 
they are nonprocedural and hence do not need elaborate correctness proofs. There 
can be a debate about whether it is meaningful to talk about verifying logic 
programs. It will, however, be difficult to justify arguments against methods for 
establishing termination of logic programs. In fact, anyone who has written logic 
programs sooner or later has to confront the possibility of a program unleashing an 
infinite computation either because of a bug in one’s program or due to the 
idiosyncrasy of an interpreter being used for a logic programming language. The 
need for additional information (assertions) for proving termination of logic 
programs from the declarative semantics follows from the fact that properties of 
logic programs, such as form of procedure calls, success patterns of terms, etc., that 
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are usually used by programmers for reasoning about the correctness (partial or 
total) of programs, are inexpressible in terms of the declarative semantics [13]. 
The primary aim of this paper is to develop a methodology for establishing 
termination of logic programs. From Floyd’s [17] fundamental work on termination, 
it is clear that any method’ of showing termination involves discovery of a 
well-founded set with respect to a given set of initial assertions. Our approach is 
motivated by the works on termination of term-rewriting techniques [121. In our 
approach, the discovery of well-founded ordering is localized by representing the 
program as a U-graph. The basis of the method can be informally understood by 
analyzing SLDNF derivations. For showing the universal termination of the pro- 
gram with respect to the given query, we have to show that all the subgoals give 
rise to only finite derivations (whether it succeeds or fails). Let us consider an 
SLDNF derivation where the ith goal (Gil is given by +A,, A,,. . ., A,, . . . , A,. 
Consider the derivation of Gi+ , from Gi with the input clause C, = A + B,, . . . , I?, 
using the unifier ei+ 1 between A, and A. Then 
Now, if we can show that the order of Gi+ 1 decreases with respect to Gi, then it 
would enable us to show the termination of the programs. However, it is important 
to note that just establishing the decreasing nature for the right-hand side (or the 
body) of the chosen clause with respect to the unifier oi+ 1 is not sufficient: the 
decreasing order should be established for the set of all goals in G,, 1 with respect 
to the unifier. It can be seen easily that if the predicates are nonrecursive, then 
the task is trivial. However, if there are recursive predicates, then showing the 
finiteness of the SLDNF tree is nontrivial. It is here that the abstraction of the 
program in terms of the U-graph helps. Recursive predicates can be identified 
through the cycles of the graph. For proving the correctness of programs, we 
introduce assertions on vertices and edges in a selective manner and a well-founded 
order. For purposes of coueting each goal, a set of edges that belong to cycles of 
the U-graph are selected and assertions (referred to as order assertions> are 
attached. Using this set of assertions, the termination of logic programs is estab- 
lished relative to the given set of assertions (for nodes of the U-graph and selected 
edges of the graph). The reasons for using assertions only for selected edges rather 
than for every edge will become clear in the sequel. Such an approach has two 
advantages: First, the effort of finding a well-founded order is localized and second, 
the localization property enables us to use some of the techniques of term 
rewriting (cf. [12, 201) for arriving at appropriate assertions. 
The main contribution of the paper is that it provides a method for showing the 
termination of the programs by analyzing the term structure of the program. The 
method can be used for establishing the universal termination of logic programs. 
Further, it can be used for proving termination of Prolog programs (as in [2]) taking 
into account the selection rule. 
The rest of the paper is organized as follows: Section 2 provides a brief survey of 
termination of logic programs. Section 3 introduces the U-graph and the specifica- 
tion language of assertions is described in Section 4. Various safety properties of 
assertions are introduced in Section 5. The method of establishing termination is 
‘Irrespective of whether the program is deterministic, nondeterministic, backtracking, etc. 
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described with an example in Section 6. In Section 7, we establish the soundness 
and completeness issues of the method. Section 8 discusses the heuristics for 
arriving at the pre- and the postassertions followed by a discussion of the method 
in Section 9. Throughout the paper, we follow the definitions and notation given in 
[3] and [27] unless otherwise stated. 
2. TERMINATION OF LOGIC PROGRAMS 
In this section, we provide a brief account of the spectrum of methods that have 
been used for proving termination of logic programs. Our primary aim is to 
highlight different techniques that have been used for proving termination of logic 
programs rather than to provide an exhaustive survey. For a survey, the reader is 
referred to [15]. In the brief account given here, we first introduce some of the 
widely used notions of termination of logic programs and then discuss the main 
features behind the various techniques of proving termination of logic programs. 
2. I. Notions of Termination of Logic Programs 
Broad notions of termination of logic programs have been envisaged in [35]. One 
interpretation is that a program terminates iff it either fails finitely or produces a 
successful derivation. This is referred to as existential termination. Another inter- 
pretation is that a program terminates if and only if all the derivations are finite. 
This is referred to as universal termination. That is, the above notions correspond to 
finding one and every solution of a program, respectively. It may be noted that the 
property of universal termination is sensitive only to the computation rule (i.e., 
subgoal selection rule) whereas existential termination depends on the selection 
rule as well as the clause selection rule (i.e., search rule). 
A logic program P is said to strongly terminate with respect to G if every SLD 
tree for P U {G) is finite. That is, G terminates for all computation rules. Note that 
the notion of strong termination is stronger than universal termination. A program 
P is said to weakly terminate with respect to G if there exists a finite SLD tree for 
P U {G}. That is, G terminates for some computation rule. 
Another notion of termination, referred to as left termination, has been intro- 
duced in [21 taking into account Prolog’s left-to-right selection rule. A program P 
is said to be left terminating with respect to goal G if the SLD tree for P U (G} is 
finite with respect to the leftmost (as in Prolog) selection rule. 
2.2. Techniques of Proving Termination 
There has been a considerable amount of work in the past few years devoted to the 
issue of termination in the area of logic programming. For the sake of convenience, 
we broadly categorize (not necessarily disjoint) the works on termination of logic 
programs into three groups: 
1. Proof Systems: These works resemble the works on total correctness of 
traditional programs. The work of [16] falls into this category. Baudinet’s 
work [5] also can be seen as a proof system for Prolog programs. 
2. Characterization of Termination: The broad rationale of the works in this 
category is to provide semantic frameworks and techniques to formulate and 
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solve various questions of termination of logic programs. Some of the works 
belonging to this category are reported in [2, 4, 5, 7, 9, 33, 351. 
3. Automatable Techniques for Proving Termination: The primary aim of the 
works in this category is to find automatable and practical techniques for 
proving termination of classes of logic programs (and deductive databases). 
The works of [6, 8, 14, 21, 30, 34, 361 fall into this category. 
Salient features of some of the above-mentioned works are briefed below. 
PROOF SYSTEMS. France2 et al. [161 formulate proof rules for proving the 
existential termination of Prolog programs (essentially, total correctness2 in the 
traditional sense) based on the notions of guarded directions and parameterized 
invariants for guarded commands. Basically, they seek a well-founded variant 
function that is decreasing on the sequence of computation states. This approach 
appears to be unduly complicated, as one has to use the proof rules for describing 
the execution behavior of the interpreter also for reasoning about the termination 
of programs. For this reason, the proofs of even very simple programs become very 
complex with such an approach. However, the most interesting aspect of the 
technique is that it caters to Prolog’s search and computation rules. 
Baudinet [5] describes semantics of Prolog programs taking into account various 
control aspects including cuts. The method consists of associating a system of 
functional equations whose least fix point defines the meaning of the program. 
Many termination and nontermination issues can be formulated as a problem in 
first order logic and proved using structural induction. Such a formulation makes it 
possible to use some of the existing theorem provers. However, it is not clear as to 
how effectively the termination properties of logic programs can be automatically 
established. 
CHARACTERIZATION OF TERMINATION. Vasak and Potter [35] have introduced 
various notions of termination discussed above and have developed characteriza- 
tions of the class of universal terminating goals for a given program with respect to 
selected computation rules using fix point operators. However, these characteriza- 
tions cannot be used effectively for proving the termination of logic programs. 
Bezem [7] characterizes a class of logic programs, referred to as recurrent 
programs, based on the notion of level mappings (i.e., a function assigning natural 
numbers to ground atoms). A program is called recurrent with respect to level 
mapping I 1, if for every clause A +- B,, . . . , B, in ground(P), (A( > (Bil for all i. 
Bezem has shown that a logic program terminates if and only if it is recurrent and 
every totally recursive program is computed by a recurrent program. Note that the 
characterization ignores selection rules. Apt and Bezem [l] combine the notions of 
stratification of programs and level mappings and introduce a class of programs 
referred to as acyclic programs. It is also argued that acyclic programs terminate 
for a large and a natural class of general goals, and, further, the class of programs 
can be used for temporal reasoning. 
Apt and Pedreschi [2] provide a framework for studying left-terminating pro- 
grams. The framework is provided by combining the notions of level mapping and 
2The work of [13] is concerned with the development of a proof system for establishing partial 
correctness of logic programs using the inductive assertion method. 
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recurrent programs envisaged in [7, 91 with model construction methods. The 
authors introduce a new class of programs referred to as acceptable programs. 
Informally, a program is said to be acceptable if for all ground instances of the 
clauses of the program and some level mapping and a model, the level of the head 
is smaller than the level of atoms in a certain prefix (determined by the model of 
the program) of the body. The authors establish the coincidence of the two notions 
of left termination and acceptability. 
One of the distinguishing features between logic programs and term-rewriting 
systems is the presence of local variables in the former. Shyamasundar et al. [33] 
provide a characterization of termination of logic programs through the termina- 
tion characteristics of term-rewriting systems. The study shows that termination 
characterization of term-rewriting systems can be effectively used for establishing 
termination of logic programs. Practical techniques for establishing termination are 
reported in [21]. 
AUTOMATABLE TECHNIQUES FOR PROVING TERMINATION. One of the mostversa- 
tile tools that has been in use for checking termination/nontermination has been 
the tools for loop checking. The main purpose of loop checks is to reduce search 
space without pruning solution space-thus, gaining efficiency without loosing 
soundness. A theoretical basis for loop checking has been provided in [81. A loop 
check is said to be sound if it does not prune an SLD tree to such an extent that 
solutions are lost. It is said to be weakly sound if its application results in the loss 
of some solutions, but not the loss of all solutions. If the loop check results in a 
finite space, it is said to be complete. A spectrum of concrete loop checks lying 
between sound loop checks and complete loop checks has been discussed in [S]. 
Ullman and Van Gelder [34] was one of the first works in the development of 
automatable methods for proving termination of logic programs and deductive 
databases. The method is based on generating a set of linear inequalities of the 
form pi + c ‘pi to describe interargument inequalities of the predicates for the 
given program and the query under the assumption that there are no function 
symbols other than the CORS operator on lists. The satisfaction of these inequalities 
provides a sufficient condition for establishing termination of the program. Pliimer 
[301 extends the method of [34] for studying the termination of well-moded 
programs by generalizing the form of inequalities of Cp, + c 2 Cpj and allowing 
other function symbols. Both methods have various restrictions such as uniqueness 
and existence of admissible solution graphs. In fact, these properties do not hold, in 
general, for programs where a variable occurs in input positions of more than one 
atom in a program clause. Such restrictions make some interesting classes of 
programs (such as multiplication program) beyond the scope of such techniques. 
Further, the method requires preprocessing. 
De Schreye and Verschaetse [14] extend the work on recurrent and acceptable 
programs by Bezem [7] and provide methods to arrive at natural level mappings 
using abstract interpretations with the intention of making the method amenable 
for automation. 
A transformational methodology of transforming a given well-moded logic 
program to a rewrite system-preserving termination characteristics has been envis- 
aged in [21]. The primary motivation of such an approach has been to exploit the 
powerful techniques and the tools available for showing the termination of term- 
rewriting systems. In fact, the method does not have restrictions such as those 
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prescribed for the methods of [30, 341, and the method has been used to 
show the termination of several benchmark programs illustrated in [2] and to prove 
the termination of the prototype ProCoS compiler [22]. It may be noted that 
proving termination of the ProCoS compiler falls outside the scope of [30, 341. 
One of the most interesting aspect of this method has been the mechanizability of 
the technique and the effective use of theorem provers such as RRL [20], REVE 
[25], ORME [26], etc. The method also has been adapted for proving termination 
of parallel logic programs [24]. 
In the following sections, we discuss a formal approach for proving termination 
of logic programs using a graphical abstraction of logic programs. The method has 
the distinct advantage of exploiting programmer’s intuition and term structure of 
the program for proving formal properties (including termination) of the program 
effectively. 
3. U-GRAPHS 
In this section, we introduce the main tool, U-graph,3 for analyzing logic programs. 
The relationship between U-graphs and SLDNF derivations is established through 
the notion of g-trees that relate a path in the U-graph and a subderivation of a 
given SLDNF derivation. 
Graphical abstraction of logic programs has been in use for the analysis 
of normal programs. One of the most widely used abstractions is the signed- 
dependency graph [lo, 231. In a signed-dependency graph, the set of predicate 
symbols forms the vertex set and the set of edges is pairs (p, q), where p is the 
predicate symbol of the head of a clause C and q is the predicate symbol of a 
literal occurring in the body of C. In a sense, the relation is obtained by ignoring 
the arguments of the literals in each clause of normal programs. Though the 
construct is a succinct abstraction for several purposes, it discards too much 
information. In this section, we introduce U-graphs as an abstraction of a normal 
program from which we can abstract not only the signed-dependency relation, but 
also the necessary unification information for establishing termination. 
Without loss of generality, we assume that there are no common variables 
between any two clauses in a given normal program. In any clause C, we consider 
literals in the head and the body of C as distinct literals; we resort to subscripting 
the literals whenever one or more literal with the same predicate symbol appears 
more than once in the clause. For instance, the literals with the same predicate 
symbol in the clause 
P(S(X)) *P(cm lP(X) 
are subscripted as 
3Here, II stands for unification. 
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Definition 3.1 (U-graph). Given a normal program P, the U-graph U(V, El of P is a 
directed graph, where the set of vertices V is the bag of all atoms occurring in 
P, and edge (A, B) E E if either of the following statements holds: 
1. There is a clause of the form A + . . . , B,. . . (or A + . . . , 7 B,. . .I. This 
edge is referred to as the signed edge. 
2. There are two clauses C, and C, such that A (or T A) occurs in the body of 
C,, B is the head of C,, and A unifies with B. In this case, the edge is called 
a u-edge (i.e., unification edge). 
Notation 3.1. Given a normal program P, let VH denote the set of all heads of 
clauses in P, and V, denote the set of all atoms occurring in the body of clauses 
in P. Clearly, V = VH U VB. 
REMARK 3.1 
1. All in edges of a vertex in VH (V,) must be from some vertices in VB (V,), 
and all out edges of a vertex in V, (V,) must be leading to vertices in V, 
(V,). Hence, every path in a U-graph consists of vertices in V, and V, 
alternately. 
2. Each cycle has even length. 
3. The notion of U-graphs has some resemblance to the notion of connection 
graphs [29]. It may be noted that the purpose of connection graphs is 
to provide a template for generating the AND/OR solution tree for the 
problem at hand. However, the purpose of the U-graphs is to capture the 
static information of the logic program as far as possible. 
4. All hierarchical programs (cf. [ll, 27, 321) have acyclic U-graphs. Hence, 
SLDNF derivations are finite. 
Example 3.1. Consider the following GCD program (cf. [181) which computes the 
greatest common divisor of two integers: 
C,: gcd(X, 0, Xl + 
C, : gcd(0, Y, Y) + 
C,: gcdMX), s(Y), 2) + SUNY, X, WI, gcd(s(X), W, 2) 
C,: gcd(s(X), s(Y), Z> +- subW, Y, WI, gcdW, s(Y), Z> 
c,: SC&(X, 0, x> + 
c,: sub(X, s(Y), Z) + s&(X, Y, s(Z)) 
The U-graph of P is shown in Figure 1. 
The relationship between SLDNF derivations and U-graphs enables us to 
confine ourselves to U-graphs for analyzing the termination of programs. The 
formal equivalence between instances of paths in U-graphs and SLDNF derivations 
is given in the Appendix. 
4. SPECIFICATION LANGUAGE FOR ASSERTIONS 
In this section, we define the metalanguage for assertions. The assertions are 
basically used for specifying properties that are inexpressible in terms of the 
declarative semantics. Typical properties include the actual form of procedure calls 
and successes, mode declarations, etc. 
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gcd(s(X),s(Y).Z)) 
b 
: .’ _’ : 
: _’ ‘_ 
.’ . . .’ : : _’ : 
gcd(s(X),W,Z) :" 
‘. 
sub(Y,X,W) ;' 
'. : 
'_ : 
', : . . 
i 
gcd(s(X),s(Y),Z) 
FIGURE 1. U-graph of program GCD. u-edges are shown by dotted arrows and signed 
edges by solid arrows. 
The metalanguage as specified below can also refer to nonground terms (this 
aspect turns out to be useful in explaining the concept of a logical variable in 
a program). We first extend the Herbrand base to the set of terms which consists 
of functions, constant symbols and an enumerable set of variables. We define 
extended Herbrand universe of program P, denoted Up”, to be the Herbrand base 
obtained from the set of terms consisting of function symbols, constant symbols, 
and an enumerable set of variables. Our method requires assertions for the 
vertices and edges for the U-graph derived from the program. The specification 
language for the assertions is an extension of the specification language defined in 
1131. Let the object Zanguage be the language of clauses. For the metalanguage, we 
use the extended Herbrand base of the object language as our domain of interpre- 
tation since we are interested in describing relations on (object language) terms. 
The specification language is formally described below. The functors and the 
predicate symbols of the defined metalanguage pertain to some basic operations 
and relations. 
Definition 4.1 (The specification language for assertions) 
Variables: 
(a) We use variables denoted by i.A and A.i for denoting the values of the 
ith argument of the atom A at invocation, and after invocation, respec- 
tively. 
(b) T, U, V, . . . refer to variables. 
n-ay Function Symbols (n 2 0): 
(a> n-ary function symbols of the object languages. 
(b> Variables of the object language: X, Y, Z, . . . (n = 0). 
Note that the interpretation of a function symbol corresponding to (a) or (b) 
is the function symbol itself. 
Terms: Standard definition. 
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4. 
5. 
6. 
7. 
8. 
Predicate Symbols: =, var, ground, a, =, and . . . . The interpretation of these 
predicates is given below: 
= term equality. 
uar(T) iff T is a (object language) variable. 
ground(T) iff T is a (object language) ground term. 
T u U iff T is a proper subterm of U. 
T = lJ iff the terms T and U are variants of each other (they differ at 
most in the names of their variables). 
disconnected( V1, , . . , V,> iff no variable occurs in more than one of the 
terms in {Vi,. . . , V,}. 
subterm(T, U, I) iff T Q U and I is the corresponding selector (assuming 
any fixed way of assigning selectors to subterm occurrences). 
Logical Constants: true, j&e, quantifiers and connectives: A, V, -, . . . . 
Formulas: Standard definition. 
Assertions: For any vertex in the U-graph (say corresponding to a literal A), 
an assertion (Fj, Fy) can be attached with the interpretation that Fj is the 
preassertion and Fi is the postassertion. Note that Fi is a formula which 
contains only variables of the form i.A, where i ranges over all the argument 
positions of A. However, Fi is a formula containing variables of the form 
i.A or A.i, where i ranges over all the argument positions of A. 
Order Assertions: For any vertex A in a nontrivial SCC4 in the U-graph, an 
order assertion, denoted by O(l.A, . . . , 
mapping5 from UpE” 
n.A), is attached, where 0 is a partial 
to a well-founded ordered set W with least element 0, 
and n is the arity of A. For the sake of convenience and easy reference, we 
sometimes use the notation O,(A8) to denote the order assertion of literal 
A. We refer to the tuple of assertions (0,) O,>, where 0, and 0, are the 
order assertions associated with nodes A and B, respectively, of the edge 
(A, B) as the order assertion associated with edge (A, B). 
REMARK 4.1 
1. It must be noted that certain characteristics of the program cannot be 
represented in the U-graph. For instance, the property of sharing variables 
among the literals in the body of a clause is not available in the U-graph. 
However, the assertion language is rich enough to carry this information. 
2. It is only when a signed edge (A, B) is used in a derivation, i.e., BB becomes 
the selected subgoal, for some substitution 0, that the assertion attached to 
A becomes applicable. Using the producer-cwsumer concept, one could 
arrive at a proper ordering with reference to a given computation rule. This 
would become clear in the sequel. 
3. Another aspect we need to consider is the computation rule. In this section, 
we consider a general computation rule rather than just the Prolog computa- 
“A nontrivial SCC is a strongly connected component consisting of more than one vertex. 
Note that for different vertices, we associate different mappings. In other words, the mapping 0 is 
defined in the context of a particular vertex. However, we will not explicitly mention the vertex 
whenever it is clear from the context. 
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tion rule. The main idea of the computation rule is to provide the order of 
evaluation of the goals in each clause. This can be captured as a partial 
ordered set. For example, the partial order relation A < B corresponds to the 
interpretation that A has to succeed before B can be selected. For example, 
consider a Prolog clause having IZ literals in its body. If B,, . . . , B, is the 
body, then the computation rule can be captured by the partial ordered set 
B, <B, < -0. <B, to depict the left-to-right order of the computation rule. 
5. CONSISTENCY OF ASSERTIONS AND ORDERED ASSERTIONS 
First, we define conditions under which the assertions attached to the vertices of 
the U-graph remain consistent. 
Definition 5.1. Let A be a vertex in V,, let {(A,B,) ,..., (A,B,)) be 
the set of all out edges of A and let (F’, Fi >, (F,b,, F,“,), . . . , (F&, F&j be the 
assertions attached to A, B,, . . . , 
I( 
B,, respectively. Then, we refer to the set 
Fj,Fi),(F& F;,) ,..., (Fjn, Fin)) as the A-set of A. 
Definition 5.2. Let H be a vertex in V,, let (( H, B, >, . . . , (H, B, )} be the set of all 
out edges of H, and let PO, be the partial order set over (1,. . . , n) correspond- 
ing to the given computation rule. The set { (F,!j , Fi >, (Fj,, Fi, >, . . . , (F&, Fjn )} 
of pre- and postassertions attached to the set of vertices {H, B,, . . . , B,] is said to 
be consistent with respect to Pas if 
‘dk, F; A A (1) 
NOTE 
(i) 
(ii) 
(iii) 
(4 
Pas = 4 corresponds to the fact that any literal in the body can be chosen 
in any order. In this case, condition (1) simply becomes 
‘dk, F; * F&. (3) 
If y1 = 0, i.e., H =p(ti ,... , t,) is the head of a unit clause, then condition 
(2) reduces to 
F;-F; 
and condition (1) becomes vacuous. 
(4) 
Essentially, relation (1) shows that if the subgoal B, in the clause depends 
on the variables of some subset of the literals in the clause, say {H, 
Bi,, . . .> Bi,}, i.e., (ij, k) E Pas, j = 1,. . . , m, then the preassertion of H after 
unification with the goal together with the postassertions of Bi,, for 
1 2 j I m, should imply the preassertion of B,. Relation (2) shows that the 
preassertion of H and the postassertions of all the subgoals Bi in 
the body of the clause whose head is H should imply the postassertion 
of the head of the clause. 
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(iv> 
(v> 
If it is a Prolog clause, then (1) becomes 
That is, the partial order set is nothing but left-to-right order. 
Thus, Pas reflects the dependence of an atom in the body on the other 
literals in the body. Thus, it is natural to keep it minimal for proving 
stronger properties. 
Example 5. I. Consider the following program PERMUTE: 
R,: pemute([ I, [ I> + 
R,: pemute(T,[HIPI) + remove(T, H, R), permute(R, P> 
R,: remove([ H IL], H, L) + 
R,: remove([BJC], D,[BIEI) + remove(C, D, E) 
Let H, B,, and B, be permute(T, [HI PI), remove(T, H, RI, and permute(R, P> in 
R,, respectively. Let 
(Fi,F;) = (ground(l.H),true), 
(F,b,,F;i) = (ground(l.B,),ground(B,.l) ~ground(B,.3) A (B,.3U B,.l)), 
(F,f,Fj2> = (ground(l.B,),true) 
be the assertions attached to H, B,, and B,, respectively. We can see that the 
A-set of H is consistent with respect to partial order {(1,2)}. 
REMARK 5.1 
1. The selection rule defined through the partial ordered set can be understood 
in an easy way if we consider the special case of moding of the clauses or 
program.’ In the case of moding, we have to make sure that there is partial 
ordering of the subgoals. 
2. It may be noted that the variables in F& and FB4; are sensitive to the 
substitutions applied in a SLDNF derivation. In condition (0, although we 
do not explicitly show the substitutions, it should be clear that the condition 
only depends on the answer substitutions of the subgoals Bi,, . . . , Bim where 
(i,, k) E PO,. This shows that the computation (selection) rule also plays a 
very important role in assuring that condition (1) can be satisfied. We shall 
discuss this in a later section. 
3. Instead of using the natural order (Prolog order, i.e., from left-to-right) of 
subgoals in the body of a clause, we use a partial order set which contains the 
necessary dependent relation among the subgoals to highlight the ability of 
our method for general computation rules including parallel computation 
rules. 
Definition 5.3. Let A + B,, . . , , B,,, be a clause. If Bk can be selected/invoked only 
after the success of literals B,,, . . . , Bi, in the body of the clause with respect to 
‘Moding can be represented by using preassertions specifying the arguments that are grounded. 
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the selection rule given by Pas such that {Bil, . . . , Br) c {B,, . . . , B,}, then the 
preassertion to be satisfied before B, can be invoked is given by 
BkPre = F; A F;,, A -1. A F;,, A F&. 
It may be noted that the preassertions enable use of the sideways information. 
Having considered the consistency of vertices in VH, we consider consistency of 
vertices in V,. 
Definition 5.4. Let B be a vertex in V, and let { ( B, H, >, . . . , ( B, H,)} be the set of 
all out edges of B. We say that the set of pre- and postassertions attached to 
vertices B, H,, . . . , 
safe if 
H, given by {(F,b,~~>,(F~,,F~,),...,(F~~,F~~)} of B is 
F;-F,,$ 
I 
for all j, (5) 
F; I A F; = F; for all j. (6) 
The relation (5) corresponds to saying that after unifying the subgoal BfI with 
the heads of clauses, the preassertion of B should imply the preassertions of the 
heads of clauses with respect to their mgu’s. In other words, this condition 
corresponds to the enablement of the input clauses. The relation (6), corre- 
sponds to saying that the values consistently passed by the heads of the clauses 
to the subgoals satisfy the postcondition of the subgoals. 
Conditions (l), (2>, and (5) are similar to the sufficient condition (SC) of the 
main theorem in [13]. However, there is no condition in SC corresponding to (6). 
The reason is that the analysis in [13] is based on global analysis, i.e., using 
predicate symbols as the underlying elements, whereas we use a local analysis, 
i.e., use occurrence of the literals as the underlying elements. In [131, for each 
u-edge7 (A, B), the postassertions of A and B are essentially the same, since A 
and B must have the same predicate symbol. In this case, formula (6) simply 
becomes a tautology. But in our approach, we may attach different assertions to 
them. We believe that the local analysis approach provides a good intuitive 
understanding without requiring any extra work as compared to the global 
analysis approach. 
Example 5.2. In program PERMUTE in Example 5.1, let B correspond to 
r(T, H, R) in clause R, and let H, and H2 correspond to the heads remove 
([HIL], H, L), remoue([BIC], D,[BIEI) occurring in R, and R,, respectively. Let 
(F,b,F~)=(ground(l.B),ground(B.l) r\ground(B.3) /\(B.3aB.l)), 
(Fi,, Fi,) = (ground(l.H,),ground( H,.l) r\ground( H,.3) A( H,.3U H,.l)), 
(Fiz,F$z) = (ground(l.H,),ground(H,.l) r\ground(H,.3) r\(H,.3aH,.l)) 
be the assertions attached to B, H,, and Hz, respectively. That the A-set of B is 
safe easily can be verified. 
‘Note that there is no notion of u-edge in [13]; this is only our interpretation for purposes of 
comparison. 
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Before discussing the consistency of order assertions, we define the cycle cut of 
a graph which becomes handy for our definition of consistency of order assertions. 
Definition 5.5 (Cycle cut). Let S be an SCC of a directed graph G(V, E). A subset 
S cur of edges in S is said to be a cycle cut of S if every cycle in S contains at 
least one edge in S,,,. 
REMARK 5.2. If Scur is a cycle cut of S, then removing all edges in S,,, from S 
reduces S to a forest. From Theorem A.1 given in the Appendix, it must be clear 
that there is no need to attach order assertions to edges which do not belong to any 
cycle. The property of cycle cut provides a natural choice for selecting edges in the 
U-graph for which order assertions should be attached. As mentioned already, 
order assertions consist of pairing mappings into well-founded order set, and are 
attached to selected signed edges of nontrivial SCC’s. 
Definition 5.6 (Safety of order assertions). Let S be a nontrivial SCC in the U-graph. 
We say that a set of order assertions (0, I A E S), are safe order assertions on S 
relatkje to the given assertions of the nodes and the Pas if there is a cycle cut 
subset SCuT consisting of signed edges of S such that: 
1. Consider edge (A, B) in S with arities n and m for A and B, respectively, 
(a> If (A, B) is a signed edge, then 
FjhFJre/\(O(l.A ,..., n.A)>O) 
*O(l.A,..., n.A) 2 O(1.B ,..., m.B), 
where Fr is the assertion to be satisfied before invoking literal B as defined 
in Definition 5.3. 
(b) If (A, B) is a u-edge and A’ and B’ are instances of A and B, 
respectively, such that A’ = B’, then $(A’) = O,(B’). 
2. If (A, B) is an edge in S,,,, then 
Fj A FJ”’ A (O(1.A ,..., n.A) > 0) 
-O(l.A,..., n.A) >O(l.B ,..., m.B), 
where Ft,Yc is the preassertion to be satisfied before invoking the literal B. 
Edge (A, B) is called a strictly decreasing edge. 
3. If O(1.A ,..., n.A) > 0, then for any substitution 0, 
F; -O(l.A,..., n.A) 2 0( A.10 ,..., A.n0). 
4. Let n and m be the arities of A and B and let 0 be the generic name of the 
zero element of the well-founded ordered set to which 0 maps. If (A, B) is a 
strictly decreasing edge and O,(A8) = 0, for some substitution 13, then for all 
B’ such that (B’, A) is an in edge of A, B’, and A0 are not unifiable. 
Intuitively, Conditions 1 and 2 say that for each simple cycle, if the least element 
of the order assertions has not been reached yet, then no edge in the cycle 
increases order (on the well-founded set W), and there must be an edge in each 
cycle that strictly decreases the order. Condition l(b) is necessary due to the fact 
that the order mappings attached to the vertices B and H may not be the same, 
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where (B, H > is an u-edge. In this case, if they do not agree with each other 
when the instances of them are essentially the same, then we may fail to show 
the termination. Consider the simple program 
E,: p(X) +p(X). 
Let us rewrite the above clause as H + B. If we mistakenly choose order 
assertions of H and B as size(1.H) + 1 and size(l.B), respectively, we may find 
assertions satisfying all conditions [except l(b)]. However, it is easy to see that 
once clause E, is used as an input clause, there is no finite SLDNF derivation. 
Condition 3 says that after unification, the order should not be increased. The 
necessity of this condition follows from the following example. 
Example 5.3. Consider the program 
E,: p(f(X)) -p(X). 
It appears that we can establish order assertions to satisfy all the above conditions 
except 3, by letting 0, = size(1.H) and 0, = size(1.B). Consider the goal +p(X>. 
We can see that in each derivation step, the unification essentially raises all orders 
of subgoals obtained in earlier derivation steps. Hence, even if we locally find the 
reduction of orders of the head and the subgoal in E,, we will not be able to 
establish termination. 
Finally, condition 4 says that an instance of the head of the clause whose body 
contains a strictly decreasing edge is mapped to the least element of W, the 
well-founded set to which all ordered assertions map, then no derivations can apply 
the instance of an input clause. In other words, unification will not be enabled at 
this point. 
In the next section, we shall see an example of safe order assertions. 
6. STEPS OF THE METHOD 
In this section, we introduce the steps of the method to prove termination of logic 
programs. Before proceeding with the steps, we define the notion of extended 
programs that accounts for the goal also* as in [6]. 
Definition 6.1. Given a normal program P and a normal goal G = + L, , . . . , L,,, , we 
define the extended program P*(G) = P U (goal * L,, . . . , L,}, where goal is a 
new predicate symbol with arity 0. 
As mentioned above, (IV, <) denotes a well-founded set and 0 is used to 
denote a generic name for representing the zero elements in IV. 
Let P be the given normal program and let G = + L,, . . . , L, be the given 
normal goal. Let P*(G) be the extended program of P and let U(V, E) be the 
U-graph of P*(G). 
Steps. Given (1) the pre- and postassertions at the vertices of V and (2) the 
ordered assertions for selected signed cyclic edges of U(V, E), the method 
‘Note that this is necessary since the termination of SLDNF derivations depends on the goal also. 
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establishes’ 
provided the following conditions are satisfied: 
1. The A-set of each vertex in VH is consistent. 
2. The A-set of each vertex in Vs is safe. 
3. The set of ordered assertions is safe. 
The explanation for the safety and consistency of assertions has already been 
given through Definitions 5.2-5.4. The crucial step is the third step which 
establishes that the computation descends through a well-founded chain. That 
is, if there is a cycle, then there must be a signed edge (A, B) in the cycle with 
ordered assertion 
(O(1.A )...) n.A),O(l.B ).<.) LB)) 
such that 
F;hFj~(0(1.A ,..., n.A) >O) -(0(1./l ,..., n.A) >O(l.B ,..., m.B)), 
where (F,b, Fi) and (Fj, Fj) are the assertions attached to A and B, respec- 
tively. The above relation shows that choosing this direction corresponds to 
climbing down the well-founded chain. Assuming that the vertex assertions are 
properly chosen, it can be observed that in the case of a vertex with nonzero 
number of outgoing edges and O(l.A,. . . , n.A) f 0, the subgoal unifies to at 
least one head of some clause without increasing the order. From the above 
informal argument, one can infer the existence of a global well-founded order- 
ing. As we are not considering the search rule, it should be clear that we 
establish universal termination. 
The method is illustrated by the permutation program given below. 
Example 6.2. Consider the following program PERMUTE discussed in Example 
5.1 and goal G = +permute(s, t>. The U-graph of PERMUTE*(G) is shown in 
Figure 2. 
Let P,, be the set corresponding to the left-to-right selection (computation 
rule). The assertions associated with the various vertices (using Ai as the general 
name of the vertex) follow: 
1. A, =goal: (F,b,, Fj,) = (true,true>. 
2. AZ =permute(s, t>: (Fj4, Fi > = (ground(l.Az), true). 
3. A, =permute(T,[HIP]): <$j,, Fi,) = (ground(l.A,), true>. 
4. A, = r(T, H, RI: <Fjbj, Fid), where 
Fi, =ground(l.A,), 
Fi, = [ ground( A,.l) A ground( A,.3) A (A,.3 4 A,.l)]. 
5. A, =p(R, PI: (Fj , Fi,) = (ground(l.A,), true>. 
6. A, =p([ I,[ I>: (F2e, FAah) = (true,true>. 
‘Here, the assertion true corresponds to either success or failure using the computation rule 
satisfying the preassertions of the clause. 
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FIGURE 2. Program PERMUTE. 
7. A, = r([BIC], D,[BIEI): <F,b,, Fi,), where 
Fj, =ground(l.A,), 
FA”,= [ground(A,.l) r\ground(A,.3) A (A,.34 A,.l)]. 
8. A, = r([HlLI, H, L): (F,b8, Fj,), where 
FA”, =ground(l.A,), 
Fi,= [ground(A,.l) r\ground(A,.3) ~(A,.3aA,.l)]. 
9. A, = r(C, D, E): (Fj”,, Fig), where 
FA4, =ground(l.A,), 
Fis= [ground(A,.l) ~,gmmf(A,.3) A(A,.3a A,.l)]. 
Recall that a stands for proper subterm relation (note that it is a well-founded 
ordering). Let the well-founded set W be the set of natural numbers. There are 
two nontrivial SCc’s in Figure 2, and each of them contains only one signed edge. 
Therefore, the only choice to form cycle cuts for these two nontrivial XC’s is the 
sets {(p(T, [HIPI), p(R, P)>I and {(r([BlCl, D, [BIEI), r(C, D, E))l (i.e., 
{(A,,A,)} and ((A,, A,)}). For the two edges involved in cycles, the order 
assertions are: 
1. (A,, A,) = (p(T,[HlPI),p(R,P)), where 
O(l.A,,2.A,) =size(l.A,), 
O(l.A,,2.A,) =size(l.A,). 
2. (A,, A,) = (r(tBlCl, D,[BIEI), r(C, D, E)), where 
0(1.A,,2.A,,3.A7) =size(l.A,), 
0(1.A,,2.A,,3.A9) =size(l.A,), 
where size(T) is the number of (function and constant) symbols occurring in a 
ground term T. 
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It is not difficult to see that (1) the A-sets of permute(T,[HIP]) and 
remoue([BIC], D,[BIEI) are consistent with respect to partial ordered sets {(1,2)) 
and 4, respectively, (2) the A-sets of vertices in V, are safe, and (3) the set of order 
assertions is safe. Let us consider the order assertion attached to edge (A,, A,). 
The preassertion for A, is given by Fll” = Fj3 A FA”, A Fi5. From this, we get 
l.A, al.A,; that is, l.A, is a proper subterm of l.A,. Thus, 0(1.A,,2.A,)> 
0(1.A,, 2.A,) and hence, the proof that the assertion is safe follows. 
Therefore, if the first parameter of the goal +- permute(s, t) is ground, i.e., if the 
precondition F~CrmureCs,rj = ground(l.A,) of the vertex permutecs, t> is true, then 
the program terminates by a computation rule (i.e., the partial ordered set) 
associated with the A-sets of the heads of all nonunit clauses. 
It may be noted from the discussion in [2] that the permute program is not 
recurrent, but acceptable. This follows from the fact that recurrent programs 
ignore computation rules, whereas acceptable programs do consider computation 
rules. Our method considers the computation rules for showing termination. Thus, 
if the query cpermute(x, t), where x is not ground and t is ground, we can arrive 
at a computation rule (in this case, right-to-left) for which the termination can be 
proved. 
7. SOUNDNESS OF THE METHOD 
In the Appendix (cf. Theorem A.11, we have established that an inconclusive 
SLDNF derivation corresponds to an infinite path in the U-graph through the 
notions of extended SLDNF derivation and g-trees. In this section, we show that 
the method described in the earlier section is sound using the results proved in the 
Appendix. 
Definition 7.1. Given an extended normal program P*(G) of a normal program P 
and a normal goal G with U-graph U(V, E), let F be the set of assertions 
attached to vertices in V. Assume that for each H in VH, the A-set of H is 
consistent with respect to a partial order set P,,(H). As explained already in 
the discussion of Definition 5.2, the partial order set captures the minimal 
information relative to the selection rule. We say that a computation rule is 
consistently safe with respect to 9 if, for each clause H + B,, . . . B,, subgoal Bi 
is selected only when all B, succeed, for all j, (j, i) E P,s( H). 
Theorem 7.1. Given a normal program P and a normal goal G = + L,, . . . , L,, let 
P”(G) be the extendedprogram with extended U-graph UCV, E). If (1) there is a set 
Yof assertions attached to all vertices in V, such that (a) for each A-set of a vertex 
A E VH is consistent and (b) for each A-set of a vertex A E V, is safe and (2) there 
is a safe set of order assertions attached to ail signed edges involved in cycles, then 
P U [ + goal} has finite SLDNF tree uia a consistently safe computation rule with 
respect to ST 
PROOF. By simple induction on the length of SLD (SLDNF) derivations, it is easy 
to see that under any consistently safe rule with respect to s3; the precondition of 
selected subgoal is always satisfied in any SLDNF derivation. Further, by the safety 
of order assertions it follows that there is a well-founded ordering over all 
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instances of paths in the strongly connected component. Now, let us suppose that 
there is no finite SLDNF tree. Then, from Lemma A.2, there must be an infinite 
extended SLDNF derivation (cf. Definition A.71, having the g-tree G, = G, G,, . . . . 
Now, from Theorem A.l, it follows that the infinite branch corresponds to an 
instance of an infinite path in the U-graph. This contradicts the premises that the 
order assertions form a well-founded order set. Thus, there cannot be an infinite 
SLDNF derivation. Hence, the theorem follows. 0 
Now, let us see whether for every terminating logic program, we can derive an 
asserted program as described above. For this purpose, we confine our attention to 
positive ” Horn clause p ro g rams (hence, SLD derivations). We do this by applying 
our method for recurrent programs discussed” in 171. It has been shown in 171 that 
every total recursive function can be computed by the class of recurrent programs 
and further, recurrent programs terminate for all bounded goals, i.e., goals whose 
instances are below some fixed level. In the following, we sketch a method of 
getting order assertions from the U-graph of a recurrent program. Let P be a 
recurrent program, i.e., it is recurrent with respect to a level mapping I I. Then, we 
have, 
For every clause of the form A + B,, . . . , Z?, in ground(P), IAl > lBi for all i. 
Now, we can use > as the order for the edge (A, Bi > in the U-graph. In this way, 
we can assign an order assertion for every edge. With this as the basic set of order 
assertions, the proof of termination follows in a trivial way relative to the bounded 
(which again can be specified as preassertion in our metalanguage) queries. 
Thus, it follows, that we can indeed derive an asserted program for a terminat- 
ing definite logic program. In a similar way, we can derive an asserted program for 
left-terminating programs as well. 
8. HEURISTICS FOR ASSERTIONS 
In this section, we briefly discuss some heuristics to arrive at assertions and order 
assertions for a given program and a given goal. Although our method can be used 
for establishing logical correctness as well as termination of the programs, we shall 
confine our attention to termination aspects in the sequel. 
Besides the information of the (syntax) structure of the given program, the most 
important information lies with the given goal. In most cases, the information from 
the given goal leads to input-output patterns of arguments of the heads and 
subgoals of the clauses of the programs. Thus, the first step for guessing assertions 
is to obtain as much information as possible from the goal. This can be done by 
examining the corresponding U-graph from the root goal of the extended program 
to all reachable nodes in a top-down fashion. It may be noted that the top-down 
data-flow analysis focuses on the input information (e.g., modings) as illustrated in 
the following example. 
“Aspects of SLDNF completeness in the context of termination has been discussed in [37]. 
“As already discussed while discussing the permutation program, our method considers computation 
rules, which are not considered by recurrent programs. 
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Example 8.1. Consider the following program SUBTRACT which computes the 
difference (the third argument) of two integers (the first two arguments): 
S, : s&(X, 0, X> +- 
sz: SC&(X, s(Y), 2) + s&(X, Y, s(Z)) 
Let us abbreviate the program as follows (associations of the literals with 
symbols U, H, and B is assumed in the usual manner>: 
s,: lJ+ 
s,: H+B 
Consider the goal + sub(t,, t,, t,), where ti is a ground term, i = 1, 2, or 3. A 
simple top-down analysis shows that ground(i.tl) could be a part of preassertion of 
A, for all A E {V, H, Bj. Therefore, as a first step, we may attach the following 
assertions to nodes U, H, and B: 
(Jq/,,F$ =(ground(i.U),t~e), 
(F;,F;) =(ground(i.H),true), 
(F;,F;) =(grcwzd(i.B),true). 
It is not hard to see that the assertions are indeed consistent and safe. 
For simple cases such as SUBTRACT, the next step to derive termination would 
be to derive order assertions for recursive calls (subgoals), i.e., nodes in nontrivial 
SCC’s in the U-graph. In this example, the only signed edge (H, B) involved in the 
nontrivial SCC has the following property: 
The literal B is unifiable with heads of rules S, and S, whenever the second 
argument is unifiable irrespective of the terms to which the first and third 
arguments get bound from H (they always succeed). 
Thus, for establishing termination, we have to look for the possibility of 
nonunifiability of the second argument; otherwise, the SLDNF derivation will be 
nonterminating. From the above analysis, it can be seen that each time the 
recursive subgoal B appears in the derived goal, the second argument of B 
remains ground if the second argument in the top level goal + sub(t,, t,, t3) is 
ground. In addition, we may find from the syntax an ordering relation based on the 
size of symbols in the second argument of B. That is, we can define the order 
assertions for (H, B) defined as 
0 (H,Bj =size(2.B). 
Let us place the restriction that the second argument t, in any goal + sub(t,, t,, t,) 
is ground. This corresponds to saying that 2.H and 2.B are ground. From clause 
S,, we can observe the following relation between the second argument of head H 
and the second argument of subgoal B (recall that s D t means that s is a subterm 
of term t): 
2.H = s( Y) 6 D Y8 = 2.8. 
This shows that for each recursive call, si.42. BI does decrease. Furthermore, when 
size(2.B) = size(YO> reaches 1, then B8 fails to unify to H. Now, the safety of the 
order assertion attached to (H, B) follows since the U-graph contains only one 
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simple cycle consisting of (H, B). Hence, we can conclude the termination of 
SUBTRACT U { +-- sub(t,, t,, ts>l provided t, is a ground term. 
Next, let us look at a more complicated example. 
Example 8.2. Consider the GCD program given earlier: 
D,: gcdW,O, X) + 
D, : gcd(0, x, X> + 
D,: gcdMX), s(Y), Z) +- sub(Y, x, WI, gcdMX), W, z> 
04: gcdMX), s(Y), .a + sub(X, Y, WI, gcd(W, s(Y), z> 
Again, let us rewrite clauses C,-C, as follows: 
D,: H, + 
D,: Hz +- 
D,: H3 + S,, B, 
D4: H,, + S,, B, 
In this example, it should be clear that a simple data-flow (top-down) analysis will 
not be enough for showing the termination of the nontrivial SCC, S,,, consisting 
of {H3, B,, H4, BJ. However, it can be seen that the producer-consumer concept 
and a bottom-up style analysis with reference to subgoal S, (resp. S,) in the body 
of clause D, (resp. 0,) can provide information necessary for establishing termina- 
tion. Bottom-up analysis shows that whenever the subgoals S, and S, succeed, the 
success pattern of their arguments (outputs) always carries some information which 
was discarded in the analysis of the previous example. The producer-consumer 
concept enables us to show that the information generated by S, (resp. S,) in the 
body of D, (resp. D4) can be passed to B, (res. B4) for establishing the well-founded 
relation over recursive subgoals B,, B, and heads H,, H4. An easy way to carry 
output information of subgoals S, and S, is to strengthen especially the postasser- 
tions of predicate sub used earlier, as follows: 
( F; , F;) =( ground( 1.U)) ground( U.3) A CU.1 = U.3))) 
(F;, F;) = (ground(1.H) r\ground(2.H), ground( H.3) A (HAP H.3)), 
(F;,F;)=(gotmd(l.B) /\ground(2.B),ground(B.3) A (B.lkB.3)). 
Let 0 denote an answer substitution, Since U = s&(X, 0, X>, therefore U.l =X0 = 
U.3 is trivial. Note that H = s&(X, s(Y), Z) and B = sub(X,Y, s(Z)>. If B.l = 
X8 D s(Z)0 = B.3, then we have H.l =X0 D ZB = H.3. From these simple facts, we 
can&d that the consistency and safety still hold. 
It is interesting to point out that the safety property of assertions is very useful 
to verify the effectiveness of output information when the recursive subgoals are 
involved in general cases. 
From the above newly derived assertions, we can get the following relations: 
2.H, =s(Y)8 D Y!?=S,.lDS,.3 = WO= 2.B, (i.e., 2.H, D2.B,), (7) 
l.H,=s(X)8DXB=&.1r,S,.3=W0=l.B, (i.e., l.H, D l.B,), (8) 
2.H4=s(Y)ODYO=S,.1~S4.3=WO=2.B4 (i.e., 2.H, D2.B,), (9) 
1.H4=~(X)f?t>Xt9=S,.l~S,.3= WtI=l.B, (i.e., ~.H,D~.B,), (10) 
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where 0 is an answer substitution of S,. Later, we shall see that this information 
indeed can help us to derive safe order assertions for edges ( H3, B3) and 
( H4, B4). Based on (71-001, we can derive assertions for all nodes in the U-graph 
of GCD as follows: 
(F&F;,> =( ground(l.H,),ground(H,.l) r\ground(H,.3)), 
( F&, F;j =( gi-ound( 2.H,), ground( H2 .2) A ground( HZ .3)) , 
(F&F$ =( ground(l.H,) ~ground(2.H,),ground(H,.3)), 
(F’&F;s, =( gm~nd(1.S~) Aground(2.S:,),ground(Sg.3) A (&.lDs,.3)), 
( F$, F$ =( ,ground( 1. B3) A ground( 2. B3), ground( B, .3)), 
( FL,, F,$ =( ground( 1. H4) A ground( 2. H4), ground( H4 .3)) , 
( F& F$ =( ground( 1 .S,) A ground( 2.S,), ground( S, .3) A (S, .l D s, .3)) , 
( Fs”, F$ =( ground( 1. B4) A ground( 2. B4), ground( B, .3)). 
Together with the newly derived assertions for U, H, and B of the previous 
example, we can easily check that the assertions are safe and consistent. 
The remaining work is to look for order assertions for the nontrivial SCC SGCD. 
The only possible cycle cut is So,, is { ( H3, B3), ( H4, B, )}. Using the analysis 
given above, it is easy to arrive at the following assertions: 
O( u,,B-$ = (size(l.B,), size(2.B,)) 
O( H,,BS = (size(l.B,), size(2.B,)) 
In this example, the well-founded order adopted is ordering of pairs of integers. 
(m, n) 2 (m’, n’) iff m 2 m’ and n 2 n’. 
Since 1. H3 and 2. H3 (resp. 1. H4 and 2. H4) are ground, and subgoal B, (resp. 
B,) is selected only when S, (resp. S,) succeeded, by (71-00) we get: 
1. In each recursive call of B, (resp. B,), the one of size(1.B J and size(2.B,) 
[resp. size(l.B,) and size(2.BJI order assertion of (H3, B3) (resp. (H,, B4)) 
always decreases. 
2. When either component of the assertions reaches 1, then it fails to unify to 
heads H3 and H,. 
The safety of order assertions now follows easily. 
To sum up, the above analysis establishes the termination of GCD u (+ 
gcd(s,, s2, sg)} provided that s, and s2 are ground terms. 
In general, we suggest the following broad steps for showing the correctness of 
programs 
Step 1. 
Step 2. 
Step 3. 
through our method: 
Derive preassertions from the information obtained from the given goal, 
e.g., modings for all reachable nodes from the root in the U-graph by 
top-down data-flow analysis. 
Establish consistency and safety of assertions. 
Derive all possible order assertions for signed edges in a bottom-up 
fashion, i.e., derive order assertions starting from the lowest SCC’s to the 
root SCC’s, in the condensed graph. Then, check if (i) order assertions 
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step 4. 
9. DISCUSSION 
are safe and (ii> for each nontrivial SCC, there is a selected edge that 
forms the cycle cut for the SCC. If so, we are done; otherwise, go to next 
step. 
Derive output information which can be used in the producer-consumer 
relation in a bottom-up fashion and integrate it to the assertions 
attached to each node. Then, go to Step 3. 
In the preceding sections, we have described a method for showing the termination 
of logic programs using U-graphs. The method is simple and allows us to concen- 
trate only on those parts of the program that are not easily amenable for 
understanding the termination aspects intuitively. In other words, the U-graph 
abstraction allows us to localize the task of finding the well-founded set and 
enables us to use some of the termination techniques of term-rewriting systems 
such as those described in [121 for arriving at order assertions. From the U-graph, 
several useful properties, such as disjointness [for instance, the U-graph for the 
program consisting of two clauses p(X) +p(f(X)) and p(X) +- will have two 
disjoint graphs], reachability, etc., can be observed easily. In [36], we have identified 
a class of terminating general programs based on the static analysis of U-graphs 
and embedding orders. 
Further, one can use semantic information for arriving at orders. For instance, 
consider the example 
same_generation(x, y>: - parentcx, xp>, parent(y, yp), same_generation(xp, yp) 
same_generation(x, ): - 
In the above program, parent consists of all facts (parent-children relations). The 
termination of such a program is based on the condition that there is no circular 
relation of data items in the relation parent. For example, having paw&a, b) and 
paredb, a) leads to a circular relation. In other words, if we assume that there is 
no cyclicity, then we can define or find an ordering among data items to realize a 
well-founded order, which leads to a proof of termination. In fact, one can use type 
information effectively in proving the termination of logic programs: the metalan- 
guage can be used for specifying certain typing information. It may be noted that 
the type assertions are in fact, used as annotations for speeding up the execution, 
checking errors of a program, etc. 1281. 
Another interesting point may be observed from the analysis of the two cycles in 
Example 6.1. For instance, we can have the following two sets of order assertions: 
l The first set corresponds to a goal +perm(s, t), where s is a ground term, 
which has a finite SLD derivation under the Prolog computation rule. 
l The second set can be derived by considering the goal +perm(s, t), where t 
is a ground term. In this case, we can see that we have a different order to 
keep the consistency of clause. 
permute(T,[HITl +- remove(T, H, R),pennute(R, PI 
and hence, we need different computation rules to achieve termination. This 
is also reflected in our earlier discussion for the termination of queries of the 
form +permute(x, y), where either the first is ground or the second is 
ground. 
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Another advantage of the method is that preassertions for the predicates can be 
distributed. This is very helpful in the understanding of the program. Further, we 
can check the preassertions to see whether the logic program can be transformed 
to a functional program; for instance, conditions given in [31] for the transforma- 
tion of logic programs to functional programs can be derived in a natural way. 
In short, the method described is a simple pragmatic method for proving 
termination of logic programs. It permits the effective use of programmer’s 
intuition and the term structure for deriving various properties of logic programs. 
The power and scope of the method lies in effectively using annotations for 
specifying the following: 
1. 
2. 
3. 
4. 
5. 
Directionality, producer-consumer elations, and moding annotations (which 
describe sets of possibly nonground atoms). 
Type annotations. Type annotations use sets of ground atoms only and, thus, 
one can use it to define particular classes of computations only. 
Control information such as call patterns, parallel implementations, efficient 
implementations, etc. 
Order on term structure based on the reachability of the predicates. This 
feature helps in achieving modularity and is helpful in using proofs of original 
fragments in modified programs whenever possible. 
Selection rules: As discussed already, the computation rule is captured 
through a partial order set (cf. Definition 5.2). The consistency rule fol- 
lows the order of selection as indicated after Definition 5.2 for Prolog’s 
computation rule. 
Various termination notions as highlighted earlier which do not involve search 
rules as well as various computation (selection) rules (cf. [27]) can be handled’* 
using the assertion language described earlier. For including search rule, one needs 
to include assertions to reflect the unifiability/otherwise of the subgoals relative to 
the clause chosen under the given search rule. Our main interest has been to 
pursue the verification of logic programs using a local analysis. For this reason, in 
our investigations we have considered selection rules and ignored search rules. Our 
efforts in the verification of logic programs using our method has been quite 
encouraging. We are working toward adapting our technique for loop checking [S]. 
In particular, we are working toward checking the acceptability condition on 
infinitely many ground instances of a clause. As we have unification information in 
the U-graphs, we are exploring methods of verification of Prolog programs that 
uses extensions of execution models as envisaged in [19]. 
APPENDIX 
Relationship between U-Graphs and SLDNF Derivations 
In this section, we show that U-graph abstraction is a succinct abstraction of a 
program from the point of view of termination. Using the notion of g-trees, we 
relate a path in the U-graph and a subderivation of a given SLDNF derivation. 
“Most of the termination methods [4] ignore the search rule. 
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Using g-trees, we establish a correspondence between paths of U-graphs and 
SLDNF derivations. 
Note, that we consider SLDNF derivations instead of SLD derivations because 
the latter can be obtained as a special case of the former. First, we recall some 
definitions related to SLDNF derivations from [27]. 
The basic idea for the SLDNF derivation lies in using SLD resolution, aug- 
mented by the negation-as-failure rule. When a positive literal is selected, we use 
essentially the SLD derivation to derive a new goal. However, when a ground 
negative literal is selected, the goal answering process is entered recursively. The 
negative subgoals must be answered individually and is referred to as lemmas 
which must be established to compute the result. Note that the lemmas do not 
create any bindings; they only succeed or fail. That is, negation-as-failure is purely 
a test. 
In the following, first we give the definition of SLDNF derivation assuming the 
definition of SLDNF refutation and finitely failed SLDNF tree as in [27]. 
DeJinition A.1 MBNF derivation). Let P be a normal program and let G be a 
normal goal. An SLDNF derivation of P U {G} consists of a (finite or infinite) 
sequence G, = G, G,, . . . of normal goals, a sequence C,, C,, . . . of variants of 
program clauses (called input clauses) of P or negative ground literals,13 and a 
sequence Or, 19,, . . . of substitutions atisfying the following conditions: 
1. For each i, either (a) Gi+ , is derived from G, and an input clause Ci+ , using 
ei+ 13 or (b) Gi is + L,, . . . , L,, . . . , L,, the selected literal L, in Gi is 
ground negative literal 7 A,, and there is a finitely failed SLDNF tree for 
Pu{+A,]. In this case, Gj+l is +L ,,..., L,_l,L,+ ,,..., L,, O,,, is the 
identity substitution, and Ci+ 1 is 7 A,. 
2. If the sequence G,, G,, . . . of goals is finite, then either (a> the last goal is 
empty, or (b) the last goal is L,, . . . , L,, . . . , L, and there is no program 
clause (variant) in P whose head unifies with the selected atom L,, or (cl the 
last goal is L,, . . . , L,,, . . . , L,, such that the selected literal L, is a ground 
negative literal 1 A, and there is an SLDNF refutation of P U { + A,}. 
Definition A.2. A safe computation rule is a function from a set of normal goals, 
none of which consists entirely of nonground negative literals, to a set of literals 
such that the value of the function for such a goal is either a positive literal or a 
ground negative literal, called the seZected literal, in that goal. 
Definition A.3. Safe SLDNF derivations are SLDNF derivations using safe compu- 
tation rules. 
Definition A.4 (SLDNF tree). Let P be a normal program and let G be a normal 
goal. An SLDNF tree of P U {G} is a tree satisfying: 
1. Each node of the tree is a (possibly empty) normal goal. 
2. The root node is G. 
I3 In Apt’s definition (cf. [3]) one finds the term Ci nrbitrary in place of our disjunctive phrases here. 
In the extended-SLDNF derivation (to be given subsequently) we explicitly define the clauses so that 
there is no anomaly. 
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Let *L, ,..., L, ,..., L, be a nonleaf node in the tree and suppose that L, 
is selected. Then, either (a> L,,, is an atom and for each program clause 
(variant) A + M,, . . . , Mq such that L, and A are unifiable with mgu 0, the 
node has a child + (L,, . . . , L, _ ,, M,, . . . , My, L, + 1,. . . , L,)fl, or (b) L, is a 
ground negative literal 1 A, and there is a finitely failed SLDNF tree for 
Z’U { +A,} in which case the only child is L,,. . ., L,_,, L,+,,. . ., L,. 
Let+-L 1,. . , , L,, . . . , L, (p 2 1) be a leaf node in the tree and suppose that 
L, is selected. Then, either (a) L, is an atom and there is no program clause 
(variant) in P whose head unifies with L,, or (b) L, is a ground negative 
literal, 7 A,, and there is an SLDNF refutation of P u cA,~. 
Nodes with empty goal have no children. 
Definition A.5 (Main tree). Given a normal program P and a normal goal G, we 
refer to the SLDNF tree for P U {G} as the main tree and the SLDNF tree for 
P u { +A} as the lemma tree, where 7 A is the selected negative subgoal in the 
main tree/lemma tree. 
DejinitionA.6. We say that an SLDNF derivation is successful if it is finite and the 
last goal is the empty goal. An SLDNF derivation is failed if it is finite and the 
last goal is not the empty goal. An SLDNF derivation is inconclusive if it neither 
succeeds nor fails. 
From the above definition, it must be evident that an inconclusive derivation 
may be finite (due to lemma trees becoming infinite) or infinite (due to some 
branch of the SLDNF tree becoming infinite) since derivations corresponding to 
lemma trees of ground negative literals is not considered. This is the main 
reason for defining an extension of SLDNF derivation in the sequel. 
The following lemma aids in establishing the relationship between U-graphs 
and SLDNF derivations. 
Lemma A.1. Given two atoms A and B, if A and B are not unifiable, then A0 and B 
are not uni’able, for any substitution 8 such that lvar(t3) n vat-(B) = c$.‘~ 
PROOF. Suppose there is a substitution 6 such that 
lvar( 8) n var( B) = 4 
and AS and B are unifiable with mgu g. Since all the variables occurring in 6 are 
not in B, we get 
B=B6, 
A&r=Bu=Bk. 
The last equation implies that A and B are unifiable, contradicting the hypothesis. 
Hence, the lemma. q 
It may be noted that in U-graphs, there are no u-edges that correspond to a 
literal in the body of a clause and the head of a clause having the same predicate 
symbol that are not unifiable; in other words, the paths in the U-graph relate to the 
possible reachable SLDNF derivations. 
“uar(B) denotes all variables occurring in literal B and hr(0) denotes all variables replaced by 
substitution 0. 
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It can be seen easily that a program is nonterminating if (1) some SLDNF 
derivation is infinite or (2) some lemma tree is infinite or (3) there are infinite 
number of lemma trees. The situation corresponding to (1) is already integrated in 
the definition of the SLDNF derivation itself. In this case, the derivation tree itself 
will be infinite and, hence, there will be an infinite branch (from K&rig’s lemma). 
However, (2) and (3) are not kept track of in the definition of SLDNF derivation 
since negative literals do not provide an answer substitution. In other words, the 
underlying SLDNF tree need not be infinite even though the program is nontermi- 
nating. We would like to capture a structure which will enable us to use the Konig’s 
lemma in a straightforward way. Such a relation would establish a formal relation- 
ship between paths in U-graphs and SLDNF derivations. We do this by extending 
the definition of SLDNF derivation to account for the lemma tree also. The formal 
extension is captured in the following definition: 
Definition A.7 (Extended SLDNF derivation). Let S, be an SLDNF derivation of 
P U {G) which consists of a sequence G, = G, G,, G,, . . . , a sequence of normal 
goals, a sequence C,, C,, . . . of input clauses, and a sequence 8,, 13~,. . . of mgu’s. 
An extended SLDNF derivation S$ of S, consists of a sequence GO = 
G,G;,G;,... of (sequences of> normal goals, a sequence C;, C;, . . . of (se- 
quences of) input clauses, and a sequence 6J;, O;, . . . of (sequences of> mgu’s 
such that: 
1. In case there is no lemma tree, S$ and S, would be the same. 
2. In case there is a lemma tree, let Lv), L(T2), . . . be the sequence (possibly 
infinite) of lemma trees generated due to some subgoal during the derivation 
(ii) the input clause sequence of S, and 
Cg’, Cg”), . . . , and (iii) the mgu sequence of S, and O#), f?$), . . . . 
If S, is an infinite or inconclusive SLDNF derivation, then an extended 
SLDNF derivation is a collection of derivations in the main and lemma trees. 
Dejinition A.8 (Instances of paths). Given a program P with U-graph U(V, E), the 
instance of path N,, B,, Hz, B,, . . . , H,, I?, with respect to substitutions 8,, 6,, 
s 2,. . . 6, is defined as the sequence 
19~ is the mgu of Bi_10i_,6i_, and H,, tli, 2 5 i. We use the notation H:, B[, 
H;, B;, . . . B,’ to denote an instance. 
Later, we shall see the role played by substitutions BO, 6,, 6,, . . .a,. 
Definition A.9 (G-trees). Let S, d be an extended SLDNF derivation of P U {G) 
which consists of a sequence of normal goals G, = G, G,, G,, . . . , a sequence of 
input clauses C,, C,, . . . , and a sequence of substitutions 01, 02,. . . . We define 
the g-tree G,(Sg) of S$ as follows. The set of nodes in G,(S$) are the 
nonempty goals GO, G,, . . . and an extra node G_ i. The root of G,(S$) is G_ ,. 
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(G;, G,) is an edge in G,(S$, i 2 0, if the selected subgoal of G, is from the 
input clause Ci+,. (G_,,G,) is an edge in G,(S$) if the selected subgoal of Gj 
is from the top level goal G (i.e., G,). 
The purpose of introducing g-trees is to establish a relationship between an 
extended SLDNF derivation and a set of instances of paths in a U-graph. In 
general, a subsequence of normal goals of a derivation does not correspond to 
an instance of a path in U-graph. However, each path G_, , GiO, Gil, G,,, . . . in a 
g-tree is obtained along (corresponds to) the instance H:, B:, . . . o? a path 
HI,&,..., where Hk is the head of input clause Cik_ ,+ 1 and B: is the selected 
subgoal of Gik, for all k L 1. 
ExampleA.1. Consider the GCD program shown in Example 3.1 with the goal 
+- gcd(s(s(s(O))), S(S(ON, Xl, subLY, s(O), Y). 
Figure 3 shows the SLDNF derivation SLDNF,,, under Prolog rule. 
The g-tree, Gr., of SLDNFo,-n is shown in Figure 4. It is easy to see that the 
subgoals selected in the path G,, G,,G,, G, in Gr correspond to the heads of 
input clauses D4, D,, D,, D,. In other words, 
gcd(s(s(s(O))), SMO)), X), gcd(s(O), SbKO), H, gc~(&O, AJKN XL 
gcd(s(O), S(O), Xl, 
gcdMO), s(O), x1, gcd(s(O), 0, x1, gcdM0),0, s(O)) 
indeed forms an instance of path 
gcd(s(X), s(Y), z>, gcd(W, s(Y), Zl, gcdMX), SW, Z), gcdMX), W Z), 
gcd(s(X), s(Y), Z), gcd(s(X), w, 23, gcd(X,O, 23 
in Figure 1. 
Lemma A.2. Let G_ I, GIG, Gi,, Gi2’. , . be a path in the g-tree of a given extended 
SLDNF derivation. If the head of input clause Cit_, + , is Hk (Hl= Hk oil;_ I+ I> and 
the selected subgoal of Gik is Bk, fork L 1, then H{, B:, Hi, B,, . . . is an instance 
of a path in the U-graph. 
PROOF. By definition, H,, B,, Hz, B,, . . . is a path in the given U-graph. Since Bk is 
obtained from input clause C,k_ ,+, by definition of g-tree, Bl = Bkei,_,+, *-* O,k. 
Input 
Goals clauses 
G, = + gcd(s(s(s(O))), s(s(O)), X), sub(X, s(O), Y) 
G, = +- sub(s(s(O)), s(O), W,>, g&V,, s(s(O)), X>, sub(X, s(O), Y> C, 
G, = + sub(s(s(O)), 0, SW,)), gcd(W,, s(s(O)), X), sub(X, s(O), Y) C6 
G, = + gcd(s(O), MO)), X), sub(X, s(O), Y> C5 
G4 = +- sub(s(O), 0, IV,>, gcd(s(O), W,, X>, sub(X, s(O), Y> cl3 
G, = + gcd(s(O), s(O), X>, sub(X, s(O), Y) c5 
Gh = + subtO, 0, W3), gcd(s(O), W,), s&Y, s(O), Y> c3 
G, = +-gcdCs(O), 0, X), sub(X, s(O), Y) c5 
G, = + sub(s(O), s(O), Y) Cl 
G, = +- subMO), 0, s(Y,)) C6 
G,,, = +- 0 cs 
FIGURE 3. SLDNFGcD of GCD u { + gcd(s(s(s(O))), s(s(O)), X), sub(X, s(O), I’)}. 
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Cl’ \ 
/ /‘*\ 
\c?, FIGURE 4. g-tree of SLDNF,,, , . 
G 
G4 iG5\ 
G6 G 
La 6% = 4_l+l .*. O,,, k 2 1. We can easily see that H:, B/, Hj, B:, . . . is indeed 
an instance of H,, B,, H,, B,, . . . . 0 
In the above lemma, we say G,,, G,,, . . . is a subsequence of goals corresponding 
to the selected subgoal B, and path H,, B,, H,, . . . . 
Lemma A.3. There is an inconclusive SLDNF derivation if and only if there is an 
infinite extended SLDNF den’uation. 
PROOF. Follows trivially from the definition. q 
Lemma A.4. There is an inconclusive SLDNF derivation if and only if there is an 
infinite branch in the g-tree. 
PROOF. (Zf): Trivial. 
(Only if >: By the above lemma, we can conclude that if there is an inconclusive 
SLDNF derivation, then there is an infinite extended SLDNF derivation. Let Sg 
consisting of a sequence of goals G,, G,, . . . be an infinite extended SLDNF 
derivation. Since Gi Vi, i 2 1, is a node in G,(S$), it follows that G&S;) contains 
infinite nodes. Second, since each goal in the sequence G,, G1,. . . is obtained 
by using one input clause only, by definition of the g-tree, each node in G, 
(Sg) has bounded degree. Now, by Konig’s lemma it follows that an infinite 
tree with bounded degree must have an infinite branch. •I 
By Lemma A.3, we know that if an extended SLDNF derivation is infinite then 
there is an instance of an infinite path in the U-graph. In other words, if there is no 
instance of an infinite path, then there is no possible infinite extended SLDNF 
derivation. The connections between success or finite failure SLDNF derivations 
and the g-trees follow from the definitions in a natural way. The following theorem 
captures the inconclusive SLDNF derivations in terms of U-graphs. 
Theorem A. I. Let P be a normal program and let G be a goal, P U (G) has an 
inconclusive SLDNF derivation if and only if there is an instance H:, B{, . . . of an 
infmite path H,, B,, . . , in the U-graph of P, such that there is a subgoal A in G 
such that A and H, are unifiable and H: is an instance of A. 
PROOF. (Only if): From Lemma A.4 we can conclude that if there is an inconclu- 
sive SLDNF derivation, then there is an infinite branch in the g-tree. Together with 
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the fact that each path in the g-tree corresponds to an instance of a path in the 
U-graph, the result follows. 
(rf): The proof follows easily by constructing the computation rule from the 
infinite instance of a path in the u-graph. q 
Note that the above theorem does not imply that if there is an instance of an 
infinite path in the U-graph, then P U {G) does not have any conclusive SLDNF 
derivation. What all this means is that there exists a computation rule that will find 
the corresponding inconclusive derivation tree. 
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