We give a useful new characterization of the set of all completely positive, trace-preserving maps Φ : M 2 → M 2 . This allows us to determine explicitly all extreme points of this set, and to easily check any tracepreserving map for complete positivity. We also find an interesting class of extreme channels which appear to be new.
Introduction

Background
Completely positive, trace-preserving maps arise naturally in quantum information theory and other situations in which one wishes to restrict attention to a quantum system which should properly be considered a subsystem of a larger system with which it interacts. In such situations, the system of interest is described by a Hilbert space H 1 and the larger system by a tensor product H = H 1 ⊗ H 2 . States correspond to density matrices, where a density matrix ρ is a positive semi-definite operator on H 1 with Trρ = 1. The result of the "noisy" interaction with the larger system is described by a stochastic map Φ : B(H 1 ) → B(H 1 ) which takes ρ to another density matrix Φ(ρ). Since Φ(ρ) should also be a density matrix, Φ must be both trace-preserving and positivity preserving. However, the latter is not enough, since Φ(ρ) is the result of a positivity-preserving process on the larger space of operators in B(H 1 ⊗ H 2 ) = B(H 1 ) ⊗ B(H 2 ). This is precisely the condition that Φ be completely positive.
The notion of complete positivity was introduced in the more general context of linear maps Φ : A 1 → A 2 on C * -algebras where the condition can be stated as the requirement that Φ ⊗ I Mn : A 1 ⊗ M n → A 2 ⊗ M n is positivity preserving for all n. Kraus [9, 10] seems to have been the first to realize the role of such maps in the description of quantum systems as indicated above. Stinespring showed that a completely positive map always has a representation of the form π 2 [Φ(A)] = V * π 1 (A)V where π 1 and π 2 are representations of the algebras A 1 , A 2 respectively. Kraus [9, 10] and [3] showed that this leads to the more tangible condition that there exists a set of operators A k such that
(where we henceforth follow the physics convention of using † to denote the adjoint of an operator.) In the case of trace-preserving maps, representations in terms of a partial trace [10, 12] on a larger space are also possible. However, none of these conditions or representations is easy to check and all require, at least implicitly, consideration of the map Φ ⊗ I Mn on a larger space. (In quantum information theory this problem is sometimes avoided by defining a stochastic map, or channel, in terms of its Kraus operators as in (1); however, this approach has thus tended to focus on to a rather limited set of channels.) One would like to find a way to characterize completely positive maps in terms of their action on the algebra B(H 1 ) of the subsystem. The purpose of this paper is to provide such a characterization in the special case of trace-preserving maps on on B(H 1 ) = M 2 . Although the two-dimensional case H 1 = C 2 may seem rather specialized, it is of considerable importance because of its role in quantum computation and quantum communication.
Notation
First, we note that for a linear map Φ, its dual, which we denote Φ, is the adjoint with respect to the Hilbert-Schmidt inner product A, B = TrA
. In order to state our results in a useful form, we recall that the identity and Pauli matrices {I, σ x , σ y , σ z } form a basis for M 2 and that every density matrix can be written in this basis as ρ = [I + w · σ] with w ∈ R 3 and |w| ≤ 1. Thus, the set of density matrices, which we shall denote by D, can be identified with the unit ball in R 3 and the pure states (rank one projections) lie on the surface known as the "Bloch sphere." Since Φ is a linear map on M 2 , it can also be represented in this basis by a unique 4 × 4 matrix T, and Φ is trace-preserving if and only if the first row satisfies t 1k = δ 1k , i.e., T = 1 0 t T where T is a 3 × 3 matrix (and 0 and t are row and column vectors respectively) so that
As the T-matrix corresponding to Φ is T † , it is easy to see that Φ is tracepreserving if and only if Φ(I) = I, i.e., if Φ is unital.
When Φ is also positivity-preserving, it maps the subspace of self-adjoint matrices in M 2 into itself, which implies that T is real. King and Ruskai [7] showed that any such map can be reduced, via changes of basis in C 2 , to the form
This follows from the fact that a unitary change of basis ρ → V ρV † on C 2 is equivalent to a 3-dimensional rotation w → Rw acting on the Pauli matrices and any 3 × 3 real matrix T being diagonal modulo (composing on both sides with) rotations. If we denote the map corresponding to (3) by Φ t,Λ , purists might prefer to subsume this discussion by writing
where U, V ∈ U(2). We are interested here in the (convex) set S of stochastic maps, i.e., those Φ which satisfy the stronger condition of complete positivity. The crucial point about the reduction (4) is that Φ is completely positive if and only if Φ t,Λ is. Thus, the question of characterizing stochastic maps reduces to studying matrices of the form (3). Of course, this reduction is not necessarily unique when the λ k 's are not distinct; this will be discussed further in section 3.1.
The image of the Bloch sphere of pure states under a map of the form (3) is the ellipsoid
Thus, the eigenvalues λ k define the length of the axes of the ellipsoid and the vector t its center. The Bloch sphere picture of images as ellipsoids is useful because it allows one to determine geometrically the states which emerge with minimal entropy and, roughly, the states associated with maximal capacity. Note that a trace preserving map is positivity-preserving if and only if it maps the Bloch sphere into the "Bloch ball", defined as the Bloch sphere plus its interior. However, not all ellipsoids contained in the "Bloch ball" correspond to images of a stochastic map Φ. It was shown in [1, 7] that the λ k 's are limited by the inequalities (
However, even for most allowable choices of λ k , complete positivity restricts (often rather severely) the extent to which translation of the ellipsoid is possible. Moreover, characterizing the allowable ellipsoids is not equivalent to characterizing all stochastic maps because (5) only depends on |λ k | while the actual conditions restrict the choice of signs of λ k as well.
We can regard a map Φ as a contraction of the Bloch sphere to an ellipsoid followed by a translation corresponding to t, cf. (2). We will see that the extreme points are a subset of those maps for which the translation allows the ellipsoid to reach the boundary of the sphere. In this case at least one point Φ(ρ) emerging from the channel is a pure state with entropy zero. This is discussed in more detail in section 3.2.
Summary of Results
We now summarize our results as follows; note that one can easily verify that a condition |t k | + |λ k | ≤ 1 for k = 1, 2, 3 is necessary already for positivity. 
is a contraction.
Furthermore, as shown in [17] • this result can be extended to the case |t 3 | + |λ 3 | = 1 with the convention that entries
x 0 with x = 0 equal +∞ or −∞ (in which case R Φ is not a contraction) while for 0 0 entries the condition should be understood that there exists a suitable choice of values for which R Φ is a contraction. These stochastic maps belong to the closure of those characterized by Theorem 1.
• Φ belongs to the closure of the set of extreme points of S if and only if the matrix R Φ (either given by (6) or extended as above) is unitary.
The requirement that the diagonal elements of R †
which shows that the Algoet-Fujiwara condition [1] (
always holds. Depending on whether λ 3 is positive or negative, one of the following inequalities follows.
Although, in general, both will not hold, this can happen in special cases even though only one follows from (7).
A more complete analysis of the contraction condition from Theorem 1 yields Theorem 2 A map Φ given by (3) for which |t 3 | + |λ 3 | < 1 is completely positive if and only if
and
Moreover, if Φ is an extreme point of S, then R Φ is unitary (cf. Lemma 5 and the second comment following Theorem 1), and, as the argument shows, equalities holds in Theorem 2 above. A more careful analysis leads to a more compact condition Theorem 3 A map Φ belongs to the closure of the set of extreme points of S if and only if it can be reduced to the form (3) so that at most one t k is non-zero and (with the convention this is t 3 )
The condition (8) was originally obtained by Algoet and Fujiwara [1] as a necessary condition for complete positivity under the assumption that Φ has the form (3) with the additional constraint t 1 = t 2 = 0. Adding and subtracting the conditions (12) yields the equivalent conditions
which allows us to rewrite the corresponding matrix T in the form
with x ∈ [0, 2π), y ∈ [0, π). Extending the range of x from [0, π) to [0, 2π) insures that the above parameterization yields both positive and negative values of t 3 as allowed by (14) . In section 3.1 we consider the implications and ramifications of conditions (13) and (14) in detail. For now, we note that the interesting new class of extreme points are those satisfying 1 > |λ 1 | ≥ |λ 2 | > |λ 3 | = 0. We also point out that there do exist extreme points of the form (3) for which more than one t k is nonzero. However, they can be reduced via a change of bases (4) to the form described by Theorem 3.
Proof
Our results will be based on the following fundamental result of Choi [3, 14] . 
is positive semi-definite where (E j,k ) n j,k=1 are the standard matrix units for
In the case n = 2, this is equivalent [6] to
where B 0 is the pure state density matrix which projects onto the maximally entangled Bell state
We are primarily interested in, and shall henceforth concentrate on, the case n = 2. However, many results shall be valid, and most properly stated, for general 2 × 2 block matrices with matrix entries. If n = 2 and Ω is completely positive, the matrix (16) has the form
where, in particular, A = Ω(E 11 ) and B = Ω(E 22 ) are positive 2 × 2 matrices and C = Ω(E 12 ) is a complex 2 × 2 matrix. When Φ is trace-preserving, its adjoint Φ is unital, and it is more convenient to consider the unital maps (in which case B = I − A). We define
i.e., β(Φ) is the matrix (16) with Ω = Φ. Thus, 0 ≤ A ≤ I and C ∈ M 2 . As the notation (19) indicates, β : S → M 4 is an antilinear map. Furthermore, β(Φ) = 0 ⇔ Φ(E jk ) = 0 ∀ j, k. Hence β defines an affine isomorphism between S and its image β(S) ⊂ M 4 . In particular, there is a one-to-one correspondence between extreme points of S and those of its image β(S).
Our (ultimate) goal is to characterize elements of β(S) and the set of extreme points of β(S). We begin with The first part of the lemma is well-known, see, e.g, [5] , Lemma 3.5.12, and allows to rewrite the matrix M as
The second part follows easily by using well-known facts that the extreme points of the set of contractions are unitary (see, e.g. ately that the dimension of the null space of the corresponding matrix M is ≥ 2 so that its rank is ≤ 2. This must necessarily happen if M is an extreme point of any set from the second part of Lemma 5, and in particular if it is an extreme point of β(S).
By applying Lemma 5 to
one easily obtains the conditions of Theorem 1. Since A and B are diagonal, they are positive semi-definite if and only if each term on the diagonal is non-negative which is equivalent to |t 3 | + |λ 3 | ≤ 1. If the inequality is strict, then both A and B are invertible and it follows easily that R = A −1/2 CB −1/2 has the form given by (6) . If either or both is singular, the corresponding rows or columns in C = A 1 2 R B 1 2 are null, which assures that the convention adopted in the first remark following Theorem 1 does work (this is not a difficulty of any nature, just a consequence of stating Theorem 1 in a "constructive" form, avoiding the phrase "there exists a contraction"). The necessity of the condition given in the second remark following Theorem 1 follows then from the second part of Lemma 5.
Since the set of matrices M of the form (20) with R = U ∈ U(2) is closed, the fact that it contains the set of extreme points of S implies that it must contain also the closure of that set. To show that it does coincide with the closure, and that the corresponding Φ can be the reduced to the form given in Theorem 3, requires an additional argument.
We chose to deal with the anti-linear map β(Φ) ≡ ( Φ⊗I)(B 0 ) because it leads to the convenient replacement of B by I − A above. It is worth noting that the matrix
(which necessarily is also positive semi-definite) is obtained from β(Φ) by conjugating with a permutation matrix which exchanges the second and the third coordinate in C 4 and then taking the complex conjugate, i.e.,
where
Applying this to (21) yields
3 Discussion and Examples
Types of extreme points
We now describe several subclasses of closure of the extreme points described in Theorem 3. In [17] it is shown that this list is exhaustive so that (I), (II) and (IV) include all possible extreme points. Moreover, the classes (II), (III) and (IV) are really limit cases of extreme point from (I).
). This is the most interesting case. In general, as will be discussed further in Section 3.2 below, one has exactly two points in the image Φ(D) which lie on the unit sphere but do not correspond to the image of a pair of orthogonal states.
As |λ 1 | → |λ 2 | these two points converge. When λ 1 = λ 2 , we recover the amplitude-damping channel with one fixed point at the "North pole". More generally, when λ 1 = ±λ 2 , t 3 = ±(1 − |λ 3 |) and either the North or South pole is a fixed point. II) All |λ k | = 1, t = 0. In this case, either zero or two of the λ k = −1 and the others +1. As discussed in Appendix B of [7] , these four possibilities correspond to 4 points of a tetrahedron. Each of these extreme points is a map with exactly one Kraus operator corresponding to the identity or one of the three Pauli matrices. Φ takes D onto itself, i.e., Φ(D) = D.
III) λ 1 = ±1, λ 2 = ±λ 3 = µ with |µ| < 1. In this case we must have t = 0, and Φ is not a true extreme point, but a point on an "edge" formed by taking the convex combination of two corners of the tetrahedron (II) above. The image Φ(D) is an ellipsoid whose major axis has length one. Thus, Φ(D) has one pair of orthogonal states on the unit sphere, which are also fixed point.
IV) λ 2 = λ 3 = 0 and
In this case, the image Φ(D) is a line whose endpoints lie on the Bloch sphere. Note that these extreme points are technically not of the form given in Theorem 3 unless t 2 = 0. However, that condition can easily be achieved by a change of basis (4) with V = I and U corresponding to the rotation in R 3 which sends (0, t 2 , t 3 ) to (0, 0, t Although the representation (2) and the conditions given here permit one to dispense with explicit determination of operators for the Kraus representation (1), it may be worth pointing out that these can be readily determined for all of the extreme maps described above. In fact, a map described by the parameterization (15) can be realized with the Kraus operators
Case (II) requires only a single Kraus operator, namely an appropriate A ∈ {I, σ x , σ y , σ z } for a map of the form (3), and one can verify that one of the two matrices above is zero. (More generally, a single Kraus operator must be unitary which forces all |λ k | = 1 and all t k = 0 after reducing to the form (3).) Case (III) clearly requires exactly two Kraus operators: these points are non-trivial convex combinations of two maps of the form (II) for which one operator will not suffice. Cases (I) and (IV) also require two non-zero Kraus operators. Although the Kraus operators are not unique, it is well-known that convexity implies that any stochastic map on M 2 can be written using only four Kraus operators. The fact that all the extreme points require at most two Kraus operators is a consequence of the fact that (as noted after Lemma 5) β(Φ) has rank ≤ 2. When Φ is given by (1) with m Kraus operators,
Since B 0 is a projection of rank one, (26) implies that rank β(Φ) ≤ m.
Images of stochastic maps
To show that maps of type (I) have two points in the image Φ(D) which lie on the Bloch sphere, it suffices to show that one can find an x ∈ (−1, 1) such that
It is a straightforward exercise in algebra to verify that solutions always exist in this case and that Φ [I+(
is then a pure state. Furthermore, when |λ 1 | = |λ 2 |, x = ±1 so that one of the "poles" is a fixed point. Combining this with the evident results described above in the other cases, yields the following interesting observation.
Theorem 6
If Φ is an extreme point of S, then at least one point in the image of Φ acting on the set of density matrices is a pure state.
Note that this is a necessary, but not sufficient, condition that Φ be extreme. We discuss some other cases.
• λ 1 = 1, λ 2 = λ 3 = µ with µ < 1 which is the non-extreme line in the closure discussed above as case (III).
• λ 1 = λ 2 = λ 3 = µ with 0 ≤ µ < 1. This corresponds to a depolarizing channel in which case Φ maps the unit ball into a ball of radius µ which can then be translated in any direction with |t| ≤ 1 − |µ|. Similar remarks hold when one λ k = +µ and the other two −µ, since conjugating a stochastic map with one of the Pauli matrices, yields another stochastic map with the signs of any two λ k changed.
• Let Φ 1 and Φ 2 be any two distinct stochastic maps which both map a particular pure state ρ 0 to the pure state ρ 0 = Φ 1 (ρ 0 ) = Φ 2 (ρ 0 ). (One can generate a large class of such maps from any pair of extreme points by applying a suitable "rotation" to one of them.) Then any map of the form Φ = αΦ 1 +(1−α)Φ 2 with 0 < α < 1 is not extreme, but ρ 0 = Φ(ρ 0 ) is a pure state. Moreover, any map Φ sending a pure state ρ 0 to a pure state ρ 0 must arise this way. Indeed, Φ = (Φ 1 + Φ 2 )/2, where Φ 1 and Φ 2 belong to the closure of the set of extreme points of S and so ρ 0 = (Φ 1 (ρ 0 )+Φ 2 (ρ 0 ))/2. The strict convexity of the Bloch ball implies now that ρ 0 = Φ 1 (ρ 0 ) = Φ 2 (ρ 0 ).
(The same argument works of course for any convex combination.)
The last example shows that there are many maps which have at least one pure state in their image. However, it appears that any map which takes two distinct points into pure states is extreme.
In general, however, it is not possible to translate the image ellipsoid to the boundary of the unit ball. On the contrary, there are many situations in which the translation is severely limited despite contraction of the ellipsoid. We discuss some of them.
• If λ 1 , λ 2 , λ 3 lie on the surface of the tetrahedron defined by (II), [ e.g.,
] then t = 0. Thus, even if all |λ k | < 1 so that the image Φ(D) is an ellipsoid strictly contained within the unit ball no translation in any direction is possible.
• A map with λ 1 = λ 2 = λ 3 = µ < 0 is not completely positive unless µ ≤ − . However, unlike the case with µ > 0, such maps can not be translated to the boundary; in fact, for µ = − 1 3 , one must have t = 0 so that no translation is possible.
• When λ 1 = λ 2 = µ, λ 3 = 0 which implies |µ| ≤ 1 2 and the image of Φ is a circle in the plane of the equator. Moreover, (7) implies
Thus, when µ = translation is possible, but clearly never reaches the boundary of pure states.
Capacity
The capacity of a quantum communication channel depends on the particular protocols allowed for transmission and measurement as well as the noise of the channel. See [2, 8] for definitions and discussion of some of these. We consider here only the so-called Holevo capacity which corresponds to communication using product signals and entangled measurements and is now believed (primarily on the basis of numerical evidence) to be the maximum capacity associated with communication which does not involve prior entanglements. The Holevo capacity is given by C Holv (Φ) = sup
where S(P ) = −Tr (P log P ) denotes the von Neumann entropy of the density matrix P , ρ j denotes a set of pure state density matrices, π j a discrete probability vector, and ρ = j π j ρ j . It is easy to see that for extreme points of the type (II) and (III), C Holv (Φ) = log 2 so that the capacity attains its maximal value. For the completely noisy channel, (IVB), C Holv (Φ) = 0; while for case (IVA) when the ellipsoid shrinks to a line C Holv (Φ) = h( t 
This is greater than the capacity log 2 − h(λ 3 ) of the unshifted channel, since h(cos θ) + h(sin θ) ≥ log 2. In both cases, the capacity is achieved with orthogonal input states. By contrast, Case (I) is more interesting because it includes channels for which the maximum capacity is achieved neither with a pair of orthogonal input states, which would yield C Holv (Φ) = h(t 3 ) − h( λ , nor with a pair of minimal entropy states, which would yield C Holv (Φ) = h(t 3 + λ 1 λ 2 x) with x defined as the solution to (27). This situation is similar to Fuchs non-extreme channel [4] . The special case of the amplitude-damping channel was studied by Schumacher and Westmoreland [16] . In both cases the work was numerical, but suggests that this situation is generic for channels which are translated orthogonal to the major axis of the ellipse.
