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Abstract
We examine three primal space local Ho¨lder type regularity properties of finite
collections of sets, namely, [q]-semiregularity, [q]-subregularity, and uniform [q]-re-
gularity as well as their quantitative characterizations. Equivalent metric character-
izations of the three mentioned regularity properties as well as a sufficient condition
of [q]-subregularity in terms of Fre´chet normals are established. The relationships
between [q]-regularity properties of collections of sets and the corresponding regu-
larity properties of set-valued mappings are discussed.
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1 Introduction
Regularity properties of collections of sets play an important role in variational analysis
and optimization, particularly as constraint qualifications in establishing optimality condi-
tions and coderivative/subdifferential calculus and in analyzing convergence of numerical
algorithms.
The concept of linear regularity was first introduced in [7, 8] as a key condition in estab-
lishing linear convergence rates of sequences generated by the cyclic projection algorithm
for finding a point in the intersection of a collection of closed convex sets. This prop-
erty has proved to be an important qualification condition in the convergence analysis,
optimality conditions, and subdifferential calculus, cf., [5, 6, 9, 10, 12, 26, 42, 43, 45, 61].
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Recently, when investigating the extremality, stationarity and regularity properties of
collections of sets systematically, several other kinds of regularity were introduced in [33]
and have been further investigated in [34–39, 52]. The uniform regularity is the negation
of the approximate stationarity property of collections of sets which is the main ingredient
in extensions of the extremal principle [31, 32, 49]. It has also proved to be useful in the
convergence analysis [4, 38, 41, 47, 48].
The regularity properties of collections of sets are closely related to the well known reg-
ularity properties of set-valued mappings such as the linear openness, covering, metric
regularity, Aubin property, and calmness. The Ho¨lder extensions of these properties also
play an important role in variational analysis both in theory and in establishing conver-
gence rates of numerical algorithms, cf. [1, 11, 18–20, 22, 40, 44, 55].
In this paper which continues [39], we attempt to extend regularity properties of collections
of sets to the Ho¨lder setting and establish their primal and dual space characterizations.
We also discuss their relationships with the corresponding regularity properties of set-
valued mappings.
In Section 2, we discuss three primal space local Ho¨lder type regularity properties of finite
collections of sets, namely, [q]-semiregularity, [q]-subregularity, and uniform [q]-regularity
as well as their quantitative characterizations. The main result of this section – Theorem 1
– gives equivalent metric characterizations of the three mentioned regularity properties.
We also give several examples illustrating these regularity properties. Section 3 is ded-
icated to dual characterizations of the regularity properties. In Theorem 2 (i), we give
a sufficient condition of [q]-subregularity in terms of Fre´chet normals. In Section 4, we
present relationships between [q]-regularity properties of collections of sets and the corre-
sponding regularity properties of set-valued mappings.
Our basic notation is standard, cf. [49, 54]. For a normed linear space X , its topological
dual is denoted X∗ while 〈·, ·〉 denotes the bilinear form defining the pairing between the
two spaces. The closed unit ball in a normed space is denoted B. Bδ(x) stands for the
closed ball with radius δ and center x. If not specified otherwise, products of normed
spaces will be considered with the maximum type norms.
The Fre´chet normal cone to a subset Ω ⊂ X at x ∈ Ω and the Fre´chet subdifferential of a
function f : X → R∞ = R∪ {+∞} at a point x with f(x) <∞ are defined, respectively,
by
NΩ(x) =
{
x∗ ∈ X∗ | lim sup
u→x,u∈Ω\{x}
〈x∗, u− x〉
‖u− x‖ ≤ 0
}
,
∂f(x) =
{
x∗ ∈ X∗ | lim inf
u→x,u 6=x
f(u)− f(x)− 〈x∗, u− x〉
‖u− x‖ ≥ 0
}
.
For a given set Ω in X , its interior and boundary are denoted, respectively, int Ω and
bdΩ. The indicator and distance functions associated with Ω are defined, respectively, by
δΩ(x) =

0, if x ∈ Ω,
∞, if x ∈ X \ Ω,
2
d(x,Ω) = inf
ω∈Ω
‖x− ω‖ , ∀x ∈ X.
2 [q]-regularity properties of collections of sets
In this section, we discuss local [q]-regularity properties of finite collections of sets and
their primal space characterizations.
In the sequel, Ω stands for a collection {Ω1, . . . ,Ωm} of m (m ≥ 2) sets in a normed linear
space X , x¯ ∈ ⋂mi=1Ωi, and, if not specified otherwise, q ∈ (0, 1].
2.1 Definitions
The next definition introduces several mutually related regularity properties of Ω at x¯.
Definition 1 (i) Ω is [q]-semiregular at x¯ if there exist positive numbers α and δ such
that
m⋂
i=1
(Ωi − xi)
⋂
Bρ(x¯) 6= ∅ (1)
for all ρ ∈ (0, δ) and all xi ∈ X (i = 1, . . . , m) such that max
1≤i≤m
‖xi‖ ≤ (αρ)
1
q .
(ii) Ω is [q]-subregular at x¯ if there exist positive numbers α and δ such that
m⋂
i=1
(
Ωi + (αρ)
1
qB
)⋂
Bδ(x¯) ⊆
(
m⋂
i=1
Ωi
)
+ ρB (2)
for all ρ ∈ (0, δ).
(iii) Ω is uniformly [q]-regular at x¯ if there exist positive numbers α and δ such that
m⋂
i=1
(Ωi − ωi − xi)
⋂
(ρB) 6= ∅ (3)
for all ρ ∈ (0, δ), ωi ∈ Ωi ∩ Bδ(x¯), and all xi ∈ X (i = 1, . . . , m) such that
max
1≤i≤m
‖xi‖ ≤ (αρ)
1
q .
When q = 1, we will skip “[1]” in the name of the corresponding property and write
simply “semiregular”, “subregular”, or “uniformly regular”, cf. [39, Definition 3.1].
Remark 1 Among the three regularity properties in Definition 1, the third one is the
strongest. Indeed, condition (1) corresponds to taking ωi = x¯ in (3). To compare properties
(ii) and (iii), it is sufficient to notice that condition (2) is equivalent to the following one:
for any x ∈ Bδ(x¯), ωi ∈ Ωi, xi ∈ X (i = 1, . . . , m) such that max
1≤i≤m
‖xi‖ ≤ (αρ)
1
q , and
3
ωi + xi = x (i = 1, . . . , m), it holds
m⋂
i=1
(Ωi − x)
⋂
(ρB) 6= ∅.
This corresponds to taking ωi + xi = x (i = 1, . . . , m) in (3) (with x ∈ X) and possibly
choosing a smaller δ > 0. Hence, (iii) =⇒ (i) and (iii) =⇒ (ii).
Properties (i) and (ii) in Definition 1 are in general independent – see examples in Sub-
section 2.3.
Remark 2 The larger the order q is, the stronger the properties in Definition 1 are.
Remark 3 When x¯ ∈ int⋂mi=1Ωi, all the properties in Definition 1 hold true automati-
cally for any q ∈ (0,∞).
Remark 4 When Ω1 = Ω2 = . . . = Ωm and q ∈ (0, 1], property (ii) in Definition 1 is
trivially satisfied (with α = δ = 1).
Normally, it does not make sense to consider properties (ii) and (iii) in Definition 1 when
q > 1. In the next proposition, we assume temporarily that all properties in Definition 1
are defined for all q > 1.
Proposition 1 Let the sets Ωi (i = 1, . . . , m) be closed and q > 1.
(i) Ω is [q]-subregular at x¯ ⇔ Ω is uniformly [q]-regular at x¯ ⇔ x¯ ∈ int⋂mi=1Ωi.
(ii) If x¯ ∈ int⋂mi=1Ωi, then Ω is [q]-semiregular at x¯.
(iii) If Ω is [q]-semiregular at x¯ and the sets of primal proximal normals [52, Defini-
tion 4.28] NPΩi(x¯) := {u ∈ X | ∃r > 0, d(x¯ + ru,Ωi) = r‖u‖} are nontrivial for all
i = 1, . . . , m such that x¯ ∈ bdΩi, then x¯ ∈ int⋂mi=1Ωi.
Proof. (i) The implications x¯ ∈ int⋂mi=1Ωi ⇒ Ω is uniformly [q]-regular at x¯ ⇒
Ω is [q]-subregular at x¯ are obvious. Next we show that Ω is [q]-subregular at x¯ ⇒
x¯ ∈ int⋂mi=1Ωi.
Suppose x¯ /∈ int⋂mi=1Ωi while Ω is [q]-subregular at x¯, i.e., there exist numbers α > 0 and
δ > 0 such that condition (2) holds true for all ρ ∈ (0, δ). Consider a sequence xk → x¯
such that rk := d(xk,
⋂m
i=1Ωi) > 0 (k = 1, 2, . . .). Then
xk ∈
m⋂
i=1
Ωi + rk(1 + rk)B ⊆
m⋂
i=1
(Ωi + rk(1 + rk)B)
and xk ∈ Bδ(x¯) for all sufficiently large k. Denote ρk := α−1(rk(1+ rk))q. Then ρk < δ for
all sufficiently large k, and it follows from (2) that xk ∈ ⋂mi=1Ωi+ρkB. Hence, rk ≤ ρk, and
consequently α ≤ rq−1k (1 + rk)q. Letting k →∞, we arrive at a contradiction: 0 < α ≤ 0.
(ii) is obvious.
(iii) Suppose x¯ /∈ int⋂mi=1Ωi and there exist numbers α ≥ 0 and δ > 0 such that condition
(1) holds true for all ρ ∈ (0, δ) and all xi ∈ X (i = 1, . . . , m) such that max1≤i≤m ‖xi‖ ≤
4
(αρ)
1
q . Then x¯ ∈ bdΩj for some j. Choose a nonzero u ∈ NPΩj (x¯). Then there exists
a number r > 0 such that d(x¯ + tu,Ωj) = t‖u‖ for all t ∈ [0, r] [52, p. 284]. Denote
ρt := t‖u‖ and xt := (αρt)
1
q u
‖u‖
. Then ρt < δ and (αρt)
1
q /‖u‖ < r for all sufficiently small
t. Hence, d(x¯,Ωj − xt) = d(x¯+ xt,Ωj) = (αρt)
1
q , and it follows from (1) that (αρt)
1
q ≤ ρt,
and consequently 0 ≤ α ≤ ρq−1t . Letting t ↓ 0, we conclude that α = 0, i.e., Ω is not
[q]-semiregular at x¯. ✷
Remark 5 Unlike [q]-subregularity and [q]-uniform regularity, when x¯ /∈ int⋂mi=1Ωi, the
property of [q]-semiregularity can be fulfilled with q > 1 if the assumption of the existence
of nontrivial primal proximal normals in Proposition 1 is not satisfied – see Example 4
below.
The regularity properties in Definition 1 can be equivalently defined using the following
nonnegative constants which provide quantitative characterizations of these properties:
θq[Ω](x¯) := lim inf
ρ↓0
(θρ[Ω](x¯))
q
ρ
, (4)
ζq[Ω](x¯) := lim
δ↓0
inf
0<ρ<δ
(ζρ,δ[Ω](x¯))
q
ρ
, (5)
θˆq[Ω](x¯) := lim inf
ωi→x¯, ωi∈Ωi (i=1,...,m)
ρ↓0
(θρ[Ω1 − ω1, . . . ,Ωm − ωm](0))q
ρ
, (6)
where, for ρ > 0 and δ > 0,
θρ[Ω](x¯) := sup
{
r ≥ 0 |
m⋂
i=1
(Ωi − xi)
⋂
Bρ(x¯) 6= ∅, ∀xi ∈ rB
}
, (7)
ζρ,δ[Ω](x¯) := sup
{
r ≥ 0 |
m⋂
i=1
(Ωi + rB)
⋂
Bδ(x¯) ⊆
m⋂
i=1
Ωi + ρB
}
. (8)
When q = 1, we will not write superscript 1 in the denotations (4) – (6).
Using the equivalent representation of condition (2) in Remark 1, it is not difficult to
check that θˆq[Ω](x¯) ≤ min{θq[Ω](x¯), ζq[Ω](x¯)}.
The next proposition follows immediately from the definitions.
Proposition 2 (i) Ω is [q]-semiregular at x¯ if and only if θq[Ω](x¯) > 0. Moreover,
θq[Ω](x¯) is the exact upper bound of all numbers α such that (1) is satisfied.
(ii) Ω is [q]-subregular at x¯ if and only if ζq[Ω](x¯) > 0. Moreover, ζq[Ω](x¯) is the exact
upper bound of all numbers α such that (2) is satisfied.
(iii) Ω is uniformly [q]-regular at x¯ if and only if θˆq[Ω](x¯) > 0. Moreover, θˆq[Ω](x¯) is the
exact upper bound of all numbers α such that (3) is satisfied.
Remark 6 With q = 1, properties (i) and (iii) in Definition 1 were discussed in [34]
(see also [35, Properties (R)S and (UR)S]), while property (ii) was introduced in [39].
Constants (4), (6), and (7) (with q = 1) can be traced back to [27–33].
The equivalent representation of constant (7) given in the next proposition can be useful.
5
Proposition 3 [39, Proposition 3.8] For any ρ > 0,
θρ[Ω](x¯) := sup
r ≥ 0 | rBm ⊆ ⋃
x∈Bρ(x¯)
m∏
i=1
(Ωi − x)
 , (9)
where
∏m
i=1(Ωi − x) = (Ω1 − x)× . . .× (Ωm − x) and Bm =
∏m
i=1 B.
From Propositions 2 and 3, we immediately obtain equivalent representations of [q]-semi-
regularity and [q]-uniform regularity.
Corollary 1 (i) Ω is [q]-semiregular at x¯ if and only if there exist positive numbers α
and δ such that
(αρ)
1
qB
m ⊆ ⋃
x∈Bρ(x¯)
m∏
i=1
(Ωi − x) (10)
for all ρ ∈ (0, δ). Moreover, θq[Ω](x¯) is the exact upper bound of all numbers α such
that (10) is satisfied.
(ii) Ω is uniformly [q]-regular at x¯ if and only if there exist positive numbers α and δ
such that
(αρ)
1
qB
m ⊆ ⋂
ωi∈Ωi∩Bδ(x¯)
(i=1,...,m)
⋃
x∈ρB
m∏
i=1
(Ωi − ωi − x) (11)
for all ρ ∈ (0, δ). Moreover, θˆq[Ω](x¯) is the exact upper bound of all numbers α such
that (11) is satisfied.
2.2 Metric characterizations
The [q]-regularity properties of collections of sets in Definition 1 can also be character-
ized in metric terms. The next proposition generalizing [39, Proposition 3.15] provides
equivalent metric representations of constants (4) – (6).
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Proposition 4
θq[Ω](x¯) = lim inf
xi→0 (i=1,...,m)
x¯ /∈
⋂m
i=1
(Ωi−xi)
max1≤i≤m ‖xi‖q
d
(
x¯,
⋂m
i=1(Ωi − xi)
) , (12)
ζq[Ω](x¯) = lim inf
x→x¯
x/∈
⋂m
i=1
Ωi
max1≤i≤m d
q(x,Ωi)
d
(
x,
⋂m
i=1Ωi
) (13)
= lim inf
x→x¯
ωi→x¯, ωi∈Ωi (i=1,...,m)
x/∈
⋂m
i=1
Ωi
max1≤i≤m ‖ωi − x‖q
d
(
x,
⋂m
i=1Ωi
) ,
θˆq[Ω](x¯) = lim inf
x→x¯
xi→0 (i=1,...,m)
x/∈
⋂m
i=1
(Ωi−xi)
max1≤i≤m d
q(x+ xi,Ωi)
d
(
x,
⋂m
i=1(Ωi − xi)
) (14)
= lim inf
x→x¯
xi→0, ωi→x¯, ωi∈Ωi (i=1,...,m)
x/∈
⋂m
i=1
(Ωi−xi)
max1≤i≤m ‖x+ xi − ωi‖q
d
(
x,
⋂m
i=1(Ωi − xi)
) .
Proof. Equality (12). Let ξ stand for the right-hand side of (12). Suppose that ξ > 0 and
fix an arbitrary number γ ∈ (0, ξ). Then there is a number δ > 0 such that
γd
(
x¯,
m⋂
i=1
(Ωi − xi)
)
≤ max
1≤i≤m
‖xi‖q , ∀xi ∈ δB (i = 1, . . . , m). (15)
Choose a number α ∈ (0, γ) and set δ′ = δq
α
. Then, for any ρ ∈ (0, δ′) and xi ∈ (αρ)
1
qB (i =
1, . . . , m), it holds max1≤i≤m ‖xi‖ ≤ (αρ)
1
q ≤ (αδ′) 1q = δ. Hence, (15) yields
d
(
x¯,
m⋂
i=1
(Ωi − xi)
)
≤ 1
γ
max
1≤i≤m
‖xi‖q ≤ α
γ
ρ < ρ.
This implies (1) and consequently θq[Ω](x¯) ≥ α. Taking into account that α can be
arbitrarily close to ξ, we obtain θq[Ω](x¯) ≥ ξ.
Conversely, suppose that θq[Ω](x¯) > 0 and fix an arbitrary number α ∈ (0, θq[Ω](x¯)).
Then there is a number δ > 0 such that (1) is satisfied for all ρ ∈ (0, δ) and xi ∈
(αρ)
1
qB (i = 1, . . . , m). Choose a positive δ′ < (αδ)
1
q . For any xi ∈ δ′B (i = 1, . . . , m),
it holds max1≤i≤m ‖xi‖ < (αδ)
1
q . Pick up a ρ ∈ (0, δ) such that max1≤i≤m ‖xi‖ = (αρ)
1
q .
Then (1) yields
αd
(
x¯,
m⋂
i=1
(Ωi − xi)
)
≤ αρ = max
1≤i≤m
‖xi‖q .
This implies ξ ≥ α. Since α can be arbitrarily close to θq[Ω](x¯), we deduce ξ ≥ θq[Ω](x¯).
Equality (13). Let ξ stand for the right-hand side of (13). Suppose that ξ > 0 and fix an
arbitrary number α ∈ (0, ξ). Then there is a number δ > 0 such that
αd
(
x,
m⋂
i=1
Ωi
)
≤ max
1≤i≤m
dq(x,Ωi), ∀x ∈ Bδ(x¯).
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If x ∈ ⋂mi=1 (Ωi + (αρ) 1qB)⋂Bδ(x¯) for some ρ ∈ (0, δ), then max1≤i≤m dq(x,Ωi) ≤ αρ, and
consequently d (x,
⋂m
i=1Ωi) ≤ ρ, i.e., ζρ,δ[Ω](x¯) ≥ (αρ)
1
q . Hence, ζq[Ω](x¯) ≥ α. Since α can
be arbitrarily close to ξ, we obtain ζq[Ω](x¯) ≥ ξ.
Conversely, suppose that ζq[Ω](x¯) > 0 and fix any α ∈ (0, ζq[Ω](x¯)). Then there is a
number δ > 0 such that (2) is satisfied for all ρ ∈ (0, δ). Choose a positive number
δ′ < min{(αδ) 1q , δ}. For any x ∈ Bδ′(x¯), it holds
max
1≤i≤m
d(x,Ωi) ≤ ‖x− x¯‖ ≤ δ′ < (αδ)
1
q .
Choose a ρ ∈ (0, δ) such that max1≤i≤m d(x,Ωi) = (αρ)
1
q . Then, by (2),
αd
(
x,
m⋂
i=1
Ωi
)
≤ αρ = max
1≤i≤m
dq(x,Ωi).
Hence, α ≤ ξ. By letting α→ ζq[Ω](x¯), we obtain ζq[Ω](x¯) ≤ ξ.
Equality (14). Let ξ stand for the right-hand side of (14). Suppose that ξ > 0 and fix an
arbitrary number γ ∈ (0, ξ). Then there is a number δ > 0 such that
γd
(
x,
m⋂
i=1
(Ωi − xi)
)
≤ max
1≤i≤m
dq(x+ xi,Ωi) (16)
for any x ∈ Bδ(x¯) and xi ∈ δB (i = 1, . . . , m). Fix any positive number α < γ and pick up
a positive number δ′ satisfying δ′ + (αδ′)
1
q ≤ δ. Then, for any ρ ∈ (0, δ′], ωi ∈ Ωi ∩Bδ′(x¯)
and ai ∈ (αρ)
1
qB (i = 1, . . . , m), it holds
‖ωi − x¯+ ai‖ ≤ δ′ + (αρ)
1
q ≤ δ′ + (αδ′) 1q ≤ δ.
Applying (16) with x = x¯ and xi = ωi − x¯+ ai, we get
d
(
0,
m⋂
i=1
(Ωi − ωi − ai)
)
≤ γ−1 max
1≤i≤m
dq(ωi + ai,Ωi)
≤ γ−1 max
1≤i≤m
‖ai‖q ≤ α
γ
ρ < ρ.
Hence, (3) holds true and consequently θˆq[Ω](x¯) ≥ α. Taking into account that α can be
arbitrarily close to ξ, we obtain θˆq[Ω](x¯) ≥ ξ.
Conversely, suppose that θˆq[Ω](x¯) > 0 and fix an arbitrary number α ∈ (0, θˆq[Ω](x¯)). Then
there is some number δ > 0 such that (3) is satisfied for all ρ ∈ (0, δ], ωi ∈ Ωi∩Bδ(x¯) and
ai ∈ (αρ)
1
qB (i = 1, . . . , m). We pick up some δ′ > 0 satisfying
(δ′α+ (δ′)q)
1
q +
(δ′)q
α
+ 2δ′ < δ. (17)
Now, for x ∈ Bδ′(x¯) and xi ∈ δ′B (i = 1, . . . , m), we consider two cases.
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Case 1. There exists some j ∈ {1, . . . , m} such that
d(x+ xj ,Ωj) ≥ (δ′α + (δ′)q)
1
q .
Take ρ = (δ
′)q
α
< δ, ωi = x¯, ai = xi (i = 1, . . . , m). Then ‖ai‖ ≤ δ′ = (αρ)
1
q . Applying (3),
we find points
x′′ ∈
m⋂
i=1
(Ωi − x¯− xi)
⋂
(ρB)
and
x′ := x¯+ x′′ ∈
m⋂
i=1
(Ωi − xi)
⋂
Bρ(x¯).
Hence,
d
(
x,
m⋂
i=1
(Ωi − xi)
)
≤ ‖x− x′‖ ≤ ‖x− x¯‖+ ‖x′′‖
≤ δ′ + ρ = 1
α
(δ′α + (δ′)q)
≤ 1
α
max
1≤i≤m
dq(x+ xi,Ωi),
and consequently
αd
(
x,
m⋂
i=1
(Ωi − xi)
)
≤ max
1≤i≤m
dq(x+ xi,Ωi). (18)
Case 2. max
1≤i≤m
d(x+ xi,Ωi) < (δ
′α + (δ′)q)
1
q .
Choose ωi ∈ Ωi (i = 1, . . . , m) such that
‖x+ xi − ωi‖ < (δ′α + (δ′)q)
1
q .
Then, thanks to (17),
‖ωi − x¯‖ ≤ ‖ωi − x− xi‖+ ‖xi‖+ ‖x− x¯‖ < (δ′α + (δ′)q)
1
q + 2δ′ < δ.
Setting
ai := x+ xi − ωi (i = 1, . . . , m), ρ := 1
α
max
1≤i≤m
‖ai‖q ,
we have
ρ <
δ′α+ (δ′)q
α
< δ, ‖ai‖ ≤ (αρ)
1
q (i = 1, . . . , m).
Applying (3) again, we find points
x′′ ∈
m⋂
i=1
(Ωi − x− xi)
⋂
(ρB)
and
x′ := x+ x′′ ∈
m⋂
i=1
(Ωi − xi)
⋂
Bρ(x).
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Hence,
d
(
x,
m⋂
i=1
(Ωi − xi)
)
≤ ‖x− x′‖ ≤ ρ = 1
α
max
1≤i≤m
‖x+ xi − ωi‖q .
Taking infimum in the right-hand side of the last inequality over ωi ∈ Ωi (i = 1, . . . , m),
we again arrive at (18).
From (18) we conclude that α ≤ ξ. Since α can be arbitrarily close to θˆq[Ω](x¯), we deduce
θˆq[Ω](x¯) ≤ ξ.
The second equalities in the representations of ζq[Ω](x¯) and θˆq[Ω](x¯) are straightfor-
ward. ✷
Propositions 2 and 4 imply equivalent metric characterizations of the [q]-regularity prop-
erties of collections of sets.
Theorem 1 (i) Ω is [q]-semiregular at x¯ if and only if it is metrically [q]-semiregular
at x¯, i.e., there exist positive numbers γ and δ such that
γd
(
x¯,
m⋂
i=1
(Ωi − xi)
)
≤ max
1≤i≤m
‖xi‖q , ∀xi ∈ δB (i = 1, . . . , m). (19)
Moreover, θq[Ω](x¯) is the exact upper bound of all numbers γ such that (19) is sat-
isfied.
(ii) Ω is [q]-subregular at x¯ if and only if it is metrically [q]-subregular at x¯, i.e., there
exist positive numbers γ and δ such that
γd
(
x,
m⋂
i=1
Ωi
)
≤ max
1≤i≤m
dq(x,Ωi), ∀x ∈ Bδ(x¯). (20)
Moreover, ζq[Ω](x¯) is the exact upper bound of all numbers γ such that (20) is sat-
isfied.
(iii) Ω is uniformly [q]-regular at x¯ if and only if it is metrically uniformly [q]-regular at
x¯, i.e., there exist positive numbers γ and δ such that
γd
(
x,
m⋂
i=1
(Ωi − xi)
)
≤ max
1≤i≤m
dq(x+ xi,Ωi) (21)
for any x ∈ Bδ(x¯), xi ∈ δB (i = 1, . . . , m). Moreover, θˆq[Ω](x¯) is the exact upper
bound of all numbers γ such that (21) is satisfied.
Remark 7 With q = 1, property (20) in the above theorem is known as the local lin-
ear regularity, linear coherence, or metric inequality [5–10, 12, 23, 24, 26, 42, 43, 45, 50,
52,58,61]. It was used as the key condition when establishing linear convergence rates of
sequences generated by cyclic projection algorithms and a qualification condition for sub-
differential and normal cone calculus formulae. The stronger property (21) is sometimes
referred to as unform metric inequality [33–35]. Property (19) with q = 1 was investigated
in [39].
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2.3 Examples
In this subsection, we give several examples illustrating the discussed above regularity
properties. We consider collections of two sets in R2 having a common point x¯ = (0, 0). In
the figures below (except Figure 4), the two sets are coloured cyan and yellow, respectively,
while their intersection is coloured green.
Below we give two examples of collections of sets that do not satisfy certain q-regularity
properties when q = 1, while the corresponding properties are fulfilled when q = 1
2
.
Example 1 In the real plane R2 with the Euclidean norm, consider two sets
Ω1 :=
{
(u, v) ∈ R2 | v ≥ 0
}
, Ω2 :=
{
(u, v) ∈ R2 | v ≤ u2
}
,
and the point x¯ = (0, 0) ∈ Ω1 ∩ Ω2 (Figure 1). The collection {Ω1,Ω2} is not semiregular
at x¯, while the
[
1
2
]
-semiregularity is satisfied at this point.
x¯
Ω1
Ω2
x¯
Ω1 − x1r
Ω2 − x2r
zr
(
√
2r, r)
r
1
Fig. 1. Semiregularity vs [12 ]-semiregularity
Proof. This example is taken from [35, Figure 8]. We first observe that, for any r ∈ (0, 1)
and all x1, x2 ∈ rB, it holds
(Ω1 − x1) ∩ (Ω2 − x2) ⊇ (Ω1 − x1r) ∩ (Ω2 − x2r),
where x1r = (0,−r) and x2r = (0, r). Besides,
zr := (
√
2r, r) ∈ (Ω1 − x1r) ∩ (Ω2 − x2r),
d (x¯, (Ω1 − x1r) ∩ (Ω2 − x2r)) = ‖zr‖ =
√
2r + r2.
Hence, by (7), for ρ ∈ (0, 1), we have
θρ[{Ω1,Ω2}](x¯) = sup
{
r ≥ 0 |
√
2r + r2 ≤ ρ
}
=
√
1 + ρ2 − 1,
and consequently, by (4),
θ[{Ω1,Ω2}](x¯) = lim
ρ↓0
√
1 + ρ2 − 1
ρ
= 0,
θ
1
2 [{Ω1,Ω2}](x¯) = lim
ρ↓0
(
√
1 + ρ2 − 1) 12
ρ
=
1√
2
,
which means that {Ω1,Ω2} is not semiregular at x¯, while it is
[
1
2
]
-semiregular at this
point.
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One can easily show that θρ[{Ω1 − ω1,Ω2 − ω2}](0) ≥ θρ[{Ω1,Ω2}](x¯) for any ω1 ∈ Ω1
and ω2 ∈ Ω2, and consequently, by (6), θˆ 12 [{Ω1,Ω2}](x¯) = θ 12 [{Ω1,Ω2}](x¯) and {Ω1,Ω2} is
even
[
1
2
]
-uniformly regular at x¯.
Observe also that, for any x ∈ R2, maxi=1,2 d(x,Ωi) = d(x,Ω1∩Ω2), and consequently, by
(13), ζ [{Ω1,Ω2}](x¯) = 1 and {Ω1,Ω2} is subregular at x¯. ✷
Example 2 In the real plane R2 with the Euclidean norm, consider two sets
Ω1 :=
{
(x, x2) ∈ R2 | x ∈ R
}
, Ω2 :=
{
(x,−x2) ∈ R2 | x ∈ R
}
,
and the point x¯ = (0, 0) ∈ Ω1 ∩ Ω2 (Figure 2). The collection {Ω1,Ω2} is not subregular
at x¯, while the
[
1
2
]
-subregularity is satisfied at this point.
Ω1
Ω2
x¯
xρ
zρ
lρ
hρ
x
x1
x2
1
Fig. 2. Subregularity vs
[
1
2
]
-subregularity
Proof. We first check that, for each number ρ ∈
(
0, 1
2
)
,
min
{
max
i=1,2
d(x,Ωi) | x ∈ R2, ‖x‖ = ρ
}
= d(xρ,Ω1) = d(xρ,Ω2),
where xρ := (ρ, 0). By the symmetry of the sets, it suffices to show that
min
{
d(x,Ω1) | x = (x1, x2) ∈ R2, ‖x‖ = ρ, x1 ≥ 0, x2 ≤ 0
}
= d(xρ,Ω1). (22)
Denote zρ = (a, a
2) := PΩ1(xρ) (the metric projection of xρ onto Ω1). Then, with f(x) =
x2, we have f ′(zρ) ≤ 1 = f ′
(
1
2
)
for any ρ ∈
(
0, 1
2
)
. Thus, the lines hρ and lρ through xρ
and zρ, respectively, with the slope f
′(zρ) separate the constraint set in (22) and Ω1 and
consequently, for any x in the constraint set in (22), it holds
d(x,Ω1) ≥ d(x, lρ) ≥ d(hρ, lρ) = d(xρ,Ω1),
which proves (22). One can easily check that ρ = 2a3 + a and d(xρ, zρ) =
√
4a6 + a4.
Hence, by (13),
ζ [{Ω1,Ω2}](x¯) = lim
ρ↓0
d(xρ, zρ)
ρ
= lim
a↓0
√
4a6 + a4
2a3 + a
= 0,
ζ
1
2 [{Ω1,Ω2}](x¯) = lim
ρ↓0
d
1
2 (xρ, zρ)
ρ
= lim
a↓0
4
√
4a6 + a4
2a3 + a
= 1,
which means that {Ω1,Ω2} is not subregular at x¯, while it is
[
1
2
]
-subregular at this point.
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Observe also that (Ω1 − (0,−ε)) ∩ (Ω2 − (0, ε)) = ∅ for any ε > 0. Hence, by (7) and (4),
{Ω1,Ω2} is not [q]-semiregular at x¯ for any q > 0. ✷
The above two examples show, in particular, that a collection of sets can be [q]-subregular
at some point while not being [q]-semiregular at this point. In fact, these two regularity
properties are independent. Next we give an example of a collection of sets that is semireg-
ular at some point while it is not subregular at this point.
Example 3 In the real plane R2 with the Euclidean norm, consider two sets
Ω1 :=
{
(u, v) ∈ R2 | u ≤ 0 or v ≥ u2
}
, Ω2 :=
{
(u, v) ∈ R2 | u ≤ 0 or v ≤ −u2
}
,
and the point x¯ = (0, 0) ∈ Ω1 ∩ Ω2 (Figure 3). The collection {Ω1,Ω2} is semiregular at
x¯, while it is not subregular at this point.
x¯
Ω1
Ω2
u
v
Fig. 3. Subregularity vs Semiregularity
Proof. The proof of the absence of the subregularity in this example does not differ from
that in Example 2. Next we show that {Ω1,Ω2} is semiregular at x¯. For any number ρ > 0,
we set xρ := (−ρ, 0). Then Bρ(xρ) ⊆ Ωi, i.e., xρ + xi ∈ Ωi for any xi ∈ ρB (i = 1, 2), and
consequently
xρ ∈ (Ω1 − x1) ∩ (Ω2 − x2) ∩Bρ(x¯), ∀xi ∈ ρB (i = 1, 2).
Hence, θρ[{Ω1,Ω2}](x¯) ≥ ρ and θ[{Ω1,Ω2}](x¯) ≥ 1. (One can show that these are actually
equalities.) Thus, {Ω1,Ω2} is semiregular at x¯. ✷
Example 4 In the real plane R2 with the Euclidean norm, consider two sets
Ω1 :=
{
(u, v) ∈ R2 | u ≤ 0 or |v| ≥ u2
}
(Figure 4) and Ω2 := R
2, and the point x¯ = (0, 0) ∈ Ω1 ∩ Ω2. The collection {Ω1,Ω2} is
q-semiregular at x¯ for any q ∈ (0, 1].
x¯
Ω1
u
v
1
Fig. 4. q-semiregularity
13
Proof. Obviously Ω2 − x = Ω2 = R2 for any x ∈ R2. Given a ρ > 0 and an r ≥ 0,
using the computations in Example 2, one can show that (Ω1 − x)⋂Bρ(x¯) 6= ∅ for all
x ∈ rB if and only if r ≤ 2a3+a where a positive number a satisfies 4a6+a4 = ρ2. Hence,
θρ[{Ω1,Ω2}](x¯) = 2a3 + a where 4a6 + a4 = ρ2 and consequently
θq[{Ω1,Ω2}](x¯) = lim
a↓0
(2a3 + a)q
a2
√
4a2 + 1
= +∞,
i.e., the collection {Ω1,Ω2} is q-semiregular at x¯ for any q ∈ (0, 1].
Note that in fact the q-semiregularity condition is satisfied for any q ≤ 2. ✷
3 Dual characterizations
This section discusses dual characterizations of [q]-regularity properties (q ∈ (0, 1]) of a
collection of sets Ω := {Ω1, . . . ,Ωm} at x¯ ∈ ⋂mi=1Ωi. We are going to use the notation
Ω̂ := Ω1 × . . .× Ωm ⊂ Xm.
Recall that the (normalized) duality mapping [46, Definition 3.2.6] J between a normed
space Y and its dual Y ∗ is defined as
J(y) := {y∗ ∈ SY ∗ | 〈y∗, y〉 = ‖y‖} , ∀y ∈ Y.
Note that J(−y) = −J(y).
The following simple fact of convex analysis is well known (cf., e.g., [56, Corollary 2.4.16]).
Lemma 1 Let (Y, ‖ · ‖) be a normed space.
(i) ∂‖ · ‖(y) = J(y) for any y 6= 0.
(ii) ∂‖ · ‖(0) = B∗.
Making use of the convention that the topology in Xm is defined by the maximum type
norm, it is not difficult to establish a representation of the duality mapping on Xm (cf. [39,
Proposition 4.2]).
Proposition 5 For each (x1, . . . , xm) ∈ Xm,
J(x1, . . . , xm) =
(x∗1, . . . , x∗m) ∈ (X∗)m |
m∑
i=1
‖x∗i ‖ = 1; either x∗i = 0
or
(
‖xi‖ = max
1≤j≤m
‖xj‖, x∗i ∈ ‖x∗i ‖J(xi)
)
(i = 1, . . . , m)
.
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In this section, along with the maximum type norm on Xm+1 = X × Xm, we are going
to use another one depending on a parameter ρ > 0 and defined as follows:
‖(x, xˆ)‖ρ := max {‖x‖ , ρ ‖xˆ‖} , x ∈ X, xˆ ∈ Xm. (23)
It is easy to check that the corresponding dual norm has the following representation:
‖(x∗, xˆ∗)‖ρ = ‖x∗‖+ ρ−1‖xˆ∗‖, x∗ ∈ X∗, xˆ∗ ∈ (Xm)∗. (24)
Note that if, in (23) and (24), xˆ = (x1, . . . , xm) and xˆ
∗ = (x∗1, . . . , x
∗
m) with xi ∈ X and
x∗i ∈ X∗ (i = 1, 2, . . . , m), then ‖xˆ‖ = max1≤i≤m ‖xi‖ and ‖xˆ∗‖ =
∑m
i=1 ‖x∗i ‖.
The next few facts of subdifferential calculus are used in the proof of the main theorem
below.
Lemma 2 ( [39], Lemma 4.3) Let X be a normed space and ϕ(u, uˆ) = ‖(u−u1, . . . , u−
um)‖ (u ∈ X, uˆ := (u1, . . . , um) ∈ Xm). Suppose x ∈ X, xˆ := (x1, . . . , xm) ∈ Xm, and
vˆ := (x− x1, . . . , x− xm) 6= 0. Then
∂ϕ(x, xˆ) ⊆
{
(x∗, xˆ∗) ∈ X∗ × (X∗)m | − xˆ∗ ∈ J(vˆ),
xˆ∗ = (x∗1, . . . , x
∗
m), x
∗ = −(x∗1 + . . .+ x∗m)
}
.
Lemma 3 Let X be a normed space, ϕ : X → R∞, q > 0, and f(u) := (ϕ(u))q (u ∈ X).
If x ∈ X and ϕ(x) 6= 0, then ∂f(x) = q(ϕ(x))q−1∂ϕ(x).
Proof follows from the standard chain rule for Fre´chet subdifferentials, cf., e. g., [31,
Corollary 1.14.1]. ✷
Lemma 4 Let X be a normed space and ωˆ := (ω1, . . . , ωm) ∈ Ω̂. Then NΩ̂(ωˆ) = NΩ1(ω1)×
. . .×NΩm(ωm).
Proof follows directly from the definition of the Fre´chet normal cone. ✷
The proof of the main theorem of this section relies heavily on two fundamental results
of variational analysis: the Ekeland variational principle (Ekeland [16]; cf., e.g., [31, The-
orem 2.1], [49, Theorem 2.26]) and the fuzzy (approximate) sum rule (Fabian [17]; cf.,
e.g., [31, Rule 2.2], [49, Theorem 2.33]). Below we provide these results for completeness.
Lemma 5 (Ekeland variational principle) Suppose X is a complete metric space,
and f : X → R∞ is lower semicontinuous and bounded from below, ε > 0, λ > 0. If
f(v) < inf
X
f + ε,
then there exists x ∈ X such that
(a) d(x, v) < λ,
(b) f(x) ≤ f(v),
(c) f(u) + (ε/λ)d(u, x) ≥ f(x) for all u ∈ X.
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Lemma 6 (Fuzzy sum rule) Suppose X is Asplund, f1 : X → R is Lipschitz continu-
ous and f2 : X → R∞ is lower semicontinuous in a neighborhood of x¯ with f2(x¯) < ∞.
Then, for any ε > 0, there exist x1, x2 ∈ X with ‖xi− x¯‖ < ε, |fi(xi)−fi(x¯)| < ε (i = 1, 2)
such that
∂(f1 + f2)(x¯) ⊂ ∂f1(x1) + ∂f2(x2) + εB∗.
The next theorem gives dual sufficient conditions for [q]-regularity of collections of sets in
Asplund spaces. Recall that a Banach space is called Asplund if any continuous convex
function defined on a nonempty open convex set is Fre´chet differentiable on a dense
subset of its domain. Asplund spaces form a broad subclass of Banach spaces including, e.
g., all spaces which admit Fre´chet differentiable re-norms (in particular, Fre´chet smooth
spaces). Reflexive spaces are examples of Fre´chet smooth spaces. Asplund property of a
Banach space is necessary and sufficient for the fulfillment of some basic results involving
Fre´chet normals and subdifferentials (cf. [31, 49]). See [53] for various properties and
characterizations of Asplund spaces.
Theorem 2 Let X be an Asplund space and Ω1, . . .Ωm be closed.
(i) Ω is [q]-subregular at x¯ if there exist positive numbers α and δ such that, for any
ρ ∈ (0, δ), x ∈ Bρ(x¯), ωi ∈ Ωi ∩ Bρ(x) (i = 1, . . . , m) with ωj 6= x for some j ∈
{1, . . . , m}, there is an ε > 0 such that, for any x′ ∈ Bε(x), ωˆ′i ∈ Ωi ∩ Bε(ωi),
x∗i ∈ NΩi(ω′i) + ρB∗ (i = 1, . . . , m) satisfying vˆ := (ω′1 − x′, . . . , ω′m − x′) 6= 0 and
x∗i = 0 if ‖x′ − ω′i‖ < max
1≤j≤m
∥∥∥x′ − ω′j∥∥∥ ,
〈x∗i , x′ − ω′i〉 ≥ ‖x∗i ‖(‖x′ − ω′i‖ − ε),
m∑
i=1
‖x∗i ‖ = q ‖vˆ‖q−1 ,
it holds ∥∥∥∥∥
m∑
i=1
x∗i
∥∥∥∥∥ > α. (25)
(ii) Ω is uniformly [q]-regular at x¯ if there are positive numbers α and δ such that
(25) holds true for all ωi ∈ Ωi ∩ Bδ(x¯) and x∗i ∈ NΩi(ωi) (i = 1, . . . , m) satisfy-
ing
∑m
i=1 ‖x∗i ‖ = 1. The inverse implication holds true when q = 1.
The proof of Theorem 2 (i) consists of a series of propositions providing lower estimates
for constant (13) and, thus, sufficient conditions for [q]-subregularity of Ω which can be
of independent interest. Observe that constant (13) can be rewritten as
ζq[Ω](x¯) = lim inf
x→x¯, ωi→x¯ (i=1,...,m)
ωˆ:=(ω1,...,ωm)
x/∈
⋂m
i=1
Ωi
fq(x, ωˆ)
d (x,
⋂m
i=1Ωi)
(26)
with function fq : X
m+1 → R∞ := R ∪ {+∞} defined as
fq(x, xˆ) = max
1≤i≤m
‖x− xi‖q + δΩ̂(xˆ), x ∈ X, xˆ := (x1, . . . , xm) ∈ Xm, (27)
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where δ
Ω̂
is the indicator function of Ω̂: δ
Ω̂
(xˆ) = 0 if xˆ ∈ Ω̂ and δ
Ω̂
(xˆ) = +∞ otherwise.
Proposition 7 Let X be a Banach space and Ω1, . . . , Ωm be closed.
(i) ζˆq[Ω](x¯) ≤ ζq[Ω](x¯), where
ζˆq[Ω](x¯) := lim
ρ↓0
inf
‖x−x¯‖<ρ
ωˆ=(ω1,...,ωm)∈Ω̂
0< max
1≤i≤m
‖x−ωi‖<ρ
ζqρ [Ω](x, ωˆ) (28)
and, for x ∈ X and ωˆ = (ω1, . . . , ωm) ∈ Ω̂,
ζqρ [Ω](x, ωˆ) := lim sup
(u,vˆ)→(x,ωˆ)
(u,vˆ)6=(x,ωˆ)
vˆ=(v1,...,vm)∈Ω̂
(
max
1≤i≤m
‖x− ωi‖q − max
1≤i≤m
‖u− vi‖q
)
+
‖(u, vˆ)− (x, ωˆ)‖ρ
. (29)
(ii) If ζˆq[Ω](x¯) > 0, then Ω is [q]-subregular at x¯.
Proof. (i) Let ζq[Ω](x¯) < α <∞. Choose a ρ ∈ (0, 1) and set
η := min
{
ρ
2
,
ρ
α
, ρ
2
ρ
}
. (30)
By (26), there are x′ ∈ Bη(x¯) and ωˆ′ = (ω′1, . . . , ω′m) ∈ Ω̂ such that
0 < fq(x
′, ωˆ′) < αd
(
x′,
m⋂
i=1
Ωi
)
. (31)
Denote ε := fq(x
′, ωˆ′) and µ := d (x′,
⋂m
i=1Ωi). Then µ ≤ ‖x′ − x¯‖ ≤ η ≤ ρ2 < 1. Observe
that fq is lower semicontinuous. Applying to fq Lemma 5 with ε as above and
λ := µ(1− µ ρ2−ρ ), (32)
we find points x ∈ X and ωˆ = (ω1, . . . , ωm) ∈ Xm such that
‖(x, ωˆ)− (x′, ωˆ′)‖ρ < λ, fq(x, ωˆ) ≤ fq(x′, ωˆ′), (33)
and
fq(u, vˆ) +
ε
λ
‖(u, vˆ)− (x, ωˆ)‖ρ ≥ fq(x, ωˆ), (34)
for all (u, vˆ) ∈ X ×Xm. Thanks to (33), (32), (30), and (31), we have
‖x− x′‖ < λ < µ ≤ ‖x′ − x¯‖ ,
d
(
x,
m⋂
i=1
Ωi
)
≥ d
(
x′,
m⋂
i=1
Ωi
)
− ‖x− x′‖ ≥ µ− λ = µ 22−ρ , (35)
‖x− x¯‖ ≤ ‖x− x′‖+ ‖x′ − x¯‖ < 2 ‖x′ − x¯‖ ≤ 2η ≤ ρ, (36)
fq(x, ωˆ) ≤ fq(x′, ωˆ′) < αµ ≤ αη ≤ ρ. (37)
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It follows from (35), (36), and (37) that
‖x− x¯‖ < ρ, ωˆ ∈ Ω̂, 0 < max
1≤i≤m
‖x− ωi‖q < ρ.
Observe that µ
ρ
2−ρ ≤ η ρ2−ρ < η ρ2 ≤ ρ, and consequently, by (31) and (32),
ε
λ
<
αµ
λ
=
α
1− µ ρ2−ρ <
α
1− ρ.
Thanks to (34) and (27), we have
max
1≤i≤m
‖x− ωi‖q − max
1≤i≤m
‖u− vi‖q ≤ α
1− ρ ‖(u, vˆ)− (x, ωˆ)‖ρ
for all u ∈ X and vˆ = (v1, . . . , vm) ∈ Ω̂. It follows that ζqρ [Ω](x, ωˆ) ≤
α
1− ρ and conse-
quently
inf
‖x−x¯‖<ρ
ωˆ=(ω1,...,ωm)∈Ω̂
0< max
1≤i≤m
‖x−ωi‖<ρ
ζqρ [Ω](x, ωˆ) ≤
α
1− ρ.
Taking limits in the last inequality as ρ ↓ 0 and α→ ζq[Ω](x¯) yields the claimed inequality.
(ii) follows from (i) and Proposition 2 (ii). ✷
Proposition 8 Let X be an Asplund space and Ω1, . . . , Ωm be closed.
(i) ζˆq∗1 [Ω](x¯) ≤ ζˆq[Ω](x¯), where ζˆq[Ω](x¯) is given by (28),
ζˆq∗1 [Ω](x¯) := lim
ρ↓0
inf
‖x−x¯‖<ρ
ωˆ=(ω1,...,ωm)∈Ω̂
0< max
1≤i≤m
‖x−ωi‖<ρ
ζq∗ρ,1[Ω](x, ωˆ) (38)
and, for x ∈ X and ωˆ = (ω1, . . . , ωm) ∈ Ω̂,
ζq∗ρ,1[Ω](x, ωˆ) := inf
(x∗,yˆ∗)∈∂fq(x,ωˆ)
‖yˆ∗‖<ρ
‖x∗‖ (39)
(with the convention that the infimum over the empty set equals +∞).
(ii) If ζˆq∗1 [Ω](x¯) > 0, then Ω is [q]-subregular at x¯.
Proof. (i) Let ζˆq[Ω](x¯) < α <∞. Choose a β ∈ (ζˆq[Ω](x¯), α) and an arbitrary ρ > 0. Set
ρ′ = min{1, α−1}ρ. By (28) and (29), one can find points x ∈ X and ωˆ = (ω1, . . . , ωm) ∈ Ω̂
such that ‖x− x¯‖ < ρ′, 0 < max1≤i≤m ‖ωi − x‖ < ρ′, and
max
1≤i≤m
‖x− ωi‖q − max
1≤i≤m
‖u− vi‖q ≤ β ‖(u, vˆ)− (x, ωˆ)‖ρ′
for all (u, vˆ) with vˆ = (v1, . . . , vm) ∈ Ω̂ near (x, ωˆ). In other words, (x, ωˆ) is a local
minimizer of the function
(u, vˆ) 7→ max
1≤i≤m
‖u− vi‖q + β ‖(u, vˆ)− (x, ωˆ)‖ρ′
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subject to vˆ = (v1, . . . , vm) ∈ Ω̂. By definition (27), this means that (x, ωˆ) minimizes
locally the function
(u, vˆ) 7→ fq(u, vˆ) + β ‖(u, vˆ)− (x, ωˆ)‖ρ′ ,
and consequently its Fre´chet subdifferential at (x, ωˆ) contains zero. Take an
ε ∈
(
0,min
{
ρ− ‖x− x¯‖ , 1
2
max
1≤i≤m
‖x− ωi‖ , 1
2
(
ρ− max
1≤i≤m
‖x− ωi‖
)
, α− β
})
.
Applying Lemma 6 and Lemma 1 (ii), we can find points x′ ∈ X , ωˆ′ = (ω′1, . . . , ω′m) ∈ Ω̂,
and (x∗, yˆ∗) ∈ ∂fq(x′, ωˆ′) such that
‖x′ − x‖ < ε, max
1≤i≤m
‖ω′i − ωi‖ < ε, ‖(x∗, yˆ∗)‖ρ′ = ‖x∗‖+ ‖yˆ∗‖/ρ′ < β + ε.
It follows that
‖x′ − x¯‖ < ρ, 0 < max
1≤i≤m
‖x′ − ω′i‖ < ρ, ‖x∗‖ < α, and ‖yˆ∗‖ < ρ′α ≤ ρ.
Hence, ζq∗ρ,1[Ω](x
′, ωˆ′) < α, and consequently ζˆq∗1 [Ω](x¯) < α. By letting α → ζˆq[Ω](x¯), we
obtain the claimed inequality.
(ii) follows from (i) and Proposition 7 (ii). ✷
Proposition 9 Let X be an Asplund space and Ω1, . . . , Ωm be closed.
(i) ζˆq∗2 [Ω](x¯) ≤ ζˆq∗1 [Ω](x¯), where ζˆq∗1 [Ω](x¯) is given by (38),
ζˆq∗2 [Ω](x¯) := lim
ρ↓0
inf
‖x−x¯‖<ρ
ωˆ=(ω1,...,ωm)∈Ω̂
0< max
1≤i≤m
‖x−ωi‖<ρ
lim
ε↓0
inf
‖x′−x‖<ε
ωˆ′∈Ω̂
‖ωˆ′−ωˆ‖<ε
ζq∗ρ,ε,2[Ω](x
′, ωˆ′) (40)
and, for x ∈ X, ωˆ = (ω1, . . . , ωm) ∈ Ω̂, and vˆ := (x− ω1, . . . , x− ωm) 6= 0,
ζq∗ρ,ε,2[Ω](x, ωˆ) := inf

∥∥∥∥∥
m∑
i=1
x∗i
∥∥∥∥∥ |x∗i ∈ NΩi(ωi) + ρB∗ (i = 1, . . . , m),
x∗i = 0 if ‖x− ωi‖ < max
1≤j≤m
‖x− ωj‖ ,
〈x∗i , x− ωi〉 ≥ ‖x∗i ‖(‖x− ωi‖ − ε),
m∑
i=1
‖x∗i ‖ = q ‖vˆ‖q−1
. (41)
(ii) If ζˆq∗2 [Ω](x¯) > 0, then Ω is [q]-subregular at x¯.
Proof. (i) Let ρ > 0, ‖x−x¯‖ < ρ, ωˆ := (ω1, . . . , ωm) ∈ Ω̂ with 0 < max1≤i≤m ‖x− ωi‖ < ρ,
(u∗, vˆ∗) ∈ ∂fq(x, ωˆ), where fq is given by (27), and ‖vˆ∗‖ < ρ. Denote vˆ := (x−ω1, . . . , x−
ωm). Then 0 < ‖vˆ‖ < ρ. Observe that function fq is the sum of two functions on Xm+1:
(x, xˆ) 7→ ϕ(x, xˆ) := ‖(x− x1, . . . , x− xm)‖q and (x, xˆ) 7→ δΩ̂(xˆ),
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where xˆ := (x1, . . . , xm) and δΩ̂ is the indicator function of Ω̂. The first function is Lipschitz
continuous near (x, ωˆ) (since vˆ 6= 0), while the second one is lower semicontinuous. One
can apply Lemma 6. For any ε > 0, there exist points x′ ∈ X , xˆ := (x1, . . . , xm) ∈ Xm,
ωˆ′ := (ω′1, . . . , ω
′
m) ∈ Ω̂, (x∗, yˆ∗) ∈ ∂ϕ(x′, xˆ), and ωˆ∗ ∈ NΩ̂(ωˆ′) such that
‖x′ − x‖ < ε, ‖xˆ− ωˆ‖ < ε
4
, ‖ωˆ′ − ωˆ‖ < ε
4
,
‖(u∗, vˆ∗)− (x∗, yˆ∗)− (0, ωˆ∗)‖ < ε. (42)
Taking a smaller ε if necessary, one can ensure that vˆ′ := (x′ − ω′1, . . . , x′ − ω′m) 6= 0,
vˆ′′ := (x′ − x1, . . . , x′ − xm) 6= 0, and
‖vˆ∗‖+ ε < ρ
( ‖vˆ′‖
‖vˆ′′‖
)1−q
(43)
and, for any i = 1, . . . , m, ‖x′ − xi‖ < max1≤j≤m ‖x′ − xj‖ if and only if ‖x′ − ω′i‖ <
max1≤j≤m
∥∥∥x′ − ω′j∥∥∥. By Lemmas 3 and 2,
xˆ∗ := −yˆ∗
(‖vˆ′′‖
‖vˆ′‖
)1−q
∈ q ‖vˆ′‖q−1 J(vˆ′′) and x∗ = x∗1 + . . .+ x∗m
where xˆ∗ = (x∗1, . . . , x
∗
m). By Proposition 5,
m∑
i=1
‖x∗i ‖ = q ‖vˆ′‖q−1 ,
x∗i = 0 if ‖x′ − ω′i‖ < max
1≤j≤m
∥∥∥x′ − ω′j∥∥∥ ,
〈x∗i , x′ − ω′i〉 ≥ 〈x∗i , x′ − xi〉 − ‖x∗i ‖ ‖xi − ω′i‖ = ‖x∗i ‖(‖x′ − xi‖ − ‖xi − ω′i‖)
≥ ‖x∗i ‖(‖x′ − ω′i‖ − 2‖xi − ω′i‖) ≥ ‖x∗i ‖(‖x′ − ω′i‖ − ε) (i = 1, . . . , m).
Inequalities (42) and (43) yield the estimates:
‖u∗‖ > ‖x∗‖ − ε,
∥∥∥∥∥∥xˆ∗ − ωˆ∗
(‖vˆ′′‖
‖vˆ′‖
)1−q∥∥∥∥∥∥ < (‖vˆ∗‖+ ε)
(‖vˆ′′‖
‖vˆ′‖
)1−q
< ρ
and consequently
‖u∗‖ >
∥∥∥∥∥
m∑
i=1
x∗i
∥∥∥∥∥− ε, xˆ∗ ∈ NΩ̂(ωˆ′) + ρB∗m.
It follows from Lemma 4 and definitions (39) and (41) that
ζq∗ρ,1[Ω](x, ωˆ) ≥ ζq∗ρ,ε,2[Ω](x′, ωˆ′)− ε.
The claimed inequality is a consequence of the last one and definitions (38) and (40).
(ii) follows from (i) and Proposition 8 (ii). ✷
Proof of Theorem 2. (i) follows from Proposition 9 (ii) and definitions (40) and (41).
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(ii) follows from [35, Theorem 4] thanks to Remark 2. ✷
Remark 8 One of the main tools in the proof of Theorem 2 is the fuzzy sum rule
(Lemma 6) for Fre´chet subdifferentials in Asplund spaces. The statements can be extended
to general Banach spaces. For that, one has to replace Fre´chet subdifferentials (and normal
cones) with some other kind of subdifferentials satisfying a certain set of natural properties
including the sum rule (not necessarily fuzzy) – cf. [36, p. 345].
If the sets Ω1, . . .Ωm are convex or the norm of X is Fre´chet differentiable away from
0, then the fuzzy sum rule can be replaced in the proof by either the convex sum rule
(Moreau–Rockafellar formula) or the simple (exact) differentiable rule (see, e.g., [31,
Corollary 1.12.2]), respectively, to produce dual sufficient conditions for [q]-regularity of
collections of sets in general Banach spaces in terms of either normals in the sense of
convex analysis or Fre´chet normals.
Remark 9 Since uniform [q]-regularity is a stronger property than [q]-subregularity (Re-
mark 1), the criterion in part (ii) of Theorem 2 is also sufficient for the [q]-subregularity
(with any q ∈ (0, 1]) of the collection of sets in part (i).
For an example illustrates application of Theorem 2 (i) for detecting subregularity of
collections of sets, see [39, Example 4.13].
4 [q]-regularity of set-valued mappings
In this section, we present relationships between [q]-regularity properties of collections
of sets and the corresponding properties of set-valued mappings. Nonlinear regularity
properties of set-valued mappings have been investigated, cf., e.g., [2,11,19,20,25,40,44,
55].
Consider a set-valued mapping F : X ⇒ Y between metric spaces and a point (x¯, y¯) ∈
gphF := {(x, y) ∈ X × Y | y ∈ F (x)}.
Definition 2 (i) F is metrically [q]-semiregular at (x¯, y¯) if there exist positive numbers
γ and δ such that
γd
(
x¯, F−1(y)
)
≤ dq(y, y¯), ∀y ∈ Bδ(y¯). (44)
The exact upper bound of all numbers γ such that (44) is satisfied will be denoted by
θq[F ](x¯, y¯).
(ii) F is metrically [q]-subregular at (x¯, y¯) if there exist positive numbers γ and δ such
that
γd
(
x, F−1(y¯)
)
≤ dq(y¯, F (x)), ∀x ∈ Bδ(x¯). (45)
The exact upper bound of all numbers γ such that (45) is satisfied will be denoted by
ζq[F ](x¯, y¯).
(iii) F is metrically [q]-regular at (x¯, y¯) if there exist positive numbers γ and δ such that
γd
(
x, F−1(y)
)
≤ dq (y, F (x)) , ∀(x, y) ∈ Bδ(x¯, y¯). (46)
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The exact upper bound of all numbers γ such that (46) is satisfied will be denoted by
θˆq[F ](x¯, y¯).
Remark 10 Property (ii) and especially property (iii) in Definition 2 with q = 1 are very
well known and widely used in variational analysis; see, e.g., [13–15,24,35,49,51,54,57,
59, 60]. Property (i) (with q = 1) was introduced in [35]. In [2, 3], it is referred to as
metric hemiregularity.
For a collection of setsΩ := {Ω1, . . . ,Ωm} in a normed linear spaceX , one can consider the
set-valued mapping F : X ⇒ Xm defined by (cf. [24, Proposition 5], [33, Theorem 3], [34,
Proposition 8], [41, p. 491], [21, Proposition 33])
F (x) := (Ω1 − x)× . . .× (Ωm − x), ∀x ∈ X.
It is easy to check that, for x ∈ X and u = (u1, . . . , um) ∈ Xm, it holds
x ∈
m⋂
i=1
Ωi ⇐⇒ 0 ∈ F (x), F−1(u) =
m⋂
i=1
(Ωi − ui).
The next proposition is a consequence of Theorem 1.
Proposition 6 Consider Ω and F as above and a point x¯ ∈ ⋂mi=1Ωi.
(i) Ω is [q]-semiregular at x¯ if and only if F is metrically [q]-semiregular at (x¯, 0).
Moreover, θq[Ω](x¯) = θq[F ](x¯, 0).
(ii) Ω is [q]-subregular at x¯ if and only if F is metrically [q]-subregular at (x¯, 0). Moreover,
ζq[Ω](x¯) = ζq[F ](x¯, 0).
(iii) Ω is uniformly [q]-regular at x¯ if and only if F is metrically [q]-regular at (x¯, 0).
Moreover, θˆq[Ω](x¯) = θˆq[F ](x¯, 0).
For a further discussion of the relationships between regularity properties of Ω and F
see [39, Remark 5.4].
Conversely, regularity properties of set-valued mappings between normed linear spaces
can be treated as realizations of the corresponding properties of certain collections of two
sets.
For a given set-valued mapping F : X ⇒ Y between normed linear spaces and a point
(x¯, y¯) ∈ gphF , one can consider the collection Ω of two sets Ω1 = gphF and Ω2 = X×{y¯}
in X × Y . It is clear that (x¯, y¯) ∈ Ω1 ∩ Ω2.
Proposition 7 Consider F and Ω as above.
(i) F is metrically [q]-semiregular at (x¯, y¯) if and only if Ω is [q]-semiregular at (x¯, y¯).
Moreover,
θq[F ](x¯, y¯)
θq[F ](x¯, y¯) + 2q
≤ θq[Ω](x¯, y¯) ≤ θq[F ](x¯, y¯)/2q. (47)
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(ii) F is metrically [q]-subregular at (x¯, y¯) if and only if Ω is [q]-subregular at (x¯, y¯).
Moreover,
ζq[F ](x¯, y¯)
ζq[F ](x¯, y¯) + 2q
≤ ζq[Ω](x¯, y¯) ≤ ζq[F ](x¯, y¯)/2q. (48)
(iii) F is metrically [q]-regular at (x¯, y¯) if and only if Ω is uniformly [q]-regular at (x¯, y¯).
Moreover,
θˆq[F ](x¯, y¯)
θˆq[F ](x¯, y¯) + 2q
≤ θˆq[Ω](x¯, y¯) ≤ θˆq[F ](x¯, y¯)/2q. (49)
Proof. (i) Suppose F is metrically [q]-semiregular at (x¯, y¯), i.e., θq[F ](x¯, y¯) > 0. Fix a
γ ∈ (0, θq[F ](x¯, y¯)). Then there exists a number δ′ > 0 such that (44) is satisfied for all
y ∈ Bδ′(y¯). Set an α := γγ+2q (so 2qα/γ + α
1
q < 1) and a δ := min
{
δ′q
2qα
, 1
}
. We are going
to check that
(Ω1 − (u1, v1))
⋂
(Ω2 − (u2, v2))
⋂
Bρ(x¯, y¯) 6= ∅ (50)
for all ρ ∈ (0, δ) and (u1, v1), (u2, v2) ∈ (αρ)
1
qB. Indeed, take any ρ ∈ (0, δ) and
(u1, v1), (u2, v2) ∈ (αρ)
1
qB. We need to find a point (x, y) ∈ Bρ(x¯, y¯) satisfying
(x, y) + (u1, v1) ∈ gphF,
y = y¯ − v2.
We set y′ := y¯ − v2 + v1, so y′ ∈ Bδ′(y¯) as ‖y′ − y¯‖ = ‖v1 − v2‖ ≤ 2(αρ)
1
q < 2(αδ)
1
q = δ′.
Then, by (44), there is an x′ ∈ F−1(y′) such that
‖x¯− x′‖ ≤ 1
γ
‖y¯ − y′‖q.
Put y := y′−v1 = y¯−v2 and x := x′−u1. Then it holds (x, y)+(u1, v1) = (x′, y′) ∈ gphF ,
‖y − y¯‖ = ‖v2‖ ≤ (αρ)
1
q < ρ, and
‖x− x¯‖ ≤ ‖x− x′‖+ ‖x′ − x¯‖ ≤ ‖u1‖+ 1
γ
‖y¯ − y′‖q
= ‖u1‖+ 1
γ
‖v1 − v2‖q ≤ (2qα/γ + α
1
q )ρ < ρ.
Hence, (50) is proved.
The above reasoning also yields the first inequality in (47).
To prove the inverse implication, we suppose Ω is [q]-semiregular at (x¯, y¯), i.e.,
θq[Ω](x¯, y¯) > 0. Fix an α ∈ (0, θq[Ω](x¯, y¯)). Then there exists δ′ > 0 such that (50)
holds true for all ρ ∈ (0, δ′) and (u1, v1), (u2, v2) ∈ (αρ)
1
qB. Set γ := 2qα and δ < (αδ′)
1
q .
We are going to check that (44) is satisfied. Take any y ∈ Bδ(y¯), i.e., ‖y− y¯‖ ≤ δ < (αδ′)
1
q .
Set r ∈ (0, δ′) such that ‖y − y¯‖ = (αr) 1q . Then, applying (50) for ρ := r
2q
∈ (0, δ′), and
(u1, v1) :=
(
0, y−y¯
2
)
, (u2, v2) :=
(
0, y¯−y
2
)
∈
(
α r
2q
) 1
q
B, we can find (x1, y1) ∈ gphF and
(x2, y¯) ∈ Ω2 satisfying
(x1, y1)− (u1, v1) = (x2, y¯)− (u2, v2) ∈ B r
2q
(x¯, y¯).
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This implies that y1 = y, x1 ∈ F−1(y), and
‖x1 − x¯‖ ≤ r
2q
=
1
2qα
‖y − y¯‖q = 1
γ
‖y − y¯‖q.
Hence, (44) holds true.
The last reasoning also yields the second inequality in (47).
(ii) Suppose F is metrically [q]-subregular at (x¯, y¯), i.e., ζq[F ](x¯, y¯) > 0. Fix a γ ∈
(0, ζq[F ](x¯, y¯)). Then there exists a δ′ > 0 (one can take δ′ ∈ (0, 1)) such that (45) is
satisfied for all x ∈ Bδ′(x¯). Set an α := γγ+2q (so 2qα/γ + α
1
q < 1) and a δ > 0 satisfying
(αδ)
1
q + δ < δ′. We are going to check that
(
Ω1 + (αρ)
1
qB
)⋂(
Ω2 + (αρ)
1
qB
)⋂
Bδ(x¯, y¯) ⊆ Ω1 ∩ Ω2 + ρB (51)
for all ρ ∈ (0, δ). Indeed, take any
(x, y) ∈
(
Ω1 + (αρ)
1
qB
)⋂(
Ω2 + (αρ)
1
qB
)⋂
Bδ(x¯, y¯).
Then (x, y) = (x1, y1)+(u1, v1) = (x2, y¯)+(u2, v2) for some (x1, y1) ∈ gphF , x2 ∈ X , and
(u1, v1), (u2, v2) ∈ (αρ)
1
qB. Since
‖x1 − x¯‖ ≤ ‖u1‖+ ‖x− x¯‖ ≤ (αρ)
1
q + δ < δ′,
by (45), there exists an x′ ∈ F−1(y¯) such that ‖x1 − x′‖ ≤ 1γ‖y¯ − y1‖q. Then
‖x1 − x′ + u1‖ ≤1
γ
‖y¯ − y1‖q + ‖u1‖ = 1
γ
‖v1 − v2‖q + ‖u1‖
≤2
qαρ
γ
+ (αρ)
1
q ≤
(
2qα
γ
+ α
1
q
)
ρ < ρ,
‖v2‖ ≤(αρ)
1
q ≤ α 1q ρ < ρ.
Hence, (x, y) = (x′, y¯) + (x1 − x′ + u1, v2) ∈ Ω1 ∩ Ω2 + ρB.
The above reasoning also yields the first inequality in (48).
To prove the inverse implication, we suppose that Ω is [q]-subregular at (x¯, y¯), i.e.,
ζq[Ω](x¯, y¯) > 0. Fix an α ∈ (0, ζq[Ω](x¯, y¯)). Then there exists a δ′ > 0 such that (51)
holds true for all ρ ∈ (0, δ′). Set γ := 2qα > 0 and δ := min
{
δ′, γδ′, 2
qδ′q
γ
}
. We are going
to check that (45) holds true. Take any x ∈ Bδ(x¯). Because d(x, F−1(y¯)) ≤ ‖x− x¯‖ ≤ δ,
it is sufficient to consider the case 0 < d(y¯, F (x)) < (γδ)
1
q . We take a y ∈ F (x) such that
d(y¯, F (x)) ≤ ‖y − y¯‖ := r < (γδ) 1q . Then
(
x,
y + y¯
2
)
= (x, y) +
(
0,
y¯ − y
2
)
= (x, y¯) +
(
0,
y − y¯
2
)
,
∥∥∥∥ y¯ − y2
∥∥∥∥ = r2 < δ′,
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and consequently (
x,
y + y¯
2
)
∈
(
Ω1 +
r
2
B
)⋂(
Ω2 +
r
2
B
)⋂
Bδ′(x¯, y¯). (52)
Take ρ := r
q
2qα
< δ ≤ δ′. Then r
2
= (αρ)
1
q , and it follows from (51) and (52) that
(
x,
y + y¯
2
)
∈ Ω1 ∩ Ω2 + r
q
2qα
B = F−1(y¯)× {y¯}+ ‖y − y¯‖
q
γ
B.
Hence, there is an x′ ∈ F−1(y¯) such that
‖x− x′‖ ≤ 1
γ
‖y − y¯‖q.
Taking infimum in the last inequality over x′ ∈ F−1(y¯) and y ∈ F (x), we arrive at (45).
(iii) Suppose F is metrically [q]-regular at (x¯, y¯), i.e., θˆq[F ](x¯, y¯) > 0. Fix a γ ∈
(0, θˆq[F ](x¯, y¯)). Then there exists a δ′ > 0 (one can take δ′ ∈ (0, 1)) such that (46) is
satisfied for all (x, y) ∈ Bδ′(x¯, y¯). Set an α := γγ+2q (so 2qα/γ+α
1
q < 1) and a δ := δ
′
2α
1
q+1
.
We are going to check that
(Ω1 − (x1, y1)− (u1, v1))
⋂
(Ω2 − (x2, y¯)− (u2, v2))
⋂
(ρB) 6= ∅ (53)
for all ρ ∈ (0, δ), (x1, y1) ∈ Ω1 ∩Bδ(x¯, y¯), x2 ∈ Bδ(x¯), and (u1, v1), (u2, v2) ∈ (αρ)
1
qB. Take
any such ρ, (x1, y1), x2, (u1, v1), and (u2, v2). We need to find (a, b) ∈ ρB satisfying
(x1, y1) + (u1, v1) + (a, b) ∈ gphF,
b = −v2.
We set y′ = y1 − v2 + v1, so y′ ∈ Bδ′(y¯) as
‖y′ − y¯‖ ≤ ‖y′ − y1‖+ ‖y1 − y¯‖ ≤ ‖v1 − v2‖+ δ ≤ 2(αρ)
1
q + δ < (2α
1
q + 1)δ = δ′.
Then, applying (46) for (x1, y
′) ∈ Bδ′(x¯, y¯), we find x′ ∈ F−1(y′) such that
‖x1 − x′‖ ≤ 1
γ
dq(y′, F (x1)) ≤ 1
γ
‖y′ − y1‖q = 1
γ
‖v1 − v2‖q ≤ 2
qαρ
γ
.
Put a = x′ − x1 − u1 and b = −v2. Then ‖a‖ ≤ ‖x′ − x1‖ + ‖u1‖ ≤ (2qα/γ + α
1
q )ρ < ρ,
‖b‖ ≤ (αρ) 1q < ρ, and it holds (x1, y1) + (u1, v1) + (a, b) = (x′, y′) ∈ gphF .
Hence, (53) is proved.
The above reasoning also yields the first inequality in (49).
To prove the inverse implication, we suppose that Ω is uniformly [q]-regular at (x¯, y¯),
i.e., θˆq[Ω](x¯, y¯) > 0. Fix an α ∈ (0, θˆq[Ω](x¯, y¯)). Then there exists a δ′ > 0 (one can take
δ′ ∈ (0, 1)) such that (53) holds true for all ρ ∈ (0, δ′), (x1, y1) ∈ Ω1∩Bδ′(x¯, y¯), x2 ∈ Bδ′(x¯),
and (u1, v1), (u2, v2) ∈ (αρ)
1
qB. Set γ := 2qα > 0. Because θq[Ω](x¯, y¯) ≥ θˆq[Ω](x¯, y¯) (see
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Remark 1), assertion (i) implies that there exists a δ∗ > 0 such that (44) is satisfied for
all y ∈ Bδ∗(y¯). Choose a positive number δ satisfying the following conditions
δ ≤ δ∗,
2qδ + δ
q
α
≤ δ′,
(2qαδ + δq)
1
q + δ ≤ δ′.
(54)
Now, take any (x, y) ∈ Bδ(x¯, y¯). We are going to check that (46) is satisfied. Because (44)
implies
γd(x, F−1(y)) ≤ γ‖x− x¯‖+ γd(x¯, F−1(y)) ≤ γδ + ‖y − y¯‖q ≤ γδ + δq,
it suffices to consider the case d(y, F (x)) < (γδ + δq)
1
q (note that γδ + δq ≤ αδ′ by (54).)
Choose a y′ ∈ F (x) such that
d(y, F (x)) ≤ ‖y − y′‖ < (γδ + δq) 1q
and set r ∈ (0, δ′) such that ‖y − y′‖ = (αr) 1q . Then
‖y′ − y¯‖ ≤ ‖y′ − y‖+ ‖y − y¯‖ < (γδ + δq) 1q + δ ≤ δ′
due to (54). Applying (53) with
(x1, y1) := (x, y
′) ∈ gphF ∩Bδ′(x¯, y¯), (x2, y2) := (x¯, y¯),
(u1, v1) :=
(
0,
y − y′
2
)
, (u2, v2) :=
(
0,
y′ − y
2
)
∈
(
α
r
2q
) 1
q
B,
we can find (x˜, y˜) ∈ gphF and (z, y¯) ∈ Ω2 satisfying
(x˜, y˜)− (x1, y1)− (u1, v1) = (z, y¯)− (x2, y¯)− (u2, v2) ∈ r
2q
B.
This implies x˜− x1 ∈ r2qB and y˜ = y1 + v1 − v2 = y, so x˜ ∈ F−1(y). Then we obtain
d(x, F−1(y)) ≤ ‖x− x˜‖ ≤ r
2q
=
1
2qα
‖y − y′‖q = 1
γ
‖y − y′‖q.
Taking infimum in the last inequality over y′ ∈ F (x), we arrive at (46).
The last reasoning also yields the second inequality in (49). ✷
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