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Abstract
This paper is devoted to the study of relationships between solutions of Minty vector variational-like inequalities (MVVLI) and
solutions of vector optimization problems (VOP), as well as some relations between solutions of MVVLI and Stampacchia vector
variational-like inequalities (SVVLI). Moreover, some relations between MVVLI and perturbed vector variational-like inequalities
are established. Our results generalize some known results.
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1. Introduction
Variational inequalities (VI) are known either in the form presented by Stampacchia [1] or in the form introduced
by Minty [2]. The Minty VI have proved to characterize a kind of equilibrium more qualified than Stampacchia VI [3].
Vector extensions of Stampacchia and Minty variational inequalities have been introduced in Giannessi [4], [5]. Let
K be a nonempty subset of Rn and F be a vector-valued mapping from K into Rn . The Minty vector variational
inequality (MVVI) [6] associated with F and K is to find y ∈ K such that
〈F(x), y − x〉 ≤ 0, for all x ∈ K .
y is then called a solution to MVVI or a Minty solution with respect to F and K . In some recent contributions [7],
this problem has been termed a “dual” variational inequality problem in order to indicate its close relationship to
the classical “primal” Stampacchia vector variational inequality (SVVI) associated with F and K which consists in
finding y ∈ K such that
〈F(y), x − y〉 ≥ 0, for all x ∈ K .
The terminology utilized here is due to Giannessi [5].
In [5], some relationships have been spelled out between a solution of MVVI and an efficient solution or a weakly
efficient solution of vector optimization problem (VOP). Convexity and monotonicity assumptions are used in these
results. In [8], some results generalize those of [5]. Some relations between a solution of MVVI and an efficient
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solution of VOP as well as some relations between a solution of a Minty weak VVI and a weakly efficient solution of
VOP are given. These results are obtained under the assumptions of pseudoconvexity or pseudomonotonicity.
In this paper, by following the approach of [8], we focus on Minty vector variational-like inequalities (MVVLI). In
Section 3, we will give some relations between solutions of MVVLI and solutions of VOP as well as some relations
between solutions of MVVLI and solutions of Stampacchia vector variational-like inequalities (SVVLI). These results
are obtained under the assumptions of pseudoinvexity or η-pseudomonotonicity. In Section 4, some relations between
MVVLI and perturbed VVLI are established. Thus, our results generalize those of [8].
2. Preliminaries
Let Rn be the n-dimensional Euclidean space and Rn+ be its nonnegative orthant. We denote by 〈·, ·〉, [x, y] and
(x, y) the inner product, the line segment for x, y ∈ Rn , and the interior of [x, y], respectively. In the sequel, let K be
a nonempty set of Rn , η : Rn × Rn → Rn be a vector-valued function, fi : Rn → R, i = 1, . . . , l, be differentiable
real-valued functions, and I be a index set of {1, 2, . . . , l}.
Definition 2.1 (See [9]). A subset K ofRn is said to be invex with respect to η if there exists a function η : Rn×Rn →
Rn such that, for any x, y ∈ K and λ ∈ [0, 1],
y + λη(x, y) ∈ K .
Definition 2.2 (See [10]). The function η : Rn × Rn → Rn is called skew, if for any x, y ∈ Rn ,
η(x, y)+ η(y, x) = 0.
Definition 2.3 (See [11]). Let K of Rn be a nonempty invex set and let f : K → R. Then,
(i) f is said to be quasiinvex if and only if
f (y + λη(x, y)) ≤ max{ f (x), f (y)}, ∀x, y ∈ K , λ ∈ [0, 1];
(ii) a differentiable function f is said to be pseudoinvex if and only if
〈∇ f (x), η(y, x)〉 ≥ 0 ⇒ f (y) ≥ f (x), ∀x, y ∈ K .
Definition 2.4 (See [11]). Let K of Rn be a nonempty invex set. F : K → Rn is said to be η-pseudomonotone with
respect to η on K if and only if, for every pair of distinct points x, y ∈ K , we have
〈F(x), η(y, x)〉 ≥ 0 ⇒ 〈F(y), η(y, x)〉 ≥ 0.
Proposition 2.1. Let K of Rn be a nonempty invex set and η be a skew function. A mapping F : K → Rn is
η-pseudomonotone with respect to η on K if and only if, for every pair of distinct points x, y ∈ K, we have
〈F(x), η(y, x)〉 > 0 ⇒ 〈F(y), η(y, x)〉 > 0.
Proof. In view of Definition 2.4, η-pseudomonotonicity is equivalent to
〈F(y), η(y, x)〉 < 0 ⇒ 〈F(x), η(y, x)〉 < 0. (1)
Since η is a skew function,
η(y, x) = −η(x, y),
it follows from (1) that
〈F(y), η(x, y)〉 > 0 ⇒ 〈F(x), η(x, y)〉 > 0.
Changing the role of x and y in the above inequality, we get the thesis.
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In the sequel, we adopt the following ordering relations. Consider the cones C := Rl+, int C := int Rl+ and S a set
of Rl . Then, ∀x, y ∈ S,
x ≥C y ⇔ x − y ∈ C;
x 6≥C y ⇔ x − y 6∈ C;
x ≥intC y ⇔ x − y ∈ intC;
x 6≥intC y ⇔ x − y 6∈ intC.
Let F = (F1, F2, . . . , Fl), Fi : K → Rn, i ∈ I . Denote
〈F(x), η(y, x)〉 := (〈F1(x), η(y, x)〉, . . . , 〈Fl(x), η(y, x)〉)T . 
According to Definition 2.4, Proposition 2.1 and the ordering relations, we have the following proposition.
Proposition 2.2. Let K of Rn be a nonempty invex set and η be a skew function. Let F = (F1, F2, . . . , Fl), where
Fi : K → Rn, i ∈ I , are η-pseudomonotone mappings with respect to η on K . Then for every pair of distinct points
x, y ∈ K, we have
〈F(x), η(y, x)〉≥C 0 ⇒ 〈F(y), η(y, x)〉≥C 0;
〈F(x), η(y, x)〉≥C\{0} 0 ⇒ 〈F(y), η(y, x)〉≥C\{0} 0;
〈F(x), η(y, x)〉≥intC 0 ⇒ 〈F(y), η(y, x)〉≥intC 0;
〈F(x), η(y, x)〉 6≤intC 0 ⇒ 〈F(y), η(y, x)〉 6≤intC 0.
Definition 2.5 (See [10]). Let K of Rn be an invex set with respect to η. Then, a matrix-valued function F : K →
Rl×n is said to be generalized η-pseudomonotone with respect to η on K if, for every pair of distinct points x, y ∈ K ,
〈F(x), η(y, x)〉 6≤C\{0} 0 ⇒ 〈F(y), η(y, x)〉≥C 0.
According to Proposition 2.2 and Definition 2.5, we know that if Fi : K → Rn, i ∈ I , are η-pseudomonotone with
respect to η on K , then F = (F1, F2, . . . , Fl) is a generalized η-pseudomonotone mapping.
Definition 2.6 (See [10,12]). Let K of Rn be an invex set with respect to η and F : K → Rl×n be a matrix-valued
function,
(i) Minty vector variational-like inequality (MVVLI) consists of finding a vector y ∈ K such that
〈F(x), η(y, x)〉 6≥C\{0} 0, ∀x ∈ K ;
(ii) Minty strong vector variational-like inequality (MSVVLI) consists of finding a vector y ∈ K such that
〈F(x), η(y, x)〉≤C 0, ∀x ∈ K ;
(iii) Minty weak vector variational-like inequality (MWVVLI) consists of finding a vector y ∈ K such that
〈F(x), η(y, x)〉 6≥int C 0, ∀x ∈ K ;
(v) Stampacchia vector variational-like inequality (SVVLI) consists of finding a vector y ∈ K such that
〈F(y), η(x, y)〉 6≤C\{0} 0, ∀x ∈ K ;
(vi) Stampacchia strong vector variational-like inequality (SSVVLI) consists of finding a vector y ∈ K such that
〈F(y), η(x, y)〉≥C 0, ∀x ∈ K ;
(vii) Stampacchia weak vector variational-like inequality (SWVVLI) consists of finding a vector y ∈ K such that
〈F(y), η(x, y)〉 6≤int C 0, ∀x ∈ K .
The following conditions are useful in the sequel.
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Condition A (See [13]). Let K of Rn be invex with respect to η, and let f : K → R. Then,
f (y + η(x, y)) ≤ f (x), for any x, y ∈ K .
Remark 2.1. Condition A is just the inequality of the definition of preinvexity with λ = 1.
Condition C (See [14]). Let η : Rn × Rn → Rn . Then, for any x, y ∈ Rn and for any λ ∈ [0, 1],
η(y, y + λη(x, y)) = −λη(x, y);
η(x, y + λη(x, y)) = (1− λ)η(x, y).
Remark 2.2. Recently Yang [15] have shown that if η : Rn × Rn → Rn satisfies Condition C, then
η(y + λη(x, y), y) = λη(x, y).
Example 2.1. Let f = ex + e−x and η : R× R→ R be
η(x, y) =

x − y, if x ≥ 0, y ≥ 0;
x − y, if x ≤ 0, y ≤ 0;
−y, if x > 0, y < 0;
−y, if x < 0, y > 0.
It is straight forward to verify that f satisfies Condition A, η satisfies Condition C and is not skew.
Condition C∗. Let η : Rn × Rn → Rn . Then, for any x, y ∈ Rn and for any λ ∈ [0, 1],
η(y, y + λη(x, y)) = −α(λ)η(x, y);
η(x, y + λη(x, y)) = β(λ)η(x, y),
where α(λ) > 0, β(λ) > 0, for all λ ∈ (0, 1).
Remark 2.3. We can see that if η satisfies the Condition C, then it satisfies the Condition C*. However, the converse
is not true in general.
Example 2.2. Let η : R× R→ R be
η(x, y) =

x − y, if x ≥ 0, y ≥ 0;
1
2
(x − y), if x ≤ 0, y ≤ 0;
1
3
(x − y), if x > 0, y < 0;
1
4
(x − y), if x < 0, y > 0.
It is easy to check that η satisfies Condition C* and is skew, but it is not satisfying Condition C.
Let f = ( f1(x), f2(x), . . . , fl(x)), fi : Rn → R, i ∈ I . Consider the following vector optimization problem
(VOP):
min
C
f (x), st : x ∈ K .
Definition 2.7 (See [8]). Let K be a subset of Rn . y ∈ K is said to be
(i) an efficient solution of VOP if and only if
f (y) 6≥C\{0} f (x), ∀x ∈ K ;
(ii) a weakly efficient solution of VOP if and only if
f (y) 6≥int C f (x), ∀x ∈ K .
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3. Minty vector variational-like inequality
In this section, we establish the relationships between solutions of VOP and solutions of MVVLI as well as some
relations between solutions of MVVLI and solutions of SVVLI.
Lemma 3.1. Let K of Rn be a nonempty invex set with respect to η. Let f : K → R be a differentiable pseudoinvex
function with respect to η on K and f and η satisfy ConditionA and C, respectively. Then f is quasiinvex with respect
to η on K .
Proof. Suppose that f is pseudoinvex with respect to η on K . For any x, y ∈ K , without loss of generation, suppose
that
f (y) ≥ f (x).
If f is not quasiinvex with respect to η, then there exists a λ¯ ∈ (0, 1) such that, for x¯ = y + λ¯η(x, y),
f (x¯) > f (y) ≥ f (x). (2)
By Condition A,
f (x) ≥ f (y + η(x, y)).
It follows from (2) that
f (x¯) > f (y) ≥ f (y + η(x, y)).
Then, there exists y¯ = y + λ∗η(x, y), for some λ∗ ∈ (0, 1), such that
f (y¯) = max
λ∈(0,1)
f (y + λη(x, y)). (3)
Since f is a differentiable function, we derive from (3) that
〈∇ f (y¯), η(x, y)〉 = 0. (4)
By Condition C, we have
η(x, y¯) = η(x, y + λ∗η(x, y)) = (1− λ∗)η(x, y).
It follows from (4) that
〈∇ f (y¯), η(x, y¯)〉 = (1− λ∗)〈∇ f (y¯), η(x, y)〉 = 0.
Since f is pseudoinvex with respect to η, it holds that
f (x) ≥ f (y¯).
By (2) and (3), the above inequality is a contradiction. Therefore, f is quasiinvex with respect to η. This completes
the proof. 
Remark 3.1. By Lemma 3.1, if f satisfies the conditions of Lemma 3.1, then f is quasiinvex with respect to η, that is
f (y+λη(x, y)) ≤ max{ f (x), f (y)}, ∀x, y ∈ K , λ ∈ [0, 1]. Suppose f (y) > f (x), since f satisfies Condition A, we
have f (y) > f (y+ η(x, y)). By pseudoinvexity of f , 〈∇ f (y), η(y+ η(x, y), y)〉 < 0, that is 〈∇ f (y), η(x, y)〉 < 0.
Hence, there exists α ∈ (0, ) such that f (y + αη(x, y)) < f (y). By Theorem 3.1 of [13], we have
f (y + λη(x, y)) < max{ f (x), f (y)}, ∀λ ∈ (0, 1).
Theorem 3.1. Let K of Rn be a nonempty invex set with respect to η, which satisfies Condition C. Let f =
( f1, . . . , fl), ∇ f (x) = F(x), where fi : K → R, i ∈ I , satisfy Condition A. If fi : K → R, i ∈ I , are differentiable
pseudoinvex functions and ∇ f (x) satisfies Lipschitz condition, then y ∈ K is an efficient solution of the VOP if and
only if it is a solution of the MVVLI.
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Proof. Let y be an efficient solution of the VOP. By contradiction, suppose that there exists a point x¯ ∈ K , such that
〈∇ f (x¯), η(y, x¯)〉≥C\{0} 0.
According to the pseudoinvexity of fi and Lemma 3.1, we have
f (y)≥C\{0} f (x¯),
which contradicts the fact that y is an efficient solution of the VOP.
Conversely, let y be a solution of the MVVLI. By contradiction, suppose that there exists x¯ ∈ K such that
f (y)≥C\{0} f (x¯).
Since fi is pseudoinvex for each i ∈ I , it follows from Lemma 3.1 that fi is quasiinvex. By Definition 2.3 and
Remark 3.1, for x(λ) = y + λη(x¯, y), we have
f (x(λ))≤C\{0} f (y), ∀λ ∈ (0, 1).
Hence, we have
fi (x(λ))− fi (y) ≤ 0, ∀λ ∈ (0, 1), i ∈ I,
where there exists at least one strict inequality for some i ∈ I . By the mean-value theorem, there exists λi ∈ (0, λ)
such that
fi (x(λ))− fi (y) = 〈∇ fi (x(λi )), x(λ)− y〉 = λ〈∇ fi (x(λi )), η(x¯, y)〉, ∀i ∈ I,
that is
〈∇ fi (x(λi )), η(x¯, y)〉 ≤ 0, ∀i ∈ I.
We claim that there exists a  > 0, for all i ∈ I ,
〈∇ fi (x(λ)), η(x¯, y)〉 ≡ 0 or 〈∇ fi (x(λ)), η(x¯, y)〉 6= 0, ∀λ ∈ (0, ).
Let gi (λ) = 〈∇ fi (x(λ)), η(x¯, y)〉. Then gi (λ) ≡ 0 or gi (λ) 6≡ 0 for λ ∈ (0, 1). In fact, in the case that gi (λ) 6≡ 0,
there exists a i > 0, gi (λ) 6= 0, for all λ ∈ (0, i ). By contradiction, suppose that for any i > 0, there exists a
λ0i ∈ (0, i ) such that gi (λ0i ) = 0. Since gi is a Lipschitz function and gi (λ) 6≡ 0, there exists a λ∗i ∈ (0, i ) such that
g(λ∗i ) 6= 0 and
|gi (λ∗i )− gi (λ0i )| ≤ L|λ∗i − λ0i | < Li ,
that is i >
|gi (λ∗i )|
L . This is a contradiction to the property of i . Hence, there exists a i > 0, such that
gi (λ) 6= 0, ∀λ ∈ (0, i ).
Let  = mini∈I i . Then for all i ∈ I , we have
gi (λ) ≡ 0, or gi (λ) 6= 0, ∀λ ∈ (0, ).
For any α ∈ (0, ), let
τi =

〈∇ fi (x(λi )), η(x¯, y)〉
〈∇ fi (x(α)), η(x¯, y)〉 , 〈∇ fi (x(λ)), η(x¯, y)〉 6= 0;
0, 〈∇ fi (x(λ)), η(x¯, y)〉 ≡ 0.
Then, for all i ∈ I , α ∈ (0, ), τi ≥ 0. By Remark 2.2,
η(x(α), y) = η(y + αη(x¯, y), y) = αη(x¯, y),
and
〈∇ fi (x(λi )), η(x¯, y)〉 = τi 〈∇ fi (x(α)), η(x¯, y)〉, i ∈ I,
we have
〈∇ fi (x(α)), η(x(α), y)〉 ≤ 0, i ∈ I.
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By Condition C and Remark 2.2, we get
η(x(α), y) = −η(y, x(α)).
Hence, we have
〈∇ fi (x(α)), η(y, x(α))〉 ≥ 0, i ∈ I,
where there exists at least one strict inequality for some i ∈ I . This implies that
〈∇ f (x(α)), η(y, x(α))〉≥C\{0} 0,
that is
〈F(x(α)), η(y, x(α))〉≥C\{0} 0.
Then, it follows that y ∈ K is not a solution of the MVVLI. This is a contradiction. This completes the proof. 
Example 3.1. Let η be a mapping defined in the Example 2.1, and f = ( f1, f2), where f1, f2 : R→ R are defined
by
f1(x) = x2 + sin x − x cos x, f2(x) = x2 + cos x + x sin x .
We can verify that f1 and f2 are differentiable pseudoinvex functions and satisfy the Condition A with respect to
η. According to Example 2.1, η satisfies Condition C. It is easy to check that y = 0 is an efficient of the VOP and a
solution of the MVVLI.
Theorem 3.2. Let K of Rn be a nonempty invex set with respect to η. Let f = ( f1, . . . , fl), ∇ f (x) = F(x). If
fi , i ∈ I , are pseudoinvex functions, then y ∈ K is a weakly efficient solution of the VOP if and only if it is a solution
of the SWVVLI.
Proof. Let y be a weakly efficient solution of the VOP. Since K is an invex set, it follows that
y + λη(x, y) ∈ K , ∀λ ∈ [0, 1],∀x ∈ K ,
and
[ f (y + λη(x, y))− f (y)]/λ 6≤int C 0, ∀λ ∈ (0, 1),∀x ∈ K .
Let λ → 0+, then
〈∇ f (y), η(x, y)〉 6≤int C 0, ∀x ∈ K .
Hence, y is a solution of the SWVVLI.
Conversely, let y be a solution of the SWVVLI. If y is not a weakly efficient solution of the VOP, then there exists
x¯ ∈ K such that
f (y)≥int C f (x¯).
For the pseudoinvexity of fi , we have
〈∇ fi (y), η(x¯, y)〉 < 0, ∀i ∈ I.
Hence, we have
〈F(y), η(x¯, y)〉≤int C 0,
which contradicts the fact that y is a solution of the SWVVLI. 
Theorem 3.3. Let K of Rn be a nonempty invex set with respect to η and η be a skew function satisfying Condition
C*. Let F = (F1, . . . , Fl). If Fi (x), i ∈ I , are continuous η-pseudomonotone mappings, then y ∈ K is a solution of
the SWVVLI if and only if it is a solution of the MWVVLI.
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Proof. Let y be a solution of the SWVVLI. If y is not a solution of the MWVVLI, then there exists x¯ such that
〈F(x¯), η(y, x¯)〉≥int C 0.
By the η-pseudomonotonicity of Fi and skew of η, we have
〈F(y), η(x¯, y)〉≤int C 0,
which contradicts the fact that y is a solution of the SWVVLI.
Conversely, the invexity of K implies
x(λ) = y + λη(x, y) ∈ K , ∀x ∈ K , ∀λ ∈ (0, 1).
Since y ∈ K is a solution of the MWVVLI, we have
〈F(x(λ)), η(y, x(λ))〉 6≥int C 0, ∀λ ∈ (0, 1). (5)
By Condition C*,
η(y, x(λ)) = η(y, y + λη(x, y)) = −α(λ)η(x, y), ∀λ ∈ (0, 1).
It follows from (5) that
〈F(x(λ)), η(x, y)〉 6≤int C 0, ∀λ ∈ (0, 1).
Passing the limit as λ tend to 0 and taking into account the continuity of F , we obtain
〈F(y), η(x, y)〉 6≤int C 0, ∀x ∈ K .
Therefore, y is a solution of the SWVVLI. 
Example 3.2. Let η be a mapping defined in the Example 2.2, and F = (F1, F2), where F1, F2 : R→ R are defined
by
F1(x) = ex − e−x , F2(x) =
{
x, if x ≥ 0;
0, if x < 0.
It is easy to check that F1 and F2 are η-pseudomonotone mappings with respect to η. According to Example 2.2,
we know that η satisfies Condition C* and is skew. We can check that y ≤ 0 is a solution of the SWVVLI and a
solution of the MWVVLI.
Lemma 3.2 (See [11]). Let K of Rn be a nonempty invex set with respect to η. Let f : K → R be a differentiable
function on K and let f and η satisfy Condition A and C, respectively. Then, f is pseudoinvex with respect to η on K
if and only if ∇ f is η-pseudomonotone with respect to η on K .
Corollary 3.1. Let K of Rn be a nonempty invex set with respect to η, which is skew. Let fi : K → R, i ∈ I ,
be continuous differentiable pseudoinvex functions and let f = ( f1, . . . , fl) and η satisfy Condition A and C,
respectively. Then, y ∈ K is a weakly efficient solution of the VOP if and only if it is a solution of the MWVVLI.
Theorem 3.4. Let K be a nonempty invex set with respect to η and η be a skew function satisfying Condition C*.
Let F = (F1, . . . , Fl). If Fi (x), i ∈ I , are continuous η-pseudomonotone mappings, then y ∈ K is a solution of the
SSVVLI if and only if it is a solution of the MSVVLI.
Proof. Suppose y ∈ K is a solution of the SSVVLI, then
〈F(y), η(x, y)〉≥C 0, ∀x ∈ K .
Since Fi is η-pseudomonotone mapping for each i ∈ I and η is skew, we have
〈F(x), η(y, x)〉≤C 0, ∀x ∈ K .
Hence, y is a solution of the MSVVLI.
X. Gang, S. Liu / Computers and Mathematics with Applications 56 (2008) 311–323 319
Conversely, suppose that there exists y ∈ K such that
〈F(x), η(y, x)〉≤C 0, ∀x ∈ K .
For any given x ∈ K , we know that x(λ) = y+λη(x, y) ∈ K for all λ ∈ (0, 1). Replacing x by x(λ) in the inequality,
by Condition C*, we get
〈F(x(λ)), η(y, x(λ))〉 = 〈F(x(λ)), η(y, y + λη(x, y))〉 = −α(λ)〈F(x(λ)), η(x, y)〉.
Hence, we have
〈F(x(λ)), η(x, y)〉≥C 0, ∀λ ∈ (0, 1),
that is
〈F(x(λ)), η(x, y)〉 ∈ C, ∀λ ∈ (0, 1).
Since C is closed and F is continuous, letting λ → 0, we have
〈F(y), η(x, y)〉 ∈ C.
Hence
〈F(y), η(x, y)〉≥C 0.
Therefore, the conclusion follows. 
Theorem 3.5. Let K be a nonempty invex set with respect to η and η be a skew function satisfying Condition C*. If
F : K → Rl×n is a generalized continuous η-pseudomonotone mapping, then y ∈ K is a solution of the SVVLI if and
only if it is a solution of the MSVVLI.
Proof. Suppose y ∈ K is a solution of the SVVLI, then
〈F(y), η(x, y)〉 6≤C\{0} 0, ∀x ∈ K .
Since F is generalized η-pseudomonotone and η is skew, we have
〈F(x), η(y, x)〉≤C 0, ∀x ∈ K .
Hence, y is a solution of the MSVVLI.
Conversely, suppose that there exists y ∈ K such that
〈F(x), η(y, x)〉≤C 0, ∀x ∈ K .
For any given x ∈ K , we know that x(λ) = y+λη(x, y) ∈ K for all λ ∈ (0, 1). Replacing x by x(λ) in the inequality
and applying Condition C*, we have
〈F(x(λ)), η(y, x(λ))〉 = 〈F(x(λ)), η(y, y + λη(x, y))〉 = −α(λ)〈F(x(λ)), η(x, y)〉.
It follows that
〈F(x(λ)), η(x, y)〉≥C 0, ∀λ ∈ (0, 1),
that is
〈F(x(λ)), η(x, y)〉 ∈ C, ∀λ ∈ (0, 1).
Since C is closed and F is continuous, letting λ → 0, we have
〈F(y), η(x, y)〉 ∈ C.
Hence
〈F(y), η(x, y)〉 6≤C\{0} 0,
this implies that y is a solution of the SVVLI. 
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4. Perturbed vector variational-like inequality
In this section, we establish some relations between solutions of perturbed vector variational-like inequality and
solutions of MVVLI. Now, consider:
perturbed SVVLI: find y ∈ K for which ∃¯ ∈ (0, 1) such that
〈F(y + η(x, y)), η(x, y)〉 6≤C\{0} 0, ∀x ∈ K ,∀ ∈ (0, ¯).
perturbed SSVVLI: find y ∈ K for which ∃¯ ∈ (0, 1) such that
〈F(y + η(x, y)), η(x, y)〉≥C 0, ∀x ∈ K ,∀ ∈ (0, ¯).
perturbed SWVVLI: find y ∈ K for which ∃¯ ∈ (0, 1) such that
〈F(y + η(x, y)), η(x, y)〉 6≤intC 0, ∀x ∈ K ,∀ ∈ (0, ¯).
Theorem 4.1. Let K of Rn be a nonempty invex set with respect to η and η be a skew function satisfying Condition
C*. Let F = (F1, . . . , Fl). If Fi (x), i ∈ I , are η-pseudomonotone mappings on K , then y ∈ K is a solution of the
perturbed SVVLI if and only if it is a solution of the MVVLI.
Proof. Let y be a solution of the perturbed SVVLI. Now, suppose to the contrary that y is not a solution of the
MVVLI. Then, there exists x¯ ∈ K such that
〈F(x¯), η(y, x¯)〉≥C\{0} 0. (6)
By Condition C* and skew of η, we get
η(y + η(x¯, y), x¯) = −η(x¯, y + η(x¯, y)) = −β()η(x¯, y) = β()η(y, x¯), ∀ ∈ (0, ¯). (7)
It follows from (6) that
〈F(x¯), η(y + η(x¯, y), x¯)〉≥C\{0} 0, ∀ ∈ (0, ¯).
Since Fi is η-pseudomonotone on K for each i ∈ I and η is skew, from Proposition 2.2, we have
〈F(y + η(x¯, y)), η(x¯, y + η(x¯, y))〉≤C\{0} 0, ∀ ∈ (0, ¯).
It follows from (7) that
〈F(y + η(x¯, y)), η(x¯, y)〉≤C\{0} 0, ∀ ∈ (0, ¯),
which contradicts the fact that y is a solution of the perturbed SVVLI.
Conversely, let y ∈ K be a solution of the MVVLI. Since K is an invex set, then
〈F(y + η(x, y)), η(y, y + η(x, y))〉 6≥C\{0} 0, ∀x ∈ K ,  ∈ (0, ¯). (8)
By Condition C*,
η(y, y + η(x, y)) = −α()η(x, y). (9)
By (8) and (9), we have
〈F(y + η(x, y)), η(x, y)〉 6≤C\{0} 0, ∀x ∈ K ,  ∈ (0, ¯).
Hence, y is a solution of the perturbed SVVLI. 
Theorem 4.2. Let K of Rn be a nonempty invex set with respect to η and η be a skew function satisfying Condition
C*. Let F = (F1, . . . , Fl). If Fi (x), i ∈ I , are η-pseudomonotone mappings on K , then y ∈ K is a solution of the
perturbed SSVVLI if and only if it is a solution of the MSVVLI.
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Proof. Let y ∈ K be a solution of the perturbed SSVVLI. Then
〈F(y + η(x, y)), η(x, y)〉≥C 0, ∀x ∈ K ,  ∈ (0, ¯). (10)
By Condition C*, we get
η(x, y + η(x, y)) = β()η(x, y).
It follows from (10) that
〈F(y + η(x, y)), η(x, y + η(x, y))〉≥C 0, ∀x ∈ K ,  ∈ (0, ¯).
By η-pseudomonotonicity of Fi and Proposition 2.2, we have
〈F(x), η(x, y + η(x, y))〉≥C 0, ∀x ∈ K ,  ∈ (0, ¯). (11)
Since η satisfies Condition C* and is skew,
η(x, y + η(x, y)) = −β()η(y, x), ∀x ∈ K ,  ∈ (0, ¯). (12)
By (11) and (12), we have
〈F(x), η(y, x)〉≤C 0,
this implies y ∈ K is a solution of of the MSVVLI.
Conversely, let y ∈ K be a solution of the MSVVLI. Since K is invex set, then
〈F(y + η(x, y)), η(y, y + η(x, y))〉≤C 0, ∀x ∈ K ,  ∈ (0, ¯). (13)
By Condition C*, we have
η(y, y + η(x, y)) = −α()η(x, y).
It follows from (13) that
〈F(y + η(x, y)), η(x, y)〉≥C 0, ∀x ∈ K ,  ∈ (0, ¯).
Hence, y ∈ K is a solution of of the perturbed SSVVLI. 
Theorem 4.3. Let K of Rn be a nonempty invex set with respect to η and η be a skew function satisfying Condition
C*. Let F = (F1, . . . , Fl). If Fi (x), i ∈ I , are η-pseudomonotone mappings on K , then y ∈ K is a solution of the
perturbed SWVVLI if and only if it is a solution of the MWVVLI.
Proof. Let y be a solution of the perturbed SWVVLI. Then
〈F(y + η(x, y)), η(x, y)〉 6≤intC 0, ∀x ∈ K ,  ∈ (0, ¯). (14)
By Condition C*, we have
η(x, y + η(x, y)) = β()η(x, y). (15)
It follows from (14) that
〈F(y + η(x, y)), η(x, y + η(x, y))〉 6≤intC 0, ∀x ∈ K ,  ∈ (0, ¯).
By η-pseudomonotonicity of Fi and Proposition 2.2, we have
〈F(x), η(x, y + η(x, y))〉 6≤intC 0, ∀x ∈ K ,  ∈ (0, ¯).
By (15) and skew of η, we derive
〈F(x), η(y, x)〉 6≥intC 0,
this implies y is a solution of the MWVVLI.
Conversely, let y ∈ K be a solution of the MWVVLI, we have
〈F(y + η(x, y)), η(y, y + η(x, y))〉 6≥intC 0, ∀x ∈ K ,  ∈ (0, ¯). (16)
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By Condition C*, we have
η(y, y + η(x, y)) = −α()η(x, y),
It follows from (16) that
〈F(y + η(x, y)), η(x, y)〉 6≤intC 0, ∀x ∈ K ,  ∈ (0, ¯).
Therefore, y is a solution of the perturbed SWVVLI. 
Theorem 4.4. Let K of Rn be a nonempty invex set with respect to η and η be a skew function satisfying Condition
C*. If F is a generalized η-pseudomonotone mapping on K , then y ∈ K is a solution of the perturbed SVVLI if and
only if it is a solution of the MSVVLI.
Proof. Let y be a solution of the perturbed SVVLI, then
〈F(y + η(x, y)), η(x, y)〉 6≤C\{0} 0, ∀x ∈ K ,  ∈ (0, ¯). (17)
By Condition C*, we have
η(x, y + η(x, y)) = β()η(x, y).
It follows from (17) that
〈F(y + η(x, y)), η(x, y + η(x, y))〉 6≤C\{0} 0, ∀x ∈ K ,  ∈ (0, ¯).
Since F is a generalized η-pseudomonotone mapping on K , then
〈F(x), η(x, y + η(x, y))〉≥C 0, ∀x ∈ K ,  ∈ (0, ¯).
By Condition C* and skew of η,
〈F(x), η(y, x)〉≤C 0, ∀x ∈ K ,
this implies that y is a solution of the MSVVLI.
Conversely, let y ∈ K be a solution of the MSVVLI, we have
〈F(y + η(x, y)), η(y, y + η(x, y))〉≤C 0, ∀x ∈ K ,  ∈ (0, ¯). (18)
By Condition C*, we have
η(y, y + η(x, y)) = −α()η(x, y).
It follows from (18) that
〈F(y + η(x, y)), η(x, y)〉≥C 0, ∀x ∈ K ,  ∈ (0, ¯),
that implies
〈F(y + η(x, y)), η(x, y)〉 6≤C\{0} 0, ∀x ∈ K ,  ∈ (0, ¯).
Therefore, y is a solution of the perturbed SVVLI. 
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