As an open defect occurs in one wire segment of the circuit, different logic values on the coupling wires of the physical layout may result in different faulty behaviours, which are so called the Byzantine effect. Many previous researches focus on the test and diagnosis of open defects but the pattern diagnosability has not properly addressed. Therefore in this study, a highresolution diagnostic framework for open defects is proposed and consists of a diagnostic test-pattern generation (DTPG) and its diagnosis flow. The branch-and-bound search associated with controllability analysis is incorporated in satisfiability-based DTPG to generate patterns for the target segment. Later, a precise diagnosis flow constructs the list of defect candidates in a dictionary-based fashion followed by an inject-and-evaluate analysis to greatly reduce the number of candidates for silicon inspection. Experimental results show that the proposed framework runs efficiently and deduces nearly one candidate for each open-segment defect on average among all ISCAS'85 benchmark circuits.
Introduction
Open defects -the unintended breaks or electrical discontinuities in Integrated Circuit (IC) interconnect linesare common defects frequently discussed in Very Large Scale Integration (VLSI) testing beyond deep submicron era. One open defect can be classified into: (i) 'intra-gate' opens which are regarded as an open with infinite resistance that disconnects the charge path or discharge path to the gate output and (ii) 'inter-gate' opens which are opens on interconnects that have influences on signal propagation. Typically, intra-gate opens can be regarded as stuck-open faults whereas inter-gate opens can be further classified into two types: (i) resistive opens and (ii) complete opens. Resistive opens are also known as weak opens under which the current still passes through the narrow open defects because of the tunneling effect. Complete opens, on the other hand, are often called interconnect opens where the voltage for the driven gates of the floating interconnect is hard to predict. According to Hawkins et al. and Xue et al. [1, 2] , the majority of open defects are of inter-gate type and a high percentage of them belong to complete opens.
Along with the scaling of the manufacturing process, the distance between interconnects becomes narrower and more neighbours are coupled to a wire. As a result, when an open defect occurs in one segment of a wire, the faulty behaviour because of different coupling condition is complicated. To properly describe the defect behaviours, the Byzantine effect [3, 4] is invented and states that the voltages of driven gates connecting an open segment are determined by comparing their threshold voltages and the floating voltage according to its coupling condition. Fig. 1 shows an example of the Byzantine effect of interconnect opens. In Many previous works addressed the importance of the open-defect problem and solutions were also proposed for testing. Xue et al. [2] showed that ISCAS'85 circuits are likely to have different kinds of open defects. Needham et al. [5] also found that open defects can escape under the test of stuck-at fault model. Furthermore, open defects were shown to run correctly in the low frequencies but failed in the high frequencies in [6] , and thus its logic testing was difficult. Later, Spinner et al. [7] built an aggressor-victim model for both the inter-layer opens and the intra-layer opens, and generated the patterns automatically. Hillebrecht et al. [8] developed a flow that integrates the physical information (including the layout and the cell library) and the aggressor -victim model for pattern generation. Devtaprasanna et al. [9] gave a solution of testing intra-gate open defects and obtained the complete defect coverage. Gomez et al. [10] used the commercial tool to build a flow from layout extraction to Automatic Test Pattern Generation (ATPG) for interconnect open defect.
For diagnosis of open-defects, several previous works took the physical information into account. Huang [3] proposed a diagnosis flow which focuses on single interconnect-defect assumption and uses inject-and-evaluate paradigm for diagnosis to achieve high accuracy. Zou et al. [4] further considered the Byzantine effect with physical information for single open-defect diagnosis. Recently, Kao et al. [11] targeted multiple open-segment defects and proposed a diagnosis flow which uses the falling patterns to formulate constraints for Integral Linear Programming (ILP) solving and derives the fault tuples automatically.
Previous researches about open-segment defects mainly focus on the testing and diagnosis perspectives and have not properly addressed the diagnosability of test patterns. The test set with high defect coverage does not necessarily lead to good diagnosability. Besides, from the test-patterngeneration point of view, an interconnect open involves complicated constraints subject to coupling wires from the physical layout and the threshold voltages of driven gates from the design library. From diagnosis point of view, the inefficiency and inaccuracy of previous diagnosis algorithms also can be improved. Therefore we are motivated to consider all these issues and develop a framework including diagnostic test-pattern generation (DTPG) and its diagnosis flow in the paper.
The rest of this paper is organised as follows. In Section 2, we first introduce the fault model of open-segment defects. In Section 3, a high-resolution diagnostic framework is proposed and consists of two stages: (i) DTPG and (ii) the diagnosis flow. Section 3 shows the experimental results including comparison on diagnosis resolution between random patterns, 5-detect stuck-at patterns and our diagnostic patterns on a variety of ISCAS'85 benchmark circuits. Finally, we draw our conclusion and outline future works in Section 5.
Fault model of open segments
In this section, we first introduce the fault model of open segments used for later test-pattern generation and diagnosis. Several fault models of open defects were proposed in previous researches [4, 7, 12] and throughout this paper, we use the one in [7] that describes the opensegment fault considering the physical information. As shown in Fig. 2 , the floating-node voltage V f can be formulated into
where Q t is the initial trapped charge of the floating node and C gnd is the capacitance between floating node and ground. C 0 and C 1 are the sums of the capacitances of wires with logic-1 and logic-0, respectively. The values of C 0 and C 1 can be further decomposed into the following equations
where C vdd and C gnd are the capacitances between the floating node and the power, and between the floating node and the ground, respectively. C n0 and C n1 are the lumped capacitances between floating node and its neighbouring wires with logic 0 and logic 1, respectively. C i0 and C i1 are the internal capacitances inside the driven gate. However, trapped charge Q t and internal capacitances, C i0 and C i1 are typically hard to predict. Moreover, process variation also makes parasitic capacitances extracted from physical layout unpredictable. Therefore we use a simplified model similar to [3, 7, 13] by assuming that the parasitic capacitances between the open segment and its neighbouring segments are the dominant factors to determine the voltage value on the floating node and Q t can be dropped. Accordingly, the value of C 0 and C 1 can be approximated by
where L 0 and L 1 denote logic-0 and logic-1 respectively. Given a floating-node voltage V f and related information of one driven gate g, that is, the threshold voltage
, its logic value v g is regarded as with logic-1. Otherwise, it is with logic-0, that is
To take Fig. 1b for example, suppose that V t2 , V t3 and V t4 denote the threshold voltages for G 2 , G 3 and G 4 , respectively, and the coupling condition comes a floatingnode voltage V f , where
is open, G3 and G 4 will receive logic-1 and G 2 will receive logic-0. If the segment S 2 is open in Fig. 1b under the same voltage condition, G 2 and G 3 are with logic-0 and logic-1, respectively, but G 4 is not affected and keeps the correct value as the output of G 1 . Therefore for segment S 1 , the possible fault combinations include (G 2 , G 3 , G 4 ), (G 3 , G 4 ) and (G 4 ) whereas for segment S 2 , its possible fault 
High-resolution diagnostic framework
A high-resolution diagnostic framework is proposed on the basis of the above open-segment fault model in this paper. Two stages are included: (i) DTPG which applies a modified branch-and-bound search from [13] with a SAT solver to generate unique patterns for each single opensegment for the given circuit and (ii) a dictionary-based diagnosis which is built upon the inject-and-evaluate analysis and can reduce the number of fault candidates greatly.
Diagnostic test-pattern generation
Based on the open-segment fault model, our diagnostic framework first starts the DTPG stage as shown in Fig. 3 . Note that, a pre-processing step builds an open-segment list for DTPG in which all structurally untestable defects are removed. Here structurally untestable defects denote those target segments with no neighbouring wires as aggressors in the physical layout so that they remain unknown and cannot be tested. Traditional ATPG approaches [7, 13] target each single segment as a defect location and aims to generate patterns to ensure the correctness of the given circuit. However, many different defect conditions may result in the same output syndrome and make diagnosis difficult. Therefore we use a different viewpoint and indirectly target each driven gate of the open segment instead of the segment itself directly to avoid ambiguities of repeated output syndromes. Our idea, illustrated in Fig. 4 , is not only to reduce the fault number but also to improve the diagnosis resolution. Gate G 1 is connected with three driven gates, G 2 , G 3 and G 4 and the logical interconnect can be divided into five segments, S 1 , S 2 , S 3 , S 4 and S 5 . Since previous ATPGs in [7, 13] ), where m denotes the number of segments and n denotes the number of gates in the circuits, whereas m ≫ n in most circuits. The decreasing number of fault candidate helps to reduce the cost to explore diagnostic test patterns and also improve the resolution as open-segment diagnosis.
In the DTPG stage, besides a fault can activate on the segment, it should be able to propagate towards primary outputs. Therefore our DTPG flow consists of three major components: (i) fault activation, (ii) fault propagation and (iii) robustness checking.
Fault activation:
Since the occurrence of opensegment fault depends on its neighbouring wires, a branchand-bound searching strategy is proposed in [7] to find an input pattern according to different combinations of coupling conditions. Before the branch-and-bound search starts, the logic value of target segment needs to be decided first. Spinner et al. [7] chose logic-1 first and then logic-0 to decide the logic value of target segment in DTPG (denoted by 1 0). That is, the branch-and-bound method first searches the input pattern by setting the target segment as logic-1. If one input pattern can be found, DTPG continues to process another fault candidate; otherwise, the target segment is set as logic-0 and starts searching. On the other hand, if no input pattern can be found in both rounds, the target fault is marked as redundant.
The search strategy affects the efficiency of DTPG. Since the 1 0 search strategy is not necessarily the best way for DTPG, three more strategies are also cross-compared and incorporated: (i) 0 1 where logic-0 is first justified and then logic-1; (ii) 'controllability' from testability analysis [14] where the controllability values of the coupling wires for the target segment can determines the expected logic value of the target segment to be justified; (iii) 'observability' from [14] where the observability value of the target segment determines the logic value to be justified.
Four searching strategies are conducted on four small ISCAS85 circuits and the average runtime of searching the input patterns for all fault candidates are listed in Table 1 . The first column shows the name of the circuits and columns 2, 3, 4 and 5 show the runtime in seconds for the 1 0, 0 1, observability and controllability strategies, respectively. As we can see, both 1 0 and 1 0 strategies are not necessarily superior whereas the observability strategy and controllability strategy yield comparable results. Especially when the circuit size goes larger, both the observability and controllability strategies obtain better efficiencies over the 1 0 strategy. Therefore the controllability strategy is chosen to be incorporated in our DTPG for the simplicity of computation. After choosing the logic value for the target segment, the branch-and-bound search strategy starts to generate the diagnosis test pattern. It sorts the neighbouring wires by comparing their coupling-capacitance values first, and assigns the logic values in this order. We first intend to decide the logic value of the coupling wire with a large capacitance, which can save time on the exploration of the coupling tree, and then derive the coupling wire combination quickly. Fig. 5 shows such an example. If gate G 1 has five neighbouring wires N 1 -N 5 with their couplingcapacitance ranking as C N5 . C N2 . C N3 . C N4 . C N1 , then the coupling tree will have the wire order N 5 N 2 N 3 N 4 N 1 to assign logic values for the target segment between G 1 and G 2 .
After having the order for logic-value assignments on neighbouring wires, the next step of DTPG aims to find a feasible combination of all coupling wires to induce a proper floating-node voltage. For example, if we use logic-1 to be justified according to controllability analysis, a legal coupling-wire combination should result in a bigger voltage V f than the threshold voltage of the target driven gate. Given the threshold voltage of G 2 is V thres G 2 = 0.85 V, two examples for assignments are shown in Fig. 6 . As only N5 is assigned logic-1 in the first example, the floating-node voltage is 0.50 V and may not be larger than G 2 's threshold voltage. While both N5 and N3 are assigned logic-1 and N2 is assigned logic-0, the floating-node voltage can make G 2 receive faulty logic-1. Under this circumstance, a feasible coupling-wire combination is found.
DTPG checks whether such combination can be justified on the basis on the functionality of the circuit and applies a SAT solver for this purpose. If the solver returns SAT, an input pattern that can result in legal assignments of the coupling wires is found. If UNSAT is returned, the coupling-wire combination is infeasible.
Fault propagation:
Besides a fault can be activated on the segment, a successful DTPG also requires that such fault can propagate and can be observed at one or more outputs of the circuit. After activating the fault on the target segment, we then check the propagation constraint by SAT solving of the found coupling-wire combination over a miter circuit that combines the fault-free and faulty circuits. If SAT is returned, a legal pattern is found and successfully makes the faulty effect propagate to at least one output of the circuit. If UNSAT is returned, the faulty effect is blocked during the propagation and cannot be observed at any output. The next coupling-wire combination is then checked for fault activation.
At most 2n rounds of fault-activation and fault-propagation checking can be performed to find the set of legal input assignments, where n denotes the total number of neighbouring wires. Once 2n is reached without finding any legal pattern, this defect is claimed as 'pseudo-untestable'. Fig. 7 illustrates the exploration of the coupling tree for the same example used in Fig. 5 . Since there are five neighbouring wires, 2n is 10. A successful search is obtained during the sixth search where N5, N2 and N3 are assigned logic-0, logic-1 and logic-1, respectively. In other words, the coupling capacitance C N5 , C N2 , and C N3 are taken into consideration to generate diagnostic pattern for the target segment between G 1 and G 2 .
Robustness checking:
When a pattern is successfully generated, we need to check its robustness with silicon result. We use the pattern to run fault simulation, inject different defects and then check whether output responses match the expected values under such pattern. If yes, the pattern can be used for diagnosis. Otherwise, the pattern is removed. Fig. 8 illustrates an example. S 1 , S 2 and S 4 are injected an open and fault simulation runs with the pattern P for faulty G 2 , respectively. Assume that O 2 and 
Proposed diagnostic flow
After DTPG, the information about patterns and their output syndromes are collected. Under the single defect assumption, we can diagnose the faulty circuit by a diagnosis flow as shown in Fig. 9 to achieve high resolution. This flow mainly consists of two stages: (i) a 'dictionary'-based matching and (ii) an 'inject-and-evaluate' pruning. The first stage uses the fault dictionary to build a list of candidates whose output syndromes match the output responses on silicon. In the second stage, each candidate takes turn to be open and runs fault simulation over all patterns to see any inconsistency.
Dictionary-based matching:
The first stage starts from constructing a list of open-segment candidates for a dictionary-based matching. All faulty gate candidates can be obtained by matching the output responses from silicon and the output syndromes stored in the dictionary. As the proposed DTPG targets the faulty gate instead of the faulty segment directly, the faulty gate candidates are used to assemble the corresponding faulty segments. Fig. 10 shows an example where an open occurs on segment S 2 driven by gate G 1. Assume pattern P 2 , P 3 and P 4 target faulty gates G 2 , G 3 and G 4 according to the silicon results as shown Figs. 10a -c, respectively. As shown in Fig. 10d , since faults appear on G 2 and G 3 , S 2 is the only defect candidate among all segments.
Inject-and-evaluate pruning:
Multiple opensegment candidates can be obtained from stage one and then an inject-and-evaluate pruning is performed in stage two. During this stage, one defect candidate is chosen at a time for injection and run simulation with the physical information including the cell library and extracted RC values. At the end, whether a candidate is a true or not depends on the simulation result and the corresponding silicon output responses. If they are not mismatched, such defect candidate is eliminated. Otherwise, it remains in the defect pool for silicon inspection in the future.
Experimental results
Our experiments are conducted on the ISCAS'85 benchmark circuits where the RTL codes in Verilog, layouts and coupling capacitance information are available from TAMU websites [15] . All ISCAS'85 benchmark circuits are synthesised with a five-metal-layer TSMC 180 nm CMOS technology. The threshold voltage of each type of gate is determined through SPICE simulation. For DTPG, we use an open-source complete SAT solver, MiniSat 2.0 [16] , which is one of the best SAT solvers in practice. Table 2 shows the basic information of the gate level and physical benchmark circuits where the first column denotes the name of the circuits; the second column denotes the total number of nets; the third column denotes the number of nets with multiple fan-out stems from the total number of nets; the fourth column denotes the total number of segments according to the physical layouts of the circuits.
After the DTPG stage completes, every defect can be further classified into different categories and Table 3 shows the statistics. The first column shows the names of the circuits. The second column shows the number of 'structurally untestable' faults including those segments with no coupling wires according to the physical layout. The third column shows 'TPG-untestable' defects including those cases what no pattern can be generated after trying the 2n (pseudo-untestable) or all possible combinations (truly-untestable) of the coupling wires for the target segment. The fourth column shows the number of aborted defects which are defined as the generated patterns resulting mismatch output syndromes compared with those from the silicon output responses. The last column shows the numbers for successful defects where patterns can be successfully generated and assembled after our DTPG.
After generating diagnostic patterns and collecting the corresponding output syndromes, the diagnosis stage proceeds and Table 4 shows the experimental result. The first column represents the total runtime used for diagnosis. The second column shows the DTPG time to generate diagnostic patterns for all testable faults and the third column records the number of diagnostic patterns. The fourth column represents the total number of detected defects and the total number of candidate defects reported by our diagnosis algorithm. In our experimental settings, 100 random defects are injected onto all circuits but not all of them are testable. To take c432 for example, only 91 defects are testable and exact 91 candidate defects are reported by our diagnosis algorithm. The fifth column represents the diagnosis resolution which is computed as the total number of found candidates divided by the total number of injected testable defects. For example, the case with the resolution 1.00 means that our algorithm can find the exact defect on each defective sample of the circuit c432. The last column represents the total number of generated diagnostic patterns. Note that we have not yet applied any compaction or compression technique on the pattern set and thus pattern reduction can be one of the future directions of this work.
To fairly compare our diagnostic patterns and the diagnosis flow with other conventional random and 5-detect stuck-at patterns, a dictionary-based diagnosis flow consists of two steps: (i) the construction of fault dictionary and (ii) dictionary comparison. The first step applies the pattern set for simulation with the assistance of physical information against all possible open-segment defects. All the falling patterns (i.e. patterns that can result in erroneous outputs) and the related information including faulty driven gates, faulty segments and output syndromes are recorded to build a dictionary for diagnosis. The second step of the flow is to diagnose open defects with the built dictionary. We generate 100 sample circuits with random injection of defects. After defect injection, we run the simulation with physical information. Then we validate whether the defect dictionary matches the output responses from the physical simulation on each pattern. If yes, the count of defects increases by one. Otherwise, we skip and run the next pattern. If the count for one defect is equal to the expected value from the dictionary, such defect is saved as a true defect. Otherwise, it should be removed. Table 5 compares the dictionary sizes for random patterns, 5-detect patterns and our DTPG patterns and includes all information related to defects, patterns and their output syndromes. The total numbers of random patterns used in our experiments are 1000 while the 5-detect patterns are generated by a commercial tool TetraMax [17] . As a result, our framework yields a much smaller fault dictionary only 0.4 and 0.99% on average of dictionary sizes from random patterns and 5-detect stuck-at patterns, respectively.
After applying the reference diagnosis flow, we can further derive the two tables. Table 6 shows the diagnosis results for 5-detect stuck-at patterns whereas Table 7 shows the results for random patterns. Column 1 shows the circuit name and column 2 shows the runtime required by the diagnosis process. Column 3 reports the numbers of reported candidates and detected defects whereas resolution in column 4 is defined as the number of reported candidates divided by that of detected defects. Column 5 shows the total number of patterns used for diagnosis. By comparing Tables 6 and 7 with Table 5 , we can observe that the proposed diagnosis with the diagnostic patterns run much faster than the dictionary-based diagnosis using random and/or 5-detect stuck-at patterns. The numbers of detected defects in Table 4 is smaller than the other ones in Tables 6 and 7 on some cases. This is because of the limitation of the failure of SAT solving during the DTPG stage. Comparing the fourth column of Table 4 with those  of Tables 6 and 7 , our diagnostic patterns with the proposed diagnostic flow yields better resolutions near one candidate for defective samples of overall benchmark circuits.
Conclusions
When an open defect occurs on a segment of the circuit, physical characteristics of the circuit such as the layout and the cell library cause dynamic faulty behaviours under different input patterns. Such phenomenon is called the Byzantine effect which makes open-segment defects difficult to be detected. Previous researches about opensegment defects mainly focused on testing and the diagnosis techniques and did not address the diagnosability of test patterns properly. The test set with high defect coverage does not necessarily result in good diagnosability. Therefore we are motivated to develop a two-stage highresolution diagnosis framework including diagnostic TPG and its diagnosis flow in the paper.
The first stage for diagnostic TPG aims to generate patterns for all open-segment defects and consists of three steps: (i) finding a feasible coupling-wire combination, (ii) justifying a pattern conforming to the coupling-wire combination and (iii) validating output responses through physical simulation. Branch-and-bound search, controllability analysis and SAT solving techniques are integrated during this stage. Particularly, our indirect diagnostic TPG targets each driven gate of the open segment instead of the segment itself, and thus greatly reduces the pattern size as well as the runtime. Inject-and-evaluate pruning is also applied to remove those candidates that fail to match output responses on silicon.
Experiments are conducted on ISCAS'85 benchmark circuits and the result explains the effectiveness and efficiency of the proposed algorithm. For all benchmark circuits, only one candidate that exactly matches the injected defect is reported for most defective samples. Moreover, diagnosis runtime of our DTPG patterns is about 10× faster than that from conventional patterns. However, some aborted defects may escape from our diagnostic pattern set and thus become one focus of our future work. Other future directions may include (i) extending our DTPG algorithm to handle multiple defects, (ii) applying compaction and compression to further reduce the pattern size and (iii) considering the process variation in the opensegment model for the DTPG flow.
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