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Multipolaron solutions were studied in the framework of the Holstein one-dimensional molecular
crystal model. The study was performed in the continuous limit where the crystal model maps into
the nonlinear Schro¨dinger equation for which a new periodic dnoidal solution was found for the
multipolaron system. In addition, the stability of the multi-polaron solutions was examined, and it
was found that cnoidal and dnoidal solutions stabilize in different ranges of the parameter space.
Moreover, the model was studied under the influence of nonlocal effects and the polaronic dynamics
was described in terms of internal solitonic modes.
Nonlinear phenomena are ubiquitous to our everyday
experience and among them are hydro- or magnetohydro-
dynamics, plasma physics, oceanography, metereology as
well as new areas as nonlinear optics, elementary particle
physics and condensed matter physics [1–4]. During the
last decades, it has widely been recognized in many areas
of physics that nonlinearity can turn into a fundamentally
new phenomena which cannot be constructed via pertur-
bation theory and new mathematical tools are required.
The polaron concept which describes a carrier interact-
ing with the lattice vibrational degrees of freedom is un-
doubtedly a good illustration of this principle [5]. This
fascinating object is the fundamental interest for both
physics and mathematics, indeed fortifying the basal re-
lationship of the two disciplines [6, 7].
In earlier works, it has been shown that the tight-
binding polaron Hamiltonian can be mapped into a Non-
linear Schro¨dinger Equation (NLSE) [1, 8]. The tree of
NSLE solutions ranges from plane waves to Jacobi el-
liptic functions [3, 4]. Numerical simulations of the
NLSE reported complex behavior of the system which
at certain parameters stabilizes as periodic cnoidal-like
waves [4]. Remarkably the chaotic and stochastic be-
haviour reported for this class of systems [12] refers to
the famous Fermi-Pasta-Ulam [13] problem. In contrast
to the majority of early theoretical models considering
a local character of the electron-phonon effects, there
have recently been studies reporting on 1D single polaron
motion [14, 15] that exhibit a high impact of the non-
local nonlinear effects within Holstein’s molecular crys-
tal model. Thus, in the case of strong nonlocal nonlin-
earity, new states can emerge as, for example, chaoti-
cons which exhibit both chaotic and soliton-like proper-
ties [16]. Moreover, external perturbations induced by
nonlocal effects also destroy the complete integrability
of the NLSE and consequently, the elastic nature of the
interaction among solitons breaks down. The inelastic
collision, as described in Klein-Gordon type models, can
be explained in terms of the internal solitonic mode ex-
citations [17]. In condensed matter physics, the internal
modes can be attributed to phonons coupled to the lo-
calized electron state [18].
In this letter, we present an analysis of the solution
hierarchy of the continuous NLSE in the case of the 1D
polaron model. We report on modulation instability of
periodic solutions and analyze the families of solutions
obtained using the G’/G expansion method [5]. Mod-
elling the system behaviour with a finite, extended nonlo-
cality term, highlights the behaviour of the nonintegrable
model and its nobel dynamics based on the excitation of
internal modes of the solitonic solutions.
We start from the electron-lattice Hamiltonian in the
frame of the Holstein molecular-crystal model [1]:
H =− j∑n a†n(an+1 + an−1)−∑n 12Mω20x2n (1)
− g∑n xna†nan +∑nWna†nan
where a†n and an denote electronic creation and annihi-
lation operators of the n-th site, respectively. The first
term stands for electrons hopping between lattice sites,
in a tight-binding description, with the nearest-neighbor
overlap integral j. The second term describes the lattice
part of the Hamiltonian in the adiabatic limit. In this
description each nucleus with mass M, harmonically os-
cillate around the stationary mass center with Einstein
frequency ω0 and deviation xn, estimated with respect to
the equilibrium interatomic separation. The third term
describes the electron-lattice interaction with the char-
acteristic coupling constant g. Finally, the nonlocal term
Wn(x1, ..., xn) is assumed to be taken in the form of the
Po¨schl-Teller potential [2].
Following Holstein’s seminal paper [1], the full elec-
tronic wave function is expressed as |Ψe〉 =
∑
an |n〉 and
hence the electronic amplitude is defined as an = 〈n|Ψe〉.
Reformulated in the electronic amplitudes and minimised
with respect to the ionic displacements near its equilib-
rium point for a nonlocal model as described by Eq. (1),
the vibration coordinates are Xn = Υn|an|2 with Υn =
g−W ′n
Mω20
[1, 3, 4] (W ′n stands for a partial derivative over n).
ar
X
iv
:1
70
6.
09
27
3v
1 
 [c
on
d-
ma
t.s
tat
-m
ec
h]
  2
6 J
un
 20
17
2-20
-10
 0
 10
 20
ε 
(e
V
)
 20
 60
 100
 140
-θ
2  
(M
H
z2
)
-1.5
0
1.5
0.2 0.4 0.6 0.8 0.2 0.4 0.6 0.8
m m
a) b)
c) d)
e) f)
-θ
2  
(H
z2
)
ε(сn) ε(dn)
Re(-θ2(сn))  Re(-θ2(dn))
Im(-θ2(сn))  Re(-θ2(dn))
2 eV
250 eV
20 eV
2 eV
250 eV
20 eV
Figure 1. (Color online) The energy of the localized electron
ε (see Eq. (4)) as a function of m parameter, for cnoidal a),
and dnoidal b) solutions. Calculations are done for the chain
length 2η = 40. Green-blue color shift of the curves identifies
different values of g
2
Mω20
in the realistic range 2-250 eV [4, 14],
(see colorbars). Computed band structures for −θ2 with re-
spect to m are illustrating solution stability for cnoidal (c),
e)) and dnoidal (d), f)) solutions. In case of the cnoidal solu-
tion the real part of −θ2(cn) c) remain positive with nonzero
imaginary part e). In case of the dnoidal solution we present
only the real part of the −θ2, so that the imaginary part is
being neglected throughout the whole range of computational
parameters. Detailing on the dnoidal solution stabilization,
we show upper d) and lower f) branches of −θ2(dn) using dif-
ferent scales for y-axis. Results are obtained for Q=0.1 (solid
lines) and Q=0.5 (dotted lines). The values of Q parameter
correspond to different Bloch envelopes of the periodic per-
turbation (for more details see text).
In the continuum limit, the Schro¨dinger-type eigenvalue
problem, in Eq. (1), can be mapped into a NLSE-type
of equation (for further details see Supplementary Note
S1 [21]):
j
∂2an
∂n2
+ gΥn |an|2 an − (ε+Wn)an = 0 (2)
where the energy of the localized electron ε = −E +
1
2
∑
Mω20X 2n − 2j is defined in terms of the minimized
total energy E of the 1D chain. Notice that an represents
the continuous extension of the electronic amplitude an.
Index n in this case indicates that an is a function of n,
a continuous variable.
In the absence of nonlocality (Wn = 0), Eq. (2) has sev-
eral hierarchies of solutions like the self-trapped solitonic
solution in the case of electronic states decaying at infin-
ity (an → 0 as n → ∞) [1, 3], non-decaying Bloch-like
solutions [1] and other periodic and solitonic solutions
that are derived in Supplementary Note S2 by using the
G’/G method [5]. Among the periodic solutions, it is
worthy to emphasize the solutions given by Jacobi ellip-
tic functions as the already reported cnoidal solution [3]
and also, a previously not discussed, dnoidal solution:
a(cn)n =
m
1
2 ζ(cn)
(2σ)
1
2
cn
[
ζ(cn)n,m
]
; ζ(cn) = (
ε
j
)
1
2
1
|2m− 1| 12
a(dn)n =
ζ(dn)
(2σ)
1
2
dn
[
ζ(dn)n,m
]
; ζ(dn) = (
ε
j
)
1
2
1
(2−m) 12
(3)
where σ = g
2
4Mω20j
. The parameter m ∈ [0, 1] is equal
to the square of the modulus of the elliptic function
(superscripts (cn) and (dn), hereafter, denote quantities
describing cnoidal and dnoidal solutions, respectively).
Additional information about the derivation of the new,
dnoidal solution is included in Supplementary Note S3.
By using the normalisation condition
∫ |an|2dn = 1 and
introducing σ˜ = g
2K
8Mω20η
, where η stands for half of the
chain length, the energy of the localised electron for the
two solutions results in (Fig. 1a),b)):
ε(cn) = σ˜
2m− 1
E −m′K ; ε
(dn) = σ˜
2−m
E
. (4)
Here E and K represent the elliptic integral of the
first and second kind, respectively while m′ = 1 − m.
Both solutions have limits where the main function col-
lapses either into a harmonic function (Jacobi cn(u,0))
and constant (Jacobi dn(u,0)) or into a solitonic solu-
tion (m = 1). Moreover, both solutions converge to the
multi-noninteracting soliton solution at m→ 1 [3] among
which the charge carrier has been spread over.
In order to further clarify the behavior of the multipo-
laronic system we suggest the following stability analysis
of the cnoidal and the new, dnoidal solution. The starting
point is the local, time-dependent analogue of Eq. (2) :
i~
∂an
∂t
+ j
∂2an
∂n2
+ gΥ |an|2 an −Wan = 0. (5)
The parameter Υ = gmω0 and the last term on the left
hand side of Eq. (5) stands for an external homogeneous
potential (see Supplementary Note S4). According to the
Lyapunov’s Direct Method the asymptotic stability of a
dynamical system can be examined by applying a weak
perturbation to the linearized system near its equilib-
rium. Guided by this method, we consider the perturbed
solution of Eq. (5) in the form of a traveling wave func-
tion A(f(ξ) + φ1(ξ, τ) + iφ2(ξ, τ))e
i(A2−k2)τ+ikx. In this
description A is the wave amplitude, 2k has the mean-
ing of the wave velocity, ξ = A(x − 2kτ) and τ = j~ t
are new spatial and time variables. In the ansatz, f(ξ)
stands for an unperturbed, periodic kernel which solves
the stationary NLSE, Eq. (5). The perturbation is expo-
nentially factorized by time as φ1,2(ξ, τ) = φ1,2(ξ)e
A2θτ ,
3where θ denotes the instability increment of the sys-
tem. To calculate the instability increment we have em-
ployed a methodology previously suggested in plasma
physics in order to study modulation instability of the
periodic waves [10]. The stationary part of the per-
turbation is considered in the form of the Bloch waves
φ1,2(ξ) =
∑
q f(ξ)e
iqξ. Moreover, the periodic kernel in
this description is given in the form f(ξ) =
∑
n Cne
inq0ξ,
where Cn are the coefficients of the Fourier expansion.
We have also introduced parameter Q = q/q0, where q
and q0 are main numbers of Bloch envelop and periodic
solution f(ξ), respectively. The stability analysis, in the
framework of this method has been performed in terms of
the infinite dimensional matrix Θmn [23] which satisfies
the following eigenvalue problem
∑
n CnΘmn ≡ −θ2Cm.
Therefore, −θ2 with respect to m and Q parameters forms
a band structure. The condition of the stability in terms
of the matrix eigenvalues is satisfied when −θ2 ∈ R+. In
case of −θ2 ∈ R− or −θ2 ∈ C the system instability ex-
ponentially diverges with time (see also Supplementary
Note S4).
Based on the obtained −θ2(cn) and −θ2(dn), the sta-
bility of both solutions is described as follows: in the
case of m . 0.24 only cnoidal solution remains stable
(see Fig. 1c) and Fig. 1e)). In this region all branches of
−θ2(cn) remain real and positive, however lower −θ2(dn)
branches lie in the region of negative values (Fig. 1f)).
Moreover the energies of a localized electron for cnoidal
solution, in this region of m are negative (Fig. 1a))
and significantly lower than those for dnoidal solutions
(Fig. 1b)). In the range of m & 0.24, the imaginary part
of −θ2(cn) diverges at both values of the parameter Q
(at Q=0.1 there are two branches and at Q=0.5 only one
branch, more detailed dispersion curves for −θ2(cn) and
−θ2(dn) are presented in Supplementary Note S5). In
this parameter region, the cnoidal solution is unstable.
Around the pole at m = 0.5 the instability exhibits expo-
nential growth. At the same time at critical m = 0.5 the
electron localization energies ε(cn) change sign and pass
into the region of positive values. It is notable that the
dnoidal solution has no singular points throughout the
whole range of m parameters and can be considered as an
universal solution. The next notable region is m & 0.75
where the real part of −θ2(dn) (Fig. 1d) and Fig. 1f))
becomes positive and the dnoidal waves stabilize. Fur-
ther, at m→ 1 the instability of the cnoidal solution also
monotonically reduces and hence the periodic solutions
converge to the robust stable soliton solution.
Now, gradually increasing the complexity of the prob-
lem we consider a nonlocal form for the overlap integral
and an inhomogeneous nonlocality. Using a single-site
diatomic potential taken in the form of the Po¨schl-Teller
potential (Supplementary Note S1), the nonlocal term
and hopping integral can be recast in the form
Wn = −
∑
p 6=n
γ2nVp
∫ η
−η
sech4
(
x− xn
βa
)
sech2
(
x− xp
βa
)
dx
jnm = −γ2nVn
∫ η
−η
sech2
(
x−xm
βa
)
cosh4
(
x−xn
βa
) dx (6)
where Vp is the height of the potential at site p, a is the
lattice constant and β is the parameter accounting for the
number of neighbouring shells over which the potential
is spread over. Moreover, γn represents the maximum
of the single-site electron wave function. Since the non-
local term represents a small perturbation with respect
to the rest of energy terms described in the hamiltonian
of Eq. (1), it is reasonable to define an unique hopping
constant for the whole system as j˜ = 〈∑δ jnδδ2〉n where
jnδ stands for the hopping to the arbitrary δ-th nearest
neighbour with respect to n-site and 〈...〉n denotes the
average value over n-sites. Consequently, the extended
time-dependent continuous nonlocal NLSE correspond-
ing to Eq. (2) reads as
i~
∂an
∂t
+ j˜
∂2an
∂n2
+ gΥn |an|2 an− (ε+Wn)an = 0. (7)
The standard NLSE belongs to the class of completely
integrable differential equations, for which an infinity of
invariants or conservations laws can be obtained by us-
ing, for example, the inverse scattering method [24] or
Lax Theory [25]. Fully integrability is a necessary condi-
tion to apply any of these methods to Eq. (7). A simple
way to determine the integrability of Eq. (7) is based on
the Painleve´ test [26]. Passing the Painleve´ test is neces-
sary, but not sufficient condition for having the Painleve´
property which is defined as the absence of movable criti-
cal points or singularities of the solutions of any ordinary
differential equation (ODE). It was conjectured that any
ODE satisfying the Painleve´ property is also fully inte-
grable [27]. A necessary condition for Eq. (7) to pass
the Painleve´ test is that j(gΥn)
2 = A(t), where A(t) is
a time-dependent function [28]. Equation (7) does not
meet this requirement because Υn is not only a time-
dependent but also an spatial-dependent function via n
and consequently, Eq. (7) is nonintegrable. When the
non-integrable perturbation Wn is small, the equation
becomes nearly integrable and still can be solved analyti-
cally in a perturbative fashion [27]. In general, if the non-
local term is big enough and perturbation theory is not
applicable, a numerical method can be used instead to
get the solution of Eq. (7) and this is the choice adopted
here.
After numerically solving the extended time-dependent
continuous NLSE for a 1D chain with periodic boundary
conditions, we obtain the time-evolution of two localised
Gaussian perturbations located at positions n = 5 and
4Table 1. Realistic material parameters are taken according
to Ref. [4] and used to solve numerically Eq. (7). j and energy
parameters are given in eV while coupling parameters
√
M ω0
and g are given in eV0.5A˚−1 and eVA˚−1, respectively.
Structural energy-dependent
parameters parameters
Parameter value Coupling value Energy value
a 1 j 1.17 γn 0.164
β 2
√
M ω0 3.87(1.29) · 10−2 ε 10
η 20 g 0.05 Vp 1.916
n = −5 (Fig. 2). Thus, the initial condition for solutions
to Eq. (7) read as
an(t = 0) =
1
2
(
e−(n−5)
2
+ e−(n+5)
2
)
. (8)
With the aim to emphasize the influence of the nonlo-
cal term, in Fig. 2a)-c) we plot solitonic and unfocused
solutions for a moderately weak nonlocal term, respec-
tively while in Fig. 2b)-d) we plot the same solutions
but with Wn = 0. We denote hereafter solutions with
Wn = 0 as standard solutions. Notice that we used the
same material parameters for calculating both kind of
solutions of Eq. (7) with the only exception that for the
unfocused solution, the nonlinear term was kept bigger
(
√
M ω0 = 3.87 · 10−2 eV0.5A˚−1) than the one for the
solitonic solution (
√
M ω0 = 1.29 · 10−2 eV0.5A˚−1). It
is also worthwhile to mention that localized electron en-
ergy ε had the same numerical value, for the solution
with and without nonlocal term, as indicated in Table 1.
Mathematically this approximation is valid when non-
local perturbations Wn are slowly changing in space, so
that, the derivative of W ′n is almost a constant. As shown
in Fig. 2, the consequence of the nonlocal term is an
asymmetry of the solution with respect to the spatial
dimension. Moreover, the nonlocal solution clearly de-
viates from the standard solution as time evolves. For
example, when nonlocal effects are included, the colli-
sion of solitons ceases at about 50 fs in Fig. 2a) while it
takes longer time for the standard solution, around 300
fs. Thus, this demonstrates, that even for moderately
small values of the nonlocal term, its effects are con-
siderable, particularly for longer periods of time. This
is also clearly shown in Fig. 2c)-d) where in the time
range from 700 to 800 fs, the nonlocal solution gets more
asymmetric than the standard one (see also Supplemen-
tary Note S6, Fig. S7). The asymmetry is corroborated
through the Υn term in Eq. (7) which has a functional
dependence on W ′n, an odd function with respect to the
spatial coordinate (Supplementary Note S7, Fig. S8).
The time evolution and consequently the asymmetry of
the nonlocal solution depends strongly on minute varia-
tions of γn and Vp parameters (see Supplementary Note
S8, Fig. S9).
d)c)
Figure 2. (Color online) Time evolution of two localised
Gaussian perturbations described by the extended time-
dependent continuous NLSE. In a) and c), we plot the square
of the electronic amplitude (|an|2) indicated by the colour bar,
as a function of the diatomic coordinates under the influence
of a nonlocal perturbation for the localised soliton-like and
unfocused solutions, respectively. In b) and d), we plot so-
lutions with the same parameters as in a) and c) but for a
time-dependent continuous NLSE in the absence of nonlocal-
ity (standard solution).
Further, analyzing the time evolution of both excita-
tions in Fig. 2a)-b) one can see that both polarons oscil-
late with respect to the common center of mass and after
some time repel each other. In general polaron-polaron
interaction depends on the strength of the Po¨schl-Teller
potential and the distance between the polarons (Supple-
mentary Note S9, S10). In our case in the region with
atomic positions |n| > 5 (see Fig. 2a)-b)) the excitations
have an attractive interaction while in the inner region
(|n| < 5) the interaction between the excitations becomes
repulsive. Thus, the excitations turn into a bipolaron-like
oscillating bound pair. The behaviour is typical for the
biquadratic trinomial type of potential provided by the
first integral of NLSE equation. In the case of the ex-
tended time-dependent continuous NLSE equation, the
time evolution of the system is more complex. In this
case, we suggest that the system admits internal modes
(Supplementary Note S11). If the velocity or the energy
of the polaronic excitation is large enough, it may hap-
pen that the energy during the collision is transferred to
the internal mode. This situation gives rise to an inelas-
tic collision, and consequently, the two excitations escape
from their attractive potential well. Moreover, nonlocal-
ity adds additional effects to the behaviour of the sys-
tem. Its presence, interpreted as an external perturba-
tion, shortens the lifetime of the bound state as shown in
5Fig. 2a)-b). Since the internal modes refer to a localised
solution of Eq. (7), the energy in the polaron-polaron
collision is preserved. Thus, if the collision excites the
internal mode, a subsequent collision can de-excite it.
The NLSE equation is time-reversal invariant [29]. Con-
sequently, if both excitations come to a second collision
in which the phases of the internal modes of both po-
larons are coherent to the phases in a previous collision,
then the second collision will be the time reversal of the
first collision. The second collision will cancel out the
excitation of the internal modes so that both polarons
will recover enough kinetic energy to escape from the at-
tractive potential and break apart the bound state.
In summary, we have studied multi-polaron solutions
in the framework of the 1D Holstein model. We found
that the periodic solutions can stabilize in the certain
range of the parameters. We emphasize the importance
of the universal, dnoidal solution, which previously has
not been discussed. Moreover, the Holstein molecular
crystal model in the continual limit was extended and
studied under the influence of nonlocal effects. Partic-
ularly, we have observed that nonlocal effects influence
polaron-polaron collisions by inducing an inelastic scat-
tering via the excitation of internal modes. We show
that nonlocality forces the polaron dynamics to develop
the spatial asymmetry and delocalizes bound polaronic
states earlier in time than the standard solution.
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1Multi-polaron solutions, nonlocal effects and internal modes in a nonlinear chain
—Supplementary Material—
Supplementary Note S1: nonlocal extensions of the Holstein Molecular Crystal model
in the continuous limit.
Following Holstein’s seminal paper [1], we reformulate the model starting from the site-diagonal
Hamiltonian:
H = Hel +Hlat +Hel−lat +Hn−loc, (S1)
where
Hel = −j
∑
n
a†n(an+1 + an−1),
Hlat =
∑
n
(
p2n
2M
+
1
2
Mω20x
2
n
)
,
Hel−lat = −g
∑
n
xna
†
nan,
Hn−loc =
∑
n
Wna
†
nan.
The first term Hel describes tight-binding electrons with the nearest-neighbor overlap integral j.
The second term of the Hamiltonian, Hlat, describes 1D lattice of N identical diatomic molecules
with mass M and momentum operator pn ≡ (~/i)∂/∂xn. Nucleus harmonically oscillate around
the stationary mass center with frequency ω0 and deviation xn, with respect to the equilibrium
interatomic separation. In the zero-order adiabatic approach, assumed in the present work, the
vibrational term only remains to be considered. The next term, Hel−lat, stands for the electron-lattice
interaction with the characteristic coupling constant g. Finally, the nonlocal term Wn(x1, ..., xn),
in a simple picture, is assumed to be taken in the form of the Po¨schl-Teller potential [2]. This
term represents the perturbation on site n due to the presence of the other atomic sites. It can be
calculated, in the continuum limit, as the following Coulomb integral [1]:
Wn(x1, ..., xn) =
∫
| φ(x− na, xn) |2
∑
p6=n
U(x− pa, xp)dx (S2)
where φn ≡ φ(x − na, xn) are the “single-site” atomic electron wave functions, U is the single-site
atomic potential and a is the lattice parameter. As commented above, the atomic potential can be
modelled by using the Po¨schl-Teller potential given by:
U(x− pa, xp) = −Vp
cosh2
(
x−xp
βa
) (S3)
where Vp is the height of the potential, a is the lattice constant and β is the parameter accounting
for the potential overlapping with nearest neighbours.
For the single-site electronic wave function, we used a localised function as:
φ(x− na, xn) = γn sech2
(
x− xn
βa
)
(S4)
2Here, γn represents the maximum of the wave function. For simplicity, we used the same β parameter
for both U and φ since they are related to the overlapping of the electron wave function and this is
precisely what the Wn term is meant for. Consequently, it is expected that Wn will be proportional
to β. By inserting Eqs. (S3)-(S4) in Eq. (S2), the nonlocal term Wn can be recast in the form:
Wn = −
∑
p 6=n
γ2nVp
∫ η
−η
sech4
(
x− xn
βa
)
sech2
(
x− xp
βa
)
dx (S5)
where η represents half of the size of the 1D system, i.e. half of the number of diatomic molecules.
The overlap integral between neighbouring diatomic molecules is defined, in the continuum limit,
as:
j(xn, xm) ≡
∫
φ∗(x− na, xn)U(x− na, xn)φ(x−ma, xm)dx (S6)
Using the same picture as described above and assuming for simplicity that γn = γm, then the
hopping integral can be recast in the following form:
j(xn, xm) = −γ2nVn
∫ η
−η
sech2
(
x−xm
βa
)
cosh4
(
x−xn
βa
)dx (S7)
In order to ensure that the boundary conditions of the chain of diatomic molecules are periodic,
we take a finite chain in the range [-η,η] but we still allow interaction of the edge molecules with
neighbouring atoms outside of the chain.
The general Hamiltonian, as defined in Eq. (S1), projected onto a single-electron state solves the
following eigenvalue problem:
Ean = 1
2
∑
m
Mω20x
2
man − gxnan +Wnan − j(an−1 + an+1). (S8)
We multiply Eq. (S8) by a complex-conjugated amplitude a∗n and sum on over all sites (here we
employ normalisation condition
∑
n |an|2 = 1). The procedure leads to an expression for he total
energy:
E = 1
2
∑
m
Mω0x
2
m −
∑
n
gxn |an|2 +
∑
n
Wn |an|2 −
∑
n
j(an+1 + an−1)a∗n. (S9)
A further differentiation over a given atomic site position, xn, neglects the nearest-neighbour
electronic terms:
∂E
∂xn
= Mω20xn − (g −W
′
n) |an|2 , (S10)
and near the equilibrium point leads to an important analytical relation expressing dependency of
the electronic and lattice degrees of freedom:
Xn = (g −W
′
n)
Mω20
|an|2 , (S11)
where Xn is the atomic position and an is the solution of Eq. (S8) for the minimum energy E .
Substituting Eq. (S11) into Eq. (S8), we obtain an electronic discrete Schro¨dinger-type equation:
Ean = 1
2
∑
m
Mω20X 2man − g
(g −W ′n)
Mω20
|an|2 an +Wnan − j(an−1 + an+1). (S12)
3After introducing the convenient substitution: ε = −E + 1
2
∑
Mω20X 2n − 2j, Eq. (S12) takes the
following form:
j(an−1 − 2an + an+1) + g (g −W
′
n)
Mω20
|an|2 an − (ε+Wn)an = 0. (S13)
In the continuum limit, an is assumed to be a differentiable function of the continuous position
variable n:
an±1 = an ± ∂an
∂n
+
1
2
∂2an
∂n2
. (S14)
In the case of the strongly localised wave function (Wn = 0 as β → 0), the approach turns Eq. (S13)
into the so-called classical continuous nonlinear Schro¨dinger equation (CNLSE) [1, 3, 4]:
j
∂2an
∂n2
+
g2
Mω20
|an|2 an − εan = 0. (S15)
Interestingly, the first term in Eq. (S15) can be generalised for the case of the higher order overlap
integrals. We found that, in the continuum limit, for the case of hopping to the arbitrary δ-th nearest
neighbour:
jδan+δ + jδan−δ = jδ(2an + δ2
∂2an
∂n2
). (S16)
It is easy to prove that in the case of the first-nearest neighbour (δ = 1), this relation converges
to Eq. (S14):
jan+1 + jan−1 = j(2an +
∂2an
∂n2
). (S17)
Thus, accounting for δ-nearest neighbours, we finally reformulate the problem in terms of the
extended CNLSE with variable coefficients:∑
δ
jδδ
2∂
2an
∂n2
+ g
(g −W ′n)
Mω20
|an|2 an − (ε+Wn)an = 0 (S18)
where we have disregarded the functional dependence of the functions for the sake of simplicity.
Finally, the extended time-dependent CNLSE with variable coefficients already discussed in the
main text of the manuscript is obtained after adding the time-dependent derivative:
i~
∂an
∂t
+
∑
δ
jδδ
2∂
2an
∂n2
+ g
(g −W ′n)
Mω20
|an|2 an − (ε+Wn)an = 0. (S19)
4Supplementary Note S2: Exact solutions of the one-dimensional extended time-
dependent nonlinear Schro¨dinger equation by using the G’/G expansion method.
The G
′
G
-expansion method was first introduced in Ref. [5] and it is extensively used to search
for several exact solutions of time-dependent nonlinear equations [6, 7]. The method is based in
linearising the solution in the travelling wave ansatz. Mathematically, the current method maps
the nonlinear equation into a second order differential equation with constant coefficients and the
problem is reduced to a simple algebraic computation. Further details about the method can be
found in Ref. [5].
Let us then start by considering the one-dimensional extended time-dependent nonlinear
Schro¨dinger equation (NLS) with constant coefficients
i
∂φ(x, t)
∂t
+R
∂2φ(x, t)
∂x2
+ S|φ(x, t)|2φ(x, t)− Tφ(x, t) = 0 (S20)
where R, S and T are real constant coefficients and φ(x, t) represents the electron wave function at
the position x and time t. As the NLS equation is complex, we look for a solution factorised as:
φ(x, t) = A U(x, t)ei[(A2−k2)t+kx] (S21)
where A is the amplitude of the wave function, k represents the wave vector and U(x, t) is a complex
function. Now inserting Eq. (S21) in Eq. (S20), taking the appropriate derivatives of φ and after
some algebra, Eq. (S20) can be recast in the form:
i
∂U(x, t)
∂t
+R
(
∂2U(x, t)
∂x2
+ 2
∂U(x, t)
∂x
ik
)
+ S U3(x, t)
+(k2 − T − A2 −Rk2) U(x, t) =0 (S22)
Now, by using the travelling wave ansatz, we define ξ = x
R
−2kt so that U(x, t) = U(ξ). Consequently,
Eq. (S21) can be written in terms of the new variable ξ as:
1
R
d2U(ξ)
dξ2
+ S U3(ξ) + (k2 − T − A2 −Rk2) U(ξ) = 0 (S23)
finally, the equation can be simplified as:
d2U(ξ)
dξ2
+RS U3(ξ) + ν U(ξ) = 0 (S24)
where ν = Rk2−RT −RA2−R2k2. Applying now the G′/G-expansion method to Eq. (S24), we first
have to consider the homogeneous balance between the highest order nonlinear term and the highest
order derivative of U(ξ) in Eq. (S24), so that, here n=3-2=1. In the G′/G-expansion method, the
travelling wave solution U(ξ) can be linearised and expressed by a polynomial in powers of G′/G as:
U(ξ) =
n∑
i=0
ai
(
G′(ξ)
G(ξ)
)i
(n=1)
= a0 + a1χ(ξ) (S25)
Here we use the notation χ(ξ) = G
′(ξ)
G(ξ)
and G(ξ) satisfies the second order ordinary differential
equation:
G′′(ξ) + λG′(ξ) + µG(ξ) = 0 (S26)
5where a0, a1, λ and µ are constants. After calculating the first and second derivatives of U with
respect to ξ and by inserting Eq. (S26) in the derivatives, the second derivative of U turns into:
d2U(ξ)
dξ2
= a1
(
λµ+ (λ2 + 2µ)χ(ξ) + 3λχ2(ξ) + 2χ3(ξ)
)
(S27)
By using Eq. (S27) and Eq. (S25) in Eq. (S24), we obtain the following polynomial sorted in terms
of χ :
a1λµ+RSa
3
0 + νa0 +
(
ai(λ
2 + 2µ) + 3RSa20a1 + νa1
)
χ
+
(
3a1λ+ 3RSa0a
2
1
)
χ2 +
(
2a1 +RSa
3
1
)
χ3 = 0 (S28)
Equation (S28) is fulfilled when the coefficients of the polynomial are taken to zero, thus we end
up with a system of 4 equations:
a1λµ+RSa
3
0 + νa0 = 0 (S29)
a1(λ
2 + 2µ) + 3RSa20a1 + νa1 = 0 (S30)
3a1λ+ 3RSa0a
2
1 = 0 (S31)
2a1 +RSa
3
1 = 0 (S32)
The corresponding set of solutions are:
Solution 1) Trivial solution:
a1 = 0 = a0 or a1 = 0 for any a0 constant (S33)
All remaining solutions are non-trivial with a1 6= 0.
Solution 2)
a1 = ±i
√
2
RS
; a0 =
−6 13ν +
(
∓9iλµ+√(6ν3 − 81λ2µ2) ) 23
2
1
6 3
2
3
√
RS
(
∓9iλµ+√(6ν3 − 81λ2µ2) ) 13 (S34)
Solution 3)
a1 = ±i
√
2
RS
; a0 =
− 3√24ν + (−2) 23
(
∓9iλµ+√(6ν3 − 81λ2µ2) ) 23
2
5
6 3
2
3
√
RS
(
∓9iλµ+√(6ν3 − 81λ2µ2) ) 13 (S35)
Solution 4)
a1 = ±i
√
2
RS
; a0 =
− 3√6ν +
(
∓9iλµ+√(6ν3 − 81λ2µ2) ) 23
2
1
6 3
2
3
√
RS
(
∓9iλµ+√(6ν3 − 81λ2µ2) ) 13 (S36)
Solution 5)
a1 = ±i
√
2
RS
; a0 = ±
√
−ν − λ2 − 2µ
3RS
(S37)
6Solution 6)
a1 = ±i
√
2
RS
; a0 =
±iλ√
2RS
(S38)
The general solution of Eq. (S26) is:
a) Case 1: Self-focusing solution (λ2 − 4µ > 0)
χ(ξ) =
√
λ2 − 4µ
2
c1 cosh
(√
λ2−4µ
2
ξ
)
+ c2 sinh
(√
λ2−4µ
2
ξ
)
c2 cosh
(√
λ2−4µ
2
ξ
)
+ c1 sinh
(√
λ2−4µ
2
ξ
)
 (S39)
b) Case 2: Periodic solution (λ2 − 4µ < 0)
χ(ξ) =
√
4µ− λ2
2
c1 cos
(√
4µ−λ2
2
ξ
)
− c2 sin
(√
4µ−λ2
2
ξ
)
c2 cos
(√
4µ−λ2
2
ξ
)
− c1 sin
(√
4µ−λ2
2
ξ
)
 (S40)
where c1 and c2 are arbitrary constants. Finally, the family of solutions for the one-dimensional
extended time-dependent NLS equation (see Eq. (S20)) are obtained after substituting Eqs. (S39)-
(S40) in Eq. (S25) with the constants a0 and a1 already calculated in Eqs. (S33)-(S38).
Some representative solutions of Eq. (S20) are plotted in Supplementary Figs. S1-S4 for a different
set of parameters. Thus, in Supplementary Figs. S1-S2 we plot the solitonic solutions for λ2−4µ > 0.
The profile of the solution depends on the numerical value of the parameters but for the whole set
of solutions, they can be classified in three different groups, i.e., kink, anti-kink and kink–anti-
kind pairs. Notice the different solitonic profile shown in Supplementary Fig. S2 with respect to
Supplementary Fig. S1c). In the case of λ2 − 4µ < 0, we basically obtain the harmonic or periodic
solutions. Particularly, in Supplementary Figs. S3b)-S4b), it can be appreciated the difference of
both periodic profiles.
Figure S1. Solitonic solutions of the NLS equation with λ2 − 4µ > 0 and c1 < c2. a) Kink solution. b) Anti-kink solution.
c) Kink–anti-kink pair solution. The parameters used to obtain these solutions are: R=-2, S=T=A=1, λ = 3, µ = 2, c1 = 2,
c2 = 5 and k=0.25.
7Figure S2. Solitonic solutions of the NLS equation with λ2−4µ > 0 and c1 > c2. Kink–anti-kink pair solution. The parameters
used to obtain these solutions are: R=-2, S=T=A=1, λ = 3, µ = 2, c1 = 5, c2 = 2 and k=0.25.
Figure S3. Harmonic solutions of the NLS equation with λ2 − 4µ < 0 and c1 < c2. The parameters used to obtain these
solutions are: R=-2, S=T=A=1, λ = 2, µ = 3, c1 = 2, c2 = 5 and k=0.25. a) 3D plot of the harmonic solution. |φ|2 is plotted
in the range from 0 up to 15. b) Same plot as in a) but just for t=20.
Figure S4. Harmonic solutions of the NLS equation with λ2 − 4µ < 0 and c1 > c2. The parameters used to obtain these
solutions are: R=-2, S=A=1, T=-51, λ = 2, µ = 3, c1 = 50, c2 = 2 and k=0.25. a) 3D plot of the harmonic solution. |φ|2 is
plotted in the range from 0 up to 100. b) Same plot as in a) but just for t=20.
8Supplementary Note S3: On the periodic solutions of the one dimensional polaronic
model.
In this section, we describe derivations on the periodic solutions in more detailed. As it has
been shown in Supplementary Note S1, the initial electron-lattice Hamiltonian in the absence of the
nonlocal term can be mapped into the continuous NLSE:
j
∂2an
∂n2
+
g2
Mω20
|an|2 an − εan = 0. (S41)
Hereby it is convenient to introduce the following notation: f2 = g
2
εMω20
|an|2 and n = ( jε)
1
2n′, which
leads to:
f
′′
n′n′ + f
3 − f = 0. (S42)
Periodic solutions of Eq. (S42) are sought in the form of Jacobi elliptic functions ζ0 cn[ζn,m] and
ζ0 dn[ζn,m], where ζ0 and ζ are coefficients that can be expressed as a function of m, the square of
the elliptic function modulus. After some algebra we obtain:
f(cn) =
(
2m
|2m− 1|
) 1
2
cn
[
1
|2m− 1| 12
n
′
,m
]
,
f(dn) =
(
2
2−m
) 1
2
dn
[
1
(2−m) 12
n
′
,m
]
.
(S43)
By using the notation σ = g
2
4Mω20j
, we can rewrite the periodic cnoidal and a previously not
discussed, dnoidal solutions of Eq. (S41) as:
m
1
2 ζ(cn)
(2σ)
1
2
cn
[
ζ(cn)n,m
]
; ζ(cn) = (
ε(cn)
j
)
1
2
1
|2m− 1| 12
ζ(dn)
(2σ)
1
2
dn
[
ζ(dn)n,m
]
; ζ(dn) = (
ε(dn)
j
)
1
2
1
(2−m) 12 .
(S44)
The normalisation condition of an in case of N-well solutions will lead to:
N
σ
mζ(cn)
∫ K
0
cn2
[
ζ(cn)n,m
]
dn =
N
σ
ζ(cn)(E −m′K) =1
N
σ
ζ(dn)
∫ K
0
dn2
[
ζ(dn)n,m
]
dn =
N
σ
ζ(dn)E =1,
(S45)
where K is the complete elliptic integral of the first kind, E is the complete elliptic integral of the
second kind and m′ is the complementary to m parameter [8].
After some algebra, the relations shown in Eq. (S45) lead us to following expressions for the energy
of the localised electron represented by the parameter ε already introduced in Supplementary Note
S1:
ε(cn) = j
( σ
N
)2 2m− 1
(E −m′K)2 ,
ε(dn) = j
( σ
N
)2 2−m
E2
.
(S46)
9The length of the chain 2η and number of the wells along the chain N are related as 2ηζ = NK.
Considering this relation we find it convenient to present the energy of the localised electron in the
following form:
ε(cn) =
(
g2
4Mω20
)(
K
2η
)
2m− 1
E −m′K ,
ε(dn) =
(
g2
4Mω20
)(
K
2η
)
2−m
E
.
(S47)
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Supplementary Note S4: On the modulation instability of the periodic solutions.
Investigating the stability problem is the key method to clarify the system behaviour in case of
non-degenerate tree of solutions. We focus on the cnoidal and the dnoidal solutions as the most
probable candidates describing the behaviour of the multi-polaron chain (see Supplementary Note
S3) and examine their modulation instability [9] against small perturbations. We start considering
the time dependent CNLSE (Eq. (S19)) in the form:
i~
∂an
∂t
+ j
∂2an
∂n2
+
g2
Mω20
|an|2 an −Wan = 0. (S48)
where W plays the role of an external potential which we assume to be constant in order to study
the perturbation near the manifold of the analytically obtained periodic solutions (it is easy to
prove that the conditional relation for the flat profile of the non-local term Wn in Eq. (S2) states as
Vp << γn and 2η > βa). Hereby we also find convenient to introduce the following substitutions:
φ2 = g
2
jMω20
|an|2 and t = ~j τ . That leads to the following equation:
iφ
′
τ + φ
′′
nn + |φ|2 φ−
W
j
φ = 0 (S49)
In order to perform the study, we use the following ansatz in the form of the travelling wave
function (Supplementary Note S1):
φ(ξ, τ) = A(f(ξ) + φ1(ξ, τ) + iφ2(ξ, τ))e
i(A2−k2)τ+ikx (S50)
where we redefine ξ = A(n−2kτ). In this notation f(ξ) represents the stationary part of the solution;
φ1(ξ, τ) and iφ2(ξ, τ) are assumed to be the lower-order terms with respect to the unperturbed
solution. They play the role of small perturbations in the system.
Substituting Eq. (S50) into Eq. (S48), leads us to the following system of equations:
f
′′
ξξ(ξ) + f
3(ξ)−$f(ξ) = 0
∂φ1(ξ,τ)
∂τ
= A2($ − f2(ξ)− ∂2
∂ξ2
)φ2(ξ, τ) = A
2Oˆ1φ2(ξ, τ)
i∂φ2(ξ,τ)
∂τ
= −iA2($ − 3f2(ξ)− ∂2
∂ξ2
)φ1(ξ, τ) = −iA2Oˆ2φ1(ξ, τ).
(S51)
Here we find it convenient to introduce the dimensionless parameter $ = 1 + W
jA2
. Moreover, Oˆ1 and
Oˆ2 are the operators acting in the real and complex space, respectively.
After some simple algebra, we obtain the following relation:
∂2φ1(ξ, τ)
∂τ 2
= −A4Oˆ1Oˆ2φ1(ξ, τ). (S52)
Further, we introduce time factorisation of the φ1(ξ, t) in the form:
φ1(ξ, τ) = φ1(ξ)e
A2θτ , (S53)
where the θ parameter is so called the instability increment. Substituting the factorised function
into Eq. (S52) leads us to following relation:
Oˆ1Oˆ2φ1(ξ, τ) = −θ2φ1(ξ) (S54)
11
We substitute small, periodic perturbation in the form of the Bloch-Floquet set: φ1(ξ) =∑
q f(ξ)e
iqξ. Fourier series expansion of f(ξ) at the given q, leads us to φ
(q)
1 =
∑
nCne
inq0ξeiqξ =∑
nCne
iqnξ which we substitute into Eq. (S54). Cn are constant coefficients. Furthermore multiply-
ing the obtained relation by e−iqmξ and integrating over l which stands for the period of f(ξ) function,
we end up with:
1
l
∑
n
Cn
∫ l
0
e−iqmξOˆ1Oˆ2eiqnξdξ =
∑
n
ΘmnCn ≡ −θ2Cm. (S55)
Thus, the analysis of the system stability is being reformulated in terms of the Θmn matrix eigen-
value problem. It is easy to see that −θ2 ∈ R+ is the condition for the system to be stabilized with
respect to the small perturbation, but if otherwise, −θ2 ∈ R− or −θ2 ∈ C, the system instability
exponentially diverges with time.
Replacing the operators in Eq. (S55) by using Eq. (S51), we finally find the matrix Θmn. The
relation is very similar to the one obtained previously in studies of the nonlinear waves in plasma
physics [10]:
Θmn = ($ + q
2
n)
2δmn + 3
1
l
∫ l
0
f(ξ)4cos(qn − qm)dξ−
1
l
∫ l
0
(4$ + 3q2m + q
2
n)f(ξ)
2cos(qn − qm)dξ
(S56)
In order to solve eigenvalue problem for Θmn, we substitute the periodic solutions obtained in
Supplementary Note S3 into Eq. (S56). We find it convenient to introduce qn = nq0 + q = q0(n+Q),
where Q and n are numerical parameters (n is an integer) and normalise integrals with respect to l.
Then for the cnoidal solution we find the following relation:
Θ(cn)mn = $
2{(1 + ( pi(Q+ n)
2K(2m− 1) 12 )
2)2δmn + 3(
2m
2m− 1)
2
∫ 1
0
cn [4Kξ,m]4 cos [2pi(n−m)ξ] dξ−
(
2m
2m− 1)
∫ 1
0
(4 + 3(
pi(Q+m)
2K(2m− 1) 12 )
2 + (
pi(Q+ n)
2K(2m− 1) 12 )
2) cn [4Kξ,m]2 cos [2pi(n−m)ξ] dξ},
(S57)
and for the dnoidal:
Θ(dn)mn = $
2{(1 + ( pi(Q+ n)
K(2−m) 12 )
2)2δmn + 3(
2
2−m)
2
∫ 1
0
dn [2Kξ,m]4 cos [2pi(n−m)ξ] dξ−
(
2
2−m)
∫ 1
0
(4 + 3(
pi(Q+m)
K(2−m) 12 )
2 + (
pi(Q+ n)
K(2−m) 12 )
2) dn [2Kξ,m]2 cos [2pi(n−m)ξ] dξ}.
(S58)
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Supplementary Note S5: Dispersion law for −θ2 parameter in the small and large m
limit.
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Figure S5. In order to study band structure of the parameter −θ2, we have diagonalised a 15x15 Θmn matrix. Low-lying (left
panel) and upper-lying (right panel) branches are obtained taking the real part of the matrix eigenvalues for cnoidal ( a), b))
and dnoidal ( c), d)) solutions. Branches are plotted in the range of Q=0-1, for m = 0.1 (dashed, orange line), m = 0.9 (solid,
blue line) and parameter $ = 1.
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Figure S6. Imaginary part of the 15x15 Θmn matrix eigenvalues obtained after diagnolization procedure in case of the cnoidal
solution, in the range of Q=0-1, for m = 0.1 (dashed, orange line) and m = 0.9 (solid, blue line).
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Supplementary Note S6: Time evolution of two localised Gaussian perturbations de-
scribed by the extended time-dependent continuous NLSE.
Figure S7. (Color online) Detailed time evolution of two localised Gaussian perturbations with the same parameters as
described in Fig. 2 c)-d) of the main text. In a) and c), we plot the square of the electronic amplitude (|an|2), as a function of
the atomic coordinates under the influence of a nonlocal perturbation for the unfocused solutions at two different time regimes.
In b) and d), we plot solutions with the same parameters as in a) and c) but for a time-dependent continuous NLSE in the
absence of non-locality (standard solution).
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Supplementary Note S7: Derivative of the non-local term Wn.
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Figure S8. (Color online) Plot of the derivative of the nonlocal term Wn. The function is odd with respect to the spatial
coordinates.
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Supplementary Note S8: Asymmetry of the nonlocal solution for a minute change of
the potential.
Figure S9. (Color online) Detailed time evolution of the nonlocal solution for Vp=1.901 eV. Notice the strong influence of a
very minute change of the height of the potential in the time evolution of the nonlocal solution as compared with Fig. 2a in
the main text for Vp=1.916 eV.
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Supplementary Note S9: Time evolution of two localised Gaussian perturbations for
two different strengths of the Po¨schl-Teller potential.
b)a)
Figure S10. (Color online) Detailed time evolution of two localised Gaussian perturbations with the same parameters as
described in Fig. 2.b) of the main text, except for the strength of the Po¨schl-Teller potential. In a) Vp=1.516 eV while in
b) Vp=1.916 eV. Reducing the strength of the Po¨schl-Teller potential, the time over which both excitations are attracted is
considerably diminished.
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Supplementary Note S10: Time evolution of two localised Gaussian perturbations
placed at different sites.
Figure S11. (Color online) Detailed time evolution of two localised Gaussian perturbations with the same parameters as
described in Fig. 2.b) of the main text, except for the sites where the perturbations are placed. In a) excitations are placed
at -6 and 6 atomic sites while in b) excitations are located at positions -7 and 7. Finally, in c) the perturbations are placed at
sites -8 and 8. The attractive force gets weaker as soon as the positions of the initial excitations are increasing in distance.
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Supplementary Note S11: Internal modes in the extended time-dependent continuous
NLSE.
In this section, we will demonstrate that the extended time-depend continuous NLSE as described
in Eq. (S20) admits internal modes. The demonstration is based partially in Ref. [11]. In order to
determine the internal mode, we first analyse small linear perturbations upon the soliton solution,
φ0(x, ω), of Eq. (S20). Then, we linearise the extended time-dependent continuous NLSE around
the soliton solution applying the following ansatz:
φ(x, t) = (φ0 + (Y (x, ω,Ω) + Z(x, ω,Ω))e
−iΩt + (Y ∗(x, ω,Ω)− Z∗(x, ω,Ω))eiΩt)eiωt (S59)
where Y and Z are complex functions, Ω is an eigenvalue and ω represents the frequency induced to
the frequency of the fundamental wave. The asterisk stands for the complex conjugation. Substitut-
ing Eq. (S59) in Eq. (S20), neglecting nonlinear terms and also taking into account that the soliton
solution φ0(x, ω) satisfies the extended time-dependent continuous NLSE, the problem described in
Eq. (S20) can be reduced to the following linear eigenvalue problem(
0 Lˆ0
Lˆ1 0
)(
Y
Z
)
= Ω
(
Y
Z
)
(S60)
where Lˆ0 = −R ∂2∂x2 + ω − 2S|φ0|2 + Sφ20 + T and Lˆ1 = −R ∂
2
∂x2
+ ω − 2S|φ0|2 − Sφ20 + T . By using
the ansatz φ = φ˜eiωt, Eq. (S20) can be recast in the form:
R
∂2φ˜
∂x2
− ωφ˜+ (S|φ˜|2 − T )φ˜ = 0 (S61)
where φ˜ represents a general localised solution. Now, assuming the case with T 1 in Eq. (S20), we
can perturbately expand the soliton solution as:
φ0 = ϕ0 + Tϕ1 (S62)
with ϕ0, ϕ1 ∈ R. Performing the expansion given by Eq. (S62) in the operators Lˆ0 and Lˆ1 and
neglecting terms in T 2 yields
Lˆ0 = −R ∂
2
∂x2
+ ω − Sϕ20 − 2STϕ0ϕ1 + T = Lˆ00 + T Lˆ10
Lˆ1 = −R ∂
2
∂x2
+ ω − 3Sϕ20 − 6STϕ0ϕ1 + T = Lˆ01 + T Lˆ11
where ϕ0 satisfies Eq. (S61) with T=0 or equivalently, the equation Lˆ00ϕ0 = 0 while ϕ1 is governed
by the linear inhomogeneous equation
Lˆ01ϕ1 = −Tϕ0 (S63)
As already indicated in Refs. [11, 12], the internal mode is a localised solution of the perturbed
eigenvalue problem(
0 Lˆ00 + T Lˆ10
Lˆ01 + T Lˆ11 0
)
Φin = (ω − T 2κ2)Φin (S64)
with κ, a real parameter and the solution of the eigenvalue problem in Eq. (S64) is given by the
combination of the ψ± functions as
Φin(x) =
∫
dκ[f+(κ)ψ+(x, κ) + f−(κ)ψ−(x, κ)] (S65)
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where the f+, f− coefficients are given by orthogonality relations (see Ref. [11]) and the functions
ψ± =
(
ψ±1
ψ±2
)
are eigenvectors of the following eigenvalue problem
(
0 Lˆ00
Lˆ01 0
)
ψ± = ±(ω + κ2)ψ± (S66)
As already reported in Ref. [11], the condition for the existence of the internal mode is that κ > 0,
where κ is calculated as
κ = −1
4
∫
dx[ψ+1 (−x, 0)Lˆ11ψ+1 (x, 0) + ψ+2 (−x, 0)Lˆ10ψ+2 (x, 0)] (S67)
For a symmetric solution ψ± and the conditions
2Sϕ0ϕ1 > 1 (S68)
6Sϕ0ϕ1 > 1 (S69)
the parameter κ becomes positive and then, the extended time-dependent NLSE provided by
Eq. (S20) admits internal modes.
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