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Abstract 
Moran, S. and Y. Wolfsthal, Two-page book embedding of trees under vertex-neighborhood con- 
straints, Discrete Applied Mathematics 43 (1993) 233-241. 
We study the VLSI-related problem of embedding graphs in books. A book embedding of a graph 
G=( V,E) consists of two parts, namely, (1) an ordering of V along the spine of the book, and (2) an 
assignment of each rEE to a page of the book, so that edges assigned to the same page do not intersect. 
In devising an embedding, one seeks to minimize the number of pages used. 
A black/white (b/w) graph is a pair (G, U), where G is a graph and UC V is a subset of distinguished 
black vertices (the vertices of V-U are called white). A blacklwhite (b/w) book embedding ofa b/w graph 
(G, Cl) is a book embedding of G, where the vertices of U are placed consecutively on the spine. The need 
for b/w embeddings may arise, for example, when the input ports of a multilayer VLSI chip are to be 
separated from the output ports. 
In this paper we prove that every b/w tree admits a two-page b/w embedding. The proof takes the 
form of a linear time algorithm, which uses an extension of the unfolding technique introduced by 
Moran and Wolfsthal. Combining this algorithm with the one of Moran and Wolfsthal results in a 
linear time algorithm for optimal b/w embedding of trees. 
1. Introduction 
The embedding of a graph G = (KE) in a book consists of two parts. The first 
part is an ordering of V along the spine of the book. The second part is an assign- 
ment of each edge e E E to a page of the book, such that if two edges are assigned 
to the same page, then they do not intersect. Given a graph G, the book embedding 
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problem is that of finding a book embedding of G with the minimum number of 
pages. 
The notion of book embedding is useful in modeling layout problems arising in 
VLSI design (cf. [3]). Many of the basic properties of book embeddings were estab- 
lished in [ 11. In subsequent papers, several authors have investigated various aspects 
of book embeddings, establishing lower and upper bounds on the minimum number 
of pages required to embed some classes of graphs (cf. [3,8,11,14]). We note that 
it is NP-complete to decide whether a given graph G can be embedded in a two-page 
book [3,13]. Also, given a graph G = (V, E), an ordering of V, and an integer k, it 
is NP-complete to decide whether there is a k-page book embedding of G with the 
vertices placed on the spine in the specified order [7]. On the other hand, a graph 
admits a one-page book embedding iff it is outerplanar [l], and this property is 
decidable in linear time [9]. 
A generalization of the book embedding problem, called the black/white (b/w) 
book embedding problem, was addressed in [lo]. In the generalized problem, a 
vertex-neighborhood constraint is imposed on the ordering of the vertices. Define 
a black/white (b/w) graph to be a pair (G, U), where G is a graph and UC V is a 
subset of distinguished black vertices (the vertices of V- U are called white). A 
black/white (b/w) book embedding of a b/w graph (G, U) is a book embedding of 
G, where the vertices of U are placed consecutively. Given a b/w graph (G, U), the 
b/w book embedding problem is that of finding a b/w book embedding of (G, U), 
such that the number of pages is minimized. The need for b/w embeddings may 
arise, for example, when the input ports of a multilayer VLSI chip are to be separ- 
ated from the output ports. Also, in certain applications external wires are used to 
connect some vertices in order to, say, meet some connectivity property (cf. [5]). 
Putting those vertices consecutively serves to reduce the total wire length, an impor- 
tant consideration in VLSI design. 
In [lo], the authors introduced a technique called unfolding for constructing ood 
b/w embeddings. Using this technique, an algorithm that constructs a one-page b/w 
embedding of a b/w graph (G, U), provided such an embedding exists, is developed 
there. In this paper we prove that every b/w tree admits a two-page b/w embedding. 
The proof takes the form of a linear time algorithm, which uses an extension of the 
unfolding technique. Combining this algorithm with the one in [IO] results in a 
linear time algorithm for optimal b/w embedding of trees. 
The paper is organized as follows. The formal framework is described in Section 
2. In Section 3 we present the algorithm for b/w embedding of any b/w tree in a 
two-page book. We then discuss the resulting algorithm for optimal b/w embedding 
of trees. A summary is given in Section 4. 
2. The formal framework 
The following definitions provide a formal framework for the rest of this paper. 
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A book consists of a spine and a number of pages. The spine of the book is a 
line. For simple exposition, view the spine as being horizontal. Each page of the 
book is a half-plane that has the spine as its boundary. Thus, any half-plane is a 
one-page book, and a plane with a distinguished horizontal line is a two-page book. 
Informally, a book embedding of a graph G consists of placing its vertices on the 
spine of the book, and using the pages to connect pairs of vertices by nonintersecting 
edges, which can be viewed as semicircles. This definition is made precise as follows. 
Let G = (I/,E) be a graph, and let Q be a linear ordering of V. For each u E V, 
denote the rank of u with respect to Q by Q(U). Let (LQ, u2) and (u3, UJ be any two 
edges of G, and let ei =e(uJ for i= 1,2,3,4. Assume further that el <e2, e3 <e4 
and @I 5~~. Then the edges are incompatible if el <e3 <e2<e4, and are com- 
patible otherwise. Here compatibility corresponds to the geometric condition that 
the two edges do not intersect when assigned to the same page. A set E’c E is com- 
patible if every two edges el,e2EE’ are compatible, meaning that all edges of E’ 
can be assigned to the same page. 
Formally, a k-page book embedding of G = (K E) is a pair E = (Q, n), where Q is 
an ordering of I/ along the spine and IC is a mapping of E into { 1, . . . , k}, such that 
n-‘(i) is a compatible set for i= 1 , . . . , k. Each page of the book is said to accom- 
modate one of these compatible sets. An edge accommodated by some page is also 
said to be assigned to that page. A k-page b/w book embedding of the b/w graph 
(G, U) is a k-page book embedding of G, say E = (Q, TI), where the black vertices are 
consecutive in Q. A basic property of book embeddings is that the order of the ver- 
tices on the spine can be viewed as a circular order [3]. That is, if E = (Q, II) is a k- 
page book embedding of G, and Q’ is a circular permutation of Q, then E’= (Q’, n) 
is also a k-page book embedding of G. In particular, we may assume that in the 
embedding all black vertices are on the left and all white vertices are on the right. 
Let G = (V, E) be a graph. A path in G is either a single vertex or a sequence 
(0 19 .*a, uk)andp2=(w,,..., w,) be two vertex disjoint paths in G, where (uk, wl) E E. 
Then p1 .p2 is the path (ul, . . . . ok, w,, . . . . wI). A block of a path is a maximal 
sequence of consecutive equally colored vertices. 
In [lo], the authors introduced a technique called b/w unfolding for constructing 
good b/w embeddings. To demonstrate this technique, we next exemplify the un- 
folding of a b/w graph consisting of a single path. Let p = PI . g2 -.a fn be the path 
underlying such a graph, where each qk= (ok 1, . .._. 0:) is a block of p. Define pk, 
11 ksn, to be the path obtained by reversing V,. In the sequel, the paths & ?k 
are viewed as the linear orders of their respective vertices. Given two linear orders 
el=(U1,*.., u,) and e2=(w1,..., w,), define el. g2 tz be Jhe linear order el. e2= 
(v 1,...,U,,Wl,**., w,). A b/w unfolding of p= V,. V2 .a. V, is the ordering e(p) = t-.-B-+ -+ 
*** V2j **. V4 V2 VI V3 *** V2;_l *** . Two immediate properties of e(p) are the follow- 
ing. First, equally colored vertices of p are consecutive in e(p). Second, the edges 
on p are all compatible with respect to e(p). It follows that e(p) underlies a one- 
page b/w embedding of G. Figure 1 depicts the unfolding. 
An illustrative way to view the unfolding of p is as follows. Starting from an end- 
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Fig. 1. Unfolding p. (In all the figures, black vertices are drawn as concentric circles; thus here p starts 
in a white block.) 
vertex of p, scan the vertices of p one by one, placing each vertex on the spine as 
it is encountered. A vertex of an odd-numbered block of p is placed immediately 
to the right of the rightmost vertex currently on the spine. Similarly, a vertex of an 
even-numbered block is placed to the left of the currently leftmost vertex. 
Given a b/w graph, its structure is typically more complicated than that of the 
graph described above. In such cases, the unfolding technique essentially involves 
a careful choice of the path(s) to unfold, such that the rest of the graph can be em- 
bedded within a small number of pages. The choice of the specific path(s) to unfold 
depends on the graph in hand, and is a key to the efficient use of unfolding. 
3. B/w embedding of b/w trees in two pages 
As mentioned in the introduction, deciding whether there is a two-page book em- 
bedding of a given graph is NP-complete. It immediately follows that the b/w book 
embedding problem is also NP-complete. On the other hand, one-page b/w embed- 
dability of a given b/w graph is decidable in linear time [lo]. These results motivate 
the study of b/w embedding of graph classes that admit efficient one-page (non- 
b/w) book embeddings. A natural class to consider in this context is the class of (un- 
directed) trees [4], which form a basic VLSI interconnection pattern (cf. [2,12]). In 
this section, we show that every b/w tree admits a two-page b/w embedding. 
Definition 3.1. Let (Z V) be a b/w tree where T= (V;E), and let u be a vertex of 
T. Consider T as being rooted at u. The b/w-depth of a vertex v E V is the number 
of blocks on the unique path connecting u and the root. The b/w-depth of T is the 
maximum b/w-depth of a vertex in T. Let S be a maximal set of vertices of b/w- 
depth k, k> 1, that have a common ancestor, r,, of b/w-depth k - 1, such that the 
graph induced by S U { rs} is a subtree of T. This subtree is a depth-k subtree, and 
is denoted by T(r,) = (V(r,), E(r,)). In addition, define the depth-l subtree of T to 
be the subtree induced on the vertices of b/w-depth 1. Given a book embedding of 
T, the spine distance between two vertices is the number of vertices placed between 
them on the spine. 
Definition 3.2. Let T=(KE) be a tree, let I_+ E V be a vertex of T and let Q be a 
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linear order of I/-- { ui>. We say that Q is o,-canonical if Q’= (ui) . Q underlies a one- 
page book embedding of T (or, equivalently, if Q”=Q. (ul) underlies a one-page 
book embedding of T). 
Given a tree T= (I/;E) and u E V, a u-canonical ordering of V- {u} always exists. 
This follows from the fact that T, being outerplanar, admits a one-page book em- 
bedding [ 11, where the underlying vertex ordering can be circularly permuted so that 
u is the leftmost/rightmost vertex. In fact, a u-canonical ordering of Tcan be found 
in linear time using a preorder traversal of T starting at u. 
In Theorem 3.3 below we show that every b/w tree admits a two-page b/w embed- 
ding. The proof takes the form of an unfolding-based algorithm that, given a b/w 
tree, produces the claimed embedding by means of unfolding a set of paths. An 
additional tool used by the algorithm is canonical ordering, defined above. 
Theorem 3.3. Every b/w tree (C U) admits a two-page b/w embedding, achievable 
in time Iinear in the size of T. 
Proof. An algorithm is presented which embeds every b/w tree in a two-page book. 
Throughout the algorithm, the spine of the book is viewed as a horizontal line. The 
tree will be viewed as a rooted tree, and the first vertex to be embedded will be the 
root. Black and white vertices will be placed by the algorithm to the Zeft and right 
of the root, respectively. The two pages used by the algorithm will be referred to 
as the upper page and the lower page. 
Informally, the algorithm places the vertices in an increasing order of their respec- 
tive b/w-depth. The white vertices are placed to the right of the rightmost vertex 
currently on the spine. Similarly, the black vertices are placed to the left of the left- 
most vertex currently on the spine. The vertices of each depth-k subtree rooted at, 
say, u are placed in a u-canonical ordering. Edges entering black vertices are as- 
signed to the lower page, and edges entering white vertices are assigned to the upper 
page. The unfolding technique here is thus applied to the directed paths of T, in such 
a way that they are nested so that two pages suffice. 
The following is a formal description of the algorithm (see Fig. 2 for an example). 
Algorithm Two-page. 
Input: A b/w tree (T, U), where T=(KE), U# @ and U# V. 
Output: A two-page b/w embedding of (7; U). 
Method: 
Choose a white vertex r E V to be the root of T and place it on the spine. 
Place the other vertices of the depth-l subtree of T to the right of r, in 
an r-canonical ordering. Assign the edges of this subtree to the upper 
page. Set kc 1, and let g be the b/w-depth of T. 
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while kc 93 do 
Let uk vk 1, 2, . . . , vik be the vertices of b/w-depth k currently on the 
spine, in an increasing order of their spine distance from r. 
For i=l to I’Zk d0 
/* I_$, 15 ir nk are roots of depth-(k+ 1) subtrees */ 
Let T(vf) = (V($),E(v~)) be the depth-(k+ 1) subtree rooted at 0:. 
If k is odd, then place V($) - (vi”} to the left of the leftmost 
vertex currently on the spine, in a $-canonical ordering, and assign 
E($) to the lower page. 
/* v: is white, V($) - (vi”} are black */ 
If k is even, then place V(vf) - (vi”} to the right of the rightmost 
vertex currently on the spine, in a $-canonical ordering, and assign 
E($) to the upper page. 




Analysis. Note that the algorithm places the white vertices to the right of the black 
ones, and uses only two pages. We next prove, by induction on the b/w-depth of 
the vertices placed by the algorithm, that the edges assigned to each page are com- 
Fig. 2. Sample execution of Algorithm Two-page. (a) A b/w tree (r, U), where U= {2,3,4,7,1 l}, and 
(b) the obtained b/w embedding, vertex 1 being the root. 
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patible. Let Tk be the subtree induced by the vertices of b/w-depth at most k. The 
induction claim states that for each k, 15 kc 27, the algorithm embeds Tk in a two- 
page book. 
The induction basis. It is easily seen that T, satisfies the claim. In fact, the edges 
of T, are all assigned to the upper page (see edges {(1,5),(1,6),(6,9)} in Fig. 2(b)). 
The induction step. The set of vertices of b/w-depth k is hereafter denoted by Dk. 
Suppose that the induction claim holds for Tk. We next show that the algorithm 
places the vertices in Dk + 1, and assigns the corresponding edges, so that the claim 
remains valid for Tk+ 1. Assume that k is odd, so the vertices in Dk are white. The 
algorithm placed Dk consecutively, to the right of the rightmost vertex of Tk_, , so 
Dk are the rightmost vertices of Tk. Let Dk = { uf, ul, . . . , $}, in an increasing order 
of their spine distance from r. Now, Dk+l are exactly the black vertices of the 
depth-(k+ 1) subtrees rooted at uf, namely the subtrees T($) = (E($), V($)), 
15 i 5 nk. Before placing Dk+ 1 there are no edges on the lower page incident to any 
of the vertices t$, since the edges incident to the of are assigned to the upper page. 
Note that Dk+, are all placed to the left of the leftmost vertex of T,, and the edges 
connecting them with vertices of Dk are all assigned to the lower page. It follows 
that every edge incident to a vertex of Dk+, is compatible with the lower-page 
edges of Tk. The latter are compatible, by the induction hypothesis. To prove the 
induction claim for Tk+ 1, it thus suffices to show that the edges entering vertices of 
Dk+l are compatible. This is established as follows: 
l For each T(uf), the vertices I’($) - { $1 are placed in a of-canonical ordering. 
Thus, each E(u:) is compatible, by definition of canonical ordering. 
l For different i, j where 1 pi< js n, the vertices I’($) - { $1 are placed to the 
left of the vertices I’($) - { ut) . Since UT was placed to the right of uf, it follows 
that E($) is nested within E(uT). Hence, the edges of the depth-(k+ 1) subtrees 
are compatible. 
We thus conclude that the induction claim holds for Tk+, , assuming odd k. The 
claim for even k is proved symmetrically. 
The b/w-depth of each vertex of T= (V, E), hence the depth-k subtrees, 1 I ks 5% 
can be found in O((E /) time using BFS [6]. The canonical ordering of each subtree 
T($) =(E($), V(uf)) can be found in time O(lE(uF)/), using a preorder traversal. 
Thus, finding the required canonical orderings of all the subtrees is 0( IE I). It fol- 
lows that the overall embedding process can be implemented in O(JEJ) = O(/ V/) 
time. 
We next observe that our algorithm can be combined with a result of [lo], yielding 
an algorithm for optimal b/w embedding of trees. 
Definition 3.4. Let (K U) be a b/w tree. A vertex u E V is a U-fork if (T, U) contains 
three vertex disjoint paths satisfying: (1) each of the paths does not conatin u and 
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(I -fork 
8 x 8 
Fig. 3. A b/w tree with a U-fork, where CJ= {1,9,13}. The three paths are (6,S, . . . . l), (10, . . . . 13) and 
(g,9). 
has its first vertex adjacent to u, and (2) each of the paths contains vertices of both 
colors. Figure 3 depicts a U-fork. 
Lemma 3.5 [lo]. If (T, U) contains a U-fork, then (T, U) does not admit a one-page 
b/w embedding. Moreover, there is a linear time algorithm for b/w embedding of 
every b/w tree (T, U) in a one-page book, provided (T, U) does not contain a 
U-fork. 
Corollary 3.6. There is a linear time algorithm that finds an optimal b/w embed- 
ding of b/w trees. 
Proof. The claimed algorithm is obtained by executing simultaneously the algo- 
rithm of Theorem 3.3 and the algorithm of [lo]. 0 
4. Summary 
Using an extension of the unfolding technique introduced in [lo], we have pre- 
sented a linear time algorithm for b/w embedding of every b/w tree in a two-page 
book. Combining this algorithm with the one in [lo], a linear time algorithm for 
optimal b/w embedding of trees is obtained. We are currently studying b/w embed- 
ding of outerplanar graphs, where the unfolding technique also seems to be useful. 
The difference between the basic unfolding technique [lo] and its extension used 
here is as follows. The basic technique involves the unfolding of a carefully chosen 
single path, such that the rest of the graph can be embedded within a small number 
of pages. In the extended technique the graph is viewed as a set of paths that are 
unfolded in parallel, ensuring that these paths nest properly within a small number 
of pages. In general, the choice of the specific path(s) to unfold depends on the 
graph in hand, and is a key to the efficient use of unfolding. The reader interested 
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in this technique is referred to [lo]; the b/w embedding algorithm developed there 
demonstrates yet another choice of the path to unfold. 
The concept of black/white book embedding naturally generalizes to color-sorted 
book embedding, in which the vertices of the input graph are colored by finitely 
many distinct colors, and the goal is to embed the graph such that vertices of the 
same color appear consecutively on the spine of the book. For instance, it is not un- 
likely that an extension of the technique given here would provide a k-page color- 
sorted embedding of k-colored trees. 
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