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ABSTRACT
Falling particle receivers (FPRs) such as the one at Sandia National Labs, represent the stateof-the-art Concentrating Solar Power (CSP) technology for energy harvesting. The FPR operates
by creating a gravity-driven particle curtain in a receiver that is irradiated by concentrated sunlight
from a field of concentrators. The particles are used directly as the heat transfer and storage media
for the concentrated energy absorbed. However, during operation, particles can egress through the
open aperture of the receiver cavity, resulting in particle-inventory and heat losses from the system.
The particle plumes egressing from the cavity present a unique challenge to metrology due to their
transient and stochastic nature, and the extremely high temperatures and concentrated sunlight near
the receiver. This work describes the development of a novel non-intrusive methodology to achieve
an indirect particle-temperature measurement and particle-egress rate estimation. Both laboratoryscale and field-scale tests were performed to validate the method and algorithms.
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PREFACE

The chances of finding out what’s really going on in the universe are so remote, the only
thing to do is hang the sense of it and keep yourself occupied.
– Douglas Adams

Given the unconventional format of this dissertation manuscript, I wanted to
provide some context before proceeding. This thesis is compiles of first-authored, peerreviewed papers, based on the work I have completed at the Solar Simulator Laboratory at
UNM for the past 5 years (although they do not comprise the entirety of my research). The
manuscript consists of four parts (7 chapters), each of which involves the development,
reinforcement, or validation of the imaging methodology.
I wanted to begin by highlighting the importance of the Solar Simulator Laboratory
at UNM which I built for the purpose of having a facility which could enable testing of not
only the small particle receiver designed for this work, but also for future projects which
involve characterization at high temperatures as well as with incident concentrated light.
Chapters 1 and 2 will describe in detail the capabilities of this facility and how I applied it
for my work. It should be noted that each of the first 6 chapters in this work are written in
a format indicative of a scientific journal: (1) Background and introduction to the research
material, including references to similar work; (2) Experimental setup and/or theoretical
basis; (3) Results of the investigation and a discussion of the implications; (4) a Conclusion
section highlighting some of the more important observations and a description of future
work. On the other hand, Chapter 7 is a compilation of the findings for a potential future
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design in the case that the camera system would be applied to a scaled-up version of the
falling particle receiver.
Part I of this work describes the selection process of the technique. In this section,
I describe in detail the reasoning for selecting the methodology based in our findings and
some experimental work done to test several assumptions made. Chapter 1 and Chapter 2
describe two different methodologies which were tested, and our findings were used to
select the best approach.
Part II of the manuscript describes in complete detail the development of the
imaging methodology. A set of hot-flow particle measurements were completed to validate
the particle temperature estimation theory as well the bulk particle velocity extraction
technique. Chapter 3 through 5 explain in detail the theory behind the calculations used for
the methodology I designed as well as the development and validation work that was
completed to ensure that we can accurately capture the physics of the particle-plume flow.
Part III of this work encompasses the application of the methodology. Chapter 6
describes the implementation phase of the camera array onto the falling particle receiver at
Sandia as well as highlighting the results obtained during our testing campaign.
Furthermore, a study to analyze the impact of internal and external variables towards
particle egress rate and receiver efficiency was completed. Lastly, Chapter 7 summarizes
our attempt to provide a commercial solution to a commercial scale particle receiver by
addressing the needs to be met to integrate a scaled-up version of our camera array.
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Following this preface is a section devoted to providing the reader with a
background of the state-of-the-art of falling particle receiver research, including its
significance in the present work.

– Jesus Daniel Ortega
University of New Mexico
Mechanical Engineering Department
Albuquerque, NM
May 2022
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Significance of Falling Particle Receivers and Concentrating Solar
Power
Central tower receivers have been the focus of study since the 1970s since it enables
higher concentrations and overall efficiencies compared to line-focus systems like
parabolic throughs [1]. Central receivers (Figure 1) have primarily used fluid media (i.e.,
water/steam, air, molten salt, etc.) as heat transfer media which allows them to integrate
direct and indirect thermal energy storage (TES) [2]. More recently, solid media,
employing ceramic particles [3-5], has been consider a promising alternative pathway to
successfully utilize the high-temperature heat (>700°C) absorbed from a solar thermal
receiver to drive a supercritical carbon dioxide (s-CO2) Brayton power cycle by providing
operating temperatures beyond 700°C, which can yield ≥50% thermal-to-electric
conversion efficiencies [1-2].

(a)
(b)
(c)
Figure 1. (a) NRG Solar’s 390 MW Ivanpah Solar Electric Generating System
(Steam) [https://www.theatlantic.com/photo/2014/03/the-ivanpah-solar-electricgenerating-system/100692/]. (b) Torresol Energy’s 20 MW Gemasolar Central
Tower (Molten Salt) [https://www.powermag.com/spanish-power-tower-supplies-24hours-of-electricity/]. (c) Sandia’s 1 MW Falling Particle Receiver (Solid Particles)
[https://aip.scitation.org/doi/pdf/10.1063/1.4984370].
Current commercial central receiver systems operate at temperatures below 600°C
due to the limitations of Nitrate salts employed in molten salt receivers [6-7]. Increasing
operating temperatures of central receivers is paramount to increase the thermal-to-electric
1

efficiency of the power cycle. However, increased operating temperatures comes with a
cost of an increase in radiative and convective heat losses of the receiver. As seen in
Equations 1 and 2, as the receiver temperature (𝑇𝑅 ) increases, the solar-to-thermal
conversion efficiency, or receiver efficiency, (𝜂𝑡ℎ ) decreases, but this yields an increase in
thermal-to-electric conversion efficiency, or power cycle efficiency, (𝜂𝑒 ). The solar-tothermal and thermal-to-electric efficiencies can be expressed as follows:
𝑄𝑎𝑏𝑠 𝛼𝑄𝑖𝑛 − 𝑄𝑙𝑜𝑠𝑠
𝑄𝑙𝑜𝑠𝑠
𝜖𝜎𝑇𝑅4 + ℎ(𝑇𝑅 − 𝑇𝑎𝑚𝑏 )
𝜂𝑡ℎ =
=
=𝛼−
=𝛼−
𝑄𝑖𝑛
𝑄𝑖𝑛
𝑄𝑖𝑛
𝜂𝑓𝑖𝑒𝑙𝑑 𝐸𝐷𝑁𝐼 𝐶

𝜂𝑒 = 0.7𝜂𝑐𝑎𝑟𝑛𝑜𝑡 = 0.7 (1 −

𝑇𝐶
)
𝑇𝐻

(1)

(2)

where 𝑄𝑖𝑛 is the irradiance on the receiver (W/m2), 𝑄𝑙𝑜𝑠𝑠 is the total radiative and
convective energy losses from the receiver (W/m2), 𝛼 is the receiver solar absorptance, 𝜖
is the receiver thermal emissivity, 𝜎 is the Stefan-Boltzmann constant (5.67x10-8 W/m2K4),
𝑇𝑅 is the receiver surface temperature (K), h is the convective heat transfer coefficient
(W/m2-K), 𝑇𝑎𝑚𝑏 is the ambient temperature (K), 𝜂𝑓𝑖𝑒𝑙𝑑 is the heliostat field efficiency
(including cosine losses, reflectance losses, and spillage), 𝐸𝐷𝑁𝐼 is the direct normal
irradiance (W/m2), C is the concentration ratio (collector aperture area divided by the
receiver area), 𝑇𝐶 is the temperature of the power-cycle cooling source (K), and 𝑇𝐻 is the
temperature of the power-cycle heating source (K) [1].
In Figure 2, it can be observed that as the receiver temperature increases, the
combined efficiency increases until the radiative and convective heat losses of the receiver
outweigh the gains in the receiver efficiency; thus, decreasing the combined efficiency.
Therefore, for a prescribed concentration ratio, there exists a temperature at which the
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combined solar-to-electric conversion efficiency reaches its maximum point. In this case,
for a concentration of approximately 1000 suns, the optimal receiver temperature should
be in the vicinity of 700oC.

Solar-to-Electric Efficiency (%)

Combined Solar-to-Electric Conversion Efficiency
50%
45%
40%
35%
30%
25%
20%
15%
10%
5%
0%

C = 100
C = 500
C =1000
C = 2000

C = 3000
0

500
1000
Receiver Temperature (C)

1500

Figure 2. Plot of solar-to-electric efficiency. (𝜶 = 𝝐 = 0.95, h = 10 W/m2-K, 𝜼𝒇𝒊𝒆𝒍𝒅 =
0.6, 𝑬𝑫𝑵𝑰 = 800 W/m2, 𝑻𝒂𝒎𝒃 = 𝑻𝑪 = 20 °C).
Central receiver systems are capable of achieving concentration ratios up to several
thousand suns (see Table 1), but the peak flux is often limited by the heat-transfer fluid and
its ability to absorb heat from the irradiated walls of the receiver tubes to prevent
overheating [8-10].
Table 1. Peak flux and outlet temperature for various heat transfer media used in
central receiver systems. Adapted from Romero and González-Aguilar (2017) [11].
Heat transfer media
Peak Flux (kW/m2)
Outlet Temperature (oC)
Water/steam
~600
390-560
Molten nitrate salt
~1000
~600
Liquid sodium
~2500
~800
a
Volumetric Air
~1000
700-1000
Ceramic particles
~3000b
>1000
a
Tubular air receivers require lower peak fluxes due to increased heat transfer
resistance through tube walls.
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b

The peak flux for direct heating of ceramic particles will likely be limited by the
receiver walls, insulation around the aperture, and/or accuracy of the heliostat field.
There are pros and cons for employing different heat transfer media for central
tower receivers. The receivers can be grouped in 2 main categories, directly and indirectly
heated receivers. Receivers that are directly heated will have their exposed heat transfer
media exposed to the concentrated irradiance. Such is the case for some volumetric air
receivers, thin-film receivers and particle receivers. On the other hand, indirectly heated
receivers require some form of tube or channel to enable media flow. Such is the case of
water/steam receivers, as well as liquid sodium and molten salt receivers. There are certain
advantages of directly heating the working media which include reduced exergetic losses
through intermediate heat exchangers, while advantages of indirect heating include better
flow containment as well as readily available calorimetry tools [2]. Nonetheless, it is
imperative to always engineer the ability to couple with heat-transfer media (e.g., molten
salt, solid particles) for energy production during non-solar hours.
Particle receivers have been studied since the mid-80s [12] and have gained a lot of
attention recently [13-18] because ceramic particles offer a great potential to sustain
operating temperatures beyond the 750oC range temperatures which make them a suitable
solution to meet the technical targets set forth by the US Department of Energy
“Components for Gen3 CSP Thermal Transport Systems” publication: (1) receiver thermal
efficiency > 90%, (2) cost < $75/kWth for receiver, (3) cost of receiver subsystems <
$150/kWth, (4) lifetime > 10,000 cycles, and (5) temperature of HTF exiting receiver >
750°C [19].
The falling particle receiver has many advantages relative to other CSP receiver
technologies, including: (1) the ability to operate at greater solar concentration ratios, with
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minor risks to the integrity of the receiver and yielding lower thermal losses and (2) the use
of chemically inert ceramic particles that do not corrode or damage system components,
which is a significant challenge in salt-based systems above 550 °C [13]. Moreover, in a
particle receiver, the particles serve as both a heat transfer media (concentrated solar energy
absorber) and as a thermal energy storage medium which yields higher exergetic
efficiencies since there is not a need to employ a secondary heat exchanger [20]. Further,
the temperatures that particle receivers are capable of operating at make if feasible for the
integration with more efficient power cycles such as the supercritical carbon dioxide
Brayton cycle [20].
The falling particle receiver developed by Sandia National Labs has been
instrumental for the advancement of the technology [13,15]. Not only in terms of receiver
design an engineering operation, but also as a stepping stone to study: (1) particle flow
control and recirculation techniques; (2) particle analysis to increase the solar absorptance
and durability; and (3) advances in the balance of plant for falling particle receiver systems
including thermal storage, heat exchange, and particle conveyance [8-10,15]. While there
are still a few challenges to address such as the particle conveyance [21], receiver thermal
efficiency [22], and advective heat losses [23], particle receivers constitute the next
generation CSP technology and the efforts completed in the present work hope to
contribute to the advancements of this technology.
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Part I: Selection of Non-Intrusive
Imaging Methodology for Particle
Temperature and Measurement
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Chapter 1 Imaging Particle Temperatures and Curtain
Opacities using an IR Camera1
The Falling Particle Receiver (FPR) at the National Solar Thermal Test Facility (NSTTF)
is a testbed for promising receiver technologies offering solutions to the temperature and
irradiance limitations exhibited by gas and molten salt receivers, since the particle curtain
is directly irradiated without the need of containment. Until recently, the heat loss of the
NSTTF 1 MWth FPR was not fully characterized. One of the challenges of the FPR
characterization is the intricate flow conditions that the particle curtain experiences due to
its cavity design with a single open aperture, to allow the direct irradiance. Recently,
particle plumes expelled from the FPR during operation were observed. While this
phenomenon affects the FPR heat loss and needs to be closely monitored, it is extremely
difficult to operate any kind of sensors near the aperture of the FPR. This work describes
the development of a methodology using a high-speed IR camera, located ≥5 meters away
from the aperture, to estimate the opacity of a particle plume, which in turn can be used to
extract the average particle temperature of a region of interest with a known background
temperature. Experiments performed at the University of New Mexico using four different
flow configurations and three different temperatures (200, 450, and 750oC) were conducted
to determine the relationship between the plume opacity in the visible range and the
“particle-pixel” opacity obtained from thermograms in the IR range.
1

Originally published as: J. D. Ortega, G. Anaya, P. Vorobieff, G. Mohan, C. K. Ho,
“Imaging Particle Temperatures and Curtain Opacities Using an IR Camera,” ASME 2020
14th International Conference on Energy Sustainability, ASME, 2020, DOI
10.1115/ES2020-1688.
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We present a “particle-pixel function” that describes the combined impact of an unknown
number of particles at a specific temperature on a thermogram pixel value with an initial
value equal to the background temperature. The novelty of this function is that it provides
a reasonable estimate of the plume opacity using thermograms obtained from the IR
camera; hence a bulk particle temperature can be obtained. Future development of this
methodology will make it possible to compute the advective losses from the FPR and
provide a first order approximation of the convective losses for the system.

Nomenclature
The following nomenclature is used throughout this work:
Variables
𝑚
´

Mass flow rate (g/s)

𝐴𝑓

Flow area (mm2)

𝜌

Density (g/cm3)

𝑉

Velocity (m/s)

𝜔

Opacity

𝜑

Volume fraction

𝐷

Diameter (mm)

𝜏

Curtain thickness (mm)

𝜖

Emissivity

𝑇

Temperature (C or K)

𝐶𝑝

Specific heat capacity (J/kg-K)

ℎ

Enthalpy (J/kg)

Subscripts
a

Air

p

Particle

px

Pixel

bk

Background

b

Bulk
10

1.1

out

Flowing out of the system

in

Flowing into the system

Introduction
A particle receiver is a type of concentrating solar power (CSP) receiver which is

being developed to enable higher temperatures (>700 °C) which can yield greater power
cycle efficiencies (≥50%) [1] compared to existing receivers. These systems use submillimeter size particles which fall through a receiver and are directly heated by a beam of
concentrated sunlight. Once the particles reach a desired temperature, they can be stored
and used when needed for electricity production, process heating, thermochemistry, or
solar-fuel production. Sandia National Laboratories has previously demonstrated a 1 MWth
high-temperature falling particle receiver system that has achieved particle temperatures
over 700 °C [2-4]. The ceramic particles (from CARBO Ceramics) are composed of
sintered bauxite and are ~280 microns in diameter. Studies conducted by the Sandia team
revealed that during operation, smoke-like plumes were emitted from the aperture as seen
in Figure 1.1. It was later found that these plumes were composed of particles that were
expelled from the receiver aperture. Since advective losses contribute to the heat losses
from the system (convective and radiative), quantifying the amount of mass and energy
losses is essential to characterization and mitigation of heat and particle loss. The latter will
increase receiver thermal efficiencies and reduce O&M costs. This paper summarizes
imaging methods to characterize the particle temperature and opacity of the plumes.
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Figure 1.1. Particle plumes observed during FPR testing.

1.2

Methodology

The main challenge of this project is to develop a methodology to provide accurate
measurements of mass and energy losses with a fixed constraint of placing the devices
being used at least 5 meters away from the receiver aperture to avoid direct exposure from
the concentrated sunlight incident on the receiver. Due to this constraint, camera-based
methodologies were assessed to identify the ideal method to perform in-situ measurements
of particle loss from the FPR.
For this study, five methodologies were considered, and their advantages or
disadvantages are listed below. To assess the potential of these methods, a small particle
receiver (SPR) was built at the University of New Mexico (UNM) which operates
analogously to the FPR at Sandia National Labs; however, the particle curtain mass flow
rates correspond to those estimated for the particle losses experienced by the FPR. As seen
in Figure 1.2, the experimental setup is comprised of an actuated tube furnace, a solar
12

simulator, and an SPR. To capture the experimental data, the SPR has been equipped with
thermocouples in the top and bottom hoppers to record particle temperature, along with a
±0.5 gram resolution scale to capture the mass change data as the images are captured by
the three cameras shown in Figure 1.3 and Figure 1.4.

Figure 1.2. Experimental Setup at UNM

Figure 1.3. InfraTec thermographic system ImageIR® 8320 HP with 100 mm lens is
used to record the thermograms from the SPR viewed from the front.
13

Figure 1.4. Nikon D3500 and Logitech C920 cameras used to capture images of the
front and side views of the curtain.

Theory
To estimate the advective heat losses (𝑄´𝑙𝑜𝑠𝑠 ), the particle temperature and mass flow rate
must be known, Eq. 1.1 [5]. Therefore, the method selected must be able to provide inputs
to estimate the mass flow rate and particle temperatures since the focus of this work is to
obtain the correct estimates for the particles. These values can be obtained from Eq. 1.2
and Eq. 1.3.
𝑄´𝑙𝑜𝑠𝑠 = 𝑚´ 𝑝𝐶´𝑝

(1.1)

𝑚´ 𝑝 = 𝜌𝑏 𝐴𝑓 𝑉𝑝

(1.2)

4
4
𝜖𝑝𝑥 𝑇𝑝𝑥
= 𝜖𝑝 𝜔𝑇𝑝4 + (1 − 𝜔)𝜖𝑏𝑘 𝑇𝑏𝑘

(1.3)

For these two equations, there are three unknown values, the bulk density of the
particles, the particle temperature, and the opacity of the curtain. In this statement, the
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problem is ill-posed. Opacity and bulk density can be related by using the modified version
of Beer’s law in Eq. 1.4 and the particle volume fraction relationship in Eq. 1.5, leading to
a single equation (Eq. 1.6) [6]. Lastly, the particle temperature can be found from the
thermograms by rearranging the energy equation (Eq. 1.2) and turning it into Eq. 1.7. From
here it can be seen that both bulk density and particle temperature are functions of the
curtain opacity which is an unknown.

𝜔= 1−𝑒

(1.4)

𝜌𝑏
𝜌𝑝

(1.5)

−2𝐷𝑝𝜌𝑝
𝑙𝑛 (1 − 𝜔)
3𝜏

(1.6)

𝜑𝑝 =

𝜌𝑏 =

−3𝜑𝑝 𝜏
2𝐷𝑝

4
4
𝜖𝑝𝑥 𝑇𝑝𝑥
− (1 − 𝜔)𝜖𝑏𝑘 𝑇𝑏𝑘
𝑇𝑝 = (
)
𝜖𝑝 𝜔

1⁄4

(1.7)

Experimental Methodologies
The following subsections describe the five methods considered to eliminate the ill-posed
nature of the problem.
Method 1: Experimental Calibrations
For this method, a large experimental calibration matrix will need to be developed
a database of thermograms and flow conditions similar to those experienced by the expelled
particles on the FPR. This method requires conducting many experiments to produce some
form of experimental calibration using the thermograms only. In the lab-scale experiments,
the mass flow rate was measured together with recording thermogram image sets to
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estimate the cross-sectional flow area and the particle velocity, with the goal to acquire an
estimate of particle bulk density. Using the bulk density and curtain thickness, the curtain
opacity can be estimated, as well as the particle temperature - from the measured pixel
temperature, background temperature, and opacity. However, this method requires a large
and well-constrained set of experiments with variable mass flow, curtain thickness, and
temperatures to generate calibration factors to adjust the temperature ranges. Moreover, the
set of lab-scale experiments may not cover all the conditions during the on-sun tests.
Method 2: Particle Temperature Estimate
This method requires an estimate of the temperature of the particles expelled from
the cavity using measured inlet and outlet particle temperatures as inputs. Having an
estimate of the particle temperature, we can obtain the plume opacity from the energy
equation (Eq. 3) and the recorded pixel temperatures from the thermograms. From the
opacity and plume thickness measurement we can obtain the particle volume fraction;
hence, the bulk density. Knowing the bulk density, the flow area, and the plume velocity
from the thermograms, we obtain the mass flow rate. This mass flow rate can be validated
with known results of the mass flow measurements. While this method sounds reasonable,
the particle temperature is only an estimate, as the temperatures through the system are
measured using thermocouples rather than the cameras.
Method 3: IR Camera with Particle-Pixel Function
Estimating the curtain opacity directly from the IR camera measurements would be
ideal. Perhaps this could be done by means of a particle-pixel function (PPF) correlating
particle to pixel temperatures without using the opacity as a variable as in Eq. 3. Using the
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PPF, the particle temperature could be estimated directly from the thermograms. By
obtaining the particle temperature from the pixel temperature, the average curtain opacity
can be estimated from the energy equation (Eq. 3) for selected subsections throughout the
curtain. From the average opacity and plume thickness measurement the particle volume
fraction can be obtained as well as the bulk density. Knowing the bulk density, the flow
area, and the plume velocity from the thermograms, the mass flow rate can be estimated.
This methodology was further tested, and the results are presented in the next section.
Method 4: Visible and IR Camera Combination
With a front-view visible-light camera in combination with the IR camera, and
visualizing the same field of view, the curtain opacity can be estimated much more
accurately. Using this camera, we can independently extract the curtain opacity values from
the visible-light images, by selecting sub-regions within the curtain. These regions in the
visible-light images can be then matched to the sub-regions on the thermograms, to
estimate average pixel temperatures. Average pixel temperatures combined with the
average opacity of selected sub-regions can be used to extract the particle temperature.
Moreover, from the opacity and plume thickness measurements, the particle volume
fraction and the bulk density can be estimated. Knowing the bulk density, the flow area,
and the plume velocity from the thermograms, the mass flow rate can also be obtained.
Method 5: IR Camera with Emissivity Calibration
Using this method entails calibrating the emissivity of the camera to match particle
temperatures to measured pixel temperatures. Similar to Method 1, the lab-scale
experiments can be used to determine a correlation between camera emissivity and
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parameters, such as background temperature and curtain opacity. In this case, the
emissivity value becomes the calibration factor to get the particle temperature from pixel
temperature. This makes it possible to determine the correlation between this multiplier
and the opacity. However, this calibration factor is a function of the curtain opacity,
temperature, or other parameters that requires numerous tests spanning the range of
possible conditions.

Methodology Selection
Because extensive experimental datasets are needed to capture the sufficient number of
cases that could occur during the on-sun tests, we decided not to pursue Methods 1 and 5.
Moreover, in the case of Method 5, having to change the effective emissivity value in the
IR camera, every measurement to capture a better estimate of the particle temperature
would be a tedious task since the variation of the effective emissivity will be directly
correlated to the particle temperature and opacity. This is unreliable as the results would
be based on qualitative analysis to capture the data used to calculate the results. In the case
of Method 2, since the initial particle temperature used in the analysis would be an estimate
based on the inlet/outlet particle temperatures of the receiver, we also decided against
further consideration, unless it proved necessary.
Accordingly, we decided to pursue the two remaining options: Method 3, using the
IR camera only and deriving a particle-pixel function which could decouple the particle
temperature and opacity of the curtain, and Method 4, which would introduce a visiblelight camera to quantify the opacity, making it possible to estimate the particle temperature
of the curtain.
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1.3

Experimental Results

While assessing these methods, a sensitivity and variable correlation study was performed
using the independent variables found in the energy equation (Eq. 1.3). A set of analytical
cases were generated using Eq. 1.2 through Eq. 1.4. The study revealed that when the
background temperature is kept constant, the influences of particle temperature and the
particle mass flow rate, which directly impacts the opacity, on the pixel temperature cannot
be easily decoupled. In the variable correlation study, we generated 460 cases using 23
temperatures from 200oC to 750oC in increments of 25oC and 10 mass flow rates between
0.6 to 6 g/s. The results of this study, displayed in Table 1, show that while the particle
temperature shows a higher correlation to the pixel temperature than the mass flow rate,
both values show a positive correlation value above 50%.
Table 1.1. Variable correlation study using the 460 cases generated. Values closer to
-1 represent a negative correlation, while values closer to 1 represent a positive
correlation.

To compare both remaining methods, we performed three experiments with an
average flow rate of ~6 g/s (20 kg/h) and three temperatures (200, 450, 750oC). During
the experiments, thermogram sets, front, and side view images were recorded using the
IR and visible-light cameras.
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Method 3: IR Camera with Particle-Pixel Function
The key feature of this method is that it correlates the particle and pixel temperatures
through a function which does not include opacity as a variable. The development of the
particle-pixel function (PPF) was done using the three experiments aforementioned.
First, the thermogram sets are imported into MATLAB and a region of interest is
selected to reduce the computational domain and eliminate the background temperatures
as seen in Figure 1.5. For this region the average pixel temperature can be extracted as a
function of flow position, as seen in Figure 1.6. Similarly, the average particle temperature
as a function of position can be found by fitting the temperatures measured by the
thermocouples mounted on the top and bottom hoppers with the lumped capacitance model
(LCM), as seen in Figure 1.6.

Figure 1.5. A set of thermograms is imported into MATLAB and a region of interest
(ROI) is selected. This ROI is used throughout the calculations.
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Figure 1.6. Average pixel temperature extracted from the ROI (left) and average
particle temperature fitted by the lumped capacitance model (right) as a function of
flow position.

Figure 1.7. The average particle temperature is not proportional to the average pixel
temperature for tests at different temperatures.
Figure 1.7 shows that the average particle and pixel temperatures are not
proportional and since the ranges vary, the data is difficult to collapse onto a master curve.
Nevertheless, by restructuring the data, a curve fit with an R=0.993 was achieved to
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correlate the data of the three experiments as shown in Figure 1.8. In Figure 1.9, we can
see how the PPF can be used to estimate the particle temperatures.
Using the particle-pixel function, an earlier set of experiments was analyzed. If the
PPF can predict the correct particle temperature using the pixel temperatures measured in
the different cases, then the PPF is independent of mass flow rate and opacity, and the
function is applicable to any experiment. If successful, these particle temperature estimates
can be used to calculate the opacity of the curtain using the energy equation (Eq. 1.3). If it
fails, it means that the pixel temperatures are heavily dependent on both opacity and
particle temperature, which will require knowing the opacity before-hand to calculate the
particle temperatures.
Unfortunately, while the cases with a flow rate similar to the one used to develop
the particle-pixel function seem to correlate the particle and pixel temperatures very well,
for the cases with lower mass flow rates, the PPF failed to predict the correct particle
temperatures. This is a likely manifestation of the intricate correlation between particle
temperature, mass flow rate, and pixel temperature. Based on these conclusions, it was
decided to move to Method 4 which uses a visible-light camera to estimate the opacity of
the curtain at the same time as the IR camera records the pixel temperatures.
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Figure 1.8. Correlation of measured particle temperatures to particle pixel
temperature for a subset of tests.

Figure 1.9. Estimated particle temperature using the PPF and the average pixel
temperature for a mass flow rate of ~6 g/s, similar to the mass flow rate used in the
determination of the PPF.
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Figure 1.10. Estimated particle temperature using the PPF and the average pixel
temperature for mass flow rates of ~6 g/s and 0.6 g/s.
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Method 4: Visible and IR Camera Combination
Since Method 3 showed a strong dependency of pixel temperature on particle temperature
and mass flow rate, a visible-light camera was installed to capture images of the curtain to
provide an independent estimate the opacity (Figure 1.4). Visible-light snapshots were
taken concurrently with thermogram acquisition, using a Nikon D3500 digital camera,
Figure 1.11.
Using a visible light set of images, the procedure to compute the opacity is
straightforward:
•

Convert the NEF raw image files to TIFF

o

48-bit for RGB (16-bit each)

•

MATLAB Code reads 1st image

•

Code prompts to select 2 points for calibration

•

Code prompts to select Region of Interest (ROI)

Once the analysis settings are set for the first image, the code imports the rest of
the sequence of images. To perform the analysis, the opacity was calculated in three regions
throughout the curtain, as shown in Figure 1.12. The sections are binarized to convert the
greyscale image into a black-and-white image shown in Figure 1.13. The binary images
can be used to estimate the opacity of the three sections (Figure 1.14). From the
thermograms, the average pixel temperatures of the same regions (Figure 1.15) can be
extracted and using the average opacity of the region, the average particle temperature can
be estimated using the energy equation (Eq. 1.3).
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Lastly, to validate the methodology, the average particle temperature extracted was
compared with the empirically derived particle temperatures from the lumped capacitance
fits as seen in Figure 1.16. Current results show that the average particle temperatures
extracted using this method can yield temperatures with an error not exceeding 10% from
the empirical value of the LCM curve.

Figure 1.11. ROI of Visible images (left) captured simultaneously with the IR
camera thermograms recorded with a calibration range of 125-300oC (right).
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Figure 1.12. To estimate the opacity of the curtain, three regions were selected in the
top, middle and bottom parts within the curtain to be analyzed.

Figure 1.13. Sections get binarized using imbinarize function in MATLAB.
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Figure 1.14. Opacity estimation results using binary images.

Figure 1.15. The thermograms are divided into three similar sections and used to get
the average particle temperature using the average pixel temperature and measured
opacity.
28

Figure 1.16. Comparison of particle temperature extracted from energy equation
when knowing the opacity and pixel temperature (left) and empirical temperature
curve based on the lumped capacitance method (right).

1.4

Conclusions

We were able to identify a method combining visible-light and infrared image acquisition
that makes it possible to extract particle temperatures from the images. As this method is
applied to the results obtained previously in the project, the uncertainty of the average
particle temperatures within the sub-regions does not exceed ±10%. This accuracy is
sufficient for the first-order estimation of the mass and energy flows of the particles. Two
valuable lessons were learned, useful for future experiments to continue development of
the analysis method described in this paper.
1.

The IR camera calibration temperature range affects the recorded values of

pixel temperatures. This is extremely important because when the measured pixel
temperatures go outside of the selected range, the temperature difference error becomes
more prominent. Looking back to Figure 1.16, where the selected camera range was 125300oC, as the particles move downstream, the pixel temperature deviates farther from the
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range, and this can lead to lower pixel values than those expected if a lower pixel range
were chosen (e.g., 30-150oC).
2.

The visible camera settings are extremely important for consistency as well

as repeatability. As the curtain images are recorded, a constant reference must be set, since
the imbinarize function in MATLAB uses this reference intensity value (close to 65535 for
white and 0 for black pixels 16-bit images), while the pixels that resolve the particles have
a value which is far lower than the reference. This is not trivial as this conversion is crucial
to estimate the curtain opacity accurately.
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Chapter 2 Particle Curtain Temperature Estimation
Through Imaging Techniques2
The particle temperature measurements in gravity- and wind-driven flows present a unique
challenge due to the flow’s transient and stochastic nature. While attempts to estimate the
bulk particle temperature have been conducted using contact and non-contact methods, a
definitive and practical solution is yet to be found. This work focuses on a novel noncontact method using a high-speed IR camera and a visible-light camera (Nikon D3500) to
accomplish this indirect particle temperature measurement. The thermograms and image
sets collected by the cameras allow for the measurement of the apparent particle
temperature and the opacity of a particle plume. An in-house post-processing code based
on radiation law theory allows the calculation of the true particle temperature from the
apparent temperature obtained from the thermograms. The particle temperature data are
compared with the empirical model of the bulk particle temperature yielding agreement
with the experimental measurements.
2

Originally published as: Ortega, J. D., Ho, C. K., Anaya, G., Vorobieff, P., & Mohan, G.
(2020). Particle Curtain Temperature Estimation Through Imaging Techniques. 26th Solar
PACES Conference, SolarPACES2020, AIP Conference Proceedings, pp. 1–8. In Press
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2.1

Introduction

To achieve the DOE Gen3 Program goal of turbine inlet temperatures above 700°C, a hightemperature particle receiver must continuously operate at temperatures above the turbine
inlet temperature and heat flux levels exceeding 1 MW/m2 [1]. Conventional receivers
typically employ fluid flowing through tubular receivers comprised on pipes and headers;
on the other hand, falling particle receivers use solid ceramic particles which are heated
directly as they pass through the concentrated light [2-3]. The falling particle receiver
(FPR) developed at Sandia National Labs has been observed to experience mass losses
through the receiver aperture during operation [4-7]. When particles are expelled from the
system, they are carried by the wind in the form of a plume which presents a unique
challenge for current measurement techniques because of the flow’s stochastic and
transient nature. Moreover, these particle losses correspond to advective losses which
directly impact the efficiency of the receiver. In addition to the receiver efficiency losses,
the particles ejected from the cavity can pose an environmental hazard [4-5]. The purpose
of the present work is to evaluate a novel imaging methodology developed by the
University of New Mexico and Sandia National Labs which can be used to estimate the
average particle temperature within the plume using a combination of visible-light and IR
digital cameras. Ultimately, this technique will be used to assess the particle emissions
from Sandia’s 1 MWth falling particle receiver system.

2.2

Experimental Setup

In 2019, the experimental setup at the University of New Mexico was completed with three
main components as seen in Figure 2.1: (1) an instrumented small particle receiver (SPR)
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which is used to create particle curtains with similar mass flow rates to those of the plumes
estimated by Sandia [5], (2) an actuated solar furnace used to preheat the particles to a set
temperature before tests, (3) a solar simulator which will be used to emulate the heat fluxes
which particle-plumes are exposed to as they flow out of the system. The actuated tube
furnace was used to preheat the particles prior to every test and once the temperature was
achieved, the tube furnace will be tilted to pour the particles into the top hopper of the SPR.
Lastly, a sliding gate was then opened to enable the flow of particles. The particles used in
this work are Accucast ID 50 with a median diameter of ~280 µm [3]. While the particles
were flowing through the SPR, an ImageIR8300 camera and a Nikon D3500 camera collect
thermograms and images (Figure 2.2), respectively, which can then be used to infer the
average particle temperature. In order to create enough contrast to image the particles, an
LED panel was installed behind the curtain. Both cameras are mounted approximately 5
meters away from the aperture, to emulate the operating conditions during on-sun tests at
Sandia. It should be noted that the temperatures measured by the IR camera are not the
actual particle temperatures.

Figure 2.1. Left: Experimental setup at UNM comprised of a small particle receiver
(SPR), a tube furnace, and a solar simulator. Right: ImageIR8300 and Nikon D3500
cameras used to capture the image sets during tests.
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Figure 2.2. Left: Visible-light image obtained from the Nikon D3500. The region
selected correspond to the region with particles. Right: Thermograms obtained
from the ImageIR8300 camera. The image is generated in MATLAB for
visualization.

2.3

Methodology

Nikon D3500 Camera Field of View
The cameras were mounted 5 meters away from the aperture to emulate the in-situ
measurements that will take place at Sandia; this provides a constraint the field of view
(FOV) of the cameras. The images captured by the Nikon camera were used to obtain the
opacity of the curtain at discrete times. The Nikon D3500 has a 6000x4000 (24MPx)
resolution and is equipped with a 70-300 mm lens which can be used to adjust the FOV as
needed. For these tests, an aperture of 250 mm was used to capture the images during the
tests. Based on Figure 2.3, the FOV of the Nikon camera becomes 466.9mm x 311.2mm
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with a pixel size of 77.8 µm/px. Therefore, the particles can be nicely resolved by the
camera.

Field of View vs Aperture
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100.0

150.0

200.0
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300.0
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70-300 mm lens

18-55 mm lens

Figure 2.3. Normalized field of view vs aperture curve for AF-P DX Nikkor Lenses

ImageIR8300 Camera Field of View
Similarly, the thermograms captured by the IR camera were used to obtain the apparent
temperatures of the curtain at discrete times. The IR cameras has a 640x512 resolution and
is equipped with a 100 mm lens which limits the FOV to an angular field of view (AFOV)
of 5.5°x4.4°. Using equation 1, the FOV (X) can be calculated as a function of distance (L)
and angular field of view (AFOV) which yields a FOV of 480mm x 384mm with a pixel
size of 750 µm/px. This means that the pixel size is larger than the particle size. This can
impact our methodology.
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𝑋[𝑚𝑚] = 2 𝑥 𝐿[𝑚𝑚]𝑥 tan (

𝐴𝐹𝑂𝑉[°]
)
2

(2.1)

Theoretical Model
To obtain a realistic temperature estimate from the particle temperature of these plumes, it
is necessary to understand the relationship between the apparent temperature (i.e., the
temperature as measured by the IR camera) and the true temperature (i.e., the actual
temperature of a surface). Given that a single particle is smaller than an IR pixel, the pixel
is used as a reference to develop an energy balance model. Establishing a model using
energy balance combined with radiation law, the irradiance received by the pixel (𝐸𝑝𝑥 )
becomes a function of the fraction of the irradiance emitted by the background (𝐸𝑏 ) and
the fraction of the irradiance emitted by the particle (𝐸𝑝 ) as denoted by equations 2 - 4.
This fraction of irradiance is simply based on the total irradiance observed by the sensor
by both elements as seen in Figure 2.4, therefore, the geometrical area fraction, or opacity
(𝜔𝑝), can be defined as the area fraction that the particle occupies (𝐴𝑝) within the area of
the pixel (𝐴𝑝𝑥 ).
𝜔𝑝 =

𝐴𝑝
𝐴𝑝𝑥

𝐸𝑝𝑥 = 𝜔𝑝 𝐸𝑝 + (1 − 𝜔𝑝 )𝐸𝑏

(2.2)
(2.3)

Substituting the Stephan-Boltzmann irradiance equation for a gray-body shown in
Equation 4 for every component in equation 3, yields equation 5 which correlates the pixel
temperature (𝑇𝑝𝑥 ) as a function of the background (𝑇𝑏 ) and particle temperatures (𝑇𝑝 ). The
emissivity values (𝜖) for all three components can be applied as constants or as temperature
dependent functions.

37

𝐸 = 𝜖𝜎𝑇 4

(2.4)

4
𝜖𝑝𝑥 𝜎𝑇𝑝𝑥
= 𝜔𝑝 𝜖𝑝 𝜎𝑇𝑝4 + (1 − 𝜔𝑝 )𝜖𝑏 𝜎𝑇𝑏4

(2.5)

4

𝑇𝑝 = √

4 −
𝜖𝑝𝑥 𝑇𝑝𝑥
(1 − 𝜔𝑝 )𝜖𝑏 𝑇𝑏4
𝜔𝑝 𝜖𝑝

(2.6)

Figure 2.4. An IR pixel measures a combination of particle (true) and background
temperature.

2.4

Experimental Procedure

For this work, three experiments were conducted using the SPR and the actuated tube
furnace. Three set points were selected: 200°C (low), 450°C (medium), 700°C (high), with
a mass flow rate of approximately 6 g/s. Once the particles have been preheated to the
desired set temperature, the actuated furnace is tilted in order to pour the material into the
top hopper of the SPR. The data acquisition (DAQ) system begins recording temperature
data from the thermocouples attached to the top and bottom hoppers, along with changes
in the mass of the bottom hopper to measure the particle mass flow rate. The temperatures
recorded in the top and bottom hoppers are used as boundary conditions to develop an
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empirical exponential temperature-decay model of the heat loss as the particles fall through
the system (i.e., lumped capacitance model of a sphere).

Curtain Opacity
To perform the analysis calculation, the pixel intensity count method can be applied. The
opacity is calculated in multiple sub-regions throughout the curtain, as shown in Figure
2.5a, by simply applying equation 7 within every sub-region; hence obtaining a curve of
opacity as a function of flow position. Within every sub-region, the intensity of the pixels
without particles (𝐼𝑜 ) is used as baseline against the intensity of the pixels with particles
(𝐼). To validate the methodology, an LX1330B lux meter was used to measure the light
intensity variations due to the particle curtain employing equation 7 to calculate the opacity
of the curtain. At two different days, we conducted measurements at different positions by
adjusting the location of the arm that it was mounted on as seen in Figure 2.5b. As we can
observe in Figure 2.6, the opacity measurements agree very well in both of measurements.

𝜔𝑝 = 1 −

∑𝑁
𝑖=1 𝐼
𝑁
∑𝑖=1 𝐼𝑜
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(2.7)

Figure 2.5. Left: To estimate the opacity of the curtain, sub-regions within the
domain (in red) are selected, from top to bottom, to estimate the opacity. Right: An
LX1330B lux meter was used to estimate the opacity of the curtain. The lux meter
was mounted in an arm and measurements were taken in 5 different positions.
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Figure 2.6. Opacity comparison between Lux measurements and camera
methodology.
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260

Apparent (Pixel) Temperature
In the case of the thermograms, the average pixel temperatures of the same regions can be
extracted as a function of discharge position as seen in Figure 2.7. For the thermogram sets,
the average temperature is determined by obtaining the average temperature within a subregion; however, this yields multiple curves as every set is comprised of 500 thermograms.
Once every set is processed the average, of the average temperature of every sub-region is
computed to generate the curve shown in Figure 2.7b. Once both functions are found, the
average pixel temperature function, along with the average opacity function, can be used
to estimate the average particle temperature as a function of discharge position using
equation 6.

Figure 2.7. Left: The thermogram sequences are imported into MATLAB in the
form of 3D matrices. Right: Once the thermograms are imported into MATLAB,
the average pixel temperature curve is generated by averaging every row of the
matrix and taking the average of those values within all the 2D matrices in the stack.
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2.5

Results

Applying the methodology described, the average particle temperature as a function of
discharge position can be obtained. To validate our methodology, we are comparing the
average particle temperature extracted with the empirical particle temperature from the
lumped capacitance exponential fits against the temperatures obtained from the
methodology, as seen in Figure 2.8(a) - Figure 2.8(c). We can observe two major things
occurring in all three graphs. First, while the error bars represent 1σ of the average, this
considers the variation of temperature as a function of lateral position, within a single
thermogram, and the variation of temperature temporally within the stack of thermograms
at the same positions. On the other hand, we can consistently observe a 30-40%
overestimation on all the sets of experiments.

(a) Preheat temperature of 200°C

(d) Preheat temperature of 200°C. Extracted
particle temperature reduced by 40%
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(a) Preheat temperature of 450°C

(d) Preheat temperature of 450°C. Extracted
particle temperature reduced by 30%

(a) Preheat temperature of 700°C

(d) Preheat temperature of 700°C. Extracted
particle temperature reduced by 35%

Figure 2.8. Particle temperature extracted (PTE) functions using equation 6.
Figures a-c represent the particle temperature extracted directly and figures d-f
represented the adjusted curves. Error bars represent 1σ of the average.

The preliminary results have shown two noteworthy effects. First, since the pixel
temperatures are averaged spatially horizontally (i.e., in cells at different heights) as well
as temporally with the rest of the thermograms in the sequence, the standard deviation can
yield variations on the order of 100°C. Second, the average particle temperatures obtained
with the method described above yield a systematic overestimation of 30-40% with respect
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to the empirical temperatures obtained from the empirical exponential decay model. This
could indicate that there could be a physical reason in the theory that must be reassessed.
There are several factors that have been identified to contribute to this overestimation:
(1) the thermographic effect due to the sub-pixel averaging which occurs when the source
is smaller than the pixel size and (2) the calibration functions used for the IR camera. While
these factors are intrinsically coupled, further studies will be conducted to understand the
nature of these effects and how they can be mitigated to improve the diagnostics.

2.6

Conclusions

Initial stages of a non-invasive particle temperature extraction methodology have been
developed using a Nikon D3500 camera and a high speed ImageIR8300 camera. Further
work continues to be done to further reinforce the particle temperature extraction
methodology. The team has learned that the particle temperature can be more accurately
described if the Stephen-Boltzmann model is replaced with Planck’s radiation model using
the operating range of the IR camera of 2-5.7 µm. So far, the results obtained show
promising results at low temperatures (Figure 2.9) and it can be observed that using this
Planck’s radiation model the average particle temperature is extracted more accurately.
Moreover, future experiments will also include the effect of concentrated light which could
impact the measurements of either camera. The solar simulator will be used to vary the
intensity of the light incident on the curtain to quantify the effects of the irradiance intensity
on the measurements.
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Figure 2.9. Particle temperature extracted (PTE) functions using the Planck’s
equation in the improved image processing code. Compared to the previous
methodology, the empirical temperature profile agrees better with the temperatures
calculated using Planck’s equation.
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Part II: Methodology Development
for Particle Temperature and Velocity
Estimation
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Chapter 3 A simple and fast MATLAB-based particle
size distribution analysis tool3
Particle size distribution is one of the most important physical properties of a particulate
sample. Traditional particle sizing methods to estimate a geometrical particle size
distribution employ a sieve analysis (or gradation test) which entails filtering the particles
through a series of sieves and measuring the weight remaining on each sieve to estimate
the number-weighted particle size distribution. However, these two quantities have the
same value only if particles are perfectly spherical and round. On the other hand, a particle
sizer such as the Malvern particle size analyzer, which uses laser diagnostics to measure
the particle sizes, can be a hefty investment. Alternatively, imaging techniques can be
applied to estimate the size of these particles by scaling a reference dimension to the pixel
size, which in turn is used to estimate the size of the visible particles. The focus of this
work is to present a simple methodology using a DSLR camera and an illuminated LED
panel to generate enough contrast. Using the camera and lens properties, the scale, or size,
of any image can be obtained based on the mounting distance of the camera with respect
to the target. An analysis tool was developed in MATLAB where the images are processed
automatically based on the prescribed camera and lens properties embedded within the
same image file and requiring the user to only input the mounting distance of the camera.
So far, results show a positive agreement when comparing to measurements using ImageJ
imaging tools and a sieve analysis.
Originally published as: J. D. Ortega, I. R. Vazquez, P. Vorobieff, C. K. Ho, “A Simple
and Fast MATLAB-based Particle Size Distribution Analysis Tool,” International Journal
of Computational Methods and Experimental Measurements, Vol. 9, Issue 4 pp: 352-364
(2021) doi: 10.2495/CMEM-V9-N4-352-364
3
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Future tests will analyze different particle sizes and types, as well as using a Malvern
particle size analyzer to corroborate the results.

3.1

Introduction

The estimation of an accurate particle diameter is critical for small and large-scale
calculations and experiments ranging from pharmaceutical unit operations [1], oil drilling
[2], paints, metallic powders, agriculture, pollution control as well as food products [3].
Throughout the applications, a narrow particle size distribution (PSD) is desired to produce
higher manufacturability, thereby improving the product competence and quality [1]. The
measured particle diameter value depends on particle sizing methodology used as well as
the particle morphology. Ways to measure particle size include laser-based systems [1],
sieve analysis [5], X-ray methods [6], Scanning Electron Microscope (SEM) [7][8], among
others.
However, more often than not, the particle shapes and sizes throughout samples are
not necessarily the same. This difference in morphology can alter the final average particle
diameter value which can impact experiments and limit applications. For example, the most
commonly used method to assess a PSD is a sieve analysis (i.e. gradation) which relies on
the ability for particles to flow through a set of metal meshes which is directly affected by
the particle’s sphericity and roundness [4][8]. Moreover, the resolution of the
measurements is limited by the sieve sizes chosen, which can yield inaccurate results for
narrow PSDs [9]. While the measurement is straight forward, there are many simplifying
assumptions such as: assuming all the particles to be perfect spheres and assuming all the
particles retained within every sieve step have an average size which are required to
complete the assessment, potentially leaving out relevant particle morphology data. Aside
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from that, further limitation such as particle binding within the mesh will disturb particle
flow, while limiting the measurements to dry particles only. Furthermore, while a sieve
analysis allows the user to obtain a median and average particle sizes, the broad distribution
of the particle size can cause deviations when used for more precise calculations such as
particle flow velocities or heat transfer calculations as seen in previous works [10].
Therefore, a more precise and versatile technique to estimate PSDs is required without
increasing the costs by requiring expensive equipment and instrumentation.
In a recent work by Ortega et al., the team showed the importance of utilizing the
correct particle size which is necessary to estimate the mass flow rate egress of particles
from a cavity-type falling particle receiver [11]. Furthermore, if the mass flow rate of
particles egressing the cavity is known, the heat loss of the system due to particle egress
can also be estimated [12]. Similarly, these particles can be used as tracers to estimate the
total advective losses of the plumes egressing from the system comprised of air and
particles.
In this work, a particle-sizing method using imaging techniques is presented. The
MATLAB-based script methodology is able to provide (i) morphological robustness for
the analyses, (ii) high accuracy and speedy tests and (iii) a low-cost solution to the
aforementioned challenges. The imaging method proposed in this work addresses these
issues via an analysis tool developed in MATLAB where the images are processed
automatically based on the prescribed camera and lens properties embedded within the
same image file. The practicality of this method will allow it to be more easily implemented
in particle sizing applications at a low cost with high accuracy and fast results. This method
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is compared to sieve analysis data and well as corroborated with ImageJ imaging tools as
described below in detail.

3.2

Imaging Method

The team developed a MATLAB-based method to analyze the size of particles using a
small sample of particles which are imaged with sufficient contrast in the background. For
the method development a Nikon D3500 equipped with an AF-P DX Nikkor 18-55 mm
lens was used. The code requires a single image of the particles as well as some inputs
which will be discussed in this section.

Pre-Analysis Requirements
Before an image is analyzed, there are four main inputs required: (1) The distance from
lens to the target, (2) the focal length, (3) number of horizontal pixels and (4) number of
vertical pixels of the camera. The resolution of the camera chosen by the user will dictate
the number of horizontal and vertical pixels. On the other hand, the distance from the lens
to the target is a value that can be measured by the user as well as the focal length which
is based on the camera configuration selected by the user. When these values are known,
the size of the object can be calculated when the field of view (FOV) to focal length
relationship is known following the example in Figure 3.1.
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Figure 3.1. Schematic depicting the geometric relationship between the focal length,
distance to the object of interest and the object’s size
[https://digitaltravelcouple.com/calculate-focal-length/].
This can be achieved by substituting the appropriate lens correlations between the
angular field of view (θ) and the focal length (f) into Equation 3.1 where (X) is the
corresponding spatial field of view and (L) is the distance from the lens to the object of
interest. For this study, the lens used was an AF-P DX NIKKOR 18-55mm f/3.5-5.6G
which has characteristic focal length correlation curves as shown in Figure 3.2. Which
enables the generation of Equations 3.2 and Equation 3.3 to correlate focal length to spatial
field of view for the image and determine the correct image scaling.
𝜃
𝑋 = 2𝐿 tan ( )
2
461.785
)
𝑓 0.908

(3.2)

374.145
)
𝑓 0.956

(3.3)

𝑋𝑓𝑜𝑣 = 2𝐿 tan (
𝑌𝑓𝑜𝑣 = 2𝐿 tan (

(3.1)
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Figure 3.2. Focal length calibration curves for DX format Nikkor lenses [13].

Script Methodology
Once the pre-analysis requirements are fulfilled, the image will be loaded into MATLAB
and scaled appropriately, which will lead to a final user input requirement. The script will
require a region of interest (ROI) selection which allows the user to select the region within
the image that will be used to complete the particle size calculation as seen in Figure 3.3.
Once the ROI is chosen, the image must be converted to an inverse binary image
(see Figure 3.4) to analyze the region properties using the built-in function regionprop in
MATLAB. Applying this function enables the user to obtain properties from the current
figure handle which can include area, centroid, circularity, Feret’s diameters, major and
minor axis lengths, perimeter, among other useful graphical properties. For this analysis,
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the team considers the equivalent diameter property to be appropriate as it computes the
diameter from the measured area and perimeter of every particle.

Figure 3.3. Selection of ROI from original image (left) yielding a cropped image as
chosen by the user (right).

Figure 3.4. The original ROI selected is converted into an inverse binary image with
the particles shown in white and the background in black.
To validate the particle size measurement using the in-house script, Image J, a
powerful open-source platform to perform image analyses, was used to validate these
measurements on the same ROIs within the image. The results shown on Table 1 show that
that the particle sizes estimated agree with those obtained from Image J which validates
the methodology and move forward with the experimental validation.
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Table 3.1. Comparison of particle diameters estimated for Figure 3.4 using Image J
and the MATLAB script developed.
Particle
1
2
3
4
5
6

Image J
)
Diameter (µm)
448.5
390.9
363.9
426.7
441.4
377.6

2

Area (mm
0.158
0.12
0.104
0.143
0.153
0.112

MATLAB
Diameter (µm)
445.0
386.4
361.4
425.9
440.3
372.7

Particle Cluster Segmentation
Particle clusters may form while handling particle samples sue to multiple factors;
however, when dealing with PSDs, these particle clusters should be accounted for and
ideally broken apart either before or during processing. To ensure that the clusters of
particles were not analyzed as one large irregular particle, a segmentation technique was
implemented to break the clusters apart [14].
The watershed transform is a technique traditionally used for cluster segmentation
in imagining methods. This is not a trivial task, luckily MATLAB has an integrated
function which is able to complete the following calculation:
•

Finds the center of each object

•

Calculating a distance map from the object center points to the edges of the
objects

•

Filling out the topological map generated with “imaginary water”

•

Finally, build a dam to separate the two “watersheds”
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Figure 3.5 shows the results of the implementation of the watershed technique for
the script developed. Applying this technique will help the segmentation of clusters and
yield a more accurate representation of the PSD of the particle sample.

Figure 3.5. Comparison of binary images without (left) and with (right) a watershed
technique applied to eliminate particle clusters.

3.3

Experimental Methodology

To evaluate the accuracy of the imaging method, the team collected particle samples for
two different materials. First, Carbo HSP 40/70 a synthetic bauxite particle used in the oil
and gas industry for fracking as well as solar particle receivers. This particle has very high
sphericity and roundness coefficients, a narrow PSD (resembling mono dispersion) as well
as being quite dark in color which makes it ideal for the analyses. On the other hand, sand
has a very large PSD, color range, and shape variations which places it on the other side of
the spectrum for the experimental measurements.

Camera Experimental Setup
The team designed a camera rig which will hold the Nikon camera at a fixed position for
all the measurements; similarly, to create sufficient contrast for the particles, an LED panel
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was installed as seen in Figure 3.6. This rig will ensure that the images are taken with a
fixed distance, a constant focal length and consistent illumination.

Figure 3.6. Left: Camera mounted on camera rig at 343 mm (13.5”) from the LED
panel. Right: Camera is mounted perpendicular to the LED panel which is cantered
about the rig.

Particle Sieve Analysis
The team collected and measured three individual samples of each of the particle types and
completed a sieve analysis to estimate the median particle diameter and the mean particle
diameter of particle sizes for each sample as seen in Figure 3.7.
Median Particle Diameter
The quantity is often found by interpolating from a cumulative size distribution plot to
obtain the 50th percentile size on the plot.
𝑋𝑚𝑒𝑑𝑖𝑎𝑛 = 𝐷50
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(3.4)

Mean Particle Diameter
There are multiple kinds of means which can take into account volume weighing and
surface area of particles. The general equation for weighted mean diameter can be
described using a generalized equation:
𝑝

𝑑𝑝,𝑞

1

𝑝−𝑞
∑𝑁
𝑖=1 𝑛𝑖 𝑑𝑖
=( 𝑁
)
∑𝑖=1 𝑛𝑖 𝑑𝑖𝑞

(3.5)

The arithmetic mean (𝑑1,0) is the weighted averaged diameter of the particle set. On
the other hand, the Sauter mean (𝑑3,2)) is an estimate of the average particle size. It can be
defined as the diameter of a sphere that has the same volume-to-surface area ratio as the
particle analyzed as shown imethodologyn Equation 3.5. [15] It should be noted that this
relationship assumes that a PSD for a poly-dispersed distribution has the same total volume
and total surface area as a mono-dispersed distribution of the same particle.
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Figure 3.7. Left: Ten sieves from 75-2000 µm were used for the sieve analysis. Right:
The mass retained within every pan was measured using a scale with a ±1 gr
resolution.

Imaging Method
Using the camera rig the particles are dispersed along the LED panel to ensure that the
formation particle clusters is reduced, and the particles can be seen by the camera as seen
in Figure 3.8. For every sample that was collected for the sieve analyses, 5 sub-samples
were taken for each sample to be imaged. Lastly, for every image captured, 5 different
regions were analyzed to ensure consistency.

Figure 3.8. Camera rig with particles dispersed on the LED panel for imaging.

59

3.4

Experimental Results and Discussions

The results of the sieve analysis and imaging tests are presented in detail. The values
obtained align well with literature as well as within the measurements.

Sieve Analysis
The sieve analysis measurements followed the ASTM B214-07 testing procedure with
sieve sizes ranging from 75-2000 µm. The cumulative size distribution curves for the Carbo
HSP and Sand particles can be observed in Figure 3.9. These curves were generated for all
three individual tests as well as for the combined total for all the tests. From this data, the
median and the mean particle diameters can be calculated as shown on Table 3.2.
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Figure 3.9. Cumulative particle size distribution of Carbo HSP 40/70 particles (top)
and Sand particles (bottom) for the three samples completed and the combined
total.
World Oil presents a compilation of multiple proppants with properties. The report
shows that CarboProp 40/70 has a median particle size of 324 µm while the approximate
median from the total samples tested was 326 µm which shows that the measurements
performed align well with reported values [16].
Table 3.2. Measured median (D50), arithmetic mean (D (1,0)) and Sauter mean (D
(3,2)) for the three sample tests of every particle type as well as the combined sample
total.
Carbo Particles
Sand Particles
D50
D (1,0)
D (3,2)
D50
D (1,0)
D (3,2)
(µm)
(µm)
(µm)
(µm)
(µm)
(µm)
Test 1
313.1
374.7
396.2
386.3
516.0
974.4
Test 2
334.6
407.5
438.5
395.7
530.7
960.1
Test 3
332.1
405.9
433.9
372.2
486.7
917.0
Test Total
326.1
397.1
425.4
383.9
511.3
951.1
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Sieve Analysis
As mentioned before, 5 sub-samples from the original 3 samples taken from both particle
types are analyzed individually. For every image of the sub-samples, 5 regions are chosen
near the four corners and the center of the image to complete the imaging analysis. Once
the analysis was completed, a histogram of the size distribution is generated for the 75
cases analyzed per particle type as shown in Figure 3.10.

Figure 3.10. Sample image of a Carbo particle distribution with its corresponding
particle size distribution plot. The outliers on the left correspond to some a small
subset of particles consider as anomalies.
The results of the study are summarized in Table 3.3 and Table 3.4. It can be
observed that for Carbo particles, the average and median diameters measured using the
imaging methodology correspond to those measured with the sieve analysis. On the other
hand, there is a large discrepancy in these values for the Sand particles. The team believes
that these discrepancies could be due to the morphology of the Sand particles clogging the
sieves during the analyses which will increase the mass of particles of smaller size to be
retained on a larger step.
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Table 3.3. Measured median (D50), arithmetic mean (D (1,0)) and Sauter mean (D
(3,2)) for the three sample tests of the Carbo particle as well as the combined sample
total compared to the average, median and standard deviation of the particle
diameters measured through the image method.
Sieve Analysis
Imaging method
σdiam
D50
D (1,0)
D (3,2)
Davg
Dmedian
(µm)
(µm)
(µm)
(µm)
(µm)
(µm)
Test 1
313.1
374.7
396.2
355.0
358.5
70.0
Test 2
334.6
407.5
438.5
355.1
360.0
69.7
Test 3
332.1
405.9
433.9
358.6
363.9
67.1
Test Total
326.1
397.1
425.4
356.3
360.0
68.9
Table 3.4. Measured median (D50), arithmetic mean (D(1,0)) and Sauter mean
(D(3,2)) for the three sample tests of the Carbo particle as well as the combined
sample total compared to the average, median and standard deviation of the particle
diameters measured through the imaging method.
Carbo Particles
Sand Particles
σdiam
D50
D (1,0)
D (3,2)
Davg
Dmedian
(µm)
(µm)
(µm)
(µm)
(µm)
(µm)
Test 1
386.3
516.0
974.4
183.5
154.4
133.0
Test 2
395.7
530.7
960.1
169.6
140.3
115.8
Test 3
372.2
486.7
917.0
174.4
148.7
110.5
Test Total
383.9
511.3
951.1
175.8
147.5
119.8

Method Constraints
The team found that there are some artifacts generated during the process as can be seen in
Figure 11, however, their impact has yet to be characterized. These artifacts are generated
from four different sources as seen in Figure 11 and Figure 12.
•

The edge (i.e., cropped) effect of the regions selected can impact the size of
the particles along the edge.

•

The splitting effect yields individual particles broken into two different
particles due to the morphology observed by the script.
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•

The center-splitting effect yields a smaller particle between two or more
particles that were lumped together as observed by the script.

•

The morphology effect impacts the way a single particle is identified and
due to the variations in light due to the translucency of the particle and the
morphology, the script can interpret it as recognizing more than one particle.

While the team is aware of these effects, they have yet to be studied to determine
their impact on the particle size estimation. However, a physical factor that could have an
impact on the discrepancy of the Sand particles could be the sieve clogs formed during
testing.

A)
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B)

C)

Figure 3.11. Three artifacts were observed during the image analyses of the Carbo
particles applying the methodology. A) Edge effect yielding smaller particles within
a sub-region of the image analyzed. B) Splitting effect breaking particles apart
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which are interpreted as two particles by the script. C) Center-splitting effect
breaking a group of two particles into three by the script.

Figure 3.12. Besides the three artifacts observed in Figure 11, Sand particles
displayed a fourth artifact related to the morphology and translucency of the
particles. This effect produces different shades which the script can interpret as
separate particles.

3.5

Conclusions and Future Work

A simple and accurate method to analyze particle size distributions was developed. The
results showed great agreement with the Carbo particles which are more spherical and have
a narrower PSD than Sand particles. However, the results for the Sand particles did not
agree well which could be due to multiple factors explained on the paper.
There are some artifacts that were generated on the images during the analyses,
however, the team will need to further study their effects on the measurements. While these
effects may or may not be trivial to the accuracy of the calculations in the words of R.
Gonzalez and R. Woods authors of the widely used textbook (Digital Image Processing)
they state that "segmentation of nontrivial images is one of the most difficult tasks in image
processing. Segmentation accuracy determines the success or failure of computerized
analysis procedures."
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One current application for this analysis methodology was the characterization of
the Carbo HSP 40/70 particles utilized at Sandia’s falling particle receiver. While the
supplier provides limited information on the particle morphology and size distribution,
applying this methodology has allowed the team to verify the particle size used to estimate
the mass egress and heat loss rates from the systems due to the advective losses experienced
during operation.
To continue with this work, other particle sizing techniques will be used to validate
the results from the work presented. Similarly, the team would like to study other types of
particles to ensure that this methodology is applicable for a wider range of particles,
bubbles, and droplets.
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Chapter 4 A Non-Intrusive Particle Temperature
Extraction Methodology using IR and Visible-Image
Sequences for High-Temperature Particle Plumes4
The direct measurement of particle temperatures in particle-laden flows presents a unique
challenge to thermometry due to the flow’s transient and stochastic nature. Previous
attempts to measure the bulk particle temperature of a dilute particle plume or particle
curtain using intrusive and non-intrusive methods have been mildly successful. In this
work, a non-intrusive method using a high-speed IR camera and a visible-light camera to
yield an indirect particle temperature measurement technique is developed and tested. The
image sequences obtained from the IR camera allow for the calculation of the apparent
particle temperature, while the visible-light image sets allow for the calculation of the
plume opacity as a function of flow discharge position. To extract the true particle
temperature, a post-processing algorithm based on Planck’s radiation theory was
developed. The results were validated through a series of lab-scale tests at the University
of New Mexico using a test rig capable of generating particle curtains at various
temperatures. The temperature profiles extracted from the methodology presented were
compared to the temperature data measured during experimental measurements yielding
agreement of the bulk particle temperature of the plume within 10% error. The methods
described here will be developed further to estimate the heat losses from the falling particle
receiver at Sandia National Laboratories.
4

Originally published as: J. D. Ortega, C. K. Ho, G. Anaya, P. Vorobieff, G. Mohan, 2022,
“A Non-Intrusive Particle Temperature Extraction Methodology using IR and VisibleImage Sequences for High-Temperature Particle Plumes,” ASME Journal of Solar Energy
Engineering, pp. 1-15. Under Review
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Nomenclature
The following nomenclature throughout this work.

Variables
A

Projected Area (m2)

B

Spectral Radiance of Body (Wm-2sr-1)

φ

Plume volume fraction

D

Particle diameter (mm)

ϵ

Emissivity

I

Light Intensity

λ

Wavelength (m)

ω

Plume opacity

q

Irradiance (Wm-2)

Q̇

Heat (W)

T

Temperature (K)

Constants
c

Speed of Light Constant (2.998x108 ms-1)

h

Planck’s Constant (6.626x10-34 Js)

K

Boltzmann’s Constant (1.381x10-23 m2kgs-2-K-1)

σ

Stefan-Boltzmann’s Constant (5.6704x10-8 Wm-2K-4

Subscripts
bk

Background

o

Initial

p

Particle

px

Pixel
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4.1

Introduction
Solid particle receivers for high-temperature concentrating solar power (CSP)

applications have attracted increasing interest over the past decades [1-10]. These receiver
systems offer a promising pathway to successfully utilize the high-temperature heat
(>700°C) absorbed from a solar thermal receiver to drive a supercritical carbon dioxide (sCO2) Brayton power cycle by providing operating temperatures beyond 700°C, which can
yield ≥50% thermal-to-electric conversion efficiencies [1-2]. The falling particle receiver
(FPR) at Sandia National Laboratories is a prime example of the capabilities of this
technology [7-8,12].
Solid particle receivers for high-temperature concentrating solar power (CSP)
applications have attracted increasing interest over the past decade [1-5]. Multiple teams
world-wide have performed studies to characterize and assess the performance of particle
receivers [6-8]. These receiver systems offer a promising pathway to successfully utilize
the high-temperature heat (>700°C) absorbed from a solar thermal receiver to drive a
supercritical carbon dioxide (s-CO2) Brayton power cycle by providing operating
temperatures beyond 700°C, which can yield ≥50% thermal-to-electric conversion
efficiencies [1-2]. The falling particle receiver (FPR) at Sandia National Laboratories is a
prime example of the capabilities of this technology [7-9].
However, during the on-sun operation of the FPR, particle egress through the front
aperture has been observed, forming a particle plume that is carried by the wind; not only
does this result in potential pollution hazards, but also on loss of particle inventory in the
system as well as heat and efficiency losses [10-11]. These events present a unique
challenge for measurement techniques and devices due to the complexity of the multiphase
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flow, but also because the plumes (Figure 4.1) are on the path of the concentrated
irradiance. Moreover, since the particle egress from the system is extremely transient and
dependent on a variety of internal and external factors, intrusive methods such as
thermocouples will not accurately measure the particle temperatures as they will only be
in contact intermittently and temporarily with the particles that may strike them. Similarly,
the thermocouples can be in direct exposure with the irradiance incident on the cavity and
the hot air currents that egress from the cavity, as well the cold air currents entering the
cavity, which can skew direct measurements. Therefore, addressing this issue is paramount
for the receiver technology’s success as the particle loss not only can impact the long-term
operation of the system and reliability, but also constitutes a receiver efficiency and overall
efficiency of the solar plant.

Figure 4.1. Particle egress captured from the falling particle receiver aperture
during on-sun testing. The plume can be observed within the region inside the red
rectangle.
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Multiple studies can be found in literature that highlight multiple attempts to
measure particle temperature non-intrusively. Most of these techniques employ
thermographic phosphors which are fluorescent at well characterized temperatures and are
commonly used in combustion and energy sciences [15]. Kueh et al., presented a planar
technique for measuring the temperature of radiatively heated particles suspended in a
fluidized bed employing ZnO:Zn phosphors as tracer particles heated up to 500 K [16].
Similarly, Zhao et al., presented an enhancement of the methodology using BaMgAl10O17
phosphors as they are able to operate at temperatures greater than 1000 K which could be
a temperature applicable for FPRs [17]. Nonetheless, one main drawback is the need of a
specific spectral range to activate the particles to emit the luminosity required for the
measurement. On the other hand, camera-based thermography has also provided some
attempts for non-intrusive temperature measurements of films [18] and liquids [19].
Previous work by Ortega et al., [9-11] highlights the initial steps of a non-intrusive
imaging method development to extract the true particle temperature from thermography
measurements using a visible-light camera (Nikon D3500 with 70-300 mm Nikkor lens)
coupled with a high-speed IR camera (ImageIR8300 with 100 mm lens). The focus of their
work was to develop a lab-scale system which allows for the measurement of a particle
plume under a controlled environment to develop a measurement technique which could
be applicable for the FPR on-sun tests. However, as shown in Figure 4.2, higher irradiance
levels require a larger number of heliostats to achieve this which can yield a spot over 2
meters in diameter. Therefore, to avoid any potential irradiance spillage intercepting the
cameras during on-sun operation, the team decided to constraint the cameras to be mounted
5 meters away from the center of the aperture. It was determined that the field of view
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corresponding to an individual pixel of the IR camera positioned 5 meters way from the
aperture, was much larger than the mean particle diameter [10-11]. This means that the
temperature measurements directly from the IR camera represent the apparent temperature,
but not the true temperature of the particles [10,20]. Substantial work has been done to
address the issue of low resolution of thermal images (i.e., thermograms) to enhance the
characteristics within the image [21-24]. However, little to no work has been done to
address the issue of sub-pixel scale averaging that can occur when the object of interest is
smaller than the pixel size. In this work, a novel non-intrusive particle temperature
extraction method developed by the University of New Mexico and Sandia National Labs
is presented. The analysis can be used to estimate the average particle temperature within
a particle plume using a combination of IR and visible-light cameras which can be applied
to measurements under high-temperature and high-irradiance conditions such as the onsun tests of the FPR at Sandia.

Figure 4.2. Irradiance incident on the aperture of the falling particle receiver. As it
can be observed, based on the irradiance level desired, there may be heat flux
spillage on from the 2-meter diameter spot [12].
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4.2

Theory
Ho and Ortega et al., compared 5 different methods which could have been applied

to establish a basis for the methodology [11]; however, the energy balance approach using
two cameras was selected based on their analysis. Starting from a heat balance approach,
every pixel from the IR camera receives energy from the background and the particles, if
any, contained within the field of view of the pixel (Figure 4.3) as shown in Eq. 4.1.
Expanding this equation in terms of heat flux (i.e., irradiance) and solving for the irradiance
received by the pixel yields Eq. 4.3.

Figure 4.3. Diagram of a multiple particle inside a pixel. Note: there could be one or
more particles inside every pixel.
𝑄𝑝𝑥 = 𝑄𝑝 + 𝑄𝑏𝑘

(4.1)

𝑞𝑝𝑥 𝐴𝑝𝑥 = 𝑞𝑝 𝐴𝑝 + 𝑞𝑏𝑘 𝐴𝑏𝑘

(4.2)

𝑞𝑝𝑥 =

1
(𝑞 𝐴 + 𝑞𝑏𝑘 𝐴𝑏𝑘 )
𝐴𝑝𝑥 𝑝 𝑝
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(4.3)

The area ratios in Eq. 4.3 can then be substituted using the opacity relationship shown
in Eq. 4.4. Since the area occupied by the background is the inverse of the area occupied
by the particle, so that 𝐴𝑝 = 1 − 𝐴𝑏𝑘 , when Eq. 4.4 is substituted into Eq. 4.3, the
irradiance balance can be expressed as Eq 4.5.

𝜔𝑝 =

𝐴𝑝
𝐴𝑝𝑥

𝑞𝑝𝑥 = 𝑞𝑝 𝜔𝑝 + 𝑞𝑏𝑘 (1 − 𝜔𝑝)

(4.4)

(4.5)

Following, Planck’s radiation law can be applied into this model to describe the model
into temperature terms. While the Stefan-Boltzmann’s is a simplified approach to solve for
the particle temperature, it represents the total hemispherical irradiance over the entire
electromagnetic spectrum, which will overestimate the energy measured by the IR camera
sensor which operates between 2 and 5.7 µm [20].

Planck’s Radiation Law
Planck's radiation law describes the spectral density of electromagnetic radiation
emitted by a black body in thermal equilibrium using Eq. 4.6 [25]. Similarly, the
hemispherical grey body irradiance over a spectrum of interest can be estimated by
integrating Planck’s equation over the relevant spectral range using Eq. 4.7 [25]. For this
study, λ1 = 2 µm and λ2 = 5.7 since this is the operating range of the IR camera used in
this work. Similarly, the emissivity value is assumed to be that of a grey hemispherical
emitter (i.e. constant with uniform magnitude in all directions) since at the present time,
the radiative properties of the particles have not been studied. Therefore, 𝜖(λ,𝑇) = 𝜖 = 0.9.
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It can be observed that the irradiance is a function of temperature, which means an iterative
numerical solver will be required to solve for temperature.

𝐵(λ,𝑇) =

2ℎ𝑐 2

1

ℎ𝑐
λ5 𝑒 λ𝐾𝑇
−1

(4.6)

λ2

𝑞 = 𝜋 ∫ 𝜖(λ,𝑇) 𝐵(λ,𝑇) dλ

(4.7)

λ1

Model Development
Now that an irradiance model is chosen, Eq. 4.5 can be rewritten in terms of the fraction
of the irradiance coming from the particles which can be described as shown in Eq. 4.8.
Here the pixel and background irradiances are calculated using Eq. 4.6 and Eq. 4.7 as
functions of temperature measured by the IR camera. Moreover, if the opacity can be
measured from the visible-light camera, the expected particle irradiance from the particles
within every pixel can be computed as highlighted on the diagram in Figure 4.4.

𝑞𝑝 =

𝑞𝑝𝑥 − (1 − 𝜔)𝑞𝑏𝑘
𝜔

(8)

A bisection root-finding method was developed to iterate inside a loop which will be
used to find the particle temperature which yields the expected particle irradiance to
maintain the balance in the irradiance equation. This is done by applying a bisection rootfinding method which starts under the assumption that the particle temperature will be
between the pixel temperature and a large temperature outside of the range of analysis (i.e.,
1200oC) and the loop will run for up to 1000 iterations or until the temperature variation is
under 0.1oC.
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Figure 4.4. Diagram of outlying the progression of the calculation in the model. The
opacity, background temperature and pixel temperature are values obtained from
the images captured from the cameras. These values are then used to calculate the
expected particle irradiance. Knowing this value, the true particle temperature can
be found by iterating until the temperature variation is less than 0.1oC

4.2

Experimental Setup
A lab-scale test rig was designed and built at the University of New Mexico (UNM)

Solar Simulator Lab shown in Figure 4.5. The experimental arrangement is comprised of
three main components: (1) an instrumented small particle receiver (SPR) used to generate
particle curtains with similar mass flow rates to those of the plumes as estimated by Sandia
[12], (2) an actuated tube furnace used to preheat the particles to a set temperature, (3) a
solar simulator which can be used to emulate the heat fluxes which particle-plumes are
exposed to as they flow out of the system (to be used in future experiments).
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Figure 4.5. Left: Experimental setup at UNM comprised of a small particle receiver
(SPR), an actuated tube furnace, and a solar simulator.
Before every test, the furnace will preheat the particles to the temperature of interest.
Once the particles are ready, the tube furnace is raised, and the particles are poured into the
top hopper. When the hopper’s sliding gate is open, the particle flow starts, and
thermocouple and weight data are recorded. While the particles flow steadily (i.e., constant
mass flow rate) through the system, both cameras collect image sequences. To ensure that
the exposure settings will allow the calculation of the curtain opacity, an LED panel was
installed behind the curtain to generate sufficient contrast of the particles and the
background as show in Figure 4.6.
The particles used in this work are CarboHSP 40-70 with a median diameter of ~330
µm and playground sand with a median diameter of ~380 µm after it was sieved out to
remove particles greater than 1 mm. For this study, three temperatures were considered
200oC (Low), 450oC (Medium) and 750oC (High) to assess the effects of temperature and
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particle type (i.e., topology, size distribution, etc) on the effectiveness of the methodology
to extract the true particle temperature.

Figure 4.6. Right: Components of the small particle receiver. Top and bottom
hoppers instrumented with thermocouples, a 0.5-gram resolution scale to record the
mass flow rate of the particle curtain, a flow mesh to increase the uniformity and
decrease the opacity of the curtain, and an LED panel to generate sufficient contrast
between background and particles. Left: Sample image from the visible-light
camera where the particle curtain can be observed.

Opacity Measurements from Visible-light Images
As described by Beer’s Law, the opacity of a participating medium can be measured
based on the amount of interference that this produces on a reference light source, and it is
best described as Eq. 4.9 [26].

𝜔=

𝐼𝑜 − 𝐼
𝐼𝑜

(4.9)

As shown by Ortega et al., [10] the visible-light images are treated as grayscale 16-bit
images with intensities ranging from 0 (black) to 65535 (white). The calculation of Eq. 4.9
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is performed in two simple steps. First, when the reference image is compared to the image
with the particle curtain, the numerator, as seen in Figure 4.7, simply becomes a negative
of the image with particles. When divided by the reference image, as seen in Figure 4.8,
the image remains the same, except that the values of the pixels are no longer intensity
values but opacity values ranging from 0 (empty) to 1 (fully opaque). Lastly, the average
opacity as a function of discharge position can be found by discretizing an image into subregions where the average opacity can be calculated as seen in Figure 4.9. The data can be
fitted with a power-law function which can be used for the particle temperature
calculations.

Figure 4.7. Graphical representation of the numerator calculation on the opacity
equation (Eq. 4.9).

82

Figure 4.8. Graphical representation of the entire calculation on the opacity
equation (Eq. 4.9). The result of the calculation is the same image as Figure 4.7;
however, the values range from 0 to 1 for opacity.

Figure 4.9. The average opacity as a function of discharge position can be obtained
by discretizing the resulting image from the calculation on Figure 4.8 into subregions of a discrete size. The error bars on the empirical values represent 1-σ from
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the mean for every sub-region. The data can be fitted with a power-law function to
be used on the subsequent calculations.

Apparent Particle Temperature from Thermograms
Different from the visible-light images, the thermograms collected already are matrices
with temperature values which simplifies the process of obtaining an apparent temperature
profile. Once the set is loaded, an average apparent temperature profile can be obtained for
every thermogram in the sequence by averaging every row of values which will yield a
profile as a function of discharge position. Based on frame rate of the cameras, for a 2minute span of data there are approximately 554 thermograms per 1 visible image,
therefore, the average apparent temperature value at every row should also include the
temporal variation of every camera capture. This means that the profile developed accounts
for the spatial variation of temperature as well as the temporal variation for the entire
sequence of 554 thermograms as shown in Figure 4.10.

Figure 4.10. Left: Sample thermogram from a curtain preheated to 200oC. Right:
Once the thermograms are imported into MATLAB, the average apparent
temperature profile is generated by averaging every row of the thermogram for the
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554-thermogram sequence. Similarly, these profiles corresponding to individual
thermograms are averaged to obtain an overall average apparent temperature
profile as a function of discharge position. The error bars on the empirical values
represent 1-σ from the mean for every row. The data can be fitted with a power-law
function to be used on the subsequent calculations.

True Particle Temperature from Thermograms
With the opacity and pixel temperature functions known and an established background
temperature, the average particle temperature as a function of discharge position can be
estimated using the model depicted in Figure 4.4. It should be remembered that the average
particle temperature represents the estimated particle temperature at any given discharge
position to maintain the irradiance balance equation requirements. Lastly, to validate the
results, the average particle temperatures extracted are compared with the semi-empirical
particle temperatures calculated using a lumped capacitance exponential decay model as
highlighted by Cengel et al. for a single particle using the temperatures recorded at the top
and bottom hoppers as seen in Figure 4.11 [27].
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Figure 4.11. Comparison of the empirically derived profile (blue) and the extracted
tempreatures using the Stefan-Boltzmann’s (orange) and Planck’s (yellow) model
for a preheat temperature of 200oC considering only the region of interest [15].

4.4

Results and Model Validation
Previous results obtained by Ortega et al., showed that the Stephan-Boltzmann’s model

overestimates the estimated particle temperature (see Figure 4.11) because it considers the
spectral emittance over the entire electro-magnetic spectrum [20]. On the other hand, the
IR camera used in the has a limited operating spectral range [20]. Therefore, the
experimental and Planck’s-based model results were reanalyzed for carbo and sand
particles at different temperatures. The measured temperature profiles were obtained
empirically by using a lumped capacitance model for a single sphere which generates an
exponential decay curve based on the temperatures measured at the top and bottom hoppers
of the small particle receiver. On the other hand, the extracted particle temperatures are the
average particle temperature values obtained by processing the image sequences at a
corresponding time with the measured profile. The results for the comparison can be seen
in Figure 4.12. While similar amounts of carbo and sand particles were preheated to the
same temperature for the same duration, it is clear by comparing Figure 4.12a to Figure
4.12b and Figure 4.12c to Figure 4.12d that the sand particles tend to cool at a faster rate
compared to carbo particles. This is most likely due to the vast number of smaller particles
of sand (i.e., based on particle size distribution) which are flowing through the system
which make the flow more prone to losing heat faster. On the other hand, the particle size
distribution is much narrower for carbo particles [28].
Aside from this, the team attempted to produce a measurement for sand particles at
750oC without success. It was observed that the friction factor of the sand increases and
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the particles at high temperature would not flow out of the tube furnace when it is hot.
Nonetheless, there is substantial evidence that the methodology can estimate the particle
temperature within 10% error from the empirical values as seen in Figure 4.12.

(a) Particle temperature comparison for Carbo
particles preheated at 200 oC for 3 hours.

(b) Particle temperature comparison for Sand
particles preheated at 200 oC for 3 hours.

(c) Particle temperature comparison for Carbo
particles preheated at 450 oC for 3.5 hours.

(d) Particle temperature comparison for Sand
particles preheated at 450 oC for 3.5 hours.

(e) Particle temperature comparison for Carbo particles preheated at 750 oC for 4.5 hours.
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Figure 4.12. Comparison of particle temperature profiles for Carbo and Sand
particles preheated at different temperatures. The measured temperature
represents the profile developed using the empirical lumped capacitance model. The
extracted temperature values are comparable to those from the empirical
temperature profile within 10% of the mean value calculated. The error bars
represent 10% variation from the mean temperature value.

4.5

Conclusions and Closing Remarks
This paper presents the advancements towards the development of a novel non-

intrusive methodology to indirectly measure particle temperature using infrared
thermometry for particle plumes. The theoretical development is presented with sufficient
evidence for the selection of the approach. A test rig was designed and built to generate
experimental cases which helped the validation of the technique using two types of
particles preheated at different temperatures. Overall, the particle temperature
measurements obtained applying the methodology described show an agreement with
direct measurements within 10% error. This means that this analysis can be applicable to
particles of any kind, and it is agnostic to the temperature conditions if the known values
required are pre-determined. A sensitivity study will be performed in the future to assess
the importance of the individual variables used in the methodology.
The method developed will serve as a basis to develop a measurement technique to
estimate the true temperature of the particle plumes which egress from the FPR aperture
during on-sun tests. By knowing the true temperature of the particles within the plume,
the heat losses of the system can be estimated. While this work presents an image postprocessing method, the team strives to develop an in-situ measurement technique which
can yield particle temperature measurements in real-time.
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Chapter 5 Bulk Velocity and Mass Flow Rate
Estimation of Particle Plumes through PIV Analysis
of Thermogram Sequences5
Particle Image Velocimetry (PIV) measurements are commonly used to determine velocity
fields from a flow, given that sufficient tracers can be added and tracked to determine their
motion. While these types of measurements are typically completed using high-speed
cameras to capture the trajectories of the tracer particles, the experiments performed at the
University of New Mexico generated extensive time-resolved infrared temperature image
(i.e., thermogram) sets of a free-falling particle curtain captured at 300 Hz. The camera
used for such measurements was high-speed IR camera which provides a resolution of
640x512. The thermogram sets acquired have been extensively analyzed with two
commonly used commercial PIV analysis packages, DaVis and PIVlab. The comparison
between the two software packages showed consistent velocity fields and contours, along
with corresponding average velocity as functions of discharge position. As expected, the
vertical velocity component of these gravity-driven curtains follows a trend that resembles
a free-falling sphere rather than a falling sphere experiencing drag. The study also found
that the discharge velocity showed negligible effects due to the inlet particle temperature
of the curtain. These results will be applied to the development of a methodology to
estimate the mass flow rate of particle curtain and plumes using a novel non-intrusive
image correlation methodology.
5
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Nomenclature
The following nomenclature throughout this work.

Variables
Ac

Cross-sectional area (m2)

dp

Median particle diameter (m)

I

Light flux after medium (lux)

Io

Light flux before medium (lux)

ω

Opacity

φ

Particle volume fraction

ρb

Bulk curtain/plume density (kg/m3)

ρp

Particle density (kg/m3)

tc

Curtain/plume thickness (m)

wc

Curtain/plume width (m)

Vb

Bulk curtain/plume velocity (m/s)

5.1

Introduction
The interest in solid particle receivers for concentrating solar power (CSP) applications

has grown in recent years [1-9] as this technology enables the coupling of a solar thermal
receiver with a supercritical carbon dioxide (s-CO2) Brayton cycle capable of operating at
temperatures beyond 700°C and ~50% conversion efficiencies [1]. One example is the
falling particle receiver at Sandia National Laboratories [1-2,4,7-8] which uses Silicabased bauxite particles of a sub-millimeter size [4,7-8,10] distribution which flow across
an aperture while they are heated directly using a concentrated light beam from the heliostat
field [10].
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Nonetheless, during operation, the Sandia team learned that particle plumes are
ejected from the aperture during operation as seen in Figure 5.1. This could be attributed
to the complex dynamics of multiphase flow combined with turbulence and sudden
changes in wind speed and direction, as well as air temperature inside the cavity. These
particle losses can accumulate during operation times and can lead to increased O&M costs
as they must be replenished to safely operate the receiver. This paper summarizes the
imaging method to characterize the bulk velocity and egress rate of these particle plumes
which will lead to the estimation of the mass loss per hour of operation of the particle
receiver at Sandia.

Figure 5.1. Particle egress captured from the falling particle receiver aperture
during testing. The plume can be observed within the region inside the red
rectangle.

5.2

Experimental Setup
The experimental setup used for these experiments was developed at the University of

New Mexico (UNM) Solar Simulator Lab as seen in Figure 5.2. First, an actuated tube
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furnace is used to heat up the particles to the desired temperature for the experiment. The
top hopper is equipped with an exchangeable bottom-perforated plate which allows
particles flow control and it is restrained by a sling gate to start and stop particles flow.
The bottom hopper collects falling particles and is equipped with thermocouples to
measure the final temperature of the particles after falling. A cooled panel is intended to
provide a low, constant background temperature for the falling particle curtains from the
top hopper to the bottom hopper. A metallic mesh is used to restrain the flow and provide
a semi-uniform plume of falling particles. Finally, the camera used for this experiment is a
high-speed IR camera with a 100mm lens which operates at a speed of 300 Hz, at a
resolution of 640X512 pixels, situated five meters from the particle curtain to emulate the
mounting distance of the camera at Sandia’s falling particle receiver. It should be noted
that at this distance, the pixel size is estimated to be 750 µm [10].

Figure 5.2. Experimental set up used. The components are the following: A) tube
furnace. B) top hopper. C) bottom hopper. D) cooled panel. E) metallic mesh. F)
sliding gate.
Once the furnace has been loaded with particles, it is preheated to the desired
temperature. Once that temperature has been achieved, the particles are poured into the top
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hopper and a particle plume (i.e., curtain) will be generated. During the tests, thermogram
sequences are collected as shown in Figure 5.3.
The main reason to use this high-speed IR camera was to extract the plume’s
temperature as a function of time; nonetheless, if the temporal resolution is adequate, an
estimation of the bulk particle motion can be extracted from the image sequences collected.
This means that the IR camera will serve to not only measure the particle temperatures, but
also to measure the mean particle velocity as a function of discharge position.

Figure 5.3. Sample thermogram for particles preheated at 100°C and discharge rate
of 6.2 g/s. It should be noted that the IR pixels may contain 1 or more particles
based on the resolution of the camera.

5.3

Methodology
To process the thermogram sequences, the particle image velocimetry tourniquet (PIV)

can be applied to determine a correlation between the thermograms in the sequence. If
successful, this would mean that a separate high-speed camera will not be necessary to
conduct the on-sun measurements at Sandia’s falling particle receiver.
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Particle Image Velocimetry
Particle image velocimetry (PIV) is an imaging method that extracts complete velocity
vector fields in one and two dimensions from a time-resolved image sequence. These
vector fields are obtained by analyzing the region of interest (ROI) for a set of consecutive
images in which the motion of a pixel cluster can be observed (Figure 5.4). While
processing the data, a PIV software can identify a cluster of pixels in motion, by using a
signal obtained via Direct Fourier Transform (DFT) or a series of algorithms denominated
by a Fast Fourier Transform (FFT) method, depending on the software of choice. Lastly,
using calibration factors, such as pixel-to-distance ratios and time resolution between
images, as well as other user pre-specified conditions for the analysis, the software
reinterprets the velocity vector of each cluster. Having multiple clusters within an image
set will generate a velocity field for the entire ROI for the entire set. Using the discrete
form of a Fourier transform (i.e., DFT or FFT) approach in order obtain images where the
frequencies of particles of interest remain, and the rest is filtered out. A more extensive
explanation on how the Fourier Transform is used for PIV is provided by LiQun et al [11].

Figure 5.4. Correlation of particles within a region of interest to extract vector
fields. These vector fields are then converted to velocity based on the reference scale
and time between the image pair.
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PIVlab Analysis Toolbox
PIVlab is a MATLAB toolbox with a graphical user interface from which most of
the functions related to PIV can be accessed (note: PIVlab requires the MATLAB image
processing toolbox to run). The PIVlab Graphic User Interface (GUI) makes these types of
analyses easily accessible to everyone as it requires the three main steps to perform an
analysis (image pre-processing, image sequence evaluation, and post processing) [12].
Due to its user-friendly interface and its accessibility, PIVlab has become a popular
tool for PIV analysis, and it has been used on multiple studies from the study of “gas
migration regimes and outgassing in particle-rich suspensions” [13], the study of
“transition from turbulent to coherent flows in confined 3D active fluids” [14], and
“particle velocimetry analysis of immiscible two-phase flow in micromodels” [15].
PIVlab Image Pre-processing
First, a region of interest (ROI) containing the curtain of falling particles was
established to perform all the subsequent calculations as shown in Figure 5.5.
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Figure 5.5. Establishing the image region of interest for the PIV analysis
The pre-processing setup was followed by a calibration process to provide a conversion
factor from pixel distance to physical distance as well as the interval of time between each
image. This calibration was achieved using the perforations on the structure shown on the
right side of the image. These perforations are 50.8 mm (2”) apart from each other (Figure
5.6).

Figure 5.6. PIVlab calibration used to establish the physical conversion parameters.

Lastly, the image sets were evaluated applying the pre-established PIV settings under
the analysis tab of PIVlab. During this step, the FFT window deformation PIV algorithm
was selected with multiple passes and interrogation windows with 50% steps. The
interrogation windows used were square areas with side length of 32 and 16 pixels for
passes 1 and 2, respectively (Figure 5.7).
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Figure 5.7. Image evaluation setting for correlation interrogation window.
PIVlab Image Sequence Evaluation
Once the pre-processing parameters have been established, the sequence can be
evaluated and for every image pair a velocity vector field can be obtained as seen in Figure
5.8.

Figure 5.8. Vector fields obtained for every pair of images in the sequence using in
the analysis
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PIVlab Image Post-processing
Applying the pre-established temporal and spatial scales, the average velocities the
vectors can then be scaled, and the average velocity can then be extracted from the image
pairs from a polyline selected in the image as seen in Figure 5.9.

Figure 5.9. Velocity as a function of discharge position can be extracted from the
vector fields using the pre-specified scaling values.

Particle Egress Rate Calculation
Continuing on with the work presented by Ortega et al. [16], PIVlab was applied to
estimate the plume average velocity. Furthermore, to estimate the mass flow rate, it must
be defined using Eq. 5.1.
𝑚
˙ 𝑏 = 𝜌𝑏 𝐴𝑐 𝑉𝑏

(5.1)

where 𝜌𝑏 is the bulk density, 𝐴𝑐 is the cross-sectional area of the flow, 𝑉𝑏 is the bulk
velocity of the flow. As previously shown, the bulk velocity can be extracted from the
thermogram sets. Similarly, the cross-sectional area of the flow can be estimated using the
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images from which the width, 𝑤𝑐 , and thickness, 𝑡𝑐 , of the plume can be quantified, as
shown in Eq. 5.2:
𝑚
˙ 𝑏 = 𝜌𝑏 𝑤𝑐 𝑡𝑐 𝑉𝑏

(5.2)

Nonetheless, there is no direct way to measure the bulk density of the plume. Therefore,
if the bulk density of the plume on Eq. 3 is substituted into Eq. 2, the mass flow rate
equation now becomes Eq. 5.4:
𝜌𝑏 = 𝜑𝜌𝑝

(5.3)

𝑚
˙ 𝑝 = 𝜑𝜌𝑝𝑤𝑐 𝑡𝑐 𝑉𝑏

(5.4)

where 𝜌𝑝 is the particle density and 𝜑 is the volume fraction of the particles within the
plume. While we cannot directly measure the particle volume fraction, there are several
indirect ways to find this value.
Modified Beer’s Law
Beer’s Law is a simple ratio that states that the opacity, 𝜔, is a function of the light
intensities with, 𝐼, and without a medium, 𝐼𝑜 , as stated on Eq. 5.5:
𝜔 = 1−

𝐼
𝐼𝑜

(5.5)

A modified version of this equation was presented by Kim et al. and shows a correlation
between opacity, 𝜔, volume fraction, 𝜑, particle diameter, 𝑑𝑝, and curtain thickness, 𝑡𝑐
[17]:

𝜔= 1−𝑒

−3𝜑𝑡𝑐
2𝑑𝑝

(5.6)

Rewriting Eq. 5.4 with Eq. 5.6, we produce Eq. 5.7 which shows the mass flow rate as
a function of two constants, the particle diameter and density, and three measurable
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variables, the plume width measured from the thermograms, the average particle velocity
obtained through PIV and the plume opacity obtained from the visible-light images [10].
𝑚
˙𝑝 =

5.4

−2
𝑑 𝜌 𝑤 𝑉 𝑙𝑛(1 − 𝜔)
3 𝑝 𝑝 𝑐 𝑏

(5.7)

Experimental Results and Discussion
A set of tests was performed consisting of pre-heating about 5 kg of particles to 6

different set temperatures (i.e., 100°C, 200°C, 300°C, 450°C, 600°C, and 750°C) to later
be used to generate free falling particle curtains. While the particles were deposited in the
top hopper, thermocouples were used to record the particle temperature during operation.
As the particles were discharged, they flowed over the restraining mesh which is used to
generate a uniform curtain which was imaged by the IR camera as shown in Figure 5.2.
Previous velocity measurements and simulation results [7] have shown how a group of
particles flowing continuously will have a velocity profile that resembles free-fall as
opposed to that of a sphere experiencing drag as seen in Figure 5.10. Ultimately, the main
goal was to obtain velocity fields that matched those of previews experiments done with
PIV and curtains of falling particles. From their results, the velocity region for the
experiment is expected to have maximum velocity ~2.2 m/s due to the fall distance of ~0.25
meters. Similarly, the curtain’s width was estimated to be approximately 50 mm [10].
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Figure 5.10. Measured, modelled (ANSYS Fluent), and analytical particle velocities.
The red box represents the region corresponding to the experiments conducted for
this study [7].

Velocity Profile Uniformity
First, the uniformity of the velocity profile is assessed to compare the particle velocities
at different regions within the curtain as seen in Figure 5.11. The results shown Figure 5.12
display the velocity profiles at the three regions selected in Figure 5.11. By ensuring that
the velocity profiles are similar, it can then be assumed that the velocity profile at the
centerline of the curtain represents the average velocity of the curtain. From here we can
also see that as the particles’ discharge position increases, the profile tends to deviate from
the analytical free-fall curve. This can be correlated to the fact that as the particles
accelerate downwards, air entrains the curtain and spreads the particles away from each
other; hence increasing the effect of drag on the curtain.
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Figure 5.11. Three positions used to extract the velocity profiles from velocity vector
field.

Figure 5.12. Discharge velocities estimated through PIV at the three positions
selected.

Velocity Profile variation with Particle Temperature
The velocity profiles of a low (100°C), medium (450°C), high (750°C) temperature
curtains were extracted to compare the effects of the plume temperature on the curtain
velocity. As seen before, although not very significant, drag forces begin to play a role on
the discharge velocity as the curtain flows downstream. On the other hand, as the
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temperature of the air surrounding the particles increases, the fluid’s density decreases, and
this could lead to some differences on the velocities measured.

Figure 5.13. Discharge velocities estimated through PIV at the different
temperatures.
Comparing the discharge velocity profiles in Figure 5.13 as a function of particle
temperature, it appears that the particle temperature does not have a noticeable effect on
the discharge velocity profile. This could roughly mean that the bulk fluid (air) temperature
remains at a similar value throughout the tests.
On the other hand, a similar trend that deviates from the free-fall profile can be
observed as before. These means that drag forces become a factor as the curtain accelerates
downwards permitting the entrainment of air, which spreads the particles within it away
from each other; hence, increasing the effects of drag. It can be said that the effect of drag
is not as significant as for the single sphere in free-fall under drag (see Figure 5.10) but it
is present do to the low mass flow rate of particles in the curtains tested.
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Comparison of DaVis and PIVlab
PIVlab and DaVis two commercial platforms used on Particle Image Velocimetry
(PIV) analysis. PIVlab has gained popularity on this field due to its user-friendly interface
and its accessibility as a free MATLAB toolbox. On the other hand, DaVis is a commercial
suite with multiple applications that require data visualization. Even when both, PIVlab
and DaVis, required the user to follow a similar pre-processing progression to perform a
PIV analysis, PIVlab has a more intuitive interface and that DaVis. On the other hand,
DaVis has been and industry standard and provides great accuracy and reliability for PIV
and Particle Tracking Velocimetry (PTV) studies. Both tools employ a Fast Fourier
Transform (FFT)-based analysis to complete the correlation studies. Therefore, it was
decided that DaVis would be an ideal tool to validate the velocity profiles obtained from
PIVlab.
As seen in Figure 5.14, the velocity profiles, although noisier than the ones obtained
from PIVlab, closely resemble those obtained from Figure 5.13. This gives the team
confidence to say that the velocities obtained from PIVlab are promising are accurate.
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Figure 5.14. Discharge velocities estimated through PIV at the different
temperatures using DaVis.

Average Particle Mass Flow Rate
To estimate the mass flow rate of the particles there two main measurements must be
completed based on Eq. 5.7. First, the bulk particle velocity which is estimated through
PIV tools as described in this work. Moreover, the particles are used as tracers to estimate
the behavior of the entire plume; therefore, the velocity of the particles is assumed to be
the same of the entire plume. Last, the plume opacity estimation is required to complete
this calculation as described by Ortega et al. [10] as seen in Figure 5.15.
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Figure 5.15. Left: Image taken with Nikon Camera for a 5.2 g/s curtain. Right:
Opacity profile as a function of discharge position.
After estimating the opacity, applying the PIV methodology described is used to
estimate the bulk particle velocity and applying Eq. 5.7, the mass flow rate can be
calculated as shown in Figure 5.16 and Figure 5.17 where a conservative agreement
between the measured average mass flow rate using the scale and the estimated mass flow
rate can be observed during experiments using the methodology presented.

Figure 5.16. Left: Image taken with Nikon Camera for a 5.2 g/s curtain. Right:
Comparison of Mass Flow Rate measured and Estimated using Equation 7.
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Figure 5.17. Left: Image taken with Nikon Camera for a 3.5 g/s curtain. Right:
Comparison of Mass Flow Rate measured and Estimated using Equation 7.

5.5

Conclusions and Discussion
In this paper, the team has shown that it is possible to extract mean velocity values from

a high-speed thermogram sequence through PIV analysis. As shown in Figure 5.12 through
Figure 5.14, the discharge velocity profiles resemble the free-fall profile much closer than
that of a sphere under drag (see Figure 5.10).
This demonstrates that the thermogram sequences obtained from the IR camera allow
for a reliable estimation of the bulk velocities of a particle curtain despite the resolution
limitations. However, this is very promising because this means that a single camera is
capable of providing temperature and velocity data from the same image captures.
Furthermore, a technique to estimate the mass flow rate of a particle curtain/plume is
presented on this work. The cases presented show an agreement between the measured
mass flow rate and the values estimated through the imaging analysis. The disparity in the
values is due to the simplification of the mass flow rate equation by making it 1-D and
reducing the thickness and volume fraction measurement to a single measurement of plume
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opacity. However, the current model used (i.e., Modified Beer’s Law model) can yield the
most accurate measurements at the moment.
Future studies will include the development of generalized volume fraction to opacity
correlation which accounts for more variables such as particle size distribution, particle
morphology and particle radiative properties.
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Part III: Implementation of Imaging
Methodology during Particle Receiver
On-sun Tests
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Chapter 6 The Application of a Non-Intrusive
Methodology to Estimate Particle Egress Rate and
Advective Heat Losses of a Falling Particle Receiver
during On-Sun Tests6
The direct measurement particle temperatures and advective losses from solid particle
receiver has been a topic of necessary interest to de-risk the technology and improve its
performance. Due to the flow’s transient and stochastic nature it has presented a challenge
to traditional thermometry and metrology methods. In this work, a non-intrusive imaging
methodology previously developed is applied to the Sandia’s falling particle receiver
during on-sun tests to collect image sets which could help estimate the average particle
temperature and particle egress rate from the system. Further additions to the methodology
are presented to permit the estimation of plume (air and particles) egress rate and total
advective heat losses during on-sun operation. The falling particle receiver testing
campaign in 2020 and 2021 allowed the team to capture multiple flow configurations and
environmental conditions which to build a large database of data captures with different
characteristics. Finally, the results captured were used to complete a regression study to
gain further insight on the factors which impact the particle egress the receiver’s efficiency.
Particle temperature, receiver flow configuration and wind speed were found to be the most
impactful factors in the study.
Originally published as: J. D. Ortega, C. K. Ho, G. Anaya, P. Vorobieff, G. Mohan, 2022,”
The Application of a Non-Intrusive Methodology to Estimate Particle Egress Rate and
Advective Heat Losses of a Falling Particle Receiver during On-Sun Tests,” ASME Journal
of Solar Energy Engineering, pp. 1-18. Under Review
6
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Nomenclature
The following nomenclature throughout this work.

Variables
𝐴𝑓

Flow area (m2)

Cp

Heat Capacity (J/kg K)

𝑚̇

Mass egress rate (kg/s)

𝑄̇

Heat (W)

ρ

Density (kg/m3)

T

Temperature (K)

V

Velocity (m/s)

Subscripts
a

air

A

Advective

amb

Ambient

L

Losses

p

Particle
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6.1

Introduction
The assessment of solid particle receivers has been a topic of interest in the past decade

[1-9] as they possess a great potential to address the challenges of the CSP Gen3 Program
issued by the US Department of Energy. The falling particle receiver (FPR) designed by
Sandia National Labs offers a promising pathway to operating temperatures beyond 700°C
and heat fluxes greater than 1 MW/m2 by using synthetic bauxite particles to serve as heat
transfer and storage media. Furthermore, the heat stored within these particles can be used
as an input on for supercritical carbon dioxide (s-CO2) Brayton power cycle which yields
≥50% thermal-to-electric conversion efficiencies at temperatures above 700°C [2-3, 6].
Nonetheless, one of the biggest challenges presented by the FPR occurs during operation.
Particle plumes egress from the cavity’s aperture during on- and off-sun operation which
can yield loss or particle inventory and heat losses (Figure 6.1) [8-15] as well as potential
inhalation hazards [10]. These occurrences present a unique challenge to metrology due to
the complexity and stochastic nature of the multiphase flow, but also because the particle
plumes are on the path of the concentrated irradiance as seen in Figure 6.1. These flow
conditions make direct, or intrusive, measurements very difficult as not only will there be
intermittent contact with sensors or thermocouples, but also because these would be
exposed to the direct irradiance. Therefore, addressing this risk is paramount for the
receiver technology’s success and long-term reliability and efficiency of the concentrating
solar power (CSP) technology.
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Figure 6.1. Particle plume egressing from the falling particle receiver aperture
during on-sun testing.
Previous work by Ortega et al. highlights the development of a non-intrusive
methodology to extract the average particle temperature from thermography measurements
using a visible-light camera (Nikon D3500 with 70-300 mm Nikkor lens) coupled with a
high-speed IR camera (ImageIR8300 with 100 mm lens) [11-13,15]. Moreover, velocity
and particle egress rates could also be estimated through analyzing the thermogram
sequences employing particle image velocimetry (PIV) tools [14,16]. As stated in their
work, it was necessary to ensure the safe operation of the cameras during on-sun tests as
the concentrated solar spots will produce spilling as seen in Figure 6.2, and the team
estimated that a distance of 5 meters from the aperture would suffice this requirement and
would serve as a constraint for their methodology development. This work presents the
application of the methodology previously described [15-16] towards the falling particle
receiver on-sun testing campaign in 2020-2021.
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Figure 6.2. Irradiance incident on the aperture of the falling particle receiver. As it
can be observed, based on the irradiance level desired, there may be heat flux
spillage on from the 2-meter diameter spot [7].

6.2

Theoretical Model
Continuing with the calculations performed by Ortega et al. [11-12,15], the heat loss

component carried by the particles egressing from the cavity can be estimated by Equation
6.1 if the particle egress rate and particle heat capacity are known and the particle
temperature of the particles egressed can be measured.
𝑇𝑝

𝑄˙𝑝 = 𝑚
˙𝑝∫

𝐶𝑝𝑝 (𝑇)𝑑𝑇

(6.1)

𝑇𝑎𝑚𝑏

Similarly, the heat loss component carried by the air egressing from the cavity can be
estimated if the air egress rate and the particle heat capacity are known. However, while
the air temperature is unknown, for this study, the particle temperature will be assumed to
be the temperature of the entire plume, including the air. This in analogous to Ortega et al.
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using the particle velocity as tracers to represent the velocity of the air within the plume
[14,16]. For the analysis, the air egress rate can be estimated using Equation 6.2 while the
heat loss component carried by the air egressing the cavity can be estimated using Equation
6.3. Therefore, the total advective heat loss of the plumes egressing from the FPR aperture
can be estimated as the summation of the components carried by the particles and the air
leaving the cavity as shown in Equation 6.4.
𝑚
˙ 𝑎 = 𝜌𝑎 (𝑇𝑝 )𝐴𝑓 𝑉

(6.2)

𝑇𝑝

𝑄˙𝑎 = 𝑚
˙𝑎∫

𝐶𝑝𝑎 (𝑇)𝑑𝑇

(6.3)

𝑇𝑎𝑚𝑏

𝑄˙𝐴 = 𝑄˙𝑝 + 𝑄˙𝑎

(6.4)

Moreover, Mills and Ho [11] have shown through computational fluid dynamics
simulations that approximately 70% of the total thermal losses from the FPR were due to
advective/convective losses from the cavity. This means that the total heat losses from the
receiver can be approximated using Equation 6.5.
𝑄˙𝑇 = 𝑄˙𝐴 /0.7

6.3

(6.5)

Experimental Setup
The imaging methodology presented by Ortega et al. [11-12,15], stated that the cameras

would be placed 5 meters away from the aperture of the particle receiver. This would enable
the imaging of the particle-plume while reducing the risk of any hot particles or direct
irradiance damaging the cameras. To protect the cameras, a camera enclosure which holds
the IR and Nikon cameras was mounted on the test stand while maintaining a 5-meter
distance from the aperture was designed. The camera enclosure Figure 6.3 has an acrylic
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cover along with a quartz window and an IR window, for the Nikon and IR cameras,
respectively. To mount/dismount the cameras, we have left the bottom side uncovered
which will allow easy access while mounted on the camera test stand. The test stand module
was anchored to the elevator platform on the top of the tower to ensure stability and safety
during operation and access.

Figure 6.3. Camera enclosure built to protect and mount the cameras. It is equipped
with a quartz window and IR window to protect the camera lenses.
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Figure 6.4. Design of cameras test stand with enclosure mounted with respect to the
particle receiver.

Preliminary Tests
Prior to starting the testing campaign, the team completed an assessment to determine
the best location for the data acquisition (DAQ) system since the electronics in use require
a well-ventilated area to maintain the temperature of the computer and buffer box within
the operation range; otherwise, the data collection may suffer from inconsistencies and
errors during operation. Figure 6.5 shows a diagram schematic of the connectivity of the
cameras to the DAQ system. As stated by Ortega et al. [13-15], the collection rate of the
image sets will be of 2 minutes continuously followed by 2 minutes of down time. By doing
this, the cameras are allowed enough time to render and transfer all image sets. This yields
approximately 36,000 thermograms and 65 images, resulting in approximately 12 GB of
data per measurement.
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Figure 6.5. Wiring diagrams and positioning of the cameras with respect to the
particle receiver on top of the tower. The DAQ room is located at the 280 level (20 ft
below the roof of the tower).
The initial tests have brought to light the need for a few adjustments in the measurement
methodology during on-sun tests. While the particles could be captured by both cameras
without major issues, as seen in Figure 6.6. Two major potential issues could be observed.
First, some form of bright spot could be observed to the opposing side of the cavity which
the believes could be due to the refraction across the IR window from the concentrated
light reflected from the white insulation board on the receiver surface. Nonetheless, since
the measurements of interest are of those nearest to the aperture, the team concluded this
region can be discarded from the analysis. On the other hand, a halo formed outside of the
aperture can also represent signs of either light scattering across the particles within the
plume as well as the illumination of finer particles (<1µm) exiting the cavity. It was decided
that the analysis focused solely on the visible particles and the team decided to remove all
the dust, or noise, in the background of the images and thermograms.
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Figure 6.6. Left: Visible-light image (DSC_0959) obtained during tests at 500 suns.
Right: Thermogram (200904_120602/ir_data_0001) collected during tests at 500
suns. Inlet particle temperature ~430 C and outlet particle temperature ~441oC.
Data collected: 12:06 September 4th, 2020.

6.4

Experimental Methodology
Once the experimental setup was tested and completed, the methodology to complete

the calculations would have to be modified slightly to account for the differences in the
data collected. To simplify the calculations, the images are adjusted in such a way that the
particle egress flow is to the positive side of the X-axis to make calculations consistent for
visible images and thermograms as seen in Figure 6.7.
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Figure 6.7. The images are adjusted so the flow of particles is to the positive side of
the X-axis. The blue line denotes the top, the green line is the bottom, the orange line
is the East side and the yellow line the West side of the FPR aperture.

Filtering Noise from Images and Thermograms
As aforementioned, there is a need to remove the background dust from the images and
thermograms to complete the calculations of the methodology. To remove the dust in the
background and leave the particles only, a median filter was applied to the visible images
to remove the outlier pixels (i.e., particles), leaving only the dusty background. To assess
how effectively these outlier pixels are removed from the original image by the median
filter, the structural similarity index measure (SSIM) can be used to measure the perceptual
differences between the RAW and the filtered images. To quantify the SSIM, the
interrogation matrix varied uniformly from 4 until a tolerance of 0.01% was met. The
resulting filtered images show in Figure 6.8 that a matrix size of approximately 90x90
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converges to a value of 0.9006 which means that the images are approximately 90% similar
since the outliers (pixels with particles) were removed from the original image.

Figure 6.8. The difference of SSIM values between the filtered background and
RAW images based on the interrogation matrix selected.

The resulting filtered images show in Figure 6.9 that a matrix size of approximately
90x90 converges to a value of 0.9006 which means that the images are approximately 90%
similar since the outliers (pixels with particles) were filtered out. From the samples shown
in Figure 6.9, the 90x90 case shows no visible signs of outliers. Once the required filter to
remove the particles (outliers) is produced, the algorithm will find the pixels that contain
pixels which have an intensity higher than the background with dust, and this will yield an
image with particles only. Nonetheless, some of these pixels could still be part of the
background if the value is slightly above the reference values. The results show that a
tolerance of 5% yields an image with particles only that closely resembles the position and
the number of particles on the RAW image as seen in Figure 6.9.
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RAW Image

M = 90x90 filtered

M = 90x90 & Tol = 5.0%
filtered
Figure 6.9. Original raw image (left). Resulting filtered image without particles
(center). Final filtered image with particles only from the original RAW image
(right).

Similarly, the thermograms require filtering to remove the dust which can influence the
average temperature on the thermogram because the pixels considered for the analysis are
those with temperature values above background temperature. The resulting filtered
images show that a matrix size of approximately 25x25 will sufficiently eliminate all the
temperature outliers and will yield an image that does not contain particles as shown in
Figure 6.10. Considering the thermogram with particles only, some of the pixels could still
be part of the background if the value is only slightly above the reference values; therefore,
a threshold is applied and as it was observed a tolerance of 1.5% yields an image with
particles only that closely resembles the RAW image as shown in Figure 6.10.
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RAW Thermogram

M = 25x25 filtered

M = 25x25 & Tol = 1.5%
Filtered
Figure 6.10. Original raw thermogram (left). Resulting filtered thermograms
without particles (center). Final filtered thermograms with particles only from the
original RAW thermogram (right).

Opacity Measurements from Visible-light Images
As described in detail by Ortega et al. [13,15] the visible images are treated as grayscale
16-bit images with intensities ranging from 0 (black) to 65535 (white). Differing from the
analysis presented by Ortega et al., the images collected in this study are required to be
processed through a filter before they can be analyzed. Nonetheless, the theory behind the
analysis holds true since all those pixels that have been filtered out contain no particles of
interest. As mentioned in the previous section, the calculations will only consider the first
100 mm outside of the aperture to ensure that the external downstream from the aperture
will not have an impact in the calculations. The result of this calculations shows the opacity
as a function of the vertical flow path, or position, along the y-axis from the original image
as shown in Figure 6.11. From here, it can be observed that the opacity of the plumes
generated during on-sun tests can be of a similar opacity as the ones generated by Ortega
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et al. [13,15] on their lab-scale tests with the slight difference that the opacity is averaged
over the first 100 mm of flow direction (i.e., in the x-axis).

Figure 6.11. Opacity estimated from visible-light image captured at 10:59 am on
September 4th, 2020. The calculations show the values of the opacity at discrete
positions along the vertical flow path of the image. Average plume opacity of 1.43%.

Apparent Particle Temperature Measurements from Thermograms
In a similar fashion, the thermograms collected are formatted as matrices with values
corresponding to the temperatures in the region. It should be noted that these apparent
temperatures may differ from true temperatures based on opacity and translucency of the
medium. As stated before, for every visible-light image there will be a corresponding
sequence of 554 thermograms. When the sequence is loaded the average apparent
temperature profile can be obtained for every thermogram in the sequence by averaging
every row of values. It should be noted that the average values are calculated using only
those pixels that correspond to the first 100 mm outside of the aperture. This yields an
average temperature profile for every thermogram in the 554 thermogram sequence. Lastly,
all the profiles are averaged at every corresponding row which includes the temporal
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variation of every camera capture. This means that the final profile developed accounts for
the spatial variation as well as the temporal variation of temperature for the entire sequence
as shown in Figure 6.12.

Figure 6.12. Pixel temperature estimated from thermogram sets captured at 10:59
am on September 4th, 2020. The calculations show the values of the pixel
temperature at discrete positions along the vertical flow path of the thermogram.
The error bars represent one standard deviation from the mean value. The mean
squared error is calculated spatially (within the 100 mm region) and temporally (on
the same region at different times during the experiment). Average pixel
temperature of 94.7oC

True Particle Temperature Extraction
When the opacity and pixel temperature profiles are known, the average particle
temperature as a function of position can be estimated applying the methodology by Ortega
et al. [13,15]. It should be remembered that every value represents the estimated particle
temperature at any given position to fulfill the irradiance balance equation model. It should
be noted that these values represent the temperatures within the first 100 mm outside of the
aperture. As seen in Figure 6.13, the average particle temperature exiting the cavity is
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estimated to be ~402.7oC while the receiver inlet and outlet temperatures were measured
to be 362oC and 408oC, respectively.

Figure 6.13. Particle temperature estimated using the methodology presented by
Ortega et al. [13,15]. The average particle temperature of 402.7oC. The error bars
represent one standard deviation from the mean value calculated based on the
radiation balance equation.

Average Particle Velocity Extraction
In addition to calculating the particle temperature, the filtered thermogram sequence
can be used to get an estimate of the velocity field of the plume through PIV analysis.
Similarly, to the procedure presented by Ortega et al. [14,16], PIVlab is a simple yet
powerful PIV tool used to extract velocity fields. Using PIVlab’s command interface within
MATLAB, the algorithm was modified to determine the average x-velocity field based on
a sequence of filtered thermograms as it can be seen in Figure 6.14.
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Figure 6.14. Using 10 thermograms within the PIVlab setup the velocity field map
can be reconstructed which then can be used to estimate the average X-velocity.

6.5

Experimental Results and Validation
The team collected data for multiple operating conditions and flow configurations of

the FPR during the 2020-2021 on-sun testing campaign. In this work, the case chosen was
the one data set from September 4th, 2020, at 10:59 am as shown in Table 6.1. The results
presented in this work are calculated using Equations 6.1 through 6.4 for the entire data set
which consists of 65 visible-light images and 36,000 thermograms.
Test
Input
Measured
Measured Particle
Case
Date &
Power
Efficiency Test Wind Conditions
Temperatures (oC)
Time
(kW)
(%)
o
9-4-20
Inlet: 362 C
Wind due South (180o)
1
420
79-83 %
10:59
Outlet: 408oC
Wind Velocity: 1.4 m/s
o
9-4-20
Inlet:528 C
Wind due Southwest
2
494
67-69 %
o
12:46
Outlet:574 C
(202o) 3.9 m/s
3-7-21
Inlet:679oC
Wind due Southwest
3
956
55-59 %
o
13:08
Outlet:754 C
(252o) 3.2 m/s
Table 6.1. Table summarizing the on-sun test conditions for which data is presented
in this work.
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Estimation of Instantaneous Particle Egress Rate
For each capture (65 total) within the 2 minutes of data collection, it is assumed that
conditions hold constant since it is the current temporal resolution of the DAQ system.
Therefore, each capture interpreted as an instantaneous measurement. While the average
particle egress rate can be computed following Ortega et al. [14,16], the respective particle
heat losses can be computed applying Equation 6.1. Figure 6.15 shows an example of the
first individual capture of the data set analyzed. Since there are 65 captures in the entire
data set, a time series plot can be generated with the average values of each instantaneous
plot for the entire series.

Figure 6.15. Left: The instantaneous particle egress rate for the first individual
capture on the dataset was estimated to be 23.9 g/s. Right: The instantaneous
particle heat loss rate for the first individual capture on the dataset was estimated to
be 9.3 kW. These plots correspond to Case 1 in Table 6.1.

Estimation of Average Particle Temperature Egress Rate and Heat Losses
Case 1
Since there are 65 captures in the entire data set, a time series plot can be generated
with the average values of each instantaneous particle egress rate and particle heat loss
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rates plots for the entire data set. As it can be observed in Figure 6.16 and Figure 6.17,
steep gradients of particle egress rate and particle heat loss rate can be observed throughout
the data collection. It can also be observed that the average particle temperature exiting the
cavity is estimated to be ~403oC while the receiver inlet and outlet temperatures were
362oC and 408oC, respectively. Applying Equations 2-4, the air egress rate and heat loss
rate can be calculated to compute the advective heat losses across the aperture.
Furthermore, the average advective heat losses for the 2-minute data set can be estimated
to be 49.7 kW as shown in Figure 6.17. Applying the condition described in Equation 6.5,
the total receiver losses are approximately 71 kW. This means that for an input power of
420 kW, a receiver efficiency can be estimated to be 83.1% which yields agreement with
the values measured during tests and summarized in Table 6.1.

Figure 6.16. Right: Left: Particle temperature estimated using the methodology. The
average particle temperature of 402.7oC. The error bars represent one standard
deviation from the mean. Right: Time series plots for particle egress rate and
particle heat losses during the 2 minutes of data collected. Total mass loss for the 2
minutes of data ~0.63 kg.
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Figure 6.17. Left: Time series plots for advective heat losses during the 2 minutes of
data collected. Average particle heat loss ~ 1.4 kW. Right: The average advective
heat loss (i.e., particles and air within the plume) for the entire data set was
estimated to be 49.7 kW.
Case 2
For Case 2, the particle egress rate appears to be more consistent throughout the data
capture as seen in Figure 6.18. It can be observed that the average particle temperature
exiting the cavity is estimated to be ~546oC while the receiver inlet and outlet temperatures
were 528oC and 574oC, respectively. Furthermore, the average advective heat losses for
the 2-minute data set can be estimated to be 49.7 kW as shown in Figure 6.19. Similarly,
by applying the condition described in Equation 6.5, the total receiver losses are
approximately 70.2 kW. This means that for an input power of 494 kW, a receiver
efficiency can be estimated to be 79.7% which yields agreement with the values measured
during tests and summarized in Table 6.1.
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Figure 6.18. Right: Left: Particle temperature estimated using the methodology. The
average particle temperature of 546.1oC. The error bars represent one standard
deviation from the mean. Right: Time series plots for particle egress rate and
particle heat losses during the 2 minutes of data collected. Total mass loss for the 2
minutes of data ~0.47 kg.

Figure 6.19. Left: Time series plots for advective heat losses during the 2 minutes of
data collected. Average particle heat loss ~ 1.3 kW. Right: The average advective
heat loss (i.e., particles and air within the plume) for the entire data set was
estimated to be 70.2 kW.
Case 3
For Case 3, the particle egress rate appears to be more consistent throughout the data
capture as seen in Figure 6.20. It can be observed that the average particle temperature
exiting the cavity is estimated to be ~493oC while the receiver inlet and outlet temperatures
were 679oC and 754oC, respectively. Furthermore, the average advective heat losses for
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the 2-minute data set can be estimated to be 74.4 kW as shown in Figure 6.21. Similarly,
by applying the condition described in Equation 5, the total receiver losses are
approximately 74.4kW. This means that for an input power of 956 kW, a receiver
efficiency can be estimated to be 88.8% which in this case does not yield agreement with
the values measured during tests and summarized in Table 6.1. The team believes this
discrepancy can be due to the high temperature of the particles leaving the cavity as these
particles could be cooling faster than those from the other cases as radiative losses become
much more dominant at temperatures over 500oC.

Figure 6.20. Right: Left: Particle temperature estimated using the methodology. The
average particle temperature of 492.6oC. The error bars represent one standard
deviation from the mean. Right: Time series plots for particle egress rate and
particle heat losses during the 2 minutes of data collected. Total mass loss for the 2
minutes of data ~0.67 kg.
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Figure 6.21. Left: Time series plots for advective heat losses during the 2 minutes of
data collected. Average particle heat loss ~ 0.8 kW. Right: The average advective
heat loss (i.e., particles and air within the plume) for the entire data set was
estimated to be 74.4 kW.

Regression Analysis to Identify Factors Impacting Particle Egress Rate and
Receiver Efficiency
To further understand which factors contribute to the particle egress from the cavity,
the team completed a regression analysis to analyze the impact of 6 factors of interest which
could have an adverse effect on the FPR performance. The factors of interest are 2-levels
except the flow configuration which is 3-levels as follows:
A. Average particle temperature: High (≥500oC) and Low (<500oC)
B. Receiver mass flow rate: High (≥6 kg/s) and Low (<6 kg/s)
C. Receiver flow configuration: 1 (2 stairs), 2 (1 stair) and 3 (0 stairs)
D. Heat flux level: High (≥80 W/cm2) and Low (<80 W/cm2)
E. Wind speed: High (≥4.5 m/s) and Low (<4.5 m/s)
F. Wind direction: Front (≤90o & ≥270o) and Back (>90o & <270o)

138

In a standard full-factorial design of experiments (DoE), the number of required cases
will be 96 combinations; however, based on the data collected during the testing campaign,
only 42 distinct cases were captured where the particle egress rate can be calculated.
Similarly, 24 distinct cases were identified for which receiver efficiency could be
calculated using the imaging methodology presented. The regression analysis considered
the first and second order effects of the 6 factors of interest to yield a total of 21 factors
considered. The analysis was completed in Minitab assuming a confidence interval or 85%
which yields an α = 0.15. The Pareto charts shown in Figure 6.22 and Figure 6.23 can
provide a better insight towards the estimation of the effect of these factors towards particle
egress rate and receiver efficiency. For the effect on the first response, it appears that
particle temperature and wind speed have a direct positive correlation to the particle egress
rate. Furthermore, higher temperatures also tend to correlate with higher receiver
efficiencies. On the other hand, the receiver efficiency is greatly impacted by the receiver
configuration. A 2-stair configuration shows a positive impact, while a no-stair
configuration shows a detrimental impact on the receiver efficiency.
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Figure 6.22.Pareto chart of standardized effects comparing the significance of the 6
factors on interest towards the particle egress rate of the system.

Figure 6.23.Pareto chart of standardized effects comparing the significance of the 6
factors on interest towards the receiver efficiency of the system.
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Estimation of Particle Egress Rate
To estimate the particle egress rate, the 42 cases considered for the regression analysis
were considered. The particle egress rate was normalized by the receiver mass flow rate
and the concentration in parts per million was calculated. It should be noted that for this
study the particle egress rate is proportional to the particle diameter; thus, in this case the
methodology assumes that all the particles detected are of the same size of ~300 µm. Based
on the histogram plot from Figure 6.24, we can see that while there are some cases with
particle egress rates which yield high concentrations, the median concentration for the set
if 386.3 PPM with a standard deviation of ± 2077.5 PPM. A minimum of -192.9 PPM and
a maximum of 8594.8 PPM.

Figure 6.24.Histogram plot of frequencies of the concentrations recorded for the 42
cases.
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6.6

Conclusions and Closing Remarks
In this work, the team presented several important improvements to the methodology

previously developed for hot-flow experiments. The improvements were required to adapt
to the new conditions experienced during on-sun tests at Sandia’s NSTTF. The new
additions to the technique allow for the calculation not only of particle egress rate, but also
air egress rate. Moreover, the corresponding heat loss components of the particle egress
and air egress were successfully calculated under the assumption that the average particle
temperature and velocities can be used as tracers for the air temperature and velocity within
the plume. This enables the estimations of the total advective losses from across the FPR
aperture during on-sun tests. Throughout the 2-minute data set, 65 individual captures were
performed which enables the creation of a set of time-series plots which allows for the
study of the variation of particle egress rate and heat losses throughout the duration of the
data collection.
A regression analysis was conducted to identify the possible effects of 6 different
factors towards the particle egress rate. The results show that there appears to be a
positive correlation between the average particle temperature (A) and the particle egress
rate as well as the receiver efficiency. These findings advance the work on building
contingencies to mitigate the particle losses from the receiver cavity. Future studies will
analyze the data to identify which factors are detrimental towards the receiver efficiency
and a particle concentration of the emissions. Future work will also clarify consider
setting acceptable particle egress limit and determining if the receiver meet the loss
targets.
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Chapter 7 Future Scaling of Imaging Methodology
7.1

Introduction

The on-sun tests performed at the National Solar Tower Test Facility at Sandia National
Labs from 2020-2021 required the team to apply the methodology which uses a Nikon
D3500 DSLR camera and an ImageIR8300 high-speed infrared camera at a distance of 5
meters away from the aperture for the reasons stated on previous sections. Nonetheless, as
shown in Figure 7.1 the pixel size and resolution of the images is a function of the working
distance from the lens and the focal length of the camera. In the case that the camera used
a fixed focal length lens, this value can be substituted by the angular field of view of the
camera lens. While the Nikon D3500 has a lens with a variable focal length, the IR camera
has a fixed focal length lens.

Figure 7.1. A camera field of view (FOV) is a function of the working distance (dw)
and the focal length (f). When the focal length of the lens is fixed, this dependency is
a function of the angular field of view (AFOV) horizontally (β) and vertically (α) [1].
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To identify the scalability potential of the cameras employed in this work, first we must
compare the current setup condition of our experimental setup. The horizontal (𝐻) and
vertical (𝑉) distances of the field of view can be calculated using the relationships of
Equation 7.1 and 7.2, where 𝑑𝑤 is the distance from the target to the camera and 𝐻𝐹𝑂𝑉
and 𝑉𝐹𝑂𝑉 are the horizontal and vertical angular fields of view.

𝐻[𝑚𝑚] = 2 𝑥 𝑑𝑤 [𝑚𝑚] 𝑥 𝑡𝑎𝑛 (

𝐻𝐹𝑂𝑉[°]
)
2

(7.1)

𝑉[𝑚𝑚] = 2 𝑥 𝑑𝑤 [𝑚𝑚] 𝑥 𝑡𝑎𝑛 (

𝑉𝐹𝑂𝑉[°]
)
2

(7.2)

The ImageIR8300 has a resolution of 640 x 512 pixels and the 50-mm lens has an
AFOV of 11° x 8.8°. By placing the camera 5 meters away from the target yields a pixel
size of 1.5 mm based on the lens used as seen in Table 7.1.
Table 7.1. IR camera dependence on lens chosen for UNM’s test rig.
Using a 50 mm lens (FOV: 11° x 8.8°)
Using a 100 mm lens (FOV: 5.5° x 4.4°)
𝐻 = 2 𝑥 5000𝑚𝑚 𝑥 𝑡𝑎𝑛(5.5°) = 960𝑚𝑚 𝐻 = 2 𝑥 5000𝑚𝑚 𝑥 𝑡𝑎𝑛(2.75°) = 480𝑚𝑚
𝑉 = 2 𝑥 5000𝑚𝑚 𝑥 𝑡𝑎𝑛(4.4°) = 768𝑚𝑚
𝑃𝑆 =

𝐻
960𝑚𝑚
𝑚𝑚
=
= 1.5
𝐻𝑝𝑥
640𝑝𝑥
𝑝𝑥

𝑉 = 2 𝑥 5000𝑚𝑚 𝑥 𝑡𝑎𝑛(2.2°) = 384𝑚𝑚
𝑃𝑆 =

𝐻
480𝑚𝑚
𝑚𝑚
=
= 0.75
𝐻𝑝𝑥
640𝑝𝑥
𝑝𝑥

Critical Opacity of IR camera
The critical opacity is the minimum opacity required to yield a pixel temperature above
the temperature resolution of ±1°C by taking the particle size to be 320µm along with
particle temperature of 700°C and background sky temperature of -10°C as shown in
Figure 7.2. As expected, while the particle temperature rises the opacity value required to
yield a pixel temperature difference of 1°C decreases.
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Critical Opacity vs Particle Temperature
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Figure 7.2. Critical opacity as a function of particle temperature. The opacity must
be greater than the critical opacity to yield a temperature difference which can be
detected by the IR camera sensor.
Current Camera Configuration
In our current configuration, the pixel size (1500 µm) is larger than the nominal particle
diameter (320 µm), the opacity that a single particle generates is 0.143 which is higher than
the critical opacity values with those in Figure 7.2. this means that at the current distance,
the IR camera will be able to detect the temperature variation on the pixel temperature due
to the hot particles that were captured.
On the other hand, for the Nikon camera with a 6000 x 4000 resolution, it is required
to account for the variability due to the lens and focal length as observed on the graph
shown in Figure 7.3. The settings used in our setup are described in Table 7.2. These
settings are calculated using the curve fitted values from Figure 7.3 for simplicity. As we
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can see, the pixel size is smaller than the nominal particle size which means that the
particles can be resolved.

Horizontal Field of View vs Focal Length
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70-300 mm lens

18-55 mm lens

Figure 7.3. Variation of normalized FOV with respect to the focal length [2].
Table 7.2. Field of view of the Nikon camera used at UNM’s test rig.
Using a 100 mm focal lens
23.343 𝑥 5000𝑚𝑚
𝐻=
= 1167.15𝑚𝑚
100𝑚𝑚
𝑃𝑆 =

1167.15𝑚𝑚
𝜇𝑚
= 194.5
6000𝑝𝑥
𝑝𝑥

𝑉 = 𝑃𝑆 𝑥 4000𝑝𝑥 = 778.1𝑚𝑚

The previous assessment was completed prior to designing the camera test stand located at
the base of the platform of the falling particle receiver at Sandia National Labs as shown
in Figure 7.4. In the next sections a scaling approach will be presented in the form of 3
possible configurations.
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Figure 7.4. Design of cameras test stand with enclosure mounted with respect to the
particle receiver.

7.2

Scaling Scenarios
The following section will discuss three scenarios which are compared in order

analyze potential designs for a scaled-up camera rig for a much larger particle receiver
based on the dimensions provided by Sandia.

7.2.1 100 MWth Falling Particle Receiver
To begin providing a solution to the commercial scaling question, first a particle
receiver system must be scaled up to provide a dimensional reference for the aperture
required to be imaged. A potential design which has been pursued by Sandia for a 100
MWth FPR configuration can be found in Figure 7.5. Based on these dimensions, we can
propose suitable configurations for the cameras considering the aperture size of the cavity.
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Figure 7.5. Estimated dimensions of a 100 MWth FPR with a 10m x 10m aperture.
7.2.2 Current Configuration (2 cameras)
If it is decided to use a single ImageIR8300 camera with a horizontal FOV of 10 m, the
camera will need to be placed 104 m away from the aperture which will yield a 15.625 mm
pixel size as seen on Table 7.3. Since the opacity value is lower than the critical opacity,
this configuration is not viable. However, this could be possible if more IR cameras are
incorporated, it is important to keep in mind that each IR camera is around $100,000. Figure
7.7 shows a rendering of how the cameras would be installed with respect to the aperture.
Table 7.3. IR camera with 100 mm lens used to visualize a 10 m HFOV.
Using a 100 mm lens (FOV: 5.5°x4.4°)
𝐻 = 10,000𝑚𝑚
𝑉 = 8,000𝑚𝑚
𝑃𝑆 =

10,000𝑚𝑚
𝑚𝑚
= 15.625
640𝑝𝑥
𝑝𝑥

𝜋𝑥1602
𝜔=
= 0.00033
156252
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Figure 7.6. FOV based on the camera employing a single ImageIR8300

Cameras jointly mounted to maintain a similar
FOV. ImageIR8300 with 100 mm lens and Nikon
D3500 with 240 mm Focal length.

Cameras located 104m away from the aperture
with a 10m x 8m FOV.

Figure 7.7. Configurations of a single IR and Visible-light cameras with respect to
the 100 MWth FPR mounted on 200-meter tower.
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7.2.3 Configuration Suggested (Multiple Camera Array)
Due to the financial constraints that having multiple IR cameras, such as the one used
throughout this work, could bring to the project, a new configuration with an array of
cameras is proposed. The FLIR One Pro IR camera (Figure 7.8) has a 160 x 120 resolution,
and it is much modular and easily accessible with a price of $400. Nonetheless, it is
important to note that the cameras will require a special integration within Android to
operate and stitch together the individual thermograms from the IR camera array.
While this camera has 17x less pixels per camera, if configured properly, an array of
these cameras can yield a better field of view as observed in Figure 7.9. Placement of these
IR cameras is crucial as they can cover approximately 1 meter of the aperture if they are
place 1 meter away from the aperture (Table 7.4). In this case, we could arrange 10 of them
to cover the 10 meters of the aperture if they can be placed about 1 meter away from the
aperture.

ImageIR8300 w/100 mm lens (640 x 512)
FLIR One Pro (160 x 120)
Figure 7.8. Comparison of IR Cameras consider for the commercial-scale FPR
system [3].
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Figure 7.9. FOV based on the camera employing a and array of 10 FLIR One Pro
cameras.
Table 7.4. IR camera with 100 mm lens used to visualize a 10 m HFOV.
Using a FLIR One Pro (FOV: 55°x43°)
𝐻 = 1,000𝑚𝑚
𝑉 = 750𝑚𝑚
𝐿=

1,000𝑚𝑚
= 960.5𝑚𝑚
2𝑥𝑡𝑎𝑛(27.5°)

𝑃𝑆 =

1,000𝑚𝑚
𝑚𝑚
= 6.25
160𝑝𝑥
𝑝𝑥

𝜔=

𝜋𝑥1402
= 0.158%
62502

In terms of the visible-light camera, the Nikon D3500 can be used in an array to cover
the 10 m aperture size. We have two options in terms of configuration. If we want to use a
single camera to capture the aperture size, using the same relationship of Figure 7.3, we
can see that it yields a pixel size of 1.667 mm. On the other hand, if we want to limit the
maximum pixel size to be at least equal to the nominal particle diameter, each camera has
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a horizontal FOV of 1.92 m; this will require 5 cameras to cover the 10 m aperture. Even
employing 5 cameras, at $410 apiece, it will only be $2050 total [3]. Combinations of focal
length with camera distance from aperture are summarized in Table 7.5.
Table 7.5. Configuration of the Nikon camera used for the scaled-up system.
If H = 10,000 mm (single camera)
If PS = 0.32 mm/px
𝑚𝑚
𝐻
10,000𝑚𝑚
𝑚𝑚
𝐻 = 0.32
𝑥6000𝑝𝑥 = 1,920𝑚𝑚
𝑃𝑆 =
=
= 1.667
𝑝𝑥
6000𝑝𝑥
6000𝑝𝑥
𝑝𝑥
𝑚𝑚
𝑥4000𝑝𝑥
𝑝𝑥
= 6666.7𝑚𝑚

𝑉 = 𝑃𝑆𝑥4000𝑝𝑥 = 1.667

𝐿=

𝐻
𝑥𝐹𝐿 = 428.4𝑥𝐹𝐿
23.343

𝑚𝑚
𝑥4000𝑝𝑥
𝑝𝑥
= 1,280𝑚𝑚

𝑉 = 𝑃𝑆𝑥4000𝑝𝑥 = 0.32

𝐿=

𝐻
𝑥𝐹𝐿 = 71.97𝑥𝐹𝐿
23.343

For a FL = 18 mm, L = 7,711.2 mm

For a FL = 18 mm, L = 1,480.5 mm

For a FL = 55 mm, L = 23,562 mm

For a FL = 55 mm, L = 4,523.8 mm

For a FL = 70 mm, L = 29,988 mm

For a FL = 70 mm, L = 5,757.6 mm

For a FL = 300 mm, L = 128,520 mm

For a FL = 300 mm, L = 24,675.5 mm
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Cameras mounted separately to maintain
Cameras located 1-3m away from the
a similar FOV. 10 FLIR One Pro and 2
aperture with a 10m x 3m FOV.
Nikon D3500 with 16 mm Focal length.
Figure 7.10. Configurations of an array of 10 FLIR and 2 Visible-light cameras with
respect to the 100 MWth FPR mounted on 200-meter tower.

7.3

Discussions
Two configurations are presented and highlighted in Figure 7.7 and Figure 7.10. The

first one uses only the ImageIR8300 camera along with the Nikon D3500 with 70-300 mm
lens mounted together with a very similar FOV. The cost for the cameras on this
configuration will be ~$100k only accounting for the equipment. Extra costs would include
mounting and connectivity costs associated with having the cameras mounted on a platform
~100 meters away from the aperture, as well as costs of protection (i.e., enclosure to protect
against elements and potential heat flux spillage and hot particles).
In the second case, a novel configuration with a better resolution could address some
of the issues of mounting the cameras 100+ meters away from the aperture. In this case,
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we can mount 10 FLIR One Pro cameras along with 5 Nikon cameras with a 10-20 mm
lens. The total cost for the equipment will be in the range of ~$5.5k accounting for
equipment only. Extra costs would include mounting and connectivity costs associated
with having the cameras mounted on a platform ~100 meters away from the aperture, as
well as costs of protection (i.e., enclosure to protect against elements and potential heat
flux spillage and hot particles). Similarly, the cost of integration of the cameras to allow
for the thermograms and images to be stitched together and operate as a unit as opposed to
individual cameras.
Although this configuration can pose a challenge with the spilled heat flux, it can yield
better results comparing the FOV of the cameras as seen in Figure 7.9. In terms of distance
away from the aperture, the ImageIR8300 will cover 8 meters, while the FLIR One Pro
covers less than 1 meter. We believe this is a more affordable and efficient alternative for
a FPR of this scale.
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