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We view the operator spreading in chaotic evolution as a stochastic process of height growth.
The height of an operator represents the size of its support and chaotic evolution increases the
height. We consider N -spin models with all 2-body interactions and embody the height picture in a
random model. The exact solution shows that the mean height, being proportional to the squared
commutator, grows exponentially within logN scrambling time and saturates in a manner of logistic
function. We propose that the temperature dependence of the chaos bound could be due to initial
height biased towards high operators, which has smaller Lyapunov exponent.
I. INTRODUCTION
Quantum many-body chaos recently has drawn
attention from many fields, including quantum
gravity[1], quantum information[2] and condensed
matter physics[3]. The dynamics of chaos can be di-
agnosed by the squared commutator (out-of-time-order
correlator)[4]
C(t) = −〈[V (t),W ]2〉β = −tr([ρ 14V (t)ρ 14 ,W ]2) (1)
where V (t) = eiHtV (0)e−iHt and ρ = e
−βH
tr(e−βH) . In some
strongly chaotic systems, C(t) can increase exponentially
in time as eλt. The positive number λ is the quantum
analogy of the Lyapunov exponent[1, 5–9], which mea-
sures “exponential divergence of trajectories”. Neverthe-
less there is a quantum upper bound 2piβ for λ[8] ( only
for the thermally regulated version in Eq. (1), not the
thermal average of the squared commutator[10]), which
is known to be saturated by fast scramblers such as black
hole and the Sachdev-Ye-Kitaev (SYK) model[7–9, 11].
In Eq. (1), one can view the W as probing the con-
tent of the Heisenberg evolved operator V (t). The fail-
ure for it to commute with V (t) indicates that the (spa-
tial) support of V (t) has spread to W . Recently there
are many effective hydrodynamic models about opera-
tor spreading[12–16]. Among these works, the study of
random unitary circuits[15, 16] provides a biased random
walk picture that successfully captures the growth of C(t)
in systems with local interactions.
Inspired by these works, we formulate the operator
spreading as a classical height growth process. We de-
fine the height in a simple example in Fig. 1, which for
Pauli string (tensor product of Pauli matrices and iden-
tity on different sites) is the number of Pauli matrices.
The time evolution in a short interval can be approxi-
mated by the commutator, which for 2-body interactions
can change the height by one. An operator generally is a
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FIG. 1. Height of a Pauli string. (Left) A Pauli string con-
sisting of tensor products of Pauli matrices. The height is the
number of Pauli matrices. (Right) The commutator with an
overlapping interaction term can increase the height by 1.
superposition of Pauli strings. It then hosts a probability
distribution of height. Its time evolution is a transition
from one height to the other, whose rates are fixed by the
number of available terms participating the commutator
in Fig. 1. In order for the operator to grow, the two-
body interaction must have one part inside the support
of the operator and another outside. This is very similar
to the facilitated dynamics in the kinetically constrained
model[17], which is used to describe the classical glass
dynamics.
In this paper, we consider a quantum dot with all to all
2-body interactions – a zero dimensional model. General-
ization of the height picture to higher dimensions will be
presented elsewhere. We use a toy model called Brownian
quantum circuit to analytically derive and solve the mas-
ter equation for the height transition described above.
We find that C(t) is the mean height. Starting from
a simple (single site) operator, the dynamics has three
stages: (1) the initial exponential growth of the mean
height before scrambling time of order logN , where N is
the number of sites, (2) the slow down of the operator
growth caused by finite N and large height fluctuation in
the intermediate time and (3) the exponential decay to
the equilibrium height with the decay rate the same as
the initial Lyapunov exponent.
We believe the height picture as demonstrated by the
brownian quantum circuit calculation is generic for non-
integrable systems with k-local interactions at infinite
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2temperature. With small modification, the height pic-
ture can interpret the physics of operator spreading with
local and long range interactions in 1d and higher di-
mensions. The brownian circuit technique allows us to
use randomness as tool to overcome the difficulty of the
non-integrability. The idea dates back to the invention
of random matrix theory, and recently resurfaced for in-
stance in works about Sachdev-Ye-Kitaev model[7–9, 11]
and random unitary circuits[15, 16].
We further find that the exponential growth rate is
smaller for higher initial operators. This mechanism is
possibly related to the temperature dependence of λL,
where low temperature corresponds to higher initial oper-
ators, suppressing λL. After the submission of the paper,
we are aware of an explicit demonstration of this mech-
anism in Ref. 18, which computes the height of operator
at finite temperature in the large-q SYK model.
II. THE HEIGHT DISTRIBUTION AND
OPERATOR DYNAMICS
The height of a Pauli basis Bj is the number of non-
identity single site operators (Pauli matrices) in it. For
a generic operator V (t), we expand it in the Pauli basis
Bj ,
V (t) =
∑
j
αj(t)Bj . (2)
Here we treat the operator space as a Hilbert space with
inner product 〈O1, O2〉 = tr(O
†
1O2)
tr(I) . Due to unitarity,
|αj(t)|2 can be interpreted as the probability of the basis
Bj , whose sum is normalized to 1. The height distribu-
tion of O(t) can thus be defined as
f(h, t) =
∑
height(Bj)=h
|αj(t)|2. (3)
We further define a N + 1 component unit normalized
vector f , whose kth component fk is f(h = k, t). In the
continuum limit f(h, t) is the height probability density.
Chaotic evolution will quickly mix the operator to be
evenly distributed in each height space. With this as-
sumption (which can be dropped in the Brownian quan-
tum circuit), we can show that (N ∼ tr(I), see App. A)
C(t) ≡ − 1N tr([V (t),W ]
2) =
〈h(t)〉
N
, (4)
namely the squared commutator is proportional to the
mean height. Therefore the operator scrambling is en-
coded in the height distribution.
In the following, we will use the general q × q Pauli
matrices σµ, which is the generators of SU(q2). The q →
∞ is a helpful limit in checking the results.
III. OPERATOR DYNAMICS OF BROWNIAN
QUANTUM CIRCUIT
A. Brownian Quantum Circuit
We aim to understand the operator dynamics for sys-
tems with generic all to all 2-body interactions. Ran-
domness is our key tool to construct such generic non-
integrable yet still solvable models.
We put spacetime randomness in the strength of the
2-body spin-spin interactions. The model is called the
Brownian quantum circuit[19]. In a short interval of ∆t,
the circuit (or the time evolution) performs a random
walk on the unitary group. The direction of the displace-
ment is specified by the Hamiltonian, which is spanned
by the 2-body interactions. More concretely, the evolu-
tion in a short interval is governed by the Hamiltonian
Hs = J
∑
i<j
q2−1∑
µi,µj=0
σµii ⊗ σµjj ∆Bsi,j,µi,µj , (5)
where σµii are the generalized Pauli matrices on site i and
σ0i = I. The strength Bsi,j,µi,µj of the spin-spin interac-
tions over sites i and j is a Gaussian random variable
with variance proportional to ∆t. The continuum limit
of the evolution
e−iHs∆te−iHs−1∆t · · · (6)
defines the Brownian quantum circuit.
We use the normalization (different from Ref. 19) J =√
2
q4N where N is the total number of sites. This makes
the mean field experienced by each spin to be order O(1).
B. Master Equation of the Height Distribution
The Brownian quantum circuit does not distinguish
between different types of Pauli matrices, hence on av-
erage it gives a clean and simple equation in the height
space. The master equation of the height distribution
fk(t) is given by
df(t)
dt
= Af f(t) (7)
with a tri-diagonal stochastic matrix Af
(Af )k,k =
4
N
k
[− (N − k) + 1
q2
(N − 2k + 1)]
(Af )k−1,k =
4
N
k(k − 1)
q2
(Af )k+1,k =
4
N
k(N − k)[1− 1
q2
]
.
(8)
The equation is derived by adopting and developing
the Itoˆ calculus techniques from Ref. 19, see details in
3App. B. It has recently been derived as a special case
of the Brownian cluster model in Ref. 20 by a different
approach.
The evolution matrix Af has zero column sum and pre-
serves the total probability. Its surprisingly simple tri-
diagonal structure is a consequence of purely two-body
interactions in the Hamiltonian: the interaction terms
can only change the height by one in an infinitesimal
step. A particularly simple limit is q → ∞ that Af is a
lower triangle matrix. Its off-diagonal element (Af )k+1,k
is 4N k(N − k) which is proportional to the number of
the height increasing commutators shown schematically
in Fig. 1. At finite q, the number of interaction terms
that commutate with the operator is proportional to 1q2 .
These terms are responsible for the process of decreasing
the height by one, which is consistent with the 1q2 depen-
dence in the upper diagonal element of Af . This analysis
is essentially the same as the case of a random unitary
gate[15, 16].
The height probability has two linearly independent
stationary solutions. The first one is the identity operator
f0 = 1 fk = 0 k ≥ 1 (9)
as the identity is invariant under unitary evolution. In
fact the probability of identity and non-identity opera-
tors are separately conserved. The non-identity sector
containing those operators of none-zero height will be
driven to
f0 = 0 fk =
(
N
k
)
(q2 − 1)k
q2N − 1 k ≥ 1 (10)
where fk 6=0 is the ratio of the height k operators with
respect to the all in this sector. Therefore, the ultimate
fate of the non-identity sector is an equal weight super-
position of all non-identity operators, i.e. a maximally
random operator. The average height saturates to
hsat = 〈h〉 = N(q
2 − 1)q2N−2
q2N − 1 ' N(1−
1
q2
). (11)
C. General Solutions of the Master Equation
We solve the master equation analytically for any ini-
tial conditions. To express the result, we define
λq = 4(1− 1
q2
), (12)
where λq is the Lyapunov exponent (see below).
At early time, or large N limit at fixed time, the master
equation simplifies to
dfk(t)
dt
= −λqkfk + λq(k − 1)fk−1. (13)
The coefficients of fk−1 is the rate of height increase,
which is proportional to the height itself, indicating an
initial exponential growth. Similar equation[14] was pro-
posed for the height growth in the Sachdev-Ye-Kitaev
(SYK) model[7, 11]. Here we write the solution in terms
of its generating function
∞∑
k=0
fk(t)z
k =
∞∑
k=0
(
ze−λqt
1− z(1− e−λqt)
)k
fk(t = 0). (14)
All the moments can thus be computed. However, this
only works for early time with distributions localized at
small height, i.e. 〈h〉  N .
To understand the physics beyond early time, we take
the continuum limit of the master equation and get
∂tf(h, t) = − 4
N
∂h[h(hsat − h)f ]. (15)
The flux of the probability density vanishes at h = 0
and h = hsat, conserving the total probability
1. Please
change the sentence to ”After multiplying Eq. 15 by h on
both sides and integrating, we see that the mean height
obeys ... ”.
After multiplying Eq. (15) by h on both sides and in-
tegrating, we see that the mean height obeys
∂t〈h〉 = 4
N
(hsat − 〈h〉)〈h〉 − 4
N
(〈h2〉 − 〈h〉2). (16)
If the fluctuation of the height is much smaller than N ,
then the mean height evolves according to the logistic
equation[21]. This mean field picture again corresponds
to Fig. 1 where the growth of height is proportional to
the number of interaction terms increasing the height.
The solution is
〈h(t)〉 = y(〈h(0)〉, t), (17)
where y(h, t) is the logistic function
y(h, t) =
hsathe
λqt
hsat + h(eλqt − 1) . (18)
This mean field solution was heuristically argued in
Ref. 21, under the assumption of vanishing fluctuation
and essentially q = ∞ limit. The fluctuation turns out
to be important at intermediate time (see Fig. 2).
The general solution can be obtained by the method
of characteristics. It is conveniently expressed as
f(h, t) =f(y−1(h, t = 0), t = 0)
dy−1(h, t)
dh
, (19)
whose moments are
〈hl(t)〉 =
∫ N
0
f(h, t)hldh =
∫ N
0
f(h, 0)[y(h, t)]ldh.
(20)
1 Strictly speaking, this discrete equation allows to generate oper-
ators higher than hsat. However, those exceptions are exponen-
tially small (even for small N) as can be seen from the steady
state distribution.
4IV. SCRAMBLING AND DYNAMICS OF THE
HEIGHT DISTRIBUTION
A. Evolving from a Simple Operator
We first study the height distribution evolved from a
simple operator, which is localized at one site. It can be
modeled by a delta distribution for the discrete master
equation or an exponentially localized distribution e−h
in the continuum limit. As the evolution goes on, the
mean height increases to an appreciable fraction of the
maximal height in a very short period of time and then
slows down on the way to the steady state distribution.
We obtain the exact solution2 by Eq. (20)
〈h(t)〉 = hsat(1− sesEi[−s]), (21)
where Ei[s] is the standard exponential integral function
and s is a parameter
s = hsat exp(−λqt) (22)
that separates the evolution into three different time
regimes.
FIG. 2. Comparison of the mean height with logistic function
(mean field) and analytic solution in Eq. (21). The large fluc-
tuation in the intermediate time makes the dynamics slower
than the logistic function.
Early time: s ∼ hsat. This is the regime where the
average height has not felt the existence of the saturation
height (or N). By using the discrete solution in Eq. (14),
the initial condition fk(t = 0) = δk1 gives
fk(t) = e
−λqt[1− e−λqt](k−1). (23)
The distribution profile looks like a collapsing sandpile
whose surface (the probability) is exponentially decreas-
ing in space. As time goes on, the surface rapidly be-
comes flatter as the exponent log(1− e−λqt) ' e−λqt also
2 Exact in N → ∞. Relative difference < 0.1% compared to the
numerical data of N = 104
(a)
(b)
(c)
FIG. 3. The height distribution and mean height evolved
from a simple operator localized at h = 1. (a) Early time:
the profile looks like a collapsing sand pile. It is exponen-
tially decreasing in space and its exponent is exponentially
decreasing in time. Inset: numerically measured exponent is
linearly proportional to t on the semi-log scale with the slope
−2.96, close to −λq=2 = 3. (b) Late time: the height distri-
bution is exponentially decaying to the steady state of a ran-
dom operator. Inset: The numerical verification of Eq. (26).
(c) Intermediate time: the height distribution has apprecia-
ble value over almost the whole range of height. The height
fluctuation is of order N .
5exponentially decays with time. These have been numer-
ically confirmed in Fig. 3a.
The average height is growing exponentially with the
same exponent
〈h(t)〉 = ∂z
∞∑
k=0
zkfk(t)
∣∣∣
z=1
= eλqt〈h(t = 0)〉 (24)
regardless of the initial condition (as long as 〈h〉/N ∼ 0).
Hence the squared commutator
C(t) =
eλqt
N
〈h(t = 0)〉 (25)
has exactly the same behaviors of many chaotic large-N
models [1, 6–9, 11]. This is an alternative way to show
the scrambling time ∼ logN and justifies to call λq the
Lyapunov exponent. The scaling can also be obtained by
the large s expansion of Eq. (21), which gives the same
〈h〉 ∼ hsat 1s = eλqt.
Late time: s  1. This is the regime when the dis-
tribution is close to the steady state defined by a random
operator. Fig. 3b shows this approaching process. The
small s expansion of Eq. (21) gives
〈h(t logN)〉 ' hsat(1 + s ln s+ γs)
= hsat − h2sat(λqt− lnhsat − γ)e−λqt.
(26)
It will saturate to hsat exponentially with the decay rate
the same as the initial growth. Notice that there is an
extra linear t correction term in front of e−λqt, which is
verified numerically in the inset of Fig. 3b.
Intermediate time: s ∼ O(1). The is the regime
between the early time and late time. f(h) is a broad
distribution with a large fluctuation of order O(N) (see
Fig. 3c). Because of this, the operator growth is slower
than the logistic function (Fig. 2).
B. Power Law Initial Distribution and Thermal
Operator
It would be interesting to understand the bound of the
Lyapunov exponent at finite temperature in this context,
i.e. the operator dynamics of e−βH/4V (t)e−βH/4. There
is no notion of finite temperature in a Brownian quantum
circuit because the energy is not conserved. Here we
interpret the finite temperature effect as a change of the
initial height distribution different from the previously
discussed simple operators.
As shown previously, the exponential growth rate in
early time is always λq (see Eq. (24)) when 〈h〉  N .
The growth rate starts to become smaller when the ra-
tio 〈h〉/N is finite, suggesting a suppression of operator
spreading in the Hilbert space. For example, when the
initial distribution is e−(h−h0)θ(h−h0) where h0 ∼ ahsat
with 0 < a < 1, we have
〈h(t)〉 = hsat[1 + ses+h0Ei(−s− h0)]. (27)
The small t behavior (large s expansion) is
〈h(t)〉 ' hsat
s+ h0
≤ exp(λq(1− a)t). (28)
The exponent is therefore bounded by λq(1− a). We nu-
merically test the initial condition fk = δkh0 in Eq. (7)
and present the result in Fig. 4a. We find that the ex-
ponential growth rate is smaller and saturates the upper
bound in Eq. (28) around t = 0.
This reveals a possible interpretation for the chaos
bound at finite temperature – the thermal operator is
no longer localized at small height any more and should
have more contribution from large height. At low tem-
perature β  1, if the Lyapunov exponent scales as 1/β,
according to the bound in Eq. (28), we speculate that the
thermal operator has a large weight around the height
∼ hsat(1− 1/β).
(a)
(b)
FIG. 4. Suppression of the growth rate for operator with
initial 〈h〉  1. (a) Growth exponent for operators initially
localized at h0 = aN with a > 0. Inset: linear dependence
of the exponent w.r.t a, saturating the bound around t = 0.
(b) Growth exponent for power law decreasing initial condi-
tion fh ∝ 1hα . α = ∞ is the exponential decreasing initial
condition. Inset: growth exponent linearly depends on α and
saturates to λq when α > 2.
We further investigate the evolution from an initial
power-law decaying distribution f(h, t = 0) ∼ 1hα , which
6favors longer operators than the localized distributions
above. Its relation to the finite temperature physics is
not justified, but this can always be viewed as a case
study of possible slower operator growth. We test the
range of α ∈ [1.5, 2.5] and fit the early time growth with
〈h(t)〉 ' exp(λ(α)t). (29)
The inset of Fig. 4b shows that when α ∈ [1.5, 2], λ is
linearly proportional to α and approaches λq when α > 2.
V. CONCLUSION
In this work, we regard operator spreading in generic
chaotic systems as a height growth process in Fig. 1. The
2-local Brownian quantum circuit model gives an exact
embodiment of the mechanism. We derive and solve the
master equation governing the height transition of the
operators for the full range of time. The squared com-
mutator is the mean height in this formulation.
We find that an initially simple operator (with h = 1)
will have an exponential growth with Lyapunov expo-
nent λ = 4(1 − 1q2 ), where q is the Hilbert dimension of
the spin. This growth will slow down around the scram-
bling time when the operator has a broad distribution
over a large fraction in the operator space. It finally ap-
proaches the saturation value in a manner similar to the
logistic function. While in the intermediate stage, the
large fluctuation impedes the growth so that the dynam-
ics is slower than the logistic function.
We further give an interpretation of the temperature
dependence of the Lyapunov exponent in the language
of operator scrambling. We find that higher operators
generically have smaller growth rate than shorter oper-
ators. Hence the chaos bound may come from an ini-
tial height distribution biased towards the high opera-
tors. We test the power law decreasing initial distribu-
tion 1/hα and find a smaller growth rate with smaller α.
This however does not saturate the bound.
The height distribution picture and the associated
Brownian quantum technique can be easily generalized
to other types of interactions and dimensions. For
example, there are recent works on the coupled clus-
ter lattice models[20] in one dimensions and discussion
about the bufferfly effect with the power-law decaying
interactions[22]. The similarity of the master equation
with the Fredrickson-Andersen model[23, 24] relates the
operator dynamics to the kinetically constrained model
in glass physics, which is a new angle that can be explored
in future works.
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Appendix A: Relation of Squared Commutator to
the Mean Height
We start from the definition of C(t) in the main text
and expand V (t) in Hermitian basis Bj (thus real α(t))
V (t) =
∑
j
αj(t)Bj . (A1)
Only the basis non-commutative with W will contribute.
In general
C(t) = − 1N
∑
h
∑
j,k
αj(t)αk(t)tr([Bj ,W ][Bk,W ]), (A2)
For clarity, we specialize to the spin- 12 model, taking Bj
to be product of Pauli matrices and W = σx at site 0.
Then the cross term vanishes, and we organize the sum
in order of height
C(t) = − 1N
∑
h
∑
height(Bj)=h
|αj(t)|2tr([Bj ,W ]2).
(A3)
We notice that the commutator is an anti-hermitian op-
erator and minus sign makes C(t) positive. As we assume
in the text, |αj(t)|2 for each basis Bj with height h are
equal. This is by definition true for the Brownian quan-
tum circuit model. Under this assumption
|α2j (t)|
∣∣∣
height(Bj)=h
=
f(h, t)
3h
(
N
h
) . (A4)
Those basis non-commutative with Bj must have σ
y,z at
site 0, and there are 2 × 3h−1(N−1h−1) such basis, which
contributes equally. So
C(t) =
8tr(I)
3N
∑
h
f(h, t)
h
N
=
8tr(I)
3N
〈h(t)〉
N (A5)
where we have chosen the convenient normalization fac-
tor 8tr(I)3N = 1.
The extension to the thermal squared commutator is
C(β, t) = − 1N
1
Z
tr([e−
βH
4 O(t)e−
βH
4 , V ]2)
= − 1N
1
Z
tr([eiHt(e−
βH
4 O(0)e−
βH
4 )e−iHt, V ]2)
(A6)
The only change is the replacement of the initial operator
O(0) to its thermally regulated version e−
βH
4 O(0)e−
βH
4 .
7Appendix B: Derivation of the Master Equation
In this appendix, we develop techniques in Ref. 19 to
derive the discrete master equation of the height distri-
bution. The key observation is that purity equation in
Ref. 19 applies not just to density matrix ρ, but to any
operators.
We take the evolved operator O(t) and compute its
partial trace and average “purity”
φA =
1
qN
tr[tr2A¯(O(t))] (B1)
As we assumed in the text, the initial operator is equally
distributed on the basis of each height, such that the
“purity” φA will only depend on the number of sites in
region A. All the Itoˆ calculus computation in Ref. 19
follows and we get
dφk
dt
=
k(N − k)
N
{
4
q
φk−1 − 4
(
1 +
1
q2
)
φk +
4
q
φk+1
}
(B2)
where φk is the “purity” for arbitrary k sites.
We then introduce an intermediate variable: the cut
averaged purity
Φk(t) = q
−(N−k) ∑
|A|=k
φA(t) = q
−(N−k)
(
N
k
)
φk(t) (B3)
where the summation is over all the region containing k
sites. Through elementary counting, the height distribu-
tion is related to Φ as
Φ = PLτ f (B4)
where (PLτ )ij =
(
N−j
N−i
)
is the element (zero based index)
of the rotated Pascal’s lower triangle matrix. The master
equation in matrix form is
df
dt
= Aff (B5)
where Af = PL
−1
τ AΦPLτ , the inverse matrix PL
−1
τ has
element (−1)i+j(N−jN−i) and Aφ is tri-diagonal
(AΦ)k,k = − 4
N
[
1 +
1
q2
]
k(N − k) diagonal
(AΦ)k,k−1 =
4
N
(N − k)(N − k + 1) lower diagonal
(AΦ)k,k+1 =
4
N
1
q2
k(k + 1) upper diagonal.
(B6)
To derive the exact matrix element of Af , we notice
that the element of AΦ can be obtained by taking deriva-
tives, for example
k(N − k) = ∂x∂yxkyN−k
∣∣∣
x=y=1
. (B7)
We construct vector AY X = ZPL
−1
τ Y XPLτ , where
X = [x0, x1, · · · , xN ], Y = [yN , yN−1, · · · , y0]>, Z =
[z0, z1, · · · , zN ]. By using the combinatorial property of
the Pascal matrix, we have
(AY X)k =
N∑
i=1
(1− z)N−iziyN−i(1 + x)N−kxk. (B8)
Selecting out terms with the corresponding power (e.g.
diagonal element corresponds to terms with total power
of x and y to be N) and using the derivative trick, we can
solve the matrix Af . We find that Af is a tri-diagonal
matrix with elements specified in Eq. (8) in the main
text.
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