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Abstract
In this thesis, we present approaches to image retrieval, object recognition, and discriminative models.
For image retrieval, we evaluate a large variety of different descriptors and answer the questions how
descriptors can be combined and which descriptor should be chosen according to which criterion. We
suggest a set of local descriptors that have been used successfully for object recognition and combine these
with textual information and several other descriptors. Additionally, we present methods to optimally fuse
visual and textual data for retrieval.
For object recognition, we propose different models and investigate and analyse their relationships and
their individual advantages and disadvantages. In particular, we try to avoid heuristics in the creation
of the models and incorporate all available knowledge cues. We extend the bag-of-visual words approach
into several directions in order to overcome its limitations. In total, we present eight different models for
object recognition including a nearest neighbour-based model, two variants of bag-of-visual-words models,
and a model based on geometric matching incorporating spatial relationships. We also present a model
based on Gaussian mixtures which abandons vector quantisation, can be trained discriminatively, and can
incorporate spatial relationships. This model is then rewritten and extended toward log-linear mixtures
and support vector machines. We also present a random-forest-based approach that fuses appearance,
shape, and depth cues for human computer interaction.
Regarding discriminative models, we delve deeper into some aspects of image retrieval and object re-
cognition. We propose a novel model for optical character recognition. We extend log-linear models to
incorporate hidden variables, thus allowing for modelling image deformations and multi-modal data. Fur-
thermore, we investigate the relationship between certain support vector machines and Gaussian mixtures
in order to achieve a joint model that fuses their advantages.
All approaches proposed in this work were evaluated on standard benchmarks. For image retrieval, we
experimentally evaluated the performance of a large variety of descriptors, how they perform on different
tasks, and how they can be combined to achieve different results. We participated in several ImageCLEF
evaluations and obtained excellent results using content-based image retrieval techniques. In particular,
we achieved the best result using visual retrieval in the ImageCLEF 2007 medical retrieval task using
our discriminatively trained feature combination. The object recognition approaches were evaluated on
the Caltech and PASCAL tasks and it could be shown that Gaussian mixtures and related approaches
incorporating spatial information and avoiding vector quantisation outperform all other approaches. The
methods proposed in the chapter on discriminative models were evaluated on the standard USPS and
MNIST tasks and our deformation-aware log-linear model achieves very competitive results while using
an order of magnitude fewer parameters than competing approaches.
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Zusammenfassung
In dieser Arbeit werden Ansa¨tze zur Bildsuche, Objekterkennung und diskriminativen Modellierung un-
tersucht.
Im Bereich Bildsuche wird eine große Anzahl verschiedener Bilddeskriptoren untersucht: Wie ko¨nnen
diese kombiniert werden? Nach welchen Kriterien mu¨ssen Deskriptoren ausgewa¨hlt werden? Wir stellen
eine Reihe von lokalen Bildmerkmalen vor, welche in dieser oder a¨hnlicher Form auch erfolgreich in
der Objekterkennung eingesetzt werden und kombinieren diese mit textueller Information und anderen
Deskriptoren. Außerdem werden Methoden vorgestellt, mit denen optimale Kombinationen von visueller
und textueller Information bestimmt werden ko¨nnen.
Im Bereich Objekterkennung werden verschiedene Modelle vorgestellt sowie die Beziehung zwischen
diesen und deren Vor- und Nachteile diskutiert. Insbesondere wird bei der Entwicklung der Methoden
versucht, Heuristiken zu vermeiden und alle verfu¨gbaren Informationsquellen mit einzubeziehen. Wir er-
weitern diesen Ansatz in zahlreichen Aspekten, um seine Einschra¨nkungen zu umgehen. Insgesamt stellen
wir acht Modelle zur Objekterkennung vor: Ein Nearest Neighbour -basiertes Modell, zwei Varianten der
Bag-of-Visual-Words-Methode, und ein Modell, das auf einem Verfahren zum geometrischen Matching
aufbaut um ra¨umliche Beziehungen zwischen den Teilen zu modellieren. Weiterhin entwickeln wir ein
Modell, welches auf Gaußschen Mischverteilungen basiert, Vektorquantisierung vermeidet, diskriminativ
trainiert werden kann und ra¨umliche Beziehungen einbeziehen kann. Dieses Modell wird dann in eine
log-lineare Form umformuliert und zu einem Supportvektormaschinen-Modell erweitert. Außerdem stel-
len wir ein Random Forest Modell fu¨r Mensch-Maschine-Interaktion vor, welches Erscheinung, Form und
Tiefeninformation verbindet.
Im Bereich diskriminativer Modelle werden einige Aspekte aus den Bereichen Bildsuche und Objekter-
kennung vertieft und ein neues Modell zur Zeichenerkennung vorgestellt. Wir erweitern die log-linearen
Modelle, um latente Variablen integrieren zu ko¨nnen. Dies ermo¨glicht Verformungen und multi-modale
Daten zu modellieren. Weiterhin untersuchen wir die Beziehung zwischen Support-Vektor-Maschinen und
Gaußschen Mischverteilungsmodellen und stellen ein Modell vor, welches die Vorteile beider Ansa¨tze ver-
einigt.
Alle in dieser Arbeit vorgestellten Methoden werden auf Standard-Benchmark-Datensammlungen un-
tersucht. Fu¨r die Bildsuche untersuchen wir experimentell die Leistungsfa¨higkeit unterschiedlicher Bild-
merkmale daraufhin, fu¨r welche Aufgaben sie geeignet sind und wie man sie kombinieren kann. Weiterhin
haben wir an zahlreichen ImageCLEF-Evaluationen teilgenommen und dort hervorragende Ergebnisse
erzielt. Insbesondere haben wir das beste Ergebnis mit visueller Suche in der Aufgabe zur medizinischen
Bildsuche von ImageCLEF 2007 durch eine diskriminativ trainierte Merkmalskombination erzielt. Die Ob-
jekterkennungsmethoden wurden auf den Caltech und PASCAL-Aufgaben getestet und es wurde gezeigt,
dass Gaußsche Mischverteilungen und die davon abgeleiteten Ansa¨tze, die auf Vektorquantisierung verzich-
ten, bessere Ergebnisse erzielen als alle anderen Methoden. Die Methoden im Kapitel u¨ber diskriminative
Modelle werden auf der USPS und auf der MNIST Datensammlung evaluiert und das verformungsin-
variante log-lineare Modell erzielt sehr gute Ergebnisse mit einer Grß¨enordnung weniger Parameter als
vergleichbare Methoden.
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Chapter 1
Introduction
The rise of digital cameras everywhere, digital imaging techniques in medicine, and the ubiquity of comput-
ers allows for completely new uses of images, e.g. the “Look around”-feature in Panoramio1 or Microsoft
Research’s Photosynth [Snavely et al., 2006, 2008]. Photo sharing sites such as Flickr2 with several mil-
lions of images uploaded, tagged, and partly geo-tagged by its users need access methods for non-expert
users. Current access methods for images are commonly text-based. For example,
• Google image search3 allows to search images from the Internet but instead of looking into the
images, only the text surrounding the images is considered.
• Image search in photo sharing sites, such as Flickr, is also commonly text-based or can be based
on meta-data such as the location, if available. Due to the different languages of Flickr’s users,
the image annotation is multi-lingual which poses additional problems: e.g. searching with German
queries will only turn up images with German annotation, but not images which are annotated in
different languages.
• Similarly to photo sharing sites, video sharing sites, such as YouTube4, only allow for accessing their
videos by meta-data: users uploading videos might annotate them but it is hard (if not impossible)
to find a particular video if it has not been properly annotated by the users. Furthermore, many
uploaded videos are duplicates which is not desired.
• Another domain where images are accessed are stock photo collections. Stock photo agencies sell
images to newspapers and other media. These agencies annotates all of the images to allow for
effective searching.
• In the medical domain, huge amounts of images are produced daily and need to be accessed. Common
access methods are case-based access and text-based search. By searching for similar images, e.g.
showing the same pathology, new diagnosis aids might be possible and evidence-based medicine can
be further advanced.
In this work, we address the issue of accessing and understanding visual content to allow for more flexible
searches in databases of visual content and to make human image annotation needless.
The contributions of this work are threefold: First, we present investigations on image retrieval in
order to search for images in an image database using visual as well as textual information and user
interaction. Second, we present approaches to object recognition in order to create high-level annotations
of the images to be presented. Third, we present investigations on discriminative models which are some
of the foundations to image retrieval and object recognition, and we present a novel discriminative model
for optical character recognition (OCR).
The approaches to image retrieval presented in this work investigate many different aspects of image
retrieval in general and content-based image retrieval in particular. We present experiments to quan-
titatively analyse the performance of different image retrieval descriptors and find that a very simple
colour histogram, which was one of the first descriptors proposed [Swain and Ballard, 1991] still must
be considered as a reasonably good baseline for general image retrieval tasks. Additionally, we investi-
gate the perceptual properties of a set of descriptors and present a method to combine these descriptors
to resemble human perception best. We present an approach to fuse textual information retrieval with
1www.panoramio.com
2http://www.Flickr.com
3http://images.google.com
4http://www.youtube.com
1
Chapter 1 Introduction
content-based image retrieval which allows for effective multimedia retrieval. Furthermore, we present
techniques to automatically train weights for different descriptors discriminatively. If no training data is
available, learning can be applied in combination with user interaction or relevance feedback which we
also investigate. The performance of the investigated methods is evaluated on a wide range of different
image databases and in public evaluation campaigns from ImageCLEF 2004-20075 where we obtained
excellent results with our presented approaches.
The approaches to object recognition presented in this work have in common that they are based
on the assumption that objects in images can be considered to consist of parts and these parts can
be modelled independently to a certain extend. The vast majority of the recent literature on object
recognition is based on this assumption. Although we do not focus on feature extraction in this work
we investigate several different descriptors and extraction positions. We start our discussion of object
recognition techniques with a simple nearest-neighbour-based approach that was originally proposed by
Paredes et al. [2001]. We also present a bag-of-visual words approach where in the first step an image
is represented by a histogram of visual words, and in a second step these histograms are classified. At
the time when we proposed this technique, we were among the first to use a discriminative classifier in
this approach. This method is extended to use a different technique to create visual vocabularies. The
visual vocabulary is furthermore used for an approach based on geometric matching which, opposed to
the previous methods, incorporates spatial information of the extracted features. To avoid data loss due
to quantisation in the previous approaches, we present a model based on Gaussian mixture densitiess
(GMDs) which incorporates the full information extracted from the images for the classification of the
contained objects and can incorporate spatial information. This model is extended and rewritten in log-
linear form which allows for easier discriminative training of all model parameters. Additionally, we show
the relation between the GMD model and a support vector machine (SVM)-based model and how these
two models can be fused into a single generative/discriminative model. These approaches are evaluated
on standard benchmark databases and in public evaluation campaigns and obtain state of the art results.
Furthermore, we present an approach which is able to recognise hand-poses and objects in real-time. This
approach is based on random forests and incorporates appearance, shape, and depth information.
We also present approaches to discriminative models with hidden variables. Starting from a generative
Gaussian mixture model approach, we present discriminative mixtures of log-linear models and deforma-
tion invariant log-linear models. Log-linear models have in the past been shown to be equivalent to single
Gaussian classifiers. Analogously, we show how mixtures of log-linear models are equivalent to mixtures
of Gaussians and how deformation-aware log-linear models can be created. The advantage of log linear
models over Gaussian models are a simpler functional form, a more stable training algorithm, and higher
flexibility regarding the used features.
All methods presented in this work can be seen in the greater context of trying to make computers
‘understand’ the real world by seeing it and thus trying to teach a computer how to help a human
accessing huge amounts of visual data easily. The information age provides methods to create and store
huge amounts of data digitally. Although humans are still far superior in most image understanding tasks,
our capabilities to adapt to the newly available amount of visual data are very limited.
Structure of this Document
This work is organised as follows: Chapter 2 briefly summarises the goals, contributions, and fundamentals
of this work. Chapters 3, 4, and 5 contain the main parts of this work. Chapter 3 investigates image
retrieval in general and content-based image retrieval in particular with a focus on image descriptors for
content-based retrieval. Chapter 4 investigates different approaches to object recognition based on local
features. Starting from the local feature extraction techniques different models are proposed, analysed,
and compared. In Chapter 5, we discuss different discriminative models, such as log-linear models, log-
linear mixture models, support vector machines, Gaussian mixtures, and their relationship. In each of
these three main chapters, we discuss the state of the art and the related work in the particular area,
we present standard benchmark databases, we evaluate the proposed methods experimentally, discuss the
results and draw conclusions regarding the presented methods. Chapter 6 gives a short summary and
conclusion of the entire work.
5http://www.imageclef.org/
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Chapter 2
Goals
In this chapter, we shortly list the goals, the underlying principles, and the contributions of this work.
The goals which were set up at the beginning of this work and which were adjusted during the process
of this work are
• to create a better (measured in mean average precision and error rate) image retrieval system and
better object recognition methods than are currently available;
• to analyse and improve the individual components of an image retrieval system in order to create
the best possible system, in particular the effect of using different image descriptors;
• to investigate the power of discriminative models, discriminatively trained models, and generative
models for pattern recognition with a particular focus on object recognition;
• to create powerful and flexible models for object recognition;
• to fuse the advantages of discriminative models and invariant distance measures.
To achieve these goals, we adhered to the following principles, which are the fundament to most of the
works at the Human Language Technology and Pattern Recognition Group at RWTH Aachen University
(RWTH) and at many other institutions:
• Decisions in a classification system are made according to the Bayes’ decision rule, with as few
heuristically chosen assumptions as possible.
• Avoid early decisions, such as segmentation. If a recognition system takes (possibly wrong) local
decisions in an early stage, it is often impossible to recover from wrong decisions in a later stage
and therefore local decisions are avoided wherever possible.
• Images are represented using raw pixel values or other features obtained directly from the pixel
values. In particular, a segmentation phase is avoided which would contradict the second principle.
• Since most of the people in the group are working in speech recognition and machine translation
and develop some of the best systems available world wide, one guideline for this work is to benefit
from the experiences gained in these areas, in particular regarding modelling and training.
• Quantitatively evaluate the improvement of newly developed systems. In the past, it was shown that
quantitative evaluation is a straightforward way to foster advances in research. Public evaluation
campaigns or publicly available data-sets allow for comparison with competing approaches.
The contributions of this work are:
• An experimental evaluation of a wide variety of different image descriptors and comparison measures
for retrieval. We present a technique to analyse the correlation between different image descriptors
and human similarity judgements.
• Discriminative methods to automatically learn a combination of suitable descriptors in image re-
trieval. For given query images with known relevant images the parameters of support vector
machines and log-linear models are learnt to determine which images are relevant for a given query.
• Techniques to incorporate user relevance feedback into an image retrieval engine. We present tech-
niques to learn parameters for the processing of a query in order to optimise the user experience
when searching for images.
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• Standard tasks for image retrieval and image annotation. Under the umbrella of ImageCLEF we cre-
ated databases and protocols to compare medical image annotation techniques and object retrieval
methods.
• Different models for object recognition. We propose seven different models for object recognition
and analyse and discuss their individual advantages and disadvantages.
• A reduction of the required heuristics in object recognition methods. In order to improve the object
recognition techniques, we try to avoid heuristics as far as possible. In particular, we present meth-
ods that eliminate the need for vector quantisation and thus directly incorporates the appearance
information into the decision rule.
• The incorporation of different information cues into object recognition models. We present object
recognition models which allow for the inclusion of spatial information into the decision rule which
leads to a significant performance boost. In other models we also show how arbitrary information
cues such as shape and depth information can be incorporate.
• The extension of log-linear models to incorporate latent variables. We present methods that allow
for the use of hidden variables in a log-linear framework and thus effectively allow for the creation
of log-linear mixture models and deformation-aware log-linear models.
• An analysis of the connections between log-linear (mixture) models, support vector machines, and
Gaussian mixture models. We show how log-linear mixture models and Gaussian mixtures are
related and can be transformed into each other. Furthermore, we show how Gaussian mixtures can
be used to approximate certain support vector machines.
• A generative/discriminative fusion of SVMs and GMDs. The relationships between SVMs and
GMDs is used in order to create a joint model which fuses the advantages of both.
• An experimental evaluation of all of the proposed methods. In order to analyse the methods proposed
all methods are evaluated on standard tasks and a thorough analysis and discussion of the obtained
results is presented.
Apart from these contributions, during the creation of this work, some other achievements, which are
not described here, were accomplished. Some of these were motivated by the idea, to give some knowledge
back to the machine translation and speech recognition domains [Deselaers et al., 2007b]. Others popped
up as byproducts of teaching activities such as the Data Mining Cup lab [Bezrukov et al., 2005, Buck
et al., 2008, Mauser et al., 2005a,b, Strackeljan et al., 2005], some are related to the work on sign language
recognition I did with my colleagues [Dreuw et al., 2005, 2006b, 2007, 2008a,b, Zahedi et al., 2006a,b] and
still others were created trying to solve actual problems [Deselaers et al., 2008a].
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Image Retrieval
In this chapter, we discuss image retrieval in general and content-based image retrieval (CBIR) in partic-
ular. Image retrieval denotes the process of finding images from a (possibly large) set of images by using
either the information conveyed by the images alone or by using additional textual information. If only
information contained in the images themselves, their content, is used, we speak of CBIR. Here, we first
discuss the state of the art in CBIR and then discuss and analyse the different parts of the image retrieval
system named Flexible Image Retrieval Engine (FIRE), which was developed and improved during the
course of this work.
This chapter is structured as follows: first we give an overview on the related work in image retrieval, in
particular about different approaches to image retrieval, desriptors and CBIR systems, the evaluation of
image retrieval, and methods to combine descriptors as well as relevance feedback and learning techniques
in image retrieval. In Section 3.2 we give an overview on the nearest neighbour approach that is being
used in FIRE. In Section 3.3 we give an overview on different performance measures for image- and
information retrieval. In Section 3.4 and 3.5 we describe image descriptors and comparison measures.
Section 3.6 describes a method how the correlations between different descriptors can be investigated.
Section 3.7 describes a method to analyse the perceptual properties of various descriptors. Section 3.8
discusses a method how textual and visual information retrieval can be combined. Section 3.10 describes
a technique to parallelise CBIR methods and Section 3.11 describes a set of methods to incorporate user
feedback into CBIR systems.
In Section 3.12 we describe the datasets that we used for evaluating and in Sections 3.13–3.18 we
describe the results that were obtained using the previously described techniques. In Section 3.19 we
describe results that were obtained in various evaluations using a fully setup system. Finally the chapter
is concluded in Section 3.20.
3.1 Related Work on Content-based Image Retrieval
Image retrieval in general and CBIR in particular are well-known fields of research in information man-
agement in which a large number of methods have been proposed and investigated but in which still no
satisfying general solutions exist. The need for adequate solutions is growing due to the increasing amount
of digitally produced images in areas like journalism, medicine, and private life, requiring new ways of
accessing images. For example, medical doctors have to access large amounts of images daily [Mu¨ller et al.,
2004], home-users often have image databases of thousands of images [Sun et al., 2002], and journalists
also need to search for images by various criteria [Armitage and Enser, 1997, Markkula and Sormunen,
1998]. Another steadily growing source of images are photo sharing sites such as Flickr1 and Google
Picassa2 where users are able to store their images and other users are able to browse and view the avail-
able images. Video sharing sites like YouTube3 and MyVideo4 where users are able to share videos are
also open to possible image-content-based searches which could be combined with meta data and speech
transcriptions.
In the past, several CBIR systems have been proposed and all these systems have one thing in common:
images are represented by numeric values, called features or descriptors. These are meant to represent
the properties of the images to allow meaningful retrieval for the user.
1http://www.flickr.com
2http://picassa.google.com
3http://youtube.com
4http://myvideo.de
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In the following, we give an overview on the literature on CBIR. To achieve better readability this
overview is structured. First, we give a concise overview on different paradigms in image retrieval, then
we give an overview on the literature on image descriptors and features, their comparison measures,
and different approaches to analyse features, their correspondences with human perception, and their
performance. We furthermore give an overview on different initiatives to evaluate the performance of
image retrieval, and finally we give an overview on techniques to integrate machine learning approaches
into image retrieval to find suitable parameters of an image retrieval system. The most obvious way to
integrate learning into this process is to exploit user feedback via relevance feedback techniques which we
also describe.
Forsyth and Ponce [2002], Smeulders et al. [2000], and Rui et al. [1999] give a general overview of image
retrieval methods at the end of the 1990’s. Two recent reviews of CBIR techniques are given in [Datta
et al., 2005, Lew et al., 2006].
Approaches to Content-based Image Retrieval
In CBIR, there are, roughly speaking, two different main approaches: the discrete approach and the
continuous approach [de Vries and Westerveld, 2004].
The discrete approach is inspired by textual information retrieval and uses inverted files and text re-
trieval metrics. This approach requires all features to be mapped to discrete features; the presence
of a certain image feature is treated like the presence of a word in a text document. The most popular
system to follow this approach is the VIPER system developed at the University of Geneva [Squire
et al., 1999] and later published under the terms of the GNU GPL under the name GNU image
finding tool (GIFT)5.
The continuous approach is inspired by nearest neighbour classification. Each image is represented by
a feature vector and these are compared using various distance measures. The images with lowest
distances are ranked highest in the retrieval process. Most image retrieval follow this approach
because of a higher flexibility in the image descriptors available. Most systems, except GIFT, follow
this approach.
A first, though not exhaustive, comparison of these two models is presented by de Vries and Westerveld
[2004]. An advantage of the discrete approach is that methods from textual information retrieval can easily
be transferred, e.g. user interaction and storage handling. Nonetheless, most image retrieval systems follow
the continuous approach often using some optimisation, for example pre-filtering and pre-classification
[Park et al., 2002, Smeulders et al., 2000, Wang et al., 2001], to achieve better runtime performance,
e.g. [Carson et al., 2002, Faloutsos et al., 1994, Pentland et al., 1996, Siggelkow et al., 2001].
The continuous approach has strong bounds to nearest neighbour classification in pattern recognition.
Antani et al. [2002], Vailaya et al. [2001] investigate the relationship between general pattern recognition,
classification, and image retrieval. This close relationship is very important in several aspects and the
authors propose to use image classification methods to reduce the necessary effort to search images in a
database.
Image Descriptors and Systems
Among the first image retrieval systems that were available are the QBIC system from IBM [Faloutsos
et al., 1994] and the Photobook system from Massachusetts Institute of Technology (MIT) [Pentland et al.,
1996]. QBIC uses colour histograms, a moment based shape feature, and a texture descriptor. Photobook
uses appearance features, texture features, and 2D shape features. Photobook was also extended to
incorporate face recognition techniques to allow for searching images showing particular persons although
this was restricted to portrait images.
Another well known system is Blobworld [Carson et al., 2002], developed at UC Berkeley. In Blobworld,
images are represented by regions that are found in an expectation maximisation (EM)-like segmenta-
tion process. In these systems, images are retrieved in a nearest-neighbour-like manner, following the
continuous approach to CBIR.
5http://www.gnu.org/software/gift/
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Other systems following this approach include SIMBA [Siggelkow et al., 2001], CIRES [Iqbal and Aggar-
wal, 2002], SIMPLIcity [Wang et al., 2001], Image Retrieval in Medical Applications (IRMA) [Lehmann
et al., 2005], and our own system FIRE [Deselaers et al., 2004a, 2005a, 2008d].
The Moving Picture Experts Group (MPEG) defines a standard for content-based access to multimedia
data in their MPEG-7 standard. In this standard, a set of descriptors for images is defined. A reference
implementation for these descriptors is given in the XM Software6. A system that uses MPEG-7 features
in combination with semantic web ontologies is presented by [Bloehdorn et al., 2005]. Di Sciascio et al.
[2002] present a method starting from low-level features and creates a semantic representation of the
images. [Meghini et al., 2001] present an approach to consistently fuse the efforts in various fields of
multimedia information retrieval.
Squire et al. [1999] present the VIPER/GIFT system which follows the discrete approach. Here, colour
and texture features are used to describe local and global properties of the images. The structure of the
system allows for using extremely high-dimensional feature spaces (>80,000 dimensions) but only about
3,000 to 5,000 features are active per image.
Recently, local image descriptors are getting more attention within the computer vision community. The
underlying idea is that objects in images consist of parts that can be modelled with varying degrees of
independence. These approaches are successfully used for object recognition and detection [Deselaers et al.,
2005b, Dorko´, 2006, Fei-Fei and Perona, 2005, Fergus et al., 2003, Mare´e et al., 2005, Opelt et al., 2006]
and CBIR [Deselaers, 2003, Deselaers et al., 2004a, Jain, 2004, Schmid and Mohr, 1997, van Gool et al.,
2001]. For the representation of local image parts, SIFT features [Lowe, 2004] and raw image patches are
commonly used and a bag-of-features approach, similar to the bag-of-words approach in natural language
processing, is commonly taken. The features described in Section 3.4.7 also follow this approach and are
strongly related to the modern approaches to object recognition. In contrast to the methods described
above the image is not modelled as a whole but rather image parts are modelled individually. Most
approaches found in the literature on part-based object recognition learn (often complicated) models
from a large set of training data. This approach is impractical for CBIR applications since it would
require an enormous amount of training data on the one hand and would lead to tremendous computing
times to create these models on the other hand. However, some of these approaches are applicable for
limited domain retrieval, e.g. on the IRMA database (cf. Section 3.12.3) [Deselaers et al., 2006a].
For an overview on the literature on object recognition, we refer to Chapter 4.
Evaluation of Image Retrieval
Many different image descriptors have been proposed but due to the lack of standard benchmarks and
thus the lack of directly comparable results it is an open question which features really perform better
than others. In [Deselaers et al., 2004a, 2008d], we present quantitative comparisons of image descriptors
for different image retrieval tasks. Except of those, only few work has been published on quantitative
comparison of image descriptors.
Only recently some standard benchmark databases and evaluation campaigns have been created which
allow for a quantitative comparison of CBIR systems. These benchmarks allow for the comparison of
image retrieval systems under different aspects: usability and user interfaces, combination with text
retrieval, or overall performance of a system. However, to our knowledge, no quantitative comparison of
the building blocks of the systems, the features that are used to compare images, has been presented so far.
In [Shirahatti and Barnard, 2005] a method for comparing image retrieval systems was proposed relying
on the Corel database, which has restricted copyrights, is no longer commercially available today, and can
therefore not be used for experiments that are meant to be a basis for other comparisons.
Evaluation in image retrieval was a neglected area for a long time and only 2003, the first public image
retrieval benchmark was established by Clough and Sanderson [2004] as the ImageCLEF sub-track of the
Cross Language Evaluation Forum (CLEF). In related areas such as speech recognition, machine trans-
lation, and information retrieval, large-scale managed evaluation events are a common way to compare
the performance of different systems. Examples are the National Institute for Standards and Technology
(NIST) machine translation evaluation7, the Technology and Corpora for Speech to Speech Translation
6http://www.lis.ei.tum.de/research/bv/topics/mmdb/e_mpeg7.html
7http://www.nist.gov/speech/tests/mt/
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(TC-STAR) evaluation8, the international workshop on spoken language translation (IWSLT) Evaluation9,
and the NIST information retrieval evaluation campaign, called Text Retrieval Conference (TReC)10. In
the field of image processing and recognition, evaluation is only recently becoming adopted: Benchathlon11
is an initiative for evaluating technologies including image filtering, CBIR, and automatic description of
images in large-scale image databases. To date no evaluation campaign has been carried out by the
Benchathlon initiative. ImagEVAL12 has done one preliminary test evaluation, one evaluation campaign
[Moe¨llic and Fluhr, 2006], and then stopped its activities. TRECVID13 is an evaluation campaign for
video retrieval in the context of TReC and has been organising annual benchmarking events since 2001.
In the context of the Pattern Analysis, Statistical Modelling and Computational Learning (PASCAL) Net-
work of Excellence14, evaluation campaigns for object classification, detection, and segmentation methods
were carried out annually since 2005 [Everingham et al., 2006a,b].
ImageCLEF 2003 attracted just four participants [Clough and Sanderson, 2004], all approaches used a
range of text-based retrieval and query enhancement techniques. In 2004, a medical and an interactive
retrieval task were added to ImageCLEF. The medical task used a set of images with associated medical
case notes and was primarily offered as a query by visual example (QBVE) retrieval task. Search tasks
supplied by the organisers contained only images and no text but participants could involve text in
subsequent retrieval iterations and combine both image processing and text-based retrieval methods.
ImageCLEF 2004 attracted strong participation from 18 research groups across the world, demonstrating
the need for such an evaluation event [Clough et al., 2005b]. In 2005, the described medical automatic
annotation task was added to ImageCLEF and again, participation increased. In ImageCLEF 2006, an
additional object annotation task was added and the ad-hoc retrieval task was changed to a new photo
retrieval task using the newly available International Association for Pattern Recognition (IAPR) technical
committee (TC)-5 dataset [Grubinger et al., 2006]. In ImageCLEF 2007, the object annotation task was
replaced by an object detection task and the medical retrieval database was enlarged to 80,000 images.
Due to the lack of standard tasks, in many papers on image retrieval, new benchmark sets are defined
to allow for quantitative comparison of the proposed methods to a baseline system. A problem with this
approach is that it is simple to create a benchmark for which you can show improved results [Mu¨ller et al.,
2002].
Another approach to the way to create standard evaluations is proposed by the MediaMill project
[Snoek et al., 2006], where a system for video retrieval is proposed and each component can easily be
exchanged. The objective here is that researchers can easily benchmark and compare their individual
components in the framework of a fully developed video retrieval system.
Another aspect of evaluating CBIR systems are the requirements of the users. Markkula and Sormunen
[1998] and Armitage and Enser [1997] study user needs in searching image archives and the outcome
in both studies is that CBIR alone is very unlikely to fulfil the needs but that semantic information
obtained from meta data and textual information is an important additional knowledge source. Although
today the semantic analysis and understanding of images is much further developed due to the recent
achievements in object detection and recognition, still most of the requirements specified are not satisfiable
fully automatically.
Feature Combination, Relevance Feedback, and Learning in Image Retrieval
To incorporate machine learning into image retrieval, we distinguish different cases. In some cases, a CBIR
system is applied for a special task, where the images searched are from a particular domain and there is
a set of queries and relevant images known. In these cases, it is possible to learn parameters for a system
to optimise retrieval performance. Examples for this are medical applications where we learnt a very
successful setting in the ImageCLEF 2007 evaluation campaign [Gass et al., 2008]. A similar experiment
was investigated by [Mu¨ller et al., 2000b] using market basket analysis techniques to learn weights.
8http://tc-star.org
9http://www.is.cs.cmu.edu/iwslt2005/evaluation.html
10http://trec.nist.gov
11http://www.benchathlon.net/
12http://www.imageval.org/
13http://www-nlpir.nist.gov/projects/trecvid/
14http://www.pascal-network.org/
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The other and more generally applicable cases where machine learning techniques can be used in CBIR
involves relevance feedback. Relevance feedback denotes the process of a user interacting with the system
to obtain optimal retrieval results by telling the system which images are relevant and which are not.
In textual information retrieval it was shown that relevance feedback, i.e. having a user judge retrieved
documents and using these to refine the search can lead to a significant performance improvement [Rocchio,
1971]. In image retrieval (content-based, as well as using textual information), relevance feedback has
been discussed in some papers, but in contrast to the text retrieval domain where the Rocchio relevance
feedback method can be considered as a reasonable and well-established baseline no standard method is
defined.
A survey on relevance feedback techniques for image retrieval until 2002 was presented in [Zhou and
Huang, 2003]. Most approaches use the marked images as individual queries and combine the retrieval
results. More recent approaches follow a query-instance-based approach [Giacinto and Rolli, 2004] or
use support vector machines to learn a two-class classifier [Setia et al., 2005]. The approach presented
here, is similar to the approach presented by Giacinto and Rolli [2004] because it also follows a nearest
neighbour search for each query image but instead of using only the best matching query/database image
combination, we consider all query images (positive and negative) jointly.
The nearest-neighbour approach is appealing because most CBIR systems are based on nearest neigh-
bour searches on arbitrary vectorial features rather than restricting the features to sparse binary feature
spaces as they are used in GIFT [Mu¨ller et al., 2000a] and therefore the technique can easily be integrated
into most image retrieval systems.
Vidal et al. [2007] present a general concept how interactive user feedback can be incorporated into
pattern recognition systems and we have followed this approach in order to allow for effective relevance
feedback [Deselaers et al., 2008f, Paredes et al., 2008].
3.2 Nearest Neighbour-like Content-based Image Retrieval
The CBIR framework used to conduct the experiments described here follows the continuous approach:
images are represented by vectors that are compared using distance measures. For the experiments we
use our CBIR system FIRE15. FIRE was designed as a research system with extensibility and flexibility in
mind. For the evaluation of features, only one feature and one query image is used at a time, as described
in the following.
Retrieval Metric
The image retrieval process is organised similar to a nearest neighbour search. In that respect a query
image q is compared to each image xn from a database of images D = {x1, . . . , xN} and a score Sq(xn) is
calculated for each database image. Database and query images are represented by a set of M descriptors
each xn = (xn1, . . . , xnM ) and q = (q1, . . . , qM ). Images are ranked according to these scores, such that
images with high scores are returned first:
Sq(xn) = exp
(
−
∑
m=1...M
wm
dm(xnm, qm)
1
N
∑
n=1...N dm(xnm, qm)
)
, (3.1)
where dm is an appropriate distance function to compare the m-th descriptor. The denominator in this
term was added for numerical stability if different distance functions are used.
If only one descriptor is used this retrieval metric can be simplified to just use the distance functions
with inverse ranking.
15freely available under the terms of the GNU’s not Unix (GNU) General Public License at http://www-i6.informatik.
rwth-aachen.de/~deselaers/fire.php.
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3.3 Performance Measures for CBIR
To evaluate CBIR, several performance evaluation measures have been proposed [Mu¨ller et al., 2001] based
on the precision P and the recall R:
P =
Number of relevant images retrieved
Total number of images retrieved
R =
Number of relevant images retrieved
Total number of relevant images
Precision and recall values are usually represented in a precision-recall-graph R → P (R) summarising
(R,P (R)) pairs for varying numbers of retrieved images. The most common way to summarise this graph
into one value is the mean average precision that is also used e.g. in the TReC and CLEF evaluations.
The average precision AP for a single query q is the mean over the precision scores after each retrieved
relevant item:
AP (q) =
1
NR
NR∑
n=1
Pq(Rn),
where Rn is the recall after the nth relevant image was retrieved. NR is the total number of relevant
documents for the query. The mean average precision mean average precision (MAP) is the mean of the
average precision scores over all queries:
MAP =
1
|Q|
∑
q∈Q
AP (q),
where Q is the set of queries q.
An advantage of the mean average precision is that it contains both precision and recall oriented aspects
and is sensitive to the entire ranking.
We also indicate the classification error rate (ER) for many experiments. To do so we consider only the
most similar image according to the applied distance function. We consider a query image to be classified
correctly, if the first retrieved image is relevant. Otherwise the query is misclassified:
ER =
1
|Q|
∑
q∈Q
{
0 if the most similar image is relevant/from the correct class
1 otherwise
This is in particular interesting if the database for retrieval consists of images labelled with classes, which
is the case for some of the databases considered in this chapter. For databases without defined classes
but with selected query images and corresponding relevant images, the classes to be distinguished are
“relevant” and “irrelevant” only.
This is in accordance with precision at document X being used as an additional performance measure
in many information retrieval evaluations. The ER used here is equal to 1 − P (1), where P (1) is the
precision after one document retrieved. In [Deselaers et al., 2004b] it was experimentally shown that the
error rate and P (50), the precision after 50 documents, are correlated with a coefficient of 0.96 and thus
they essentially describe the same property. The precision oriented evaluation is interesting because most
search engines, both for images and text, return between 10 and 50 results when given a query.
Using the ER, the image retrieval system can be viewed as a nearest neighbour classifier using the same
features and the same distance function as the image retrieval system. The decision rule of this classifier
can be written in the form
q → r(q) = arg min
k=1,...,K
{
min
n=1,...,Nk
d(q, xnk)
}
.
The query image q is predicted to be from the same class as the database image that has the smallest
distance to it. Here, xnk denotes the n-th image of class k.
Since neither error rates nor MAP values convey all performance information of an image retrieval
system, and it is unclear how to quantitatively compare image retrieval systems by examining PR graphs,
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several alternative performance measures were proposed. Mu¨ller et al. [2001] propose to enhance the
PR-graph with a set of other performance measures that are defined in the following: Rank1, R˜ank,
P (20) , P (50) , P (NR), R (P = 0.5) , R (100). In the following, the performance measures proposed are
explained briefly:
Rank1: rank at which the first relevant image is retrieved
R˜ank: normalised average rank of relevant images
R˜ank =
1
NNR
(
NR∑
n=1
Ri − NR(NR − 1)2
)
where Ri is the rank of the ith relevant retrieved image and NR is the total number of relevant
images. This measure is 0 for perfect performance and approaches 1 as performance drops. For
random retrieval its expected value is 0.5.
P (20) ,P (50) ,P (NR): precision after 20, 50 and NR images retrieved
R (P = 0.5) ,R (100): recall at precision P = 0.5 and recall after 100 images retrieved
P (P = R): precision where recall equals precision
PR-area: the area below the PR-graph
P (1): precision of the first image retrieved; averaged over a whole database this is the same as the
recognition rate of a nearest neighbour classifier using the same features and distance measures.
Thus, the error rate of a nearest neighbour classifier can be calculated as NN-ER = 1− P (1).
Given this set of performance measures it is possible to compare CBIR systems quantitatively given a
database where the relevance of the images is known with respect to some queries.
When relevance is not known, it is not possible to calculate these measures for queries. Later we present
a comparison of the different performance measures and investigate their relationships.
3.4 Features for Content-based Image Retrieval
This section provides an overview of a wide variety of descriptors that were proposed in the past. Obviously
we cannot cover all features that have been proposed in the literature. For example, we have left out the
Blobworld features [Carson et al., 2002] because for comparing images based on these features, user
interaction to select the relevant regions in the query image is required. Furthermore, a variety of texture
representations have not been included and we have not investigated different colour spaces.
However, we have tried to make the selection of features as representative and at the state-of-the-
art as possible. Roughly speaking, the features can be grouped into the following types: (a) colour
representation, (b) texture representation, (c) local features, and (d) shape representation16. The features
that are presented in the following are grouped according to these four categories in Table 3.1. Table 3.1
also gives the timing information on feature extraction and the retrieval time for a database consisting of
10 images17.
16Note that no features that fully cover the shapes in the images are included since therefore an algorithm segmenting
the images into meaningful regions is required but since fully-automatic segmentation for general images is an unsolved
problem, it is not covered here. The features that we mark to represent shape only represent shape in a local (for
the scale invariant feature transformation (SIFT) features) and very rough global context (for appearance-based image
features). There are however, overview papers on the shape features defined in MPEG-7 which use databases consisting
of segmented images for benchmarks [Bober, 2001].
17These experiments have been carried out on a 1.8GHz machine with our standard C++ implementation of the software.
The SIFT feature extraction was done with the software from Gyuri Dorko (http://lear.inrialpes.fr/people/dorko/
downloads.html), the MPEG-7 experiments were performed with the MPEG-7 XM reference implementation (http:
//www.lis.ei.tum.de/research/bv/topics/mmdb/mpeg7.html), and the downscaling of images was performed using the
ImageMagick library (http://www.imagemagick.org/). The timings include the time to load all data and initialise the
system.
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Table 3.1. Grouping of the features into different types: (a) colour representation, (b) texture representation, (c)
local features, (d) shape representation. The table also gives the time to extract the features from 10 images and to
query 10 images in a 10 image database to give an impression of the computational costs of the different features
(experiments were performed on a 1.8GHz machine).
Feature name Section comp. measure type extr.[s] retr.[s]
appearance-based image features
32×32 image 3.4.1 Euclidean (a)(b)(c)(d) 0.25 0.19
X×32 image 3.4.1 IDM (a)(b)(c)(d) 0.25 9.72
colour histograms 3.4.2 JSD (a) 0.77 0.16
Tamura features 3.4.3 JSD (b) 14.24 0.13
global texture descriptor 3.4.4 Euclidean (b) 3.51 0.16
Gabor histogram 3.4.5 JSD (b) 8.01 0.12
Gabor vector 3.4.5 Euclidean (b) 8.68 0.17
invariant feature histograms
w. monomial kernel 3.4.6 JSD (a)(b) 28.93 0.16
w. relational kernel 3.4.6 JSD (a)(b) 18.23 0.14
local features (LF) patches
global search 3.4.7 - (a)(c) 4.69 7.13
histograms 3.4.7 JSD (a)(c) 4.69+5.17 0.27
signatures 3.4.7 EMD (a)(c) 4.69+3.37 0.55
LF SIFT
global search 3.4.7 - (c)(d) 11.91 9.23
histograms 3.4.7 JSD (c)(d) 11.91+6.23 0.27
signatures 3.4.7 EMD (c)(d) 11.91+4.50 1.03
MPEG-7: scalable colour 3.4.8 MPEG-7-internal (a) 0.48 0.42
MPEG-7: colour layout 3.4.8 MPEG-7-internal (a)(d) 0.20 0.33
MPEG-7: edge histogram 3.4.8 MPEG-7-internal (b) 0.16 0.43
The distance function used to compare the features representing an image obviously also has a big
influence on the performance of the system. Therefore, we refer to the used distance functions for each
feature in the particular sections. We have chosen distance functions that are known to work well for the
features used as the discussion of their influence is beyond the scope of this chapter. Different comparison
measures for histograms are presented e.g. in [No¨lle, 2003, Puzicha et al., 1999] and dissimilarity metrics
for direct image comparison are presented in [Keysers et al., 2007b].
3.4.1 Appearance-based Image Features
The most straight-forward approach is to directly use the pixel values of the images as features: the images
are scaled to a common size and compared using the Euclidean distance. In this work, we have used a
32× 32 down-sampled representation of the images and these are compared using the Euclidean distance
and using the image distortion model (IDM). More details on these two comparison methods are given in
Section 3.5.2.
3.4.2 Colour Histograms
Colour histograms are among the most basic approaches and widely used in image retrieval [Deselaers,
2003, Faloutsos et al., 1994, Puzicha et al., 1999, Smeulders et al., 2000, Swain and Ballard, 1991]. To
show performance improvements in image retrieval systems, systems using only colour histograms are
often used as a baseline. The colour space is partitioned and for each partition the pixels with a colour
within its range are counted, resulting in a representation of the relative frequencies of the occurring
colours. We use the red green blue (RGB) colour space for the histograms. We observed only minor
differences with other colour spaces which was also observed in [Smith and Chang, 1996].
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(a) (b) (c) (d) (e) (f)
Figure 3.1. Example images for texture properties: a) high coarseness b) low coarseness c) high contrast d) low
contrast e) directed f) not directed. (Images from [Graczyk, 1995])
3.4.3 Tamura Features
In [Tamura et al., 1978] the authors propose six texture features corresponding to human visual perception:
coarseness, contrast, directionality, line-likeness, regularity, and roughness. From experiments testing the
significance of these features with respect to human perception, it was concluded that the first three
features are very important.
Examples to illustrate the meaning of these features are given in Figure 3.1. These three features,
coarseness, contrast, and directionality, are defined as follows:
Coarseness. The coarseness gives information about the size of the texture elements. The higher the
coarseness value is, the rougher is the texture. If there are two different textures, one macro texture
of high coarseness and one micro texture of low coarseness, the macro texture is considered. The
essence of calculating the coarseness value is to use operators of various sizes. A large operator
is chosen when a coarse texture is present even if there is a micro-texture and a small operator is
chosen when micro texture is present only. The coarseness measure is calculated as follows:
1. For every point (n0, n1) calculate the average over neighbourhoods. The size of the neighbour-
hoods are powers of two, e.g.: 1× 1, 2× 2, 4× 4, . . . , 32× 32:
Ak (n0, n1) =
1
22k
22k∑
i=1
22k∑
j=1
X
(
n0 − 2k−1 + i, n1 − 2k−1 + j
)
2. For every point (n0, n1) calculate differences between the not overlapping neighbourhoods on
opposite sides of the point in horizontal and vertical direction:
Ehk (n0, n1) =
∣∣Ak (n0 + 2k−1, n1)−Ak (n0 − 2k−1, n1)∣∣
and
Evk (n0, n1) =
∣∣Ak (n0, n1 + 2k−1)−Ak (n0, n1 − 2k−1)∣∣
3. At each point (n0, n1) select the size leading to the highest difference value:
S (n0, n1) = arg max
k=1...5
{
max
d=h,v
{
Edk (n0, n1)
}}
4. Finally take the average over 2S as a coarseness measure for the image:
Fcrs =
1
N0N1
N0∑
n0=1
N1∑
n1=1
2S(n0,n1)
Contrast. In the narrow sense, contrast stands for picture quality. More detailed, contrast can be consid-
ered to be influenced by the following four factors:
• dynamic range of gray-levels
• polarisation of the distribution of black and white on the gray-level histogram
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• sharpness of edges
• period of repeating patterns.
The contrast of an image is calculated by
Fcon =
σ
α4z
with α4 =
µ4
σ4
,
where µ4 = 1N0N1
∑N0
n0=1
∑N1
n1=1
(X(n0, n1)− µ)4 is the fourth moment about the mean µ, σ2 is the
variance of the gray values of the image, and z has experimentally been determined to be 14 .
Directionality. Not the orientation itself but presence of orientation in the texture is relevant here. That
is, two textures differing only in the orientation are considered to have the same directionality.
To calculate the directionality the horizontal and vertical derivatives ∆H and ∆V are calculated by
the convolution of the image X(n0, n1) with the following 3× 3 operators respectively
−1 0 1
−1 0 1
−1 0 1
−1 −1 −1
0 0 0
1 1 1
and then for every position (n0, n1)
θ =
pi
2
+ tan−1
∆V (n0, n1)
∆H(n0, n1)
is calculated. These values are then histogrammed in a 16 bin histogram HD. The directionality
can be calculated as the sum of second moments around each peak from valley to valley.
To be able to use these features for image retrieval, they are slightly changed. For each of these three
features a per-pixel value is desired. To achieve per-pixel values, only the steps 1 to 3 are done in the
calculation of the coarseness, resulting in a coarseness measure per pixel. The contrast is calculated in
13 × 13 neighbourhoods for each pixel and the directionality is calculated pixel-wise, too: Instead of
the derivative filters, a Sobel filter is used and θ is calculated for each pixel denoting the direction of
the area around this pixel. Now, three values are available for each pixel. One denoting the coarseness,
one denoting the contrast, and one denoting the directionality for the neighbourhood of the pixels. A 3
dimensional histogram is created from these values.
A second reason for changing this method is that Tamura et al. [1978] do not make completely clear
how to calculate the global directionality measure. The QBIC system [Faloutsos et al., 1994] uses these
features and the authors write that they also altered the processing steps slightly to obtain histograms
describing the texture of the image.
3.4.4 Global Texture Descriptor
We also use a texture feature consisting of serveral parts that was successfully used for medical images
in [Lehmann et al., 2005]18, which has originally be proposed in this combination by IBM Research [1996].
Fractal dimension measures the roughness of a surface. It is a statistical quantitiy that gives an indica-
tion how fine grained a (fractal) structure is and how completely it fills the space. A fractal dimension
of one means an entirely disordered texture. The fractal dimension is scale- and linear transformation
invariant. The fractal dimension is calculated using the reticular cell counting method [Habera¨cker, 1995,
Rao, 1990].
18Thank you to Thomas M. Deserno for providing his code to calculate these features
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Coarseness characterises the grain size of an image. It is calculated depending on the variance of the
image and is calculated as
C = 1− 1
1 + SD
, (3.2)
where SD is the dispersion of the image and is defined as SD =
∑I
i=1(i−h¯)hi, where hi is the I-dimensional
grey value histogram, h¯ is the mean of the histogram.
Entropy of pixel values is used as a measure of disorderedness in an image and is also calculated based
on the histogram
E = −
I∑
i=1
hi log hi. (3.3)
Spatial Gray-level Difference Statistics describe the brightness relationship of pixels within neighbour-
hoods. It is also known as co-occurrence matrix analysis [Haralick et al., 1973], we calculate the mean,
contrast, angular second moment, and the entropy from the histogram of the 8 different coocurrence
matrices.
Circular Moran Autocorrelation Function measures the roughness of the texture. For the calculation a
set of autocorrelation functions is used [Gu et al., 1989]. From these, we obtain a 43 dimensional vector
consisting of one value for the fractal dimension, one value for the coarseness, one value for the entropy
and 32 values for the difference statistics, and 8 values for the circular Moran autocorrelation function.
3.4.5 Gabor Features
Gabor features have been widely used for Texture analysis [Park et al., 2002, Squire et al., 1999]. Here
we use two different descriptors derived from Gabor features:
• Mean and standard deviation: Gabor features are extracted at different scales and directions from
the images and the mean and standard deviation of the filter responses is calculated. We extract
Gabor features in five different orientations and five different scales leading to a 50 dimensional
vector using five equally spaced orientations and five scales between a quarter of the image size and
a 64th of the image size.
• A bank of 12 different circularly symmetric Gabor filters is applied to the image, the energy for each
filter on the bank is quantised into 10 bands. A histogram of the mean filter outputs over image
regions is computed to give a global measure of the texture characteristics of the image [Squire et al.,
1999].
3.4.6 Invariant Feature Histograms
A feature is called invariant with respect to certain transformations if it does not change when these
transformations are applied to the image. The transformations considered here are translation, rotation,
and scaling. In this work, invariant feature histograms as presented in [Siggelkow, 2002] are used. These
features are based on the idea of constructing invariant features by integration, i.e. a certain feature
function is integrated over the set of all considered transformations. The feature functions we have
considered are monomial and relational functions [Siggelkow et al., 2001] over the pixel intensities. Instead
of summing over translation and rotation we only sum over rotation and create a histogram over translation.
This histogram is still invariant with respect to rotation and translation.
Formally, an image X is an I × J matrix of values X(i, j) that can, for example be interpreted as grey
values. Considering affine transformations that transform one coordinate system into another one such
that point (i, j) is mapped to point (i′, j′), as(
i′
j′
)
=
(
a11 a12
a21 a22
)(
i
j
)
+
(
t0
t1
)
, (3.4)
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an image X is transformed into image X ′ with X ′(i, j) = X(i′, j′). Let g be such a transformation with
X ′ = gX, then a feature F (X) describing the image X is invariant with respect to the transformation g,
if F (X) = F (gX).
The set of images which can be obtained from an image by valid transformations g is called the
equivalence class of of this image and ideally, every image in this equivalence class should yield the
same feature F (X).
Here, we create invariant features by integrating over a group of valid transformations G. Let X be a
grey value image X(i, j) and let g ∈ G. Then, gX is the transformed image such that X(i′, j′) = gX(i, j).
Let f be a function f : R(I×J) 7→ R, then
F (X) =
∫
g∈G
dgf(gX) (3.5)
is invariant with respect to any transformation from G.
In our experiments, we use the group of translations and rotations and instead of integrating over all
possible transformations, we create a histogram of the output values, which is also invariant with respect
to the considered transformations. For monomial feature histograms, the function f is chosen to be a
monomial function [Siggelkow et al., 2001]:
f(X) = X(0, 4)X(8, 0). (3.6)
To describe texture properties, Schael [2001] has shown that relational functions are well suited to be
used in this framework. For our relational invariant feature histograms we use
f(X) = rel (X(i1, j1)−X(i2, j2)) (3.7)
with
rel(x) =

1 if x ≤ −c
1
2c (c− x) if − c < x ≤ c
0 if c < x.
(3.8)
This approach can be extended to work on colour images, by creating a joint histogram of the outcomes
of independently treated colour channels or by using monomial functions that consider different colour
channels simultaneously.
Previous experiments have shown that the characteristics of invariant feature histograms and colour
histograms are very similar and that invariant feature histograms can sometimes outperform colour his-
tograms [Deselaers et al., 2004a]. Note, that the invariant feature histograms described here are identical
to conventional colour/grey-value histograms if f(X) = X(0, 0) is chosen.
3.4.7 Local Image Descriptors
Image patches, i.e. small sub-images of images, or features derived thereof currently are a very promising
approach for object recognition, e.g. [Deselaers et al., 2005b, Fergus et al., 2005, Paredes et al., 2001].
Obviously, object recognition and CBIR are closely related fields [Antani et al., 2002, Vailaya et al.,
2001] and for some clearly defined retrieval tasks, object recognition methods might actually be the
only possible solution: e.g. looking for all images showing a certain person, clearly a face detection and
recognition system would deliver the best results [Deselaers et al., 2005d, Pentland et al., 1996].
We consider two different types of local image descriptors or LF: a) patches that are extracted from
the images at salient points according to Loupias et al. [2000] interest point detector and dimensionality
reduced using principal component analysis (PCA) transformation to 40 dimensions [Deselaers et al.,
2005b] and b) SIFT descriptors [Lowe, 2004] extracted at Harris interest points [Dorko´, 2006, chap. 3, 4].
The approaches presented here are directly taken from our research on object recognition (cf. Chapter 4)
and more details on the individual approaches, how they can be tuned, and their application to object
recognition is presented there.
We employ three methods to incorporate local features into our image retrieval system. The methods
are evaluated for both types of local features described above:
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LF Histograms
The first method follows [Deselaers et al., 2005b]: local features are extracted from all database images
and are jointly clustered to form 2048 clusters. Then for each of the local features all information except
the identifier of the most similar cluster centre is discarded and for each image a histogram of the occurring
patch-cluster identifiers is created, resulting in a 2048 dimensional histogram per image. These histograms
are then used as features in the retrieval process and are compared using the Jeffrey divergence. This
method was shown to work well in object recognition and detection tasks [Deselaers et al., 2005b]. Note
that the timing information in Table 3.1 does not give the time to create the cluster model, since this is
only done once for a database and can be computed offline. A more detailed description of the creation
of histograms of local features is given in Section 4.4.
LF Histograms with a Universal Vocabulary. Alternatively to learning the visual vocabulary task-
dependently as described in the preceding paragraph, it is possible to create histograms over local features
using a universal vocabulary. This vocabulary can either be created similarly as described above from
a much larger image set or it can be obtained by dividing the whole space of local features into equally
sized regions, each of which denoting one visual word. This approach is followed here, and more details
are given in Section 4.5. This method was presented in [Deselaers et al., 2006a] and a similar method was
also presented by Schiele and Crowley [2000] who use Gaussian derivative features for object recognition.
A more detailed description of this method is given in Section 4.5.
LF Signatures
The second method is derived from the method proposed in [Lazebnik et al., 2003]. Local features are
extracted from each database image and clustered for each image separately to form 32 clusters per
image. Then for each image the parameters of the clusters, i.e. the mean and the variance are saved
and the according cluster-identifier histogram of the extracted features is created. These “local feature
signatures” are then used as features in the retrieval process and are compared using earth movers distance
(EMD) [Rubner et al., 1998]. This method was shown to work well in object recognition and detection
tasks [Mikolajczyk et al., 2005].
LF Global Search
The third method is based on global patch search and derived from the method presented in [Paredes
et al., 2001]. Here, local features are extracted from all database images and stored in a KD tree to allow
for efficient nearest neighbour searching. Given a query image, we extract local features from the image
in the same way as we did for the database images and search for the k nearest neighbours for each of
the query-patches in the set of database-patches. Then, we count how many patches from each of the
database image were found for the query patches and the database images with the highest number of
patch-hits are returned. Note that the timing information in Table 3.1 does not include the time to create
the KD tree, since this is only done once for a database and can be computed offline.
3.4.8 MPEG-7 Features
The MPEG has defined several visual descriptors in their standard referred to as MPEG-7 standard19. An
overview of these features can be found in [Eidenberger, 2003, Manjunath et al., 2001, Ohm, 2001, Yang
and Kuo, 1999]. The MPEG initiative focuses strongly on features that are computationally inexpensive
to obtain and to compare and also strongly optimises the features with respect to the required memory
for storage.
Coordinated by the MPEG, a reference implementation of this standard has been developed20. This
reference implementation was used in our framework for experiments with these features. Unfortunately,
the software is not yet in a fully functional state and thus only three MPEG-7 features could be used in
the experiments. For each of these features, we use the comparison measures proposed by the MPEG
19http://www.chiariglione.org/mpeg/standards/mpeg-7/mpeg-7.htm
20http://www.lis.e-technik.tu-muenchen.de/research/bv/topics/mmdb/e_mpeg7.html
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Figure 3.2. Three histograms with pairwise identical bin-by-bin distances although a) and b) should be more similar
than e.g. a) and c).
standard and implemented in the reference implementation. The feature types are briefly described in
the following:
MPEG-7: Scalable Colour Descriptor
The scalable colour descriptor is a colour histogram in the hue-saturation-value (HSV) colour space that
is encoded by a Haar transform. Its binary representation is scalable in terms of bin numbers and bit
representation accuracy over a broad range of data rates. Retrieval accuracy increases with the number
of bits used in the representation. We use the default setting of 64 coefficients.
MPEG-7: Colour Layout Descriptor
This descriptor effectively represents the spatial distribution of the colour of visual signals in a very
compact form. This compactness allows visual signal matching functionality with high retrieval efficiency
at very small computational costs. It allows for query-by-sketch queries because the descriptor captures
the layout information of colour features. This is a clear advantage over other colour descriptors. This
approach closely resembles the use of very small thumbnails of the images with a quantisation of the
colours used.
MPEG-7: Edge Histogram
The edge histogram descriptor represents the spatial distribution of five types of edges, namely four di-
rectional edges and one non-directional edge. According to the MPEG-7 standard, the image retrieval
performance can be significantly improved if the edge histogram descriptor is combined with other de-
scriptors such as the colour histogram descriptor. The descriptor is scale invariant and supports rotation
invariant and rotation sensitive matching operations.
3.5 Comparison Measures for Image Descriptors
Various methods were proposed to compare different types of image descriptors. In the following, we
give a short overview over common comparison measures for different types of features. By far the most
common descriptors are histograms and thus many different comparison measures for histograms were
proposed. Here, we present comparison measures for histograms and comparison measures to directly
compare images based on their pixel values. For all features which are not of one of these forms, the
corresponding comparison measures are described along with the description of the features.
3.5.1 Histogram Comparison Measures
For histograms, it is commonly distinguished between bin-wise comparison measures and methods that
take into account neighbouring bins. The bin-wise comparison measures commonly have the advantage of
being easily and efficiently computable but cannot account for similarities between the underlying values
of the bins. An example where a bin-wise comparison measure leads to problems for gray-value histograms
is depicted in Figure 3.2.
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Instead of listing all possible distance measures we list only the most popular and successful ones here:
three bin-wise comparison measures and two distances which take into account different bins.
Most experiments in this work, were performed using the L1 distance and the Jensen-Shannon diver-
gence (JSD).
Minkowski Distances
Minkowski Distances are a group of distance functions defined by
dp (H,H ′) =
(
M∑
m=1
(Hm −H ′m)p
) 1
p
.
The well-known and widely used Euclidean distance is d2 and has been proposed for computing dissimi-
larity scores between images. These distances are easily computable in O(M). This group of distances is
not restricted to histograms. Other frequently used distances from the group of Minkowski distances are
d1, which is known as Manhattan distance, and d∞, known as maximum distance.
Histogram Intersection
Histogram intersection [Swain and Ballard, 1991] is a distance measure specially developed to compare
histograms. It is intuitively motivated by calculating the common part of two histograms. It explicitly
neglects features occurring in one histogram only. It is given by
d∩ (H,H ′) =
M∑
m=1
min (Hm, H ′m)
and can be seen as a generalisation of d1. When comparing histograms with the same bins the following
holds:
d∩ (H,H ′) = 1− d1 (H,H
′)
2
Jensen Shannon Divergence
The Jensen-Shannon divergence (JSD), also referred to as Jeffrey divergence, is an empirical extension of
the Kullback-Leibler divergence. It is symmetric and numerically more stable. It is given by
dJSD (H,H ′) =
M∑
m=1
Hm log
2Hm
Hm +H ′m
+H ′m log
2H ′m
H ′m +Hm
.
Quadratic Forms
Quadratic forms are capable of considering the similarities between different bins by incorporating a
matrix A = (Am,n) with Am,n denoting the dissimilarity between the bins m and n.
Let H and H ′ be the histograms represented as vectors, then the quadratic form can be calculated as
d (H,H ′) =
√
(H −H ′)T ·A · (H −H ′).
A common setting for the Am,n is
Am,n = 1− d2(V
m,Vn)
dmax
where d2(Vm,Vn) is the Euclidean distance between the values represented by bins m and n respectively
and dmax = maxm,n d2(Vm,Vn) [Faloutsos et al., 1994].
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Earth Movers Distance
The earth movers distance (EMD) [Rubner et al., 1998] reflects the minimal amount of work that has to
be performed to transform one distribution into the other by shifting portions of the distribution between
bins. This is a special case of the transportation problem.
That is, computing the EMD requires a transportation problem to be solved. The EMD dEMD(H,H ′)
between the histograms H and H ′ is calculated as
dEMD(H,H
′) =
∑
i,j di,jgi,j∑
i,j gi,j
.
Here di,j denotes the dissimilarity between bin i and bin j and gi,j ≥ 0 is the optimal flow between the
two distributions such that the total cost
∑
i,j di,jgi,j is minimised. The following constraints have to be
taken into account for all i, j: ∑
i
gi,j ≤ H ′j∑
j
gi,j ≤ Hi∑
i,j
gi,j = min(Hi, H ′j)
A major advantage of the EMD is that each image may be represented by a histogram with individual
binning.
3.5.2 Image Comparison Measures
When images are compared using their pixel values directly, we use two different distance function: Eu-
clidean distance which can be considered a baseline in many applications and the IDM which accounts
for local deformations [Keysers et al., 2007b]. The IDM was initially proposed for optical character recog-
nition [Keysers et al., 2003a], but was later shown to also work for medical images [Deselaers and Ney,
2008, Keysers et al., 2004b] and sign language recognition [Dreuw et al., 2006a, Zahedi, 2007, Zahedi et al.,
2005].
Euclidean Distance
Probably the most common approach to compare images directly is the Euclidean distance or other
distances from the group of Minkowski distances. To be able to compare images using a Minkowski
distance, the images have to be of the same size which can be achieved easily with scaling algorithms.
The Euclidean distance has been used successfully e.g. in optical character recognition and has been
extended by different methods:
d (X,X ′) =
√∑
x,y
(
Xxy −X ′xy
)2
.
X, and X ′ are images, and Xxy is the gray value at position (x, y).
Image Distortion Model
The image distortion model (IDM) has been investigated earlier at the Human Language Technology
and Pattern Recognition Group of the RWTH [Keysers et al., 2003a] and further research is presented in
[Gollan, 2003, Keysers et al., 2007b]. The IDM models small local deformations in images while being easy
to implement. Each pixel is aligned to the pixel with the smallest squared distance from its neighbourhood.
These squared distances are summed up for the complete image to get the global distance. To compare
a query image Q with a database image X, d(Q,X) is calculated as:
dIDM (Q,X) =
N0∑
n0=1
N1∑
n1=1
n0+w
min
n′0=n0−w
{
n1+w
min
n′1=n1−w
{
d′ (Q(n0, n1), X(n′0, n
′
1))
}}
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Here w is the warp range, that is the radius of the neighbourhood in which a pixel may be chosen for
alignment and d′ is a pixel distance comparing the image pixels Q(n0, n1) and X(n′0, n
′
1). This method
can be improved strongly by enhancing the pixel distance d′ to compare sub images instead of single pixels
only:
d′ (Q(n0, n1), X(n′0, n
′
1)) =
ω∑
x=−ω
ω∑
y=−ω
(
Q(n0 + x, n1 + y)−X(n′0 + x, n′1 + y)
)2
Further improvement is achieved by using derivatives instead of the images directly. Intuitively, the use
of derivatives makes the IDM align edges to edges and homogeneous areas to homogeneous areas.
Gollan [2003] proposed further methods for aligning images, but these are not considered due to the
high computational complexity. The IDM is further discussed and used in this work in Chapter 5.
3.6 Correlation Analysis of Features for CBIR
After discussing various descriptors and comparison measures, now let us assume that a set of features is
given, some of which account for colour, others accounting for texture, and maybe others accounting for
shape. A very interesting question then is, how features that can be used in combination can be chosen.
Automatic methods for feature selection have e.g. been proposed in [Najjar et al., 2003, Vasconcelos and
Vasconcelos, 2004]. These automatic methods, however, do not directly explain why features are chosen,
they are difficult to manipulate from a user’s perspective, and normally require labelled training data.
The method proposed here does not require training data but only analyses the correlations between
the features themselves, and instead of automatically selecting a set of features it provides the user with
information helping to select an appropriate set of features.
To analyse the correlation between different features we analyse the correlation between the distances
d(q,X) obtained for each feature of each of the images X from the database given a query q. For each pair
of query image q and database image X we create a vector (d1(q,X), d2(q,X), . . . dm(q,X), . . . dM (q,X))
where dm(q,X) is the distance of the query image q to the database image X for the mth feature.
Then, we calculate the correlation between the dm over all query images q ∈ {q1, . . . , ql, . . . qL} and all
X ∈ {X1, . . . , Xn, . . . , XN}.
The M ×M covariance matrix Σ of the dm is calculated over all N database images and all L query
images as:
Σij =
1
NL
N∑
n=1
L∑
l=1
(di(ql, Xn)− µi) · (dj(ql, Xn)− µj) (3.9)
with
µi =
1
NL
N∑
n=1
L∑
l=1
di(ql, Xn).
Given the covariance matrix Σ we calculate the correlation matrix R as
Rij = Σij√
ΣiiΣjj
.
The entries of this correlation matrix can be interpreted as similarities of different features. A high value
Rij means a high similarity between features i and j. This similarity matrix can then be analysed to find
out which features have similar properties and which do not. One way to do this is to visualise it using
multi-dimensional scaling (MDS) [Hand et al., 2001, p. 84ff]. MDS seeks a representation of data points
in a lower dimensional space while preserving the distances between data points as good as possible. To
visualise this data by MDS, we convert the similarity matrix R into a dissimilarity matrix D by setting
Dij = 1 − |Rij |. For visualisation purposes, we choose a two-dimensional space for MDS. Results from
MDS are shown in Section 3.14.
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3.7 Perceptual Properties of Image Retrieval Features
Apart from the relationships between individual features, one important question in searching images is
whether the descriptors of the images correspond to the human perception and thus whether the features
allow for finding images which a user considers as relevant or similar. In the following we describe a
procedure to analyse the perceptual properties of a set of descriptors representing images [Rorissa et al.,
2008].
3.7.1 Perceptual Similarity in the Literature
Investigating the relationships between human image similarity and approaches used in CBIR is by no
means new; on the contrary, this has long been recognised as a core problem in image retrieval. Methods
for extracting and comparing low-level features that correspond more closely to human image similarity
perception are more likely to satisfy the end users of image retrieval systems [Neumann and Gegenfurther,
2006]. However, as Li et al. [2003] state, “Quantifying perceptual similarity is a difficult problem. Indeed
we may well be decades away from fully understanding how human perception works.” Here, we try
to complement the existing literature on image retrieval and contribute to an understanding of visual
perception. Rogowitz et al. [1998] conducted two psychological scaling experiments on a set of 97 digital
photos (on a wide range of topics), comparing human similarity perception with two image similarity
metrics. MDS techniques were used to investigate the characteristics of human similarity perception
based on two tasks:
1. arranging images so that those perceived more similar were placed physically closer together (table
scaling), and
2. assigning a numeric value to a pair of images to indicate perceived similarity (computer scaling).
Results from these experiments showed that humans use many dimensions to evaluate image similarity,
including colour, luminance and semantic information, and similarity values, were used to in combination
with MDS to create an intuitive navigation space for images. Li et al. [2003] report a perceptual distance
function for measuring image similarity which is independent from human observers. Their distance
function, the dynamic partial function (GPF), seeks to activate different low-level features for different
object pairs, which they argue relate strongly to the findings of cognitive psychology. Their measure uses
the assumption that similar images may be represented by different weightings of image features (i.e., not
all features contribute equally between similar images). They make use of six image features and compare
GPF with a number of existing distance functions (Euclidean, Cosine and L1). Their evaluation consists
of applying transformations (that human perception is known to be invariant to) to a collection of images,
and they measure success based on retrieval of as many transformed images as possible. The aim of this
approach to evaluating perceptual image similarity was to reduce the effects of subjective decisions that
are inherent in performing human similarity judgements. Neumann and Gegenfurther [2006] evaluated a
simple CBIR system, developed based on an understanding of known properties in human vision. Their
evaluation consisted of a two-alternative forced-choice (2AFC) design in which 900 query images were
selected from the Corel database and two best matching images (retrieved automatically) were presented
to the user (15 undergraduates) to select the image most similar to the query image. Results showed that
the psychologically based image indexes retrieved images judged to be more similar to the query than other
approaches. Squire and Pun [1998] also compared the human clustering of images with feature-driven
machine clustering of images and found that the human clusters differed strongly among each other, but
that the methods for automatic clustering disagreed to an even higher degree. In Deselaers et al. [2003a]
we also present a method for feature driven clustering of images. Greisdorf and O’Conner [2002] found
high disagreement among individuals asked to make piles of images. Our study is similar to this previous
work in that we also aim to explore the relationships between the feature and perceptual space. Our
work is most similar to that of Neumann and Gegenfurther [2006] in that we measure human similarity
perception directly. However, in addition, we use a larger set of image features and specifically quantify
the correlation between human image similarity perception and computed similarities from the feature
space from a larger number of participants (and tasks). In addition to evaluating the contribution of
individual features, we also propose a method to combine several feature-based similarity measurements
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(a): study 1
(b): study 2
(c): study 3
Figure 3.3. Example images from the studies on perceptual similarity.
to obtain one that matches human similarity judgements as closely as possible. A similar objective has
been pursued by Vogel and Schiele [2007] who fuse different descriptors using a support-vector machine
in order to obtain a semantically meaninful model and by Schwaninger et al. [2006] who compare such
models to human perception. They find that the categorizations of natural scenes by human observers is
very consistent and that using the model proposed by Vogel and Schiele [2007] is a suitable intermediate
representation to learn a perceptually plausible model.
3.7.2 Methodology
For the evaluation of perceptual properties of visual descriptors of images, we use data that was collected
in three studies on human similarity judgements. Studies 1 and 2 used an approach of free-sorting [Coxon,
1999] for data collection. Participants were asked to categorise two separate random samples of 50 images
into groups of similar images without constraints on the time taken for categorisation and the number of
categories created. Study 3, conducted between June and October 2004, was different from the first two
in that instead of free-sorting, human similarity judgement data were obtained through direct magnitude
estimation of pair-wise similarity for a random sample of 30 images.
A summary of the properties of the datasets used for these studies is given in Table 3.2, example images
for each of the studies are given in Figure 3.3.
Materials
A total of 130 images were used in the three studies. For Studies 1 and 2, a separate, random sample of
50 colour images was selected from disc number 6 of the Hemera Photo Objects Volume I, a stock photo
collection21. These images are from the “people” category and each one was printed on a 4-by-5-inch
(10.2-by-12.7-cm) card and given to participants. A random sample of 30 colour photographs of varying
subjects taken by [O’Connor and Wyatt, 2004] served as materials for Study 3.
21http://www.hemera.com
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Table 3.2. A summary of the studies of perceptual similarity.
Study detail 1 2 3 (ab & ba)
No. of images 50 50 30
Type of images People People Misc.
Method of similarity judgement Free-sorting Free-sorting Magnitude estimation
No. of participants 30 75 75*
Total number of groups formed 240 659 N/A
Min. No. of groups 3 2 N/A
Max. No. of groups 7 24 N/A
Mean No. of groups 8 8.79 N/A
Median No. of groups 7 8 N/A
Mode No. of groups 7 9 N/A
SD (No. of groups) 3.3 4.1 N/A
(*) The 75 participants of Study 3 judged two sets of 435 pairs (ab & ba) of the same set of 30 images.
Participants
Participants in the three studies were 180 volunteer graduate students at two major U.S. universities (one
in the Southwest and the other in the Northeast). Thirty of those participated in Study 1 (16 female and
14 male), 75 in Study 2 (59 female and 16 male), and the remaining 75 in Study 3 (49 female and 26
male). All participants were between the ages of 21 and 60 years old.
Procedure
Human Similarity Judgements and Similarity/Dissimilarity Matrices. Participants of Studies 1 and 2
were instructed to first inspect the images and then to sort them into as many groups (or categories) as
they wished, using their own general criteria for similarity. Participants were free to rearrange, break,
or remake the groups until they reached an arrangement (or visualisation) that was satisfactory to them.
The cards were reshuffled before they were given to the next participant. Participants of Study 1 formed
between 3 and 7 groups and the mean, median, mode, and standard deviation of the number of groups
of images formed was 8, 7, 7 and 3.3, respectively. Participants of Study 2 formed a minimum of 2 and a
maximum of 24 groups, while the mean, median, mode, and standard deviation of the number of groups of
images formed by them were 8.79, 8, 9 and 4.1, respectively. Results from analysing the manual clustering
of images and terms used to label groups of images revealed that people tend to use super-ordinate and
interpretive terms more than terms that are at the basic level of abstraction as well as those that describe
perceptual image features [Rorissa and Iyer, 2008].
Sorting data were aggregated, over all participants, to a similarity matrix using a widely used measure
of similarity for sorting data, namely percent overlap [Dunn-Rankin et al., 2002]. The percent overlap for
two images i and j is simply the ratio of the number of participants who put both i and j in the same group
during sorting to the total number of participants. Because percent overlap is a measure of similarity
(the higher the value the more similar the pair of stimuli are), entries of the corresponding dissimilarity
matrix were computed using δij = max−Sij , where max is 1, and Sij is the percent overlap for images
i and j. To measure the reliability (internal consistency) of the participants’ sortings, we used Jaccard’s
Coefficient. In order to compute the coefficient, we randomly divided the number of participants in each of
the two studies into two groups. Calculated Jaccard’s Coefficient values range from 0 (or no consistency)
to 1 (or maximum consistency) and coefficients for the two studies were 0.76 and 0.79, respectively, an
indication of a strong internal consistency (or reliability). An e-mail message, with the unique resource
locator (URL) for a similarity judgement task and a unique identifier, was sent to each of the participants
of Study 3 between June and October 2004. A follow-up e-mail message was sent to participants who
did not complete the task after two weeks from the date the first e-mail message was sent. After reading
the instructions, participants were presented with a Web-based form for each of two sets of pairs of the
30 images (435 pairs in each set) and were asked to judge the degree of perceived similarity of pairs
of images on a ratio scale using magnitude estimation [Stevens, 1975]. Magnitude estimation (with no
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modulus) was used where participants used a horizontal line (5 inches long and 1/5 inch thick: in data
analysis, a length of 1 inch represents 100 units) to indicate the degree of similarity of pairs of images.
Two sets of 435 pairs of the 30 images (we will refer to them as SIMAB & SIMBA, where A and B are
two images; the second set, SIMBA, was obtained by reversing the order of pairs in the first set as well
as the order of images in each pair) were judged by the participants of the task and pairs of images were
presented in the same order for all the participants. The participants took a mandatory five-minute break
between the two sets in order to minimise the fatigue effect due to the large number of pairs of images. As
a familiarisation and calibration exercise in magnitude estimation, participants were presented with five
lines of varying lengths (two to eight inches) and asked to judge their apparent length. Three practice pairs
of images (not included in the sample) were also presented at the beginning of the similarity judgement
task. Reliability (internal consistency of similarity judgements by participants of the two sets of images,
SIMAB and SIMBA) was assessed using [Cronbach, 1951] coefficient alpha (α). Alpha values were 0.965
and 0.963, respectively, for the two sets (SIMAB and SIMBA), which are well above the recommended
threshold (0.70). Two similarity matrices (one for each set of 435 pairs) were formed. Each entry or
element of the two similarity matrices was determined by taking the logarithms of the raw magnitude
estimations provided by all participants of the similarity judgement task and then aggregated using the
geometric means of the logarithms of the magnitude estimations. Entries or elements of the corresponding
dissimilarity matrices were computed using δij = max−Sij , where max is 2.54714 and 2.48158 for SIMAB
and SIMBA, respectively, and Sij is the corresponding entry or element in the similarity matrices for the
pair of images i and j.
3.7.3 Analysis of Perceptual Similarity
There is no single best method or measure to assess the degree of correspondence between distance/dis-
similarity matrices of sets of images (and, by extension, their respective MDS configurations/maps and
clusterings). Hence, to assess the difference between the feature and perceptual spaces of an image collec-
tion, we used [Mantel, 1967] test, which is widely used by researchers in fields such as ecology and zoology.
Mantel’s test was preferred to other methods and measures (e.g., adjusted Rand index [Hubert and Arabie,
1985] to compare partitions and to test the similarity between two MDS configurations (e.g., Procrustes
analysis [Legendre and Legendre, 1998]). This is because Mantel’s test utilises the original similarity/
dissimilarity matrices, while the other two rely on transformations of the original similarity/dissimilarity
matrices. Mantel’s test provides a measure, Z (Mantel’s statistic), of the significance of the correlation
between elements of two distance/dissimilarity matrices. The test involves computation of several values
of Mantel’s statistic, Z, and a randomisation procedure to see whether the observed correlation (as mea-
sured by Z) is significantly different from random correlation (random values of Z; [Manly, 2005]). The
Mantel test statistic, Z, is given by
Z =
∑
i,j
XijYij (3.10)
where Xij and Yij (i 6= j) are the ith and jth off diagonal elements of the two distance/dissimilarity
matrices. The null hypothesis tested is as follows: H0 : there is no association between elements in the
two distance/dissimilarity matrices.
The standardised Mantel’s test statistic, r, (its values ranging between -1 and 1) is given by
r =
1
n2 − n− 1
∑
i,j
Xij − X¯
SX
· Yij − Y¯
SY
(3.11)
where n is the number of rows (columns/cases) in one of the distance/dissimilarity matrices, X¯ and Y¯ are
the average of the elements in the two distance/dissimilarity matrices, and SX and SY are their standard
deviations. In order to test the significance of the Mantel statistic (either Z or r), randomisation of the
elements of one of the distance/dissimilarity matrices (while holding the other constant) is used to create
a randomised distribution of Z (or r) values. The p-value of the test of significance is
p =
NGE + 1
N + 1
(3.12)
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where NGE is the number of Z values obtained through randomisation that are greater than or equal to
the observed Z value, and N is the number of randomisations.
3.7.4 Obtaining a Combination of Descriptors Matching Human Similarity
Perception
One interesting topic in CBIR is the combination of features. Because most features correspond to
particular properties of an image (e.g., colour histograms describe only the colour distribution of images
and global texture features (GTF) and Tamura describe only textural properties), for most scenarios a
combination of features is typically the most successful approach.
Therefore, we propose a method that finds the combination of features that best matches human percep-
tion. Similarity measures in CBIR systems are commonly combined linearly, i.e., each feature/similarity
measure is assigned a weight and then the weighted sum is calculated to obtain a similarity measure ac-
counting for different properties. Similarly, the method proposed here calculates descriptor weights such
that their combination best matches with human perception. As mentioned above, a similar objective
was followed by Schwaninger et al. [2006], Vogel and Schiele [2007].
Given a set of image descriptors and corresponding similarity matrices, it is possible to find the linear
combination of these descriptors that leads to the similarity matrix best resembling the similarity matrices
from the human studies. Given a pair of images, we find feature weightings which lead to the same
similarity score as obtained from the three studies. Considering all images from each study at once, a
strongly over-determined system of linear equations is obtained comprising eight variables (the weights
for each of the descriptors) and as many equations as pairs of images considered (1,225 in studies 1 and
2; 435 in study 3).
These systems of equations are solved using singular value decomposition (SVD) and the solutions lead
to a set of weights for each setup.
Given these weights, a new set of similarity matrices can be computed by calculating the weighted sum
of the dissimilarity matrices of the individual descriptors. A particularly interesting result is whether the
findings (i.e., weights) from one study can be applied to the other studies to find a good combination of
descriptors.
3.8 Combining Content-based Image Retrieval with Textual
Information Retrieval
For many image collections additional textual information is given which allows to help the search. To
incorporate textual information in FIRE we decided to use an existing textual information retrieval
engine [Macherey et al., 2003]. The text retrieval engine implements a variant of the Smart-2 retrieval
metric which is based on the well-known text frequency/inverse document frequency (TF/IDF) metric.
The textual information is pre-processed by removing function words that are considered to be of no
importance to the actual retrieval process (so called stopping words). The stop word list used comprises
319 of the most frequently occurring function words in the English language. After all texts are stopped
the remaining words are reduced to their stems using Porter’s stemming algorithm [Porter, 1980]. The
stemmed words form the index terms that are used to index the text documents provided in addition to
the image data. In our implementation of the Smart-2 retrieval metric we use the following definition of
the inverse document frequency:
idf(t) := log
⌊
K
n(t)
⌋
. (3.13)
Here, t denotes an index term and K is the number of text documents. Due to the floor operation in
Eq. (3.13) a term weighting will be zero if it occurs in more than half of the documents. According to
[Choi et al., 1998], each index term t in a document d is associated with a weighting g(t,d) which depends
on the ratio of the logarithm of the term frequency n(t,d) to the logarithm of the average term frequency
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n(d)
g(t,d) :=
{ [
1 + log n(t,d)
]/[
1 + log n(d)
]
if t ∈ d
0 if t /∈ d (3.14)
with log 0 := 0 and
n(d) =
∑
t∈T n(t,d)∑
t∈T :n(t,d)>0 1
. (3.15)
The logarithms in Eq. (3.14) prevent documents with high term frequencies from dominating those with
low term frequencies. In order to obtain the final term weightings g(t,d) is divided by a linear combination
of a pivot element c and the number of singletons n1(d) in document d:
ω(t,d) :=
g(t,d)
(1− λ) · c+ λ · n1(d) (3.16)
with λ = 0.2 and
c =
1
K
K∑
k=1
n1(dk) and n1(d) :=
∑
t∈T :n(t,d)=1
1. (3.17)
Unlike TF/IDF, only query terms are weighted with the inverse document frequency idf(t):
ω(t,q) =
[
1 + log n(t,q)
] · idf(t) (3.18)
The Smart-2 retrieval function is then defined as the product of the document and query specific index
term weightings:
f(q,d) =
∑
t∈T
ω(t,q) · ω(t,d). (3.19)
To use the textual information for image retrieval each image has to be attached to at least one (possibly
empty) text document. These text documents are used in the image retrieval process. To determine the
distance dtext(qm, Xm) between a query image q with query text qm and a database image X with
attached text Xm, first, the textual information retriever is queried using the query text. Then, the
textual information retriever returns the list of all documents from the database that it considers relevant.
These documents are ranked by the retrieval status value (RSV) R which is high for documents similar
to the query and low for dissimilar documents. The distance d(qm, Xm) is then calculated as
dtext(qm, Xm) =
{
Rmax −RX if X ∈ list of relevant documents
ρ otherwise
(3.20)
where Rmax is the maximum of all returned RSVs, RX is the RSV for image X, qm and Xm are the
query text and the text attached to image X, respectively, and ρ is a sufficiently large constant, chosen to
ensure that images whose texts do not appear in the list of relevant objects have high distances. Note that
the case where ρ = Rmax corresponds to assigning an RSV of 0 to all non-relevant texts. The resulting
distances dtext(qm, Xm) are used in the retrieval process described in the previous section.
3.9 Discriminative Training of Feature Weights for Content-based
Image Retrieval
Instead of tuning the weights to obtain a combination of features to match human perception, other
options include to tune the weights according to some performance measure on a set of annotated images.
In the following, we discuss two possibilities to automatically fuse the power of individual descriptors in
an image retrieval systems. Both approaches are based on the idea that retrieval can be considered a
two-class classification task where the aim is to classify images into the two classes relevant and irrelevant.
A score or posterior probability can be used to rank the images such that the images which are most
certainly relevant are returned first and those which are most certainly irrelevant are returned last or not
at all.
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3.9.1 Maximum Entropy Training of Weights for CBIR
To obtain suitable feature weights the maximum entropy approach is promising because it is ideally suited
to combine features of different types and it leads to good results in other areas as mentioned above.
We consider the problem of image retrieval to be a classification problem. Given the query image, the
images from the database have to be classified to be either relevant (denoted by ⊕) or irrelevant (denoted
by 	). As classification method we choose log-linear models that are trained using the maximum entropy
criterion.
As features fi for the log-linear models we choose the distances between the i-th feature of the query
image Q and the database image X:
fi(Q,X) := di(Qi, Xi).
To allow for prior probabilities we include a constant feature fi=0(Q,X) = 1. Then, the scores S(q,X)
from Eq.(3.1) are replaced by the posterior probability for class ⊕ and the ranking and combination of
several query images is done as before:
S(q,X) := p(⊕|Q,X) (3.21)
=
exp [
∑
i λ⊕ifi(Q,X)]∑
k∈{⊕,	}
exp [
∑
i λkifi(Q,X)]
Alternatively, Eq. (3.21) can easily be transformed to be of the form of Eq. (3.1) and the wi can be
expressed as a function of the Λ⊕i and λ	i.
In addition to considering only the first order features as they are described above, we propose to use
supplementary second order features (i.e. products of distances) as this usually yields superior performance
on other tasks. Given a query image Q and a database image X, we use the following set of features:
fi(Q,X) := di(Qi, Xi)
fi,j(Q,X) := di(Qi, Xi) · dj(Qj , Xj), i ≥ j,
again including the constant feature fi=0(Q,X) = 1. The increased number of features results in more
parameters to be trained. This can be compared to the transition from a linear support vector machine
to a polynomial support vector machine of degree two.
In the training process, the values of the λki, (k ∈ {⊕,	}) are optimised. A sufficiently large amount of
training data is necessary to do so. We are given the database T = {X1, . . . , XN} of training images with
known relevances. For each image Xn we are given a set Rn = {Y | Y ∈ T is relevant, if Xn is the query.}.
Because we want to classify the relation between images into the two categories “relevant” or “irrel-
evant” on the basis of the distances between their features we choose the following way to derive the
training data for the generalised iterative scaling (GIS) algorithm: The distance vectors D(Xn, Xm) =
(d1(Xn1, Xm1), . . . , dI(XnI , XmI)) are calculated for each pair of images (Xn, Xm) ∈ T × T . That is, we
obtain N distance vectors for each of the images Xn. These distance vectors are then labelled according
to the relevances: those D(Xn, Xm) where Xm is relevant with respect to Xn, i.e. Xm ∈ Rn, are labelled
⊕ (relevant) and the remaining ones are labelled with the class label 	 (irrelevant).
Given these N2 distance vectors and their classification into “relevant” and “irrelevant”, we train the
λki of the log-linear model from Eq. (3.21).
3.9.2 Support Vector Machines for Descriptor Fusion in CBIR
Since dividing given distances into “relevant” and “irrelevant” is a two-class problem it is quite natural
to employ an SVM [Scho¨lkopf, 1997].
SVMs are, contrary to logistic models described above, not a probabilistic method providing class-
posterior probabilities to base the classification decision upon but directly predict the label of the observa-
tion. An SVM commonly discriminates between two classes: −1 and +1 using the decision rule to classify
an unseen observation X:
X 7→ cˆ(X) = sgn
{∑
vi∈S
αiK(X, vi) + β
}
(3.22)
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where K is a kernel function, S is the set of support vectors vi, and the αi are the corresponding weights,
β is a bias term.
Considering the distance vectors D as feature vectors, it is possible to rank images using the distances
to the separating hyperplane. That is, given the distance vector D(Qm, Xn), by computing the distance
d(D(Qm, Xn)) =
∑
vi∈S
αiK(D(Qm, Xn), vi) + β, (3.23)
it is possible to compute a score S(q,X) = exp(d) which can then be used to replace the score of Eq. (3.1).
Since the number of “relevant” distance vectors given the photographic retrieval task is small compared
to the number of “irrelevant” ones we randomly select a subset of “irrelevant” distance vectors to have
the same number of distance vectors for both classes. Informal experiments have shown that using far
more vectors from one class than from the other decreases the performance.
3.10 Parallelisation of Image Retrieval
One of the major issues in CBIR is performance. Since information retrieval in general and image retrieval
in particular are tasks which are commonly performed by a user interactively (cf. Section 3.11), it is
important to keep the latencies for the user low and to return results as fast as possible. On the other
hand, with steadily growing image collections, the computational demands for feature extraction and
actual searching are also growing. On the other hand, the computational power in desktop PCs is also
steadily growing, and more recently, most desktop personal computer (PC)s have multiple processing
units (cores) which can be used for computationally intensive tasks.
Traditional parallelisation approaches for image retrieval follow the idea of distributed computing where
several computers, connected by a network, share the work. Various groups have proposed approaches to
parallel image retrieval: The Abacus group from City University of Hong Kong22 presents an approach
where a Beowulf cluster is used for a distributed image retrieval system [Cheung et al., 2001]. In [Kao,
2005] the authors present a method where features are dynamically extracted in a distributed manner on
a Linux cluster. In [Berretti et al., 2004] methods to merge results from distributed retrieval systems are
presented.
In contrast to that, here we present an approach that uses several processors in one computer that
share the same memory. This approach has the considerable advantage that the changes that have to be
applied to the program are far less drastic and that the runtime overhead incurred in parallelisation is
much smaller.
Furthermore, the same approach was applied to an EM clustering algorithm and the results obtained
are also very good.
Given the image retrieval system, three different layers can be identified that offer potential for paral-
lelisation:
1. Queries tend to be mutually independent. Thus, several queries can be processed in parallel. This
is of interest if several users access the system at the same time or if several queries are run in batch
mode or if a query consists of several images, e.g. when relevance feedback is used.
2. The scores S(Q,Xn) for the database images can be calculated in parallel as the database images
are independent from each other. This parallelisation has a strong impact if the number of images
is large in comparison to the number of threads as it is normally the case.
3. Parallelisation is possible on the feature level because the distances di(Qi, Xi) for the individual
features can be calculated in parallel.
In this work, only the first two layers are considered as the third may require larger changes in the code
for some distance functions and we do not expect it to be profitable as the parallelisation in the first two
layers already leads to sufficient performance improvements in normal situations.
The FIRE system is written in the C++ language which allows a wide choice of tools for parallelisation.
Our goal is to achieve a parallelisation with as few modifications to the source code as possible in order
22http://abacus.ee.cityu.edu.hk/
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Program 3.1 The part of FIRE where parallelisation on the second layer is applied.
1 #pragma omp parallel
2 {
3 #pragma omp for schedule(static) private(imgDists)
4 for(long i=0;i<long(N);++i) {
5 vector<double>&d=distMatrix[i];
6 imgDists=imgComp.cmp(q,db[i]);
7 for(long j=0;j<long(M);++j) {
8 d[j]=imgDists[j];
9 }
10 } // end of for-worksharing
11 } // end omp parallel
to avoid interference with ongoing development. Shared-memory parallelisation is more suitable than
distributed-memory parallelisation for the image retrieval task as the image database can then be accessed
by all threads and does not need to be distributed.
Furthermore, shared-memory parallelisation leads to better throughput as most of the computers now
have 2 or more processors which share the memory. If one process consumes the whole memory of a
machine the remaining processors cannot be used by other jobs as there is no memory available. In
addition, several program instances loading the image database concurrently might put heavy pressure
on the file server as the image database can be several GB in size.
Given these constraints and objectives, we considered three possibilities for parallelisation [Terboven,
2006]:
• UPC 23 is an extension to the C programming language and as such can be applied to C++ code
as well. To obtain optimal performance using UPC for the proposed parallelisation approaches the
memory management would have to be rewritten and thus large changes to the existing code would
have been necessary [UPC Consortium, 2005].
• POSIX threads24 are a POSIX-conforming method for multi-threaded programs and are provided
as a library. As such they can be used independently in every programming language. To use
POSIX threads the changes to the code would be moderate but dynamic workload distribution
on the higher parallelisation level would have to be implemented manually [Portable Application
Standards Committee, 2004].
• OpenMP25 requires the fewest modifications to the source code because it mainly consists of compiler
directives [OpenMP Architecture Review Board, 2005].
Among these options, OpenMP seems to be the ideal choice as it only requires minor modifications to
the source code and is supported by most current C++ compilers. Compilers that do not support these
directives just print a warning and ignore them; as a result, the portability of the code is not negatively
affected. In Program 3.1, an excerpt of the code and the necessary modifications are shown for the second
layer where one query image q is compared to the database images db[i]. It can be seen that only 4 lines
(lines 1, 2, 3 and 11) are added in total, 2 of them containing only braces and the other ones containing
compiler pragmas.
In line 1, the directive specifies that a parallel region starts. From this point the code is processed in
parallel. The parallel regions ends in line 11. Line 3 specifies that the for loop is executed in parallel
and that the variable imgDists has to be instantiated as a local variable for each of the threads. The
loop variable i is instantiated for each thread automatically. With static scheduling the number of loop
iterations is distributed equally to the threads, i.e. for p threads each of them processes roughly Np loop
iterations.
23http://upc.lbl.gov/
24http://standards.ieee.org/catalog/olis/posix.html
25http://www.openmp.org
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A very similar structure can be found in batch mode for the processing of queries. There, a loop over
the queries to be processed is run in parallel. That is, instead of processing query by query several queries
can be processed in parallel. A combination of these two approaches can be achieved by allowing a certain
number P1 of queries to be processed in parallel such that these queries can be processed in the second
layer with P2 database images being processed in parallel per query. Therefore the number of threads has
to be P1×P2 and thus, this approach is applicable only for high numbers of processors or relatively small
P1 and P2.
Parallelisation in the third layer could be implemented in a similar way as shown above, but this
parallelisation would only lead to a better load balancing if the number of queries and the number of
database images is lower than the number of processors available which is an uncommon scenario.
In contrast to this, the parallelisation for the batch mode is on a very high level and has hardly any
effect on the structure of the program. A disadvantage of this approach is that it can only lead to optimal
speedup if the number of queries to be processed is a multiple of the number of threads otherwise the
load balancing is suboptimal and some processors are idle. The parallelisation on the second level is very
advantageous in interactive mode as the number of database images is usually very high in comparison
to the number of processors available and nearly linear speedup can be expected.
3.11 Relevance Feedback Strategies
In the following, we present our new methods for relevance feedback and compare it to relevance score [Gi-
acinto and Rolli, 2004] and Rocchio’s method [Rocchio, 1971].
The methods presented can use negative feedback but also work without. The number of feedback
images is not limited which allows a user to mark as many images as relevant/non-relevant as he likes. A
user who marks many images is likely to obtain better results than a user who only marks a few images.
In our setup, given an initial query, the user is presented with the top-ranked 20 images from the
database and can choose to mark images as relevant, non-relevant, or to not mark them at all. Then,
these judgements are sent back to the retrieval system which can use the provided information to refine
the results and to provide the user with a new set of (hopefully) better results.
In each iteration of relevance feedback, the system can use machine learning techniques to refine its
similarity measure and thus to improve the results. In Section 3.11.5, we present the new distance learning
technique which can be used in combination with all retrieval schemes.
3.11.1 Combination of Classifiers
Combining classifiers is a well-known way of fusing information from different cues [Kittler, 1998]. Here,
we consider each marked image as basis for a nearest neighbour classifier with only one training sample
and consider each database image to be a test example that has to be classified into the classes relevant
(“r”) or non-relevant (“r”).
We assume that, given a relevant query image q+, i.e. an image which was marked relevant in the
feedback process, the probability that an image x from the database is relevant px(c = r|q+) is
px(r|q) ∝ exp (−d(x, q+)) , (3.24)
where d(x, q+) is an appropriate distance function comparing the images x and q+ respectively their
descriptors.
Analogously, we assume that the probability for an image being non-relevant px(c = r|q−) has the same
relationship for negatively marked images q−:
px(r|q−) ∝ exp (−d(x, q−)) . (3.25)
Given that px(r|q−) = 1 − px(r|q−), we can use the sum rule [Kittler, 1998] to fuse the output of the
individual classifiers for the set of positive queries Q+ and the set of negative queries Q−:
px(r|(Q+, Q−)) (3.26)
=
α
|Q+|
∑
q+∈Q+
px(r|q+) + 1− α|Q−|
∑
q−∈Q−
(1− px(r|q−)),
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where we added an additional weighting factor α to allow for flexibly changing the impact of the negative
and positive queries.
This method can also be considered to be a kernel densities approach because not the classification
itself but the ranking of the images is important and thus prior probabilities can be disregarded. In the
following sections we will refer to this method as classifier combination (CC).
3.11.2 Relevance Score
Relevance score (RS) has been inspired by the nearest neighbour classification method [Giacinto and
Rolli, 2004]. Instead of finding the best match for each query image among the database images, for
each database image only the best matching query image is considered among the positive and negative
query images. The ratio between the nearest relevant and the nearest non-relevant image is considered
for ranking the images. RS is computed as
RS(x, (Q+, Q−)) =
1 + minq+∈Q+ d(x, q+)
min
q−∈Q−
d(x, q−)
−1 . (3.27)
Then images are ranked such that the images with highest relevance score are presented first.
3.11.3 Rocchio Relevance Feedback
Rocchio’s method for relevance feedback [Rocchio, 1971] can be considered a de facto standard in textual
information retrieval. In CBIR, it has been investigated in the context of the GIFT system [Mu¨ller et al.,
2000a]. In Rocchio relevance feedback, the individual query documents are combined into a single query
according to
qˆ = q + β
 ∑
q+∈Q+
q+
− γ
 ∑
q−∈Q−
q−
 , (3.28)
where qˆ is the new query, q is the query from the last feedback iteration and β and γ are weighting factors
to determine the influence of relevance feedback. Commonly, the parameters are chosen β = 1/|Q+|, γ =
1/|Q−|.
Once, qˆ is determined it is used to query the database and find the most similar images in a normal
nearest-neighbour manner.
3.11.4 Quotient of Sums
Here we propose a new method, quotient of sums (QS). This method is based on a smooth k-nearest
neighbour estimation of the posterior probability of an image to be relevant, p(r|x):
p(r|x) = P (r)p(x|r)
P (r)p(x|r) + P (r)p(x|r) , (3.29)
where P (r) = |Q
+|
|Q+∪Q−| and P (r) =
|Q−|
|Q+∪Q−| and the class conditional density functions are estimated as
follows:
p(x|r) ∝ 1|Q+|
∑
q∈Q+
1/d(x, q) (3.30)
and
p(x|r) ∝ 1|Q−|
∑
q∈Q−
1/d(x, q) (3.31)
leading to the following expression:
S(Q+,Q−)(x) =
∑
q∈Q+
1/d(x, q)∑
q∈{Q+∪Q−}
1/d(x, q))
. (3.32)
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Table 3.3. Summary of the databases used for the evaluation with database name, number of images in the database,
number of query images, average number of relevant images per query, and a description how the queries are evaluated.
database images queries avg. rel query mode
WANG 1,000 1,000 99.0 leaving-one-out
UW 1,109 1,109 59.3 leaving-one-out
IRMA 10000 10,000 1,000 520.2 query & database images are disjoint
ZuBuD 1,005 105 5.0 query & database images are disjoint
UCID 1,338 262 3.5 leaving-one-out
St. Andrews 28,133 28 63.9 query images are part of the database
ImageCLEF medical retrieval: see Section 3.12.7
IAPR TC-12 20,000 60 56.9 query images & database are disjoint
MSRC 4,320 4,320 130 leaving-one-out
Flickr databases 10×500 10 79.2 query images are part of the task databases
This score is an estimation of the posterior probability of an image to belong to the relevant class using
the k-nearest neighbour technique being k=|Q+ ∪ Q−|, approximating the class densities as the average
of the inverse of the distance to the relevant and non-relevant images.
3.11.5 Learning Weighted Distances
In the retrieval techniques described above, the distance function d comparing image descriptors is central.
We use a weighted version of the L1 distance which is known to be a good choice to compare histograms:
d(x, q) =
∑D
i=1 wi|xi − qi|, (3.33)
where wi is the weight for the i-th histogram bin of the query qi and the database image xi. If all wi are
chosen to be 1, this is the L1 distance.
To learn the weights wi for the distance function, we proceed as proposed for the weighted-L2 dis-
tance [Paredes and Vidal, 2006] and consider the feedback images as training images for the nearest
neighbour system. To improve the performance we learn the weights such that the distances among the
positively marked images are minimised whereas the distances between positively marked images and
negatively marked images are maximised. In total, the following term has to be minimised with respect
to the wi in the distance function d:∑
x∈Q+
∑
q+∈Q+\{x}
∑
q−∈Q−\{x}
d(x, q+)
d(x, q−)
. (3.34)
Analogously a term for all negative query images has to be maximised.
The optimisation is done using gradient descent and effectively learns weights which simultaneously
minimise the distance between relevant images while maximising the distances to non-relevant images.
Thus, is expected to improve retrieval accuracy.
3.12 Datasets for CBIR
To cover a wide range of different applications in which CBIR is used, we evaluate our techniques on
benchmark databases from different domains.
Table 3.3 gives an overview of the databases used in the sequel. The databases represent a wide
variety of tasks and allow for a meaningful comparison of feature performances. Partly the databases are
rather small and can therefore easily be used even for benchmarking of complex techniques. Some of the
databases are from image retrieval evaluations such as ImageCLEF and are rather large.
Some of the databases contain general photographs such as the Microsoft Research Cambridge (MSRC)
database, the IAPR TC-12 database, the University of Washington (UW) database, the UCID database,
and the Flickr databases, other databases such as the ZuBuD database, the IRMA database, and the
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africa beach monuments buses
food dinosaurs elephants
flowers horses mountains
Figure 3.4. One example image from each of the 10 classes of the WANG database together with their class labels.
various ImageCLEF medical databases contain rather task specific images. The WANG database is a
subset of the Corel stock photo database.
3.12.1 WANG database
The WANG database is a subset of 1,000 images of the Corel stock photo database which have been
manually selected and which form 10 classes of 100 images each. One example of each class is shown
in Figure 3.4. The WANG database can be considered similar to common stock photo retrieval tasks
with several images from each category and a potential user having an image from a particular category
and looking for similar images which have e.g. cheaper royalties or which have not been used by other
media. The 10 classes are used for relevance estimation: given a query image, it is assumed that the user
is searching for images from the same class and therefore the remaining 99 images from the same class
are considered relevant and the images from all other classes are considered irrelevant.
3.12.2 UW database
The database created at the University of Washington (UW) consists of a roughly categorised collection of
1,109 images. These images are partly annotated using keywords. The remaining images were annotated
by our group to allow the annotation to be used for relevance estimation; our annotations are publicly
available26.
The images are of various sizes and mainly include vacation pictures from various locations. There
are 18 categories, for example “spring flowers”, “Barcelona”, and “Iran”. Some example images with
annotations are shown in Figure 3.5. The complete annotation consists of 6,383 words with a vocabulary
size of 352 words. On the average, each image has about six words of annotation. The maximum number
of keywords per image is 22 and the minimum is one. The database is freely available27. The relevance
26http://www-i6.informatik.rwth-aachen.de/~deselaers/uwdb/index.html
27http://www.cs.washington.edu/research/imagedatabase/groundtruth/
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buildings clouds mountain people
sand sky
bench, car, house, lantern, trees,
window
trees, bushes, overcast sky, building,
post
buildings, fountain, grass, lantern,
sky
overcast sky, house, car, sidewalk,
struct, bushes, flowers, people
mosque, tiles, people, sky, car
partially cloudy sky, hills, trees,
grasses, ground, houses
Husky Stadium, north stands, people,
football, field,...
sailboats, ice, water, buildings
Figure 3.5. Example images from the UW database with annotation.
assessment for the experiments with this database were performed using the annotation: an image is
considered to be relevant with respect to a given query image if the two images have a common keyword
in the annotation. On the average, 59.3 relevant images correspond to each query image. The keywords
are rather general; for example images showing sky are relevant with respect to each other. Thus, it is
quite easy to find relevant images (high precision is likely easy) but it can be extremely difficult to obtain
a high recall since some images showing sky might have hardly any visual similarity with a given query.
This task can be considered a personal photo retrieval task, e.g. a user with a collection of personal
vacation pictures is looking for images from the same vacation, or showing the same type of building.
3.12.3 IRMA-10000 database
The IRMA database consists of 10,000 fully annotated radiographs taken randomly from medical routine
at the RWTH Hospital. The images are split into 9,000 training and 1,000 test images, and are subdivided
into 57 classes. The IRMA database was used in the ImageCLEF 2005 image retrieval evaluation for the
automatic annotation task. For CBIR, the relevances are defined by the classes; given a query image
from a certain class, all database images from the same class are considered relevant. Example images
along with their class numbers and textual descriptions of the classes are given in Figure 3.6. This task
is a medical image retrieval task and is in practical use at the Department for Diagnostic Radiology of
the RWTH Hospital [Lehmann et al., 2006]. Gu¨ld et al. [2004] and Lehmann et al. [2004] presented first
comparisons of different descriptors on this dataset.
As all images from this database are gray value images, we evaluate neither the colour histograms nor
the MPEG-7 scalable colour descriptor since they only account for colour information. This database is
also used in Chapter 4 for the experiments on medical image annotation.
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02
plain radiography
coronal
facial cranium
musculosceletal s.
20
plain radiography
coronal
lower leg
musculosceletal s.
21
plain radiography
coronal
knee
musculosceletal s.
31
plain radiography
sagittal
handforearm
musculosceletal s.
48
plain radiography
other orientation
right breast
reproductive s.
49
plain radiography
other orientation
left breast
reproductive s.
50
plain radiography
other orientation
foot
musculosceletal s.
56
fluoroscopy
coronal
upper leg
cardiovascular s.
57
angiography
coronal
pelvis
cardiovascular s.
Figure 3.6. Example images of the IRMA 10000 database along with their class and annotation.
3.12.4 ZuBuD database
The “Zurich Buildings Database for Image Based Recognition”(ZuBuD) is a database which has been
created by the Swiss Federal Institute of Technology in Zurich and is described in more detail in [Shao
et al., 2003a,b].
The database consists of two parts, a training part of 1,005 images of 201 buildings, 5 of each building
and a query part of 115 images. Each of the query images contains one of the buildings from the main
part of the database. The pictures of each building are taken from different viewpoints and some of them
are also taken under different weather conditions and with two different cameras. Given a query image,
only images showing exactly the same building are considered relevant. To give a more precise idea of
this database, some example images are shown in Figure 3.7.
This database can be considered an example for a mobile travel guide task which attempts to identify
buildings in pictures taken with a mobile phone camera and then obtains certain information about the
building [Shao et al., 2003b]. The ZuBuD database is freely available28.
3.12.5 UCID database
The UCID database29 was created as a benchmark database for CBIR and image compression applica-
tions [Schaefer and Stich, 2004]. In [Schaefer, 2004], this database was used to measure the performance
of a CBIR system using compressed domain features. This database is similar to the UW database as it
consists of vacation images and thus poses a similar task.
For 264 images manual relevance assessments among all database images were created allowing for
performance evaluation. The images that are judged to be relevant are images which are very clearly
relevant, e.g. for an image showing a particular person images showing the same person are searched and
for an image showing a football game images showing football games are considered to be relevant. The
used relevance assumption makes the task easy on one hand because relevant images are very likely quite
similar but on the other hand it makes the task difficult because there are likely images in the database
which have a high visual similarity but which are not considered relevant. Thus, it can be difficult to
have high precision results using the given relevance assessment but since only few images are considered
relevant, high recall values might be rather easy to obtain. Example images are given in Figure 3.8.
28http://www.vision.ee.ethz.ch/ZuBuD
29http://vision.doc.ntu.ac.uk/datasets/UCID/ucid.html
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(a) (b)
Figure 3.7. a) A query image and the 3 images from the same building in the ZuBuD-database b) four images of
different buildings in the ZuBuD-database.
Figure 3.8. Example images from the UCID database.
Short title: Rev William Swan.
Long title: Rev William Swan.
Location: Fife, Scotland
Description: Seated, 3/ 4 face studio portrait of a man.
Date: ca.1850
Photographer: Thomas Rodger
Categories: [ ministers ][ identified male ][ dress - clerical ]
Notes: ALB6-85-2 jf/ pcBIOG: Rev William Swan ( ) ADD: Former
owners of album: A Govan then J J? Lowson. Individuals and other
subjects indicative of St Andrews provenance. By T. R. as identified
by Karen A. Johnstone ” Thomas Rodger 1832-1883. A biography
and catalogue of selected works”.
Figure 3.9. An example image and caption from the St. Andrews collection.
3.12.6 St. Andrews Database
The St. Andrews collection consists of 28,133 images, all of which have associated textual captions written
in British English. The captions consist of 8 fields including title, photographer, location, date and one
or more pre–defined categories (all manually assigned by domain experts). For example, see Figure 3.9.
Further examples can be found in [Clough et al., 2004] and the St. Andrews University Library30. The
task consists of 28 query topics with example images. The topics were selected based on an analysis of
log files from a web server at St. Andrews University, knowledge of the image collection and discussions
with maintainers of the image collection. After identifying these main themes, we modified queries to test
various aspects of cross-language and visual search and used a custom–built IR system to identify suitable
topics (in particular those topics with an estimated 20 and above relevant images).
Each topic consists of a title (a short sentence or phrase describing the search request in a few words),
and a narrative (a description of what constitutes a relevant or non–relevant image for that search request).
In addition to the text description for each topic, we also provided two example images which we envisage
could be used for relevance feedback (both manual and automatic) and query–by–example searches31.
30http://www-library.st-andrews.ac.uk/
31http://ir.shef.ac.uk/imageclef2005/adhoc.htm
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Table 3.4. Overview on the subsets of the Medical Retrieval Tasks of ImageCLEF in the years 2004-2007.
Collection Name Cases Images Annotations Annotations by Language
Casimage 2,076 8,725 2,076 French – 1,899, English – 177
PEIR 32,319 32,319 32,319 English – 32,319
MIR 407 1,177 407 English – 407
PathoPIC 7,805 7,805 15,610 German – 7,805, English – 7,805
myPACS 3,577 15,140 3,577 English – 3,577
Endoscopic 1,496 1,496 1,496 English – 1,496
Total 47,680 66,662 55,485 French – 1,899, English – 45,781, German – 7,805
Both topic title and narratives have been translated into the following languages: German, French, Italian,
Spanish (European), Spanish (Latin American), Chinese (Simplified), Chinese (Traditional), and Japanese.
Further translations have also been produced for the titles only and these are available in 25 languages
including Russian, Croatian, Bulgarian, Hebrew, and Norwegian. All translations have been provided by
native speakers and verified by at least one other native speaker.
3.12.7 ImageCLEF Medical Retrieval Databases
The database used for the medical retrieval tasks in ImageCLEF 2004 - 2007 consists of several subsets
and was extended from year to year. The individual subsets are described in the following and an overview
which subset was used in which year is given in Table 3.4. Example images for each of the databases are
given in Figure 3.10.
Casimage
The Casimage32 dataset containing almost 9,000 images of 2,000 cases was made available to partici-
pants [Mu¨ller et al., 2004]. Images present in the dataset include mostly radiology modalities but also
photographs, PowerPoint slides and illustrations. Cases are mainly in French with around 20% being in
English and 5% without annotation.
PEIR
The PEIR dataset33 uses annotation from the Health Education Assets Library (HEAL)34 project (mainly
Pathology images [Candler et al., 2003]). This dataset contains over 33,000 images with English annotation
in XML.
MIR
The nuclear medicine database of the MIR35 [Wallis et al., 1995] contains over 2,000 images mainly from
nuclear medicine with English annotations.
PathoPic
The PathoPic36 collection (Pathology images [Glatz-Krieger et al., 2003]) contains 9,000 images with an
extensive annotation per image in German. Part of the German annotation is translated into English.
myPACS
The myPACS37 dataset of 15,140 images and 3,577 English containing mainly radiology images.
32http://www.casimage.com/
33http://peir.path.uab.edu/
34http://www.healcentral.com/
35http://gamma.wustl.edu/home.html
36http://alf3.urz.unibas.ch/pathopic/intro.htm
37http://www.mypacs.net/
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(a): CASImage database
(b): Endospic database
(c): MIR database
(d): myPACS database
(e): PathPic database
(f): PEIR database
Figure 3.10. Example images for each of the datasets used in the medical retrieval tasks of ImageCLEF.
CORI
The Clinical Outcomes Research Initiative (CORI)38) endoscopic image database contains 1,496 images
with an English annotation per image and not per case. This database extends the spectrum of the total
dataset as so far there were only few endoscopic images in the dataset.
Topics in ImageCLEF Medical Retrieval
The image topics were based on a small survey at Oregon Health and Science University (OHSU). Based
on this survey the topics were developed along the following main axes [Mu¨ller et al., 2005]:
• Anatomic region shown in the image;
• Image modality (x–ray, CT, MRI, gross pathology, ...);
• Pathology or disease shown in the image;
• Abnormal visual observation (eg. enlarged heart);
38http://www.cori.org
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• Show me chest CT images with emphysema.
• Zeige mir Lungen CTs mit einem Emphysem.
• Montre–moi des CTs pulmonaires avec un em-
physe`me.
(a)
• Show me all x–ray images showing fractures.
• Zeige mir Ro¨ntgenbilder mit Bru¨chen.
• Montre–moi des radiographies avec des fractures.
(b)
Figure 3.11. An example of a (a) query that is at least partly solvable visually using the image and the text as query.
Still, use of annotation can augment retrieval quality. The query text is presented in three languages. (b) A query
requiring more than visual retrieval but visual features can deliver hints to good results.
Figure 3.12. Example images from the IAPR TC-12 database used in ImageCLEF 2006, 2007, and 2008.
The goal in ImageCLEFmed is to address visual-only retrieval research, text-only retrieval, and research
on the combination on both [Mu¨ller et al., 2006], each year the topics are chosen such that some queries
can be solved using only visual techniques, some queries can be solved using only textual retrieval, and
other queries probably need the use of both An example for a visual query can be seen in Figure 3.11 (a).
A query topic requiring more than purely visual features is shown in Figure 3.11 (b).
3.12.8 IAPR TC-12 Database / ImageCLEF Photo Retrieval Tasks
In 2000, the IAPR started an effort to create a freely available database with annotated images by
presenting a set of recommendations and specifications for such an image benchmark system [Leung and
Ip, 2000]. Based on these criteria a first version of a benchmark (consisting of 1,000 images, 25 queries,
and a collection of performance measures) was set up in 2002 and finally published in 2003 [Grubinger
and Leung, 2003]. Early 2004 saw the refinement, improvement and extension of the IAPR benchmark
to 5,000 images with the help of a new benchmark administration system [Grubinger and Leung, 2004,
Over et al., 2004]. By the end of that year, the number of freely available images in the collection had
risen to 15,000, followed by first discussions of possible involvement of the IAPR benchmark at future
ImageCLEF tasks.
Today, the full IAPR database consists of slightly over 20,000 images with annotations in English,
German, and Spanish and is actively in use in the ImageCLEF photo retrieval tasks since 2006. The
textual annotations partly consist of a title only but are accompanied partly by a narrative describing the
contents of the image.
A total of 60 queries (described by 1-3 images and a short textual description in different languages)
are defined for this database where relevance judgement was performed manually.
3.12.9 MSRC Database
The MSRC database was published by the Machine Learning and Perception Group from Microsoft
Research, Cambridge, UK and is available online39. It consists of 4,320 images from 33 classes such as
39http://research.microsoft.com/vision/cambridge/recognition/default.htm
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Figure 3.13. Example images from the MSRC database.
Figure 3.14. Positive (top) and negative (bottom) images for the classes (from left to right): bike, dance, people
running, and construction site.
Table 3.5. Queries submitted to the system and description of the user intended query. The value of R is the
percentage of relevant images among the 500, P0 is the precision among the first 20 results.
query R[%] P0 description
beach 7.2 0.20 beach scene, e.g. for illustration of a vacation catalogue
bike 7.6 0.15 single bikes
construction site 6.4 0.10 construction site where construction workers are working
dancing 18.0 0.25 energetic dancer
desert 13.6 0.20 lonely desert scenes
dog 12.4 0.15 portrait images of dogs/images where the dog is the central theme
mountains 24.4 0.15 mountain scenes w/o people
people eating ice 31.6 0.65 images where it can clearly be recognised that people are eating ice cream
people running 24.0 0.45 people running e.g. in a sports event
teacher in classroom 13.2 0.20 classroom scenes where the teacher can clearly be recognised
aeroplanes, bicycles/general, bicycles/sideview, sheep/general, sheep/single and is generally considered
a difficult task [Winn et al., 2005]. Some example images from this database are shown in Figure 3.13.
Experiments on the MSRC database are carried out in a leaving-one-out manner. That is, each image is
used as a query to retrieve relevant images (i.e. images from the same class) from the remainder of the
database.
3.12.10 Flickr Database
The Flickr database was created by us to allow for investigating a user searching images from one of the
several public image resources on the web that evolved in the spirit of Web 2.0. Imagine a user searching
for images of beaches which might be used for illustrating vacation advertisements, or searching for images
of children playing on grass near of a lake.
The database consists of 10 queries where we downloaded the first 500 retrieved images from Flickr
image repository. An overview over the queries and the intended meaning (a description of the images
that the users wants) is given in Table 3.5. Note how few relevant images according to the user’s needs
are among the images. Figure 3.14 shows a positive and a negative example for some of the queries.
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3.13 Results for Individual Features for Image Retrieval
The results from experiments comparing single descriptors for five of the presented databases are given in
Figures 3.15 and 3.16 and in Tables 3.6 and 3.7. The results are sorted by the average of the classification
error rates in both Figure 3.15 and Figure 3.16 and in both Table 3.6 and Table 3.7 to allow for easier
comparison. Note that the features ‘colour histogram’ and ‘MPEG-7 scalable colour’ were not evaluated
for the IRMA database because pure colour descriptors are not suitable for this gray-scale database.
It can clearly be seen that different features perform differently on the databases. Grouping the features
by performance results in three groups. One group of five features (top five lines in the tables, leftmost five
columns in the figures) clearly outperforms the other features (average error rate < 30%, average mean
average precision ≈ 50%). A second group has average error rates of approximately 40% (respectively
average mean average precision 40%) and a last group performs clearly worse. In the tables, these groups
are separated by an additional vertical space.
In the following, we first discuss the features from the top-group, than from the second, and finally
from the last group.
The top group is led by the colour histogram which performs very well for all colour tasks and has
not been evaluated on the IRMA data. When all databases are considered, the global feature search (cf.
Section 3.4.7) of SIFT features extracted at Harris points [Dorko´, 2006, Chapters 3, 4] performs best on
the average. This good performance is probably partly due to the big success on the ZuBuD database,
where features of similar type were observed to perform exceedingly well [Obdrzalek and Matas, 2003].
They also perform well on the UCID database, where relevant images, in contrast to the UW task, are
very close neighbours. In general, using the global nearest-neighbour searching approach for local features
seems to work well for near-duplicate images where the aim is to find two different pictures of the same
building. The high dissimilarity between relevant images in the UW database thus explains the bad
performance there. However, the patch histograms outperform the SIFT features on all other tasks as
they include colour information which obviously is very important for most of the tasks. They also obtain
a good performance for the IRMA data. It can be observed that the error rates for the UCID database
are very high in comparison to the other databases, so the UCID task can be considered to be harder
than e.g. the UW task.
A similar result to the one obtained using colour histogram is obtained by the invariant feature histogram
with monomial kernel. This is not surprising, as it is very similar to a colour histogram, except that it
also partly accounts for local texture. It can be observed that the performance for the colour databases
is nearly identical to the colour histogram. The relatively bad ranking of these features in the tables is
due to the bad performance on the IRMA task. Leaving out the IRMA task for this feature, it would
be ranked second in the entire ranking. The high similarity of colour histograms and invariant feature
histograms with monomial kernel can also directly be observed in Figure 3.18 where it can be seen that
colour histograms (point 1) and invariant feature histograms with monomial kernel (point 11) have very
similar properties. A detailed discussion of the correlations between features is given in the next section.
The second group of features consists of four features: signatures of SIFT features, appearance-based
image features, and the MPEG-7 colour layout descriptor.
Although the image thumbnails compared with the IDM perform quite poorly for the WANG, the UW,
and the UCID tasks, they perform extremely well for the IRMA task and reasonably well for the ZuBuD
task. A major difference between these tasks is that the first three databases contain general colour
photographs of completely unconstrained scenes, whereas the latter ones contain images from limited
domains only. In particular in the IRMA database, the layout of images showing the same body region is
nearly always identical and thus a rigid global comparison using image thumbnails is useful.
The simpler appearance-based feature of 32×32 thumbnails of the images, compared using Euclidean
distance, is the next best feature, and again it can be observed that it performs well for the ZuBuD and
IRMA tasks only. As expected, the MPEG-7 colour layout descriptor and 32×32 image thumbnails obtain
similar results because they both encode the spatial distribution of colours or gray values in the images.
The last group contains many basic texture descriptors. Texture alone is not a sufficient feature to
distinguish between the different types of images in these tasks, but can be a strong component in feature
combinations as we will show later. Among the texture features (Tamura texture histogram, Gabor
features, global texture descriptor, relational invariant feature histogram, and MPEG-7 edge histogram),
the Tamura texture histogram and the Gabor histogram outperform the others.
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Table 3.6. Error rate [%] for each of the features for each of the databases (sorted by average error rate over the
databases).
feature WANG UW IRMA UCID ZuBuD average
colour histogram 16.9 12.3 – 51.5 7.8 22.1
LF SIFT global search 37.2 31.5 27.7 31.7 7.0 27.0
LF patches histogram 17.9 14.6 24.9 58.0 24.4 28.0
LF SIFT histogram 25.6 21.4 30.8 50.4 18.3 29.3
inv. feature histogram (monomial) 19.2 12.9 55.8 53.8 7.8 29.9
MPEG-7: scalable colour 25.1 13.0 – 60.7 32.2 32.7
LF patches signature 24.3 17.6 42.7 68.7 36.5 38.0
Gabor histogram 30.5 20.5 44.9 74.1 24.4 38.9
32x32 image 47.2 26.4 22.8 82.8 27.0 41.2
MPEG-7: colour layout 35.4 21.2 47.7 75.2 27.0 41.3
Xx32 image 55.9 26.7 21.4 83.2 20.9 41.6
Tamura texture histogram 28.4 16.8 33.0 63.4 84.4 45.2
LF SIFT signature 35.1 20.9 99.3 58.4 20.0 46.7
gray value histogram 45.3 23.0 42.6 86.6 47.0 48.9
LF patches global 42.9 42.7 48.2 63.4 47.8 49.0
MPEG-7: edge histogram 32.8 22.9 99.3 69.9 23.5 49.7
inv. feature histogram (relational) 38.3 23.6 39.2 83.2 93.9 55.6
Gabor vector 65.5 37.9 42.5 95.8 73.0 62.9
global texture feature 51.4 32.4 67.7 95.4 98.3 69.0
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Figure 3.15. Error rate [%] for each of the features for each of the databases (sorted by average error rate over the
databases). The different shades of gray denote different databases and the blocks of bars denote different features.
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Table 3.7. Mean average precision [%] for each of the features for each of the databases (sorted in the same order
as Table 3.6 to allow for easy comparison).
feature WANG UW IRMA UCID ZuBuD average
colour histogram 50.5 63.0 – 43.3 75.6 58.1
LF SIFT global search 38.3 63.6 20.9 62.5 81.3 53.3
LF patches histogram 48.3 62.0 31.4 37.5 64.7 48.8
LF SIFT histogram 48.2 62.3 32.7 44.7 68.0 51.2
inv. feature histogram (monomial) 47.6 62.6 24.4 41.6 71.0 49.5
MPEG-7: scalable colour 46.7 63.9 – 37.9 54.3 50.7
LF patches signature 40.4 59.9 23.0 27.6 42.6 38.7
Gabor histogram 41.3 59.7 25.2 22.3 48.7 39.4
32x32 image 37.6 60.1 40.9 14.0 41.9 38.9
MPEG-7: colour layout 41.8 61.0 29.8 21.7 47.7 40.4
Xx32 image 24.3 57.0 35.0 13.9 47.0 35.4
Tamura texture histogram 38.2 60.8 30.4 33.2 15.8 35.7
LF SIFT signature 36.7 61.2 10.9 34.1 62.7 41.1
gray value histogram 31.7 59.4 26.1 11.8 36.5 33.1
LF patches global 30.5 55.7 17.6 30.3 38.5 34.5
MPEG-7: edge histogram 40.8 61.4 10.9 25.2 46.3 36.9
inv. feature histogram (relational) 34.9 59.7 24.1 14.4 6.3 27.9
Gabor vector 23.7 56.3 27.7 4.7 15.9 25.7
global texture feature 26.3 56.5 16.4 6.7 2.6 21.7
c o
l o
r  h
i s
t o
g r
a m
   
   
   
   
   
   
  
L F
 S
I F
T  
g l
o b
a l
 s
e a
r c
h  
   
   
   
   
 
L F
 p
a t
c h
e s
 h
i s t
o g
r a
m
   
   
   
   
   
L F
 S
I F
T  
h i
s t
o g
r a
m
   
   
   
   
   
   
i n
v .
 f e
a t
u r
e  
h i
s t
o g
r a
m
 ( m
o n
o m
i a l
)   
M
P E
G
7 :
 s
c a
l a
b l
e  
c o
l o
r   
   
   
   
   
L F
 p
a t
c h
e s
 s
i g
n a
t u
r e
   
   
   
   
   
G
a b
o r
 h
i s t
o g
r a
m
   
   
   
   
   
   
  
3 2
x 3
2  
i m
a g
e  
   
   
   
   
   
   
   
  
M
P E
G
7 :
 c
o l
o r
 l a
y o
u t
   
   
   
   
   
 
X x
3 2
 i m
a g
e  
   
   
   
   
   
   
   
   
T a
m
u r
a  
t e
x t
u r
e  
h i
s t
o g
r a
m
   
   
   
  
L F
 S
I F
T  
s i g
n a
t u
r e
   
   
   
   
   
   
g r
a y
 v
a l
u e
 h
i s t
o g
r a
m
   
   
   
   
   
L F
 p
a t
c h
e s
 g
l o
b a
l   
   
   
   
   
   
 
M
P E
G
7 :
 e
d g
e  
h i
s t
o g
r a
m
   
   
   
   
  
i n
v .
 f e
a t
u r
e  
h i
s t
o g
r a
m
 ( r
e l a
t i o
n a
l )
G
a b
o r
 v
e c
t o
r   
   
   
   
   
   
   
   
g l
o b
a l
 t e
x t
u r
e  
f e
a t
u r
e  
   
   
   
   
0
10
20
30
40
50
60
70
80 wang
uw
irma
ucid
zubud
Figure 3.16. Mean average precision [%] for each of the features for each of the databases (sorted in the same order
as Fig.3.15 to allow for easy comparison).
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3.14 Analysing the Correlation of Individual Features for Image
Retrieval
Figure 3.17 shows the average correlation of different features over all databases. The darker a field
in this image is, the lower the correlation between the corresponding features, bright fields denote high
correlations. Figure 3.18 shows the visualisations of the outcomes of multi-dimensional scaling of the
correlation analysis. We applied the correlation analysis for the different tasks individually (4 top plots)
and for all tasks jointly (bottom plot). Multi-dimensional scaling was used to translate the similarities of
the different features into distances in a two-dimensional space. The further away two points are in the
graph, the less similar the corresponding features are for CBIR, and conversely the closer together they
appear, the higher the similarity between these features.
For each of these plots the according distance vectors obtained from all queries with all database images
have been used (WANG database: 1,000,000 distance vectors, UW&UCID database: 194,482+350,557
distance vectors, IRMA database: 9,000,000 distance vectors, ZuBuD database: 115,575 distance vectors,
all databases: 10,660,614 distance vectors).
The figures show a very strong correlation between colour histograms (point 1) and invariant feature
histograms with monomial kernel (point 11). In fact, they lead to hardly any differences in the experiments.
For the databases consisting of colour photographs they outperform most other features. A high similarity
is also observed between the patch signatures (point 14) and the MPEG-7 colour layout (point 2) for all
tasks.
Two other features that are highly correlated are the two methods that use local feature search for the
two different types of local features (points 5 and 12). The different comparison methods for local feature
histograms/signature have similar performances (3, 4 and 13, 14, respectively).
Another strong correlation can be observed between 32×32 image thumbnails (point 18) and the MPEG-
7 colour layout representation (point 2), which was to be expected as both of these have a rough repre-
sentation of the spatial distribution of colours (resp. gray values) of the images.
Interestingly, the correlation between 32×32 images compared using Euclidean distance (point 18) and
the X×32 images compared using the IDM (point 19) is low, with only some similarity for the IRMA
and the ZuBuD task. This is partly due to the exceedingly good performance of the IDM for the IRMA
task and partly due to the missing invariance with respect to slight deformations in the images for the
Euclidean distance. For example in the ZuBuD task, the IDM can partly compensate for the changes in
the viewpoints which leads to a much better performance.
Another interesting aspect is that the various texture features (MPEG-7 edge histogram (6), global
texture feature (10), Gabor features (8, 7), relational invariant feature histogram (15), and Tamura
texture histogram (17)) are not correlated strongly. We conclude that none of the texture features is
sufficient to completely describe the textural properties of an image. The Tamura texture histogram and
the Gabor histogram outperform the other texture features, Tamura features being better in three and
Gabor histograms being clearly better in two of the five tasks, both of them are a good choice for texture
representation.
To give a little insight into how these plots can be used to select sets of features for a given task, we
discuss how features for the WANG database could be chosen in the following paragraph. Combined
features are linearly combined as described in Section 3.2. Here, all features are weighted equally, but
some improvement of the retrieval results can be achieved by choosing different weights for the individual
features. In [Deselaers et al., 2007d, Gass et al., 2008] we present approaches to automatically learning a
feature combination from a set of queries with known relevant images using a log-linear model and using
SVMs. These techniques are discussed in Section 3.9.
Finding a suitable set of features.
Assume we are about to create a CBIR system for a new database consisting of general photographs. We
extract features from the data and create the according MDS plot (Figure 3.18, top left). Since we know
that we are dealing with general photographs, we start with a simple colour histogram (point 1). The
plot now tells us that invariant feature histograms with monomial kernel (11) would not give us much
additional information. Next, we consider the various texture descriptors (points 6, 10, 15, 17, 7, 8) and
choose one of these, say global texture features (10) and maybe another: Tamura texture histograms
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Xx32 image                         
32x32 image                        
Tamura texture histogram           
MPEG7: scalable color              
inv. feature histogram (relational)
LF patches signature               
LF patches histogram               
LF patches global                  
inv. feature histogram (monomial)  
global texture feature             
gray value histogram               
Gabor histogram                    
Gabor vector                       
MPEG7: edge histogram              
LF SIFT global search              
LF SIFT signature                  
LF SIFT histogram                  
MPEG7: color layout                
color histogram                    
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Figure 3.17. Correlation of the different features. Bright fields denote high and dark fields denote low correlation.
Another representation of this information is given in Figure 3.18
Table 3.8. Combining features using the results from the correlation analysis described for the WANG database.
features ER [%] MAP [%]
colour histograms 16.9 50.5
+ global texture 15.7 49.5
+ Tamura histograms 13.7 51.2
+ thumbnails 13.7 53.9
+ patch histograms 11.6 55.7
(17). Now we have covered colour and texture and can consider a global descriptor such as the image
thumbnails (18) or a local descriptor such as one of (12, 13, or 14) or (3, 4, or 5). After adding a feature,
the performance of the CBIR system can be evaluated by the user. In Table 3.8 we quantitatively show
the influence of adding these features for the WANG database. It can be seen that the performance is
incrementally improved by adding more and more features.
3.15 Perceptual Properties of Image Descriptors
To analyse perceptual properties of features, we only choose a subset of the features presented above. An
overview of the features, for which we study the perceptual properties, is given in Table 3.9, along with
a reference to the section where they are described.
Using these features, each of the studies (summarised in Table 3.2) yielded eight dissimilarity matrices,
one for each feature. Additionally, we have one dissimilarity matrix obtained from the human judgement
as described above for each of the studies.
We analyse pairs of dissimilarity matrices with Zt, a computer program to conduct Mantel’s test [Bonnet
and Van de Peer, 2002]. Computed values of the standardised Mantel’s test statistic r together with their
respective p-values are presented in Table 3.10.
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Figure 3.18. Correlation of the different features visualised using multi-dimensional scaling. Features that lie close
together have similar properties. Top 4 plots: database-wise visualisation, bottom plot: all databases jointly. The
numbers in the plots denote the individual features: 1: colour histogram, 2: MPEG-7: colour layout, 3: LF SIFT
histogram, 4: LF SIFT signature, 5: LF SIFT global search, 6: MPEG-7: edge histogram, 7: Gabor vector, 8: Gabor
histograms, 9: gray value histogram, 10: global texture feature, 11: inv. feature histogram (monomial), 12: LF patches
global, 13: LF patches histogram, 14: LF patches signature , 15: inv. feature histogram (relational), 16: MPEG-7:
scalable colour, 17: Tamura texture histogram, 18: 32x32 image, 19: Xx32 image.
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Table 3.9. Overview of the features used in the experiments to compare human similarity perception with the similarity
measures obtained from features.
no. descriptor comparison measure described in Section
1 32×32 image Euclidean distance 3.4.1
2 Colour histogram JSD 3.4.2
3 Global texture feature Euclidean distance 3.4.4
4 Monomial invariant feature histogram JSD 3.4.6
5 Relational invariant feature histogram JSD 3.4.6
6 Tamura texture histogram JSD 3.4.3
7 4096 bin patch histogram (learnt) JSD 3.4.7
8 65536 bin sparse patch histogram JSD 3.4.7
Table 3.10 shows that the correlation coefficients (standardised Mantel statistic r) between the dissim-
ilarity matrices for human similarity judgements of all three studies and dissimilarity matrices based on
six of the eight visual descriptors were significantly different from zero with p-values smaller than 0.005.
Furthermore, human similarity judgements from Studies 1 and 2 have moderate correlations (p < 0.005)
with all except one of the visual descriptors (descriptor 3 – GTF). The fact that dissimilarity matrices for
human similarity judgements of Study 3 (obtained through magnitude estimation) were not significantly
associated with most of the eight dissimilarity matrices for visual descriptors raises an interesting question
regarding the effect of mode/method of human similarity judgement. Human similarity judgement data
collected through free-sorting tasks produced significant correlations with almost all visual descriptors;
human similarity judgement data obtained through direct magnitude estimation did not. Although the
highest correlation is below 0.3, there is enough evidence for us to conclude that a statistically significant
positive relationship exists between human similarity judgement and similarity measures for the majority
of visual image features. We believe this to be evidence for a correspondence between the feature and
perceptual spaces, thereby supporting the argument of [Chen et al., 2000]. Table 3.10 also shows that
despite most of the descriptors having significant correspondence to human similarity judgements. None
of the descriptors alone correlates very strongly with human perception.
We calculated the optimal feature combination for each of the studies as described in Section 3.7.4. The
results from Mantel’s test with these feature combinations are given in Table 3.11.
The weights obtained from each of the studies were used to create a new similarity matrix for each
study. As expected, creating a feature combination for a particular study leads to very high p-values.
These values can be seen as a very optimistic estimate of how well visual descriptors can be combined to
match human perception. In fact, using a linear combination of these features, no better match is possible
for the task at hand. However, because the combined descriptors also lead to high correspondences for
the other studies, we can conclude that we can learn how to combine features from one dataset and
apply the combination to other tasks. In particular, we can conclude that the method leads to a feature
combination that generalises well over different sets of images; i.e., it is possible to consider one set of
images, execute a study with human subjects, obtain the optimal feature combination using our proposed
method, and use this combination of features with another, possibly much larger, set of images. From
Tables 3.10 and 3.11, it can be observed that the feature combinations perform almost as good as the best
single descriptors for each study, but the combinations of features are more robust in the sense that they
perform equally well for all of the studies whereas a high variance in correspondence can be observed for
the individual descriptors. Much work exists on feature combination in the CBIR literature; however, as
far as we know, this is the first attempt at creating a weighted combination of features for CBIR to match
human similarity judgements. Figures 3.19 (a)-(d) show the weights for the three studies (a= Study 1,
b = Study 2, c = Study 3/AB, d = Study 3/BA). It can be seen that the weights obtained are similar
among all studies and, in particular, the weights obtained for studies 3AB and 3BA are almost identical
(because they involved the same sample of images and participants). For all studies, the weight for the
patch histogram with learnt vocabulary is by far the highest, and this is consistent with the fact that
this descriptor has the highest correspondence as an individual descriptor. Furthermore, combining the
weights for colour histograms and monomial invariant feature histogram (IFH) produced a positive and a
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Table 3.10. Standardised Mantel statistic (r) values for the association between dissimilarity matrices for the three
studies and visual image features (1-8).
Study 1 Study 2 Study 3 (AB) Study 3 (BA)
Feature r p r p r p r p
1 32×32 image 0.230* 0.0009 0.162* 0.0009 0.103 0.066 0.070 0.148
2 Colour histogram 0.269* 0.0009 0.160* 0.0009 0.062 0.168 0.076 0.118
3 GTF 0.015 0.3027 0.047 0.0569 0.055 0.199 0.079 0.128
4 Monomial IFH 0.232* 0.0009 0.162* 0.0009 0.043 0.2478 0.055 0.1888
5 Relational IFH 0.185* 0.0009 0.090** 0.0029 -0.037 0.315 -0.047 0.271
6 Tamura histogram 0.184* 0.0009 0.107* 0.0009 0.021 0.343 0.042 0.262
7 4,096 bin patch histo 0.295* 0.0009 0.237* 0.0009 0.214* 0.0009 0.267* 0.0009
8 65,536 bin patch histo 0.281* 0.0009 0.245* 0.0009 0.121 0.015 0.143 0.008
(*)p<0.001, (**)p<0.005, one-tailed (1000 Randomisations).
Table 3.11. Results from Mantel’s test for the combinations of features for the three studies.
r values (p = 0.000999)
Study 1 Study 2 Study 3 (AB) Study 3 (BA)
Weights from study 1 0.393648 0.244613 0.201997 0.207113
2 0.257257 0.269415 0.265245 0.294700
3 (AB) 0.256781 0.167512 0.298475 0.350045
3 (BA) 0.245353 0.163617 0.290779 0.355902
Note. The weights were obtained from solving the system of linear equations from each particular study and
then applied to the other studies.
negative weight. Because it is well known that these features have very similar properties [Deselaers et al.,
2008d], either one can be replaced by the other. Therefore, the fact that in Study 2, the monomial IFH has
a positive weight and the colour histogram has a negative weight cannot be considered a major difference
to the other studies in which the colour histogram is weighted positively and the monomial IFH is weighted
negatively. Interestingly, the above-mentioned difference between Studies 1, 2, and 3AB/BA respectively,
due to the different human similarity judgement methods used, does not play a role anymore. The weights
obtained from any of the studies can be used for any other study leading to high correspondence with
human perception
3.16 Analysis of Different Performance Measures
On five databases, WANG (Section 3.12.1), UW (Section 3.12.2), IRMA-10000 (Section 3.12.3), ZuBuD
(Section 3.12.4), and UCID (Section 3.12.5), we performed experiments to evaluate the relationship be-
tween MAP and ER.
In Figures 3.20 and 3.21 the correlation between mean average precision and error rate is visualised
database-wise and feature-wise, respectively. The correlation of error rate and mean average precision
over all experiments presented in this chapter is 0.87. In the keys of the figures, the correlations per
database and per feature are given, respectively.
From Figure 3.20, it can be seen that this correlation varies among the tasks between 0.99 and 0.67.
For the UCID task, this correlation is markedly strong with 0.99. The correlation is lowest for the UW
task which has a correlation of 0.67 and which is the only task with a correlation below 0.8.
In Figure 3.21, the same correlation is analysed feature-wise. Here, the correlation values vary strongly
between 0.4 and 1.0. The LF SIFT signature descriptor has the lowest correlation and the LF patches
histogram descriptor also has a low correlation of only 0.6. The two different image thumbnail descriptors
have a correlation of 0.7. All other features have correlation values greater than 0.8, thus it can be said
that an image representation that works well for classification will generally work well for CBIR as well and
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Figure 3.19. Weights obtained for the three studies by solving the system of linear equations to find the combination
of features that best resembles human perception.
vice versa. Exemplarily, this effect can be observed when looking at the results for the WANG and IRMA
database for the colour histograms and the X×32 thumbnails. On the one hand, for the WANG database,
the colour histograms perform very well for error rate and mean average precision; in contrast, the image
thumbnails perform poorly. On the other hand, the effect is reversed for the IRMA database: here, the
colour histograms perform poorly and the image thumbnails outstandingly well. It can be observed that
the performance increase (resp. decrease) is in the same magnitude for mean average precision and error
rate. Thus, it can be seen that a feature that performs well for the task of classification on a certain
dataset, will most probably be a good choice for retrieval of images from that dataset, too.
However, as discussed above, information retrieval researchers discuss whether MAP and/or ER are
able to convey enough information to really compare image retrieval systems quantitatively. In order to
investigate the relationships between individual performance measures we also determined the correlation
between many more performance measures.
In Figure 3.22, an empirical correlation matrix for a representative selection of performance measures
is depicted.
This matrix was calculated for experiments using different features for the WANG database (cf. Sec-
tion 3.12.1). It reveals that nearly all the measures are indeed strongly correlated. For the remainder of
this work we therefore choose ER and MAP as performance measure, where not denoted otherwise, as
it is well established for classification tasks and the average absolute correlation of the ER to the other
measures is 0.88.
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Figure 3.20. Analysis of the correlation between classification error rate and mean average precision for the databases.
The numbers in the legend give the correlation for the experiments performed on the individual databases.
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Figure 3.21. Analysis of the correlation between classification error rate and mean average precision for the features.
The numbers in the legend give the correlation for the experiments performed using the individual features.
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Table 3.12. Results on the WANG database using up to 5 iterations of relevance feedback.
method P0(20) P1(20) P2(20) P3(20) P4(20) P5(20)
CC 0.73 0.95 0.98 0.99 1.00 1.00
CC weighted 0.73 0.95 0.98 0.99 1.00 1.00
RS 0.73 0.93 0.98 0.99 1.00 1.00
RS weighted 0.73 0.93 0.98 0.99 1.00 1.00
Rocchio 0.73 0.88 0.92 0.93 0.93 0.93
Rocchio weighted 0.73 0.89 0.94 0.95 0.96 0.96
QS 0.73 0.96 0.99 1.00 1.00 1.00
QS weighted 0.73 0.96 1.00 1.00 1.00 1.00
3.17 Evaluation of Relevance Feedback Schemes
We evaluate the different methods for relevance feedback on four datasets: the WANG database (cf.
Section 3.12.1), the MSRC database (cf. Section 3.12.9), the ImageCLEF 2007 photo retrieval task (cf.
Section 3.12.8), and on the Flickr database (cf. Section 3.12.10), which was created with these particular
experiment in mind and gives insights into the usefulness of user interaction in a textual/visual image
retrieval system, which could be applied in real world, large-scale systems.
For the WANG and MSRC database, the experiments were performed in a leaving one out (L1O)
manner and in each iteration of relevance feedback all images from the top 20 images were marked as
either relevant (if they were from the same class) or as irrelevant (otherwise). Here, the retrieval result of
a system without relevance feedback is identical for each relevance feedback scheme.
For the ImageCLEF and Flickr database, only the designated queries were processed and the images
known to be relevant were marked as relevant in each iteration and all remaining images were marked as
irrelevant. For the Flickr task, the first query is given by Flickr’s key word search and the first iteration of
content-based relevance feedback already consists of several images. For the ImageCLEF task, the initial
queries already consist of three images and additional text, here, we initialise a query by considering all
three images as positive relevance feedback. Therefore, for these two tasks the results are already different
in the first iterations.
3.17.1 Relevance Feedback on the WANG database
Table 3.12 and Figure 3.23 show the results of the evaluation of different relevance feedback techniques
on the WANG database. It can be observed that Rocchio’s relevance feedback method performs by far
worst, and all other methods perform similarly. QS performs slightly better than CC and CC performs
slightly better than RS. It can also be observed that the distance-weight learning improves the result only
slightly but consistently. This task is known to be rather easy and thus most of the methods are able to
achieve 100% precision among the first 20 images retrieved.
3.17.2 Relevance Feedback on the MSRC database
Experimental results for the MSRC database are presented in Table 3.13 and Figure 3.24. The results
shown here are consistent with those presented for the WANG database in Section 3.17.1, again the
QS method outperforms all other methods, CC is second best, and Rocchio’s method is clearly worse.
Distance learning again leads to consistent but rather small improvements, with the biggest improvement
for Rocchio’s method. A reason for the bad performance of Rocchio’s method might be that it was
designed for text retrieval applications with very sparse histograms, although this requirement is not
specified in Rocchio’s approach, it might be a reason for the bad performance of this technique.
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Figure 3.23. Results on the WANG database with relevance feedback.
Table 3.13. Results on the MSRC database using up to 5 iterations of relevance feedback.
method P0(20) P1(20) P2(20) P3(20) P4(20) P5(20)
CC 0.52 0.73 0.81 0.85 0.87 0.88
CC weighted 0.52 0.75 0.83 0.86 0.89 0.89
RS 0.52 0.70 0.79 0.84 0.87 0.90
RS weighted 0.52 0.72 0.81 0.85 0.87 0.90
Rocchio 0.52 0.64 0.68 0.70 0.70 0.70
Rocchio weighted 0.52 0.67 0.70 0.72 0.74 0.74
QS 0.52 0.75 0.83 0.87 0.89 0.91
QS weighted 0.52 0.77 0.85 0.87 0.92 0.92
3.17.3 Relevance Feedback on the ImageCLEF 2007 photo retrieval task
In the ImageCLEF 2007 photo retrieval task, each of the queries consists of 3 images which are used
to initialise the set Q+, this leads to different results in the first retrieval results (without relevance
feedback already). For these experiments each image was represented by three descriptors: an RGB
colour histogram with 512 bins, a Tamura texture histogram, and a word-count histogram of the English
texts. These histograms were all compared using L1 distance and weighted L1 distance respectively.
Experimental results for the different relevance feedback techniques on the ImageCLEF 2007 photo
retrieval task are given in Table 3.14 and Figure 3.25. The results obtained for this dataset again show
that the QS approach outperforms the CC approach which is also clearly better than the other methods.
Again, distance weighting leads to small but consistent improvements over all techniques. Again Rocchio’s
method is improved most which shows that the distance weighting is able to compensate for the limited
flexibility imposed by the single-prototype query.
For comparison, the best result using user interaction in the 2007 ImageCLEF photo retrieval evaluation
was P (20)=0.459, obtained by the submission of the University in Chemnitz, Germany using textual and
visual information, user feedback (unspecified number of iterations) and automatic query expansion. The
CC method is slightly better after one iteration of relevance feedback and clearly outperforms with more
iterations.
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Figure 3.24. Results on the MSRC database using relevance feedback.
Table 3.14. Results on the ImageCLEF photo dataset using up to 5 iterations of relevance feedback
method P0(20) P1(20) P2(20) P3(20) P4(20) P5(20)
CC 0.22 0.46 0.58 0.64 0.70 0.73
CC weighted 0.22 0.47 0.60 0.69 0.73 0.73
RS 0.26 0.45 0.54 0.59 0.63 0.65
RS weighted 0.26 0.45 0.55 0.59 0.65 0.65
Rocchio 0.18 0.27 0.30 0.32 0.32 0.32
Rocchio Weighted 0.18 0.28 0.35 0.45 0.48 0.48
QS 0.27 0.47 0.58 0.67 0.70 0.74
QSweighted 0.27 0.48 0.62 0.70 0.73 0.74
3.17.4 Relevance Feedback on the Flickr Tasks
For each query the precision of the first 20 images retrieved by Flickr has been measured. Table 3.5 also
shows the precision that Flickr’s keyword search obtained for each query.
Based on the ranking obtained from Flickr’s keyword search, we performed five iterations of content-
based relevance feedback using an 512-bin RGB colour histogram and a Tamura texture histogram com-
pared using L1 distance and weighted L1 distance respectively.
An overview of the results from the evaluation is given in Table 3.15 and Figure 3.26 and again, the
results are consistent with the previous experiments. Additionally to the experiments in our own FIRE
image retrieval system, here we performed all experiments using the GIFT system, which uses Rocchio’s
relevance feedback technique with sparse image descriptors.
Clearly the QS method obtains the best results in each feedback iteration. Interestingly, the combination-
of-classifiers-method suffers from a relative degradation when many iterations of feedback are performed.
Probably, this effect can be reduced by varying the weight α to reduce the impact of the strongly increasing
amount of non-relevant images considered compared to the slightly growing amount of relevant images.
As expected RS and QS obtain similar results, because the are closely related. Regarding to the Rocchio-
based techniques, it is interesting to note that despite of its bad behaviour on the dense histograms
extracted for FIRE, it performs much better on the sparse features used in GIFT. However, the GIFT
system is still far of the best results.
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Figure 3.25. Results on the ImageCLEF database using relevance feedback.
Table 3.15. Precision of the different methods over five feedback iterations on the Flickr database.
method P1 P2 P3 P4 P5
CC 0.43 0.58 0.65 0.67 0.68
CC weighted 0.43 0.59 0.65 0.67 0.68
RS 0.39 0.51 0.59 0.65 0.72
RS weighted 0.39 0.53 0.60 0.65 0.74
Rocchio 0.31 0.35 0.38 0.38 0.38
Rocchio weighted 0.33 0.36 0.38 0.39 0.43
QS 0.43 0.60 0.70 0.77 0.81
QS weighted 0.46 0.62 0.72 0.80 0.83
GIFT 0.42 0.51 0.56 0.60 0.62
3.18 Results for the Parallelisation of our CBIR system
The object-oriented programming paradigm as employed in the FIRE C++ code simplified the paral-
lelisation of both levels. Though the code was not designed with parallelism in mind, the data type
encapsulation originating from the mathematical model of the image retrieval task prevents unintended
data dependencies and supports the data dependency analysis as well. In addition, we observed a positive
impact on the data locality for non-uniform memory architecture (NUMA), as for example the AMD
Opteron based systems.
We evaluated the performance of our parallelisation on two architectures with different characteristics
which are both available in the RWTH compute cluster at the Centre for Computing and Communication40.
The Sun Fire E6900 servers consist of 24 dual-core UltraSPARC-IV processors running at 1.2 GHz clock
speed with a total of 96 GB of RAM. The dual-core processors are treated as two completely independent
processors by the Solaris 9 operating system. Therefore, from the user perspective, the Sun Fire E6900
systems have 48 processors.
Furthermore, two different types of Sun Fire V40z machines were used. They have 4 AMD Opteron 875
dual-core processors and 16GB of RAM or 4 AMD 848 processors and 8GB of RAM, respectively. These
processors have 2.2GHz clock speed. The dual-core machines are running the Solaris 10 operating system
that treats the cores as individual processors and the single-core machines have Linux 2.6 as operating
system.
40http://www.rz.rwth-aachen.de/computing/info/sun/primer/
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Figure 3.26. Average results of the different relevance feedback techniques on the Flickr tasks.
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Figure 3.27. Speedup and efficiency for image retrieval on a SF E6900 system depending on the number of threads.
While the Sun Fire E6900 systems provide a flat memory model, the Sun Fire V40z systems have a
NUMA architecture where data locality is important. On the Solaris systems we used the Sun C++
Studio 10 compiler, on the Linux systems we used the Intel C++ 9.0 compiler, as these both proved to
deliver the best serial performance with the FIRE code.
The effect on the retrieval speed can be seen in Figure 3.27 for the UltraSPARC-IV machines and
in Figure 3.28 for the Opteron machines with Solaris. The figures show the speedup and the efficiency
depending on the number of threads used. The speedup is TpT1 where Tp denotes the runtime of the parallel
program using p threads. The efficiency is the speedup divided by the number of processors used. In
both cases, the speedup is nearly optimal: using n processors, the runtime is nearly reduced by a factor of
n. From the graphs it can be seen that combining (nesting) the two proposed parallelisation techniques
slightly outperforms the use of a single level of parallelisation. The UltraSPARC-IV machines were
intentionally not used with 48 threads in parallel to prevent a performance drop-down due to operating
system effects.
The database used here consists of 9,000 medical radiographs and 100 queries are processed. The images
are compared directly using the IDM [Keysers et al., 2004c]. One image comparison needs approximately
0.012 seconds on the Opteron machines and 0.034 seconds on the UltraSPARC-IV machines, respectively.
For one query, 9,000 image comparison have to be executed and thus, the processing of one query takes
110 seconds for the Opteron machines and 303 seconds for the UltraSPARC-IV machines. Using the
maximal number of threads measured, the processing time for the complete batch reduces from 3 hours
to 23 minutes or 8.5 hours to 12 minutes for the two different systems, respectively.
For all these results it is important to note that the retrieval result is not altered. That is, the results
are the same no matter if parallelisation is used or not.
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Figure 3.28. Speedup and efficiency for image retrieval on a SF V40z system depending on the number of threads.
3.19 Experimental Results for Image Retrieval
After we have presented the results for experiments investigating the impact of different particular com-
ponents of an image retrieval system such as the descriptors and comparison measures, the method of
combining descriptors, or the influence of different models for relevance feedback, we present results where
the complete system is evaluated. Most of the results presented in the following are the outcome of Im-
ageCLEF evaluations, where we participated. Also, some parts of ImageCLEF were organised during the
work that led to this thesis.
3.19.1 ImageCLEF 2004
After ImageCLEF 2003 which offered only a task to retrieve images from a historic photo collection where
the tasks were tailored toward textual information retrieval methods, in ImageCLEF 2004, a medical
image retrieval evaluation was performed which required the use of content-based techniques but allowed
for the incorporation of textual information.
Medical Retrieval Task in ImageCLEF 2004
The Medical Retrieval Task of ImageCLEF 2004 consisted of 26 query images for which similar images
had to be retrieved from the Casimage database, a database of 8,725 medical images from various medical
domains. Along with the images a set of 2,078 text documents describing the medical cases is available,
which were not used in the system. Each of the images belongs to one of the cases, thus several images
may belong to one case.
In ImageCLEF 2004 it was possible to submit results to the medical retrieval task under different
conditions:
• only visual retrieval;
• query expansion textual/visual;
• manual feedback from the first 20 results images visual;
• manual feedback from the first 20 results images visual/textual.
We submitted results to the first three categories using visual information only. We did not make use of
the textual data at all [Deselaers et al., 2005a].
In the ImageCLEF 2004 medical retrieval task we only used a subset of the features described above.
An overview of the features used is given in Table 3.16. The numbers in this table are used throughout
the description of ImageCLEF 2004 to refer to the individual descriptors.
Since no training data was available for this task, the methods presented in Sections 3.9 could not be
applied.
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Table 3.16. Descriptors extracted for the ImageCLEF 2004 evaluation and their associated distance measures.
associated
number feature distance measure
0 32× 32 down scaled version of the image Euclidean
1 32×X down scaled version of the image (keeping aspect ratio) IDM
2 global texture descriptor Euclidean
3 Tamura texture histogram Jeffrey divergence
4 invariant feature histogram with monomial kernel Jeffrey divergence
5 invariant feature histogram with relational kernel Jeffrey divergence
6 binary feature: colour/gray equal/not equal
Figure 3.29. Three example queries with results from the fully automatic medical retrieval task.
Fully Automatic Queries / Only visual retrieval Fully Automatic Query means that the system is given
the query image and has to return a list of the most similar images without any further user interaction.
To this task we submitted 3 runs differing in the feature weightings used. The precise feature weightings
are given in Table 3.17. The table clearly shows that the parameters optimised for this task outperformed
the other parameters and thus that optimising the feature weightings in image retrieval for a given task
improves the results. The feature weightings were chosen on the following basis:
• Use all available features equally weighted. This run can be seen as a baseline and is labelled with
the run-tag i6-111111.
• Use the features in the combination that produces the best results on the IRMA database [Lehmann
et al., 2003a], labelled i6-020500.
• Use the features in a combination which was optimized towards the given task. See This run is
labelled with the run-tag i6-025501.
Three example queries are given in Figure 3.29.
Fully Automatic Queries with Query Expansion This task is similar to the fully automatic task. The
system is given the query image only and can perform the query in two (or more) steps, but without any
user interaction.
1. normal query
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Table 3.17. Different feature weightings and the MAP from the ImageCLEF 2004 evaluation used for the medical
retrieval task for the fully automatic runs.
feature number
run-tag 0 1 2 3 4 5 6 MAP
i6-111111 1 1 1 1 1 1 1 0.2857
i6-020500 0 5 0 2 0 0 0 0.2665
i6-025501 5 5 0 2 1 0 0 0.3407
Table 3.18. Results from the ImageCLEF 2004 evaluation for the experiments with query expansion in comparison
to the fully automatic runs.
run-tag fully automatic with query expansion
i6(qe)-111111 0.2857 0.2495
i6(qe)-020500 0.2665 0.3115
i6(qe)-025501 0.3407 0.3323
Table 3.19. Feature weighting used for the experiments with relevance feedback in the medical retrieval task of
ImageCLEF 2004.
feature number
run-tag 0 1 2 3 4 5 6 MAP
i6-rfb1 10 0 0 2 1 0 0 0.3437
2. query expansion, i.e. use the query image and its first nearest neighbour to re-query the database.
We decided to use this method after we observed that for most query images the best match is a
relevant one. In our opinion this method slightly enhanced the retrieval result, but the results are worse
than the single-pass runs in two of three cases in the ImageCLEF 2004 evaluation. In Table 3.18 the
results for these runs are given in comparison to the fully automatic runs without query expansion. For
these experiments we used the same three settings for the fully automatic runs with and without query
expansion. The fact that the results deteriorate (against our expectation) might be explained by missing
medical relevance of the first query result. Another reason might be that we only looked into the first 20
to 30 results, but for the evaluation the first 1000 results were assessed.
Queries with Relevance Feedback In the runs described in the following relevance feedback was used.
The system was queried with the given query image and a user was presented the 20 most similar images
from the database. The user marked one or more of the images presented as relevant, irrelevant or
neutral. The sets of relevant and irrelevant images were then used to re-query the system as described in
Section 3.11.1. Although in some scenarios several steps of relevance feedback might be useful, here only
one step of query refinement was used.
As user interaction was involved here, a fast system was desirable. To allow for faster retrieval, the
IDM was not used for the comparison of images. The feature weighting used is given in Table 3.19.
The mean average precision of 0.3437 reached here is slightly better than in the best of the fully
automatic runs (0.3407).
Manual selection To find a good set of parameters for this task, we performed some manual experiments.
To be able to compare different parameter sets, we manually created relevance estimates for some of the
images. These relevance estimates were submitted as “human visual system (of a computer scientist)”.
These experiments were carried out as follows:
1. Start with an initial feature weighting.
2. Query the database with all query images using this weighting.
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Table 3.20. The subjective performance of particular features on the medical retrieval task of ImageCLEF 2004.
feature number 0 1 2 3 4 5 6
precision of the first 30 images 0.55 0.44 0.31 0.54 0.40 0.36 0.03
Table 3.21. Effect of various feature combination on precision in the medical retrieval task of ImageCLEF 2004.
feature number precision of the
0 1 2 3 4 5 6 first 30 results
1 1 1 1 1 1 1 0.60
0 5 0 2 0 0 0 0.65
0 5 0 2 2 0 0 0.61
0 10 0 2 2 0 0 0.63
0 5 0 2 0 2 0 0.59
10 0 0 2 2 0 0 0.65
0 10 0 2 0.5 0 0 0.63
5 0 0 2 0 0 0 0.65
0 10 0 2 1 0 0 0.65
5 5 0 2 1 0 0 0.67
10 0 0 2 0.5 0 0 0.65
3. Present the first 30 results for each query image to the user.
4. The user marks all images as either relevant or irrelevant. The system calculates the number of
relevant results in total.
5. Slightly change the weighting and go back to 2.
We performed experiments to assess the quality of particular features, i.e. we used only one feature at a
time (cf. Table 3.20). With this information in mind we started to combine different features. First we
tried to use all features with identical weight at the same time and the setting which proved best on the
IRMA task. Then we modified these settings to improve the results. In this way we could approximately
assess the quality of the results for different settings. We tried 11 different settings in total. The complete
results from these experiments are given in Table 3.21.
Ad-hoc Retrieval Task in ImageCLEF 2004
The Ad-hoc Retrieval Task of ImageCLEF 2004 consisted of 25 queries given as a short textual description
in several languages, a slightly longer textual description in English, and an example image fitting the
query. In our system we only used the 25 example images to query the database. The database is the
St. Andrews Image Collection consisting of approximately 30,000 images.
In the experiments described in the following, the provided example images were used to query the
database. Unfortunately, no other group participated in this track.
Fully Automatic Queries Here, the example images given were used to query the database. Different
feature weightings were used:
1. equal weight for each feature (run-tag i6-111111)
2. two weightings which have proven to work well for general purpose photographs [Deselaers, 2003]
(run-tags i6-010012 and i6-010101).
The exact weightings are given in Table 3.22 together with the results from the ImageCLEF 2004 evalua-
tion.
A look at the query topics clearly showed that CBIR would not be able to deliver satisfactory results
as queries like “Portrait pictures of church ministers by Thomas Rodger” are not processible by image
content only (church ministers do not differ in their appearance from any other person, and it is usually
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Table 3.22. Different feature weightings used for the ad-hoc retrieval task of ImageCLEF 2004 for the fully automatic
runs and the run with relevance feedback.
feature number
run-tag 0 1 2 3 4 5 6 MAP
i6-111111 1 1 1 1 1 1 0 0.0859
i6-010012 0 0 0 1 2 1 0 0.0773
i6-010101 0 1 0 1 1 0 0 0.0859
i6-rfb1 0 0 0 1 1 0 0 0.0839
Figure 3.30. Query results for the bilingual retrieval task for three different queries using only visual information.
not possible to see from an image who made it). The mean average precision values clearly show that
visual information alone is not sufficient to obtain good results, although the results from queries are
visually quite promising as shown in Figure 3.30. Due to the fact that this task was quite futile we did
not focus on this task.
Queries with Relevance Feedback Using the feature weighting given in Table 3.22, i.e. row i6-rfb, we
submitted one run using relevance feedback for this task. No improvement can be seen: A mean average
precision of 0.0839 was measured. This results is even worse than the best of the fully automatic runs.
ImageCLEF 2004: Conclusion
For the medical retrieval task the results of the evaluation (cf. Table 3.23) show that the methods presented
here compare favourably well with the other systems. There are three better systems, however, all of them
used textual information along with the images and thus the better performance is not at all surprising.
For the bilingual retrieval task, the comparison with the other systems seems to show that the textual
information is very important. We used only visual information and thus our MAP values are rather low.
Furthermore, the results in the medical retrieval task show that suitable selection and weighting of the
features used improves the results strongly.
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3.19.2 ImageCLEF 2005
In ImageCLEF 2005 [Clough et al., 2006] the database for the medical retrieval task was strongly enhanced,
in total containing more than 50,000 images from the sub-corpora Casimage, PEIR, HEAL, MIR, and
PathoPic. In addition to using only visual CBIR, we also used a combination with textual information
retrieval as described in Section 3.8.
Medical Retrieval Task in ImageCLEF 2005
For the medical retrieval task we used a subset of the features described in Section 3.4 with different
weightings in combination with text features (cf. Section 3.8). In total we submitted 10 runs which are
briefly described here.
Runs using textual information only:
We submitted two fully automatic runs where only textual information was used. These runs were labelled
En and EnDeFr. In En only the English texts were used, for EnDeFr the English, the German, and the
French texts were used and combined with equal weighting.
Runs using visual information only:
We submitted three fully automatic runs, where only visual information was used. The runs 5000215,
0010003, and 1010111 only differ in the weighting of the image features. The exact weightings can be
seen in Table 3.24. The run labelled 5000215 uses exactly the same setting as our submission to the 2004
ImageCLEF evaluation which had the best score from all 23 submissions in the category “visual features
only, no user interaction”. From the bad score of 0.1, it can be seen that the 2005 tasks differ significantly
from the task of 2004.
Runs using visual and textual information:
We submitted three fully automatic runs and two runs with relevance feedback where textual and visual
information was used. For the run i6-3010210111, the features were combined in exactly the way
described above. For the runs i6-3(1010111-min(111)) and i6-3(3030333)-min(111) before combining
textual and visual features, the minimum of all three text distances was first taken for each image. This
step was introduced to better account for images that have texts in one language only.
The runs i6-vistex-rfb1 and i6-vistex-rfb2 used relevance feedback from the first 20 results of the
automatic run i6-3(1010111-min(111)) and differ only in the user feedback. In both cases the feedback
was given by a computer scientist familiar with the FIRE system but with little background in medicine.
Furthermore, the textual information was not available for the user feedback. Thus, the feedback is based
on visual information only.
Table 3.23. Exemplary results (MAP) from the ImageCLEF 2004 evaluation for the fully automatic runs in the
medical retrieval task.
run-tag MAP
UBMedImTxt01 0.35
kids_run2 0.35
ic_cl04_base 0.35
i6-025501 0.34
i6-qe0255010 0.33
GE_4g_4d_vis 0.32
. . . . . .
mi_combine1 0.27
. . . . . .
enid1run 0.18
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Table 3.24. Overview of the submitted runs for the medical retrieval task and their setup. For each run, the feature
weightings and the achieved MAP with badly chosen ρ and with properly chosen ρ is given. (* as feature weight means
that for all features marked with * the distance was calculated and the minimum among those was chosen, - means
not used, + means that relevance feedback was used).
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X×32 image features - - 1 5 3 3 9 3 1 1 1
32×32 image features - - 1 0 0 0 0 3 1 1 1
colour histograms - - 1 0 1 1 9 3 1 1 1
tamura features - - 1 2 0 2 9 3 1 1 1
invariant feat. histo. - - 1 1 0 1 9 3 1 1 1
English text 1 * - - - 1 * * 2 * *
German text 0 * - - - 1 * * 0 * *
French text 0 * - - - 1 * * 0 * *
relevance feedback - - - - - - - - - + +
score w/ wrong ρ 0.21 0.05 0.07 0.06 0.05 0.07 0.07 0.06 - 0.09 0.08
score w/ properly chosen ρ 0.21 0.15 0.22 0.20 0.25
Table 3.24 shows an overview of all runs we submitted for the medical retrieval task. Unfortunately,
we were unable to test our combination of textual- and visual information retrieval in advance of the
competition, which led to a very unlucky choice of ρ in Eq. (3.20). As a result, any combination with
textual information retrieval was adversely affected. The results obtained after the evaluation, where
ρ was chosen properly, are significantly improved (Table 3.24). In particular, using English textual
information retrieval only, we could reach a MAP of 0.25 which would have achieved third ranking in the
2005 ImageCLEF evaluation in the category “textual and visual information, no relevance feedback”.
In total, 13 groups participated in the evaluation. The best results were obtained by runs using only
textual information retrieval techniqus, and our purely English run was ranked third in this category, with
runs from the IPAL group from Singapore being slightly better. A comparison of the purely visual runs
is difficult because of the overall rather bad results and all results being very similar. Interestingly, no
group was able to combine visual and textual retrieval to obtain improvements over the purely textual
runs, which hints at the fact that the queries formulated for this task really require text and are hardly
solvable using only visual cues. However, our visual runs are all ranked in the top third of the visual,
fully automatic submissions. Unfortunately, we were unable to achieve any improvement using relevance
feedback. These results can probably be explained by our lack of medical expertise when judging the
retrieved images.
3.19.3 ImageCLEF 2006
In ImageCLEF 2006, the retrieval from historic photo collections was replaced by a photo retrieval task
from a database of vacation images, which were annotated in two languages (English and German). The
database used for the medical retrieval task was again enlarged. In 2006, the medical retrieval task for
the first time allowed to use the queries from the preceding year as training data.
Medical Retrieval Task in ImageCLEF 2006
We submitted nine runs to the medical retrieval task [Mu¨ller et al., 2007], one of these using only text,
three using only visual information, and five using visual and textual information. For one of the combined
runs we used the maximum entropy training method. To determine the weights, we used the queries and
their qrels from last year’s medical retrieval task as training data. Table 3.25 gives an overview of the
runs we submitted to the medical retrieval task and the results obtained.
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Table 3.25. Summary of our runs submitted to the medical retrieval task. The numbers give the weights (empty
means 0) of the features in the experiments and the columns denote: En: English text, Fr : French text, Ge: German
text, CH: colour histogram, GH: gray histogram, GTF : global texture feature, IH: invariant feature histogram, TH:
Tamura Texture Feature histogram, TN: 32x32 thumbnail, PH: patch histogram. The first group of experiments
uses only textual information, the second group uses only visual information, the third group uses textual and visual
information, and the last group both types of information and the weights are trained using the maximum entropy
approach. The last column gives the results of the evaluation. The last three lines are unsubmitted runs that were
performed after the evaluation ended.
run-tag En Fr Ge CH GH GTF IFH TH TN PH MAP
En 1 0.15
SimpleUni 1 1 1 1 1 1 0.05
Patch 1 0.04
IfhTamThu 2 2 1 0.05
EnIfhTamThu 1 2 2 1 0.09
EnFrGeIfhTamThu 2 1 1 2 2 1 0.13
EnFrGePatches 2 1 1 1 0.17
EnFrGePatches2 2 1 1 2 0.16
ME [500 iter.] * * * * * * * * * 0 0.07
ME [5,000 iter.] * * * * * * * * * 0 0.15
ME [10,000 iter.] * * * * * * * * * 0 0.18
ME [20,000 iter.] * * * * * * * * * 0 0.18
In Figure 3.31 the trained feature weights are visualised after different numbers of maximum entropy
training iterations. It can clearly be seen that after 500 iterations the weights hardly differ from uniform
weighting and that thus not enough training iterations were performed. After 5,000 iterations, there is a
clear gain in performance (cf. Table 3.25) and the weights are not uniform any more. For example, the
weight for feature 1 (English text) has the highest weight. With more iterations, the differences between
the particular weights become bigger; after 10.000 iterations no additional gain in performance is yielded
anymore.
Photo Retrieval Task in ImageCLEF 2006
For the photo- and the ad-hoc retrieval task the newly created IAPR TC-12 database [Grubinger et al.,
2006] was used, which currently consists of 20,000 general photographs, mainly from a vacation domain.
For each of the images a German and an English description exists. The tasks are described in detail in
[Clough et al., 2007].
Two tasks were defined on this dataset: An ad-hoc task of 60 queries of different semantic and syntactic
difficulty, and a photo task of 30 queries, which was based on a subset aiming to investigate the possibilities
of purely visual retrieval. Therefore, some semantic constraints were removed from the queries. All queries
were formulated by a short textual description and three positive example images.
Due to short time, we were unable to tune any parameters and just chose to submit two purely visual,
full-automatic runs to these tasks.
In Table 3.26 we summarise the outcomes of the two tasks using the IAPR TC-12 database. The
overall MAP values are rather low but the combination of invariant feature histograms and Tamura
texture features clearly outperforms all competing methods.
For the runs entitled IFHTAM, we used a combination of invariant feature histograms and Tamura texture
histograms. Both histograms are combined by Jeffrey divergence and the invariant feature histograms are
weighted by a factor of 2. This combination has been seen to be a very effective combination of features
for databases of general photographs like for example the Corel database [Deselaers et al., 2004a]. For
the runs entitled PatchHisto we used histograms of vector-quantised image patches with 2048 bins.
All runs we submitted were top-ranked in the category “visual retrieval, no user interaction”. A detailed
analysis of the results is given in [Clough et al., 2007].
Since no training data was available for this task, we could not apply the weight learning method here.
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Figure 3.31. Trained weights for the medical retrieval task after different numbers of iterations in the maximum
entropy training. On the x-axis, the features are given in the same order as in Table 3.25 and on the y-axis λ⊕i - λ	i
is given.
3.19.4 ImageCLEF 2007
In ImageCLEF 2007, we again participated in the photo retrieval task and in the medical retrieval task.
In both tasks, the queries and qrels of the former years could be used for training and thus it was possible
to use the discriminative feature combination schemes described in Section 3.9.
Medical Retrieval Task in ImageCLEF 2007
We submitted a total of ten runs to the medical retrieval task, five using textual and visual information
jointly and five using only visual information. Three of the five runs use feature weights that were trained
using the maximum entropy method [Deselaers et al., 2007d] and the other two runs use an empirically
determined set of parameters. The trained runs use the topic of 2005, 2006, and 2005 & 2006 jointly
respectively to determine the optimal feature weighting.
Table 3.26. Results from the ImageCLEF 2007 Ad-Hoc and the Photo task.
(a): Results from the ad-hoc retrieval
task with 60 queries in the category “vi-
sual only, full automatic, no user inter-
action”.
task run-tag map rank
RWTHi6 IFHTAM 0.06 1
RWTHi6 PatchHisto 0.05 2
CEA mPHic 0.05 3
CEA 2mPHit 0.04 4
IPAL LSA 0.03 5
IPAL MF 0.02 6
(b): Results from the photo retrieval
task with 30 queries. All submissions
to this task were submitted as full auto-
matic, visual only submissions without
user feedback.
task run-tag map rank
RWTHi6 IFHTAM 0.11 1
RWTHi6 PatchHisto 0.08 2
IPAL LSA3 0.07 3
IPAL LSA2 0.06 5
IPAL LSA1 0.06 4
IPAL MF 0.04 6
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Table 3.27. Overview of the submissions to the ImageCLEF 2007 medical retrieval task.
run id w/ text. inf. trained on MAP
FIRE-NT-emp no - 0.0284
FIRE-NT-emp2 no - 0.0280
FIRE-ME-nt-tr05 no 2005 0.1473
FIRE-ME-nt-tr06 no 2006 0.2227
FIRE-ME-nt-tr0506 no 2005&2006 0.2328
FIRE-emp yes - 0.2457
FIRE-emp2 yes - 0.2537
FIRE-ME-tr05 yes 2005 0.2922
FIRE-ME-tr06 yes 2006 0.3022
FIRE-ME-tr0506 yes 2005&2006 0.3044
Table 3.27 gives an overview of our submissions to the ImageCLEF 2007 medical retrieval task. For all
of these experiments the following image descriptors were used:
• image thumbnails of 32×32 pixels
• image thumbnails of 16×16 pixels reduced to 16 colours (which is very similar to the MPEG colour
layout descriptor [Sikora, 2001])
• colour histograms in RGB space with 512 bins
• global texture features (Section 3.4.4)
• monomial invariant feature histograms (Section 3.4.6)
• relational invariant feature histograms (Section 3.4.6)
• Tamura texture histograms (Section 3.4.3)
The textual information was included into the experiments as described in Section 3.8 [Deselaers et al.,
2006b]. We used one textual information retrieval system using only the English texts. These features were
extracted for all images and then the feature weights were trained according to Section 3.9.1 [Deselaers
et al., 2007d].
Again, it can be seen that the incorporation of textual information increases the retrieval precision
dramatically. Maximum entropy training with the 2006 queries is generally better than with the 2005
queries which is probably due to the greater similarity with the queries of this year. Combining both
yields an even higher precision.
Comparing these results with other results from the literature, it can clearly be seen that the training
of the weights is very helpful. Indeed, the discriminatively trained purely visual runs clearly outperform
all other purely visual runs. The best visual run from another group has an MAP of 0.0333 compared to
0.2328 of our best run which was trained on all queries from 2005 and 2006. This very good performance
is most probably due to a very high similarity between the 2006 and 2007 queries.
It is possible to obtain an additional performance boost by adding textual information. However, other
groups, which are specialised in textual information retrieval obtain better performance here. The best
run using only textual information has an MAP of 0.39, no combined run could outperform this value.
Photo Retrieval Task in ImageCLEF 2007
The ImageCLEF 2007 photographic retrieval task is described in [Grubinger et al., 2007] and the database
used is described in [Grubinger et al., 2006], here we describe the methods that we applied in the runs we
submitted.
We submitted a total of nine runs to the photographic retrieval task, five using textual and visual
information jointly and four runs using only visual information, furthermore, we provided a visual baseline
run to all participants of ImageCLEF shortly after the queries were released.
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Table 3.28. Overview of our submitted results, competing submissions, and improvements presented in this work.
“emp” denotes empirically determined weights, “ME” denotes maximum-entropy(logistic) scoring, and “SVM” denotes
support vector scoring
submission with text. MAP comment
average-NT no 0.07 with query expansion
RWTH-FIRE-NT-emp no 0.08
RWTH-FIRE-ME-NT-20000 no 0.11
best-NT no 0.19 with query expansion
average(monolingual English) yes 0.14 with query expansion
RWTH-FIRE-emp yes 0.20
RWTH-FIRE-ME-500 yes 0.20
best(monolingual English) yes 0.32 with query expansion
SVM-rbf-NT-withsift yes 0.13 this work
FIRE-emp-withsift yes 0.20 this work
SVM-linear yes 0.21 this work
SVM-rbf yes 0.25 this work
In addition to the runs that we submitted to the official evaluation, here we present some additional
experiments using the SVM method to fuse descriptors (Section 3.9.2) and using local feature histograms
of SIFT descriptors.
For these experiments we used the following image descriptors:
• sparse patch histograms (Section 3.4.7)
• clustered patch histograms (Section 3.4.7)
• local & global colour descriptors from GIFT [Squire et al., 1999]
• local & global colour descriptors from GIFT [Squire et al., 1999]
• global texture features (Section 3.4.4)
• monomial invariant feature histograms (Section 3.4.6)
• relational invariant feature histograms (Section 3.4.6)
• Tamura texture histograms (Section 3.4.3)
• image thumbnails of 32x32 pixels (Section 3.4.1)
• RGB colour histograms with 512 bins (Section 3.4.2)
Furthermore, the textual information was available to the retriever in the same manner as described in
Section 3.8 [Deselaers et al., 2006b] and also with a pure cosine-matching similarity measure. These
features were extracted for all images and then the feature weights were trained according to Section 3.9.
As can be seen in Table 3.28, textual information greatly helps to achieve a much more precise retrieval
result, which was expected. In the visual-only runs, maximum entropy training also clearly helps to
improve the precision. Nevertheless, none of the tuned visual-only runs achieves the precision of our
baseline runs, which is probably due to overfitting.
The SVM scoring approach presented in Section 3.9.2 helped increase the MAP of our submissions by
up to 25% relative. Even using linear kernels for the SVM, the performance increases compared to the
logistic approach. The best results were achieved using an RBF-kernel with parameters estimated on the
queries of the 2006 photographic retrieval task, which were used as development data. An overview of the
results using the different scoring approaches is given in Table 3.29(b) which compares the unweighted
baseline to hand-tuned linear weights, logistic scoring and SVM-scoring.
From these results, it can be seen that using the additional SIFT histograms, a rather small but
consistent performance improvement can be obtained.
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Table 3.29. (a) Performance using clustered SIFT histograms with different numbers of clusters. (b) Different feature
combination strategies compared.
(a)
number of clusters map
colour histogram 0.022
256 0.03
512 0.04
1024 0.05
2048 0.04
(b)
scoring train(2006) test(2007)
emp 0.16 0.20
ME 0.15 0.20
SVM-linear 0.16 0.21
SVM-rbf 0.21 0.25
Table 3.30. Performance increase using SIFT features in combination with other visual features and in combination
with other visual features and text.
features used unweighted emp ME SVM-rbf
no text baseline 0.08 0.10 0.11 0.13
+sift 0.09 0.11 0.11 0.13
with text baseline 0.13 0.19 0.20 0.25
+sift 0.13 0.20 0.20 0.24
3.20 Summary and Conclusion
In this chapter we have discussed various topics of image retrieval. First we gave an overview on the state-
of-the-art in CBIR and a description of different paradigms to image retrieval. We presented a description
of a large variety of different descriptors for image retrieval, a method to determine the correlations between
these, and a method to analyse the perceptual properties of image retrieval descriptors. Furthermore,
we discussed possibilities to combine content-based and text-based image retrieval, training methods for
discriminatively tuning the weights for image retrieval, and different strategies to incorporate user feedback
into the retrieval process. We presented a variety of different publicly available benchmark databases for
image retrieval and we present also various measures to compare the performance of different image
retrieval systems. Experimental results are presented comparing the performance of different descriptors,
analysing the perceptual properties of a subset of the presented descriptors, comparing different approaches
to relevance feedback, and results from various evaluation campaigns.
3.20.1 Features
We have discussed a large variety of features for image retrieval and a setup of five freely available
databases that can be used to quantitatively compare these features. From the experiments conducted, it
can be deduced which features perform well on which kind of task and which do not. In contrast to other
works, we consider tasks from different domains jointly and directly compare and analyse which features
are suitable for which task.
Which Features are Suitable for which Task in CBIR? The main question addressed in this work, which
features are suitable for which task in image retrieval, has been thoroughly investigated:
One clear finding is that colour histograms, often cited as a baseline in CBIR, clearly are a surprisingly
good baseline for general colour photographs. However, approaches using local image descriptors outper-
form colour histograms in various tasks but usually at higher computational costs. If the images are from
a restricted domain, as they are in the IRMA and in the ZuBuD task, other methods should be considered
as a baseline, e.g. a simple nearest neighbour classifier using thumbnails of the images.
Furthermore, it has been shown that, despite more than 30 years in research on texture descriptors,
still none of the texture features presented can convey a complete description of the texture properties of
an image. Therefore a combination of different texture features will usually lead to best results.
It should be noted that for specialised tasks, such as finding images that show certain objects, today
better methods exist that can learn models of particular objects from a set of training data. However,
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these approaches are computationally far more expensive and always require relatively large amounts of
training data.
Although the selection of features tested was not completely exhaustive, the selection was wide and the
methods presented can easily be applied to other features to compare them to the features presented here.
On the one hand, the presented descriptors were selected such that features presented many years ago,
e.g. colour histograms [Swain and Ballard, 1991], Tamura texture features [Tamura et al., 1978], Gabor
features, and spatial autocorrelation features [Haralick et al., 1973], as well as very recent features such
as SIFT descriptors [Lowe, 2004] and patches [Deselaers et al., 2005b] were compared. On the other hand,
the features were selected such that descriptors accounting for colour, texture, and (partly) shape, as
well as local and global descriptors were covered. We also included a subset of the standardised MPEG-7
features.
All features have been thoroughly examined experimentally on a set of five databases. All of these
databases are freely available and pointers to their location are given in this work. This allows researchers
to compare the findings from this work with other features that were not covered here or which will be
presented in future. The databases chosen are representative for four different tasks in which CBIR plays
an important role.
Which features are correlated and how can features be combined? We conducted a correlation analysis
of the features considered, showing which features have similar properties and which do not. The outcomes
of this method can be used as an intuitive help to finding suitable combinations of features for certain
tasks. In contrast to other methods for feature combination, the method presented here does not rely on
training data/relevance judgements to find a suitable set of features. In particular, it will tell you which
features are not worth combining because they produce correlated distance results. The method is not a
fully automatic feature selection method but the process of selecting features is demonstrated for one of
the tasks with promising results. However, the focus of this chapter is not to combine several features as
this would exceed the scope and a variety of known methods have covered this aspect, e.g. [Heesch and
Ru¨ger, 2002, Kittler, 1998, Yavlinski et al., 2004].
Another conclusion we have drawn from our investigations regarding descriptors is that the intuitive
assumption that classification of images and CBIR are strongly connected is justified. Both tasks are
strongly related to the concept of similarity, which can be measured best if suitable features are available.
In this chapter, we have evaluated this assumption quantitatively by considering four different domains
and analysing the classification error rate for classification and the mean average precision for CBIR. It
was shown empirically that features that perform well for classification also perform well for CBIR and vice
versa. This strong connection allows us to take advantage of knowledge obtained in either classification or
CBIR for the other respective task. For example, in the medical domain much research has been done to
classify whether an image shows a pathological case or not, hence it is likely that some of the knowledge
obtained in these studies can be transfered to the CBIR domain to help retrieving images from a picture
archiving system.
Implications of the Perceptual Properties of Different Descriptors. We gave an analysis which features
lead to distance metrics similar to human similarity judgements and we presented an easy technique
that allows to find a feature combination which best resembles the human judgements. In order to
achieve this, we collected and analysed human similarity judgement data from three studies, involving
130 images and 180 participants, using free-sorting (two studies) and magnitude estimation (one study).
Human similarity judgement data were aggregated into dissimilarity matrices, using various data summary
techniques, and the correlation with dissimilarity matrices obtained from eight different visual descriptors
was analysed. The final analysis through the test of Mantel [1967] revealed that most of the visual features
had moderate positive correlations with human perceived similarity, as evidenced by the statistically
significant standardised Mantel statistic values, r-values, for correlations between the majorities of the
relevant pairs of dissimilarity matrices.
The fact that these results were obtained in three separate studies suggests that they may not be due
to chance and we can safely conclude that there is a reasonable degree of correspondence between the
feature and perceptual spaces of collections of images and more so when combinations of visual features
are considered to represent and index images. Although we recognise that image perception will be
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influenced by such factors as context, the content of an image collection itself and a users task, the results
of more general (or context-free) studies are required to understand the nature of image perception in
task-independent situations (such as a general image search on the web). There is sufficient evidence
to suggest that current CBIR systems and the various techniques they utilize have come a long way in
bridging the feature and perceptual gap when it comes to image features and visualization
The experiments regarding the perceptual properties of different image descriptors could only be per-
formed on small datasets as human judgements are only available for these and it is infeasible to have a
sufficiently large number of people judge large numbers of images. This investigations were performed on
a total of 130 images from two different datasets: two random samples of 50 images from the “people”
subset of a stock photographic collection for Studies 1 and 2 and a random sample of 30 general images
for Study 3. Although smaller than the collections commonly used in image retrieval, we were limited by
the amount of time it would take human participants to sort the images. Larger sample sizes, although
arguably preferable, could have introduced fatigue and affected the reliability of the data. We acknowl-
edge that the use of people images could have affected the results of Studies 1 and 2, and the images and
the method for assessing similarity used was different for Study 3.
In order to address the limitations of our investigations on perceptual properties, future research could
look into methods and means to study the nature of the feature and perceptual space gap. The possible
areas of focus are as follows: (a) applying the same methodology to different sets of images to validate
initial findings, (b) finding better ways to combine features, the quantitative evaluation of the feature
combinations for large-scale CBIR experiments, and (c) investigation into whether it is possible to directly
extract features that resemble human perception.
3.20.2 Parallelisation, a Recipe for Success in the Future?
We extended our CBIR system toward using shared-memory based parallelisation techniques. Using
OpenMP the performance increase is nearly linear in the number of the processors used with minimal
modifications to the source code, thus not impacting either the algorithmic structure or the portability of
the code. It is clearly shown that shared-memory parallelization is a suitable way to substantially speed
up applications in computer vision.
Experimental results with the FIRE code on an 8-processor Opteron Sun Fire V40z and a 48-processor
UltraSPARC-IV Sun Fire E6900 show almost perfect speed-up. The use of shared-memory parallelism is
becoming also more and more important, as recent architectures such as the Sun Fire T200041, which has
8 processors, each capable of executing 4 threads, on shared memory in a 1-unit rack (‘pizza-box’) form
factor, are likely to be available before not too long with substantial floating point capabilities.
With these expected future developments in the computing industry and the results presented it is
most probable that methods that currently cannot be used interactively due to their high computational
demands might be applicable for interactive use in the not too far future.
Further speed-up can likely be obtained using methods like pre-filtering results and has also been
investigated in the context of this work [Forster and Deselaers, 2007].
3.20.3 Performance Measures – Does it Really Make a Difference How to Judge
the Benchmark?
We analyzed different performance measures for CBIR. In particular, we analysed the ER and MAP but
also included a lot of other measures in a smaller set of experiments. The outcome of these experiments
is that most of the measures are very strongly correlated and thus it does not make a very big difference
which of the measures is chosen, i.e. in principle any of the measures can be chosen since all other measures
behave similarly. To analyse this behaviour in more detail, we focused most of the experiments on the
ER, which is a very precision oriented measure, and on MAP which is a rather recall oriented measure.
3.20.4 Relevance Feedback – Users Make the Difference
The experiments with the different methods of incorporating relevance feedback have most clearly shown
that the particular relevance feedback scheme is not as important as the fact that there is a user in the
41http://www.rz.rwth-aachen.de/computing/hpc/hw/niagara.php
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loop. All of the relevance feedback schemes are able to improve the results significantly with just a few
iterations of user feedback.
We have shown that techniques which consider the distribution of images in the data set outperform
other methods, and that even the old Rocchio method in combination with sparse, text-alike features can
lead to reasonable performance.
Furthermore, we have used a distance learning scheme to fine-tune the weights of distance functions in
an image retrieval system can lead to small, but very consistent improvements over all relevance feedback
schemes.
3.20.5 Putting it All Together – Systems
We have used our image retrieval system FIRE in various ImageCLEF evaluations and have obtained very
good results in many of these. In particular we could obtain a very good result in the ImageCLEF 2007
evaluation where the advantages of feature-weight learning using the queries from the previous year could
be used as training data.
The combination with our Smart-2-based text retrieval system has always led to significant improve-
ments, which shows that every available information cue should be used to allow for effective image
retrieval. In addition to the full-text search engine, FIRE can also use meta data information, which can
be a very important feature in medical image databases.
Using the parallelisation and filtering techniques available in FIRE, our image retrieval techniques can
be used interactively even with large image collections and relatively large descriptors.
3.20.6 Future Work
Future work in CBIR certainly includes finding new and better image descriptors and methods to combine
these appropriately. Furthermore, the achievements in object detection and recognition (cf. Section 4)
will certainly find their way into the CBIR domain and a shift towards methods that automatically learn
about the semantics of images is imaginable. First steps into this direction can be seen in [Nowak and
Jurie, 2007], where a method is presented that learns how to compare never-seen objects and presents
an image similarity measure which works on the object level. Methods for automatic image annotation
are also related to CBIR and the automatic generation of textual labels for images allows to use textual
information retrieval techniques to retrieve images. Another direction of research is to not only deliver
relevant results but results which are relevant and diverse such as commonly required in recommendation
engines [Deselaers et al., 2009].
Many of the approaches presented here can similarly be applied to video retrieval and the quickly
growing demand for video indexing due to the great success of video sharing sites such as YouTube will
probably lead to a strong demand for smart search techniques. YouTube’s Content-ID42 service already
uses content-based techniques to identify certain videos so that companies can track or block usage of
their copyrighted material on YouTube.
42http://www.youtube.com/t/contentid
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Object Detection and Recognition
An important open problem in computer vision is the learning and recognition of objects in cluttered
scenes. In general, it is divided into
verification, the task of determining whether a certain image contains a particular object of interest;
image level classification, the task of determining whether at least one object of a certain type is con-
tained in an image;
detection, the task of finding the locations in images where objects of a certain category appear;
identification, the task of determining whether a certain object in an image is a particular instance;
scene and context classification, the task of applying a label describing the whole scene depicted in an
image.
For detection, the localisation can e.g. be given as a bounding box or as a pixe-wise segmentation
All these tasks are strongly related and may be addressed using similar techniques. In general, it is
estimated that it is necessary to learn about 10,000 to 70,000 object classes for a general purpose system.
Applications for solutions to these tasks for example include computational photography where an intel-
ligent camera might help to find the most important regions of an image for auto-focus, assisted driving
where a car automatically detects and avoids obstacles while driving, or improved online search of images
where the search engine can consider the content of the images (as also described in Chapter 3).
Problems that have to be addressed when trying to solve these tasks are mainly related to visual
variability of the objects. The most common causes of variability are:
Scale and shape: can vary strongly depending on the distance to the object and the viewpoint.
Occlusion: objects in images may be occluded by other objects and effectively being partly hidden from
view.
Lighting: depending on the lighting conditions, colours are depicted differently.
Background clutter: in contrast to objects in front of a homogeneous background, objects are depicted
in their natural environment among other objects and it might be difficult to determine which part
of the image depicts the object of interest and which parts depict background clutter. This issue
might be even more complicated for partly transparent objects or objects with gaps (e.g. windows,
glasses, or bicycles).
Deformation: certain objects can undergo strongly varying shapes even under identical viewpoints such
as persons who can be ‘deformed ’ due to movements of the arms and legs.
Thus, the ideal object detection and recognition system is invariant with respect to all these variabilities.
In this chapter we will mainly discuss object recognition and scene classification tasks and approaches
to these. We consider approaches addressing the other tasks in the discussion of the related work.
The remainder of this chapter is structured as follows: in Section 4.1, we describe the state of the art
in object recognition and detection by analysing proposed methods according to five axes. In Section 4.2,
we describe the features and the extraction that we are using in the presented models. In Sections 4.3-
4.10, we describe different models for object recognition. Finally, we present results from experimental
evaluation, including various official evaluation campaigns, in Section 4.13 and conclude this chapter in
Section 4.14.
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4.1 State of the Art in Object Detection and Recognition
Different approaches to address the problems outlined above have been described in the literature. One
promising approach assumes that the objects to be learnt and recognised consist of a collection of parts.
This assumption has some immediate advantages:
• It is possible that different objects share some of the parts. Thus, a learning algorithm could learn
about parts of one object by observing instances of another object.
• Changes in the geometrical relation between image parts can be modelled to be flexible or even to
be ignored and the algorithm can focus on those image parts that are most important to recognise
the object.
• It is also evident that this approach is able to handle occlusions. If parts of an object are occluded
in an image, the remaining visible parts may still be used to recognise the object and to learn about
the appearance of this object from this instance.
The few papers following other approaches try to model the objects holistically. For example, Frey and
Jojic [2003] propose to create a transformation invariant system using the EM algorithm, Keysers et al.
[2003b] and Keysers et al. [2003b], Motter [2001] follow a similar approach where a Gaussian mixture is
trained to model object classes by incorporating different invariant distances. Earlier approaches include
the Eigenface detection and recognition method proposed by Turk and Pentland [1991], where faces are
modelled using their principal or discriminant components [Belhumeur et al., 1996]. Brunelli and Poggio
[1993] compare a template-based and a local-feature-based face recognition system, where the template-
based system clearly outperforms the other one. Similar techniques have also been applied in the domain
of OCR, where e.g. Simard et al. [1999] use neural networks to learn the appearance of handwritten
digits, Amit and Geman [1999] present a model which considers the relationship between small parts of
the objects to be recognised and is learnt from clean data, and Belongie and Malik [2000] describe a
descriptor called shape context which captures the relationship between points on the outline of an object.
Approaches where particular instances of objects are recognised are presented e.g. by Lowe [1999], who
also presents the first version of the popular SIFT features [Lowe, 2004]. A similar approach is used by
Brown and Lowe [2003], where a local-feature-based approach is used to identify matching points in images
for later stitching of panoramic images. Mahamud et al. [2001] present a method for object recognition
using a boosted cascade of discriminants. Ferrari et al. [2004] present an approach to detect and locate
instances of a particular object by fusing the knowledge from various viewpoints. A similar approach was
presented by Rothganger et al. [2003] and by Moreels and Perona [2005].
An excellent review of many methods which are commonly applied is given by Fei Fei et al. [2007].
As described above, most recent approaches to the object recognition tasks use local image descriptors
of some kind, and in the following we will shortly describe some approaches from the literature. The main
axes to distinguish the approaches are
• the way how visual information from the image is represented for the model (cf. Section 4.1.1),
• the representation of the object/object categories in the model (cf. Section 4.1.2),
• how the parameters of the model are trained from the training data (cf. Section 4.1.3),
• what type of training data is necessary for learning the parameters (cf. Section 4.1.4),
• and how the model is used to recognise objects in the images (cf. Section 4.1.5).
These points are discussed in the following sections.
4.1.1 Visual Descriptors
Visual descriptors are an important part of an object recognition system because they are the first step and
if descriptors that lose too much information are chosen the whole method might be doomed. Another
choice, closely related to the descriptor itself, is where features are extracted. Since we are mainly
concerned with local image descriptors here, the locations where the descriptors are extracted are also
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important and the main difference is whether features are extracted sparsely, i.e. only relatively few
features are extracted at interest points and possibly large areas of the images remain uncaptured, or
whether the features are extracted densely, i.e. features are extracted for each (possibly including light
subsampling) position in the image. Nowak and Jurie [2007] present a comparison of different sampling
strategies for feature extraction and come to the conclusion that the exact positions are not as important
as the pure number of features and, thus, suggest a rather dense feature extraction.
Examples for dense feature extraction are given e.g. by Schiele and Crowley [2000] who extract various
features densely and propose different methods to use these for classification, Bosch et al. [2006], where
SIFT features are extracted densely and in [Deselaers et al., 2006a], histograms of densely sampled patches
are created. More details to this method are given in Section 4.5.
Probably the most commonly used features today are the SIFT features proposed by Lowe [2004].
SIFT features are local features consisting of histograms of gradients and are invariant with respect to
rotation, translation, and image scale. SIFT features are commonly sampled at difference of Gaussians
(DoG)-interest points but e.g. Harris corners are also used frequently [Dorko´, 2006, Harris and Stephens,
1988].
A simplified version of the SIFT descriptors are the PCA-SIFT descriptors which avoid the histograms
and instead directly use the gradients and apply a PCA transformation for dimensionality reduction. Also
similar to SIFT-features are the histograms of oriented gradients proposed by Dalal and Triggs [2005]. Bay
et al. [2006] suggest a speeded-up version of the SIFT descriptors, which they name speeded-up robust
features (SURF).
The simplest, but also frequently used descriptor are patches, i.e. sub-windows, directly taken from the
image, commonly using only gray values but sometimes incorporating colour information [Deselaers et al.,
2005b,c, Hegerath et al., 2006, Leibe and Schiele, 2003a,b].
In [Lepetit et al., 2005], decision trees are used to find key points and descriptors directly from the pixel
values in an efficient manner.
Maximally stable extremal regions (MSER) were proposed by Matas et al. [2002] and find corresponding
blobs in images. Initially, they were proposed to find correspondences between images from two images
with different viewpoints, but are also used in object recognition and matching approaches [Forssen, 2007].
The ‘shape context ’ was proposed by Belongie and Malik [2000] for OCR and was also used for object
recognition [Belongie et al., 2000] by first finding the outline of an object of interest and then describing
the silhouette by the means of histograms of the spatial layout of neighbouring border points.
A new and promising approach to feature extraction is presented by Varma and Ray [2007], who
investigate the tradeoff between the invariances incorporated into a descriptor and its discriminatory
power, since a descriptor which is invariant with respect to ‘everything ’ would not be very useful to
distinguish between ‘anything ’.
Papers comparing the performance of different local descriptors are [Mikolajczyk and Schmid, 2004,
2005, Mikolajczyk et al., 2005].
Only few recent works use global descriptors to capture the image, the most prominent approach to
capture a scene in one single descriptor is probably the Gist descriptor proposed by Oliva and Torralba
[2001] which was recently used to learn very small codes to describe images [Torralba et al., 2008].
4.1.2 Models
The key component of an object recognition or detection system is the underlying model which determines
how the objects are represented internally and a large variety of different models have been presented in
the literature. Here, we give an overview which is not exhaustive but tries to give an idea of the different
directions that were proposed.
A major distinction between different models that were proposed is how position information of the
descriptors is incorporated. One popular approach is to discard the position information completely,
leading to the bag of visual words (BOVW) models. In these, the bag of words (BOW) idea from text
classification and retrieval is applied. Therefore a visual vocabulary is created first and then each image
is represented by a histogram over this vocabulary which is classified. Examples for this approach are
presented in [Dance et al., 2004, Deselaers et al., 2005b, Dorko´ and Schmid, 2005, Holub and Perona,
2005, Li et al., 2005, Perronnin et al., 2006, Sivic and Zisserman, 2003, Weber, 2000, Weber et al., 2000,
Willamowski et al., 2004]. Most of these methods create a visual vocabulary by vector quantisation from
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Figure 4.1. The model proposed by Fischler and Elschlager [1973].
the descriptors of the training data or by subdividing the full feature space using a regular grid and then
discard all information about all extracted features except of their cluster memberships. These cluster
memberships can then be stored in histograms which are often classified using a discriminative classifier
such as SVMs. Some of the approaches based on the object structure (as described next) also use a visual
vocabulary created by this kind of method [Leibe and Schiele, 2004, 2003b, Leibe et al., 2004].
The hard quantisation of the data might be problematic because in many cases this may lead to an
irrecoverable information loss. Philbin et al. [2008] present an analysis of different methods for smooth
histogram assignments and [Boiman et al., 2008] drive this even further and follow a very similar approach
as Paredes et al. [2001] to calculate image to class distances in a nearest neighbour manner which also
leads to excellent results.
Opposed to these approaches are the structural approaches which are created around the idea of mod-
elling the spatial relationships of the individual parts and were proposed by Fischler and Elschlager [1973]
for face recognition first. The proposed model is shown in Figure 4.1. The underlying principle of this
approach is based on the idea that the relationships of the individual parts of an object are crucial for
robust and reliable recognition. The structural approaches all model the locations in one way or the other
along with the appearance. Most of these approaches use a star-like model [Fergus et al., 2005, Leibe
et al., 2004] because the implementation is far more efficient than a fully connected graph among the
individual parts [Fergus et al., 2003]. To keep the number of parts to be modelled reasonable, most of
these approaches use sparsely extracted features and thus discard large parts of the information from the
images. Probably the only approach that uses a rather dense sampling of features in a model of that type
was proposed by Leibe and Schiele [2003b], Leibe et al. [2004]. By construction, most of these approaches
are generative models although some have been extended to incorporate discriminative components [Fritz
et al., 2005]. Agarwal and Roth [2002] propose a similar model with a loose coupling of the parts which
allows for deformation of the structure up to a certain degree. A fully discriminative model which incor-
porates a dense layout was proposed by Winn and Shotton [2006]. A major problem of these approaches
is that they scale relatively bad to large numbers of categories as they rely on distinctive parts to separate
the classes. Furthermore, the number of parts modelled per object class cannot become arbitrary large
as this leads to combinatorial problems when matching extracted descriptors to the parts. The impact of
structural information on the recognition performance is investigated by Crandall et al. [2005].
Another class of algorithms is created around Boosting [Friedman et al., 1998] and was initiated by the
face detection work of Viola and Jones [2004]. Improved versions that can be applied to different object
categories were proposed by Opelt et al. [2006] and by Laptev [2006] on pixel values and by Shotton et al.
[2006] based on randomly sampled textons. Boosting approaches have the advantage that they can be
applied quickly and thus allow for near real-time application and can easily be applied in a sliding window
manner which allows for categorisation and localisation of the objects contained in an image.
Another important point of the model is whether it is a generative (as most of the structural approaches
are) or a discriminative model. Both have been successfully applied to object classification and both have
advantages and disadvantages. For object classification in images nearly all approaches nowadays strongly
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build on the use of local features. Generative approaches such as those presented in [Fergus et al., 2003,
Mikolajczyk et al., 2006] try to find an optimal representation of the original data by keeping as much
information as possible. They can be trained from partly or even unlabelled data and normally allow for
a reconstruction of the most likely prototype for each modelled class. They can be built very robustly.
Discriminative methods, such as those presented in [Belle et al., 2008, Bosch et al., 2007, Moosmann
et al., 2006, Shotton et al., 2006, Viola and Jones, 2004], require fully labelled training data, can be
applied very quickly and often show better recognition accuracy than their generative counterparts. The
biggest problem of many discriminative approaches is that they are prone to overfitting which requires
significant additional effort to be avoided [Bosch et al., 2007, Deselaers et al., 2007a, Yin et al., 2007].
Clearly, both approaches have their advantages and several authors have tried to combine the approaches
to benefit from both. One common approach to join the two worlds is a two stage method as commonly
used in the BOVW methods: using a generative model to create a fixed length representation of the image,
which then is classified using a discriminative technique [Deselaers et al., 2005b, Dorko´ and Schmid, 2005,
Holub and Perona, 2005, Li et al., 2005].
A direct approach to joining the two principles is proposed in [Lasserre et al., 2006] which allows to
seamlessly blend from a fully discriminative model to a fully generative model. In [Grabner et al., 2007], a
discriminative, boosted model is modified to account for reconstruction in addition to the discrimination.
A clear performance boost for noisy data was observed. In [Lin et al., 2006], the opposite approach is
taken, where boosting is performed with Gaussians as weak classifiers. In [Hegerath et al., 2006] a Gaussian
mixture density classifier for patch-based object recognition is presented which in principle is a generative
model but which is refined by discriminatively changing the cluster-weights. The discriminative refinement
of a generative model can for some cases be shown to be identical to directly training a discriminative
model [Lasserre et al., 2006, Minka, 2005] if done properly. The model presented in [Lasserre et al., 2006]
which also resembles a mixture, thus, is a much cleaner way to achieve a similar goal.
Among the discriminative models, SVMs are very popular in many domains since they have very good
performance in many cases and can be applied to many problems in machine learning. Some of the two-
staged generative/discriminative approaches mentioned above use SVMs for the second stage [Dorko´ and
Schmid, 2005] and in [Wallraven et al., 2003] a kernel for direct application to a local feature-based image
representation is presented. SVMs, which do not model a probability distribution, are not open to the
ideas presented in [Lasserre et al., 2006] and can thus not easily be extended to incorporate generative
concepts.
Despite the fact that SVMs are in general among the most successful and best understood methods,
where finding a good set of parameters is relatively easy, in [LeCun et al., 2007], it is observed that in
some cases tuning the parameters of an SVM to obtain optimal performance turns an SVM into “little
more than a glorified template matcher”. This is in accordance with the observation addressed here, that
an SVM (with RBF kernel which is probably the most commonly used kernel) in some cases has a large
portion of the training data as support vectors (SVs) and thus degenerates to a discriminatively weighted
kernel densities classifier. This degeneration can be interpreted as overfitting on the training data.
The classical framework of neural networks has also been used in various approaches, e.g. by LeCun
et al. [1989] for digit recognition, by Rowley et al. [1998] for face recognition, and by Huang and LeCun
[2006] for object recognition.
Opposed to generative and discriminative approaches, some groups use nearest neighbour classifiers.
Paredes et al. [2001] use local sub-windows and an efficient nearest neighbour search for face authentifi-
cation, a similar approach was presented in [Boiman et al., 2008]. Shakhnarovich et al. [2003] propose
several hashing methods allowing for efficient nearest neighbour search, and Berg et al. [2005] propose
a deformation sensitive nearest neighbour search algorithm. Other groups combine discriminative tech-
niques with nearest neighbour search, such as Zhang et al. [2006] who find a set of 50 nearest neighbours
and then train an SVM on these or Mudigonda et al. [2007] who create a max-margin nearest neighbour
classifier for visual category classification.
Some approaches tackle the problem of recognising objects from a different perspective and start with
a segmentation, but instead of using an integrated recognition/segmentation step like Leibe and Schiele
[2003b], the segmentation is done first [Borenstein and Ullman, 2002] in a top-down manner or as a trained
step in feature extraction trying to explain each pixel of an image in a jigsaw-like fashion [Jojic et al., 2003,
Kannan et al., 2006, Lasserre et al., 2007]. The Graph-Cut segmentation algorithm [Boykov and Funke-
Lea, 2006, Boykov and Kolmogorov, 2004, Boykov and Veksler, 2006] has also been used successfully for
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object recognition [Kumar et al., 2005].
Topic models are able to automatically detect object classes. Bosch et al. [2006] use probabilistic latent
semantic analysis for scene classification. Fritz and Schiele [2008] learn object decompositions using latent
Dirichlet allocation [Blei et al., 2003] and Sudderth et al. [2005] use transformed dirichlet processes to
describe visual scenes.
4.1.3 Learning
After the model and the assumptions about the model are fixed, the next step is to determine the
parameters of the model, i.e. to train the model. Although many of the models implicitly define their
training procedure, some particularities have to be taken into account.
Most of the approaches use an offline batch learning and only few approaches use an online/active
learning approach [Declercq and Piater, 2007].
It should also be noted that the discriminative approaches, as described above, require positive and
negative examples to learn an object category which is often not required for generative approaches.
Many approaches, in particular discriminative approaches tend to suffer from overfitting. While SVMs
use the max-margin concept to avoid overfitting, other approaches try to avoid overfitting by reducing
the number of parameters which are set discriminatively [Hegerath et al., 2006] or use Gaussian pri-
ors/regularisation on their parameters [Deselaers et al., 2005b].
Another training problem comes through the high number of classes which should ideally be modelled.
Marsza lek and Schmid [2007] use a semantic hierarchy to avoid training a huge classifier. Another hierarchy
is proposed in [Snoek et al., 2006] for a set of 101 classes.
Munoz et al. [2005] present a framework to learn object recognition incorporating user feedback, and
Izahdi et al. [2007] use user feedback to setup an interactive, vision-based system built around the object
recognition system presented by Deselaers et al. [2007a].
4.1.4 Training Requirements
The object recognition techniques presented in this work use training data with known image labels, i.e.
given an image and the objective to train an object classifier, it is known whether the object of interest
is shown in the training image or not. This is also the only requirement for all methods presented in this
chapter. Other approaches which need to know this were presented in [Dance et al., 2004, Deselaers et al.,
2003b, Dorko and Schmid, 2003a, Fei-Fei and Perona, 2005, Fei-Fei et al., 2003, Fergus et al., 2003, 2005,
Fussenegger et al., 2004, Holub and Perona, 2005, Keysers et al., 2007a, Linde and Lindberg, 2004, Opelt
et al., 2006, Perronnin et al., 2006, Willamowski et al., 2004, Zhang et al., 2005].
Some object recognition systems require less supervision and are able to automatically learn object
classes from a set of images [Todorovic and Ahuja, 2008].
Some approaches need bounding boxes of the objects contained or even pixel-wise segmentation [Kapoor
and Winn, 2006, Leibe and Schiele, 2003a,b, Leibe et al., 2004, Shotton et al., 2006, Viola and Jones, 2004,
Winn and Shotton, 2006].
4.1.5 Recognition
Similar to the learning, the recognition phase is fully determined by the model for many of the approaches.
Many of these are able to locate the objects using a sliding window approach similar to the one presented
by Viola and Jones [2004], e.g. [Laptev, 2006, Opelt et al., 2006]. Different scales are either handled by
scaling the image up and down or by scaling the detector [Deselaers et al., 2007a].
Lampert et al. [2008] present an efficient approach that allows to use any object detector which gives
scores to positions in the images to locate the objects.
Many of the approaches are not developed with efficiency in mind and thus require significant time to
recognise the objects. The original face detector presented by Viola and Jones [2004] requires relatively
little time and in Deselaers et al. [2007a], we present a system that incorporates stereo information and
allows for real-time usage by computing the stereo information on-demand in a random forest classifier.
Summarising the last 5 sections, it can be said that object recognition techniques advanced strongly over
the last years. The achievements of the community allow for learning and recognising object classes from
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unsegmented images, translation and scale variability can be modelled on the feature or at the model level,
partly occluded objects can be recognised reliably, and it is possible to cope with significant background
clutter. In the following, we present a set of approaches which have these properties and discuss their
relationships, advantages, and disadvantages in detail.
4.2 Local Feature Extraction
As described above, the extraction of local features is one of the first and most important steps of any
object recognition or detection method. In this work, the focus is not on the features, but rather on the
models, and therefore we use standard features that are used by many other groups and have shown to
perform well.
In feature extraction, two decisions have to be taken: where are the features extracted and how are the
image regions represented.
4.2.1 Where are the Features Extracted? – Extraction Points
When extracting local features from images, it has to be decided at which location patches are extracted.
One obvious approach is to extract patches at each position in the image, which leads to a tremendous
amount of data. Other solutions include the use of randomly sampled points, or to use interest points.
Grid Points. Extracting local features on a regularly spaced grid is a simple way of determining extraction
points and if the grid is chosen very densely, a descriptor for each pixel is extracted effectively
capturing all information contained in the image.
Random Points. Extracting local features at randomly sampled positions is also very simple and if suffi-
cient points are chosen this is very similar to extracting features at each position. A problem with
random points is that they are not reproducible.
Salient Points. Several detectors for salient points have been proposed in the literature. In this work, we
use the wavelet-based salient point detector proposed by Loupias et al. [2000] and the DoG-based
salient point detector proposed by Lowe [1999].
For each point detector, example interest point detections for an image are shown in Figure 4.2. Note
that only the DoG method provides interest points of different scales.
Wavelet-based Interest Point Detection
Loupias et al. [2000] proposed a wavelet-based interest point detector. In this method, the wavelet
transformation is applied at different scales to determine interesting points in an image.
On the two-dimensional image signal, three wavelets are applied for each scale: horizontal, vertical, and
diagonal . This leads to a set of wavelet coefficients for each scale and each orientation.
For each pixel, the saliency is computed as the sum of the absolute values of its wavelet coefficients.
Those pixels with highest saliencies are chosen as interest points.
Difference-of-Gaussians Interest Points
DoG interest points are another frequently used interest point detection method. DoG is for example
used in the SIFT method [Lowe, 2004].
To determine the DoG interest points in an image, it is convolved with Gaussian filters of different
scales and the result from neighbouring scales are subtracted from each other. In the resulting pyramid of
DoG images, local extrema are searched and the position and scale of these extrema are used to determine
interest points in the images.
The advantage of these points is that they are robust with respect to scale, translation, and rotation,
i.e. if an object is depicted in an image at a different size, 2D-rotated, and at a different position, the
same interest points will be found.
79
Chapter 4 Object Detection and Recognition
(a): grid points (b): random points
(c): wavelet-based salient
points
(d): difference of Gaus-
sians salient points
Figure 4.2. Different interest point detection schemes.
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Figure 4.3. Deriving feature vectors from images.
4.2.2 How are the Image Regions represented? – Local Features
After the feature extraction points are determined, descriptors for the image region have to be determined.
In this work, we consider two different descriptors: Patches and SIFT descriptors. However, most of the
experiments presented later use the patch-descriptors.
Patches
Image patches are probably the most straightforward and basic approach to representing image regions.
Nonetheless, they have been successfully used in many approaches [Deselaers et al., 2005b, Leibe and
Schiele, 2004, Perronnin et al., 2006].
In our approach, we first extract the patches from all training images. If patches of different sizes were
extracted, all are scaled to a common size to allow for joint processing in the succeeding steps.
Normally, we use only grey values, but in some experiments we observed better performance when using
the RGB colour information. Then, we apply a PCA transformation, to reduce the dimensionality of the
data. Commonly, we reduce the patches to 40 PCA coefficients. We observed that 40 coefficients are
enough to represent image patches reasonably well while significantly reducing the amount of data.
The full feature extraction process is schematically shown in Figure 4.3. In the first step, extraction
points are determined, in the second step, an n× n image patch is extracted, this patch is interpreted as
a feature vector and finally it is PCA transformed.
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1st PCA comp. w/ 1st PCA component w/o 1st PCA component
bright dark bright dark
airplanes
faces
motorbikes
Figure 4.4. For each of the three tasks: First PCA component, a bright image patch and a dark image patch
reconstructed from the PCA vectors using all 40 PCA components, and the same patches reconstructed from the PCA
vectors discarding the first PCA component.
Brightness Normalisation. One issue which is a well-known problem in computer vision is that different
images are often taken under different lighting conditions, and thus the brightness of otherwise very
similar images can vary significantly. Evidently, the brightness of an image should usually not change
class membership, but e.g. the Euclidean distance between two images that are identical except for their
brightness can be very high. A practical approach for brightness normalisation in this context is given
in the PCA transformation: The first PCA vector for a collection of image patches usually captures the
change in brightness and thus contributes most to the overall brightness of the image patches. Thus we
propose to discard the first component of the PCA transformed vectors in order to discard information
about global brightness of image patches [Martinez and Kak, 2001]. Figure 4.4 illustrates this effect:
For each of the three Caltech tasks (airplanes, faces, motorbikes), it shows the first component of the
PCA matrix (clearly capturing global patch brightness) and an example of a bright and a dark patch
reconstructed from the PCA transformed and dimensionality reduced representations, one with and one
without the first PCA component. It can be observed that the differences in brightness are reduced for
the patches which have been reconstructed without the first PCA component.
SIFT Features
The SIFT descriptor was proposed by Lowe [2004] and is frequently used in many object recognition and
detection approaches. The SIFT descriptor consists of a set of orientation histograms on (4 × 4) pixel
neighbourhoods. The orientation histograms are relative to the keypoint orientation and the orientation
data comes from the Gaussian image closest in scale to the keypoint’s scale. Each histogram consists of
8 bins and each descriptors consists of 4 × 4 = 16 histograms, leading to a 128-dimensional descriptor,
which is normalised to enhance invariance with respect to illumination.
In some approaches, SIFT descriptors are PCA transformed to reduce the dimensionality SIFT descrip-
tors have been shown to be invariant to minor affine changes.
4.3 Recognising Objects by finding Nearest Neighbours of Local
Patches
Paredes et al. [2001] have proposed a method for face recognition based on local features extracted from
the images which we have extended toward recognising multiple objects in images [Deselaers et al., 2003b].
Recently, Boiman et al. [2008] have presented a detailed analysis of a very similar approach.
The method is based on the nearest neighbour classification rule. A schematic overview of the method
is given in Figure 4.5. In the training phase (top part of Figure 4.5), local features are extracted from all
training images, PCA-transformed to reduce their dimensionality and then stored, along with the class of
the image which they come from, in a KD-tree to allow for efficient nearest neighbour searching.
When classifying an unknown image (bottom part of Figure 4.5), local features are extracted in the same
way as from the training images, the same PCA transformation is applied and then each local features is
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Figure 4.5. Schematic overview of the nearest neighbour patch classification scheme.
classified using the nearest neighbour classification rule by querying the KD tree from the training phase.
Thus, each feature extracted from the test image is classified individually and these classification decisions
are fused by voting.
Ko¨lsch [2003], Ko¨lsch et al. [2004] investigate this approach in detail and analyse each of the steps
individually.
We have used this approach to create a detector for multiple object classes in an image by projecting
the individual classification decisions into the image and using a sped-up template matching approach for
localisation [Deselaers et al., 2003b].
4.4 Histograms of Local Features
In this section we describe a method which can be considered a prototype for the BOVW group of
approaches [Deselaers et al., 2005b, Dorko´, 2006, Schiele and Crowley, 2000, Sivic and Zisserman, 2003].
Schiele and Crowley [2000] use multi-dimensional histograms to capture the joint-statistics of different
local features in order to obtain compact representations which allow for efficient object recognition. Dorko´
[2006] and Sivic and Zisserman [2003] use vector quantisation techniques based on clustering techniques
to create an BOVW descriptor.
Given an image and the local features extracted from it (possibly reduced in their dimensionality using
PCA), a histogram/BOVW representation is built and then classified.
In the training phase the local features are extracted from all training images. Then, these patches are
all jointly clustered using the Linde-Buzo-Gray (LBG)-algorithm [Linde et al., 1980] for GMDs without
considering the class information.
The LBG-algorithm is a variant of the EM algorithm for GMD-models. To reliably estimate a GMD-
model, the algorithm proceeds as follows. First, a single Gaussian model is estimated by calculating the
empirical mean and variance of all data. Then, this density is split by disturbing the mean and the EM
algorithm is used for several iterations to reestimate the resulting densities. In each split, all densities
which have sufficient observations are split, and thus after N splits, 2N densities are obtained. This
procedure is repeated until the desired number of densities is estimated.
The resulting GMD-model is used as visual vocabulary in the following. Now, we consider the set of
patches extracted from the training images and for each patch we discard all information (i.e. appearance,
position) except the identity of its closest cluster centre. These cluster centre identifiers are then used to
create a histogram for each training image.
Thus, the clustering assigns a cluster c(x) ∈ {1, . . . , C} to each image patch x and allows us to create
histograms of cluster frequencies by counting how many of the extracted patches belong to each of the clus-
ters. The histogram representation h(X) with C bins is then determined by counting and normalisation
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such that
hc(X) =
1
LX
LX∑
l=1
δ(c, c(xl)),
where δ denotes the Kronecker delta function.
For a test image, we also extract the features and determine the closest cluster centre from the training
image vocabulary, allowing to create a BOVW representation of the same type for the test images.
4.4.1 Decision Rules
Having obtained the representation by (histograms of) image patches we need to define a decision rule
for the classification of images. In the following sections we briefly present different methods that use
these representations. We denote by {X1, . . . , XN} the training data from the classes {1, . . . ,K}, where
N =
∑K
k=1Nk and {Xk1, . . . , XkNk} are the training data from class k. From each image X we extract
LX image patches x1, . . . , xLX .
Note that most of the decision rules as they are presented here are simplified by the fact that in the
experiments we assume a uniform prior distribution p(k) = 1/K.
Nearest Neighbour
Using the histograms of image patches as a representation for the images, we can employ a simple nearest
neighbour classifier. Usually, the nearest neighbour classifier is a useful baseline method because it is
a simple classifier with good performance in many applications. Here, we choose the Jensen-Shannon
divergence to compare two histograms. This choice is based on findings in previous experiments [Deselaers
et al., 2004a], where this measure provided good performance across different tasks. The resulting decision
rule for the nearest neighbour classifier is then
X 7→ r(X) = arg min
k
{
min
n=1,...,Nk
d(h(X), h(Xn))
}
,
where d(h, h′) =
∑C
c=1
(
hc log 2hchc+h′c + h
′
c log
2h′c
h′c+hc
)
.
Naive Bayes
In the following approaches we use Bayes’ decision rule
r(X) = arg max
k
{p(k|X)}
= arg max
k
{p(k) p(X|k)}
= arg max
k
{p(X|k)},
where the last equality holds due to p(k) = 1/K. Because we use the histogram representation of the
images we let p(k|X) := p(k|h(X)) and p(X|k) := p(h(X)|k).
In the naive Bayes approach, the assumption is made that the distributions of the feature vector
components are conditionally independent. Thus, for the patch representation we assume that p(X|k) =∏LX
l=1 p(xl|k). As we assume uniform priors the decision is not changed when we use the product of
posterior probabilities. Furthermore, we apply the logarithm to convert the product into a sum:
r(X) = arg max
k
{
LX∏
l=1
p(xl|k)
}
= arg max
k
{
LX∏
l=1
p(k|xl)
}
= arg max
k
{
LX∑
l=1
log p(k|xl)
}
= arg max
k
{
C∑
c=1
hc(X) log p(k|c)
}
,
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Where we assume that these patch posterior probabilities are equal for patches within the same cluster:
p(k|x) = p(k|c(x)). Finally, the cluster posterior probabilities are estimated from the relative frequencies
on the training data:
p(k|c) =
∑Nk
n=1 hc(Xkn)∑N
n=1 hc(Xn)
Generative Single Gaussian
Another baseline classification method is to use a single Gaussian density for the class-conditional proba-
bility p(h|k) = N (h|µk,Σ) for each object class with pooled diagonal covariance matrices Σ. The param-
eters of the model are then estimated by the maximum likelihood method during training, maximising∏K
k=1
∏Nk
n=1 p(hkn|k). In classification, Bayes’ decision rule is used.
Log-linear Models
The approach based on maximum likelihood of the class-conditional distributions does not take into
account the information of competing classes during training. We can use this information by maximis-
ing not the likelihood of the class-conditional distribution
∏K
k=1
∏Nk
n=1 p(Xkn|k) but the class posterior
probability
∏K
k=1
∏Nk
n=1 p(k|Xkn) instead. Assuming a Gaussian density with pooled covariances for the
class-conditional distribution, this maximisation is equivalent to maximising the parameters of a log-linear
or maximum entropy model
p(k|h) = 1
Z(h)
exp
(
αk +
C∑
c=1
λkchc
)
,
where Z(h) =
∑K
k=1 exp(αk +
∑C
c=1 λkchc) is the normalisation factor. The maximising distribution is
unique and the resulting model is also the model of highest entropy with fixed marginal distributions of
the features [Keysers et al., 2002a]. Efficient algorithms to determine the parameters {αk, λkc} exist. We
use a modified version of generalised iterative scaling [Darroch and Ratcliff, 1972]. Bayes’ decision rule is
used for classification.
4.4.2 Extensions of the Model
Obviously, in the model presented here, several choices were taken without considering alternatives. There-
fore, we extended the model in several directions.
Multi-scale features
In the original approach all extracted patches were of the same size and we have evaluated experimentally
which image patch size performed best on the given tasks. This can lead to problems if the objects to be
recognised are of different scales. Here we propose to extract patches of different sizes. That is, at each
feature extraction point, we extract square patches of 7, 11, 21, and 31 pixels width. To be able to use
these patches in the proposed training and classification framework, all extracted patches are scaled to a
common size of 15× 15 pixels using the Bresenham scaling algorithm.
Derivatives
In many applications of pattern recognition, derivatives can improve classification performance signifi-
cantly, e.g. in automatic speech recognition, derivatives are normally used. Also in the recognition of
handwritten characters, derivatives can strongly improve the results [Keysers et al., 2004c], as the local
derivatives allow mapping of edges to edges. To take advantage of these effects, we enrich the patches by
their horizontally and vertically Sobel filtered versions. That is, the data is tripled by adding horizontally
and vertically Sobel-filtered patches. Then, the PCA transformation is applied to all three versions (grey
values, horizontal Sobel, vertical Sobel) at once and the dimensionality is reduced from 3 · 152 = 675 to
40 in total to allow for efficient processing in the remaining steps (clustering and histogramisation).
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Histogram smoothing
A weakness of the original approach might be that the histograms are high dimensional and very sparse,
e.g. the histograms have 4,096 bins but only 800 patches (2,400 for multi-scale features) are extracted
per image. Thus, most of the bins are empty and cannot contribute to the result. To have smoother
histograms, we generalise the histograms to use non-binary bin assignments, i.e. patches do not only
contribute to their closest cluster centre but to all cluster centres that are sufficiently similar. That is,
given an image patch and the Euclidean distance di := d(x, ci) to cluster centre ci, the corresponding
histogram count hi is updated as
hi ← hi +
exp(−diα )∑
i′ exp(−di′α )
.
By changing α, the strength of smoothing can be changed.
Support Vector Machine
We also use SVMs to classify local feature histograms, since SVMs are known to be a well-working
classification technique which works right out-of-the-box in many cases. We use the implementation from
libsvm1 and used radial basis function (RBF) and linear kernels.
4.5 Histograms of Local Features with a General Visual Vocabulary
A problem with the method described in the previous section is the creation of the visual vocabulary. The
creation of the visual vocabulary is a computationally costly process which, depending on the amount
of training data, takes very long and requires a large amount of memory. Another problem with these
dictionaries is the task dependency: a dictionary is only applicable to the same type of images that it
was trained for and might require retraining if the data changes. Furthermore, the size of the dictionary
needs to be set heuristically and in general we observed better performance for large vocabularies which
take a long time to estimate.
In this section we present a method which also uses histograms of patches as descriptors but instead
of the previous method, it uses a general visual vocabulary by dividing the whole feature space using
a regular grid. The resulting visual vocabularies are much larger, can be set up with hardly any time
requirements and allow for task-independent usage.
One problem with histograms is that they become difficult to handle if the dimensionality of the input
data is large since the number of bins in a histogram grows exponentially with the number of dimensions
of the data. For example, given eight dimensional input data and only four subdivisions per dimension
results in 48 = 65, 536 bins.
To overcome this problem, we propose to use a sparse representation of the histograms, i.e. we store
only those bins whose content is not empty. Sparse histograms have been used for other applications
before [Linde and Lindberg, 2004]. This representation allows us to create histograms for data of arbitrary
dimensionality. The only practical limitation to the size of the histogram is that for very large sizes, most
of the bins that actually contain an element will contain only one single element, and this makes the
comparison of histograms very unreliable. A similar approach where features are extracted densely and
their distribution is captured using multi-dimensional histograms has also been presented by Schiele and
Crowley [2000], who find that the joint distribution of local descriptors is a suitable representation for
object recognition.
4.5.1 Creation of histograms
To create histograms of patches over the whole feature space, it is necessary to determine the proportions
of the feature space, i.e. to determine in which numerical ranges the individual dimensions of the PCA-
transformed local features reside. The feature space is potentially very high-dimensional. Therefore, we
store these histograms sparsely, i.e. we only save information regarding a bin if it is not empty.
1http://www.csie.ntu.edu.tw/~cjlin/libsvm/
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Figure 4.6. Creation of sparse patch histograms. Solid arrows denote appearance information of the patches, dotted
arrows denote spatial information of the patches
The creation of the histograms is a three step procedure: in the first step, the PCA transformation
is determined as described above. In the second step, the mean and the variance of the transformed
patches are calculated to determine a reasonable grid for the histograms. In the last step, the histograms
themselves are created. For each of these steps, all training images are considered.
1. In the first step, all possible patches in various sizes from all training images are extracted and their
mean and the covariance matrix are estimated to determine the PCA transformation matrix.
2. Given this PCA transformation matrix and the means, the mean µd and the variance σ2d for each
component d of the transformed vectors is calculated to determine the bin boundaries for the his-
tograms. The bins for component d are uniformly distributed between µd − ασd and µd + ασd.
3. Then, we consider all dimensionality reduced patches from the training images and create one
histogram per training image. This step is depicted in Figure 4.6. The processing is from left to
right: first the patches are extracted, then PCA transformed, then the position of the patch is
concatenated to the PCA transformed feature vector, and finally the vectors are inserted into the
sparse histogram data structure.
As mentioned above, the patches are not explicitly stored in any of these steps as this would lead to
immense memory requirements.
Note that, although the features used here are in principal the very same features as those used in
Section 4.4, we reduce the dimensionality more, i.e. use representations of a lower dimensionality because
otherwise the feature space is too large to be represented properly.
Informal experiments have shown that 6 to 8 dimensions for the PCA reduced vectors lead to the best
results and that α = 1.5 is a good value to determine bin boundaries. Values exceeding the given range
are clipped.
Spatial Information
One serious issue with many part-based models is the incorporation of spatial information. To incor-
porate spatial information in our approach, we simply concatenate the extraction position to the PCA
reduced feature vectors and thus simply add two further components to the histograms. These additional
components can easily be handled by the histograms. As the range of values for each component is calcu-
lated individually and independently of the other components, no special processing of these additional
components is required.
One issue with the inclusion of the absolute patch extraction positions is that translation invariance,
normally one of the major advantages of part-based models, is partly lost. It is unclear how to incorporate
relative position information into the model presented here. It will be shown later that for the tasks
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considered here, either the translation invariance is not required or translations are sufficiently represented
in the training data.
Furthermore, in some tasks, translation-invariance might be unnecessary and thus this approach is able
to achieve very good performance.
4.5.2 Classification of Sparse Patch Histograms
Given these sparse histograms that represent the images, any classifier that is able to handle the sparse
representation can be used, e.g. all of the classifiers presented in Section 4.4.1 are also applicable here.
However, we restrict the analysis to three different classifiers: the nearest neighbour classifier in which we
use two different distance functions, a classifier based on log-linear models trained using the maximum
entropy criterion, and support vector machines.
4.5.3 Distance Functions for the Nearest Neighbour Classifier
Analogously to the nearest neighbour which is used for the local feature histograms described in the
previous section, we use the Jensen-Shannon-Divergence here to compare histograms:
d(h, h′) =
C∑
c=1
(
hc log
2hc
hc + h′c
+ h′c log
2h′c
h′c + hc
)
. (4.1)
Here, hc and h′c are the c−th bins of the histograms h and h′, respectively.
One problem with the Jensen-Shannon-Divergence is that similarities between neighbouring bins are
completely neglected. Other distance measures that take into account inter-bin-similarities, for example
the EMD [Puzicha et al., 1999], are computationally too expensive to be used for histograms with several
thousand bins. We propose to use a much simpler way of taking into account neighbouring bins that
is inspired by an image matching algorithm [Keysers et al., 2004c]. This method is called histogram
distortion model (HDM) and the implementation for any bin-by-bin histogram comparison measure is
straightforward as long as neighbourhoods are defined for the underlying histograms. Given a bin at
position c = (c1, . . . , cD), we use the bin from position γ out of the neighbourhood U(c) that minimises
the resulting distance. Here, we use it as an extension to the Jeffrey Divergence, i.e., we replace the
distance function d(h, h′) by dHDM(h, h′) with
dHDM(h, h′) =
C∑
c=1
(
min
γ∈U(c)
{
hc log
2hc
hc + h′γ
+ h′γ log
2h′γ
h′γ + hc
})
. (4.2)
A related but computationally more expensive way to account for neighbouring bins in the comparison of
histograms would be to smooth the histograms. Here, the smoothing would lead to non-sparse histograms
and, thus, it would lead to greatly increased computational requirements.
4.6 Geometric Matching to Recognise Rigid Objects in Natural
Images
Opposed to the two previous methods which did hardly use the spatial relationships of the individual
patches extracted, the method presented here is fully based on the spatial relationships. The method
presented here uses the same visual vocabulary as the method presented in Section 4.4, but instead of
discarding all spatial information about the extracted features and creating a histogram, the method
described is based on the extraction positions of the features.
We first give an overview of the proposed method and discuss the design decisions taken. The two
following sections present the geometric matching in more detail. Figure 4.7 shows an illustration of the
method.
We propose to directly match the parts distributed in a reference image that contains the object to
those extracted in a test image. The recognition by adaptive subdivision of the transformation space
(RAST) algorithm [Breuel, 2003a,b] is able to determine the optimal matching under rotation, scaling,
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and translation efficiently. In the experiments, the matching between a pair of images was determined in
one second on average (on a standard PC with 1.8GHz clock cycle running Linux). According to [Breuel,
2003a], using the RAST approach is several orders of magnitudes faster than an equivalent exhaustive
search. The RAST method permits globally optimal geometric matching. It yields geometric matches
that are at least as good as the Hough transform [Illingworth and Kittler, 1988] or pose clustering [Stock-
man, 1987], and performs better in practical settings because it permits the incorporation of additional
constraints.
By using the RAST algorithm, we are able to find the optimal matching for the equivalent of a fully-
connected patch-based model. Note that our goal is not to learn a model for each object, which however
might be possible. Instead, we match all given training images that contain the object of interest to the
test image. This approach is analogous to nearest neighbour classification, by using the RAST score as
a similarity measure. This procedure has the additional advantage that we determine the best-matching
training image, which directly allows the use of the method in an object-based image retrieval scenario.
In the matching, we allow for a displacement of the patch positions by a predetermined number of
pixels (four in the experiments). The score we use to describe the quality of a resulting matching is the
number of patches that have been correctly matched.
We are aware that the design decisions described in the previous paragraphs have alternatives that may
also result in a good performance. However, no optimisation of patch representation or other parameters
has been done for the experiments presented in this work. To avoid over-fitting to the test data, we used
the same parameters that were found to work well in [Deselaers et al., 2005b,c]. This makes it likely that
the matching method could perform even better if more tuning was applied.
Note that the proposed method does not need any segmentation of the input data in contrast to
e.g. [Fussenegger et al., 2004, Leibe and Schiele, 2004]. It is likely, though, that the method would benefit
from such a segmentation.
4.6.1 Determining the Optimal Matching
We now outline the RAST algorithm [Breuel, 2003b, 1992] that we use for the determination of the
optimal matching of the patch sets obtained from two images. Assume as input the sets of patches R for
the reference and S for the test image. Each patch p = (xp, yp, lp) is a triple of x-position, y-position,
and label where the label consists of the vector quantised output and the scale at which the patch was
extracted.
We are interested in finding the best transformation of the reference image to explain the patches
observed in the test image. Here, we only consider the transformations translation, rotation, and scaling,
although it is straightforward to use other sets of transformations. The transformations are characterised
by a set of four parameters ϑ ∈ T , i.e. translation in x- and y-direction, rotation angle, and scale factor.
Here, T is the set of all possible initial parameter combinations as detailed below. We find the maximising
set of parameters
ϑˆ(R,S) := arg max
ϑ∈T
{Q(ϑ,R, S)} (4.3)
where the total quality Q(ϑ,R, S) of a parameter set is defined as the sum of local qualities
Q(ϑ,R, S) :=
∑
p∈R
q(ϑ, p, S)
q(ϑ, p, S) :=
{
1 if ∃p′ ∈ S : lp = lp′ ∧ d(ϑ, p, p′) ≤ d0
0 otherwise
where q(ϑ, p, S) evaluates the quality of fit for a given patch p and a set of parameters ϑ to the patches in
S by assigning a 1 in case of a match within a distance d0 that was set to d0 = 4 pixels in the experiments.
The Euclidean distance between the position of patch p transformed using the parameters ϑ and the
position of patch p′ is denoted by d(ϑ, p, p′) here. Note that other local quality functions that correspond
e.g. to Gaussian distributions rather than to bounded error can easily be introduced into the algorithm.
This maximisation will be a complex task for most functional forms of Q. In many applications, such
fits of parameters are carried out iteratively and heuristically, which involves the risk that the results
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Interest
point
detection
Patch
extraction
Scaling to
common
size
Feature extraction
Replace by cluster id
(42, 827, 195, 156)
Reference
image
(56,123,195,422)
(1201, 387, 82, 651)
(1201, 387, 778, 422)
Matching
Matched images
Matching parameters: translate (-15.4,26.4)
rotate 0.025
scale 0.84
Figure 4.7. Illustration of the presented approach: top box: detection of interest points; extraction of patches in
multiple scales and scaling to a common size. Then, the extracted patches are replaced by the identifiers of their closest
clusters. In the bottom box, the interest points, represented by vectors of cluster identifiers, are matched to interest
points, represented equally, of a reference image. Corresponding cluster identifiers are printed in red, bold letters. The
optimal matching and the according transformation parameters are obtained by applying the RAST algorithm. The
final image shows the reference image overlaid on the best matching database image transformed according to the
obtained transformation parameters.
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(a) (b)
(c) (d)
Figure 4.8. Illustration of the subdivision step within the RAST algorithm. (a),(c) show the region of the search
space that is considered and (b),(d) show possible matchings of a model to points in the image for transformations with
parameters contained in the region. (Note that these are not computed explicitly in the algorithm, but an upper bound
of the quality for all possible matches is determined instead.) After splitting the region (c),(d), fewer transformations
are possible and the upper bound for the quality of a match is recomputed accordingly. This process is repeated for
each of the subregions.
found are only locally optimal solutions. Other methods include randomised approaches like e.g. random
sample consensus Fischler and Bolles. [1981].
We employ a branch-and-bound technique [Breuel, 2003a] to perform the maximisation. This algorithm
guarantees to find the globally optimal parameter set by recursively subdividing the parameter space and
processing the resulting parameter hyper-rectangles in the order given by an upper bound on the total
quality. Moreover, with small modifications, the algorithm allows us to efficiently determine the k best
matches, not only the best match. Figure 4.8 shows an illustration of a subdivision of the transformation
space and Figure 4.9 shows the subdivisions occurring during an actual run of the algorithm.
We determine an upper bound on the quality of parameters in a hyper-rectangular region T using
max
ϑ∈T
Q(ϑ,R, S) ≤
∑
p∈R
max
ϑ∈T
q(ϑ, p, S)
where maxϑ∈T q(ϑ, p, S) is straightforward to compute.
We can now organise the search as follows:
1. Pick an initial region of parameter values T containing all the parameters that we are interested in.
(For the experiments we used the following settings: x-translation ±200 pixels, y-translation ±100
pixels, angle ±0.1 radians, scale factor in [0.8,1.2].)
2. Maintain a priority queue of regions Ti, where we use as the priority the upper bound on the possible
values of the global quality function Q for parameters ϑ ∈ Ti.
3. Remove a region Ti from the priority queue; if the upper bound of the quality function associated
with the region is too small to be of interest then terminate. (When the upper bound of the quality
is smaller than the value we are willing to accept as a match, we can be sure that no match that
reaches this minimum quality can be reached and can therefore end the algorithm.)
4. If the region is small enough to satisfy our accuracy requirements, accept it as a solution.
5. Otherwise, split region Ti along the dimension furthest from satisfying our accuracy constraints and
insert the subregions into the priority queue; continue at Step 3.
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0
0
Figure 4.9. Illustration of the explored space during an actual run of the RAST algorithm. The two matched images
are the ones shown in Figure 4.7. For the visualisation we only searched for the translation component while keeping
scale and angle fixed. We can observe how the subdivisions that occurred during the exploration of search space centre
around the final solution (-15.4, 26.4) and how large parts of the search space need not be explored in detail at all.
This algorithm will return the maximum quality match. To make the approach practical and avoid
duplicate computations, we use a matchlist representation [Breuel, 1992]. That is, with each region kept
in the priority queue in the algorithm, we maintain a list (the matchlist) of all and only those patches
that have the possibility to contribute with a positive local quality to the global quality. We maintain the
list for each patch in the reference image. These matchlists will shrink quickly with decreasing size of the
regions Ti. It is easy to see that the upper bound of a parameter space region Ti is also an upper bound
for all subsets of Ti. When we split a region in Step 5, we therefore never have to reconsider patches in
the children that have already failed to contribute to the quality computation in the parent and, thus, the
matchlists can be reused in the children.
The running time of the algorithm is largely determined by two factors:
• The time necessary to determine maxϑ∈T {Q(ϑ,R, S)}. This time is bounded by the product of the
sizes of the sets R and S and therefore linear in the number of patches in the model as mentioned
above. Note that due to the use of matchlists as discussed above, the average number of comparisons
is much smaller in each step. All other computations that are necessary in each subdivision step are
much simpler and dominated by the determination of the upper bound.
• The number of times the initial region is split before a solution is reported. The interactions between
the following variables influence this number:
– The dimensionality of the search space: the number of splits tends to grow exponentially with
the dimensionality. However, in the application presented here, this dimensionality is always
fixed at four.
– The distribution of the patches in the images: the number of splits tends to decrease strongly
if good matches are present.
– The number of matching labels between R and S: fewer matches allow to reduce the matchlists
and to find the solution with fewer splits.
– The accuracy constraints imposed: if a more precise solution is needed, the number of splits
increases.
4.7 Gaussian Mixture Models for Object Recognition
In this section we describe a method based on GMDs for object recognition. The model presented here is
related to the model presented in Section 4.4 but is capable of incorporating absolute and relative spatial
information of the parts and furthermore has the advantage of discarding far less information extracted
from the images.
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4.7.1 Gaussian Mixture Models
GMDs are a generative model, and here we distinguish between two cases: the untied case, in which for
each object class a class-dependent mixture p(x | k) is used, and the tied case, in which a joint mixture is
used for all classes and only the cluster weights are estimated class-wise. In the following, we first focus
on the untied case, and later generalise the presented approaches to the tied case. To decide which object
is depicted in an image, Bayes’ decision rule is used:
r({xL1 }) = arg max
k
{
p(k|{xL1 })
}
= arg max
k
{
p(k) · p({xL1 }|k)
}
(4.4)
= arg max
k
{
p(k) ·
L∏
l=1
p(xl|k)
}
, (4.5)
where {xL1 } denotes the set of patches x1, . . . , xL extracted from image X. An alternative to the above
given decision rule is to classify each patch individually and combine the decisions, e.g. by using sum
rule, to one classification decision. Then, we can consider the posterior probability of X, p(k|{xL1 }), to
be proportional to the sum of the posterior probabilities of the individual patches p(k|xl):
p(k|{xL1 }) ∝
1
L
L∑
l=1
p(k|xl) (4.6)
=
1
L
L∑
l=1
p(k) · p(xl|k)∑
k′
p(k′) · p(xl|k′) (4.7)
In both cases, the feature vectors are assumed to be independent.
For classification tasks where it has to be decided whether an object of interest is contained in an image
or not, a different decision rule has become quite common which allows us to calculate the equal error
rate (EER). Here, an image is accepted, i.e. classified to contain the object of interest, if the probability
for the “positive” class exceeds a certain threshold probability pT , otherwise it is rejected :
r({xL1 }) =
{
1 if p(k = 1|{xL1 }) ≥ pT
0 otherwise
(4.8)
Here, “1” denotes “acceptance” and “0” denotes “rejection”. The threshold probability pT is set such that
the false positive rate, i.e. the ratio of accepted images that are not positive compared to the complete
number of positive images, equals the false negative rate, i.e. the ratio of positive images that are rejected
compared to all negative images.
In our model, the class-dependent distributions p(xl|k) are modelled by Gaussian mixture densities and
we distinguish two cases:
Untied mixtures (class-dependent) :
p(xl|k) =
Ck∑
c=1
p(c|k) · p(xl|c, k) =
Ck∑
c=1
p(c|k) · N (xl|µck,Σck) (4.9)
Tied mixtures (class-independent) :
p(xl|k) =
C∑
c=1
p(c|k) · p(xl|c) =
C∑
c=1
p(c|k) · N (xl|µc,Σc) (4.10)
In the untied case, further classes can be added easily by estimating the corresponding class-dependent
distributions for these classes without the need to reestimate the distributions for all other classes.
The class-dependent distributions are trained by maximum likelihood training using a top-down EM
clustering approach known as the Linde-Buzo-Gray algorithm [Linde et al., 1980], analogously to the
method described in Section 4.4.
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Discriminative Training
To improve recognition performance, the parameters of the generative model can be refined using discrimi-
native methods. In contrast to the common maximum likelihood approach, where the class representation
is optimised, we are interested in optimising the discrimination performance. We propose to tune the pa-
rameters by maximising the posterior probability (also known as maximum mutual information (MMI)
criterion) instead of maximising the likelihood. Following this approach, it is possible to refine all param-
eters of the Gaussian mixture models. However, it is an interesting experiment to just refine the mixture
weights p(c | k) since this approach can then be compared to the method presented in Section 4.4 [Dese-
laers et al., 2005b] where maximum entropy training is used to train the discriminativeness of clusters of
patches.
Combining Eq. (4.7) with Eq. (4.9) or Eq. (4.10), the dependency of the posterior probability p(k|{xL1 })
on model parameters becomes obvious. In the following, we demonstrate how to tune the mixture weights
discriminatively, but the same steps can analogously be performed for all model parameters.
p(k|{xL1 }) =
1
L
L∑
l=1
p(k|xl) = 1
L
L∑
l=1
p(k) · p(xl|k)∑
k′
p(k′) · p(xl|k′) (4.11)
=
1
L
L∑
l=1
p(k)
Ck∑
c=1
p(c|k) · p(xl|c, k)
∑
k′
(
p(k′)
Ck′∑
c=1
p(c|k′) · p(xl|c, k′)
) . (4.12)
We define an auxiliary function F of the mixture weights as the sum of the logarithmic posterior proba-
bilities for the correct class kn with the set of feature vectors {xL1 }n over all N training images:
F (p(c|k)) =
N∑
n=1
log p(kn|{xL1 }n). (4.13)
Maximising F is known as MMI training: The derivative of F with respect to the mixture weights p(c|k)
is calculated and the mixture weights are iteratively updated using gradient descent.
p(c|k)← p(c|k)−  · ∂F (p(c|k))
∂p(c|k) (4.14)
If  is chosen small enough, convergence towards a local maximum is guaranteed. The p(c|k) are
initialised using the Maximum-Likelihood estimates, i.e. the relative cluster sizes are chosen. This dis-
criminative updating of the mixture weights gives higher weights to densities with higher discriminatory
relevance and lower weights to densities less relevant for the classification. It should be noted here that
the discriminatively tuned cluster weights that these weights have a very similar function as the trained
λ in the histogram-based approaches presented in Section 4.4 and 4.5.
4.7.2 Spatial Information
While many approaches to object recognition ([Deselaers et al., 2005b, Dorko and Schmid, 2003b, Opelt
et al., 2006]) ignore spatial relations between the parts completely, we believe that the incorporation of
the position information allows for substantial improvement in recognition. We present two extensions to
the Gaussian mixture model incorporating relative and absolute patch positions respectively.
Absolute Patch Positions
Let xl be the feature vector accounting for the appearance of the l-th patch of an image as before. Further,
let yl be the position of the patch. Let x′l be the combination of both vectors, we propose to model the
emission probabilities p(x′l|c, k) of the mixtures by products of the emission probabilities for appearance
and position, i.e. p(xl|c, k) and ·p(yl|c, k) such that the class-dependent distributions p(x′l|k) becomes:
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Figure 4.10. 1, 2, 4, and 8 probability distributions for patches of a given density.
For untied mixtures:
p(x′l|k) =
Ck∑
c=1
p(c|k) p(xl|c, k) p(yl|c, k) =
Ck∑
c=1
p(c|k) N (xl|µxck,Σxck) N (yl|µyck,Σyck) (4.15)
For tied mixtures:
p(x′l|k) =
C∑
c=1
p(c|k) p(xl|c) p(yl|c) =
C∑
c=1
p(c|k) N (xl|µxc,Σxc) N (yl|µyc,Σyc) (4.16)
The distribution for p(yl|c, k) is estimated from the positions of all patches from which c is estimated. To
account for object parts occurring more than once in an object, multiple position probability distributions
can be estimated per cluster, thus the emission probability of the patch position becomes a mixture density
itself:
p(yl|c, k) =
Ick∑
i=1
p(i|c, k) p(yl|i, c, k) =
Ick∑
i=1
p(i|c, k) N (yl|µyick,Σyick). (4.17)
A visualisation of different numbers of probability distributions for patches of a given density is shown
in Figure 4.10 where dark areas account for a high patch position probability and light areas for a low
probability.
Relative Patch Positions
A problem in using the absolute position of patches is the loss of invariance with respect to translation: if
an object appears in all training images at a fixed position, it cannot be recognised at different positions
anymore. To overcome this problem, we propose using relative positions instead of absolute positions. For
objects of the same scale, the relative positions of their parts remain constant regardless of the absolute
position of the object. In the following, we extend the proposed model to incorporate relative positions.
Let xl be the l-th patch of the image X, let {zL−11 }l denote the set of position differences to all other
patches in X: {zL1 }l = {z1,l, . . . , zl−1,l, zl+1,l, . . . , zL,l}, where zλ,l denotes the position difference between
the l-th and the λ-th patch of X: zλ,l = yl − yλ.
Now, let x′′l be our new feature vector consisting of the appearance xl and the relative position infor-
mation {zL1 }l of the l-patch. The decision rule is then reformulated as
r({x′′L1 }) = arg max
k
{
p(k)
L∏
l=1
Ck∑
c=1
p(c|k) p(xl|c, k)1−α p({zL1 }l|c, k)α
}
(4.18)
where α is a weighting factor and the class- and cluster-dependent probability for the set of position
differences, p({zL1 }l|c, k), is modelled as a product of the probabilities for the individual position differences:
p({zL1 }l|c, k) ∝
∏
λ6=l
p(zλl|cλ, cl, k)
 1L−1 (4.19)
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We apply maximum approximation to determine cl and cλ: cl = arg max
c
{p(xl|c, k)}, cλ = arg max
c
{p(xλ|c, k)}
to reduce computation time. For each pair cl, cλ of (appearance) densities, a set of Jcλcl Gaussian distri-
butions over the relative positions is estimated from training data:
p(zλ,l|cλ, cl, k) =
Jcλcl∑
j=1
p(j|cλclk)N (zλ,l|µzcλclk,Σzcλclk) (4.20)
4.8 Log-Linear Mixtures for Object Recognition
In the last section, we described a method based on Gaussian Mixture Densities. Keysers et al. [2002a]
presented how GMD and log-linear models (there referred to as “maximum entropy models”) can be
transformed into each other, and that log-linear models have certain advantages regarding the robustness
of the training and the numerical stability of the training algorithm, apart from a nicer functional form
of the model.
In the following, we demonstrate a similar technique for GMDs and log-linear mixture models [Weyand
et al., 2009]. We also refer to Chapter 5, where the same transformation is used in a general pattern
recognition context without the difficulties brought in by the local feature representation of the images.
Starting from the posterior probability in the decision rule from the GMD-method in Eq. (4.5), we
rewrite the model step-by-step into log-linear mixture form. We show this transformation for the general
case of class-specific, full covariance matrices which lead to second order features in the log-linear formu-
lation. If the covariance matrix is pooled over the classes, we obtain a first order log-linear formulation
since the second order features cancel out.
p(c|{xL1 }) =
p(c)p({xL1 }|c)∑
c′ p(c′)p({xL1 }|c′)
(4.21)
=
p(c)
∏
l p(xl|c)∑
c′ p(c′)
∏
l p(xl|c′)
(4.22)
=
p(c)
∏
l
∑
i p(i|c)N (xl|µic,Σci)∑
c′ p(c′)
∏
l
∑
j p(i|c′)N (xl|µc′j ,Σc′i)
(4.23)
=
p(c)
∏
l
∑
i p(i|c) 1√|2piΣci|exp
(− 12 (xl − µci)Σ−1ci (xl − µci))∑
c′ p(c′)
∏
l
∑
i p(i|c′) 1√|2piΣc′i|exp
(− 12 (xl − µc′i)Σ−1c′i (xl − µc′i)) (4.24)
=
∏L
l=1
∑I
i=1 exp
(
αci + xTl λci + x
T
l Λcixl
)∑C
c′=1
∏L
l=1
∑I
i=1 exp
(
αc′i + xTl λc′i + x
T
l Λc′ixl
) (4.25)
by substituting
αci =
1
L
log p(c) + log p(i|c)− 1
2
log |2piΣci| − 12µ
T
ciΣ
−1
ci µci (4.26)
λci = Σ−1ci µci (4.27)
Λci = −12Σci (4.28)
This model is equivalent to the GMD model presented in the previous section. The advantage of this
model is that it is easier to calculate the derivative and thus it is easier and numerically more stable
to optimise this model. The functional form of this model is very close to a log-linear model/log-linear
mixture model.
This model is trained in the same way as a log-linear model is trained according to the MMI-criterion,
which is maximising the maximum likelihood of the posterior probabilities.
By applying maximum approximation in the numerator, it is possible to simplify the model slightly
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further. Let iL1 by the density alignment of maximising clusters il for the individual features xl,
p(c, iL1 |{xL1 }) =
∏L
l=1 exp
(
αcil + x
T
l λcil + x
T
l Λcilxl
)∑C
c′=1
∏L
l=1
∑I
i=1 exp
(
αc′i + xTl λc′i + x
T
l Λc′ixl
) (4.29)
=
exp
(
L∑
l=1
I
max
i=1
{
αci + xTl λci + x
T
l Λcixl
})
∑C
c′=1
∏L
l=1
∑I
i=1 exp
(
αc′i + xTl λc′i + x
T
l Λc′ixl
) . (4.30)
In this model it can be guaranteed that alternating optimisation obtains an improvement of the criterion
in every step. In the first step, the density alignment is estimated, and in a second step the model
parameters are updated. These steps are alternated until convergence is reached (Details on alternating
optimisation are given in Section 5.3.3).
By applying maximum approximation in the denominator also, the model simplifies further, at the cost
of not being able to guarantee improvement in each training step:
p(c, |{xL1 }) =
exp
(
L∑
l=1
I
max
i=1
{
αci + xTl λci + x
T
l Λcixl
})
∑C
c′=1 exp
(
L∑
l=1
I
max
i=1
{
αc′i + xTl λc′i + x
T
l Λc′ixl
}) . (4.31)
Nonetheless, the experimental results will show that this method also works. Further discussion on log-
linear models and log-linear mixture models is presented in Chapter 5.
4.9 Support Vector Machines and Gaussian Mixtures for Object
Recognition
The approach described in the Section 4.7 employs a generative model and refines it discriminatively,
which is considered ‘evil ’2 by [Minka, 2005].
In this section, we describe an approach that is based on some of the ideas presented in Chapter 5 and
the observations presented there how GMDs and SVMs are related and can be converted into each other.
We present an approach that fuses an SVM with a generatively trained GMD classifier and thereby
profits from the advantages of both techniques. A close connection between Gaussian mixtures and SVMs
was already discussed in [Scho¨lkopf et al., 1997], but to the best of our knowledge, the direct fusion of both
approaches has not yet been investigated. For the two approaches, to be fused, we first convert the SVM
into a GMD with identical decision boundary. This conversion allows to compute posterior probabilities
p(c|x) and class conditional probabilities p(x|c) for the obtained GMD. These probabilities, however, must
not be considered to be the true probabilities for the underlying SVM but are just an interim instrument to
allow for the combination. To obtain probabilities from an SVM, other, theoretically more sound, methods
have been proposed e.g. in [Platt, 1999, Seeger, 1999, Sollich, 1999]. Of course, SVMs and GMDs could
be combined by computing their individual posterior probabilities and combining these, however, the here
proposed method is not a late combination of two different classifiers, but a unified framework, to fuse the
two classification methods into one joint classifier. The object recognition approach presented is based on
the assumption that objects consist of parts and these parts can be modelled more or less independently
which is a common assumption in the object recognition literature.
The local features in this approach are represented in the same way as in the GMD-based approach
presented in the previous chapter.
2Minka [2005] does not use the term ‘evil’ of course, but make clear that the discriminative training of a generative model
is a scruffy approach to pattern recognition and instead cleanly defined, discriminative models should be used. In a
personal discussion with Tom, he convinced me of this and I agree that their approach is theoretically sound, but still the
approach presented in the previous chapter is a well-working approach which can be implemented efficiently and achieves
superior results than the approach presented by Lasserre et al. [2006] (Sorry Julia, yours is nicer, mine works better!)
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4.9.1 Object Classification Using Local Features with an RBF-kernel SVM
SVMs, being a modern, well understood and widely used classifier, directly predict the label of an obser-
vation. An SVM commonly discriminates between two classes: −1 and 1 using the decision rule
X 7→ r(X) = sgn
(∑
vi∈S
αiK(X, vi) + α0
)
(4.32)
to classify the observation X where K is a kernel function, the vi are the SVs and the ai are the corre-
sponding weights, α0 is a bias term.
The images are again represented by a variable number of local features. To classify an image, we
classify each of these local features individually and determine the class of the whole image by combining
the individual classification decisions. To allow for effectively combining, not only the resulting class but
also the distance to the decision hyper plane is considered. We consider the distance to the decision hyper
plane to be proportional to a class-conditional emission probability, i.e. we assume that given a class,
every observation vector x which is far away from the hyper plane is likely to be emitted from this class,
and conversely, for every vector which is close to the hyper plane, the probability that this vector comes
from the class is low. Thus, we can write
p(x|k) ∝
∑
vi∈Sk
kαiK(x, vi) + α0 (4.33)
where Sk is the set of SVs for class k, i.e., those SVs with positive αi for class k = +1 and those with
negative αi for class k = −1, and the αi are the corresponding weights, α0 is the bias term. Most
other approaches obtain probabilities from SVMs by squashing the output of a regression SVM through
a sigmoid function and thus they directly estimate class-posterior probabilities.
Given these probabilities, we apply Bayes’s decision rule, assume that the patches of an image are
independent, and come to the following decision rule to classify an image X represented by a set of local
features {x1 . . . , xL}.
X 7→ r({xL1 }) = arg max
k
{
p(k|{xL1 })
}
(4.34)
= arg max
k
{
p(k)p({xL1 }|k)
}
(4.35)
= arg max
k
{
p(k)
L∏
l=1
p(xl|k)
}
(4.36)
Note that the p(xl|k) being not properly normalised with respect to x does not affect the decision and
thus the normalisation does not have to be explicitly computed. Furthermore, note that the decision rule
here is of the same functional form as the decision rule presented in Eq. (4.5).
4.9.2 Fusing Support Vector Machines and Gaussian Mixtures
As described above, SVMs are a discriminative classifier and GMDs are a generative classifier. In the
following, we first describe how SVMs with RBF kernel can be represented in the form of GMDs without
changing the decision boundary and then describe how two GMDs can be fused to profit from their
individual advantages.
Approximating SVMs Using GMDs
Since SVMs are designed to discriminate only two classes, here we consider two cases: first we describe
the transformation for the two-class case and then we extend this transformation to the multi-class case.
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Two-Class Case. It is well known that SVMs, as well as GMDs can in principle model arbitrary decision
boundaries and thus, can theoretically represent the respective other without any loss of accuracy or
generalisation ability. This theoretical feature, however, does not pose an advantage as the most difficult
thing for any classifier normally is to find the model parameters and, thus, it is not clear how to benefit
from the theoretical equivalence here.
For the case of SVMs with an exponential RBF kernel, a close similarity between SVMs and GMDs
can be observed. Starting from the general form of the decision function, we show that GMDs and SVMs
are in fact equivalent and, even more, that either one can be represented as the respective other without
changing the decision boundary.
Consider the decision rule of a standard SVM in Equation 4.32. This equation can be rewritten as
r(X) = arg max
k∈{−1,1}
{ ∑
vi∈Sk
kαiK(X, vi) + α0
}
(4.37)
= arg max
k∈{−1,1}
{ ∑
vi∈Sk
kαi exp
(−γ||X − vi||2)+ α0} (4.38)
where Sk is the set of SVs from class k.
For comparison we give the decision rule of a GMD classifier, which is independent of the number of
classes considered:
r(X) = arg max
k
∑
i
p(k)p(i|k)p(X|i, k) (4.39)
= arg max
k
∑
i
p(k)p(i|k)N (X|µki, σki) (4.40)
where p(k) is the prior probability for class k, p(i|k) is the cluster weight for cluster i, and p(X|i, k) is the
emission probability of the ith density for class k which is a Gaussian with mean µki. Note that if we use
a pooled covariance σ for all densities (i.e. σki = σ), N (x|µki, σ2ki) can be written as
N (x|µki, σ) = 1(2piσ2)D/2 exp
(
−1
2
||x− µki||2
σ2
)
(4.41)
Now it can be seen, that Equation 4.38 and Equation 4.41 are identical except for the α0 if the means µki
and the SVs vi correspond. In fact, a GMD can be transformed into an SVM (and vice versa) by setting
kαi = p(k)p(i|k) 1(2piσ2)D/2 (4.42)
γ = − 1
2σ2
(4.43)
µki = vi (4.44)
and α0 can be sufficiently well approximated by an additional density with arbitrary mean and very high
variance and a cluster weight proportional to α0. The fact that αi can be negative, which is not allowed
for the probabilities in the GMDs, can easily be worked around by adding a SV to the other class with
weight −αi, which does not affect the decision boundary and can smoothly be transformed to a density
in the GMD model.
Thus GMDs and SVMs can represent the same decision boundaries for the two class case and either
representation can be obtained from the other as described above keeping the decision boundaries constant.
Thus, the main difference between a GMD and an SVM with RBF kernel is the training method and the
optimisation criterion.
Multi-Class Case. The earliest used implementation for SVM multi-class classification is probably the
“one-against-the-rest” (also known as “one-against-all”) method, which has been used to extent other
binary classifiers to multi-class problems before [Hsu and Lin, 2002]. Therefore, not a single classifier is
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trained to discriminate between all classes at once but a classifier is trained for each class to discriminate
it from all other classes and the decision is drawn according to the scores from these individual decisions.
The decision rule in this case is:
r(x) = arg max
k
{ ∑
vi∈Sk
kαiK(x, vi) + αk
}
, (4.45)
where the parameters for each class k are optimised individually considering the two-class problem where
all competing classes are considered to be from class −1 and class k is considered to be class 1.
Here, the relationship to the GMD classifier is similar to the two-class case if this SVM is converted
into a GMD classifier, each SV becomes a mixture mean, we assume a pooled, diagonal covariance matrix
with identical entries for each dimension inversely proportional to γ and the cluster weights are given
through the weights αi of the SVs:
p(k)p(i|k) 1
(2piσ2)D/2
= αk (4.46)
µki = vi ∈ Sk (4.47)
1
2σ2
= γ (4.48)
Again, it is necessary to address the class-wise constant bias terms αk which can be substituted by very
diffuse Gaussians (one per class) with an arbitrary mean and a weight proportional to αk. Negative
weights αi are compensated by adding respective densities to all other classes.
Note that the same transformation can be applied if the SVM is trained to jointly discriminate all
classes as described in [Weston and Watkins, 1999] because the same decision rule is applied there and
only the training is done differently.
Fusing SVMs and GMDs
Given two GMDs
G1 = ((µ11, . . . , µ1I), (σ11, . . . , σ1I), (p1(1), . . . , p1(I)) (4.49)
G2 = ((µ21, . . . , µ2J), (σ21, . . . , σ2J), (p2(1), . . . , p2(J)) (4.50)
one trained using the EM algorithm for GMDs and the other obtained by transforming an SVM, it is
possible to fuse both GMDs into one and arbitrarily fade between the two. The new, joint GMD G′ is
obtained as
G′ = ((µ11, . . . , µ1I , µ21, . . . , µ2J) (4.51)
(σ11, . . . , σ1I , σ21, . . . , σ2J) (4.52)
(wp1(1), . . . , wp1(I), (1− w)p2(1), . . . , (1− w)p2(J))
)
(4.53)
where w is a weighting factor allowing to smoothly blend between G1 (for w = 1) and G2 (for w = 0).
Since the cluster weights of G1 and G2 are normalised, for 0 ≤ w ≤ 1 the cluster weights of the resulting
GMD G′ are also normalised. Thus, using the fusion of the GMD-method described in Section 4.7 and a
SVM it is possible to classify objects. Note, that in Chapter 5, Section 5.4.3, this method will be described
in more detail and additional experiments for this method are presented.
4.10 Real-time Recognition of Objects and Hand-Poses for Human
Computer Interaction
Opposed to the other models presented in the previous sections which were designed for offline recognition
of objects in natural images, the method presented in this chapter differs in two major points: first, it
was designed to run in real-time to allow for natural user interaction with a computer, and second it
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Figure 4.11. An example hardware setup and application. A user edits an electronic document by
using his hands, real pens, and erasers. An overhead stereo camera is used both for gesture/object recognition
and touch detection. A web cam and small display may also be used to aid collaboration with remote users.
was not designed and evaluated for arbitrary natural images but for a relatively restricted domain task of
recognising hand gestures, hand poses, and a restricted set of objects under relatively restricted conditions.
We present a unified algorithm for the automatic recognition and localisation of hand poses and object
classes in real-time. The algorithm has been designed for (but is not restricted to) scenarios where a
person makes use of his/her hands together with common physical objects to drive an application either
displayed on a tablet screen or projected onto a table top. Figure 4.11 shows an example application
where a user edits an electronic document using common office objects such as pens and erasers while
manipulating it via natural hand gestures.
Enabling intuitive and natural interaction in such a scenario requires accurate and efficient recognition
of different hand poses and a variety of object classes3, together with the ability to detect when the user
touches the workspace surface. Current touch-screen technology and hand-based user interfaces do not
support all these requirements [Buxton, 2007].
Although within the seemingly constrained setup considered here (see Figure 4.11), the problem of
recognising different hand poses and objects remains challenging due to the large variability in lighting
conditions, skin colour, hand sizes, object appearance (e.g. different types of cell phones), the presence of
sleeves etc. (Figure 4.20). Furthermore, touch vs. non-touch discrimination must be robust with respect
to different camera setups, hand poses and cases where the hands may or may not be holding objects.
The discriminative classifier developed here is based upon recent advances in random forest learn-
ing [Breiman, 2001, Lepetit et al., 2005, Moosmann et al., 2006, Yin et al., 2007], and is capable of
efficiently combining appearance, shape and depth cues to achieve accurate class discrimination. An illus-
tration of the importance of depth cues both for touch detection and as an aid to recognition is shown in
Figure 4.12.
Existing work in stereo vision has concentrated on the extraction of disparity maps [Criminisi et al.,
2007, Kolmogorov et al., 2006, Scharstein and Szeliski, 2002, Sun et al., 2003] from image pairs. However,
accurate disparities require incorporating spatial smoothness priors, which often involve running computa-
tionally expensive procedures such as alpha expansion graph cuts, belief propagation or dynamic program-
ming. Examples of papers which tackle the problem of efficient disparity map computation are [Schmidt
et al., 2002, Yang and Pollefeys, 2003]. However, those approaches still produce whole disparity maps as
output. Another step towards using stereo information efficiently was presented in [Kolmogorov et al.,
2005] for purposes of foreground/background segmentation. It was shown that rather than solving the
‘full stereo problem’ and computing disparity maps, cheaper stereo likelihoods could be computed for each
pixel. Here, the idea of cheap stereo is investigated further. In fact, instead of computing disparity maps,
3Unlike previous work on surface computing [Wilson, 2005] here all physical objects are assumed to be untagged.
100
4.10 Real-time Recognition of Objects and Hand-Poses for Human Computer Interaction
(a) (b)
(c) (d)
Figure 4.12. Depth cues for touch detection and hand pose recognition. Examples of different
hand poses and the corresponding disparity maps (computed using a conventional stereo algorithm; red
indicates large disparities and blue small ones). (a) A hand in the “fist” pose, touching the working surface,
and (b) above the surface. Stereo cues help distinguish “touch” and “no-touch” cases. (c,d) Images of a
hand in the “flat” and “spider” pose, respectively. In (c) the whole hand is touching the surface, whereas
in (d) only the fingertips are touching. Although the shape of the two silhouettes (c,d) is very similar, the
corresponding disparity maps contain sufficient information to disambiguate the two cases.
stereo matching costs are used directly as visual features for classification. Furthermore, those stereo
features are calculated only at those pixels which require depth cues for improved class-discrimination.
This, together with a new training-method penalising computationally expensive features enables real-time
performance.
4.10.1 Task Description
For the purpose of creating a system as described in the previous section, we have recorded a database of
hand poses and objects that might be useful for a document editing application. The database is described
in detail in Section 4.12.5.
4.10.2 Foreground extraction
Before any object/gesture can be recognised the foreground needs to be segmented from the background.
This section describes the segmentation algorithms employed.
In the case where the workspace surface is an LC display (as in the example in Figure 4.11), placing
polarising filters before the cameras (orthogonally to the display’s own polarisation) achieves background
suppression. However, our recognition system may also be employed with non-electronic surfaces such
as a wooden desk top. In this case, in order to perform segmentation while allowing for possible camera
jitter and changes in lighting conditions the following learning approach is employed.
Training
A small set of images containing foreground (hand/objects) exemplars are manually segmented (off-line)
and stored. Additionally, some images of the “clean” background (e.g. wooden desk) are captured under
slightly different lighting conditions and different camera positions. A decision tree is then trained [Quin-
lan, 1996] on those segmentation masks, so as to learn to discriminate between background and foreground.
The tests used in the tree nodes are the same appearance features that are employed in the classification
stage and will be described in section 4.10.3. Foreground models and segmentation tree can now be refined
by: i) adding more, unsegmented images containing foreground; ii) using the learnt tree to segment them
and; iii) re-training of the tree on all obtained segmentation masks.
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Figure 4.13. Our segmentation and recognition system. (top box) The segmentation phase. A decision
tree trained to discriminate foreground and background is applied to the image to get a “leaf label map”. See text. The
likelihoods of foreground and background are then computed from the label map and a min-cut algorithm applied to
obtain a segmentation mask. Only appearance features are used in this phase. (bottom box) The recognition phase.
A Random Forest with T trees, trained to discriminate between different object classes is applied to an input stereo
pair to produce T new label maps. For each connected foreground region a histogram of leaf labels is accumulated
and classified via nearest neighbours. Several visual features are combined in this phase.
Segmentation
During testing the learnt decision tree is applied to each pixel in an input image. Thus, each pixel
is associated with a label, i.e. the index of the terminal node reached when the tree is applied at that
pixel (Figure 4.13, top). A foreground/background segmentation mask is obtained by energy minimisation,
similar to GrabCut [Rother et al., 2004], but with two important differences. First, in GrabCut appearance
is modelled by means of Gaussian Mixture Models in RGB space. In contrast, in our system the output
of the decision tree is used as unary potentials, i.e. histograms over the leaf labels are used to model
appearance of foreground and background. Second, our system does not require manual initialisation;
instead automatic initialisation is achieved by using aggregate foreground and background histograms
across the training set described earlier. As in [Rother et al., 2004], we alternately update the segmentation
and the foreground/background histograms for a number of iterations (typically just two for an optimal
speed/accuracy trade off).
4.10.3 Fusing Appearance, Shape and Depth for Recognition
This section assumes that foreground/background separation has been achieved and focuses on the recog-
nition of the foreground region4.
Random Forests for Classification
Recent work has demonstrated the effectiveness of Random Forests algorithms for classification (e.g.
[Breiman, 2001]), particularly with regard to speed and robustness to overfitting. Here, a number of
random trees are trained to select and combine various visual cues and achieve good class discrimination.
Given an input image and its foreground mask, a decision tree trained to discriminate between different
classes using tests5 ti is applied to each foreground pixel leading to a leaf label for each pixel. The leaf
label corresponds to the index of the leaf reached in the tree (Figure 4.13, bottom). A histogram over
4Since the recognition process is independent of segmentation, a large part of our training dataset actually consists of
pre-segmented images obtained using a black background.
5A test here refers to a boolean decision rule applied to a feature vector.
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(a) (b)
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Figure 4.14. Visual features. (a) An example for a possible test in a decision tree. The test is applied to the
pixel marked with the cross and the difference between two randomly selected pixels chosen within a bounding box of
50×50 pixels is compared to two thresholds. (b) For a pair of corresponding pixels pl and pr from a stereo image pair
the disparity d is computed as d = pl − pr.
all such labels for the foreground region is computed and classified using a nearest neighbour classifier
with Bhattacharyya distance. This method is extended to use multiple decision trees (a decision forest)
by concatenating the histograms prior to classification.
The key strength of random forests is that the trees in the forest capture different cues due to the
randomness in the learning process. Every tree is trained independently of the others which allows
for parallel training of several trees. In each training iteration, a pool of 200 randomly selected test
candidates T = {t1, . . . , tI} is generated and at each leaf the test candidate ti with the highest entropy
gain6 is appended as a node in the tree. This procedure is repeated until no further leaves are appended.
Note that unlike other approaches building on weak classifiers such as GentleBoost [Friedman et al.,
1998] here the tests that are used as building blocks of the strong classifier, the tests are not optimised
with respect to classification performance but just randomly sampled from the space of all possible tests.
In Random Forests, each tree is allowed to overfit during training; but averaging over outputs of multiple
trees leads to good testing generalisation. In many cases Random Forests have been proved to achieve
better generalisation than AdaBoost despite higher training errors [Breiman, 2001, Yin et al., 2007]. The
tests used to build the tree are described in the next section.
Visual features
This section describes the different visual cues, the features that are used, and the tests that are made
available to the decision tree learning.
We use a combination of appearance, shape and depth visual cues. For each of the different visual cues,
texture-like filters are applied to obtain features fi which are used in the tests ti of the decision tree nodes
(one test per node). Generally, the tests compare the values of the features fi with two randomly selected
thresholds (see Figure 4.14a). Thus, the tests for a pixel in (x, y) are of the following form:
t(x, y) = θ1 < fi(x, y) < θ2, (4.54)
where fi(x, y) is a feature function for position (x, y) in the image, and θ1 and θ2 denote thresholds.
The features fi can be of different forms, either they are the difference of two randomly selected pixels
p1 and p2 within a bounding box centred in (x, y) (type 1) or they are just the value of one randomly
selected pixel in this area (type 2):
f1(x, y) = p1(x+ x′, y + y′)
−p2(x+ x′′, y + y′′) (type 1)
f2(x, y) = p1(x+ x′, x+ y′) (type 2)
where p1(x, y) and p2(x, y) denote the values of pixels at these positions in the specified colour channels.
All parameters and the type of the tests are randomly chosen in the generation of the test candidates. An
example test is shown in Figure 4.14a. It has been shown, that using sufficiently large bounding boxes
allows to capture long-range interactions in the images [Shotton et al., 2006]. These tests are applied to
different visual cues and slightly adapted to the specific character of the cue. Next we describe details of
the different visual cues used here:
6Provided the gain is above a certain threshold.
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Appearance. To capture appearance information, tests are applied to RGB colour channels. In the
training process, 90% of all randomly generated appearance (colour) features are of type 1 (i.e. pixel
differences), and the remaining ten percent are of type 2 (i.e. absolute values). The advantage of pixel
differences for appearance cues is a better invariance with respect to lighting changes.
Shape. The binary mask obtained from the segmentation stage is used as an additional channel in the
recognition phase to capture shape information. The tests applied to this (binary) mask are of the same
type as those applied to the appearance channels.
Depth. Depth information is essential for reliable touch/no touch discrimination. Given a pair of rectified
stereo images, depth information can be obtained by finding the correspondence of the pixels in the left
image to the pixels in the right image for every scanline as depicted in Figure 4.14b. For every pixel
pr in a scanline of the right image, the corresponding pixel pl in the left image is determined within a
certain disparity range ∆. The displacement of pr to pl is the disparity (d = pl − pr) and is inversely
proportional to the distance of the observed point in the image to the camera. Usually, to determine the
correspondences of the pixel pairs, the sum of squared distances (SSD) between all pairs of pixels of a
scanline is calculated and the optimal alignment of all pixels of the left scanline to all pixels of the right
scanline is determined by algorithms such as dynamic programming, belief propagation or graph cuts.
Direct incorporation of high quality disparity maps in our framework is straightforward but highly
inefficient. Using low resolution disparity maps, would result in more efficient algorithms but with high
costs in the accuracy of touch detection.
Yet another way to incorporate stereo information efficiently is to use mean and variance disparities or
winner-takes-all (WTA) disparities. For the latter, the calculation does not require any spatial coherence
and therefore the computation is cheap. The mean disparity and its variance are calculated as d =∑∆
d=0 d · p(d) and σ2d =
∑∆
d=0(d − d)2 · p(d), respectively, where p(d) = exp (−γSSD(pr, pr + d))/Z and
SSD is the sum of squared distances of 3×7 patches around the pixels in the current scanline of the left
and right images. Z is a normalisation factor. WTA disparities are calculated as dˆ = arg maxd p(d). To
calculate the mean, variance, and WTA disparities, for each pixel matching costs for the whole disparity
range ∆ must be computed.
To reduce the number of necessary computations further we develop new stereo features by subsampling
the search interval ∆ into a small number of allowed disparities di and extracting the corresponding slices
from the whole 3D matching cost space (an illustration is shown in Figure 4.15). We call these disparity
cost slices (DCS). The idea is to use stereo matching costs directly as visual features in our learning
framework.
The stereo features used in the test candidates for training of trees are chosen such that 50% of the
features are of type 2 (i.e. absolute disparity/SSD cost) and the remaining 50% of the features are absolute
disparity/cost differences.
4.10.4 On-demand stereo and cost-aware training
On-demand stereo.
In decision trees, in contrast to other classifiers such as AdaBoost, not every test is applied to every
observation (here: pixel). Instead, for every pixel, only the tests along one path through the tree (from
root to leaf) are evaluated. Therefore, we can avoid computing the full cost space volume (or the selected
full slices) which would lead to many unnecessary operations. We only compute stereo matching costs for
those pixels that require depth information, as dictated by the learnt decision tree. This concept applies
to all features, but is most important for the stereo ones because of their computational cost.
Cost-aware training.
A further speedup is obtained by training the tree cost aware. Conventional tree training minimises an
entropy criterion, here we modify this criterion to optimise with respect to efficiency and classification
accuracy jointly. This is achieved by adding a weighted version of the expected cost of evaluating the
test. Hence tree learning now minimises a trade off of discriminatory performance and speed. This is
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Figure 4.15. Disparity Cost Slice stereo features. Sampled stereo matching costs are used directly as visual
features in our learning framework. Note how the slice corresponding to d = d2 shows a near perfect alignment of left
and right images, suggesting d2 as the correct depth for the hand.
implemented by dividing the entropy gain for a test by a penalty value accounting for its computational
cost. Thus, more expensive tests are pushed toward the bottom of the tree and applied to fewer pixels.
In our case, the evaluation of tests for the stereo cues (even for the DCS stereo slices) is more costly
than evaluating appearance or shape tests. The penalisation of stereo tests allows us to smoothly blend
between using stereo features and not using them at all.
Memory caching.
Finally, a caching mechanism is implemented to avoid repeating calculations. An informal experimental
evaluation with a subset of images has shown that the cache is used in 16% of all accesses to the cost
space and leads to a significant performance increase. More details are given in Section 4.13.7.
4.11 Discussion of the Models and Their Relationship
In this section, we discuss the relationships between the models presented in the previous Sections 4.3-4.10.
Certainly, all of these models are related by the way they make use of the information encoded in the
images. All of the models use local image information in one way or another. This is by far not the only
relationship between the models. In the remainder of this section, we will discuss the various relations
between the models.
Histogram-based Methods. The two histogram-based models presented in [Deselaers et al., 2005b]
and [Deselaers et al., 2006a] in principle are the same approach but with a different way to generate the
visual vocabulary. These methods are similar to many BOVW-approaches presented in the literature,
where first a generative model is used to create a fixed-length representation of a potentially variable-
length/variable-size descriptor. In a second step, a discriminative method is used to classify the new
representation [Dorko´, 2006, Li et al., 2005, Sivic and Zisserman, 2003].
Both models share the advantage that they are easy to implement and can be applied efficiently. A
major problem of the first approach, which is solved in the second, is that large amounts of the information
contained in the image is discarded, due to the extraction at interest points only. In the latter approach,
local features extracted from all positions are encoded in the histogram. Furthermore, the approaches
have in common that they cannot easily incorporate relative spatial position. Only absolute position
information, which leads to lost translation invariance, can be incorporated easily. In Section 4.5, we
describe how position information can be encoded in the second approach. In the first approach, absolute
position information can also be incorporated by extending the feature vectors. In general, this type of
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model leads to good results in many image classification tasks and thus similar approaches are actively
being used in many groups. An advantage of these approaches is that it is possible to visualise which
cluster centres are important for the classification and thus it is possible to visually interpret the models.
A problem with these approaches is that the optimal size of the code book needs to be tuned heuristically.
Commonly, using more visual words leads to better results, but has the disadvantage of being slower.
Another drawback of these approaches is that the classification of the images does not directly depend
on the appearance of the local features extracted anymore but only on their cluster identifiers. This
additional information loss incurred by the the vector quantisation leads decouples the final classification
decision nearly entirely from the local features extracted from the images initially.
Given the histograms, we proposed a few decision rules. A strong relationship exists between the
decision rule resulting from the naive Bayes, the Gaussian, and the log-linear model. In all three cases
the decision rule maximises over a linear function of the histogram representation:
r(X) = arg max
k
{
αk +
C∑
c=1
λkchc(X)
}
For the naive Bayes model we have αk = 0 and λkc = log p(k|c), for the Gaussian model the parameters
{αk, λkc} are a function of the parameters {µk,Σ}, and for the log-linear model the parameters are trained
directly. According to [Minka, 2005], log-linear models and naive Bayes are a generative/discriminative
classifier pair.
In this formulation of the decision rule, evidently, patches assigned to those clusters c that have the
highest absolute difference of coefficients |λkc−λk′c| contribute the most to the discrimination between the
classes k and k′ according to the model. This correspondence is used to visualise the most discriminative
patches in Section 4.13.1, where the sign of the difference λkc−λk′c determines if the patch cluster contains
indicators for class k or k′.
Geometric Matching. The geometric matching approach, is based solely on spatial information but
builds on top of the visual vocabulary of the first histogram approach. Thus, the disadvantage of dis-
carding a large amount of the image information remains due to extraction at interest points and vector
quantisation. This approach is computationally quite costly and requires large amounts of RAM. Advan-
tages of this approach are that it allows for localising the recognised objects if they are annotated with
bounding boxes in the training data and furthermore, it is possible to visualise the recognition which is
useful if the results have to be made plausible to a user. However, the system is limited to recognising
rigid objects since the matching algorithm cannot easily account for articulated objects. Furthermore,
this approach is based on texton maps from the histograms of patches approach and thus indirectly relies
on the heuristic feature extraction and vector quantisation process.
GMDs, LLMMs, and SVMs. The GMD approach does not discard the appearance information but
includes it completely in the decision making process. Furthermore, the formulation of the GMD approach
allows for the inclusion of spatial information, absolute as well as relative. The biggest problem with the
GMD approach is that the number of densities has to be set empirically. However, in experiments we
have seen that this approach is less sensitive to this parameter than the first histogram approach. The
GMD approach can be tuned using discriminative training. This discriminative refinement of the cluster
weights can be directly compared to the training of the log-linear model in the histogram approaches.
However, the discriminative tuning of a generative model is not an entirely sound method, and thus we
also presented the approach of log-linear mixture densities, where we have shown that this is in principle
the same approach but formulated as a clean discriminative model. Another advantage of the log-linear
mixture approach is that it allows for an easier, more efficient, and often more stable training algorithm.
It has been shown that this formulation allows for reliable estimation of second order models which
corresponds to GMD models with full covariance matrices, which cannot be estimated reliably due to
numerical issues. The approach that fuses SVMs and GMDs is obviously related to the GMD approach
and then related to the log-linear mixture model in the same way.
Both, the GMD and the log-linear mixture approach are commonly used with patches extracted at
interest points, which has the disadvantage that a large share of the image data is not used in the final
decision.
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Table 4.1. Overview of the different properties of the presented approaches. PH= patch histograms, PHGD=patch
histograms with generalised dictionary, GM= geometric matching, GMD=Gaussian Mixture Densities (including the
GMD/SVM approach), LLMM=Log-linear Mixture Models.
PH PHGD GM GMD/LLMM/SVM
uses interest points yes no yes yes
uses features from all positions no yes no no
discards appearance of features yes yes yes no
loss of precision by vector quantisation yes yes yes no
use of absolute spatial position no yes yes yes
use of relative spatial position no no yes yes
visual interpretation possible yes no yes yes
works for deformable/flexible objects yes yes no yes
Figure 4.16. Examples from the Caltech data (airplanes, faces, motorbikes, background)
Random Forests. The model with random forests is only loosely connected with the other models
although, the tree-based classifier is similar to a boosting, and boosting has been shown to be closely
related to logistic regression and log-linear models [Friedman et al., 1998].
The different properties of the approaches are summarised in Table 4.1.
4.12 Databases for Object Recognition
In this section, we describe the datasets that were used to train and evaluate the different object recognition
methods.
4.12.1 Caltech Cars, Faces, Motorbikes
Fergus et al. [2003] use different datasets for unsupervised object training and recognition of objects. The
task is to determine whether an object is present in an image or not. For this purpose, several sets of
images containing certain objects (airplanes, faces, and motorbikes) and a set of background images not
containing any of these objects are available at http://www.robots.ox.ac.uk/∼vgg/data, which we use in
the experiments. The images are of various sizes and for the experiments they were converted to grey
images. The airplanes and the motorbikes tasks consist of 800 training and 800 test images each, the
faces task consists of 436 training and 434 test images. For each of these tasks, half of the images contain
the object of interest and the other half does not. An example image of each set is shown in Figure 4.16.
These tasks are probably among the most commonly used evaluation databases for object recognition
algorithms, although the use of these tasks has already started to decline because they are considered to
be easy and several methods are able to achieve near-perfect recognition results.
4.12.2 PASCAL Visual Object Classes Challenge 2005
In 2005, the PASCAL network of excellence started to organise object classification competitions and
publicly released datasets.
The PASCAL visual object classes challenge (VOC) database 20057 is far more challenging than the
Caltech datasets.
7available at http://www.pascal-network.org/challenges/VOC/voc2005/index.html
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Figure 4.17. Example images from the PASCAL database.
In the PASCAL VOC 2005, two different tasks have been organised. A classification task, where the
aim is to predict object presence absence and a detection task, where the aim is to predict bounding boxes
of objects. Four object classes are defined: motorbikes, bicycles, people, and cars.
A total of 684 training images, containing 812 annotated objects are available. For testing, two condi-
tions are distinguished: test 1, which is relatively easy and test 2 which is far more difficult due to higher
variance than contained in the training images. The test 1 set contains 689 images with 831 annotated
objects, and the test 2 set contains 1,282 images with 2,045 annotated objects. Here, in particular there
is more variance regarding the viewpoints, lighting, and scale of the objects.
Example images for the four object classes are shown in Figure 4.17.
Recognising the objects in the images of the PASCAL database is much harder. The objects appear at
very different scales, where the smallest of the objects make up only a negligible part of the image at all.
The objects are also shown from different view points. For example, some cars are shown from the right,
others from the front, and even images showing cars from above are present. Furthermore, some objects
are partially occluded by other objects and thus are not fully visible. To complicate recognition further, a
few objects appear rotated, and others are depicted at different lighting conditions. These circumstances
turn out to be tough for object recognition.
Details on the dataset and the PASCAL 2005 evaluation were published in [Everingham et al., 2006b].
4.12.3 PASCAL Visual Object Classes Challenge 2006
The PASCAL VOC 2006 consists of two tasks: classification, i.e. prediction whether at least one object of
a given class is present in an image or not and detection, i.e. prediction of the bounding boxes of objects
of a given class. We participated in the classification task only.
The challenge comprises ten object classes (bicycle, bus, car, cat, cow, dog, horse, motorbike, person,
sheep), an example image of each of these is shown in Figure 4.18. In the tasks it has been distinguished
between a setup where only the delivered training data is used and a setup where arbitrary data (except
the delivered test data) could be used for training.
The images in the challenges are taken from the Flickr photo sharing site, from personal photo collections,
and from the MSRC image collection. The annotation of the images has been created manually, by
specifying a bounding box, the viewpoint (front, rear, left, right), whether the object is fully contained in
the image, and a difficult flag. In total, the database consists of 5,304 images containing 9,507 annotated
objects, and is split into 1,277 training images, 1,341 validation images for system tuning, and 2,686 test
images that have been used to rank the systems in the evaluation.
An extensive description of the full evaluation with analysis of all results is given in [Everingham et al.,
2006a].
4.12.4 IRMA/ImageCLEF Medical Image Annotation Tasks
Starting in 2005, automatic medical image annotation in ImageCLEF has evolved from a simple classifica-
tion task with about 60 classes to a task with almost 120 classes. From the very start however, it was clear
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(a): bicycle (b):
bus
(c): car (d): cat (e): cow
(f): dog (g): horse (h):
motor-
bike
(i): person (j): sheep
Figure 4.18. Example images of the PASCAL VOC 2006 database.
that the number of classes cannot be scaled indefinitely and that the number of classes that are desirable
to be recognised in medical applications is far too big to assemble sufficient training data to create suitable
classifiers. To address this issue, a hierarchical class structure such as the IRMA code [Lehmann et al.,
2003b] can be a solution because it supports the creation of a set of classifiers for subproblems.
The classes in the years 2005 and 2006 have been based on the IRMA code. They have been created by
grouping similar codes into single classes. In 2007, the task has changed, and the objective is to predict
complete IRMA codes instead of simple classes.
The 2007 medical automatic annotation task builds on top of the task in 2006: 1,000 new images have
been collected and are used as test data. The training and the test data of 2006 have been used as training
and development data, respectively.
The complete database consists of 12,000 fully classified medical radiographs taken randomly from
clinical routine at the RWTH Aachen University Hospital. 10,000 of these were released along with their
classification as training data, another 1,000 were also published with their classification as validation
data to allow for tuning classifiers in a standardised manner. 1,000 additional images were released at a
later date without classification as test data. These 1,000 images had to be classified using the 11,000
images (10,000 training + 1,000 validation) as training data.
Each of the 12,000 images is annotated with its complete IRMA code, described below. In total, 116
different IRMA codes occur in the database. The codes are not uniformly distributed, and some codes
have a significantly larger share among the data than others. The least frequent codes are represented at
least 10 times in the training data to allow for learning suitable models.
Example images from the database together with textual labels and their complete code are given in
Figure 4.19.
In ImageCLEF 2007, the evaluation criterion for the medical annotation task was a score incorporating
the hierarchical structure of the IRMA code. [Deselaers et al., 2008e] describe the task, the evaluation
criterion, and the outcomes of the evaluation in detail.
The IRMA Code
Existing medical terminologies such as the Medical Subject Headings (MeSH) thesaurus are poly-hierarchical,
i.e., a code entity can be reached over several paths. However, in the field of content-based image retrieval,
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Table 4.2. Example IRMA codes for the body region axis.
000 not further specified
...
400 upper extremity (arm)
410 upper extremity (arm); hand
411 upper extremity (arm); hand; finger
412 upper extremity (arm); hand; middle hand
413 upper extremity (arm); hand; carpal bones
420 upper extremity (arm); radio carpal joint
430 upper extremity (arm); forearm
431 upper extremity (arm); forearm; distal forearm
432 upper extremity (arm); forearm; proximal forearm
440 upper extremity (arm); elbow
...
we frequently find class-subclass relations. The mono-hierarchical multi-axial IRMA code strictly relies
on such part-of hierarchies and, therefore, avoids ambiguities of textual classification [Lehmann et al.,
2003b]. In particular, the IRMA code is composed of four axes having three to four positions, each in
{0, . . . , 9, a, . . . , z}, where ”‘0”’ denotes ”‘not further specified”’. More precisely,
• the technical code (T) describes the imaging modality;
• the directional code (D) models body orientations;
• the anatomical code (A) refers to the body region examined; and
• the biological code (B) describes the biological system examined.
This results in a string of 13 characters (IRMA: TTTT – DDD – AAA – BBB). Some example codes for
the body region axis (BBB) are given in Table 4.2.
The IRMA code can easily be extended by introducing characters in a certain code position, e.g., if
new imaging modalities are introduced. Based on the hierarchy, the more code positions differ from “0”,
the more detailed is the description.
The potential advantage of using a class hierarchy over using a flat class scheme is that it is in principle
possible to create classifiers for large numbers of classes by creating classifiers discriminating between
subclasses. Furthermore, a hierarchy-aware classification scheme could potentially be extended when
the hierarchy is extended, whereas most flat classification schemes need to be retrained from scratch.
Hierarchies have also been used for general object recognition, e.g. by Marsza lek and Schmid [2007].
4.12.5 Database for Hand Pose Recognition for Human Computer Interaction
A fully labelled database of several different hand poses and objects was constructed for purposes of
training and testing. Figure 4.20 shows example images. The database consists of stereo image pairs of
45 classes, broadly divided into the following three different groups. (a) Hand poses (12 classes): fist,
fist (side view), flat hand, flat hand (side view), picking, point with 1 finger, point with 2 fingers, right
angle, ring, spider, thumb up and thumb up (side view). (b) Objects held by a hand (10 classes): black
pen, blue pen, red pen, green pen, pencil, stylus (from the tablet display), eraser, scissors, post-it note
and paper. (c) Objects on their own (2 classes): cell phone and sticky tape. For each of the classes from
categories (a) and (b), examples where the hand (or the object) are touching the screen are labelled as
being different from cases where they are above the screen. There are thus effectively twice the number
of classes as the number of hand poses/objects. The two objects in (c) always occur on their own and are
always touching the surface. Finally, scissors never touch the surface.
For each class we have captured 100 images, divided randomly into 50 training and 50 test images. The
images were captured under different lighting conditions, with different people’s hands (3 female and 5
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1121-120-200-700
T: x-ray, plain radiography, analog, overview
image
D: coronal, anteroposterior (AP, coronal),
unspecified
A: cranium, unspecified, unspecified
B: musculosceletal system, unspecified, unspeci-
fied
1121-120-200-700
T: x-ray, plain radiography, analog, overview
image
D: coronal, anteroposterior (AP, coronal),
unspecified
A: cranium, unspecified, unspecified
B: musculosceletal system, unspecified, unspeci-
fied
1121-120-310-700
T: x-ray, plain radiography, analog, overview
image
D: coronal, anteroposterior (AP, coronal),
unspecified
A: spine, cervical spine, unspecified
B: musculosceletal system, unspecified, unspeci-
fied
1121-127-700-500
T: x-ray, plain radiography, analog, overview
image
D: coronal, anteroposterior (AP, coronal), supine
A: abdomen, unspecified, unspecified
B: uropoietic system, unspecified, unspecified
1123-211-500-000
T: x-ray, plain radiography, analog, high beam
energy
D: sagittal, lateral, right-left, inspiration
A: chest, unspecified, unspecified
B: unspecified, unspecified, unspecified
1121-127-700-400
T: x-ray, plain radiography, analog, overview
image
D: coronal, anteroposterior (AP, coronal), supine
A: abdomen, unspecified, unspecified
B: gastrointestinal system, unspecfied, unspeci-
fied
Figure 4.19. Example images from the medical annotation task with full IRMA-code and its textual representation.
male) in different poses. For each class both “touch” and “no-touch” image pairs were recorded. Epipolar
rectification of all stereo pairs is achieved using conventional techniques [Hartley and Zisserman, 2004].
4.13 Experimental Results
In this section we present the experimental results for all of the methods presented in Chapter 4. We
evaluated all methods on the Caltech database and present additional experiments to investigate the
properties of the different methods on the other datasets.
A first overview of all methods evaluated on the Caltech database is given in Table 4.3.
The first block gives the results from the global nearest neighbour patch search method (cf. Section 4.3)
and it can be seen that this method works reasonably well for the airplanes and faces task but not so well
for the motorbikes task.
The second and third blocks give results for the two histogram-based recognition methods with learnt
visual vocabulary (cf. Section 4.4) and the generalised visual vocabulary (cf. Section 4.5), respectively
using different classification techniques. For both approaches we give error rates using an image-based
nearest neighbour classifier, a log-linear model, and SVMs and the latter two always outperform the others.
For the general dictionary approach the additional use of position information improves the results for
this task.
The next block gives results using the geometric matching approach (cf. Section 4.6), which, for this
task, performs similarly to the histogram-based methods. Here, this approach works well because the
objects to be recognised are rigid and shown in constant viewpoint. For more difficult tasks with higher
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Figure 4.20. Database of stereo images. Example images (only left views shown here). The database
comprises images of different people’s hands in 12 different poses and images of 12 different objects classes.
The large variability in lighting conditions, skin colour and the presence of sleeves makes recognition challeng-
ing.
variability, the geometric-matching approach is expected perform worse.
Then, results using the Gaussian mixtures approach are given (cf. Section 4.7) and it can be observed
that even the baseline result outperforms most of the other approaches here and can be improved by
adding more data, position information and discriminative training, after that we have results for the
SVM-based approach and for the log-linear mixture models. The last block gives comparison results from
the literature.
In the following we present experimental results for the individual methods, partly on the Caltech data
and partly on additional databases.
4.13.1 Experimental Analysis of the Histogram-based Approach with Learnt
Dictionary
This approach was used in many different experiments. Here, we present the experiments that we used to
tune the system. More results are presented in various papers where application specific extensions to the
presented approaches were developed. This approach was used to address many other applications: The
histograms were used as features in content-based image retrieval applications [Deselaers et al., 2008d], a
porn-filter was built based on this method [Deselaers et al., 2008g], this technique was one of the most
successfull approaches in the object retrieval evaluation of ImageCLEF 2007 [Deselaers et al., 2008b],
in the PASCAL VOC 2005 [Everingham et al., 2006b] and the PASCAL VOC 2006 [Everingham et al.,
2006a] challenges. Furthermore, we used this method in the PASCAL evaluations 2005 and 2006.
The method was extensively tested on the Caltech tasks: For each of the tasks, we evaluate two series
of experiments.
In the first series, each image retains its original size and in the second series each image is scaled to the
height of 225 pixels, the mean height of the input images. For each of the tasks, first the image patches
are extracted. The PCA is estimated using the training data patches only and all patches are processed
using the PCA coefficients. Then, the image patches from the training data are clustered to create the
patch histograms for training and test data.
One parameter that must be determined for the experiments is the patch size. We first use the images
of original size, extract the features as described above, and apply the classification methods to these data.
Figure 4.21 shows the error rate for these experiments using the log-linear model. The other classifiers
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Table 4.3. Results on the three Caltech Tasks: airplanes, motorbikes, and faces. All results are given as EERs [%].
method airplanes faces motorbikes
nearest neighbour patch search 4.8 8.5 21.5
Histograms of Local Features
nearest neighbour 11.6 19.9 14.5
naive Bayes 5.6 11.3 7.5
log-linear model 2.6 5.8 1.5
support vector machines (linear) 2.7 5.6 1.4
Histograms of Local Features (gen. dic. +pos.)
HDM, nearest neighbour 6.5 7.6 6.9
log-linear model 1.9 3.9 1.8
support vector machines (hist. intersect. kernel) 0.8 4.4 1.3
geometric matching 4.8 2.8 1.3
Gaussian mixtures
baseline 1.5 3.2 3.5
+ random points 1.3 0.5 3.5
+ multiple scale 0.8 0.0 2.3
+ absolute patch positions 0.5 0.0 0.8
relative patch positions 0.8 0.0 1.5
+ discr. training 0.5 0.0 0.3
SVM-based method 0.8 6.5 1.5
SVM/GMD fused method 1.0 1.6 1.4
Log-Linear Mixture Models (4 dens./class)
baseline 2.8 6.0 2.3
+ second order features 2.1 4.4 2.1
+ additional features 1.0 2.3 1.5
texture feature combination [Deselaers et al., 2004b] 0.8 1.6 8.5
constellation model [Weber et al., 2000] 32.0 6.0 16.0
automatic segmentation [Fussenegger et al., 2004] 2.2 0.1 10.4
constellation model [Fergus et al., 2003] 9.8 3.6 7.5
PCA SIFT features [Zhang et al., 2005] 2.1 0.3 5.0
discrim. salient patches, SVM [Gao and Vasconcelos, 2004] 7.0 2.8 3.8
spatial part-based model [Crandall et al., 2005] 6.7 1.8 3.0
constellation model [Fergus et al., 2005] 6.3 9.7 2.7
feat. inspired by visual cortex [Serre et al., 2005] 3.3 1.8 2.0
PCA SIFT features [Zhang et al., 2005] 2.1 0.3 5.0
boosting weak hypotheses [Opelt et al., 2006] 2.5 0.0 5.7
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Figure 4.21. Log-linear model on the unscaled data: effect of patch size on the error rate.
Table 4.4. Error rates, size 61×61, original data, 512 clusters.
method airplanes faces motorbikes
Global Patch Search 7.8 18.4 15.8
Nearest Neighbour 6.1 6.2 9.6
Naive Bayes 4.6 5.8 6.9
Log-Linear Model 1.4 1.8 2.4
background motorbikes
Figure 4.22. Most discriminative patches for size 61×61; background (left) vs. motorbikes (right).
behave similarly but yield larger error rates. It can be observed that the largest patch size (61×61)
performs best. The resulting error rates for this patch size are shown in Table 4.4. They show that the
log-linear model outperforms the other methods and are also very competitive with error rates presented
in the literature for the same tasks as shown in Table 4.3. The second best approach is the naive Bayes
model.
Visualising the patches that are most discriminative according to the difference in coefficients from
the log-linear model shows an interesting effect. This effect results from the property that the images
of the background class are generally smaller than the images from the other classes. The four most
discriminative patches for the background and the motorbikes class are shown in Figure 4.22. It can be
clearly observed that the patches for the background class show image borders, while the patches for the
motorbike class show parts of the wheels. On the one hand this shows that visually meaningful patches
are learnt to be discriminative for motorbikes. On the other hand, the significant difference in size is also
learnt by assigning more importance to patches that contain image borders and corners. This explains
why enlarging the patches improves performance: The larger the patches are, the more of the image
border is contained in the patches and thus for the smaller background images the most discriminative
patches are those showing large amounts of image border.
Although we may state that the algorithm in fact learns to effectively discriminate between background
and foreground images, this is not the result we are trying to obtain. While we believe that the error
rates are still valid results, we are interested in the performance of the algorithm if it cannot exploit the
difference in size of the image classes.
To avoid the effect of learning the borders of background images, we scale all images to the common
height of 225 pixels, approximately the mean height across the data. Repeating our experiments to
determine the best patch size we now obtain the error rates shown in Figure 4.23 for the discriminative
model. Now larger patch sizes no longer perform better. The error rates for the smallest evaluated patch
size of 11×11 are presented in Table 4.5 and compared to the best error rates from the first experiment.
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Figure 4.23. Log-linear model on the scaled data: effect of patch size on the error rate.
Table 4.5. Error rates on scaled Caltech data with 512/4096 clusters in comparison to results from other publications.
method airp. faces mot.
512 clusters:
Patch Search 4.8 8.5 21.5
Nearest Neighbour 9.4 18.7 5.5
Naive Bayes 8.5 17.1 9.9
Log-linear Model 3.8 7.1 2.5
4096 clusters:
Nearest Neighbour 11.6 19.9 14.5
Naive Bayes 5.6 11.3 7.5
Log-linear Model 2.6 5.8 1.5
Performing further experiments with more cluster centres (thus using histograms with more bins) we
observe that the error rate improves for the discriminative approach. The other methods improve only
slightly if at all.
Again, the log-linear approach performs best among the investigated methods and gives competitive
results. Especially the error rate of 1.5% for the motorbike task is the lowest published error rate we are
aware of. The second best method now differs from task to task.
In Figure 4.24 the top four discriminative patches are shown for each of the three tasks. We can ob-
serve that the patches for the foreground allow a meaningful visual interpretation in most of the cases:
The airplanes images contain more horizontal structures than the background images such that patches
containing strong horizontal gradients are chosen to receive large weights. The first patch of the face class
shows a patch that resembles an eye. This observation becomes clearer if we look at some patches from
the training data that are assigned to this cluster as shown in Figure 4.25. Clearly, the algorithm has auto-
matically learnt that the eye is the visually most important feature to distinguish faces from background
images. The second face patch can be interpreted as a part of the hair/forehead line while the third and
fourth are not easily interpreted. For the motorbike task, all four patches show diagonal wheel/rim struc-
tures, which typically do not occur in background images. The most discriminative background patches
change for the three tasks, which is due to different training images and to the discriminative training: For
example, the first two background patches in the faces task are strong indicators for background versus
faces, but this would not be true in the airplanes task, because here vertical structures are indicators for
airplanes. (Note that the bright centred dot in some of the patches is due to the PCA reconstruction and
the mean image computed from patches supplied by the interest point detector, favouring images with
strong gradients.)
Figure 4.26 shows typical examples for each of the three tasks with those positions marked at which
highly discriminative features are extracted. We can observe that strong foreground indicators are located
at horizontal structures for the airplanes task, at the eyes, hair/forehead, and clothes for the faces task,
and at the wheel/rim and other diagonal structures for the motorbikes task. For the incorrectly classified
images it can be observed that in the airplane image many vertical structures are found, that the face is
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background airplanes
background faces
background motorbikes
Figure 4.24. Most discriminative patches for the Caltech data (background and object class).
Figure 4.25. Example patches from the most discriminative cluster for faces.
Table 4.6. Results of experiments using extensions to the histogram-based approach using log-linear models.
Method airplanes faces motorbikes
Discriminative Model [Deselaers et al., 2005b] 2.6 5.8 1.5
+ multi-scale features 1.13 5.05 1.88
+ multi-scale & Sobel features 4.50 13.59 2.63
+ multi-scale feat. & fuzzy hist. 2.63 8.06 1.38
+ multi-scale & brightness norm. 1.38 3.69 1.13
lin. SVM + multi-scale & brightness norm. 2.37 7.82 2.12
rbf. SVM + multi-scale & brightness norm. 2.12 9.43 2.12
too dark in comparison to the background, and that in the motorbike image a large amount of background
features are present.
The experiments show that the presented approach works well for the data presented, where the fore-
ground object forms a significant portion of the input image. It may be argued that it will be problematic
for the approach to deal with cases where this is not the case. This (so far hypothetical) effect might
be alleviated by using a significantly larger amount of training data. Furthermore, to our knowledge this
problem will occur for all generic learning and recognition approaches with the possible exception of those
approaches that are tuned toward a specific application like face detection.
Starting from these results, we performed additional experiments [Deselaers et al., 2005c] using bright-
ness normalisation (cf. Section 4.2.2), multi-scale features, fuzzy histograms, and SVMs. The results from
these experiments are reported in Table 4.6. These experiments were carried out using 4096 dimensional
histograms.
Comparing the results using multi-scale features to the results from the baseline method where only
patches of one size were extracted, a clear improvement can be seen in two of the three tasks. The result
for the motorbikes task was not improved. These results can be explained by the fact that the scale of
the motorbikes is very homogeneous and thus, multi-scale features cannot improve the results. Due to
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Figure 4.26. Typical examples of correct (left) and incorrect (right) classifications with positions of most discrimina-
tive patches for object (yellow) and background class (red).
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Figure 4.27. Error rates for the Caltech tasks depending on the smoothing factor α in fuzzy histograms.
the positive results, all experiments in the following were performed using multi scale features.
The results where Sobel features were used are worse than those from the baseline method. This
unexpected result may be due to the combined PCA transformation of brightness and contrast information.
In a next step, we evaluated the possible advantages of fuzzy histograms. Figure 4.27 shows the effect of
choosing different parameters α to smooth the image patch histograms. In these experiments we used 4096
clusters and multi scale features. The figures show that the fuzzy histograms do not improve the results in
this setting. In Figure 4.28 we compare fuzzy histograms with discrete histograms using different numbers
of histogram bins. It can be seen that fuzzy histograms outperform discrete histograms in the case of
only few clusters. As the clustering process is computationally very expensive, but the creation of fuzzy
histograms is not more expensive than the creation of discrete histograms given a cluster model, fuzzy
histograms can be used to obtain reasonable results when computing power for the training is limited.
It can also be clearly seen that the number of clusters has less impact on the classification performance
when fuzzy histograms are used. The results in Table 4.6 show that the use of fuzzy histograms does not
yield a significant improvement over the baseline method.
The results from evaluating the proposed method for brightness normalisation can be seen in Table 4.6.
It can be seen that strong improvements are possible here. A significant improvement is observed in the
faces task because some of the images were taken indoors and some images where taken outdoors.
Finally, SVMs were tested and the results hardly change. Thus, we prefer to use the log-linear model
since it allows for visualisation of the most discriminative patches. Using a linear SVM would allow for
similar visualisations.
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Figure 4.28. Error rates for the Caltech tasks depending on the number of clusters using fuzzy histograms and
discrete histograms.
Table 4.7. Results using the histograms-with-generalised-vocabulary approach for the IRMA data. The comparison
results are taken from the ImageCLEF 2005 automatic annotation task[Clough et al., 2005a].
method rank group error rate [%]
image distortion model 1 RWTH Aachen 12.6
image distortion model & texture feature 2 IRMA Group 13.3
patch-based object classifier (maximum entropy) 3 RWTH Aachen 13.9
patch-based object classifier (boosting) 4 Uni Lie`ge 14.1
image distortion model & texture feature 5 IRMA Group 14.6
patch-based object classifier (decision trees) 6 Uni Lie`ge 14.7
GNU image finding tool 7 Uni Geneva 20.6
32×32 images, Euclidean distance, nearest neighbour - - 36.8
sparse histograms (w/o position) this work
+ nearest neighbour 13.0
+ HDM, nearest neighbour 12.5
+ maximum entropy classification 11.6
+ support vector machine 11.3
sparse histograms (w/ position) this work
+ nearest neighbour 10.1
+ HDM, nearest neighbour 9.8
+ maximum entropy classification 9.3
+ support vector machine 10.0
4.13.2 Experimental Analysis of the Histogram-based Method Using a Generalised
Dictionary
In this section, we present the results we obtained using the sparse patch histograms with a generalised
visual vocabulary (cf. Section 4.5) for the Caltech tasks and for the IRMA-10,000 task. With this method
we also performed a large variety of further experiments in the ImageCLEF medical image annotation
evaluations which are presented in Section 4.13.8.
The model was initially developed for medical radiograph recognition since the approach is intrinsically
not translation invariant, which perfectly suits medical radiographs which normally are taken under rather
uniform conditions. Table 4.7 gives an overview over the results obtained using this approach and several
comparison results from the ImageCLEF 2005 medical image annotation task [Deselaers et al., 2007c].
In Table 4.7, we give results for this approach with and without position information for the different
classification approaches.
For all experiments, the patches were reduced to 6 components using PCA. For the experiments with
position, two components representing position were concatenated to the data vector thus resulting in 8
dimensional data. For all experiments, each component was subdivided into four steps, thus resulting in
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Table 4.8. Results using the histograms with generalised vocabulary on the Caltech data.
error rate
method airp. faces motb.
sparse histograms (w/o position)
+ nearest neighbour 4.9 12.7 6.1
+ HDM, nearest neighbour 4.8 13.6 7.0
+ maximum entropy classification 3.5 7.8 4.8
+ support vector machines 2.4 4.1 2.3
sparse histograms (w/ position)
+ nearest neighbour 9.1 6.5 6.8
+ HDM, nearest neighbour 6.5 7.6 6.9
+ maximum entropy classification 1.9 3.9 1.8
+ support vector machines 0.8 4.4 1.3
4,096 and 65,536 bin-histograms for the experiments without and with spatial information respectively.
These parameters were determined in informal cross-validation experiments to perform best on the aver-
age: For dimensionality reduction we measured the performance for dimensionalities between 4 and 10.
Furthermore, we tried 2 to 6 subdivisions per component.
The results we obtained for this task are better than all results that are published for these data. Using
the nearest neighbour approach, With and without positions, the error rate is greatly improved using the
HDM in comparison to using only the JSD. This shows that the HDM is, at least partly, able to compensate
for the sparseness of the histograms. As mentioned above, an alternative to the histogram distortion model
would be to smooth the histograms, but informal experiments have shown that, apart from the problems of
storage, the improvement is lower than using the deformation model. The result obtained using maximum
entropy training is again clearly improved for the case without position information. For the case with
position information, the maximum entropy training cannot improve on the results.
We also performed experiments on the Caltech data. These are presented in Table 4.8. We highlighted
the best results we obtained with our method. Here again, using the HDM usually gives an improvement
over the normal Jeffrey Divergence, and a further improvement can be achieved using the discriminatively
trained log-linear model. Although the model we present is clearly much simpler than the models presented
in [Deselaers et al., 2005c, Fergus et al., 2003, 2005, Mare´e et al., 2005, Opelt et al., 2006], we achieve very
competitive error rates. Using SVMs, the results are in the same area as those using the maximum entropy
training. For both maximum entropy and SVM classifiers the results are better than those obtained using
the nearest neighbour classification rule. This clearly shows that discriminative modelling improves the
results.
4.13.3 Experimental Analysis of the Geometric Matching Approach
The geometric matching method was also evaluated on the Caltech data. For this purpose, here we
only use the positive training images, i.e. those, which contain the object to be recognised and not the
background images which do not contain the object of interest.
In the experiments, the decision if a test image belongs to the object or background class was based on
the following decision rule: decide for class ‘object’ if the average total quality for the best-fitting half of
the training images is larger than a given threshold, otherwise decide for class ‘background’. The threshold
is the parameter that is used to evaluate the results along the receiver operating characteristic (ROC)
curve. The motivation for this approach is to counteract the effect that one well-matching reference image
has on the decision, because one such match often exists for the background class as well, but in much
fewer cases there exist multiple good matches. The results obtained using the geometric matching method
are shown in Table 4.9 and Figure 4.29 shows example detections.
We observe that the error rates obtained are competitive, especially for the motorbikes set, even though
the detection method was not tuned to the data. The higher error rates for the airplanes tasks in
comparison to the two other tasks may be partly caused by disregarding parts of the homogeneous
background (sky) found in many images of the object class here due to the use of the interest point
119
Chapter 4 Object Detection and Recognition
(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 4.29. Examples of matching results. Each triple of images shows (top row) the test image, the best-matching
reference image, and the reference overlaid on the test image after application of the determined transformation (bottom
row). The crosses show the position of the matched patches.
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Table 4.9. Results for the geometric matching approach on the Caltech data (error rates [%]).
method airp. faces mot.
geometric matching 4.8 2.8 1.3
(i) (j)
(k) (l)
(m) (n)
Figure 4.29 continued
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Table 4.10. ER and EER for the baseline system [%].
Caltech PASCAL
Airplanes Faces Motorbikes Bicycles Cars Motorbikes People
ER 7.0 9.0 4.9 7.1 11.8 8.1 9.0
EER 1.5 3.2 3.5 11.0 11.1 10.6 22.6
extractor. Another reason for the decreased accuracy on the airplanes task might be that airplanes landing
or taking off show a higher degree of rotation than can be observed in the faces and motorbikes tasks and
the lack of rotational invariance in the feature extraction. As mentioned above, the features used for the
experiments were not optimised with respect to this particular method and we assume that a performance
increase could be obtained using better features, e.g. the improvements obtained in [Deselaers et al., 2005c]
over [Deselaers et al., 2005b] are only due to improved feature extraction. Another improvement might be
obtained by enriching the matching features by additional information about other cluster centres than
the best matching one, e.g. by incorporating distances to different clusters in the surroundings of the
individual features.
Figure 4.29 shows example results of the matching algorithm. (Recall that the matching uses Gray value
information only.) We show some good matches for the object and background class for all three tasks.
Note that in some cases the matching recognises the background instead of the object, as in example (b).
This may seem to not be the intended behaviour, but because the system does not know the position of the
objects in the training image and no object model is explicitly learnt, the method correctly retrieves the
best match among the training images showing the same airport from a slightly shifted point of view. For
the face images in almost all the ‘object’ cases an image of the same person is chosen as the best-matching
reference, in spite of changes in scale and lighting. This interesting behaviour is however simplified by
the fact that all images of one person seem to have been taken on the same day. Example (i) shows a
special case, in which the background image also occurs as background in the reference image. Note how
in examples (d,e,j,n) a part of the background test image is explained by a similar structure in the chosen
reference image.
4.13.4 Experimental Analysis of the Gaussian Mixture Densities Approach
When developing the Gaussian mixture approach, we directly used two datasets. The Caltech tasks
and the PASCAL 2005 datasets. Additionally, we later performed experiments for the PASCAL 2006
evaluation. Results for these evaluations are reported in Section 4.13.9.
We start from a baseline system that we use to tune the basic parameters of our system, which can
obtain very competitive results. Then, we first examine how patches have to be extracted for optimal
performance. We study different parameters for patch extraction: the number of patches extracted, the
extraction positions, and the extraction sizes. Then, we evaluate tied and untied Gaussian mixtures.
Building upon these results, we incorporate spatial information into the decision process instead of using
only the patch appearances. Furthermore, the generative Gaussian model is refined using discriminative
training according to the MMI criterion.
Baseline System
For the baseline experiments, we extract 200 patches around wavelet interest points per image of the size
11 × 11 pixels. These features are PCA transformed keeping 40 dimensions. For each class a mixture of
256 densities is estimated, i.e. we have an untied GMD model, which is entirely trained according to the
maximum likelihood training.
First, we evaluate the two different decision rules presented in Section 4.7, Eq. (4.5) and (4.7).
The resulting ER using Bayes’ decision rule and the EER using the threshold-based decision rule are
shown in Table 4.10.
As expected, for the three detection tasks on the Caltech database, the equal error rates are significantly
lower than the error rates using Bayes’ decision rule which causes the classification to be biased towards
the “positive” object class. This can be seen in Table 4.11 showing the confusion matrices for the three
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Table 4.11. Confusion matrices for the three Caltech tasks using Bayes’ decision rule.
Airplanes Faces Motorbikes[
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Figure 4.30. ROC curves for the baseline PASCAL tasks.
Caltech tasks. For example, from the 400 airplane images only two are rejected, whereas 54 of the 400
non-airplane images are classified as airplanes, which gives a total error rate of 7%. The equal error rate
is 1.5%. Unlike for the Caltech tasks, for the tasks on the PASCAL database the equal error rates are not
lower than the error rates. The remarkable difference between the error rate based on Bayes’ decision rule
and the higher equal error rate for the PASCAL people task emerges from the different amount of images
for each class: while there are only 84 positive images showing persons, there are 605 negative images not
showing a person. ROC curves for the different PASCAL tasks are shown in Figure 4.30.
Evaluating the Number of Densities for the Gaussian Approach
One of the most important parameters of a GMD is the number of densities. Figure 4.31 shows the impact
of using different numbers of densities on the results on the Caltech tasks. As expected, the results clearly
improve with higher numbers of densities, because the variability conveyed in the different patches can
be represented more precisely. However, the impact of the number of densities on the classification
performance is far smaller than in the histogram approach (cf. Section 4.13.1). On the faces curve, it can
also be observed that very high numbers of densities lead to decreasing performance. Since experiments
with high numbers of densities are very time consuming, we did not perform these experiments for all
tasks. The degradation, with a very high number of mixtures is due to two problems: on the one hand
the training data is not sufficient for reliable estimation of the densities (on the average there are only 5
observations per density) and on the other hand the problems are caused by overfitting.
In the following, we will use 256 densities because the runtimes of these experiments are much faster
than the setups with more densities with a very minor accuracy decrease.
In further experiments, we also evaluated the effects of variance pooling and observed that no variance
pooling leads to the best results.
Experimental Evaluation of PCA Dimensionality Reduction
Since in the GMD approach, not only the cluster identifiers are used in the classification but the full
appearance information extracted from the images it is questionable, whether the same features perform
well here than in the approaches which use vector quantisation.
In the experiments using GMDs, we used 40 PCA coefficients as we did in all experiments reported so
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Figure 4.32. Equal error rates for different number of PCA coefficients.
Table 4.12. Equal error rates [%] for different types of extraction points.
Caltech PASCAL
Extraction points Airplanes Faces Motorbikes Bicycles Cars Motorbikes People
Grid 1.3 0.9 4.0 19.3 11.4 12.1 20.3
Random 1.3 1.4 4.3 17.5 12.4 14.4 20.2
Wavelet 1.5 3.2 3.5 11.0 11.1 10.6 22.6
DoG 1.3 5.1 4.8 15.8 15.5 13.0 31.0
far. Here, we evaluate different numbers, starting from 10 up to 90 dimensional vectors. The results from
these experiments on the Caltech tasks are shown in Figure 4.32. As the graphs show, using a number
of 40 coefficients is sufficient which is also consistent with the experiments reported by [Keysers et al.,
2002b] and with the experiments from Section 4.13.1.
Evaluating Different Feature Extraction Positions
In Section 4.2.1, different techniques to determine patch extraction positions were presented, which will
likely lead to a different distribution of patches. Furthermore, we evaluated different sizes for patch
extraction.
Table 4.12 shows the results using different patch extraction positions for the Caltech and the PASCAL
databases. In each of these experiments, 200 extraction points of the chosen type were used, for the
experiments with the regular grid, we chose a 14×14 grid which leads to 196 extraction points.
It can be observed that the results are not perfectly consistent. For the Caltech faces task, grid and
random points perform better than interest points. For the PASCAL bicycles task, the wavelet-based
salient points lead to the best results and for the Caltech airplanes task, the choice of extraction points
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Table 4.13. Equal error rates [%] for different combination methods.
Caltech PASCAL
Airplanes Faces Motorb. Bicycles Cars Motorb. People
1 model 1.0 1.4 3.5 14.0 9.5 10.6 21.8
4 individual models 1.0 0.5 3.0 14.0 9.8 7.4 20.7
Best single model 1.3 0.9 3.5 11.0 11.1 10.6 20.2
Random+wavelet 1.3 0.5 3.5 11.3 9.1 9.3 19.0
hardly affects the performance.
A reason for the good performance of the grid and random points for the “Faces” task may be that these
types of extraction points cover homogeneous regions like the forehead which are characteristic for faces,
which interest points usually do not. On the other hand, the images of the PASCAL database are very
complex, such that grid and random points collect much background. Interest points cover background
regions of the images, too, but are apparently more successful in covering the objects of interest. The
similar performance of both the interest points on the one hand and random and grid points on the other
hand can be explained as follows: while the airplanes are best covered by interest points, the images also
reveal homogeneous content which is characteristic for airplane images, in particular the sky.
Since the different extraction positions are chosen according to different criteria, it appears promising
to combine them. We have two options to combine different sets of features:
• create one model over all different types of patches, i.e. create one large GMD model for all patches
jointly; or
• create a model for each feature set individually and combine them in the decision rule. I.e., given
a patch extracted at a grid-position, the GMD model trained on grid patches is considered for
calculation of the emission probability, given a patch extracted at a wavelet point, the GMD model
trained on wavelet points is considered, and so on.
We have evaluated both approaches and the results are shown in Table 4.13. It can be observed that the
latter combination strategy outperforms the first in almost all cases and in particular the combination
results outperform the individual best for nearly each of the tasks (cf. Table 4.12). Thus, we conclude that
in general a combination of different patch extraction strategies is beneficial for the recognition accuracy
and it also has the advantage that the individual models can be trained in parallel which is much faster
than training one large model. Additionally, we evaluated using only the wavelet and DoG points, which
uses less data than using all points and this model, which uses only about half the amount of data,
performs hardly worse than the combination of all patches. Therefore, we use these features for most of
the following experiments.
Evaluating Different Numbers of Features
A possible explanation for the improvement reported in the previous section might be that the number
of patches used was increased rather than the combination of different extraction points. Therefore, we
evaluated the impact of using different numbers of patches for each of the extraction points. Table 4.14
shows results from these experiments. Note, that for some of the images it was impossible to extract 800
DoG or 800 wavelet interest points, in these cases, we extracted as many points as possible.
In general it can be observed that a higher number of patches improves the results, but the improvements
come at the cost of higher computational costs. Furthermore, the results from combining the DoG and
wavelet-based interest points are better than most of the results found here. Therefore, we stick to this
setup for the remaining experiments. However, in the results for the PASCAL VOC 2006 challenge (cf.
Section 4.13.9), we used more points.
Experimental Analysis of the Patch Size
Another property of the extracted patches is their size. While the DoG interest point detector delivers
a position and a scale, the wavelet detector does not. In the previous experiments we had this size kept
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Table 4.14. Equal error rates [%] for different number of extraction points.
Caltech PASCAL
Extraction points Airplanes Faces Motorbikes Bicycles Cars Motorbikes People
14×14 grid 1.3 0.9 4.0 19.3 11.4 12.1 20.3
20×20 grid 1.3 0.9 4.0 14.0 11.8 10.6 19.0
28×28 grid 1.0 0.9 4.5 14.9 10.9 10.8 16.7
200 random 1.3 1.4 4.3 17.5 12.4 14.4 20.2
400 random 1.3 0.9 4.8 14.4 12.0 11.1 18.8
800 random 1.3 0.5 4.8 14.6 12.1 9.9 17.5
200 wavelet 1.5 3.2 3.5 11.0 11.1 10.6 22.6
400 wavelet 1.0 3.2 3.5 10.5 12.3 10.6 23.8
up to 800 wavelet 1.3 3.7 3.0 9.6 12.8 11.6 23.8
200 DoG 1.3 5.1 4.8 15.8 15.5 13.0 31.0
400 DoG 2.0 3.7 3.8 14.0 15.2 13.4 28.8
up to 800 DoG 1.8 3.7 5.8 14.6 16.2 16.1 25.3
Table 4.15. Equal error rates [%] for different patch sizes.
Caltech PASCAL
Patch size Airplanes Faces Motorb. Bicycles Cars Motorb. People
7×7 0.5 0.0 2.0 11.8 10.4 6.9 20.2
11×11 1.3 0.5 3.5 11.3 9.1 9.3 19.0
21×21 1.5 4.6 3.3 11.4 9.7 8.3 16.7
31×31 2.0 4.6 3.3 11.3 9.8 9.7 16.4
All sizes, 1 model 0.8 1.4 2.3 11.3 9.7 8.8 18.2
All sizes, 4 models 0.8 0.0 2.3 8.9 9.1 7.4 16.7
Table 4.16. Equal error rates [%] for tied and untied Gaussian mixtures.
Caltech PASCAL
Mixtures Airplanes Faces Motorbikes Bicycles Cars Motorbikes People
Untied 0.8 0.0 2.3 8.9 9.1 7.4 16.7
Tied 0.5 1.4 3.5 10.4 10.4 13.0 25.0
fixed to 11×11 pixels. Now, we try different sizes as well as combinations of different sizes. By combining
different sizes, it is possible to achieve scale invariance up to a certain degree. For joint processing of all
extraction sizes, all patches are scaled to a common size. Alternatively, it is possible to estimate different
models, one for each extraction size. The results from these experiments are shown in Table 4.15.
It can be observed that using single patch sizes has inconsistent results among all of the considered
tasks. However, both experiments with combinations outperform the single-scale experiments on the
average. Interestingly, the not scale-invariant version outperforms the scale invariant one. This effect can
be explained by the databases that were used here. Neither the Caltech task, nor the PASCAL 2005 data
exhibits large scale variations. In the experiments on the PASCAL 2006 data, we could clearly observe
an improvement with the model where all sizes are treated jointly (cf. Section 4.13.9).
Tied vs. Untied Mixture Models
In Section 4.7, we presented untied (Eq. (4.9)) and tied (Eq. (4.10)) GMD models. The results from an
experimental comparison of these two approaches are given in Table 4.16.
For the experiments with tied mixtures, we trained one GMD model with 512 densities and in the
experiments with untied GMD models, we trained a mixture with 256 densities for each class so that
the total number of parameters trained is nearly identical. It can be observed that the untied model
outperforms the tied one on nearly all tasks. Furthermore, the untied model has the advantage that it
126
4.13 Experimental Results
Table 4.17. Equal error rates [%] using absolute position information with absolute patch positions.
# Positions Caltech PASCAL
per cluster Airplanes Faces Motorbikes Bicycles Cars Motorbikes People
0 0.8 0.0 2.3 8.9 9.1 7.4 16.7
1 0.8 0.0 1.3 7.9 7.3 5.5 16.7
2 0.5 0.0 1.0 7.5 7.5 4.6 15.5
4 0.5 0.0 0.8 6.1 7.5 5.1 14.3
8 0.5 0.0 0.8 4.0 7.2 4.4 13.1
16 0.5 0.0 0.8 2.6 6.3 3.7 13.1
Table 4.18. Equal error rates [%]for different patch position model.
Caltech PASCAL
Position model Airplanes Faces Motorbikes Bicycles Cars Motorbikes People
No 0.8 0.0 2.3 8.9 9.1 7.4 16.7
Implicit 0.8 0.0 1.5 9.6 10.2 6.9 17.9
Explicit 0.5 0.0 0.8 2.6 6.3 3.7 13.1
can be extended toward using more classes quite easily be creating an additional model for the new class,
where in the tied case it would be necessary to retrain the entire model, which can be a very lengthy
process if many images, patches, and classes are involved. The disadvantage of the untied model is that
it does not allow for sharing of parts among different object classes.
Experimental Evaluation of Spatial Information in the GMD Models
In Section 4.7.2, we introduced two methods to incorporate spatial information into the GMD models.
We first evaluate the incorporation of absolute position information (cf. Section, thus loosing the trans-
lation invariance, and afterwards evaluate the incorporation of relative position information.
Absolute Position Information Table 4.17 gives an overview of the results obtained using different
numbers of clusters (per appearance density) for the absolute position information.
The incorporation of the patch position clearly improves the recognition accuracy. Interestingly, even
for the more difficult PASCAL task, the absolute patch position improves the recognition. Furthermore,
it can be observed that a higher number of position densities leads to better results. Due to the limited
amount of training data, it was impossible to estimate more than 16 position densities per appearance
density, which means that we have a total of 4096 position densities per class, reliably.
Another option to incorporate spatial position information is to extend the PCA feature vector by the x
and y coordinate, and thus considering the position information also in the appearance clustering process.
We also evaluated this setup and it was observed that the explicit representation performs better. A
comparison of these two models is given in Table 4.18.
Relative Position Information Additionally to the absolute position, we incorporate relative patch posi-
tion, as described in Section 4.7.2. The results from these experiments are shown in Table 4.19.
These results show hardly an improvement although the relative position information was designed to
be translation invariant. A possible explanation for this unexpected result is that for the Caltech task
and for the PASCAL 2005 tasks, translation invariance is not necessary. In Table 4.20, we present a
direct comparison of using absolute and relative position information respectively, with 16 and 8 position
densities for the absolute and relative position information, respectively. These numbers are the maximal
number of clusters that can be estimated reliably. It can be observed that the difference is relatively small
but on the average, the absolute patch position outperforms the relative.
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Table 4.19. Equal error rates [%] with absolute and relative patch positions.
# Relative positions Caltech PASCAL
per cluster pair Airplanes Faces Motorbikes Bicycles Cars Motorbikes People
0 0.5 0.0 0.8 2.6 6.3 3.7 13.1
1 0.5 0.0 0.5 3.5 6.3 3.7 12.1
2 0.5 0.0 0.5 3.5 6.2 3.7 12.6
4 0.5 0.0 0.5 3.5 6.5 3.7 12.6
8 0.5 0.0 0.5 3.5 6.5 3.6 11.9
Table 4.20. Comparison of absolute and relative positions, equal error rate [%].
Caltech PASCAL
Spatial model Airplanes Faces Motorbikes Bicycles Cars Motorbikes People
No 0.8 0.0 2.3 8.9 9.1 7.4 16.7
Absolute 0.5 0.0 0.8 2.6 6.3 3.7 13.1
Relative 0.8 0.0 1.5 7.9 7.5 5.7 13.1
Table 4.21. Equal error rates [%] with discriminative training of mixture weights.
Caltech PASCAL
Discr. training Airplanes Faces Motorbikes Bicycles Cars Motorbikes People
Yes 0.5 0.0 1.0 3.5 7.0 5.1 11.9
No 0.5 0.0 0.8 2.6 6.3 3.7 13.1
Experimental Evaluation of Discriminative Tuning of the Cluster Weights
As described above, in many object recognition approaches, good recognition performance can only be
obtained using discriminative models. Here, we present the results for the experiments of discriminatively
tuning the model parameters of our generative GMD model. We present results where only the mixture
weights were tuned discriminatively, since this is a nice way of training only a restricted amount of param-
eters discriminatively, which can be considered a way of regularising the model. Informal experiments,
where all parameters were tuned discriminatively showed that it is possible to obtain a training error of
zero with perfect classification (probability for the correct class is nearly 1.0) for all training images, which
is a strong indicator for overfitting. Starting from a fully trained, generative GMD model, we iteratively
tune the individual parameters.
Table 4.21, the results of a model with discriminatively tuned mixture weights is compared to the
generative only model is shown. Surprisingly, here, the results do not improve as much as we expected.
However, in Table 4.20, we give the error rates for the individual patches that are used to represent the
images, which show a very clearly improvement. Unfortunately, this effect is not transfered to the full
images.
After analysing the errors that were made, we noticed that the discriminatively refined model is far
more certain in its decisions, even if these might be wrong, and that thus the observed effect here is due
to some overfitting issues.
To reduce this effect, we slightly modified the training procedure to not consider all training images
in each iteration but only those which are classified incorrectly or, if all training images are classified
Table 4.22. Error rates [%] for individual patches with discriminative training of mixture weights.
Caltech PASCAL
Discr. training Airplanes Faces Motorbikes Bicycles Cars Motorbikes People
Yes 16.4 22.5 15.8 17.6 33.3 26.2 14.3
No 19.0 25.3 18.8 32.1 38.3 34.2 30.2
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Table 4.23. Equal error rates [%] with discriminative training of mixture weights, falsifying training.
Caltech PASCAL
Discr. training Airplanes Faces Motorbikes Bicycles Cars Motorbikes People
Yes 0.5 0.0 0.3 1.6 5.1 3.0 8.6
No 0.5 0.0 0.8 2.6 6.3 3.7 13.1
Figure 4.33. A correctly classified face, a correctly classified motorbike, a background image classified as motorbike,
and an airplane classified as background.
correctly, those which were classified with the highest uncertainty. With this small change to the training
procedure, which can be compared to falsifying training in speech recognition [Schlu¨ter et al., 2001], the
results are strongly improved as can be observed from Table 4.23. For these experiments, we used the
20% worst classified images in each training iteration.
Visual Examples
Figure 4.33 gives example classification results of our method where the most discriminative patches are
depicted by green and red squares drawn into the image. While green squares denote patches with high
probability for the object class, red squares denote patches with high probability against the object class.
4.13.5 Experimental Analysis of Log-Linear Mixture Densities for Object
Recognition
In the following, we present the experimental analysis of the log-linear mixture model for object recogni-
tion.
We start with baseline experiments on the Caltech tasks where we compare the GMD model to the log-
linear models. The results from these experiments are given in Table 4.24 for log-linear models after two
splits/four densities per class. It can be observed that the log-linear mixture densities clearly outperform
the GMD models. These log-linear models were initialised using the GMD models. In these baseline
experiments we extract only 200 patches from wavelet-salient points per image.
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Table 4.24. Baseline results of log-linear mixture models on the Caltech tasks. The experiments were performed
with four densities per class.
Error Rate Equal Error Rate
GMD LLMM GMD LLMM
airplanes 8.1% 2.8% 7.0% 3.0%
faces 8.5% 6.0% 8.3% 6.0%
motorbikes 6.5% 2.5% 5.5% 2.3%
Table 4.25. Baseline results of log-linear mixture models on the PASCAL VOC 2006 tasks. The experiments were
performed with four densities per class.
Error Rate AUC
GMD LLMM GMD LLMM
bicycle 43.8% 11.3% 0.67 0.75
bus 30.9% 9.2% 0.79 0.84
car 35.9% 21.0% 0.75 0.76
cat 32.5% 16.9% 0.66 0.73
cow 19.7% 9.5% 0.82 0.78
dog 37.2% 16.4% 0.67 0.70
horse 43.2% 12.3% 0.58 0.69
motorbike 44.9% 11.4% 0.69 0.80
person 48.6% 30.5% 0.61 0.60
sheep 18.7% 9.4% 0.81 0.86
Table 4.26. A comparison of log-linear (mixture) models with first and second order features.
1st 2nd 2nd, reg
airplanes 2.88 3.13 2.13
faces 3.92 5.76 4.44
motorbikes 3.50 4.13 2.13
Analog experiments on the PASCAL VOC 2006 data are presented in Table 4.25 and again the log-linear
mixture models clearly outperform the GMD models.
Starting from this baseline, we first evaluated different numbers of densities in the models. We performed
these experiments on the Caltech data and the results are shown in Figure 4.34. This plot compares the
performance of GMD-models with log-linear mixture models for different numbers of densities per class.
It can be observed that the log-linear models clearly perform better than the GMD models and that for a
log-linear mixture model already a relatively small number of densities is sufficient to obtain good results
while the GMD models need far more densities. For the log-linear mixture models it can be observed
that very high numbers of densities lead decrease of the recognition performance. This effect is likely due
to overfitting problems which can likely be eased using a suitably tuned regularisation weight which we
investigate next.
In Figure 4.35 we show the effect of different regularisation weights for the three Caltech tasks with
eight densities per class. The graphs show the training criterion, the error rate on the training data, the
error rate on the test data which is obtained at the end of the full training process, and the best error
rate obtained on the test data which is obtained at any time in the training process. It can be observed
that the impact of the regularisation weight on the best test error rate is rather low, but the test error
rate at the end of the full training process is generally improved with reasonable regularisation weights.
Unfortunately, the fact that the best error rate is hardly affected by regularisation cannot be used because
under normal conditions this is not available and model selection cannot be based on these results.
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Figure 4.34. Results using log-linear mixture models with different numbers of densities on the Caltech tasks.
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Figure 4.35. Results using different regularisation weights on the three Caltech tasks.
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Table 4.27. Results on the Caltech data using 2 splits and an extended feature set.
Baseline Extended
airplanes 2.8 1.0
faces 6.0 2.3
motorbikes 2.5 1.5
Table 4.28. Results on the PASCAL data using 2 splits and an extended feature set.
Baseline Extended
bicycle 11.3% 12.6%
bus 9.2% 6.1%
car 21.0% 17.3%
cat 16.9% 17.4%
cow 9.5% 8.9%
dog 16.4% 18.4%
horse 12.3% 15.1%
motorbike 11.4% 9.4%
person 30.5% 27.4%
sheep 9.4% 8.5%
Next we evaluated the use of second order features in the log-linear mixture approach. In table 4.26,
results for the baseline setup with single densities are given with a comparison of a single log-linear model
with first-order features, a single log-linear model with first- and second-order features, and the same
model with regularisation. It can be observed that regularisation is necessary to improve results since the
number of parameters grows strongly from 2× 40 + 2 = 82 to 2× (40 + (40 ∗ 41)/2) + 2 = 1722 which is
approximately the same number of parameters as in a model which has 21 densities per class.
In the experiments described so far we only extracted 200 11 × 11 patches from wavelet-based salient
points per image. Next we evaluated the use of additional local features. The results in Table 4.27 compare
the baseline results to experiments where additionally at each wavelet points patches in four different sizes
were extracted (resulting in a total of 1,000 patches) and 1,000 patches extracted at random positions
were used. A clear performance improvement can be observed.
Results using the same additional features were also performed on the PASCAL task. Again, a perfor-
mance improvement can be observed but not as strongly as on the Caltech data.
4.13.6 Experimental Analysis of the Fusion of SVMs and GMDs for Object
Recognition
In the following, we present experimental results for two different tasks. The Caltech tasks and the
PASCAL 2006 tasks. We show how smoothing an SVM with a GMD can help to rescue clearly overfit
classification methods from failing on test data. For both datasets the fused classifier outperforms its
individual components.
Experiments on the Caltech data
Results for the SVM-based Method. The object classification method presented in Section 4.9.1 is
evaluated on the three Caltech tasks. To find suitable settings for the SVM, we performed a full grid
search for the cost parameters C and the scale parameter γ of an SVM with an RBF kernel on the training
data.
The results from these experiments are given in Figure 4.36, the left column gives the EER for the indi-
vidual classes depending on the chosen γ and C parameters and the right column gives the corresponding
number of support vectors in the trained models. The best results from these experiments are given in
Table 4.29. It can be observed, that the number of support vectors is very high. However, the results
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Figure 4.36. Grid search for the SVM parameters on the Caltech tasks
Table 4.29. The best results using the SVM-based object recognition approach on the Caltech database.
class C γ # SV EER [%]
airplanes 5.0 0.2 74% 0.8
faces 5.0 0.1 69% 6.5
motorbikes 5.0 0.005 82% 1.5
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task EER [%]
airplanes 1.5
faces 3.2
motorbikes 3.5
Table 4.30. Baseline results using the GMD approach on the Caltech database.
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Figure 4.37. Results from fusing the SVM and GMD models from the two previous sections.
are not too bad. Here, the effective overfitting of the SVM to the training data is advantageous since the
training and testing data are extremely similar.
Results of the GMD-Models Used for Combination. For combinations with the GMD models, we use
the baseline experiments from Section 4.13.4, which are repeated in Table 4.30.
Results of the Fused SVM/GMD Model We fuse the best models of the SVM and the GMD model
presented in the previous section with different weights wgmd. The results from these experiments can be
seen in Figure 4.37. For the faces and the motorbikes task, the two individual components are slightly
outperformed, for the airplanes task, the very good performance of the SVM model cannot be outper-
formed. These results are due to the very high similarity of the training and test data in these tasks and in
the PASCAL 2006 dataset (as presented in the next section), the SVM suffers worse from the overfitting
effects, and thus the smoothing effect can be better observed there.
Experiments on the PASCAL 2006 data
The experiments on the PASCAL 2006 data are presented in the following. Again, we first report the
results for the pure SVM-based method, then we report the results for the GMD model that we used for
combination, and then we report the results for the fused model.
Results for the SVM-based Method The object classification method presented in Section 4.9.1 is
evaluated on the PASCAL VOC 2006 data. To find suitable settings for the SVM, we performed a grid
search for the cost parameters C and the scale parameter γ of an SVM with RBF kernel in the PASCAL
development data (C ∈ {0.01, 0.02, 0.05, 0.1, 0.2, 0.5, 1.0, 2.0}, γ ∈ {0.001, 0.01, 0.025, 0.05, 0.1, }, i.e. we
performed 7 · 5 = 35 experiments). The average area under curves (AUCs) over the classes of the grid
search are shown in Figure 4.38. Interestingly, we were unable to find parameters for this approach that
are able to compete with the results for the (different) approaches applied in the PASCAL VOC 2006
[Everingham et al., 2006a]. The best results, when training on the training data and testing on the
development data are given in Table 4.31. A deeper analysis of the trained models revealed that the
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Table 4.31. Results on the PASCAL VOC 06 (development data) task using SVMs (left) and GMDs (right). For the
SVM experiments, the cost parameter C and the parameter γ were carefully chosen in a grid-search experiment of 35
experiments per class (cf. Figure 4.38), but none of these experiments showed better results on the development data.
For the GMD experiments, we used 8 and 10 splits. All results are given for the training data and for the development
data. Additionally we give the number of support vectors and the number of densities.
SVM GMD
C = 0.2 C = 1.0 8 splits 10 splits
AUC AUC AUC AUC
class # SV train test # SV train test # dens. train test # dens. train test
bicycle 56788 0.87 0.77 62451 0.98 0.75 512 0.97 0.85 2043 1.00 0.85
bus 42586 0.85 0.63 48210 0.99 0.72 512 0.98 0.86 2024 1.00 0.85
car 112848 0.90 0.87 111580 0.89 0.87 512 0.96 0.88 2046 1.00 0.90
cat 81643 0.67 0.59 88084 0.96 0.73 511 0.93 0.78 2024 0.99 0.80
cow 45270 0.70 0.65 51418 0.90 0.72 512 0.97 0.88 2027 1.00 0.88
dog 81150 0.67 0.63 154309 0.85 0.66 512 0.89 0.73 2026 0.99 0.74
horse 57294 0.69 0.62 63596 0.92 0.63 512 0.99 0.72 2043 1.00 0.73
motorbike 53417 0.84 0.69 59142 0.95 0.69 512 0.99 0.81 2037 1.00 0.81
person 135007 0.71 0.65 139335 0.93 0.70 512 0.90 0.69 2047 1.00 0.70
sheep 51790 0.81 0.68 57466 0.98 0.77 510 0.97 0.86 2021 1.00 0.86
Table 4.32. Results on the PASCAL data for combining the SVM with C = 1.0 and γ = 0.025 with the GMD with
8 splits with equal weighting for both models.
class bicycle bus car cat cow dog horse motorbike person sheep
train 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
test 0.82 0.82 0.89 0.80 0.88 0.75 0.71 0.77 0.70 0.87
models performed poorly for the test data, but have quite good results on the training data and that they
consist of a very large number of SVs. The best models trained were those with rather small numbers of
SVs, i.e. models with “only” 20-50% of all training vectors as SVs which still is a large amount. If γ and
C are chosen such that even fewer SVs are selected (e.g. smaller C), the performance is not better than
the results presented here.
Results of the GMD-Models Used for Combination The object classification method presented in
Section 4.7 is also evaluated for the PASCAL data. Results for 8 and 10 splits (i.e. maximally 256 and
1024 densities per class respectively) are presented in Table 4.31. Interestingly, and contrary to our initial
expectations, this fully generative method clearly outperforms the discriminative SVM method on the
development and on the training data. The performance of the 10 split model is on the development data
only slightly better than the 8 split model but due to the higher number of parameters shows a stronger
overfitting to the training data.
Results of the Fused SVM/GMD Model Interestingly, although experiments were performed carefully,
all data were scaled to be in a reasonable domain and C and γ parameters were carefully chosen, it seems
impossible to find a really good set of parameters for the SVMs, and in all cases, the number of SVs
chosen is very high, which is an indicator for overfitting problems.
Table 4.32 gives results for combining the SVM model with the GMD model (we choose the SVMs
with C = 1.0 and the GMDs with 8 splits). We have evaluated different weightings, but a weight of 0.5
performed best. It can be seen that the performance on the training data is improved even further, but
the overfitting has no negative effect here, since the results on the test data are improved over the SVM
in all cases and over the GMD in most cases (printed in bold face). From this we conclude that the fusion
of SVM and GMD effectively combined the advantages from both.
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Figure 4.38. The results from trying to optimise the SVM parameters for the PASCAL 2006 task on the development
data. The individual lines denote different values for the SVM-scale parameter γ.
4.13.7 Experimental Analysis of Random Forests for Real-Time Hand Pose
Recognition
In this section we present the experiments that we performed with the random forest-based method
described in Section 4.10 for the addressed task of recognising hand poses, gestures, and objects in real-
time. The database used for these experiments is described in Section 4.12.5.
Therefore, we first analyse the recognition trees and the features used, then we analyse the performance
of the different stereo features that we presented, and then we analyse the impact of the number of
recognition trees and their size on the classification performance.
After the basic parameters of the system were properly tuned, we evaluate how well the system gener-
alises if only little training data is given, how big the impact of stereo features on the classification accuracy
a) regarding the touch/no-touch classification and b) regarding the class discrimination is. Then, we eval-
uate how much cost-aware training and on-demand calculation of more expensive features can be used to
speed up the classification process without loosing recognition accuracy.
A Look at the Selected Features
Figure 4.39 shows a typical tree being learnt from our training data, with colour coding indicating the
extent to which each cue is used. Appearance, shape and depth features are all used throughout the tree.
Table 4.33 provides a quantitative overview on the features that are selected when training decision trees:
the percentage of tests of each type, the percentage of tests for absolute values (type 2), and the average
distance of the pixel pair considered in the tests. The features used most often are appearance features,
followed by stereo and then shape. For stereo features approximately 80% of the selected tests are of
type 2 (absolute SSD matching cost); for appearance and shape cues, type-1 and type-2 tests are nearly
chosen equally often. The mean distance between test pixel pairs (Figure 4.14a) is largest for the shape
cue. Unsurprisingly, this indicates that shape cues are best encoded by longer-range pixel interactions.
On the contrary, for stereo features short-range interactions are sufficient for discrimination.
Comparing the Different Stereo Features
Table 4.34 shows the recognition error for each of the stereo features used with a single tree of different
sizes. The three stereo features considered here (WTA disparities, mean & variance disp. and DCS) all
lead to lower recognition errors than the no-stereo case (especially for small trees) and without much
difference between them. In the remainder of this work, we use DCS because they are computationally
cheaper than the other stereo features. Moreover, they show no overfitting for large trees. An evaluation
of the number of used DCS shows that high numbers of slices are more likely to overfit and that too few
136
4.13 Experimental Results
Figure 4.39. Selected visual cues. A decision tree trained with all three visual cues enabled. Like in Figure 4.13
black indicates appearance, blue denotes shape and red stereo tests.
Table 4.33. Overview of the tests selected by tree training. The figures are averaged over six random
decision trees and subdivided based on their visual cues.
type-2 avg. pixel
visual cue tests [%] tests [%] dist.
appearance 55 47 26.8
stereo 32 78 13.7
shape 13 46 37.8
slices underperform. Six slices are found to be optimal. These are extracted at the disparities values 0,
10, 20, 30, 40, and 50 for all following experiments. Note that the tree size is critical since too small trees
do not carry sufficient discrimination power and too large trees tend to overfit. Both effects (especially
overfitting) are weakened when using decision forests instead of single trees, but it is still desirable to
avoid very large trees to keep the runtimes low.
Effect of Forest Size and Number of Nodes
Figure 4.40a compares the recognition error using DCS with the case where no stereo information is
used, for varying tree size and varying forest size. The trees using stereo outperform trees without
stereo information by a factor of 2 for small tree sizes. As expected, the recognition error decreases with
increasing number of trees and with increasing number of nodes.
With 3 trees and more than 500 nodes per tree, the classification accuracy using appearance and
Table 4.34. Error rates [%] using different stereo features for the 45 classes task using different numbers of nodes
on the decision tree.
number of nodes in tree 100 500 1500
no stereo 12.48 2.87 2.39
WTA disp. 3.87 2.13 2.39
Mean&Var disp. 3.87 2.48 2.57
3 DCS 4.22 3.48 2.87
6 DCS 4.09 2.30 2.30
12 DCS 4.17 3.39 3.09
24 DCS 5.96 3.04 2.78
60 DCS 3.48 2.87 3.22
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Figure 4.40. Classification Error. (a) Error curves for: different nodes per tree, different numbers of trees per
forest and for both stereo and no-stereo cases. (b) Error as a function of the number nodes for different numbers of
trees using 6 DCS stereo slices.
shape only almost matches that obtained by adding stereo information. However, as pointed out earlier,
large trees involve significant extra computation. Forests with many small trees tend to work as well as
forests with a few large trees, allowing us to choose an optimal operational point based on our efficiency
requirements. The fact that stereo features lead to a significant gain in accuracy when working with a
few small trees suggests that generalisation capabilities are highly improved by using stereo features.
Furthermore it can be observed that in the experiments that use stereo features, the loss of accuracy is
smaller for very high numbers of nodes per tree than the experiments that use no stereo information at
all.
The surprisingly good performance of the non-stereo method with large trees might partly be due to too
little variation in the evaluation setup. Next, to investigate further the influence of stereo on generalisation,
we reduced the size of the training set.
Results for up to 9 trees and up to 3000 nodes per tree are presented in Figure 4.40b. In this application
Using more than 3 trees does not lead to an improvement in accuracy for small numbers of nodes, but
rather weakens the overfitting for large numbers of nodes. The fact that small trees with stereo information
outperform trees that use appearance and shape only, suggests that trees that use stereo features generalise
better.
Generalisation
In order to assess generalisation properties we reduced the amount of training data that is available for
the classification of the leaf histograms while using the same trees (trained on 20% of all training data)
for all experiments. Figure 4.41 shows the results of these experiments for (a) one tree with 100 nodes
and (b) one tree with 500 nodes. As we noticed a high variability in classification accuracy for small trees
due to randomisation effects, the results were averaged over three runs.
Figure 4.41a shows how the use of stereo leads to a clear improvement over the experiments which use
only appearance and shape for a reduced training set. This observation confirms the added generalisation
brought in by the depth cues, both for the touch/no-touch discrimination task and for the class recognition
task. The results with and without stereo information are very similar for larger trees (Figure 4.41b), which
also emphasises that generalisation is improved by incorporating stereo.
Effect of Stereo on Accuracy
To assess further the improvement obtained by using stereo information as opposed to appearance and
shape alone, we analysed the class and touch/no-touch discrimination separately. Tables 4.35a,b show
confusion matrices for class discrimination and for touch/no-touch discrimination for identical setups with
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Figure 4.41. Generalisation properties. The influence of the amount of training data used on the classification
performance: a) for 1 tree with 100 nodes, and b) for 1 tree with 500 nodes. The red lines denote touch/no touch error
rates, and the blue lines denote error rates for the discrimination of different objects and pose classes. Dotted lines
denote experiments without stereo information and solid lines denote experiments with 6 DCS stereo slices. Results
are averaged over three runs.
and without stereo features. These results were obtained using 3 trees with 100 nodes each. Additionally,
the classification error rates are given for 1, 3, and 5 trees respectively. In the 1-tree case, stereo improves
the class error rate (ER) by 76% relatively and the touch/no touch error rate by 58%. In the 3-tree case
the class ER and the touch/no touch ER are both improved by 16% relatively. Using 5 trees, the touch/no
touch error rate is improved by 8.3% relatively. Using 3 trees, there is a significant increase in accuracy
when stereo information is used both for the touch/no touch recognition and for the discrimination of the
different hand poses and objects. In particular the number of touch events being missed is reduced from
3.0% to 2.1%. Also among the individual classes, several improvements are visible: e.g. by using stereo,
the “rightangle” gesture is confused less often with the “thumb up (side view)” gesture (row 15, col 22).
The same for the “fist” and “pick” gestures. Also the recognition of the “cellphone” class is improved.
For the experiments with 1 tree and 100 nodes, the improvements are due to reduced confusions among
the classes “pick”, “point with 1 finger”, and “point with 2 fingers”, and among the classes “spider”
and “flathand” (Figure 4.12c,d). Stereo information proves useful in class recognition, and even more in
distinguishing touch from no-touch cases.
The Effect of Cost-Aware Training.
Next, we assess the effects of cost-aware training. We have experimentally evaluated this for 1 tree with
100 nodes. Assuming that a non-stereo feature has a cost (penalty) of 1, we tested costs 1, 1.2 and 2.0 for
stereo features. The results are presented in Table 4.36. As expected, a higher stereo penalty significantly
reduces the number of stereo tests to be run (both in training and testing), while increasing the tree
average depth. When using a penalty of 2 running times are halved (from 12.4 ms to 6.2 ms) but the
classification accuracy is hardly reduced (from 4.6% to 6.1%) 8. The smooth blending between using
stereo features and using only appearance and shape allows us to choose an operating point that suits our
efficiency requirements with little effect on the classification accuracy.
In the current framework, implemented in C#, the system processes 15 fps when only appearance and
shape are used; and up to 10 fps when DCS is also enabled. The experiments are performed on a 3.4 GHz
machine.
8the observed slight error reduction for penalty=1.2 is probably due to randomness in the training.
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Table 4.35. Confusion matrices for class discrimination (top row) and touch/no touch discrimination (bottom
row) using 3 trees with 100 nodes for the (a) 6 DCS stereo slice case and (b) no stereo case.
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bigblackpen 100 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
bigbluepen 0 99 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
biggreenpen 1 0 99 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
bigredpen 0 0 0 100 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
cellphone 0 0 0 0 94 0 0 0 0 2 0 0 0 2 2 0 0 0 0 0 0 0 0 0
eraser 0 0 0 0 0 100 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
fistside 0 0 0 0 0 0 99 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
fist 0 0 0 0 0 0 0 97 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0
flathand 0 0 0 0 0 0 0 0 99 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
flathandstanding 0 0 0 0 0 0 0 1 0 98 0 0 0 0 0 0 0 0 1 0 0 0 0 0
pencil 0 0 0 0 0 0 0 0 0 0 100 0 0 0 0 0 0 0 0 0 0 0 0 0
pick 0 0 0 0 0 0 0 0 1 0 0 97 1 1 0 0 0 0 0 0 0 0 0 0
point1 0 0 0 0 0 0 1 0 0 0 0 0 99 0 0 0 0 0 0 0 0 0 0 0
point2 0 0 0 0 0 0 0 0 0 0 0 0 2 98 0 0 0 0 0 0 0 0 0 0
rightangle 0 0 0 0 0 0 0 0 0 0 0 0 0 0 96 0 0 0 0 0 0 4 0 0
ring 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 99 0 0 0 0 0 0 0 0
scissors 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 100 0 0 0 0 0 0 0
sheetofpaper 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 100 0 0 0 0 0 0
spider 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 99 0 0 0 0 0
stickytape 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 100 0 0 0 0
stylus 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 100 0 0 0
thumbupside 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 99 0 0
thumbup 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 100 0
yellownote 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 100
 t
o
u
ch
 n
o
to
u
ch
touch 97.0 3.0
notouch 2.5 97.5
number of trees 1 3 5
class ER 8.83 1.09 0.83
touch/no touch 7.96 2.76 2.40
Table 4.36. Cost-aware tree training. The effect of penalties for stereo features on both efficiency and
classification error. The figure given here are averages over 3 runs for the case of 1 tree with 100 nodes.
penalty 1 1.2 2 ∞
stereo tests in tree 25.00 8.67 4.33 0.00
avg. depth stereo tests 4.87 5.09 5.42 0.00
st. tests on train data [%] 13.21 7.49 4.47 0.00
st. tests on 45 test img [%] 9.65 4.90 0.14 0.00
time to apply a tree [ms] 12.36 6.30 6.23 5.78
overall error rate [%] 4.61 4.43 6.09 10.43
Pixel-wise vs On-Demand Stereo.
A final test we performed concerns the efficiency of stereo feature computation during training. To
estimate the advantage of on-demand stereo over pre-calculating all possible stereo costs, we observe that
in order to calculate 6 DCS for a pair of 320×240 stereo images, 320·240·6 SSD costs have to be calculated.
When applying a tree with on-demand calculation enabled, on a subset of images, in average only 41.7% of
stereo matching costs were required with an average of 16% of these being required at least twice and thus
coming from cache. Using on-demand stereo with memory caching reduced the number of computations
to 34.4% of the total for the complete DCS. For WTA disparities, the effect is slightly stronger, with only
29.7% of all WTA disparities of the images being evaluated.
Finally, Figure 4.42 shows results of automatic segmentation, classification and touch detection ob-
tained by our algorithm. Demo videos are available from http:://research.microsoft.com/vision/
cambridge/C-Slate/demos.htm.
Turning a Desk into an Interactive Surface. The described approach was later extended toward an
interactive surface system [Izahdi et al., 2007], which can be used for real-time interactive document
editing.
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Figure 4.42. Example frames of hands and objects segmented and recognised correctly on a wooden background.
“ T” indicates detected touch and “ NT” no touch.
Table 4.37. Results for the different methods for the ImageCLEF tasks. Results from the official evaluation are
printed in bold-face.
ImageCLEF
error rate [%] score
method 2005 2006 2007 2007
32x32 thumbnails 36.8 32.1 32.4 112.2
Tamura texture features 33.1 51.8 50.5 174.4
IDM 12.6 20.4 21.6 61.7
patch histogram with learnt voc. 13.9 22.4 27.6 98.6
patch histogram with general voc. 9.3 16.2 11.9 33.0
patch histogram with general voc. (SVM) 10.0 16.7 – –
best run in evaluation 12.6 16.2 10.3 26.8
4.13.8 Classification of Medical Radiographs in ImageCLEF
Results from the ImageCLEF medical annotation tasks 2005, 2006, and 2007 are given in Table 4.37. The
table lists the results for all methods presented in this work and furthermore gives the best result for each
year. In 2005 and 2006, our methods performed best. Official results from the evaluation are shown in
boldface. The best results in 2007 were from Tommasi et al. [2007] using a multi-cue kernel to fuse local
and global image descriptors.
It is observed that the IDM, which was the best method in 2005, cannot compete with the histograms
with generalised dictionary and a discriminative classifier which performed best in 2006 and 2007. For
comparison, we performed experiments with the histogram methods on the 2005 data (as reported in
Section 4.13.2. It can also be observed that the patch histograms with learnt visual vocabulary are
slightly worse than the IDM. This is probably due to missing spatial information in this approach. The
comparison experiments with the patch histograms with general vocabulary on the 2005 data show that
they outperform the IDM in each year.
For the baseline methods it is observed that the Tamura texture features outperform the thumbnails
on the 2005 data which consisted of 57 classes but is clearly beaten by the thumbnail images on the 2006
and 2007 data. A possible explanation for this effect is probably that the Tamura texture features are
more invariant to certain changes in the images. Therefore, they capture the higher variability in the
data of 2005 but are disadvantageous for the 2006 and 2007 tasks which have more classes and thus less
intra-class variability.
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Table 4.38. Hierarchy-aware combination of runs in ImageCLEF 2007. First four lines: individual runs, bottom line:
combined run. All results from [Mu¨ller et al., 2008].
run id score ER [%]
RWTHi6-SH65536-SC025-ME 33.0 11.9
RWTHi6-SH65536-SC05-ME 33.2 12.3
RWTHi6-SH4096-SC025-ME 34.6 12.7
RWTHi6-SH4096-SC05-ME 34.7 12.4
RWTHi6-4RUN-MV3 30.9 13.2
In 2007, we created two runs trying to exploit the hierarchy. The first run was a combination of four
slightly different runs of the sparse histogram method differing only in the number of histogram bins and
in the scaling of the original images. These four runs were combined such that the wild-card character was
set for a position (and all succeeding positions) if not at least three of the runs agree about the position.
This run was slightly better than the best of the four runs and thus was our best submission in 2007 and
had an error score of 30.9. The results for the four individual runs and the combined run are given in
Table 4.38.
The second run trying to exploit the hierarchy used individual classifiers for the four axes. Unfortunately,
this run could not achieve a competitive result, having a score of 44.6 and an error rate of 17.8%. The
reason for the failing of this method is probably that the assumption that the four axes are independent
is not valid. On the one hand, large parts of the code are not used at all, and on the other hand, some
combinations of the code are not valid and, thus, a method that works on a per-axis basis can create
codes that cannot be assigned to any image. For the data at hand, the axes one to four have 4, 26, 63,
and 5 unique codes, respectively, which, in principle, can be combined to 32,760 different codes, but only
116 codes occur in the data.
4.13.9 Experimental Results on the PASCAL Challenges Data
In the following, we describe the experiments that we did on the data of the PASCAL 2005 and 2006
VOC.
PASCAL VOC 2005
In the PASCAL VOC 2005, we participated using the histograms with learnt dictionary approach described
in Section 4.4.
When creating our submissions, we tuned several parameters such as the use of brightness normalisation,
the number of cluster centres, and the use of fuzzy histograms. An overview of the experiments that we
performed is given in Table 4.39. The best results for each column is printed bold face. It can be observed
that more than 2048 bins do not deliver a great performance improvement and that neither any brightness
normalisation nor the fuzzy histograms deliver a consistent performance improvement.
This dataset has also been used to tune the GMD-based system in Section 4.13.4 and to tune the sparse
patch histogram approach in Section 4.13.2.
Table 4.40 gives an overview over the results that we obtained in the evaluation (top line), the best
results obtained using the GMD approach and using the sparse histogram approach along with the best
result from the PASCAL 2005 evaluation and the best results published in the literature on this database.
It can be observed that the two histogram approaches perform similarly, but the GMD approach clearly
outperforms both as well as the best results reported in the literature. In particular the use of spatial
information and the discriminative training led to major improvements over the baseline methods. As
described above, spatial information cannot easily be incorporated into the histogram-based methods.
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Table 4.39. Experiments on the PASCAL VOC 2005 data using patch histograms with different numbers of bins,
brightness normalisation (BN), fuzzy histograms, and global brightness normalisation (GBN) on the full images.
test 1 test 2
description bicycles cars motorbikes people bicycles cars motorbikes people
512 bin 10.16 10.01 5.95 8.42 25.00 25.21 27.30 26.57
1024 bin 8.27 9.43 5.52 7.98 23.54 24.48 27.31 26.57
2048 bin 7.98 9.00 5.08 6.97 22.91 24.27 27.41 27.09
4096 bin 8.85 8.56 4.50 7.26 23.64 24.37 27.41 27.51
8192 bin 8.22 8.13 4.64 6.68 23.72 24.69 27.84 27.30
512 bin + BN 9.58 8.42 5.81 8.42 22.91 21.55 26.05 24.58
1024 bin + BN 8.13 6.53 5.22 7.84 21.13 21.34 25.10 25.21
2048 bin + BN 8.27 7.26 5.81 7.11 21.55 21.57 26.46 25.21
2048 bin fuzzy 9.29 8.27 5.81 7.55 22.18 23.74 25.10 27.62
4096 bin fuzzy 9.58 7.55 5.66 8.42 21.34 23.12 25.94 27.72
2048 bin + GBN 9.29 7.69 5.81 7.69 22.49 23.54 24.48 27.82
4096 bin + GBN 10.01 7.84 5.52 7.98 21.76 23.43 24.58 27.93
Table 4.40. An overview of the results obtained on the PASCAL VOC 2005 test 1 dataset using different methods
proposed here and from the literature.
method Bicyc. Cars Motb. Peop.
Histograms & Maximum Entropy (ME) (submitted) 13.2 7.5 6.0 13.9
GMD, baseline 11.0 11.1 10.6 22.6
+ Random points 11.3 9.1 9.3 19.0
+ Multiple scale 8.9 9.1 7.4 16.7
+ Absolute patch positions 2.6 6.3 3.7 13.1
Relative patch positions 7.9 7.5 5.7 13.1
+ Discr. training 1.6 5.1 3.0 8.6
sparse histograms 12.4 9.8 6.0 11.9
Best PASCAL 7.0 3.9 2.3 8.4
Nowak, Jurie, Triggs [ECCV 06] 6.2 3.9 2.4 6.0
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Table 4.41. Our results (equal error rates) from the official PASCASL 2006 VOC evaluation. LD= learnt dictionary,
GD= general dictionary.
method histo (LD) histo (GD) GMD Zhang
bicycle 12.6 13.7 11.8 5.2
bus 4.5 5.9 6.5 1.9
car 7.0 6.5 5.8 2.5
cat 12.1 11.7 13.4 6.3
cow 9.0 11.7 14.4 6.2
dog 20.1 29.6 17.5 12.4
horse 14.6 15.6 19.8 7.4
motorbike 6.2 14.2 9.5 3.1
person 23.6 22.4 28.2 14.5
sheep 9.4 9.3 10.8 4.4
Table 4.42. Tuning the histograms with learnt dictionary for the PASCAL 2006 VOC using colour or grey information
and different numbers of clusters.
information bins bicycle bus car cat cow dog horse motorbike person sheep
colour 512 26.57 22.22 20.57 29.38 27.88 38.07 34.75 28.21 34.01 29.55
colour 1024 22.38 19.75 17.73 29.38 29.81 32.39 33.90 22.22 36.89 26.52
colour 2048 22.38 19.75 16.31 28.35 24.04 31.25 31.36 22.22 35.16 25.76
grey 512 24.20 19.31 12.11 30.90 33.74 40.00 42.85 26.47 29.16 31.06
grey 1024 18.71 14.84 8.63 32.03 38.74 34.59 40.22 16.51 33.57 27.56
grey 2048 17.35 14.08 7.77 28.75 25.12 37.64 31.49 15.02 31.14 30.59
PASCAL VOC 2006
For the PASCAL VOC 2006, we submitted runs using the GMD model and using the two histogram-based
approaches. In the following, we present the experiments that we performed on the training and validation
data for system tuning.
In Table 4.41, the results from the official evaluation are given for all three methods that we submitted
along with the best results from the evaluation [Everingham et al., 2006a]. It can be seen that all methods
perform similarly well, but the best method from the evaluation performs better in all classes. On the
average, the GMD model slightly outperforms the histogram approach with learnt dictionary approach
and the histogram with generalised dictionary is the worst of our approaches.
Histogram with Learnt Dictionary. For tuning the experiments with the histograms with learnt dictio-
nary, we first evaluated whether colour or gray value features are better suited. The results from these
experiments are given in Table 4.42 for different numbers of clusters. From this table it can be observed
that in general a higher number of clusters helps and it can furthermore be observed that for all ‘natural ’
objects, colour information helps, and for all man-made objects (and persons, which are commonly dressed
in man-made clothing) grey information only is better. In particular, for the classes, bicycle, bus, car,
motorbike, and person, the grey-only experiments are always better than the colour experiments, and for
the remaining classes (cat, cow, dog, horse, sheep) colour information clearly helps. Only for the person
class the use of only 512 histogram bins is good.
Histogram with General Dictionary. Similarly to the approach with learnt dictionaries, we have evalu-
ated whether the use of colour information also helps in the approach with generalised dictionary. The
results of these experiments are given in Table 4.43. Interestingly, here the use of colour information
deteriorates the results everywhere except for the sheep class. We assume that this is due to the strong
dimensionality reduction and that thus neither enough colour information nor enough appearance infor-
mation can be encoded in the 8-dimensional feature vectors which are quantised in an 48 = 65536 bin
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Table 4.43. Tuning the histograms with learnt dictionary for the PASCAL 2006 VOC using colour or grey information
and different numbers of clusters.
information bicycle bus car cat cow dog horse motorbike person sheep
grey 25.17 18.52 15.25 21.65 23.08 27.84 28.81 21.37 28.82 21.97
colour 27.27 27.16 16.31 26.29 26.92 32.39 29.66 27.35 35.16 21.21
Table 4.44. Tuning the GMD models on the PASCAL VOC 2006 data. A=appearance information, AP1=one
absolute position cluster per appearance cluster, AP2= two absolute position clusters per appearance cluster,
AP3=three absolute position clusters per appearance cluster, RP3=three relative position clusters per appearance
cluster, DISC=discriminatively trained. The best result for each class is printed bold face.
information bins bicycle bus car cat cow dog horse motorbike person sheep
A 256 23.08 20.35 15.25 26.68 22.25 29.55 30.36 22.22 34.87 22.73
A + AP1 256 22.16 19.75 13.61 24.24 21.04 25.71 27.17 21.21 32.56 21.67
A + AP2 256 20.48 19.75 13.48 23.28 19.34 26.70 26.27 20.51 33.43 21.21
A + AP3 256 21.57 19.32 14.54 22.84 19.50 26.83 27.97 20.39 31.99 21.21
A + AP3 + RP3 256 20.98 18.36 12.77 19.44 19.32 24.08 26.27 19.66 31.88 22.73
A 1024 24.00 18.52 14.54 23.89 23.62 26.31 29.66 23.08 34.06 22.73
A + AP1 1024 23.08 17.73 14.18 21.65 22.12 24.43 26.27 20.51 31.57 20.45
A + AP2 1024 23.78 18.52 13.83 21.53 21.15 25.71 26.19 19.66 31.99 19.70
A + AP3 1024 24.48 18.52 14.18 21.19 19.66 25.37 27.12 19.66 31.26 20.76
A + AP1 + DISC 256 23.78 19.75 15.15 21.70 19.23 27.15 27.97 21.13 32.12 18.94
A + AP2 + DISC 256 23.50 19.75 15.25 20.52 20.19 25.23 27.50 19.08 31.86 18.61
A + AP3 + DISC 256 25.17 19.75 15.34 20.74 19.26 26.36 26.27 21.13 32.28 18.96
histogram. However, it can be observed that the performance loss is smaller for the classes where colour
helped in the previous experiments.
GMD model. First, we evaluated the number of densities per class and the use of absolute and relative
position information. Results from experiments evaluating the use of different information cues are given
in Table 4.44 for different numbers of appearance and position clusters.
It can be observed that 256 appearance clusters are sufficient and that the use of relative position
information improves the performance of the systems. For the experiments with 1024 appearance clusters
the estimation of relative position clusters did not work due to time constraints.
Given these experiments, we also performed discriminative training (bottom part of Table 4.44) but
only minor improvements were obtained for a few classes.
4.14 Summary and Conclusion
In this chapter we have discussed various topics regarding object recognition. We have first presented a
motivation why object recognition is an important research topic, then we have presented an overview of
the literature on object recognition, discussing the different design decisions regarding the visual descrip-
tors, the models, the learning of the model parameters, the requirements for training, and the recognition
process. Since the focus of this work is on the models, we have only shortly discussed the feature extraction
process, i.e. where descriptors are extracted and what descriptors are used to represent the images. Then
we have described eight models for object recognition starting from a nearest neighbour based scheme,
a BOVW-based technique with several extensions and different classifiers. Next, we described another
BOVW model with a generalised dictionary and a technique which allows to recognise and detect objects
based on the spatial layout of the feature extracted from the images. Furthermore, we presented a model
based on GMD, which can be reformulated log-linearly, and in the same manner as SVMs. Additionally,
we presented an approach which allows for recognising hand-poses, objects, and touch events for human
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computer interaction. After the models are introduced, we have discussed the relationships between the in-
dividual models, the similarities, dissimilarities, advantages, and disadvantages. All models are evaluated
on standard databases and quantitatively compared.
4.14.1 Nearest Neighbour Based Method
We presented a very simple method for object classification in natural images, which has been used for face
classification before [Keysers et al., 2002b, Paredes et al., 2001, 2002]. More recently the advantages of this
method were also investigated by Boiman et al. [2008]. We have extended this work toward multi-object
recognition in cluttered scenes Deselaers et al. [2003b]. The merits of this method lies in its simplicity,
but at the same time this method is unlikely to scale to huge amounts of data and classes.
4.14.2 Bag Of Visual Words Approach
The BOVW approaches can nowadays be considered a standard technique for image and scene classifica-
tion. BOVW approaches commonly proceed in two steps. In a first step, a generative model is used to
create an ordered fixed-length description from a potentially variable length and unordered set of local
features. Commonly vector quantisation models such as k means or GMD models are used. In a second
step, each image is represented by a histogram counting the occurrences of visual words in the individual
images. These histograms are often classified using discriminative models such as SVMs or log-linear
models.
The approach we present and investigated exactly follows this procedure and works well in various
tasks. We presented several extensions to this approach, such as different feature extractions techniques
to incorporate scale and lighting invariance, fuzzy histogram assignments to reduce the impact of the code
book size on the models performance, different classifiers in the second stage, and a generalised way of
creating a codebook.
The approach learns, which object patches are discriminative for a particular object class and is directly
applicable to multi-class object classification. In a first series of experiments, the algorithm was shown
to learn that the image size was a discriminative cue to classifying images, since the background images
were smaller than the object images. By scaling all images to roughly the same size, this cheating of
the method was prevented and we could show how well the algorithm is able to learn. In particular, the
algorithm learnt visually meaningful object parts, e.g. the most discriminative part of a face is an eye.
The generalised codebook has the advantage that it spans the full feature space and thus does not
require the (potentially costly) creation of the code book but has the disadvantage that the obtained
histograms are very sparse and require relatively large amounts of memory. Although, in principle, a
dense feature sampling can be used in this approach, it was shown that this is only beneficial when using
the generalised dictionary. The approach with generalised dictionary and dense feature extraction has
been shown to perform extremely well on medical radiographs where no spatial information is necessary.
It could be observed that a discriminative model in the second stage in general outperforms all other clas-
sification techniques and that a model-free nearest neighbour decision rule outperforms simple generative
models such as naive Bayes.
From our viewpoint, the biggest drawback in these approaches is the unclarity how to incorporate
relative spatial information into these models and that thus, a possibly important information cue cannot
be included in these models. Furthermore, these models have the disadvantage that a huge amount of
image information is discarded very early in the classification process (at the time where the histograms
are created) and thus this information cannot aid the classification.
Nonetheless, the BOVW approaches have been shown to perform very well in many applications and
can be efficiently implemented.
4.14.3 Geometric Matching
The geometric matching approach presented is based on the BOVW model in that it uses texton maps
based on the visual vocabulary. Here, the classification is not based on the word counts, but on the
spatial arrangement of the visual words in the image. Therefore, to determine whether an image contains
the object of interest a geometric matching algorithm based on the RAST algorithm is used to compare
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the image of interest with all training images that contain the object of interest. A problem with this
approach is that it is computationally expensive.
This procedure has the disadvantage that it does not scale to huge amounts of training data and object
classes (classification is linear in the number of training images and classes and is an expensive process).
The approach has the advantage that it directly allows to localise the object in the images if the training
images are annotated with bounding boxes and that it allows for a nice visualisation of the found matching,
which can easily be verified by a human (cf. Figure 4.29).
4.14.4 Gaussian Mixtures
The GMD-based approach starts from the motivation to avoid information loss as far as possible and
incorporates the appearance information encoded in the extracted local features in the decision process
as long as possible. The cleanly motivated structure of the approach furthermore allows for incorporating
spatial information into the model smoothly, relative positions as well as absolute.
The GMD approach is a fully generative model but we present a technique that allows for discrimi-
native refinement of the model parameters. In particular, we refine the cluster weights discriminatively,
which leads to a great performance improvement while keeping the training requirements relatively low.
Furthermore, the small number of discriminatively trained parameters can be considered a regularisation
which avoids overfitting problems. However, this approach is not a fully sound model anymore.
4.14.5 Log-Linear Mixture Models
The log-linear mixture model approach directly addresses the problem of the GMD approach by reformu-
lating the full GMD model in a log-linear manner. Log-linear approaches have several advantages:
• It is possible to train higher order features reliably. In particular, it is possible to train a second
order log-linear model which equates to training a GMD model with full covariances which often
suffers from problems with numerical stability.
• The derivatives required for training are easier and more efficient to calculate.
• The training often is numerically more stable.
• The scale invariance allows for easy incorporation of different knowledge cues.
In particular, we have shown how models from the GMD approach can be reformulated log-linearly
and without any information loss. Then, these models can be trained fully discriminatively leading to a
significant performance boost.
4.14.6 Fusing GMD and SVM
We also presented a novel way of fusing SVMs and GMDs for object classification leading to a unified
generative/discriminative classification method that allows for smoothly blending between the generative
GMD model and the discriminative SVM model with RBF kernel. This method is able to overcome some
problems of SVMs that may occur if the data is very hard to separate linearly in the hyperspace. For
further analysis of this method we refer to the next chapter where we analyse the model for some tasks
from the UCI repository and for the USPS task.
Although, this method is able to overcome some problems of SVMs, we cannot in general recommend
to apply it to arbitrary problems but rather only when the SVM alone suffers badly from overfitting
problems. In most situations, this is not the case. SVMs are known to be a well-understood and easily
usable classification technique. The patch-based image representation setup, as used here, however is
different from most tasks in that respect, as the classification of individual patches is a very hard problem,
where a classification boundary is hardly learnable and, thus, the SVM tends to overfit, i.e. chooses a
huge amount of training samples as SVs.
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4.14.7 Random Forests for Human Computer Interaction
Furthermore, we presented a unified algorithm for the simultaneous recognition of hand poses and object
classes, and the detection of touch events. This algorithm is being used to build new vision driven
applications that can be controlled using natural gestures and common physical objects in real-time.
Various visual cues such as appearance, shape and depth (stereo) are combined efficiently by means
of random forest learning. Stereo has been shown to improve the accuracy of both touch/no touch
detection and class discrimination, with interesting generalisation properties. The structure of our learning
algorithm has enabled expensive stereo features to be computed on-demand; with great reduction in the
number of necessary computations and consequent increase in recognition efficiency.
However, for practical applications the algorithm needs to be extended by dynamic information, as has
been presented by Izahdi et al. [2007].
4.14.8 Making it Really Work: Evaluations and Applications
The participation in the PASCAL 2005 and 2006 challenges as well as the participation in the various
ImageCLEF medical annotation tasks has shown that the methods that we developed work well.
In the PASCAL challenges, we compared the approaches histogram with learnt and generalised dic-
tionary and the GMD-based approach. The GMD approach outperformed the two histogram-based ap-
proaches in all experiments. However, due to the high number of classes, the GMD-based approach has
never successfully applied to the ImageCLEF medical annotation tasks. However, here it could be ob-
served that the histogram approach with generalised dictionary and including position information is very
well suited and was the best approach in two of the ImageCLEF medical annotation tasks and second
best in the other.
4.14.9 Future Work
Several challenges are open for the future. On the one hand, it is desirable to allow for localisation of
objects in images. Lampert et al. [2008] proposed a method which can render any technique that can give
scores for particular positions in the images into a detection technique.
Another area where certainly more research is needed is the modelling of the spatial layout of objects.
Felzenszwalb et al. [2008] propose an interesting approach that explicitly models the spatial relationships
and keeps the training process efficient by using support vector machines and alternating optimisation.
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Discriminative Modelling
In the previous chapters we have shown that the underlying models and their training are crucial compo-
nents in every pattern recognition system such as image retrieval systems and object recognition methods.
In image retrieval (cf. Chapter 3) a discriminative model is used to learn the weighting of different features.
In object recognition (cf. Chapter 4) different models to recognise which objects are contained in an image
are investigated.
In this chapter, we investigate some aspects of discriminative models, in particular log-linear models and
log-linear mixture models. Log-linear mixture models are an extension to log-linear models incorporating
hidden variables. Similar to Gaussian mixture models hidden variables in log-linear models can also
be used to incorporate deformation invariance into log-linear models. Furthermore, we investigate the
relationships between GMDs and SVMs and the relationship between GMDs and log-linear models.
The remainder of this chapter is structured as follows: First we give an overview of the literature
on deformation-aware discriminative models and the relationships between different generative and dis-
criminative models, then we shortly present the IDM and log-linear models. Log-linear models are then
extended to log-linear mixture models and log-linear models with IDM. Then, we shortly discuss the
integration of the IDM into SVMs and after that we discuss the relationship between Gaussian mixtures
and SVMs and how these can be fused into a single generative/discriminative classifier. Then, we present
experimental results on the US Postal Service (USPS) database and the modified NIST (MNIST) database
for the deformation-aware models and on some tasks from the UCI repository for the fused SVM/GMD
classifier. Finally, the conclusion for this chapter is drawn.
5.1 State of the Art for Discriminative Models
Discriminative modelling is a huge field of research with many papers published every year. Here, we do
not aim at presenting an exhaustive overview of the literature on discriminative modelling for classification
but only discuss these approaches which are most similar and related to the approaches investigated.
5.1.1 Deformation-Invariant Models
On the one hand, deformation-aware image comparison methods have been under investigation since
the 1990s, when Simard et al. [1993] proposed the tangent distance to compare two images invariantly to
global transformations such as affine transformations and pen width (for OCR applications). Keysers et al.
[2000, 2004d] provided a probabilistic interpretation for the tangent distance. While the tangent distance
models global transformation on the whole image, Uchida and Sakoe [2005, 1998] presented a method
to model small local deformations with different constraints regarding the smoothness of the allowed
transformations. While Keysers and Unger [2003] showed that the fully constrained globally optimised
matching problem is an NP complete problem, different computationally efficient approximations with
weaker constraints were proposed and experimentally evaluated [Deselaers and Ney, 2008, Gollan, 2003,
Keysers, 2006, Keysers et al., 2004a, 2007b]. The biggest issue with these deformation models is that
they were investigated out of the context of a particular model for classification and normally applied as
distance function in a nearest neighbour classifier, leading to very good results at potentially very high
computational cost and bad scalability to huge amounts of training data. Deformation models, such as the
IDM have mainly been used for OCR applications where explicit knowledge about possible deformations
of the handwritten characters is available.
On the other hand, discriminative models such as SVMs have only seldom been combined with defor-
mation aware distance functions [Haasdonk and Keysers, 2002, Scho¨lkopf et al., 1998].
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Haasdonk and Keysers [2002] integrate the tangent distance [Simard et al., 1993] into SVMs. Scho¨lkopf
et al. [1998] also integrate invariant distance functions and virtual training data into SVMs.
Dong [2003], Dong et al. [2002a,b] and Liu et al. [2003] present several other approaches to make SVMs
more robust, mainly by using various preprocessing steps. Another, more explicit way to incorporate
invariances with respect to image deformations is presented by DeCoste and Scho¨lkopf [2002], who propose
to use smoothing and image shifts in their virtual SVM. Instead of using invariant distance functions,
Haasdonk et al. [2004] proposes to use invariant features obtained by integrating over the transformation
space and Haasdonk and Bahlmann [2004] present approaches to incorporate arbitrary distance functions
in SVMs.
Simard [2003] and LeCun et al. [1998] use a neural network as basis for their systems. Simard [2003]
uses a convolutional neural network which is trained using data that was obtained by randomly deforming
the training images and thus the neural network learns about deformed images in the same way as it
learns about the initial training data.
Gollan [2003], Keysers et al. [2007b] shortly discuss a generative single Gaussian model which was
trained using the EM-algorithm and the IDM to account for image deformations. The trained models
are visually much sharper than common Gaussian densities and the performance of this rather simple
classifier is pretty good. This approach has not been considered in a discriminative model so far.
Here, we propose to use a log-linear model and incorporate the deformation of the prototype to best
match the observation to be classified as a hidden variable. The deformation aware discriminative log-
linear model is obtained starting from a generative deformation-aware Gaussian density classifier which
can be rewritten in log-linear form easily.
5.1.2 Relationships Between Different Models
Two main approaches to the classification of patterns are known: generative and discriminative approaches.
Both have been successfully applied to many different problems and both have their own advantages and
disadvantages.
Generative approaches try to find an optimal representation of the original data by keeping as much
information as possible. They can be trained from partly labelled data and normally allow for a recon-
struction of the most likely prototype for each modelled class. Generative methods can be built very
robustly. Discriminative methods require fully labelled training data, can be applied very quickly and
often show better recognition accuracy than their generative counterparts. The biggest problem of many
discriminative approaches is that they are prone to overfitting which requires significant extra effort, e.g.
the max-margin concept in SVMs is all about reducing overfitting.
Clearly, both approaches have their advantages and several authors have tried to combine them to
benefit from both. One common approach is followed in the object recognition literature where the two
worlds are fused in a two-stage method: a generative model is used to create a fixed length representation
of the image, which then is classified using a discriminative technique, e.g. [Deselaers et al., 2005b, Dorko´
and Schmid, 2005, Li et al., 2005].
A direct approach to join the two principles is proposed by Minka [2005] which allows to seamlessly
blend from a fully discriminative model to a fully generative model. Grabner et al. [2007] modify a
discriminative, boosted model to account for reconstruction in addition to the discriminatory performance
and a clear performance boost for noisy data was observed. Lin et al. [2006] take the opposite approach,
where boosting is performed with Gaussians as weak classifiers. In many areas, such as speech recognition,
discriminatively trained Gaussian Mixtures are frequently used [Normandin et al., 1994].
Among the discriminative models SVMs are popular in many domains. They are easy to use and often
obtain good results [Scho¨lkopf and Smola, 2002]. SVMs do not model a probability distribution, and are
thus not open to the ideas presented by Minka [2005].
Despite the fact that SVMs are in general among the most successful and best understood methods
where finding a good set of parameters is relatively easy and standard procedures are known (i.e. cross
validation on the training data), in some cases tuning the parameters of an SVM to obtain optimal
performance turns an SVM into “little more than a glorified template matcher” [LeCun et al., 2007]. This
is in accordance to the observation, that an SVM with RBF kernel, which is probably the most commonly
used kernel, in some cases has a large portion of the training data as SVs and thus degenerates to a
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discriminatively weighted kernel densities classifier. This degeneration can be interpreted as effectively
overfitting to the training data.
We present an approach that fuses an SVM with a generatively trained GMD classifier and thereby
profits from the advantages of both techniques. A close connection between Gaussian mixtures and SVMs
was already discussed by Scho¨lkopf et al. [1997], but to the best of our knowledge, the direct fusion of
SVMs and GMDs has not yet been investigated. To fuse the two approaches, we first convert the SVM into
a GMD with identical decision boundary and then blend this GMD with another (generatively trained)
GMD to obtain a joint classifier.
Another way to fuse SVMs and GMDs is to compute their individual posterior probabilities and combine
these. To obtain probabilities from an SVM different approaches have been proposed, e.g. by Platt [1999],
Seeger [1999], Sollich [1999]. The method proposed here is not a late combination of two different classifiers
but a unified framework to fuse the two classification methods into a single joint classifier.
Ney [2007, part 2, chapter 6] shows the relationships between conditional random fields, log-linear
models, and how to incorporate hidden variables, such as the temporal alignment in speech recognition,
into these.
5.2 Image Distortion Model
While the Euclidean distance is a standard method to compare images, it lacks some important features.
For example, even a very small shift of the entire image may result in high Euclidean distance between
two images although the image content has hardly changed. The image distortion model (IDM) presented
here models non-linear local image deformations while still being computationally cheap. Other, more
complex two-dimensional image warping techniques were investigated [Keysers et al., 2007b] and it was
found that the IDM is nearly as good as the most complicated ones, if local context is used to determine the
deformations . The IDM is a zero-order model in the sense that the deformation of a particular pixel is not
restricted by the deformations of neighbouring pixels and thus the IDM can be applied computationally
efficiently. Alternatives are first order models such as the pseudo two-dimensional hidden Markov model
(P2DHMM) [Keysers et al., 2007b] which imposes smoothness constraints along one axis or full second
order models such as the two-dimensional hidden Markov model (2DHMM) [Keysers et al., 2007b] which
imposes smoothness constraints along both axes. Here, we give a short description of the IDM, to clarify
the notation for the following section:
For two images A and B given as
A = {aij}, 1 ≤ i ≤ I, 1 ≤ j ≤ J, aij ∈ RD
B = {bxy}, 1 ≤ x ≤ X, 1 ≤ y ≤ Y, bxy ∈ RD
(5.1)
the matching of the pixel at coordinate (i, j) of image A to the pixel at coordinate (x, y) of image B is
given by the warping function
(xIJ11 , y
IJ
11 ), (i, j)→ (x, y) = (xij , yij). (5.2)
From this matching, we define a distance function didm between the two images as
didm(A,B) =
∑
i,j
min
x=(i−W ),..,(i+W )
y=(j−W ),..,(j+W )
g(A, i, j, B, x, y), (5.3)
where g(A, i, j, B, x, y) is a local distance function for a match of pixel (i, j) in image A to pixel (x, y)
in image B. W is the warp range, which is an absolute deformation constraint. The distance function g
can make use of the pixel aij at position (i, j) in image A and of neighbouring pixels or features derived
from these. Keysers et al. [2007b] investigated different such functions and found that the best result is
commonly achieved if g considers small sub-windows of horizontal and vertical Sobel features. This feature
extraction is depicted in Figure 5.1. Furthermore, very strong deformations are commonly disallowed or
a deformation penalty is incorporated. A schema of this matching scheme is shown in Figure 5.2.
So far, the IDM has always been used in a nearest neighbour classifier by using didm as distance function
between a pair of training image and test observation. This approach leads to good results but does not
scale to huge amounts of training data and involves many computations for a single classification.
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Figure 5.1. Feature expansion with local context and Sobel features. For each pixel horizontal and vertical Sobel
gradients are computed. Then, each pixel is represented by the local area of either the grey valued pixel or the
corresponding gradient images. In the latter case, the two separate areas are joined to form one local representation
for the pixel.
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Figure 5.2. Warping scheme of the image distortion model. A pixel (i, j) is matched to pixel (xij , yij) by searching
the best matching pixel inside the warping area defined by the maximum warp range W .
Keysers et al. [2007b] and Gollan [2003] have presented a first approach to incorporate the IDM and
other warping functions into a GMD classifier but used a heuristic way of computing means and avoided
variances. The GMD-based method is a generative model, which leaves the question open whether dis-
criminative methods can be extended toward deformation-invariance.
Furthermore, Keysers [2006] proposed a probabilistic formulation of the IDM, which has so far never
been used. In the following, we will extensively use this formulation.
To give a probabilistic interpretation of the IDM, we start from the emission probability for a certain
observation X given a certain prototype µc, where X and µc are compared using the IDM. Therefore, a
deformation prior probability p(x, y|i, j) is defined which models the deformation penalties and can be
used to disallow long deformations and thus effectively limiting the warp range. Here, a pixel (i, j) from
image X is aligned to a pixel (x, y) in the prototype µc.
p(X|µc) =
∏
i,j
p(Xij |µc) (5.4)
=
∏
i,j
∑
x,y
pc(x, y|i, j) p(Xij |µxy) (5.5)
=
∏
i,j
∑
x,y
pc(x, y|i, j) N (Xij |µcxy, σ2) (5.6)
=
∏
i,j
1√
2piσ
∑
x,y
exp
[
log pc(x, y|i, j)− 12σ2 (Xij − µcxy)
2
]
(5.7)
In Section 5.3.2, we start from a Gaussian classifier with this emission probability which we reformulate
into a deformation-aware log-linear model.
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5.3 Log-linear Models
Log-linear Models [Darroch and Ratcliff, 1972], also known as maximum entropy models [Berger et al.,
1996] are among the simplest but most effective discriminative models.
The class posterior probability is directly modelled:
p(c|X) = exp(αc + λ
T
c X)
C∑
c′=1
exp(αc′ + λTc′X)
, (5.8)
where X is a feature vector to be classified, and αc and λc are the parameters of the model to be estimated
in training. In general, X can be replaced by arbitrary feature functions depending on c and X and for
each feature a corresponding λ is trained. This allows for great flexibility in this type of model and the
incorporation of higher order features. In the following, however, we restrict our investigations to models
where the feature vector X is used directly.
One advantage of log-linear models is that the training poses a convex optimisation problem and several
algorithms exist that allow for effectively finding the globally optimal model [Darroch and Ratcliff, 1972,
Minka, 2003].
Keysers et al. [2002a] showed that single Gaussian classifiers can be rewritten into log-linear models
and that a GMD classifier trained according to the MMI criterion should lead to the same result as a
log-linear model. However, it also was observed that often the training of log-linear models is numerically
more stable. In particular, log-linear models allow for training of second order features which corresponds
to the training of full covariance matrices in GMD models. GMD models were investigated by Dahmen
[2001], Dahmen et al. [1999]. The equality of single Gaussians and log-linear models can easily be shown:
Starting from the decision rule of a single Gaussian classifier
r(X) = arg max
c
{p(c|X)} (5.9)
= arg max
c
{
p(c)p(X|c)
p(X)
}
, (5.10)
we rewrite
p(X|c) = 1
(2piσ2)D/2
exp
(
−1
2
||X − µc||2
σ2
)
(5.11)
= exp
(
−D
2
log
(
2piσ2
)− 1
2σ2
µTc µc +
1
2σ2
2µTc X −
1
2σ2
XTX
)
(5.12)
and choose
αc = log(p(c))− D2 log
(
2piσ2
)− 1
2σ2
µTc µc (5.13)
λc =
1
σ2
µc (5.14)
to arrive at a log-linear model of the following form:
r(X) = arg max
c
 exp(αc + λTc X)∑
c′
exp(αc′ + λTc′)
 . (5.15)
Note that we chose a Gaussian model with globally pooled scalar variance for the rewriting here which
results in cancelling out of the terms incorporating the variance. If the Gaussian model has full, unpooled
covariances the resulting log-linear model incorporates second order features.
5.3.1 Log-Linear Mixture Models
One problem of the log-linear models is that they have limited flexibility regarding the number of param-
eters, i.e. these models only allow for linear decision boundaries in feature space. It is possible to obtain
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complex decision boundaries by using suitable features and thus to obtain similar decision boundaries as
are obtained in SVMs by using the kernel trick. The kernel trick can also be applied in log-linear models
[Jenssen et al., 2007].
Another option to obtain a higher flexibility is to incorporate hidden variables into the model analogously
to GMDs [Gunawardana et al., 2005, Heigold et al., 2008b]. The incorporation of hidden variables also
has the advantage that it allows for more flexible modelling of decision processes e.g. in speech recognition
[Heigold et al., 2008b].
Similar to the transformation of a single Gaussian density classifier into a log-linear model, we derive
log-linear mixture models as the discriminative counterpart to a GMD classifier.
r(X) = arg max
c
{p(c|X)} (5.16)
= arg max
c
{
p(c)
∑
i p(i|c)p(X|c, i)
p(X)
}
(5.17)
= arg max
c
{
p(c)
p(X)
∑
i
p(i|c) 1
(2piσ2)D/2
exp
(
−1
2
||X − µci||2
σ2
)}
(5.18)
= arg max
c
 p(c)
∑
i p(i|c) 1(2piσ2)D/2 exp
(
− 12 ||X−µci||
2
σ2
)
∑
c′ p(c′)
∑
i p(i|c′) 1(2piσ2)D/2 exp
(
− 12 ||X−µc′i||
2
σ2
)
 (5.19)
= arg max
c

∑
i exp
(
log p(c) + log p(i|c)− log(2piσ2)D/2 − 12 ||X−µci||
2
σ2
)
∑
c′
∑
i exp
(
log p(c′) + log p(i|c′)− log(2piσ2)D/2 − 12 ||X−µc′i||
2
σ2
)
 (5.20)
= arg max
c
{ ∑I
i=1 exp
(
αci + λTciX
)∑C
c′=1
∑I
i′=1 exp
(
αc′i′ + λTc′i′X
)} (5.21)
with
αci = log p(c) + log p(i|c)− D2 log
(
2piσ2
)− 1
2σ2
µTciµci (5.22)
λci =
1
2σ2
2µci (5.23)
Analogously to the single density, the use of class-dependent covariances in the GMD model would lead
to second order features in the log-linear mixture model.
In GMDs the use of maximum approximation is a common means of speeding up the model. The same
principles can be applied here but the use of maximum approximation here gives rise to a new opportunity.
Using maximum approximation in the numerator of the model leads to the following form:
r(X) = arg max
c
{
maxIi=1 exp
(
αci + λTciX
)∑C
c′=1
∑I
i′=1 exp
(
αc′i′ + λTc′i′X
)} . (5.24)
This form has the advantage that it poses a convex problem for any given alignment. Thus, by fixing
the density alignment of the model for a few training iterations, the model parameters can be estimated
reliably and global convergence is guaranteed (for this given density alignment). If this approach is
combined with alternating optimisation (cf. Section 5.3.3) we have guaranteed convergence.
In the same manner, we can apply maximum approximation in the denominator also:
r(X) = arg max
c
{
maxIi=1 exp
(
αci + λTciX
)∑C
c′=1 max
I
i′=1 exp
(
αc′i′ + λTc′i′X
)} . (5.25)
In this model we lose the convergence guarantee but the model can be evaluated faster.
The same techniques are applied to log-linear models with IDM in the following section and evaluated
experimentally later.
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5.3.2 Log-Linear Models with IDM
Similar to the log-linear mixture models, which were derived from GMD models, we derive a log-linear
model incorporating the IDM from a Gaussian classifier with IDM.
Therefore, we start from the Gaussian classifier incorporating the probabilistic formulation of the IDM
(cf. Eq (5.7)) and rewrite the decision rule into log-linear form as we did before for the transformation of
GMD models into log-linear mixture models.
Starting from the class posterior probability of a Gaussian classifier with IDM,
p(c|X) =
p(c)
∏
i,j
∑
x,y
{p(x, y|i, j) p(Xij |c)}∑
c′
p(c′)
∏
i,j
∑
x,y
{p(x, y|i, j) p(Xij |c′)} , (5.26)
we rewrite Eq. (5.26) obtain the posterior probability for a given class and a given alignment (x, y)IJ11 of
the model parameters to an observation XIJ11 :
p
(
c, (x, y)IJ11 |XIJ11
)
=
1
Z(X)
p(c)
∏
i,j
p((x, y)ij |(i, j), c) · p(Xij |c, (x, y)ij) (5.27)
=
1
Z(X)
p(c)
∏
i,j
p((x, y)ij |(i, j), c) · N (Xij |µc(xy)ij , σ2) (5.28)
=
1
Z(X)
p(c)
∏
i,j
p((x, y)ij |(i, j), c) · 1(2piσ2)D/2 exp
(
−1
2
||X − µc(xy)ij ||2
σ2
)
(5.29)
=
1
Z(X)
exp
(
log (p(c)) +
∑
i,j
log (p((x, y)ij |(i, j), c))− D2 log(2piσ
2)
− 1
2σ2
µTc(ij)xyµc(ij)xy +
1
2σ2
2µTc(ij)xyXij −
1
2σ2
XTijXij
)
, (5.30)
with
Z(X) =
∑
c
∑[
(xy)IJ11
]∏
i,j
p((x, y)ij |(i, j), c) · p(Xij |c, (x, y)ij). (5.31)
This formulation now allows to choose
αc = log (p(c))− D2 log
(
2piσ2
)
(5.32)
αc(xy)ijij = log (p((x, y)ij |(i, j), c))−
1
2σ2
µTc(xy)ijµc(xy)ij (5.33)
λc(ij)xy =
1
2σ2
2µc(xy)ij , (5.34)
and arrive at the following model in log-linear form:
p
(
c, (x, y)IJ11 |XIJ11
)
=
1
Z(X)
exp
αc +∑
i,j
αc(xy)ijij + λ
T
c(xy)ij
Xij
 . (5.35)
This resulting model is exactly equivalent to the deformation-invariant Gaussian model given the same
alignment, i.e. given a Gaussian model trained with IDM, we can obtain the parameters for this model
using Eq. (5.32). The advantages of this model are its log-linear form which allows for efficient and
numerically stable training. The αc(xy)ijij model the deformation prior and thus they strongly influence
the alignments. Given a maximum warp-range of W , this leads to (2W + 1)2 αc(xy)ijij-parameters per
image pixel.
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Table 5.1. Parameters of the log-linear model. Here, L defines the size of the local area.
Xij λcxy αcijxy
No local context (LC) 1 1 1
Sobel 2 2 1
Gray context (L× L) L2 L2 1
Sobel context (L× L) 2L2 2L2 1
Local Context and Parameters
Equations (5.27)-(5.31) allow for multivariate distributions. If local context or multiple features per
pixel are used, the dimensionality of the parameters is changed. Table 5.1 gives an overview over the
dimensionality of different parameters for different dimensionalities of the feature vectors. Thus, the total
numbers of parameters in a model depends on the size of the images, the maximally allowed warp range,
and the features used to represent the pixel data.
Maximum Approximation
A problem with the model in Equation (5.35) is that the computation of the denominator can be compu-
tationally expensive since, in principle, all possible alignments need to be evaluated:
p
(
c, (x, y)IJ11 |XIJ11
)
=
exp
(
αc +
∑
ij
αc(xy)ijij + λ
T
c(xy)ij
Xij
)
∑
c′
∑[
(xy)IJ11
] exp
(
αc′ +
∑
ij
αc′(xy)ijij + λ
T
c′(xy)ij
Xij
) . (5.36)
To address the problem of evaluating the sum over all possible alignments we rewrite the denominator
of this terms. The IDM, which is a zero-order model and, thus, the alignment of a particular pixel does not
rely on its neighbouring pixels. Therefore, it is possible to rewrite the sum over products into a product
over (different) sums:
p
(
c, (x, y)IJ11 |XIJ11
)
=
exp
(
αc +
∑
i,j
αc(xy)ijij + λ
T
c(xy)ij
Xij
)
∑
c′
exp (αc′)
∑[
(xy)IJ11
]∏
i,j
exp
(
αc′(xy)ijij + λ
T
c′(xy)ij
Xij
) (5.37)
=
exp
(
αc +
∑
ij
αc(xy)ijij + λ
T
c(xy)ij
Xij
)
∑
c′
exp (αc′)
∏
i,j
∑
(xy)∈N(i,j)
exp
(
αc′(xy)ijij + λ
T
c′(xy)ij
Xij
) , (5.38)
where N(i, j) is a neighbourhood of the pixel (i, j). Due to the reformulation, this model, which still is
exactly equivalent to the model shown in Eq (5.36), can be efficiently calculated. Here, we only have to
consider a small neighbourhood for each pixel individually opposed to all possible alignments in Eq (5.36)
and (5.37).
Furthermore, given the fixed alignment in the numerator, which is chosen to be the maximum ap-
proximation, we are able to rewrite the entire decision rule in log-linear form by applying maximum
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approximation in the denominator also:
p
(
c, (x, y)IJ11 |XIJ11
) ≈ exp
(
αc +
∑
i,j
αc(xy)ijij + λ
T
c(xy)ij
Xij
)
∑
c′
max[
(xy)IJ11
] exp
(
αc′ +
∑
i,j
αc′(xy)ijij + λ
T
c′(xy)ij
Xij
) (5.39)
=
exp
(
αc +
∑
i,j
αc(xy)ijij + λ
T
c(xy)ij
Xij
)
∑
c′
exp
αc′ + max[
(xy)IJ11
]∑
i,j
αc′(xy)ijij + λ
T
c′(xy)ij
Xij
 (5.40)
=
exp
(
αc +
∑
i,j
αc(xy)ijij + λ
T
c(xy)ij
Xij
)
∑
c′
exp
(
αc′ +
∑
i,j
max
(xy)ij
[
αc′(xy)ijij + λ
T
c′(xy)ij
Xij
]) (5.41)
(5.42)
Now, we choose (x, y)IJ11 to be the maximising alignment for the numerator term which results in the
following class-posterior probability:
p
(
c|XIJ11
)
=
exp
(
αc +
∑
i,j
max
(xy)ij
[
αc(xy)ijij + λ
T
c(xy)ij
Xij
])
∑
c′
exp
(
αc′ +
∑
i,j
max
(xy)ij
[
αc′(xy)ijij + λ
T
c′(xy)ij
Xij
]) (5.43)
which we use in the following experiments.
5.3.3 Alternating Optimisation
Alternating optimisation is a heuristic to solve optimisation problems which consist of one or more indi-
vidual optimisation problems. One of the best-known applications of alternating optimisation is the EM
algorithm [Dempster et al., 1977].
For the training of log-linear mixture models and log-linear models with IDM we need to solve two
optimisation problems. In both cases we have to learn the model parameters. Additionally, the training
of log-linear mixture models requires to solve the assignment of observations to densities and the log-linear
model with IDM requires to align the model parameters to the training observations.
In both cases, the solution of either optimisation problem is possible if the other one is fixed. Csisza´r
and Tusna´dy [1984] showed that for certain problems convergence in alternating optimisation methods
can be reached. This work was extended by Bezdek and Hathaway [2003], who have shown that given
two convex sub-problems, the resulting problem can be solved with alternating optimisation and (local)
convergence is guaranteed. This allows to define the following training algorithm:
Alternate between solving the individual sub-problems:
Step 1: Parameter estimation with given alignment
[
(x, y)IJ11
]
n
Θˆ = arg max
Θ
{∑
n
log pΘ(cn,
[
(x, y)IJ11
]
n
|Xn)
}
(5.44)
Step 2: Re-align with given parameter set Θ[
(x, y)IJ11
]
n
:= arg max[
(x,y)IJ11
]′
n
{
pΘ(cn,
[
(x, y)IJ11
]′
n
|Xn)
}
(5.45)
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This training method guarantees that the training criterion improves in each step in each iteration if
the convexity condition for both sub-problems is fulfilled. The alignment problem can easily be solved
given a set of model parameters. For the parameter estimation problem, convexity is only given if no
maximum approximation is used in the denominator and given a fixed alignment for the numerator, i.e.
in Eq (5.24) and Eq. (5.37), respectively, where the fixed alignment for the numerator is typically chosen
by using maximum approximation.
In the experimental section we evaluate the progress of the training algorithm under different conditions.
In particular, we evaluate the case where maximum approximation is applied in the numerator and in the
denominator and we evaluate the case, where maximum approximation is not used at all. In these cases,
convergence is not guaranteed anymore (cf. Section 5.6.2).
For the parameter-estimation step, we evaluate different training algorithms, which are presented in
the following section.
5.3.4 Training Algorithms
For the training of the various log-linear models and extensions, we apply different training algorithms.
The different training algorithms are very shortly described in the following.
Gradient Descent
In the simple naive gradient descent algorithm, in order to minimise a function f(θ) over parameter θ,
the derivative ∂f(θ)∂θ is computed and the parameters are updated according to θ
′ ← θ− ε∂f(θ)∂θ . ε is a step
size which can be set heuristically. For sufficiently small ε, this algorithm is guaranteed to converge.
LBFGS
The limited memory BFGS method (LBFGS) is an extension to the Broyden-Fletcher-Goldfarb-Shanno
(BFGS) method and was proposed by [Liu and Nocedal, 1989]. LBFGS is a quasi Newton method which
does not require the Hessian matrix and thus is suited to large scale applications where the Hessian cannot
be computed.
RProp - Resillient Backpropagation
Resilient backpropagain (RProp) was proposed by Riedmiller [1994], Riedmiller and Braun [1993] in order
to address the problem that backpropagation training in neural networks often has the problem, that
nodes which are far away from the output nodes only receive very small updates. Therefore, in RProp
not the value of the derivative is considered but only its sign. Initially, all parameters are updated with
the same step width in the direction of the gradient. Then, in each iteration, depending on the sign of the
derivative, this step width is enlarged or reduced: if the sign of the derivative in iteration t is the same
as in iteration t − 1, the step width is enlarged, otherwise it is reduced. Unlike LBFGS and the normal
gradient descent algorithm, in RProp it is not guaranteed that each step improves the training criterion.
5.4 Support Vector Machines
SVMs directly predict the label of an observation. An SVM commonly discriminates between two classes:
−1 and 1 using the decision rule
X 7→ sgn
(∑
vi∈S
αiK(X, vi) + α0
)
(5.46)
to classify the observation X where K is a kernel function, S is a set of SVs vi and αi are the corresponding
weights, α0 is a bias term.
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5.4.1 SVMs with IDM
The main parameter for an SVM to be chosen is the kernel, which projects the feature vectors into a high
dimensional space and allows for incorporating prior knowledge [Scho¨lkopf et al., 1998]. One of the most
commonly used kernels is the RBF kernel, which is based on a scaled Euclidean distance:
Krbf(X,V ) = exp(−γ||X − V ||2) (5.47)
This kernel is now replaced by a kernel where the Euclidean distance is replaced by the IDM distance
didm. Replacing distances in several kernels has been investigated before [Haasdonk and Bahlmann, 2004,
Haasdonk and Keysers, 2002] but so far, the IDM has not been incorporated despite being a simple and
good model for dealing with invariance in images. The basic idea is to exchange the Euclidean distance
in the RBF kernel with the IDM distance as follows:
Kidm(X,V ) = exp (−γ · didm(X,V )) (5.48)
The corresponding kernel matrix is not symmetric and, thus, the SVM is not guaranteed to converge to
the global optimum anymore. This problem can be circumvented by replacing the simple IDM distance
between X and V by the average of both deformation directions.
Kidm(X,V ) = exp
(
−γ didm(X,V ) + didm(V,X)
2
)
(5.49)
However, the resulting kernel matrix is not necessarily positive definite since a perfect match between
non-identical images can be found violating the identity constraint i.e. it may happen that d(x, y) = 0 for
x 6= y, and also it is not guaranteed that the triangle inequality holds.
A training algorithm for SVM with indefinite kernels has been proposed by Luss and D’Aspremont
[2008]. This algorithm is not used for the proposed kernel, since it has been shown by Haasdonk [2005b]
that the SVM training works although the global optimality is lost.
5.4.2 Relationship to Gaussian Mixture Densities
It is well known that SVMs with RBF kernel and Gaussian mixture densities can in principle model the
same decision boundaries. However, to our knowledge nobody has yet explicitly shown how to transform
one into the other or how a GMD has to be parametrised to lead to the same decision boundary as a given
SVM or vice versa. In the following sections, we present how a given SVM using one of the common multi-
class classification schemes can be transformed into a set of Gaussian densities with an approximately
identical decision boundary
Approximating SVMs using Gaussian Mixtures
In this section we show that the advantages of a SVM can be made available to applications where
SVMs have not yet been adopted very well but where GMD-based classifiers are commonly used. This is
achieved by training an SVM and transforming this SVM into a GMD which has approximately the same
classification boundaries as the underlying SVM [Deselaers et al., 2008c].
Since SVMs are originally designed to discriminate only two classes, we have to consider different cases,
the two-class case and three different multi-class discrimination schemes. In the following, we will first
describe the transformation for the two-class case which is the basis for the different multi-class cases.
Two-class Case. It is well known that SVMs, as well as GMDs, can in principle model arbitrary deci-
sion boundaries and, thus, can in theory represent the respective other without any loss of accuracy or
generalisation ability. This theoretical feature, however, does not really pose an advantage as the most
difficult issue for any classifier normally is to find the model parameters, and thus it is not clear how to
benefit from the theoretical equivalence here.
For the case of SVMs with an exponential RBF kernel, a close similarity between SVMs and GMDs
can be observed. Starting from the general form of the decision function, we show that GMDs and SVMs
are approximately equivalent.
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Consider the decision rule of a standard SVM in Eq (5.46). This equation can be rewritten as
r(X) = arg max
c∈{−1,1}
{ ∑
vi∈Sc
cαiK(X, vi) + α0
}
(5.50)
= arg max
c∈{−1,1}
{ ∑
vi∈Sc
cαi exp
(
γ||X − vi||2
)
+ α0
}
(5.51)
where Sc is the set of SVs from class c.
For comparison we give the decision rule of a GMD classifier which is independent of the number of
classes considered:
r(X) = arg max
c
∑
i
p(c)p(i|c)p(X|i, c) (5.52)
= arg max
c
∑
i
p(c)p(i|c) 1
(2pi)(D/2)|Σ|1/2 exp
(
−1
2
(X − µci)TΣ−1(X − µci)
)
. (5.53)
where p(c) is the prior probability for class c, p(i|c) is the cluster weight for cluster i, and p(X|i, c) is the
emission probability of the ith density for class c which is a Gaussian with mean µci. Note that we use a
pooled covariance matrix Σ here for all densities. Eq. (5.53) can be rewritten as
r(X) = arg max
c
∑
i
p(c)p(i|c) 1
(2piσ2)D/2
exp
(
−1
2
||X − µci||2
σ2
)
(5.54)
if all data points X are decorrelated and transformed to have uniform variances for each dimension. Now
it can be seen, that Eq. (5.51) and Eq. (5.54) are identical except for the α0 if the means µci and the
support vector vi correspond. In fact, a GMD can be transformed into an SVM (and vice versa) by setting
cαi = p(c)p(i|c) 1(2piσ2)D/2 (5.55)
γ = − 1
2σ2
(5.56)
µci = vi (5.57)
and α0 can be sufficiently well approximated by an additional density with arbitrary mean and very high
variance and a cluster weight proportional to α0. The fact that the αi can be negative, which is not allowed
for the cluster weights p(i|c) in the GMDs, can easily be worked around by adding the respective support
vector to the other class with weight −αi, which does not affect the decision boundary. Thus GMDs and
SVMs can represent the same decision boundaries for the two class case and either representation can be
obtained from the other as described above keeping the decision boundaries constant. Thus, the main
difference between a GMD and an SVM with RBF kernel is the training method and the optimisation
criterion.
In [Heigold et al., 2008a] we evaluate GMDs and log-linear models with a modified training criterion in
order to approximate the training criterion of SVMs in the speech recognition domain.
Multi-class Case. Since the original definition of SVMs was not designed to allow for more than two-
class problems, several methods to allow for multi-class discrimination were proposed. GMDs, as well as
log-linear models, directly allow for the discrimination of arbitrary numbers of classes.
Here we discuss three different types of multi-class support vector machines: (a) an SVM jointly op-
timised for multi-class classification [Weston and Watkins, 1999], (b) the common one against the rest
(OATR) voting scheme for classifiers [Hsu and Lin, 2002, Rifkin and Klautau, 2004], and (c) the common
one against one (OAO) voting scheme for classifiers [Hsu and Lin, 2002]. Since we have shown how to
represent a two-class SVM by a two-class GMD, obviously, the OAO and the OATR methods could easily
be mapped to a set of GMD classifiers simulating this procedure. However, since GMDs are able to
discriminate between multiple classes, this seems unnatural. In the following paragraphs we present how
each of the differently optimised SVM classifiers can be represented in the form of a single GMD classifier.
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Joint optimisation. For SVMs which were optimised to discriminate between multiple classes in one
joint optimisation procedure [Weston and Watkins, 1999], the decision rule is as follows:
r(X) = arg max
c
{ ∑
vi∈Sc
αiK(X, vi) + βc
}
(5.58)
= arg max
c
{ ∑
vi∈Sc
αi exp
(
γ||X − vi||2
)
+ βc
}
. (5.59)
Here, the relationship to the GMD classifier is similar to the two-class case, if this SVM is converted into
a GMD classifier, each support vector becomes a mixture mean, we assume a pooled, diagonal covariance
matrix with identical entries for each dimension inversely proportional to γ and the cluster weights are
given through the weights αi of the SVs:
p(c)p(i|c) 1
(2piσ2)D/2
= αc (5.60)
µi = vi (5.61)
1
2σ2
= γ (5.62)
Again, it is necessary to address the class-wise constant bias terms βc which can be substituted by very
diffuse Gaussians (one per class) with an arbitrary mean and a weight proportional to βc. Negative
weights αi are compensated by adding respective densities to all other classes.
One Against the Rest. The earliest used implementation for SVM multi-class classification is probably
the OATR (also known as “one-against-all”) method which has been used to extend other binary clas-
sifiers to multi-class problems before [Hsu and Lin, 2002]. Therefore, not a single classifier is trained to
discriminate between all classes at once but a classifier is trained for each class to discriminate it from all
other classes and the decision is drawn according to the scores from these individual decisions.
The decision rule in this case is the same as for the jointly optimised SVM:
r(x) = arg max
c
{ ∑
vci∈Sc
αciK(x, vci) + βc
}
, (5.63)
where the difference to Eq. (5.58) is that the parameters αi and βc are obtained from C different opti-
misations instead of from one. Thus, different classes will use the same SVs with different weights. In
particular, the positively weighted SVs of class c might be negative SVs for class c′. Thus, this SVM can
be transformed into a GMD according to the same rules as above (compare Eq’s. (5.60)-(5.62)).
One Against One. Another common way to create multi-class classifiers from a set of binary classifiers
is the OAO approach [Knerr et al., 1990]. Here, for each pair of classes (c, c′) ∈ C × C, a classifier is
created so that a total of C(C − 1)/2 classifiers are learnt. To classify a new observation each of these
classifiers is applied and votes for the ‘winning’ class. Then, the class with the highest number of votes is
chosen. Let r(c,c′) be the decision rule for the classifier discriminating between classes c and c′. Then the
decision rule can be written as
r(X) = arg max
c
∑
c′ 6=c
δ(c, r(c,c′)(X))
 (5.64)
= arg max
c
∑
c′ 6=c
δ
c, arg max
k∈{−1,1}
 ∑
vi∈S(c,c′)
kαiK(X, vi) + β(c,c′)

 . (5.65)
Here, S(c,c′) is the set of SVs vi for the classifier discriminating the classes c and c′, the αi are the
corresponding weights, and β(c,c′) is the according class bias. This decision rule has the downside that,
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in particular for moderate numbers of classes, it is common that two classes have the same numbers of
votes and that therefore the decision is not clear. Here, the transformation into a GMD classifier is not
straight-forward because the decision rule does not have the same structure anymore.
The decision rule can be approximated by the following function which sums up the scores for the
individual classes instead of counting the winners:
r(X) = arg max
c
∑
c′ 6=c
∑
vi∈S(c,c′)
αiK(X, vi) + β(c,c′)
 (5.66)
= arg max
c

∑
vi∈
S
(c,c′)
S(c,c′)
αiK(X, vi) +
∑
c′ 6=c
β(c,c′)
 . (5.67)
This decision rule now resembles the decision rules for the other multi-class classification schemes for
SVMs and can be transformed into a GMD model analogously to the cases described above.
5.4.3 Fusing a Support Vector Machine with RBF Kernel with a Gaussian Mixture
Density Model
Given two GMDs G1 and G2
Gt = ((µt1 . . . µtI), (σ2t1 . . . σ2tI), (pt(1) . . . pt(I)), t ∈ {1, 2} (5.68)
one trained using the EM algorithm for GMDs and the other obtained by transforming an SVM, it is
possible to fuse both GMDs and arbitrarily mix between the two. The new, joint GMD G′ is obtained as
G′ = ((µ11 . . . µ1I , µ21 . . . µ2J), (σ211 . . . σ21I , σ221 . . . σ22J),
(wp1(1) . . . wp1(I), (1− w)p2(1) . . . (1− w)p2(J))
)
where w is a weighting factor allowing to smoothly blend between G1 (for w = 1) and G2 (for w = 0).
Since the cluster weights of G1 and G2 are normalised, for 0 ≤ w ≤ 1 the cluster weights of the resulting
GMD G′ are also normalised.
Now the resulting decision boundary is chosen according to a combination of the optimisation criteria
of the SVM which optimises classification performance and the GMD which optimises data representation.
The resulting decision boundary is not optimal with respect to either of these criteria but represents a
compromise of these.
In Figure 5.3 an example GMD (1 density per class) and three differently parametrised SVMs are
visualised for two-dimensional toy data. It can be seen that the SVMs have, depending on the scale of
the kernel γ, many SVs which is an indicator for possible overfitting. As will be experimentally shown,
overfitting of SVMs to the training data is a problem in cases where the data is difficult to separate, which
commonly goes along with a very high numbers of SVs. For GMDs the number of parameters estimated
can be fixed by the user (i.e. fix number of densities) and, thus, by forcing the number of parameters to
be small overfitting can easily be avoided.
In Figure 5.4 the GMD from Figure 5.3a is fused with the three different SVMs from Figure 5.3b-d
with different weights w (w is the weight for the GMD obtained from the SVM). The smoothing of the
probability distribution and thereby of the decision boundary can clearly be observed. The effect is
best observed in the top row of Figure 5.4 which shows a combination of the SVM with γ = 0.01 (cf.
Figure 5.3b) with the GMD (Figure 5.3a). The before extremely bumpy decision boundary of the SVM
is strongly smoothed and only when the SVM gets relatively high weight a tendency to overfitting can be
observed. Similarly, the decision boundaries for the combinations with the other two SVMs are smoothed
when combined with the GMD.
5.5 Datasets
In the following we present the datasets that were used to evaluate the methods presented in this chapter.
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(a) (b) (c) (d)
Figure 5.3. (a) A single density Gaussian classifier. The variance is given by the ellipse and the mean is denoted
by a small star (b)-(d) support vector machines with (b) γ = 100, (c) γ = 10, (d) γ = 2. White areas denote high
probabilities for the red class and dark areas denote high probabilities for the blue class. The decision boundary is
yellow and SVs are denoted with green circles.
w = 0.2 w = 0.5 w = 0.8
γ
=
10
0
γ
=
10
γ
=
2
Figure 5.4. Fusing the Gaussian classifier from Figure 5.3a with the SVMs from Figure 5.3b-d using different weights.
The decision boundary is plotted as a yellow line.
5.5.1 USPS Database
The US Postal Service task is still one of the most widely used reference data sets for handwritten character
recognition and allows fast experiments due to its small size. The test set contains a large amount of
image variability and is considered to be a ‘hard’ recognition task. Good error rates are in the range of
2-3%.
This database consists of 7,921 training and 2,007 test images which allows for fast evaluation of
investigated models and the number of published results allows for good comparability. The images
consist of 16×16 pixels with 1000 distinct grey values, which are originally scaled from −1, · · · , 1. We
normalise the pixel values of the images between 0 and 1 for our experiments. In Figure 5.5 some example
images are shown.
5.5.2 MNIST Database
The MNIST database can be considered the standard benchmark for handwritten character recognition
at the moment. A large number of reference results are available. The MNIST data set is larger in size
than the USPS data set and contains less variability in the test set. Here, good error rates are in the
range of 0.5-1.0%.
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Figure 5.5. Example images of the USPS database.
Figure 5.6. Example images of the MNIST database.
Table 5.2. Overview of the datasets used, C number of classes; N total number of vectors; D dimensionality of the
vectors.
Dataset C N D
Diabetes 2 768 8
German 2 1,000 24
Heart† 2 270 25
Vehicle 4 846 18
†categorical features were expanded (original dim. 13)
The MNIST database consists of 60,000 training images and 10,000 test images with a resolution of
28×28 and normalised grey values. Some example images are given in Figure 5.6.
5.5.3 UCI Datasets
Experimentally, we evaluate the proposed method to fuse SVMs and GMDs on four datasets from the UCI
machine learning repository1 [Asuncion and Newman, 2007] and on the USPS dataset. An overview over
the datasets used is given in Table 5.2. These datasets were selected from the UCI repository by selecting
those where classification is difficult, i.e. those, where reported error rates in the literature are high. For
all experiments we normalised the mean to 0.0 and the variance of all features to 1.0 as recommended for
the use with SVMs.
5.6 Experimental Results
In the following, we first present experimental results that were obtained using log-linear mixture models
and log-linear models with IDM and then we present results that were obtained using the fused SVM/GMD
model.
5.6.1 Log-Linear Mixture Models
In the following, we present the experiments using log-linear mixture models. These experiments were
performed on the USPS database.
1http://archive.ics.uci.edu/ml/index.html
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Table 5.3. Results for log-linear mixture models for different numbers of splits.
ER [%]
splits dens./class GMD log-linear mixture
0 1 17.42 8.41
1 2 16.39 6.98
2 4 14.40 6.33
3 3 12.26 5.68
4 16 10.91 5.48
5 32 9.52 6.18
Table 5.3 gives baseline results using a GMD classifier and using log-linear mixture models with different
numbers of densities. For these experiments the GMD model was used for the initialisation of the log-
linear mixture model. It can be observed that the discriminative model with one density per class already
performs better than the generative model with 32 densities per class. Furthermore, it can be seen that
the improvement using more densities is higher in the generative model and using 32 densities per class
the result of the discriminative model is worse than the one which is obtained with only 16 densities per
class. The deteriorated results with 32 densities are likely due to overfitting problems and possibly due to
insufficient training data in the USPS task. Probably the problem can be eased by tuning regularisation
for the experiments individually. Here, the regularisation weighted was tuned for the case of two densities
per class.
Alternating Optimisation
We evaluated different training methods for log-linear mixture models. Starting from a log-linear mixture
model which was initialised with a GMD model with one and two splits respectively, we use alternating
optimisation to tune the parameters.
For the parameter update step we evaluate three different optimisation algorithms: conventional gradi-
ent descent, LBFGS, and RProp. For the LBFGS and RProp algorithms, we always perform five update
iterations because in these algorithms succeeding update iterations are not independent.. Furthermore, for
each of these experiments we distinguish between different applications of the maximum approximation
in the classification and in the calculation of the derivative.
The progress of these training methods is depicted in Figure 5.7. MaxMax denotes the use of maximum
approximation in the numerator and denominator term (cf. Eq. (5.25)). MaxSum denotes the use of
maximum approximation in the numerator term only (cf. Eq. (5.24)), and SumSum denotes the evaluation
of the full log-linear mixture model without any maximum approximation (cf. Eq. (5.21)).
For the MaxSum experiments local convergence can be proven since here, each step (parameter update
and realignment of the densities) is guaranteed to improve the criterion. For the MaxMax and for the
SumSum algorithm, this is not given but the graphs show a reasonable performance.
It can be observed that RProp and LBFGS are able to optimise the criterion much faster than the
conventional gradient descent algorithm. Furthermore, it can be observed that the optimisation of the
MaxSum is smoothest, which confirms the expectation. However, the SumSum experiments converge
faster and in many cases obtain slightly better results. The MaxMax experiments show very unstable
behaviour in the RProp experiments which may be a bad interaction of the heuristic parameter updates
in RProp and the maximum approximation.
Initialisation
While all experiments presented so far where used with a GMD-initialised log-linear model here we try to
initialise the models directly.
In Table 5.4 we evaluate log-linear mixture models with different initialisation schemes. The column
labelled “GMD” gives the results which were already presented above and which are obtained when using
a GMD model for initialisation. The columns labelled “split” and “split(gen)” were trained similar to the
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Figure 5.7. Progress of different optimisation algorithms with differently chosen maximum approximation in alter-
nating optimisation.
Table 5.4. Log-linear mixture models with different initialisations.
initialisation
splits dens./class GMD split split (gen) random
0 1 8.41 8.47 8.47 8.47
1 2 6.98 6.83 7.03 7.08
2 4 6.33 6.08 6.48 6.58
3 8 5.68 6.08 6.08 6.13
4 16 5.48 6.08 6.13 5.73
5 32 6.18 6.08 6.13 5.73
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Table 5.5. Results using first and second order features in log-linear mixture models.
ER [%]
splits dens./class 1st 2nd
0 1 8.41 5.7
1 2 6.98 5.1
2 4 6.33 5.0
3 8 5.68 5.1
4 16 5.48 5.3
5 32 6.18 5.4
EM algorithm for GMD models but no GMD models were used. Instead, we first trained a single log-linear
model which was then iteratively split and retrained until the desired number of densities was obtained.
In the column “split” we split the models by disturbing the λ-parameters by constant additive/subtractive
terms. In the column “split (gen)” we performed the split by converting the log-linear (mixture) model
into a Gaussian model, then splitting according to the splitting technique in the GMD training algorithm,
and then reconverting into the log-linear form. The results in the last column were obtained by training
a log-linear mixture model which was initialised randomly.
It can be observed that all methods work similarly well. The methods, where a discriminative model is
split, slightly outperform the other methods for low numbers of splits and vice versa.
Second Order Features
Finally, we evaluate second order features in log-linear models.
In Table 5.5 we compare results of log-linear mixture models with first order features only to log-linear
models where additional second order features were used. It can be observed that the simple log-linear
model with second order features already performs nearly as good as the best log-linear mixture model
with first order features only. However, using more densities only leads to a rather small additional
improvement.
5.6.2 Log-Linear Models and IDM
With a model using only first order features an error rate of 8.4% on the USPS task is achieved. In the
following, we present several results of log-linear models with IDM with different setups [Gass et al., 2009].
Given the discussed equivalence between log-linear models and GMDs even with IDM, it is straightfor-
ward to initialise the log-linear models with the trained generative models. Table 5.6 gives an overview of
error rates using different features in the generative as well as in the log-linear model. It can be observed
that Sobel features have the strongest impact on error rate both for the generative and the discrimina-
tive model. This effect can be explained by the Sobel features leading to an alignment of edges in the
alignment step. Using only grey values the alignment is not constrained enough and thus the training
of the log-linear model fails: starting from the generatively initialised model with an error rate of 34.4%
error, the fully trained discriminative model only obtains an error rate of 10.6% which is still worse than
a regular log-linear model.
The incorporation of local context information such as Sobel features or the local sub-windows leads to
considerable improvement of the generative model. Thus, the initial alignment in the log-linear model is
better and parameters can be updated more reliably. The best results has been achieved using only the
Sobel gradients, so feature expansion is fairly moderate using only a two-element representation of each
pixel.
Regularisation
Regularisation is a common method to reduce the effect of over-training [Chen and Rosenfeld, 2000].
Figure 5.8 and Table 5.7 show error rate and criterion for both train and test data given different regu-
larisation parameters. The regularisation parameter was chosen by increasing the regularisation weight
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Table 5.6. Results using GD-initialised log-linear models with IDM using different features.
GD-init LLM-trained
Features Train Test Train Test
Gray values 30.4% 34.4% 6.1% 10.6%
Sobel 3.7% 7.1% 0.7% 5.4%
Gray context 6.3% 10.2% 0.6% 6.1%
Sobel context 3.7% 6.5% 2.5% 5.9%
Table 5.7. Error rates on USPS using different regularisation weights in log-linear models initialised with single density
Gaussians with IDM.
Reg. Train ER Test ER
0.00 0.7 5.4
0.05 0.7% 5.3%
0.10 0.4% 4.7%
0.15 0.6% 4.6%
0.20 1.0% 4.7%
0.30 1.3% 4.8%
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Figure 5.8. Train/test error rate and according criterion of LLM with IDM, initialised from single Gaussians and
using different regularisation weights.
slowly and choosing the highest value where the error rate on the training data has a minimum. With
this approach an error rate of 4.6% on USPS using a log-linear model initialised from a single Gaussian
classifier has been achieved.
Initialisation
So far, the log-linear models have been initialised using generatively trained Gaussian density classifiers
with IDM. However, this method requires the use of two different methods and it is desirable to train the
deformation-aware log-linear model from scratch so that a closed form of the training criterion can be
given and the training does not consist of two more or less independent steps anymore.
In the following, we evaluate different methods to initialise the model.
1. Initialisation from a generative single Gaussian classifier.
2. Initialisation using a normal log-linear model.
3. Initialisation to 0.0 for all parameters.
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Table 5.8. Error rates on USPS using LLMs with IDM and different initialisations.
Initialisation Train ER Test ER
IDM-GD 0.6% 4.6%
LLM-init 0.2% 5.9%
zeroinit 5.1% 9.8%
Table 5.9. Alternating re-alignment and parameter updates with different initialisation schemes.
Initialisation Train ER Test ER
IDM-GD 0.6% 4.6%
LLM-init 0.2% 3.9%
zeroinit 0.2% 3.8%
Method 1 is the method used in the previous experiments, method 2 is similar in that it also consists
of a two-step training but here, the first step consists of training a normal log-linear model, and method
3 tries to solve the full training problem in one step.
Table 5.8 gives an overview of the results using the different initialisation schemes. In all models,
Sobel features have been used and regularisation was suitably tuned. Furthermore, in all experiments,
the alignment was kept fixed during the training of the parameters. The results show that a suitable
initialisation is crucial to obtain good results using this training method. However, keeping the initial
training alignment fixed clearly is a disadvantage for the models which were initialised without deformation.
Thus, in the following section we evaluate training techniques where the alignment is updated regularly.
Alternating optimisation
As mentioned before, models initialised with zeros or other models not incorporating deformations tend to
lack good initial deformation alignments. As discussed in Section 5.3.3 it is possible to alternate between
updating the parameters and reestimating the alignments which is known to converge if both sub-problems
are convex.
Table 5.9 gives an overview of results comparable to those using different initialisation from Table 5.8.
For the model which was initialised using a single Gaussian model the error rate is hardly changed because
once a good alignment is determined, the alignments do not change very strongly anymore. However, for
the model initialised using a normal log-linear model, a clear improvement can be observed and for the
model which was trained from scratch using only 0.0 as initialisation the improvement is most remarkable.
This model now outperforms the two other models.
Figure 5.9(a)-(c) shows the progress of the training process for the experiments shown in Table 5.9.
For the experiment with GMD initialisation, the alignment was recomputed every 20 iterations and for
the other two experiments the alignment was recomputed every 10 iterations. In Figure 5.9(a) it can be
observed that for the case of GMD initialisation, the realignment does not change the criterion (horizontal
strokes in the graph). For the experiment initialised from a log-linear model (Figure 5.9(b)) and for the
zero-initialised model (Figure 5.9(c)), the criterion is slightly deteriorated by realigning. For comparison,
in Figure 5.9(d) we give the graph for a model with zero-initialisation without alternating optimisation. It
can be observed that the error rates and the criterion is clearly worse throughout the full training process.
Different Warp Ranges
We evaluated the impact of different warp ranges on the results on the USPS database. Figure 5.10 gives
an overview of these results. A minimum test error rate of 3.5% is obtained with a warp range of 6.
However, the differences to other error rates obtained using smaller or larger warp ranges are rather low,
and these differences are probably not statistically significant. Therefore, it can be concluded that for the
USPS database a warp range of 2 is sufficient and leads to an error rate of 3.8%.
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Figure 5.9. The proceeding of the training using different initialisations and alternating optimisation.
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Table 5.10. Results using deformation aware log-linear models on the MNIST database
ER [%]
initialisation alt. opt. train test
GMD -/+ 0.6 2.8
LLM + 1.4 2.2
zero + 0.7 1.6
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Figure 5.11. Alternating optimisation on the MNIST task
Log-Linear Models and IDM on the MNIST Dataset
The experiments that obtained good results on the USPS dataset were also carried out on the MNIST
dataset to show the generalisation of the methods to other datasets and for comparison on this standard
benchmark. An overview of the results that were obtained on the MNIST dataset is given in Table 5.10. It
can be seen that again the model with zero-initialisation and alternating optimisation clearly outperforms
the other models. For the GMD-initialised model alternating optimisation does not make a difference at
all.
Figure 5.11 shows the progress of the alternating optimisation training with maximum approximation
in the numerator and denominator on the MNIST task. The deterioration of the criterion by realigning
can be observed clearly. Nonetheless, the training converges since the improvements obtained through
the parameter estimation are larger than these degradations. Furthermore, it can be observed that this
graph is much more stable than the corresponding graphs on the USPS database which is probably due
to the larger amount of training data.
Additionally, we also performed experiments with larger warp ranges. The results from these exper-
iments are shown in Figure 5.12. It can be observed that also here, a warp-range of W = 2 performs
well.
Comparison to the State of the Art
In Table 5.11 we give a comparison of the log-linear models with IDM to several methods from the
literature. In particular, we compare the obtained error rates and the number of model parameters, since
it is favourable to have small models. For the nearest neighbour methods the number of parameters is
extremely high and they are able to achieve good results. A problem with nearest neighbour methods is
that they generally do not scale very well to huge amounts of training data. Contrary, single Gaussian
models are very small models which can be applied and trained very efficiently but which do not achieve
very good results. SVMs also have high numbers of trained parameters since all support vectors have to
be stored. Among the best available methods are the deep belief networks (DBNs) by Hinton et al. [2006]
and the convolutional neural networks by Simard [2003] which are trained using automatically generated
additional training data.
In comparison to these models the log-linear models with IDM achieve competitive results but have an
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Table 5.11. Comparison of error rates[%], number of parameters and runtime of our deformation-aware log-linear
model to state-of-the-art models.
USPS MNIST
Model # param. ER # param. ER run-time factor
log-lin. model+IDM using Sobel 69 130 4.04 211 690 1.63 50
+ abs(SobelHV) 74 250 3.84 227 370 1.32 100
+ deform. param. sharing 10 340 3.59 31 390 1.36 100
+ local context 92 190 3.69 282 270 1.50 900
log-linear model 2 570 8.2 7 850 7.4 1
+ abs(SobelHV) 5 130 5.5 15 690 3.0 2
single Gaussians 2 560 18.5 7 840 18.0 1
single Gaussians + IDM [Keysers et al., 2007b] 2 560 6.5 7 840 5.8 50
nearest neighbor [Keysers et al., 2007b] 1 866 496 5.6 47 040 000 3.1 729/6 000
nearest neighbor + IDM [Keysers et al., 2007b] 1 866 496 2.4 47 040 000 0.6 36 455/300 000
SVM 658 177 4.4 15 411 905 1.5 256/1 963
SVM + IDM [Haasdonk, 2005a]/[this work] 530 705 2.8 - 0.7 10 300/100 000
DBN[Hinton et al., 2006] 640 610 - 1 665 010 1.3 210/ 220
conv. network [Simard, 2003] - - 180 580 0.4 -/25
order of magnitude fewer parameters. For the MNIST database, the number of parameters is 211, 690
which consists of 28×28×10×2 λ-parameters, 10 αc parameters, and 28×28×25×10 αc(xy)ijij-parameters.
Analogously, for the USPS task, the number of parameters is smaller due to the smaller resolution of the
images (16× 16 instead of 28× 28).
5.6.3 SVMs and IDM
As discussed in Section 5.4 SVMs are robust models which are well known for their performance and
interpretability. The RBF kernel is preferred for most applications because of its ability to model class
boundaries flexibly. Haasdonk and Keysers [2002] report an error rate of 3.0% using an SVM with a
tangent distance based kernel which is invariant to global deformations like rotation and scaling. In
Table 5.12, SVMs with the IDM kernel are compared to SVMs with the regular RBF kernel. It can be
seen that the performance is improved considerably and for the OAO approach the complexity of the
model represented by the number of SVs is reduced considerably by 25%. The OATR approach performs
equally well, but the different optimisation results in a higher amount of SVs. The performance is hardly
different than the model-free k nearest neighbour (KNN) approach where the number of parameters and
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Table 5.12. Results using support vector machines with RBF- and IDM-Kernel.
Kernel=RBF Kernel=IDM
SVM ER # SV ER # SV
OAO 4.6% 2561 2.8% 2065
OATR 4.4% 2713 2.8% 3536
thus the evaluation time needed is more than twice as large. When a symmetric distance like the one
required for the SVMs kernel is used in the model-free KNN-approach, the error rate is considerably worse
(3.4%). Figure 5.13 shows progression of SVM error rate using different values for the parameters γ and
C of the SVM. The parameters have been tuned using five-fold cross validation on the USPS training
data. It is clearly observable that the number of SVs correlates with the error rate.
5.6.4 SVMs, GMDs, and the Fusion
In the following we present experimental results for the fused SVM/GMD method, first on the UCI
datasets and then some additional experiments are presented on the USPS database to give more insights
into the method.
Experiments on the UCI Datasets
First, we present the experimental results using only SVMs and using only GMDs. We used libSVM2
with OATR training [Huang et al., 2006] and the common grid search on 5-fold cross validation (11 values
for the cost C, 10 values for the scale γ) to determine the parameters γ and C for the SVM. The results
for the SVMs and the GMDs (with 1, 2, and 32 densities/class) are reported in Table 5.13.
It can be observed that the error rates are in general quite high which shows that the selected tasks can
be considered difficult. As expected, the SVMs decided to choose a significant part of the training data
as SVs and thus the SVMs are on the best way to overfitting. The GMDs mostly have better results (on
2http://www.csie.ntu.edu.tw/~cjlin/libsvm/
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Table 5.13. Results using SVMs, GMDs, and their fusion. We give the result for the SVM using the parameters
determined on the data in 5-fold cross validation. For the SVM we also give the number of support vectors in percentage.
For GMD classifiers, we give three results for each database, using 1, 2, and 32 densities per class, respectively. We
also give results for the SVMs fused with GMDs with 1 and 32 densities respectively.
SVM GMDER[%] FusedER[%]
Dataset ER[%] SVs[%] 1dens 2dens 32dens 1dens 32dens
Diabetes 29.87 50.00 28.57 30.52 24.68 30.52 27.27
German 24.50 54.38 24.00 26.50 30.00 22.50 33.00
Heart 25.93 56.02 22.22 22.22 27.78 22.22 18.52
Vehicle 60.23 50.67 53.80 49.12 35.09 54.97 35.67
the test data) than the SVMs although the SVMs have far better error rates on the training data (not
reported here) which is an indicator for overfitting effects.
The results of fusing the classifiers using the SVM and GMDs with 1 and 32 densities are given in
Table 5.13. For these experiments we set w = 0.5. For the german-task and the heart-task the fused
classifiers outperform their individual components. For the diabetes-task and for the vehicle-task only
the SVM is outperformed and the performance is similar to the GMD alone. Not surprisingly, for the
vehicle- and diabetes-tasks the combination has better results if more densities are used, because here
the GMDs performed better with more densities. We assume that thus effectively the overfitting of the
SVM is smoothed away by mixing with the GMD model. Informal experiments showed that for each of
these tasks improvements are possible by using different numbers of densities in the GMD and by using
different weights w in the fusion.
Experiments on the USPS Database
For the USPS database several good results using SVMs were published, e.g. by Scho¨lkopf [1997]. Here,
our objective is not to outperform these results. Instead, we use this task for demonstrating the power of
smoothing an overfit SVM using a GMD.
SVMs. Table 5.14 shows results for different parameters C and γ for the training and the test data of
the USPS database along with the number of SVs in the trained model. The chosen multi-class voting
scheme is OATR. In accordance to the experiments described above, the best result on the test data is
obtained in the models with the lowest numbers of SVs (bold faced). It is interesting to observe how
important a carefully chosen cost parameter C and scale parameter γ are to create a well working SVM
and how easily a badly overfitting SVM is created if parameters are chosen inappropriately. In many
cases, such as here, it is rather easy to find a good set of parameters but in other cases, such as the one
described above, it might be very difficult or even impossible. The results in Table 5.14 are a subset of
the results obtained in cross-validation experiments to tune the C and γ parameters. For our analysis,
the more interesting cases are those where the SVM overfits. Therefore, we use an SVM which overfits
moderately (bold, red) in the following combination experiments.
GMDs. Table 5.15 gives results for 0 to 12 splits of GMD on the USPS data, it can be observed that
the number of densities does not grow if more than 8 splits are used because due to the sparseness of
the data, some densities do not have enough observations to be reestimated robustly and are therefore
deleted. Here, the GMDs do not outperform the best SVM but still have competitive results.
Fused Model. To investigate the smoothing of the SVM using a GMD, we chose the SVM trained with
γ = 0.08 and C = 1.0 which clearly overfits but does not fail completely (red in Table 5.14). This SVM
is combined with several of the GMDs trained from the previous section using different weights. The
results from these experiments are given in Table 5.16. It can be observed that none of resulting models
performs as badly on the test data as the original SVM and that thus effectively the overfitting problem
of the SVM is smoothed away by mixing with the GMD model. Combining a better SVM with a GMD
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Table 5.14. Results using different scale parameters γ and cost parameters C in the SVM training on the USPS
database. In addition to the classification error rate (ER [%]), we give the total number of SVs in the model.
(a)
C = 0.5 C = 1.0
ER [%] ER [%]
γ # SV train test # SV train test
0.001 4344 5.62 9.52 3670 4.50 8.67
0.01 3170 0.85 5.38 2947 0.25 4.98
0.02 4118 0.23 5.53 4053 0.08 5.03
0.05 5918 0.04 12.21 5824 0.01 11.81
0.08 6411 0.03 38.17 6359 0.01 36.02
0.1 6494 0.01 48.13 6454 0.01 47.58
0.2 6698 0.01 65.62 6656 0.01 65.62
0.5 7057 0.01 70.95 7012 0.01 71.10
Table 5.15. Results on the USPS database using Gaussian mixture densities with different numbers of densities. The
number of densities does not increase further after 8 splits. Due to lack of training data it is impossible to estimate
more than 256 densities per class reliably.
(b)
# splits # densities ER [%]
training test
0 10 14.87 18.59
1 18 9.41 13.85
2 36 6.76 9.52
3 72 5.01 8.87
4 144 3.46 7.87
5 287 1.89 6.78
6 550 0.91 6.13
7 860 0.59 5.98
8 935 0.56 5.93
9 956 0.58 6.13
10 945 0.58 5.68
11 991 0.55 5.43
12 958 0.62 5.93
does not lead to improved results over either of the models. In additional experiments we fused the better
SVM models with different GMD models, but could not outperform the best SVM result (4.6% ER) on
this data.
5.7 Summary and Conclusion
In this chapter we have discussed various topics regarding discriminative models for classification. First,
we have investigated log-linear models and how hidden variables can be incorporated, leading to log-
linear mixture models and log-linear models with IDM. Similar to the experiments reported here, we also
proposed a model using log-linear mixtures for object recognition in Section 4.8. Another discriminative
model where the IDM could also be integrated is the SVM which allows for very easy integration because
only the kernel function needs to be replaced. Furthermore, we investigated the relationship between
SVMs and GMDs and how these can be fused into joint discriminative/generative model.
5.7.1 Log-Linear Models with IDM
We have shown that log-linear models can be extended to be deformation-invariant. The resulting model
achieves very good results while being a small model (in the number of trained parameters) compared to
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Table 5.16. Combining the SVM with C = 1.0 and γ = 0.08 with different GMD from Table 5.15 using different
weights wgmd.
wgmd = 0.2 wgmd = 0.5 wgmd = 0.8
split train test train test train test
0 0.0 11.7 0.0 10.7 0.2 14.8
1 0.0 9.5 0.0 8.1 0.1 10.3
2 0.0 6.3 0.0 6.1 0.0 8.3
5 0.0 5.7 0.0 5.7 0.0 5.8
10 0.0 5.2 0.0 5.3 0.0 5.3
11 0.0 5.1 0.0 5.2 0.0 5.3
12 0.0 5.3 0.0 5.8 0.0 5.6
the state of the art. This good performance is achieved by explicit incorporation of domain knowledge. In
this case we know that the class of handwritten characters does not change under small local deformations.
The training of the model is achieved using an optimisation algorithm that alternates between updating
the alignment and the parameters and, thus, is guaranteed to converge under certain conditions. Although
these conditions are not strictly fulfilled in our model with maximum approximation the algorithm is shown
to work well.
5.7.2 Support Vector Machines with IDM
We also incorporated the IDM into SVMs. The resulting model achieves an improvement over a compara-
ble nearest neighbour classifier but the best nearest neighbour classifier using the same distance function
still outperforms this SVM. This might be due to the fact that we violate the training conditions for the
SVM because the kernel matrix is not guaranteed to be positive definite.
5.7.3 Fusing SVMs and GMDs
In the last part of this chapter we presented a novel generative/discriminative classifier consisting of fusing
a generative GMD classifier and an SVM with RBF kernel. We have shown that the combined method is
able to overcome overfitting problems of the standard training procedure for SVMs on some tasks.
Concluding, we do not generally recommend to use the presented technique for arbitrary problems but
rather only when the SVM alone suffers badly from overfitting problems (which may happen in strongly
overlapping problems) or has a high number of SVs. For most tasks this is not the case and SVMs are
known to be a well-understood and easily usable classification technique. However, the tasks presented
here are different from most tasks in that respect as the SVMs here tend to overfit, i.e. choose a huge
amount of training samples as SVs.
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Conclusion
This work is composed of three main parts:
• image retrieval,
• object recognition, and
• discriminative modelling.
Each part has its own conclusions, which are presented at the end of the respective chapters. Here, we
only give a short overview on the individual chapters.
6.1 Image Retrieval
We have presented a wide variety of methods for image retrieval and how these methods can all be joined
into one single image retrieval system: FIRE.
In particular, we experimentally evaluated a set of different image descriptors for CBIR and found that
in many cases colour histograms are a reasonable baseline and that more modern methods such as a BOVW
image representation outperform these on nearly every task. These modern methods are directly inspired
by the ongoing research on object recognition and detection. Furthermore, we evaluated how machine
learning techniques can be applied to a) find a feature combination that leads to the best results and b) find
a feature combination that best matches human judgement. Furthermore, we evaluated various methods
how user feedback can be incorporated into an image retrieval system and how textual information can
be fused with the image information. These methods were evaluated with very competitive results on
standard databases which are freely available.
6.2 Object Recognition
We presented seven different approaches to object recognition which we compared and evaluated experi-
mentally on standard benchmark databases. We have seen that models which avoid strong quantisation of
the local feature space outperform models that strongly rely on quantisation. In general, we have shown
that the reduction of heuristics in the models, e.g. avoiding quantisation, finding suitable statistical models
for variability, and using well-understood machine learning techniques, leads to consistent improvements.
Furthermore, it was observed that modelling of spatial relationships and discriminative models in general
lead to better performance. The comparison of the individual models showed strong relationships between
models that are entirely different at first glance. Some of the relationships could be successfully exploited
such as the relationship between SVMs and GMDs and the relationship between GMDs and log-linear
mixture models.
6.3 Discriminative Models
We presented techniques to incorporate hidden variables into log-linear models and thus extend these
toward log-linear mixture models and deformation-invariant log-linear models. In both cases, alternating
optimisation can be used to obtain good results consistently. These experiments showed that the incor-
poration of domain knowledge, in this case a suitable model for deformations in handwritten characters,
can lead to well-working but small (in the number of trained model parameters) models which can be
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trained and applied efficiently. Furthermore, we integrated a deformation-aware distance function into an
SVM kernel and achieved a clear improvement over a conventional SVM. Additionally, we investigated the
relationship between SVMs and GMDs and proposed a method to create a fused generative/discriminative
classifier from a GMD and an SVM. All methods were evaluated on rather small, but standard benchmark
databases.
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