The aim of this paper is to study the following problem:
Introduction and motivations
We consider the following problem: (x) . We refer to [1, 2, 4, 18] for a complete discussion about this fact.
In the same way, we can consider (−∆) s p,β as an extension of the local operator −div(|x| −β |∇u| p−2 ∇u). This last one is strongly related to the classical Caffarelli-Khon-Nirenberg inequalities given in [11] and it was deeply analyzed in the literature. Notice that, as a consequence of the Caffarelli-Khon-Nirenberg inequalities, it is known that the weight |x| −β , with β < N − p, is an admissible weight in the sense that, if u is a weak positive supersolution to the problem − div(|x| −β |∇u| p−2 ∇u) = 0, then it satisfies a weak Harnack inequality.
More precisely, there exists a positive constant κ > 1 such that for all 0 < q < κ(p − 1) we have
where B 2ρ (x 0 ) ⊂⊂ Ω and C > 0 depends only on B. We refer to [16, 19] and the references therein for a complete discussion and the proof of the Harnack inequality and its generalization of admissible weights.
Our objective in this work is to analyze the properties of the operator (−∆) s p,β and to get the existence of a solution, in a suitable sense, to problem (1.1) for the largest class of the datum f .
The case of p-Laplacian equations is well known in the literature; we refer for example to [7, 8] where the authors proved the existence and the uniqueness of an entropy solution for L 1 datum. The case of measure datum was treated in [13] , where the existence of a renormalized solution is obtained.
The local case with weight was considered in [3] . The authors proved the existence and the uniqueness of an entropy solution for datum in L 1 .
For the operator (−∆) s p,β the case p = 2 and β = 0 was analyzed in [20, 22] . Using a duality argument, in the sense of Stampacchia, the authors were able to prove the existence of a solution for any datum in L 1 . A more general semilinear problem was considered in [6] , where the existence and the uniqueness of the solution is studied.
The case p ̸ = 2 and β = 0, with regular data and variational structure, was treated in the year 2016 in [12, 14] .
For general datum, based on some generalization of the Wolff potential theory, Kuusi, Mingione and Sire succeeded in [21] in obtaining the existence of a weak solution belonging to a suitable fractional Sobolev space.
In this paper, we will treat the case p ̸ = 2 and β > 0. The argument considered in [21] seems to be too complicated to be adapted to our case.
Our approach is more simple and it is based on a suitable choice of a test function's family and on some algebraic inequalities.
In the first part of the present paper, we will consider the case f(x, σ) = f(x). We prove the existence of a weak solution that is in an appropriate fractional Sobolev space. More precisely, we get the following existence result. It is clear that for β = 0, we reach the same existence and regularity result as was obtained in [21] . However, it seems that our approach is more simple and can be adapted for a large class of weighted nonlocal operators.
Next, assuming that f ≥ 0, we show the existence of a positive entropy solution in the sense of Definition 2.9. The statement of our result is the following. In the second part of the paper, we consider the case f(x, σ) = λσ q + g(x). According to the values of q and λ, we prove the existence of an entropy solution for the largest class of the datum g. The paper is organized as follows. In Section 2, we introduce some useful tools and preliminaries that we will use throughout the paper, like the weighted fractional Sobolev spaces and some related inequalities, a weak comparison principle and some algebraic inequalities. We also specify the sense in which the solutions to problem (1.1) are defined.
In Section 3, we begin by proving Theorem 1.1, namely, the case where f(x, σ) ≡ f(x). The main idea is to proceed by approximation and to pass to the limit using suitable test functions. In the second part of the section, we prove Theorem 1.2, more precisely, if f ≥ 0, we are able to show that problem (1.1) has a unique positive entropy solution. In the same way, setting u n as the solution of (1.1) with datum f n ≡ T n (f), we will prove that the sequence {T k (u n )} n converges to T k (u) strongly in the corresponding weighted fractional Sobolev space.
In Section 4, we study the case where f(x, σ) = λσ q + g(x) with λ > 0 and g ⪈ 0. According to the values of q and λ, we get the largest class of the data g such that the problem (1.1) has a positive solution.
Functional setting and main tools
In this section, we give some functional settings that will be used below. We refer to [15, 23] for more details.
Let s ∈ (0, 1), p ≥ 1 and 0 ≤ β < N−ps 2 . For simplicity of notation, we will set 
In the same way, we define the space W s,p β,0 (Ω) as the completion of C ∞ 0 (Ω) with respect to the previous norm. As in [5] (see also [15] ) we can prove the following extension result.
The following weighted Sobolev inequality is obtained in [1] and will be used systematically in this paper. 
where p * s = pN N−ps . Moreover, if Ω ⊂ ℝ N is a bounded domain and β = N−ps 2 , then for all q < p there exists a positive constant C(Ω) such that 
In the case where β = 0, we denote (−∆) s p,β by (−∆) s p . The following comparison principle extends the classical one obtained by Brezis-Kamin in [10] . See [1, 22] for the proof.
Lemma 2.4. Let Ω be a bounded domain and let h be a non-negative continuous function such that h(x, σ)
Then u ≥ v in Ω.
The following algebraic inequalities can be proved using a suitable rescaling argument.
Lemma 2.5. Assume that p ≥ 1, a, b ∈ ℝ + and α > 0. Then there exist positive constants c, c 1 , c 2 such that
In the case where α ≥ 1, under the same conditions on a, b, p as above, we have
Since we are considering a solution with datum in L 1 , we need to use the concept of truncation. Recall that, for k > 0 we have
Define G k (a) = a − T k (a); if we take the above definition into consideration, it is not difficult to show the algebraic inequalities
where a, b ∈ ℝ and p ≥ 1.
In the same way, we will use the classical weighted Marcinkiewicz spaces. where dμ = |x| −2β dx. We say that u is in the Marcinkiewicz space
Since Ω is a bounded domain,
for all ε > 0.
Since we are considering problems with general datum, we need to specify the concept of solution. We begin by the following definitions. . Assume that f ∈ L 1 (Ω). We say that u is a weak solution to problem (1.1) if for all ϕ ∈ C ∞ 0 (Ω) we have
Following [6] , we define the notion of entropy solution as follows. Definition 2.9. Consider f ∈ L 1 (Ω). We say that u ∈ T 1,p 0,β (Ω) is an entropy solution to problem (1.1) if
5)
where
and for all k > 0 and ϕ ∈ W s,p β,0 (Ω) ∩ L ∞ (Ω) we have
Remark 2.10. Notice that for h ≫ k, choosing ϕ = T h−1 (u), we obtain that
Since
It is clear that
3 Existence results: Proofs of Theorems 1.1 and 1.2
In this section, we consider the problem
The main goal of this section is to show that problem (3.1) has a weak solution u in the sense of Definition 2.8. As in the local case, the main idea is to proceed by approximation and then pass to the limit by using suitable a priori estimates.
Before proving the main existence results, we need several lemmas.
Let {f n } n ⊂ L ∞ (Ω) be such that f n → f strongly in L 1 (Ω) and define u n as the unique solution to the approximated problem
Notice that the existence and the uniqueness of u n follows by using a classical variational argument in the space W s,p β,0 (Ω). The first a priori estimate is given by the following Lemma. Proof. Using T k (u n ) as a test function in (3.2), we reach that
Thus,
Recall that u n = T k (u n ) + G k (u n ). Then by inequalities (2.4) and (3.3), we reach that
Now, using the weighted Sobolev inequality in Theorem 2.2, we get
Hence,
Setting p 1 = p * s − p * s p = N(p−1) N−ps , we conclude that the sequence {u n } n is bounded in the space M p 1 (Ω, dμ) and the result follows.
As a consequence we easily get that the sequence
As in the local case, we prove now that the sequence {u n } n is bounded in a suitable fractional Sobolev space. More precisely we have the following lemma.
Since Ω is a bounded domain, it is sufficient to prove (3.4) for s 1 very close to s. In particular, we fix s 1 such that
In what follows, we denote by C 1 , C 2 , . . . any positive constants that are independent of u n and can change from one line to another.
Using w n as a test function in (3.2), we get
Now, using the fact that v n ≥ 1 and by inequality (2.2), we get
Defining q 1 = q s 1 s < q and using the Hölder inequality, we find
Now, using the algebraic inequality (2.3), we have
Hence, taking into consideration that Ω × Ω ⊂ D Ω and by (3.6), we get
So, going back to (3.7), we reach that
By inequality (2.1), we have
Therefore,
hence we just have to estimate the first term. We have
We set σ = ρ r ; hence
Therefore, there holds
Hence taking into consideration that θ > 0 and the behavior of K θ near 1, we reach that
where a > 0 is to be chosen later. Since
Now, going back to (3.10), there holds
Since q < (p−1)N N−s , we can choose α > 0 in (3.9) such that τ < (p−1)N N−ps . By Lemma 3.1, choosing a > θ, very close to θ and using the Hölder inequality, we reach that
Hence by (3.8) and (3.11), we conclude that
In the same way, by using 1 − 1/((u − n (x) + 1) α ) as a test function in (3.2), we obtain that
Combining the above estimates, we reach that 
. It is clear that u n → u a.e. in Ω. Since u n = 0 a.e. in ℝ N \ Ω, we have u = 0 a.e. in ℝ N \ Ω. Notice that by Lemma 3.1 we conclude that
Since Ω is a bounded domain, by the result of Lemma 3.2 and using Vitali's lemma, we obtain that
We are now able to prove the first existence result. 
We claim that ∬
Since u n → u a.e. in Ω, it follows that
Using the fact that u(x) = u n (x) = ϕ(x) = 0 for all x ∈ ℝ N \ Ω, we obtain
Using Lemma 3.2 and Remark 3.3, we easily find that I 1 (n) → 0 as n → ∞.
We now deal with I 2 (n). It is clear that for (x, y) ∈ Ω × B R \ Ω we have
Using Lemma 3.1 and Remark 3.3, we get Q n → Q strongly in
Thus by the dominated convergence theorem we arrive to I 2 (n) → 0 as n → ∞. In the same way, we obtain that I 3 (n) → 0 as n → ∞. Hence (3.14) follows and the claim is proved. Therefore, passing to the limit in (3.13), we arrive at (ii) In the case where β = 0, we get the same existence and regularity results as were obtained in [21] .
The case of positive datum: Existence and uniqueness of the positive entropy solution
If f ⪈ 0, we choose f n = T n (f), thus {u n } n is an increasing sequence. In this case, we are able to prove that problem (3.1) has a unique entropy positive solution in the sense of Definition 2.9. Before beginning with the proof of Theorem 1.2, let us prove the following compactness result. The proof of Lemma 3.5 will be a consequence of the following more general compactness result. Proof. Since {T k (u n )} n is bounded in W s,p β,0 (Ω), using the monotony of the sequence {u n } n , we get the existence of a measurable function u such that u n ↑ u a.e. in Ω,
For simplicity of notation, we set
We have
In the same way, using Young inequality, we obtain that
Combining the above estimates and going back to (3.15), we find
We claim that K n (x, y) ≥ 0 a.e. in D Ω . We set
In D 1 we have U n (x, y) − T n,k (x, y) = 0. Then K n (x, y) = 0. In the same way, if (x, y) ∈ D 2 , we have u(x) ≥ u n (x) ≥ k and u(y) ≥ u n (y) ≥ k. Then [(T k (u n (x)) − T k (u(x))) − (T k (u n (y)) − T k (u(y)))] = 0.
Thus, K n (x, y) = 0 in D 2 .
Assume that (x, y) ∈ D 3 . Then U n (x, y) − T n,k (x, y) = (u n (x) − u n (y)) p−1 − (k − u n (y)) p−1 ≥ 0.
Since [(T k (u n (x)) − T k (u(x))) − (T k (u n (y)) − T k (u(y)))] = −(T k (u n (y)) − T k (u(y))) ≥ 0 by (3.17), it follows that K n (x, y) ≥ 0 in D 3 . In the same way, we can prove that K n (x, y) ≥ 0 in D 4 . Thus K n (x, y) ≥ 0 a.e. in D Ω and the claim follows. Going back to (3.16) , there results that
Remark 3.7. (i) As a consequence of the previous strong convergence we reach that
(ii) Letting w n = 1 − 1 1+u n and w = 1 − 1 1+u , and using w n as a test function in (3.2), we have
For k > 0 fixed, we define the sets
It is clear that for (x, y) ∈ A n we have u n (x) − u n (y) ≥ 1 2 u n (x). Thus,
(iii) From (3.18) we conclude that
Hence by Fatou's lemma, we reach that
Now, we are in the position to prove the existence and the uniqueness of the entropy solution.
Proof of Theorem 1.2: Existence part. It is clear that the existence of u follows by using Theorem 1.1, however the strong convergence of {T k (u n )} n in the space W s,p β,0 (Ω) is a consequence of Lemma 3.5. To finish we just need to show that u is an entropy solution to problem (3.1) in the sense of Definition 2.9.
Let us begin by proving that (2.5) holds.
Since u, u n ≥ 0, the set R h given in Definition 2.9 is reduced to
Using T 1 (G h (u n )) as a test function in (3.2), we obtain
It is not difficult to show that, for (x, y) ∈ R h , we have |u n (x) − u n (y)| p−2 (u n (x) − u n (y))[T 1 (G h (u n (x))) − T 1 (G h (u n (y)))] ≥ 0.
Thus, using Fatou's lemma and by (3.19) , we conclude that
It is clear that for all (x, y) ∈ R h we have
Therefore, using the fact that Let v ∈ W s,p β,0 (Ω) ∩ L ∞ (Ω). Taking T k (u n − v) as a test function in (3.2), we reach that
One immediately sees that
We now deal with the first term. We have
and
It is clear that K 1,n (x, y) ≥ 0 a.e. in D Ω . Since
as n → ∞, using Fatou's lemma, we obtain that
We now deal with K 2,n . We set
Then
We claim that
We divide the proof of the claim into two cases according to the value of p.
The singular case: p ∈ (1, 2] . In this case, we have
Since T k (u n ) → T k (u) strongly in W s,p β,0 (Ω), we get
as v ∈ W s,p β,0 (Ω) ∩ L ∞ (Ω). Using the dominated convergence theorem, we reach that
as n → ∞ and then (3.23) follows in this case.
The degenerate case: p > 2. This case is more relevant. As in the previous case, we have
Thus, n (x, y) .
The termK 2,n (x, y) can be treated asK 2,n defined in (3.24) . Hence it remains to deal withǨ 2,n (x, y).
We define
wherek ≫ k + ‖v‖ ∞ is a large constant. Using the fact that Tk (u n ) → Tk (u) strongly in W s,p β,0 (Ω), we obtain thatǨ 2,n 
Now, consider the set
Hence we just have to deal with sets of the form
We will use Remark 3.7 and a duality argument. It is clear that for (x, y) ∈ D 3 we havě
From Remark 3.7, we know that
It is clear that L n → L strongly in L 1 (D Ω , dν) with
Thus by (3.25), (3.26) and using a duality argument, we find thať
We can treat the set D 4 in the same way. Therefore, combining the above estimates and using the dominated convergence theorem, we conclude that
and the claim follows.
Hence by (3.21)-(3.23), we conclude that (3.27) and the result follows at once.
It is clear that if u is an entropy solution of (3.1), then for all w ∈ C ∞ 0 (Ω) we have
Moreover, we can prove that (3.28) holds for all w ∈ W s,p β,0 (Ω) ∩ L ∞ (Ω) such that w ≡ 0 in the set {u > k} for some k > 0. More precisely we have the following lemma. 
Since u is an entropy solution to (3.1), by (3.27), for k fixed such that k ≫ max{k 0 , ‖w‖ ∞ }, we have
Notice that for h ≫ ‖w‖ ∞ we have {u ≤ w − h} = 0, thus for h as above there results that
Then Since T k (u) ∈ W s,p β,0 (Ω), we have
It is clear that
Using the properties of w, we have I 2 (h) = 0. Let us consider now I 3 (h). We have
As above, since T k (u) ∈ W s,p β,0 (Ω), we obtain
Using the fact that
by the dominated convergence theorem, we conclude that We can treat I 4 (h) in the same way. Hence,
We now deal with
It is clear that for (x, y) ∈ E 2 (h) we have w(x) = w(y) = 0. Then u(y) ))] ≥ 0.
Therefore, we conclude that
|U(x, y)| dν.
Let h 1 = h − ‖w‖ ∞ − 1. Then by (2.5) we reach that
Thus, I E h ≥ o(h).
In the same way, we can prove that I F h ≥ o(h) . Therefore, we reach that lim inf
As a conclusion, and going back to (3.30), we have proved that
Substituting w by −w in the above inequality, we obtain that
which is the desired result.
Now we are in a position to prove the uniqueness result in Theorem 1.2.
Proof of Theorem 1.2: Uniqueness part. Let u be the entropy positive solution defined in Theorem 1.1. Recall that u = lim sup u n , where u n is the unique solution to the approximated problem (3.2) . Assume that v is another entropy positive solution to problem (3.1). We claim that u n ≤ v for all n. To prove the claim, we fix n and define w n = (u n − v) + . Then w n = (u n − T k (v)) + , where k ≫ ‖u n ‖ ∞ . Hence w n ∈ W s,p β,0 (Ω) ∩ L ∞ (Ω) and w n ≡ 0 in the set {v > ‖u n ‖ ∞ }. Therefore, using w n as a test function in (3.2) and taking into consideration the identity (3.29) in Lemma 3.8, we reach that
Using the fact that (U n (x, y) − V(x, y))(w n (x) − w n (y)) ≥ C|w n (x) − w n (y)| p , it follows that w n ≡ 0, hence u n ≤ v for all n and the claim follows. As a consequence we obtain that u ≤ v.
Let us now prove that v ≤ u. To this end, we will follow closely the argument used in [7] .
Since u and v are entropy solutions to (3.1), for h ≫ k, we have
Thus from (3.33) and (3.34), we have Then
We claim that Hence,
Then by (3.36) there results that
In the same way, we can prove that
Thus combining (3.37) and (3.38), we arrive at P 2 (h) ≥ o(h) as claimed. We now deal with Q 2 (h). Recall that
As above, we have Let
Hence we can assume that
Let us begin by proving that J 1 (h) ≥ o(h). Notice that (u(y) ))] ≥ 0. Therefore, we just have to consider the case where
It then remains to consider the case u(x) < h. We distinguish the following three cases: (i) If u(y) > (h + 1), by (2.5), we reach that 
Let us assume that
Now, by using again (2.7), it follows that Therefore, combining the above estimates, we obtain J 1 (h) ≥ o(h).
If v(x) ≤ (h − 1), then by (2.6) we have
Hence following the same discussion as in case (iii) in the analysis of J 1 (h) and using (3.40) and (3.41), we obtain that J 3 (h) ≥ 0. Notice that in a symmetric way we can prove that
Going back to (3.39), it holds that Q 2 (h) ≥ o(h) and then the claim follows. Therefore, going back to the definition of I(h) given in (3.35 ) and taking into consideration that u < h in the set {v < h}, we get
we conclude that
For (x, y) ∈ N 2 (h) we will consider the following three main cases: (v(x) − v(y)) p dν = o(h).
Therefore, we conclude that I 21 (h) ≥ o(h). In the same way and using a symmetric argument, we can prove that I 22 (h) ≥ o(h).
Hence I 2 (h) ≥ o(h) and the claim follows.
In conclusion, we have proved that C ∬ where λ, q > 0 and g ⪈ 0. According to the values of q and λ, we will prove that problem (4.1) has an entropy solution in the sense of Definition 2.9. Let us begin with the case q < p − 1. We have the following existence result.
Theorem 4.1. Assume that q < p − 1. Then for all g ∈ L 1 (Ω) and for all λ > 0 problem (4.1) has a positive entropy solution.
Proof. Without loss of generality we can assume that λ = 1. We set g n = T n (g). Then g n ⪈ 0 and g n ↑ g strongly in L 1 (Ω). Define u n to be the unique solution to the approximated problem Notice that the existence of u n can be obtained as a critical point of the functional
However, the uniqueness follows by using the comparison result in Lemma 2.4. It is clear that by the same comparison principle we obtain that u n ≤ u n+1 . We claim that {u p−1 n } n is uniformly bounded in L 1 (Ω). To prove the claim we argue by contradiction. Assume that C n ≡ ‖u Let us now consider the case q > p − 1. We follow closely the argument used in [9] . It is clear that in this case additional conditions on g are needed in order to guarantee the existence of a positive solution. More precisely, if g ∈ L 1 (Ω), we define w to be the unique positive solution to the problem { { { (−∆) s p,β w = g in Ω, w = 0 in ℝ N \ Ω.
We are able to prove the following result. It is not difficult to show that v ≤ 2 p−1 w, hence by using the hypothesis on g, it follows that
Then v is a supersolution to (4.1) for λ ≤λ = 2 q 1−p . Fixing λ as above and defining the sequence {u n } n by u 0 = 0, we have that u n+1 is the unique solution to the following problem:
By an induction argument, we can prove that u n ≤ v for all n and that the sequence {u n } n is increasing in n. Thus {u q n + g n } n is increasing and bounded in L 1 (Ω). Now, using the same compactness argument as in the proofs of Theorems 4.1 and 4.2, we get the existence result.
