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Abstract 
Marcellan, F. and E. Godoy, Orthogonal polynomials on the unit circle: distribution of zeros, Journal of 
Computational and Applied Mathematics 37 (1991) 195-208. 
In this paper we summarize some results concerning zeros of orthogonal polynomials with respect to an 
indefinite inner product. We analyze the inverse problem, i.e., a discrete representation for the functional in 
terms of the n th orthogonal polynomial. Finally, some numerical examples are shown. 
Keywords: Toeplitz matrices, orthogonal polynomials on the unit circle, zeros, quadrature formulas. 
1. Introduction 
The connections between finite and positive Bore1 measures on [-IT, T], positive definite 
Toeplitz matrices and orthogonal polynomials on the unit circle are well known (see [18, Chapter 
XII>- 
Some questions related with this subject appear in the analysis of the stability of linear 
systems (for example, the Schur-Cohn criterion), in the numerical solution of linear systems of 
equations where the coefficient matrix is of the above-mentioned type (the Levinson-Durbin 
algorithm) and in the study of positivity for analytic functions (Caratheodory class). 
More recently, some approaches to the analysis of varying measures on the unit circle and 
related problems in approximation theory have been introduced. 
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From an algebraic point of view, several authors have considered orthogonal polynomials with 
respect to Toeplitz matrices with nonsingular principal submatrices (see [7,8,12]). 
The aim of this paper is to present some recent results concerning the distribution of zeros for 
such polynomials. We compare this situation with the positive definite case and we give some 
numerical examples. 
The structure of this paper is the following. In Section 2, we give the basic definitions and we 
introduce four equivalent recurrence relations which play an important role in the subsequent 
sections. In Section 3, we present two results concerning zeros of orthogonal polynomials. The 
first one deals with the location of the zeros. We present an alternative proof to [12], by using the 
recurrence relation. The second one provides a characterization of zeros as eigenvalues of a 
Hessenberg matrix. Its elements can be expressed in terms of the reflection parameters. This 
constitutes an analog of the well-known Lanczos algorithm for orthogonal polynomials on the 
real line. 
In Section 4, we analyze the moment problem as an inverse problem. If we consider the n th 
element C&(Z) of a sequence of manic orthogonal polynomials, it is possible to obtain directly the 
moment matrix in terms of the coefficients of the polynomial. Moreover, a real measure on the 
unit circle such that the polynomial &(z) is orthogonal with respect to the measure to every 
polynomial of degree less than n, is found. 
In Section 5, we consider several examples of reflection parameters and we present the 
corresponding graphics for the distribution of zeros. 
2. Basic definitions and notations 
Let 
CO < < e-0 
M = Cl co 
< . . . 
I 1 c2 Cl CO * *. . . . . . . . . . 
be an infinite Toeplitz and Hermitian matrix whose principal minors M,, are nonsingular. We 
consider a linear functional u in the linear space A = span{ zn: n E Z} of Laurent polynomials 
such that 
c-, = (U, z”) =<, VnEN. 
We define an indefinite inner product [ -, - ] in the linear space P of complex polynomials as 
follows: 
[p(z), cd41 = G4 P(zk( i),> (1) 
and we denote by lpn the linear space of complex polynomials of degree at most n. In these 
conditions, we can define a sequence of manic orthogonal polynomials ($J~( z)) (SMOP), 
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satisfying four equivalent recurrence formulas: 
&(z) = z+~-,(z) + +~(O)+,*_,(z)~ 
G,*(z) = &(z> +67GL,(zL 
(2) 
(3) 
(4 
(5) 
V’n 2 1, with the initial condition &o(z) = 1 (see [7,8,13]), where 
k, = A,/A,_, and A, = det M,, for n E N with A_, = 1. 
Remark 2.1. From the condition A, # 0 for every k E N, we deduce that 1 Gk(0) 1 # 1. In this 
situation, the functional u is called regular (see [13]) or quasi-definite (see [S]). Conversely, given 
a sequence (a,) with 1 a, 1 # 1, there exists a unique SMOP (G”(z)) such that G”(O) = a,. 
3. Zeros 
If u is a positive definite linear functional, it is well known that there exists a finite and 
positive Bore1 measure p on the unit circle T = { z E C: I z I = l} such that 
(% J-G)> = J7p(z) dlJ. 
In this case, the zeros of G,,(z) are inside T (see [ll], [18, p.292, Theorem 11.4.11). 
Proposition 3.1. If u is regular, then 
(a) if a is a zero of c&(z), then I a) #_l; 
(b) if a, p are zeros of C&,(Z), then a/3 # 1. 
Proof. (a) If there exists a zero (Y of +n( z) with I a I = 1, from (4) and 
we can deduce &i(a) = 0. By iteration, +i( a) = 0, i.e., +i( z) = z - (Y, and then I @Q(O) I = I a I 
= 1. This contradicts Remark 2.1. 
(b) If there exist (Y, p, zeros of $,(z) with ap = 1, then 
+;(+&+) =&&@J(p)=o. 
We can deduce that &-i(a) = 0 = $_i(j?). By iteration, &((Y) = &(p) = 0, i.e., &(z) = 
(z-(Y)(z-BP) and then ]&(O)] = ]@I =l. Th is contradicts the regularity of the linear 
functional U. Cl 
198 F. Marcelkin, E. Godoy / Orthogonal polynomials on the unit circle 
Remark 3.2. As an alternative approach, if CX, Z-r are zeros of cp,( z), then 
4&(z) = (z-a)&_,(z) = (z - cr-‘)T,_,(z), 
with R,_,, T,_, E P,,_l. But 
= (U, zz-_z;1 T,_,(z) 1l-_a;; T,_, ; ) -( 1 
= I aI -‘[L(z)9 T,-l(Z)]. 
On the other hand, 
M4 d%Wl = Cl- 14*m,-,(4 R,-,(z)1 
= b-*(--1+ l4*)[T,-l(z), T,-,(z)]. 
Hence 
2[%(4, @%(41 =o> 
which contradicts the regularity of the linear functional. 
By comparison of the above two proofs, we can remark that the first one uses the existence of 
an orthogonal basis in P,,. The second one needs a weaker result: the fact that &,(z) is the nth 
manic orthogonal polynomial in the sense 
[%(4 z”] = 0, O<k<n-1, [~~,(4, z”] +O. 
For the computation of zeros, the basic tool is the sequence of reflection parameters (G,,(O)). 
By using (2), for instance, we can obtain explicitly the elements (&(z)) and some usual 
algorithms (as the Newton-Raphson method) give the distribution of zeros. 
Otherwise, we consider the recurrence formulas (2) and (5). They yield to 
z$l(4 = %+,(4 - E k”a,,(G&7@#+)~ 
j=O kj 
n > 0. 
If S = (sii) is the infinite matrix associated to the shift operator in P with respect to the 
orthogonal basis (C&,(Z)), S, is the n th principal submatrix of S and 0, = diag( k,, k,, . . . , k,_,) 
E Iw (“9”‘, then 
S,, = D,- IH,, D,, , 
where 
H,, = 
-+m 
1 - I do> 
0 
0 
-+*wim * * - -Gn(O)rn 
I2 -+*@)rn . . . -%,(0)91(o) 
I- 1+2m* *** 
0 . . . I- IL(O) I2 -+n(o)m 
We can state the next proposition. 
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Proposition 3.3. 
C+,,(Z) = det(zIn - H,,). 
Proof. We use induction arguments. For n = 1, 
&(z) = det(z1i - H,) = z + @r(O). 
If we suppose that (6) holds for 1, 2,. . . , m - 1, then 
det(z1, - H,,,) = z det(zl,,_, - H,,_,) + (p,(O)C,,,(z), 
where 
199 
(6) 
If we subtract from the (m - 1)th row the mth row multiplied by +,-r(O), as a consequence of 
our hypothesis and from (3), 
m-l 
G(z) = z c ~qnb-1(4 + 1= I,*-,> 
j=l 
so that 
det(zL - KJ = z&,-r(z) + +m(0)&L(z) = k(z) 
by using (2). q 
Therefore, the zeros of Gn,( z) are the eigenvalues of the Hessenberg matrix H, (see also [16]). 
If we choose 
E,=diag(&, \Imkll,...,/m), 
and if 
B, = En- ‘H, E,, , 
then the next proposition follows. 
Proposition 3.4. 
(7) 
(8) 
where 2, is the nth signature matrix for the matrix M and 
v, = (0 )...) O,l)‘EV, % = (&l(O) , . . . , q&,(O))’ E C”. 
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Proof. We consider the linear mapping h : Pn_ I + Pa_ 1 such that 
h(cp,(z))=z+&), O=sk<n-2, hbh-b)) =z+n-,(z) -+nb>~ 
S,, is the matrix associated to h with respect to the basis { &( z)}~ G k d “_ i. Therefore, 
S,*D,,S,, = T, and S,,*D,,S,, = D,, - k,v,*v,,. 
But from 
S,, = Dn-‘H,D,,, 
we have 
H,*D,-‘H, = D-i - -&*v n k,Z_, n ” 
and finally, from 
0, = E,J,E,, > 
the result (7) follows. Formula (8) can be deduced in some analogous way. 0 
Remark 3.5. The matrix B, is called quasi-unitary. In the positive definite situation, (7) and (8) 
mean that 
and 
B,*B, =I,- k,_, n n L*v = 1, - (1 - 1 (p,(o) 1 “)vn*vn 
B,,B,* = I,, - (1 - ] G,,(O) ] ‘)w;wn. 
The interest of such matrices appears in the analysis of state-space generators for the covariance 
matrix of a stationary stochastic process (see [9]). 
4. Inverse problems 
In Section 3, we have studied some questions concerning the zeros of a SMOP. For orthogonal 
polynomials associated to a positive measure on the real line, Gaussian quadrature formulas are 
connected with the distribution of zeros (see [3, p.32, Theorem 6.11). 
In our case, some similar problems have recently been studied (see [8,14]), but our point of 
view is very different. 
First at all, for a positive finite Bore1 measure p on the unit circle T, we can deduce an analog 
of the Gaussian quadrature formula. 
Proposition 4.1. If $,,(z) is the nth element of the SMOP associated to p, then for every p( z) E P,,, 
/ 
Tp(z) dp= &./ ‘(‘) 2 $. 
rl %(z> I 
Proof. We consider in P, the following inner product: 
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It is straightforward to prove that 
Then, $,,(z) is the nth manic orthogonal polynomial with respect to the inner products [ -; I,, 
and [a; 1. Then, using (4), we can deduce that the first n polynomials of the corresponding 
SMOP coincide and the result follows. Cl 
The above result means that the linear functionals associated to dp and 
k, d0 
dun = 1 @Jeit9) 1 2 
take the same values in lP,,. Then, the second one can be considered 
one (see [S, p.198, Theorem 2.21). 
as a discretization of the first 
If u is a regular linear functional, we intend to discretize the functional in a similar size as in 
the above proposition. The following result gives an affirmative answer (see [2] for more details). 
Proposition 4.2. If &(z) is the nth orthogonal polynomial with respect to a regular linear functional 
u, then 
(u, P(Z)> = &ji+)[14412- lrb912]!$ 
T 
where q(z), r(z) are the unique polynomials in 5’” such that 
+b#+) +&+X(4 = 1, 
with r(0) = c). 
Proof. Because of z&(z) and $,* ( z) being relatively 
there exist polynomials U(Z) E lPn_l and q(z) E lPn 
z4zMz) + q(zb#C(z) = 1. 
(9) 
prime polynomials, from the Btzout identity 
such that 
Then, we can choose r(z) = ZU( z) and consider the indefinite inner product in IP,, given by 
where f(z) = 1 q(z) I 2 - I r(z) I 2. Then for 0 f k < n - 1, 
[&(z), zkln = &j”g#JJz)z-k-‘[q(‘)4( +) -+b( ;)I dz- 
But from (9), 
Taking complex conjugates and making Z + z-l, 
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then 
(11) 
Multiplying in (10) by Y(z-l), in (11) by q(z) and subtracting, 
(q(z)q( ;) -r(z)j( $#&, =z”q(z) -i.(i). 
Moreover, 
Z”+-lq(Z) - -+( r,! dz=O. 
On the other hand, by using the fact that q(0) = 1, 
[C&(Z), znln= k/z-“-lj’“4(z) -i(i)) dz=k,. 
T 
If the linear functional associated to the measure 
dpi = ( 1 q(e”) 1 2 - 1 r(eie) I’) d0 
is regular, then the result follows. •I 
Example 4.3. Let Go = (z - i)(z - 4). Using (4) +i(z) = z - 4 and we consider the SMOP 
given by 
q$Jz) = zn-2+,(z), n 2 2, 
&o(z)=1 and &(z)=z--$. 
From 
r2(4+2(4 + 42ma) = 17 
with r2(0) = 0, we obtain 
r2(z) = -zz’+ $z and q2(z) = gz” - sz + 1, 
therefore, c#J~(z) being the second orthogonal polynomial with respect to the real measure p2 
such that 
Example 4.4. Let ~~(2) = z(z - 2i). Using (4) @i(z) = z - 2i. In this case, from 
~2(++2(4 + 42m4w = 17 
with r2(0) = 0, we can deduce 
r2(z) = - $iz and q2(z) = $z’ - 2iz + 1, 
so that &(z) is the second orthogonal polynomial with respect to the real measure p2 given by 
dp2 = ( 14 eZiB - 2i eie + 1 ( * - y) de = (s - $! sin28 - 4 sin 0) de. 
We must observe that in this case, the matrix of moments is five-diagonal, Toeplitz and 
Hermitian. 
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Remark 4.5. If the linear functional associated to the measure dp,, is not regular in IP,,, the above 
proposition is not available to discretize the linear functional u. 
Remark 4.6. For the linear functional associated to dp,,, the moments are given by 
d_,= &/z”( h(z) 12- P(z) 12,$. 
T 
Then, d-,=0 for k>n. 
Remark 4.7. In the positive definite case, we have two possible discretizations for the linear 
functional. The first one, as in Proposition 4.1, preserves the positivity. The second one is a 
modification, by a trigonometric polynomial, of the Lebesgue measure. 
As a consequence of the Gohberg-Semencul formula (see [1,4]) and as an alternative approach 
to the discretization analyzed above, we can obtain a representation for the moments as follows. 
If &(z) = zn -t u,lZn-l + ’ * * +an.n_lZ + unn is the n th orthogonal polynomial with respect to a 
regular linear functional u, then 
M, = k,(L,*L, - l&U,*)-‘, 
where 
1 a,, an2 . . . a nn 
0 1 a,, n,n-1 **. a 
0 0 1 *** a L,=. . . n,n-2 
. . 
0 0 0 *** 1 a,, 
-0 0 0 a** 0 1 _ 
and 
0 0 0 *** 0 
a nn 0 0 *** 0 
u, = a n,n-I a 0 . . . 0 nn 
a nl . . . a 0 nn 
Example 4.8. If c#B~(z) = (z - f)(z - 4) = z2 - (p)z + 2, then 
and k, = (q)c, so that 
1 -; 
M, = k,(L,*L, - U,U,*)-’ = I;ico 
[ -- 
2 
-; y -; 
2 ; 1 I 
-1 = c^ 
0 ! 19 46 4 6 19 4 6. I 
02) 
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Example 4.9. If G2( z) = z( z - 2i), then 
&=[i -r -:2i], Uz=[ di i &1, 
and k, = - 3c, so that 
M2= -Ir.[i y -!2i]’ =cO[ iy ii ji4], 
and the moments are completely determined. 
Remark 4.10. Let P(1, A,,, A,, . . . , A,_ i } be the number of occurrences of sign in the sequence 1, 
A,, A,, . . . , A,_ i. If A(Z) satisfy condition (12), in accordance with Proposition 3.1, and from a 
result in [lo], we can state: 
(i) if A,A,_, > 0, &(z) has P{l, A,, A,, . . . , A, _ i } zeros inside the unit circle; 
(ii) if A,A,_, < 0, C&(Z) has n - P{l, A,, A,,. .., A,_,} zeros inside the unit circle. 
Remark 4.11. In [6,14] some standard modifications of a regular linear functional have been 
studied. For example, a necessary and sufficient condition for the regularity of the linear 
functional 
is given. Then, it is reasonable to pose the following problem. 
How are the zeros of the SMOP associated to ui located with respect to the zeros of the 
SMOP associated to u? 
In the positive definite case, when u is the linear functional associated to the Lebesgue 
measure, a complete analysis is presented in [17]. 
5. Numerical examples 
In view of the foregoing and since not much is known about the finer distribution of the zeros 
than Proposition 3.1, a set of FORTRAN routines has been used to obtain the zeros of manic 
orthogonal polynomials G,,(Z) on the unit circle T, using Proposition 3.3, by means of the IMSL 
routines EIGCC and EIGRF. The computation was done in double precision and we ran our 
routines on a DATA GENERAL MV/lOOOO computer. 
We have considered several examples for sequences { +n(O)}. 
Example 5.1. 
a@)=&. 
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Fig. 1. Distribution of zeros of the polynomials of degree 10 and 20. 
1 1 
Fig. 2. Distribution of zeros of the polynomials of degree 10 and 20. 
Fig. 3. Distribution of zeros of the polynomials of degree 10 and 20. 
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The distribution of zeros in this case corresponds to the second type of Turan (see [19]), and the 
corresponding measure on T is absolutely continuous and is given by 
dp= ]z-11* d0 
(see Fig. 1). 
Example 5.2. , 
C&,(O)=-&, nil, with+O(0)=l. 
In this case, the measure is singular [15, p.110, Lemma 41, i.e., p’ = 0 almost everywhere on T 
(see Fig. 2). 
Example 5.3. 
$%,o) = (5)“. 
This example is connected with q-polynomials on the unit circle (see [14]) (see Fig. 3). 
. 
. 
. 
. . 
. 
Fig. 4. Distribution of zeros of the polynomials of degree 10 and 20. 
Fig. 5. Distribution of zeros of the polynomials of degree 10 and 20. 
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Example 5.4. 
This example corresponds to a regular case. We can compare it with Example 5.2. In our 
situation lim sup I&(O) 1 = 1 and the distribution of zeros is very different (see Fig. 4). 
Example 5.5. 
This example also corresponds to a regular case (see Fig. 5). 
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