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Cap´ıtulo 1
Introduccio´n
1.1. Motivacio´n de la Tesis
La gran mayor´ıa de los sistemas del mundo real tiene ma´s de una variable cuyo control
resulta de intere´s, y dispone para ello de ma´s de una variable o accio´n de control. Estos
sistemas se conocen como sistemas multivariables o de mu´ltiples entradas y mu´ltiples salidas
(MIMO, Multiple-Input Multiple-Output). Los sistemas con una u´nica entrada y una u´nica
salida (SISO, Single-Input Single-Output) constituyen en muchos casos un subsistema de un
sistema MIMO.
Sistemas multivariables se pueden encontrar en casi todas partes. En el ban˜o de una
casa, la temperatura y el caudal de agua en la ducha son variables importantes para un
ban˜o placentero. En los procesos qu´ımicos frecuentemente se requiere controlar ma´s de una
variable simulta´neamente, como por ejemplo la presio´n y la temperatura. Un inverna´culo
automatizado debera´ controlar que la temperatura, la humedad y la iluminacio´n sean las
adecuadas para el cultivo que alberga. Un robot necesita seis grados de libertad para tener
un rango completo de posicionamiento, y en un avio´n o un sate´lite son decenas las variables
a controlar.
Algunos feno´menos son propios de los sistemas MIMO, y no ocurren en los sistemas
SISO. Por ejemplo, la presencia de direcciones asociadas a los vectores de entrada/salida y
a las matrices de transferencia es exclusiva de los sistemas MIMO. Debido a ello es que un
sistema multivariable puede tener un cero y un polo en la misma ubicacio´n sin que por ello
se cancelen. O que en un sistema MIMO de mı´nima fase los elementos individuales de la
matriz de transferencia puedan tener sus ceros en el semi-plano derecho (o viceversa). Sin
embargo, la propiedad ma´s importante de un sistema multivariable es quiza´s el acoplamiento
cruzado o las interacciones entre sus variables. En efecto, en un sistema MIMO cada variable
de entrada puede afectar a todas las salidas o variables controladas del sistema. Esto dificulta
enormemente el disen˜o de los controladores, e impide hacerlo como si se tratase de mu´ltiples
lazos monovariables, ya que los para´metros del controlador en un lazo afectara´n a cada uno de
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los lazos restantes, pudiendo causar incluso la inestabilidad. Por ello es que las interacciones
cruzadas suelen considerarse como la principal causa de dificultad en el control de los sistemas
multivariables (Wang, 2003).
Por otro lado, en un lazo de control existen l´ımites f´ısicos, cotas de seguridad o limitaciones
asociadas a determinadas caracter´ısticas del proceso a controlar que imponen restricciones en
la performance alcanzable a lazo cerrado. En particular, las limitaciones f´ısicas y/o tecnolo´gi-
cas de los actuadores dan lugar a restricciones a la entrada de la planta, mientras que regiones
de operacio´n segura y caracter´ısticas de fase no mı´nima afectan generalmente la excursio´n
de las variables controladas o salidas. En un sistema multivariable, los efectos e imposiciones
de estas restricciones se ven agravados por la direccionalidad y las interacciones presentes
en este tipo de plantas. La bu´squeda de soluciones a este problema ha motivado numerosos
trabajos de investigacio´n en los u´ltimos an˜os (Special-Issue, 1999, 2003, 2006; Tarbouriech
et al., 2007).
1.2. Problema´ticas abordadas
En la presente tesis se abordan algunos problemas derivados del acoplamiento cruzado
o interacciones y de las restricciones tanto a la entrada como a la salida de los sistemas
multivariables. Las estrategias de control propuestas se enmarcan dentro del control de es-
tructura variable (CEV) y los reg´ımenes o modos deslizantes (MD) asociados. La aplicacio´n
del CEV se restringe a un lazo auxiliar de acondicionamiento de la sen˜al de referencia, lo que
dara´ lugar a un modo operacio´n y a algunas propiedades distintivas respecto a la aplicacio´n
convencional del CEV y los MD.
El desacoplamiento dina´mico diagonal de un sistema multivariable busca eliminar por
completo las interacciones cruzadas, es decir, transformar al sistema MIMO en un conjunto
de sistemas SISO. Un ejemplo cotidiano de desacoplamiento dina´mico es el que se obtiene
con la grifer´ıa mono-comando: en ella movimientos en direccio´n horizontal afectan solamente
la temperatura del agua, mientras que las “referencias” en forma vertical afectan el caudal.
En cambio, el sistema de grifer´ıa convencional (con canillas individuales para agua fr´ıa y
caliente) esta´ claramente acoplado: la apertura o el cierre de cualquiera de los dos grifos
afecta tanto al caudal como a la temperatura. En aplicaciones ma´s cr´ıticas, se puede requerir
independizar la variacio´n de temperatura entre dos etapas de un proceso qu´ımico, o modificar
el a´ngulo de ataque de un avio´n sin que por ello var´ıe su altura ni su velocidad. Es decir, el
desacoplamiento dina´mico es una caracter´ıstica deseable en numerosas aplicaciones pra´cticas.
Uno de los principales objetivos de esta tesis sera´ entonces proponer alternativas con el fin
de mejorar el grado de desacoplamiento del lazo cerrado para determinadas caracter´ısticas
del controlador y/o la planta.
El primer problema que se trata es la preservacio´n del desacoplamiento dina´mico completo
o diagonal de un sistema lineal MIMO en presencia de restricciones en la entrada a la planta. Si
bien existen en la literatura diversos me´todos para obtener controladores MIMO centralizados
que desacoplen diagonalmente sistemas lineales sin restricciones, la saturacio´n o activacio´n
de alguna restriccio´n en los actuadores provoca entre otros efectos indeseados la pe´rdida del
desacoplamiento a lazo cerrado, algo que esta´ estrechamente ligado al cambio de direccio´n en
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el vector de entrada a la planta respecto del vector de salida del controlador multivariable.
Este problema es abordado en la presente tesis, donde se propone una estrategia basada
en el acondicionamiento por MD de las sen˜ales de referencia con el objetivo de preservar el
desacoplamiento obtenido para la operacio´n lineal del sistema. A diferencia de la mayor parte
de los algoritmos que evitan el cambio de direccio´n del vector de control, el me´todo propuesto
no afecta a las variables cuyos set-points permanecen constantes, evitando de esta manera
generar transitorios indeseados en estos canales.
En segundo lugar, se estudia el control de sistemas multivariables a trave´s de controla-
dores descentralizados o multi-lazo. En esta arquitectura se basa au´n la gran mayor´ıa de las
aplicaciones pra´cticas del control de procesos. Sin embargo, debido a las limitaciones propias
de su estructura descentralizada, esta estrategia no puede eliminar las interacciones cruzadas
entre los distintos lazos del sistema. En esta tesis se estudian las principales caracter´ısticas del
control descentralizado, y se evalu´an los efectos que las interacciones cruzadas tienen sobre
este tipo de control. Luego, se propone una estrategia para limitar las interacciones cruzadas,
basada tambie´n en conceptos del control de estructura variable, que puede ser fa´cilmente
incorporada a estructuras de control multi-lazo preexistentes. La propuesta muestra ser efec-
tiva en presencia de restricciones a la salida de la planta, ya sean debidas a requerimientos
de performance (limitacio´n del acoplamiento) o a modos de operacio´n segura (cotas en la
excursio´n de las variables controladas).
Finalmente, se aborda la bu´squeda de alternativas al desacoplamiento dina´mico diagonal
de sistemas de no-mı´nima fase (NMF). En efecto, se vera´ que en este tipo de sistemas el des-
acoplamiento completo produce un esparcimiento de los ceros en el semi-plano derecho (SPD)
entre diversos canales del sistema multivariable, lo que constituye una importante restriccio´n
de performance sobre el lazo cerrado. Por otro lado, un control de tipo descentralizado no
siempre conduce a respuestas satisfactorias para requerimientos de performance mediana-
mente exigentes. Una alternativa intermedia considerada en la literatura para los procesos de
NMF consiste en obtener un desacoplamiento parcial del sistema. Para el disen˜o de controla-
dores que logren esta caracter´ıstica a lazo cerrado, aqu´ı se combinan estudios sobre el efecto
direccional de los ceros en el SPD y sobre la estructura de grado relativo del sistema. Se ob-
serva que dependiendo de la direccio´n asociada a los ceros de NMF y de la naturaleza misma
de la planta a controlar, las interacciones remanentes pueden llegar a ser de gran amplitud.
Por lo tanto, con vistas a mejorar el grado de desacoplamiento del lazo cerrado, se propone
en este u´ltimo caso aplicar el acondicionamiento de la referencia por MD. Esta metodolog´ıa
permite limitar las interacciones que no fueron eliminadas por el desacoplamiento parcial, y
a diferencia de otras propuestas anteriores, no afecta la variable principal (desacoplada) con
respuestas inversas.
1.3. Organizacio´n y estructura de la Tesis
La tesis esta´ dividida en siete cap´ıtulos, y consta tambie´n de dos ape´ndices. El Cap´ıtulo 1
corresponde a esta introduccio´n. En los pro´ximos dos cap´ıtulos se exponen los fundamentos
teo´ricos necesarios para el desarrollo de las estrategias de control propuestas, mientras que
en los cap´ıtulos 4 a 6 se presenta el trabajo original de la tesis. Por u´ltimo, el Cap´ıtulo 7
enumera las conclusiones del trabajo.
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A continuacio´n se detallan brevemente los temas que trata cada cap´ıtulo:
En el Cap´ıtulo 2 se repasan algunas propiedades de los sistemas lineales multivariables,
y se brindan las herramientas para el disen˜o de controladores que logren el desacoplamiento
dina´mico del lazo cerrado. Al final del cap´ıtulo, se evalu´an los costos asociados al desacopla-
miento dina´mico, particularmente en el caso de sistemas de NMF.
El Cap´ıtulo 3 presenta las nociones fundamentales del control de estructura variable y
los reg´ımenes deslizantes. La mayor´ıa de los conceptos introducidos en este cap´ıtulo servira´n
como sustento teo´rico del acondicionamiento de las sen˜ales de referencia propuesto en los
cap´ıtulos 4 a 6 para resolver los problemas que fueron mencionados anteriormente.
Los principales aportes de esta tesis se presentan en los cap´ıtulos 4 a 6. El Cap´ıtulo
4 propone el acondicionamiento por MD de la referencia para preservar el desacoplamiento
dina´mico en presencia de restricciones en la entrada a la planta. En el Cap´ıtulo 5 se estudia la
forma de mejorar el grado de desacoplamiento de un sistema de control descentralizado, que
permita a su vez una forma de operacio´n segura para la estructura de control predominante
en la industria. Por u´ltimo, el Cap´ıtulo 6 plantea la estrategia basada en el desacoplamiento
parcial para relajar los costos del desacoplamiento dina´mico diagonal en sistemas de NMF.
En el Cap´ıtulo 7 se resumen las principales conclusiones extra´ıdas durante el trabajo de
tesis, y se plantean posibles l´ıneas de investigacio´n a futuro.
Finalmente, cabe mencionar en esta introduccio´n que los observadores por MD que se
presentan en el Cap´ıtulo 3 son evaluados en el Ape´ndice A como una alternativa para reducir
los transitorios causados al conmutar del modo manual (lazo abierto) al modo automa´tico
(lazo cerrado) en el control de procesos multivariables. Por otro lado, el esquema de acondi-
cionamiento de la referencia mediante una sen˜al auxiliar discontinua se aplica en el Ape´ndice
B al control de un sistema de conversio´n de energ´ıa eo´lica que alimenta un electrolizador para
producir hidro´geno.
1.4. Principales aportes
Los principales aportes presentados en esta tesis se pueden encontrar en (De Battista et
al., 2006; Garelli et al., 2005, 2006a, 2006b, 2006c, 2006d, 2007; Mantz et al., 2004, 2005b),
y se resumen en los siguientes puntos:
Combinacio´n de te´cnicas de acondicionamiento de la referencia con sistemas de estruc-
tura variable para su aplicacio´n en diversos problemas del control multivariable con
restricciones.
Desarrollo de estrategias de control para mantener el desacoplamiento de sistemas mul-
tivariables au´n en presencia de restricciones en los actuadores.
Limitacio´n de las interacciones cruzadas en sistemas de control descentralizados de
procesos con mu´ltiples entradas y salidas.
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Identificacio´n de los efectos combinados de la estructura de grado relativo de la planta
y la direccio´n asociada al cero del semi-plano derecho en el desacoplamiento parcial de
sistemas de no-mı´nima fase.
Alternativa para relajar los costos asociados al desacoplamiento diagonal en sistemas
de no mı´nima fase, basada en el desacoplamiento parcial del sistema con cotas en el
acoplamiento remanente.
Evaluacio´n del desempen˜o de los reg´ımenes deslizantes para atenuar los transitorios en
la respuesta de sistemas multivariables ocasionados al conmutar del modo manual al
automa´tico.
Aplicacio´n del acondicionamiento por MD de la referencia a un sistema de conversio´n
de energ´ıa.
6 CAPI´TULO 1. INTRODUCCIO´N
Cap´ıtulo 2
Herramientas para el desacoplamiento dina´mico
de sistemas multivariables
En este cap´ıtulo se presentan las herramientas de disen˜o necesarias para el desacopla-
miento de sistemas multivariables. En primer lugar, se repasan algunos conceptos ba´sicos de
los sistemas lineales multivariables. Posteriormente, se introduce la parametrizacio´n af´ın de
los controladores que estabilizan internamente el lazo de control, y la estrechamente ligada
estrategia de Control por Modelo Interno (IMC). A partir de esta estrategia se describen
procedimientos de disen˜o para obtener el desacoplamiento dina´mico de sistemas estables de
mı´nima fase, estables de no mı´nima fase e inestables. Finalmente, se analizan los efectos y las
limitaciones del desacoplamiento dina´mico diagonal en sistemas con ceros en el semi-plano
derecho.
2.1. Conceptos preliminares
2.1.1. Modelos de sistemas multivariables
Espacio de estados
Los sistemas lineales MIMO pueden representarse al igual que los sistemas SISO en el
dominio del tiempo mediante ecuaciones diferenciales en el espacio de estados. En el caso de
un sistema MIMO con entrada u(t) ∈ Rm y salida y(t) ∈ Rm, su modelo en el espacio de
estados se puede escribir como:
x˙(t) = Ax(t) +Bu(t), x(t0) = x0, (2.1)
y(t) = Cx(t) +Du(t), (2.2)
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donde x(t) ∈ Rn es el vector de estados, A ∈ Rn×n, B ∈ Rn×m, C ∈ Rm×n, y D ∈ Rm×m son
matrices constantes, y x0 ∈ R
n es el vector de estados en el instante t = t0.
Es importante remarcar que las propiedades de controlabilidad y observabilidad conocidas
para sistemas SISO a partir de su representacio´n en el espacio de estados son tambie´n va´lidas
en los sistemas multivariables.
Matrices de transferencias
Haciendo la transformada de Laplace de (2.1)-(2.2) y tomando x(0) = 0 se llega a
y(s) =
[
C(sI −A)−1B +D
]
u(s). (2.3)
De aqu´ı se define como matriz de transferencia del sistema a
P (s) , C(sI −A)−1B +D. (2.4)
En adelante, denotaremos pij(s) a la funcio´n de transferencia entre la j-e´sima componente
de u(s) y la i-e´sima componente de y(s). De esta forma, P (s) puede escribirse en te´rminos
de las funciones de transferencia individuales como
P (s) =


p11(s) p12(s) . . . p1j(s) . . . p1m(s)
p21(s) p22(s) . . . p2j(s) . . . p2m(s)
...
... . . .
... . . .
...
pi1(s) pi2(s) . . . pij(s) . . . pim(s)
...
... . . .
... . . .
...
pm1(s) pm2(s) . . . pmj(s) . . . pmm(s)


. (2.5)
En este punto es conveniente recordar la definicio´n de una matriz de transferencia propia,
estrictamente propia e impropia:
Definicio´n 2.1. Se dice que una matriz de transferencia P (s) es propia si todos sus ele-
mentos pij(s) son funciones de transferencia propias (grado denominador mayor o igual que
grado numerador), y estrictamente propia si todos sus elementos son estrictamente propios
(grado denominador mayor que grado numerador). Todos los sistemas que no son propios
son impropios.
Fracciones matriciales
Otra forma de representar los sistemas lineales MIMO es mediante su descripcio´n en
fracciones matriciales. E´sta consiste simplemente en una factorizacio´n de la matriz de trans-
ferencia P (s).
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Conside´rese una matriz de transferencia propia P (s) de m ×m, siendo di(s) el mı´nimo
comu´n mu´ltiplo de los polinomios denominadores de la fila i-e´sima. Sea hi(s) un polinomio
Hurwitz del mismo grado que di(s), entonces P (s) se puede factorizar como
P (s) = [PD(s)]
−1 [PN (s)] , (2.6)
donde
PD(s) =


d1(s)
h1(s)
. . .
dm(s)
hm(s)

 , (2.7)
PN (s) =


n11(s)
h1(s)
. . .
n1m(s)
h1(s)
... . . .
...
nm1(s)
hm(s)
. . .
nmm(s)
hm(s)

 , (2.8)
siendo n11(s), . . . , nmm(s) polinomios en s.
Las ecuaciones (2.6), (2.7) y (2.8) conforman una descripcio´n en fracciones matriciales
por izquierda (Left Matrix Fraction Description, LFMD) de P (s). Observar que tanto PD(s)
como PN (s) son matrices de transferencias estables y propias.
Para obtener una descripcio´n en fracciones matriciales por derecha (RFMD) de P (s) se
debe seguir un procedimiento ana´logo pero intercambiando filas por columnas (en este caso
di(s) sera´ el mı´nimo comu´n mu´ltiplo de los polinomios denominadores de la i-e´sima columna).
2.1.2. Ceros y polos multivariables
Determinar la presencia de los ceros de un sistema multivariable no siempre es inmediato
a partir de observar los elementos de la matriz de transferencia P (s). De hecho, los ceros de las
transferencias individuales pij(s) no anulan en general el vector de salida y(t) para entradas
no ide´nticamente nulas en u(t). Es decir, no tienen sobre el sistema multivariable el efecto de
“bloqueo” caracter´ıstico de los ceros de los sistemas SISO. Una definicio´n que preserva esta
propiedad para los ceros de los sistemas MIMO, debido a lo cua´l suelen denominarse ceros
de transmisio´n, es la que sigue (MacFarlane y Karcanias, 1976)
Definicio´n 2.2 (Ceros multivariables). z es un cero de la matriz de transferencia P (s)
si el rango de P (z) es menor que el rango normal de P (s), siendo el rango normal de P (s)
el rango de P (s) para todos los valores de s excepto un nu´mero finito de singularidades.
A partir de esta definicio´n, existira´n vectores constantes y no-nulos v ∈ Rm y h ∈ Rm,
conocidos como direccio´n de entrada y de salida del cero en s = z respectivamente, tales que
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P (z)v = 0 ∈ Rm, (2.9)
hTP (z) = 0 ∈ Rm. (2.10)
Los vectores v y h son parte de los espacios nulos generados por las columnas y filas
de P (s), respectivamente. El nu´mero de vectores linealmente independientes que satisfacen
(2.9) o (2.10) dependen de la pe´rdida de rango de P (s) al evaluarse en s = z. Este nu´mero
se conoce como multiplicidad geome´trica del cero, y es igual a la dimensio´n del espacio nulo
generado por las columnas o filas de P (s).
Sin demasiada rigurosidad, los polos de un sistema multivariable pueden definirse en
general como aquellos valores finitos s = p donde P (s) tiene una singularidad (“es infinita”).
As´ı, dado un polo de P (s) en s = p se puede escribir
P (p)vp =∞, (2.11)
hTp P (p) =∞, (2.12)
donde vp y hp son la direccio´n de entrada y de salida del polo en s = p, respectivamente.
En el caso de sistemas cuadrados, los ceros y los polos de P (s) pueden calcularse a partir
de los ceros y polos del determinante de P (s). Sin embargo, debido a las direcciones asociadas
a los ceros y polos multivariables, para utilizar este simple me´todo debe asegurarse que no
haya cancelaciones de polos y ceros al formarse el determinante. De otra manera, podr´ıan
estar cancela´ndose erro´neamente polos y ceros en la misma ubicacio´n pero con diferentes
direcciones1.
Ejemplo 2.1 El determinante del sistema
P (s) =


s+ 2
s+ 1
0
0
s+ 1
s+ 2

 (2.13)
es det(P (s)) = 1, a pesar de que el sistema tiene claramente polos en s = −1 y s = −2 y
ceros multivariables en s = −1 y s = −2. Este es un caso en el que ceros y polos en distintas
partes del sistema se cancelan al formar el determinante, por lo que los mismos no pueden
obtenerse a partir de la condicio´n det(P (s)) = 0. Se trata de polos y ceros con la misma
ubicacio´n pero con distinta direccio´n; en efecto, el polo en s = −1 (y el cero en s = −2)
tiene direcciones vp = hp = [1 0]
T , mientras que el cero en s = −1 (y el polo en s = −2)
tiene direcciones v = h = [0 1]T . 
Definicio´n 2.3 (Sistema de no-mı´nima fase). Se dice que un sistema MIMO es de no-
mı´nima fase (NMF) si su matriz de transferencia P (s) tiene ceros en el semi-plano derecho
(SPD) o si existe un retardo que puede ser sacado como factor comu´n de todos los elementos
de la matriz P (s).
1Para ma´s detalles sobre el ca´lculo de los ceros multivariables vea´se (Skogestad y Postlethwaite, 2005)
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Notar que las ubicaciones de los ceros multivariables o de transmisio´n no guardan relacio´n
alguna con la ubicacio´n de los ceros de las funciones de transferencia SISO individuales que
constituyen el sistema MIMO. Luego, es posible que un sistema MIMO sea de NMF au´n
cuando todas las transferencias SISO sean de mı´nima fase (MF), y viceversa. Los siguientes
ejemplos ilustran ambos casos.
Ejemplo 2.2 Conside´rese el sistema
P1(s) =
1
(1 + s)2

s+ 3 2
3 1

 . (2.14)
Claramente, ninguna de las funciones de transferencia individuales tiene un cero en
el SPD. Sin embargo, al considerar el sistema MIMO, se observa que el mismo tiene un
cero finito en s = +3 con direccio´n de salida h = [1 − 2]T . Por lo tanto, (2.14) es un
sistema MIMO de NMF a pesar de que todas sus funciones de transferencia SISO son de
MF. Esto impone limitaciones de performance al control del sistema MIMO, a pesar de
que cada subsistema SISO podr´ıa controlarse fa´cilmente para obtener la dina´mica deseada. 
Ejemplo 2.3 Sea ahora este otro sistema
P2(s) =
1
(s+ 1)(s + 2)

s− 1 s
−6 s− 2

 . (2.15)
Aqu´ı se da el caso contrario al ejemplo anterior. El sistema multivariable no tiene
ceros de NMF, ya que sus ceros esta´n en s = −1 y s = −2. Sin embargo, p11(s) y p22(s)
tienen ceros en el SPD en s = 1 y s = 2, respectivamente. Obse´rvese que para una planta
con estas caracter´ısticas habra´ ma´s limitaciones de performance para controlar cada lazo
individualmente (debido a los ceros de NMF) que para controlar el sistema multivariable
completo, cuyo lazo cerrado podra´ tener mayor ancho de banda que el de cada lazo por
separado. 
2.1.3. Matrices de transferencia a lazo cerrado
Consideraremos una estructura de control con realimentacio´n negativa y unitaria como la
que se muestra en la Figura 2.1, donde P (s) representa el sistema a controlar de m entradas
y m salidas.
El principal objetivo del control sera´ que el vector de salida y(t) ∈ Rm, que contiene
las variables a controlar, siga las trayectorias deseadas incluidas en el vector de referencias
r(t) ∈ Rm (objetivo de seguimiento). Tambie´n se considerara´ el caso en que se desee mantener
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C(s) P (s)
r(t) e(t)
-
u(t)
d(t)
y(t)
Figura 2.1: Estructura ba´sica de un lazo de control MIMO
a las variables controladas en torno a set-points constantes ante la presencia de perturbaciones,
representadas por el vector d(t) (objetivo de regulacio´n).
En el dominio de Laplace, la entrada al controlador C(s) sera´
e(s) = r(s)− y(s), (2.16)
y su salida
u(s) = C(s) [r(s)− y(s)] . (2.17)
Las variables controladas se pueden expresar a partir del modelo de la planta multivariable
P (s) como
y(s) = P (s)u(s) + d(s), (2.18)
y reemplazando (2.17) en (2.18)
y(s) = P (s)C(s) [r(s)− y(s)] + d(s). (2.19)
Luego, la respuesta a lazo cerrado estara´ dada por
y(s) = [I + P (s)C(s)]−1 P (s)C(s)r(s) + [I + P (s)C(s)]−1 d(s). (2.20)
Las matrices de transferencia resultantes a lazo cerrado se conocen como
S(s) , [I + P (s)C(s)]−1 funcio´n de sensibilidad (2.21)
T (s) , [I + P (s)C(s)]−1 P (s)C(s)
= P (s)C(s) [I + P (s)C(s)]−1 funcio´n de sensibilidad complementaria (2.22)
Obse´rvese que el te´rmino complementario proviene del hecho que
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S(s) + T (s) = [I + P (s)C(s)]−1 P (s)C(s) + [I + P (s)C(s)]−1
= [I + P (s)C(s)]−1 [I + P (s)C(s)] = I. (2.23)
As´ı, el error en el control e(s) queda determinado por
e(s) = r(s)− y(s) = r(s)− T (s)r(s)− S(s)d(s) = [I − T (s)] r(s)− S(s)d(s)
= S(s)r(s)− S(s)d(s), (2.24)
y la salida del controlador u(s) mediante
u(s) = C(s)S(s)r(s)− C(s)S(s)d(s). (2.25)
La matriz de transferencia de r(s) a u(s) se suele denotar como
Su(s) = C(s) [I + P (s)C(s)]
−1 . (2.26)
A partir de las matrices de sensibilidad a lazo cerrado, se define la estabilidad interna del
lazo de control.
2.1.4. Estabilidad interna
Se dice que un sistema MIMO es estable si todos sus polos esta´n en el semi-plano izquierdo
(SPI). Sin embargo, la interconexio´n de sistemas MIMO como en el lazo de la Figura 2.1 puede
dar lugar a modos inestables internos, a causa de potenciales cancelaciones de polos y ceros
inestables. Por ello es necesario establecer cua´ndo un sistema de control es internamente
estable. Conside´rese la siguiente definicio´n:
Definicio´n 2.4 (Estabilidad Interna). Un sistema de control a lazo cerrado es interna-
mente estable si y so´lo si todas las sen˜ales en el lazo son acotadas para todo conjunto de
entradas acotadas.
Luego, para que el lazo de control de la Figura 2.1 sea internamente estable, e(t), u(t) e
y(t) deben ser acotadas para cualquier entrada r(t) y perturbacio´n d(t) acotadas. O lo que
es lo mismo,
Lema 2.1. El lazo de control de la Figura 2.1 es internamente estable si y so´lo si:
S(s) = [I + P (s)C(s)]−1 (2.27)
T (s) = [I + P (s)C(s)]−1 P (s)C(s) (2.28)
Su(s) = C(s) [I + P (s)C(s)]
−1 (2.29)
son todas estables.
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Demostracio´n:
Si r(t) y d(t) son sen˜ales acotadas, de (2.20), (2.24) y (2.25) se concluye que la
estabilidad de T (s), S(s), y Su(s) es suficiente para que las sen˜ales e(t), u(t) e
y(t) permanezcan acotadas.
Por otro lado, si estas sen˜ales son acotadas para cualquier entrada r(t) y pertur-
bacio´n d(t) acotadas (sistema internamente estable), de las mismas ecuaciones se
observa que T (s), S(s), y Su(s) sera´n todas estables. 
Comentario 2.1 Obse´rvese que en el lazo de la Figura 2.1 no se han considerado pertur-
baciones a la entrada de la planta. Si esto se hiciera, se deber´ıa cumplir adema´s con que la
transferencia Si(s) = [I + P (s)C(s)]
−1 P (s) = P (s) [I + C(s)P (s)]−1 = S(s)P (s) sea tam-
bie´n estable para que el lazo sea internamente estable.
2.2. Parametrizacio´n de controladores MIMO e inversas apro-
ximadas
Un concepto ba´sico que esta´ presente en la mayor´ıa de los problemas abordados por la
Teor´ıa de Control es el hecho de que el control de un sistema depende, expl´ıcita o impl´ıci-
tamente, de la inversio´n del modelo de la planta. Se comenzara´ analizando esta cuestio´n, lo
que dara´ lugar a una discusio´n alternativa para el disen˜o de controladores.
2.2.1. Parametrizacio´n de controladores estabilizantes
El vector de control u(s) necesario para obtener una respuesta determinada en la variable
controlada y(s) podr´ıa generarse a lazo abierto a partir del vector de referencias r(s) mediante
una matriz de transferencia Q(s), tal como muestra la Figura 2.2.
- - -Q(s) P (s)r(t)
u(t)
y(t)
Figura 2.2: Esquema del control a lazo abierto
Esto lleva a una transferencia entrada-salida af´ın en Q(s):
T (s) = P (s)Q(s). (2.30)
La ecuacio´n (2.30) muestra la importancia de la inversio´n, ya que si Q(s) invirtiera el mo-
delo de la planta se lograr´ıa un control perfecto, es decir, T (s) = I. Esta es una de las razones
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por las cuales en este cap´ıtulo estudiaremos la forma de construir inversas aproximadas del
modelo de la planta.
Por otro lado, hemos visto que la transferencia del lazo cerrado en funcio´n del controlador
C(s) de un lazo de realimentacio´n convencional como el de la Figura 2.1 esta´ dada por:
T (s) = P (s)C(s)[I + P (s)C(s)]−1 = [I + P (s)C(s)]−1P (s)C(s). (2.31)
Esta expresio´n depende en forma no-lineal de C(s), lo que dificulta la sintonizacio´n del
controlador para obtener las caracter´ısticas deseadas a lazo cerrado. A partir de (2.30) y
(2.31), es inmediato que
Q(s) = C(s)[I + P (s)C(s)]−1. (2.32)
Luego, despejando C(s) se obtiene la siguiente parametrizacio´n del controlador en te´rmi-
nos del para´metro af´ın Q(s)
C(s) = Q(s)[I −Q(s)P (s)]−1 = [I −Q(s)P (s)]−1Q(s). (2.33)
conocida como parametrizacio´n-Q o parametrizacio´n de Youla2 (Youla et al., 1976; Zames,
1981). Este resultado se formaliza en el siguiente Lema:
Lema 2.2 (Parametrizacio´n af´ın de sistemas estables). Considere una planta con mo-
delo nominal estable P (s) controlada mediante realimentacio´n unitaria negativa con un con-
trolador C(s), como en el esquema de la Figura 2.1. Entonces, el lazo nominal es internamente
estable si y so´lo si C(s) puede ser parametrizado como en (2.33), con Q(s) cualquier matriz
de transferencia estable y propia.
Demostracio´n:
A partir de (2.32), las funciones de sensibilidad (2.27)–(2.29) del Lema 2.1 (que
deben ser estables para que el lazo sea internamente estable) resultan:
C(s) [I + P (s)C(s)]−1 = Q(s) (2.34)
[I + P (s)C(s)]−1 = I − P (s)Q(s) (2.35)
P (s)C(s) [I + P (s)C(s)]−1 = P (s)Q(s). (2.36)
Dada P (s) estable, las anteriores son todas matrices de transferencia estables y
propias si y so´lo si Q(s) es estable y propia. 
Comentario 2.2 Para sistemas con perturbaciones a la entrada de la planta, la para-
metrizacio´n de Youla tambie´n garantiza la estabilidad interna del lazo cerrado, ya que
P (s) [I + C(s)P (s)]−1 = P (s) [I −Q(s)P (s)] tambie´n es estable y propia si P (s) y Q(s)
son estables y propias.
2No´tese que Q(s) ≡ Su(s) de la Seccio´n 2.1
16 CAPI´TULO 2. HERRAMIENTAS PARA EL DESACOPLAMIENTO DE SISTEMAS MIMO
En este cap´ıtulo, aprovecharemos la simplicidad de (2.30) y la idea de buscar una in-
versa aproximada de la planta para disen˜ar en primer lugar Q(s), y posteriormente –de ser
necesario– obtener C(s) mediante (2.33).
2.2.2. Control por Modelo Interno
Por ser af´ın en Q(s), la expresio´n (2.30) simplifica el disen˜o para obtener una determinada
dina´mica entrada/salida en T (s). Sin embargo, en la estructura a lazo abierto de la Figura
2.2 no se tiene informacio´n de las variables controladas, y por lo tanto se desconocen tanto
los efectos de posibles perturbaciones como las desviaciones a causa de la incertidumbre del
modelo de la planta.
Una estrategia de control a lazo cerrado que aprovecha la simplicidad del disen˜o de Q(s) es
el Control por Modelo Interno (Morari y Zafiriou, 1989). La Figura 2.3 presenta un diagrama
de bloques de esta estrategia. El a´rea encerrada por l´ınea punteada representa el controlador
a implementar, ya sea en el software de un microprocesador o mediante electro´nica analo´gica.
Como el controlador completo a implementar incluye adema´s de Q(s) al modelo de la planta
P (s), a esta estrategia se la conoce como Control por Modelo Interno (IMC) (Garcia y Morari,
1985a,b, 1982).
Q(s) Planta
r(s) u(s) y(s)
P (s)
Controlador
+
-
-
+
f(s)
Figura 2.3: Estructura de Control por Modelo Interno (IMC).
Adema´s de las facilidades que brinda para el disen˜o del lazo cerrado, otra ventaja im-
portante del control IMC es que, dada una planta P (s) estable a lazo abierto, la estabilidad
interna del sistema se asegura simplemente eligiendo un controlador Q(s) estable, tal como
se verifica en las ecuaciones (2.34) a (2.36).
El control IMC puede obtenerse mediante a´lgebra de bloques a partir de la configuracio´n
ba´sica por realimentacio´n unitaria de la Figura 2.1. La Figura 2.4 muestra la equivalencia de
ambas configuraciones: sumando y restando en el esquema de realimentacio´n convencional la
sen˜al P (s)u(s) y usando la expresio´n de Q(s) obtenida en (2.32) se llega a la estructura IMC.
Observar que en esta configuracio´n, la sen˜al realimentada es
f(s) = [P (s)− P˜ (s)]u(s) + d(s), (2.37)
donde se ha denotado como P˜ (s) a la planta real o sistema f´ısico a controlar. O sea, la sen˜al
realimentada f(s) depende exclusivamente de los errores de modelado y de las perturbaciones
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C(s) Planta
u(s) y(s)
P (s)
Q(s)
+
-
-
f(s)
P (s)
r(s)
-
d(s)
Figura 2.4: Equivalencia entre el control IMC y la estructura de realimentacio´n cla´sica.
externas. Si el modelo es exacto, es decir, P (s) = P˜ (s) y no hay perturbaciones d(s), la sen˜al
realimentada f(s) es cero y el sistema de control queda a lazo abierto.
El razonamiento anterior ilustra en forma sencilla las razones por las que es necesario
realimentar en los sistemas de control: la incertidumbre en el modelo de la planta y las
perturbaciones o entradas desconocidas.
2.2.3. Matrices interactoras
En sistemas SISO, se dice que el grado relativo (ρ) de una funcio´n de transferencia p(s)
es el grado de un polinomio pol(s) tal que
l´ım
s→∞
pol(s)p(s) = K, donde 0 < |K| <∞. (2.38)
El polinomio pol(s) es tal que pol(s)p(s) es bipropio, es decir, que [pol(s)p(s)]−1 tambie´n es
propio. Este polinomio puede hacerse u´nico si se exige que pertenezca a la clase de polinomios
℘ = {sk|k ∈ N}.
En el caso de sistemas MIMO, cada entrada de la matriz de transferencia P (s) puede
tener un grado relativo diferente. De esta manera, para generar una condicio´n ana´loga a
(2.38) sera´ necesario definir una matriz que tenga en cuenta las transferencias individuales
pij(s) y sus diferentes grados relativos.
As´ı, considerando que P (s) es de dimensio´n m×m, existira´n matrices ξl(s) y ξr(s) tales
que las siguientes condiciones se cumplan:
l´ım
s→∞
ξl(s)P (s) = Kl, donde 0 < |det(Kl)| <∞. (2.39)
l´ım
s→∞
P (s)ξr(s) = Kr, donde 0 < |det(Kr)| <∞. (2.40)
Es importante notar que si bien (2.39)-(2.40) establecen que tanto ξl(s)P (s) como
P (s)ξr(s) son bipropios, en sistemas MIMO esto no implica que cada elemento de la ma-
triz de transferencia deba ser una funcio´n de transferencia bipropia.
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El resultado anterior se formaliza en el siguiente teorema:
Teorema 2.3. Considere una matriz de transferencia cuadrada P (s) de m×m, no-singular
para casi todo s. Entonces, existen u´nicas matrices de transferencias ξl(s) y ξr(s), conocidas
como matrices interactoras izquierda y derecha respectivamente, tales que se verifican (2.39)-
(2.40) y
ξl(s) = Hl(s)Dl(s), con: (2.41)
Dl(s) = diag(s
p1 , . . . , spm), (2.42)
Hl(s) =


1 0 . . . . . . 0
hl21(s) 1 . . . . . . 0
hl31(s) h
l
32(s)
. . .
...
...
...
. . .
...
hlm1(s) h
l
m2(s) . . . . . . 1


. (2.43)
ξr(s) = Dr(s)Hr(s), con: (2.44)
Dr(s) = diag(s
q1 , . . . , sqm), (2.45)
Hr(s) =


1 hr12(s) h
r
13(s) . . . h
r
1m(s)
0 1 hr23(s) . . . h
r
2m(s)
...
...
. . .
...
...
...
. . .
...
0 0 . . . . . . 1


. (2.46)
siendo hlij(s) y h
r
ij(s) polinomios en s que satisfacen h
l
ij(0) = 0 y h
r
ij(0) = 0.
Comentario 2.3 Si bien en (2.42) y (2.45) los elementos diagonales de las matrices Dl(s)
y Dr(s) pertenecen a la clase de polinomios ℘ = {s
k|k ∈ N}, los mismos pueden elegirse
como polinomios arbitrarios de grados p1, . . . , pm y q1, . . . , qm respectivamente. En particular,
siempre se podra´n elegir polinomios Hurwitz, lo cua´l es muy importante ya que de esta manera
las inversas de ξl(s) y ξr(s) sera´n matrices de transferencias estables.
La relevancia de las matrices interactoras o interactores radica en que las mismas definen
la estructura de grado relativo (o de ceros en el infinito) de un sistema multivariable. Para un
sistema de control, ξl(s) y ξr(s) definen la estructura de mı´nimo grado relativo de cualquier
sensibilidad complementaria que se obtenga a partir de un controlador bipropio.
Construccio´n de las matrices interactoras
A continuacio´n se presenta un procedimiento para la construccio´n del interactor izquier-
do ξl(s), el cual puede ser implementado fa´cilmente en un algoritmo de programacio´n. El
interactor derecho ξr(s) se obtiene siguiendo el mismo procedimiento pero intercambiando
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los ı´ndices de las filas y las columnas. Obse´rvese que el desarrollo de este procedimiento
puede ser considerado como una demostracio´n (constructiva) del Teorema 2.3. Para mayores
detalles sobre el ca´lculo y las propiedades de los interactores ve´anse (Wolowich y Falb, 1976;
Rogozinsky et al., 1987).
Conside´rese la fila i-e´sima de P (s), la cual denotaremos [P (s)]i∗. Luego, existe un mı´nimo
entero no-negativo ni tal que
l´ım
s→∞
sni [P (s)]i∗ = f
T
i , (2.47)
donde fTi es un vector fila no-nulo y finito.
Para construir ξl(s) se debe proceder de la siguiente forma:
Paso 1 Elegir la primera fila de ξl(s), [ξl(s)]1∗, como:
[ξl(s)]1∗ = [s
n1 0 0 . . . 0]. (2.48)
Entonces,
[Kl]1∗ = l´ım
s→∞
[ξl(s)]1∗P (s) = f
T
1 . (2.49)
Paso 2 Considere el segundo vector fila, fT2 . Si f
T
2 es linealmente independiente de f
T
1 ,
elegir la segunda fila de ξl(s), [ξl(s)]2∗, como:
[ξl(s)]2∗ = [0 s
n2 0 . . . 0], (2.50)
con lo que se tendra´,
[Kl]2∗ = l´ım
s→∞
[ξl(s)]2∗P (s) = f
T
2 . (2.51)
Paso 3 Si fT2 es linealmente dependiente de f
T
1 , existira´ una constante β
1
2 tal que f
T
2 =
β12f
T
1 . Si se eligiera [ξl(s)]2∗ como en (2.50), Kl en (2.39) ser´ıa singular. Para evitar
esto, se forma
[ξl(s)]
1
2∗ = s
n12
(
[0 sn2 0 . . . 0]− β12 [ξl(s)]1∗
)
, (2.52)
donde n12 es el u´nico entero que hace
l´ım
s→∞
[ξl(s)]
1
2∗P (s) = f
1
2
T
(2.53)
y f12
T
es un vector fila no-nulo y finito.
Si f12
T
resulta linealmente independiente de f1
T , se toma [ξl(s)]2∗ = [ξl(s)]
1
2∗. Si por el
contrario f12
T
= β22f
T
1 , con β
2
2 constante, entonces se repite el proceso hecho en (2.52)
pero ahora entre [ξl(s)]
1
2∗ y [ξl(s)]1∗:
[ξl(s)]
2
2∗ = s
n22
(
[ξl(s)]
1
2∗ − β
2
2 [ξl(s)]1∗
)
. (2.54)
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Este procedimiento debe repetirse hasta encontrar la independencia lineal o hasta que
en la iteracio´n k se llegue a que n1+n
k
2 = nd−nn, donde nd es la suma de los grados de
las columnas de PD(s) y nn el grado de det(PN (s)), siendo PD(s) y PN (s) una RFMD
de P(s). En este u´ltimo caso, se toma en (2.42) p2 = 0 y se hace a los correspondientes
elementos no-diagonales hl2j(s) iguales a cero.
Paso 4 Calcular las siguientes filas de ξl(s) en forma ana´loga.
Ejemplo 2.4 Considere la matriz de transferencia
P (s) =
1
(s+ 1)3

(s+ 1)2 (s+ 1)
2(s + 1) 1

 . (2.55)
Para construir el interactor izquierdo ξl(s) se siguen los pasos descriptos anteriormente:
Paso 1: Como en este caso n1 = 1,
[ξl(s)]1∗ = [s
n1 0 0 . . . 0] = [s 0]. (2.56)
Luego,
[Kl]1∗ = l´ım
s→∞
[ξl(s)]1∗P (s) = f
T
1 = [1 0]. (2.57)
Paso 2: De la segunda fila de P (s) se observa que n2 = 2 y f
T
2 = [2 0].
Paso 3: Dado que fT2 es linealmente dependiente de f
T
1 (con β
1
2 = 2), se debe elegir la segunda
fila de ξl(s) como
[ξl(s)]
1
2∗ = s
n12
(
[0 sn2]− β12 [ξl(s)]1∗
)
= [−2s(1+n
1
2) s(2+n
1
2)], (2.58)
donde n12 se halla para que
f12
T
= l´ım
s→∞
[ξl(s)]
1
2∗P (s) = l´ım
s→∞
[
−2s1+n
1
2
(s+ 1)2
−s2+n
1
2 − 2s1+n
1
2
(s+ 1)3
]
(2.59)
sea un vector fila no-nulo y finito. De esta manera, se obtiene n12 = 1 y f
1
2
T
= [−2 −1],
que es linealmente independiente de fT1 .
As´ı, el interactor izquierdo queda finalmente
ξl(s) =

 s 0
−2s2 s3

 . (2.60)
2.2. PARAMETRIZACIO´N DE CONTROLADORES E INVERSAS APROXIMADAS 21
Comentario 2.4 Hemos visto que los interactores describen la estructura de los ceros en ∞
de un sistema multivariable. Luego, la misma idea ba´sica del Teorema 2.3 puede usarse para
describir la estructura de los ceros finitos en el SPD de una planta. Las matrices asociadas
resultantes se conocen como interactores-z (Weller y Goodwin, 1996; Silva y Salgado, 2005).
2.2.4. Inversas aproximadas
A continuacio´n se describe co´mo obtener una inversa propia aproximada de una plan-
ta estrictamente propia P (s) a partir del uso de las matrices interactoras. Obse´rvese que
tanto Λl(s) = ξl(s)P (s) como Λr(s) = P (s)ξr(s) son matrices de transferencia bipropias con
ganancia no-singular en alta frecuencia. Su descripcio´n en el espacio de estados es de la forma:
x˙(t) = Ax(t) +Bu, (2.61)
y = Cx(t) +Du, (2.62)
donde A, B, C y D (det(D) 6= 0) son las matrices “A”, “B”, “C” y “D” de la planta
modificadas por la compensacio´n que introduce la matriz interactora. Las ecuaciones (2.61)
y (2.62) pueden invertirse simplemente intercambiando los roles de las entradas y las salidas,
lo que da lugar a la siguiente realizacio´n de Λ−1l (s) o Λ
−1
r (s):
x˙(t) = Ax(t) +BD
−1
(y −Cx(t)), (2.63)
u = D
−1
(y − Cx(t)), (2.64)
donde u es la salida de la inversa (u es una estimacio´n de la entrada a la planta u). Agrupando
te´rminos, y denominando u˜ = y, la representacio´n en el espacio de estados (2.63)-(2.64)
resulta:
x˙(t) = Aλx(t) +Bλu˜, (2.65)
u = Cλx(t) +Dλu˜, (2.66)
donde:
Aλ = A−BD
−1
C (2.67)
Bλ = BD
−1
(2.68)
Cλ = −D
−1
C (2.69)
Dλ = D
−1
. (2.70)
Las matrices de transferencia Λ−1l (s) y Λ
−1
r (s) se pueden usar para construir inversas
aproximadas propias de P (s). Una inversa aproximada por derecha puede tomarse como
P iD(s) = Λ
−1
l (s)ξl(0) = [ξl(s)P (s)]
−1 ξl(0), (2.71)
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ya que cumple
P (s)P iD(s) = [ξl(s)]
−1 ξl(0), (2.72)
que es triangular inferior e igual a la identidad en s = 0.
En forma similar,
P iI(s) = ξr(0)Λ
−1
r (s) = ξr(0) [P (s)ξr(s)]
−1 (2.73)
es una inversa aproximada propia por izquierda, dado que
P iI(s)P (s) = ξr(0) [ξr(s)]
−1 (2.74)
es triangular superior e igual a la identidad en s = 0.
2.3. Desacoplamiento dina´mico de sistemas multivariables
A continuacio´n, veremos algunos procedimientos de disen˜o para obtener el desacoplamien-
to dina´mico en sistemas estables de fase mı´nima (MF), sistemas estables de fase no-mı´nima
(NMF) y sistemas inestables. Si bien en la literatura pueden encontrarse diversos me´todos
para desacoplar dina´micamente sistemas multivariables (Hautus y Heymann, 1983; Desoer y
Gu¨ndes, 1986; Linnemann y Maier, 1993; Eldem, 1994; Wang, 2003; Paraskevopoulos et al.,
2005; Yang et al., 2005; A˚stro¨m y Ha¨gglund, 2006), seguiremos principalmente el desarrollo
presentado en (Goodwin et al., 1997) y en (Goodwin et al., 2001), ya que adema´s de ser una
de las metodolog´ıas ma´s difundidas aprovecha la parametrizacio´n de controladores vista en
la seccio´n 2.2, la cual nos sera´ de utilidad en cap´ıtulos subsiguientes.
2.3.1. Sistemas estables de mı´nima fase
Para obtener el desacoplamiento dina´mico nominal de sistemas estables utilizaremos las
parametrizacio´n af´ın, el control IMC y las matrices interactoras presentadas en la seccio´n
anterior.
En aquellos sistemas estables con todos sus ceros en el SPI, basta con elegir un controlador
IMC Q(s) de la siguiente forma:
Q(s) = ξr(s)Λ
−1
r (s)DQ(s), (2.75)
donde
Λr(s) = P (s)ξr(s), (2.76)
DQ(s) = diag (t1(s), t2(s), . . . , tm(s)) , (2.77)
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DQ(s)
r(s)
-
+
f(s)
Λ−1r (s) ξr(s)
Q(s)
Planta
u(s) y(s)
P (s)
+
-
u(s)u˜(s)
Figura 2.5: Estructura de Control IMC para el desacoplamiento de sistemas de fase mı´nima.
siendo ξr(s) el interactor derecho de P (s) y t1(s), t2(s), . . . , tm(s) funciones de transferencia
estables y propias con ganancia unitaria en continua. El controlador Q(s) escogido en (2.75)
da lugar a la siguiente sensibilidad complementaria:
T (s) = P (s)Q(s) (2.78)
= P (s)ξr(s)Λ
−1
r (s)DQ(s) (2.79)
= diag(t1(s), t2(s), . . . , tm(s)), (2.80)
la cual es diagonal como se buscaba. La estructura del control IMC propuesto se muestra en
la Figura 2.5.
A fin de poder implementar el control, se debera´ garantizar que el controlador Q(s) sea
propio. Notar que de acuerdo a (2.33), si el controlador IMC Q(s) es propio el controlador
C(s) de la configuracio´n por realimentacio´n unitaria tambie´n lo sera´. En general, se buscara´n
controladores bipropios de manera de evitar retardos innecesarios en el sistema. Se puede
demostrar que para ello las transferencias t1(s), t2(s), . . . , tm(s) deben tener grado relativo
igual al grado de la columna correspondiente del interactor izquierdo de P (s) (Goodwin et al.,
2001).
Comentario 2.5 Q(s) en (2.75) puede tambie´n ser elegido en te´rminos del interactor izquier-
do como Q(s) = Λ−1l (s)ξl(s)DQ(s). Tambie´n en este caso, las funciones de transferencia ti(s)
deben tener grado relativo igual al grado de las columnas [ξl(s)]∗i del interactor izquierdo de
P (s) para obtener un controlador Q(s) bipropio.
La principal limitacio´n del disen˜o propuesto en (2.75) es que el controlador Q(s) resultante
sera´ estable so´lo en el caso en que P (s) sea de fase mı´nima, dado que tanto Λ−1l (s) como
Λ−1r (s) contienen la inversa de P (s).
Ejemplo 2.5 Sea un proceso MIMO con el siguiente modelo
P (s) =
1
4s2 + 4s + 1

−s+ 2 2s+ 1
−3 −s+ 2

 . (2.81)
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Este modelo es estable y de fase mı´nima, por lo que el desacoplamiento dina´mico puede
obtenerse en forma relativamente sencilla.
Usando el procedimiento de la seccio´n 2.2.3 y tomando polinomios con ra´ıces en α = −1
para el interactor (ve´ase comentario 2.3) se tiene
ξl(s) = ξr(s) =

s+ 1 0
0 s+ 1

 . (2.82)
Supo´ngase que se requiere la siguiente sensibilidad complementaria a lazo cerrado:
T (s) = DQ(s) =


2s + 4
s2 + 3s+ 4
0
0
2s+ 4
s2 + 3s+ 4

 . (2.83)
Obse´rvese que las transferencias ti(s) en DQ(s) tienen grado relativo igual al grado de las
columnas correspondientes de ξl(s), lo que garantiza la existencia de un controlador propio
que logre la dina´mica deseada. Si se toma el interactor izquierdo ξl(s) para realizar el disen˜o,
el controlador que logra el desacoplamiento dina´mico deseado a lazo cerrado se obtiene de
acuerdo a lo visto en esta seccio´n como
Q(s) = Λ−1l (s)ξl(s)DQ(s) =
(s+ 2)(s + 0, 5)2
(s2 + 3s + 4)(s2 + 2s+ 7)

−8(s− 2) −16(s+ 0, 5)
24 −8(s − 2)

 . (2.84)
Dado que este controlador IMC es estable, el sistema realimentado es internamente esta-
ble. Las respuestas obtenidas con el controlador (2.84) ante referencias de tipo escalo´n en los
dos canales se presentan en la Figura 2.6, junto con las acciones de control correspondientes.
All´ı se verifica el desacoplamiento del sistema con la dina´mica deseada.
2.3.2. Sistemas estables de no-mı´nima fase
Encontrar una inversa aproximada para el caso de NMF es algo ma´s complicado debido
a que Λ−1l (s) y Λ
−1
r (s) tendra´n polos inestables en la posicio´n de los ceros del SPD de P (s).
Luego, la matriz Aλ en (2.65) tendra´ autovalores con parte real positiva. Se debera´ entonces
modificar Q(s) de forma de lograr que sea estable y que mantenga a la vez sus propiedades
diagonalizantes.
Con este objetivo, agregamos al controlador Q(s) que obtuvimos para desacoplar sistemas
de MF un compensador adicional Dz(s). Este compensador puede ser visto como la matriz
de transferencia resultante de estabilizar por realimentacio´n de estados (con ganancia Ki) a
cada subsistema de (2.65)-(2.66) con la i-e´sima componente del vector de u˜ como entrada,
cuya representacio´n en el espacio de estados es:
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Figura 2.6: Desacoplamiento dina´mico del sistema de MF descripto por (2.81)
x˙i(t) = Aixi(t) +Biu˜i(t), (2.85)
vi(t) = Cixi(t) +Diu˜i(t), (2.86)
donde vi(t) ∈ R
m, u˜i(t) ∈ R y (Ai, Bi, Ci,Di) es una realizacio´n mı´nima de
(Aλ, Bλei, Cλ,Dλei), siendo ei la i-e´sima columna de Im y (Aλ, Bλ, Cλ,Dλ) las matrices de
las ecuaciones (2.65)-(2.66).
De esta manera, Dz(s) estara´ dado por
Dz(s) = diag
([
1 +Ki (sI −Ai)
−1Bi
]−1)
. (2.87)
La inversa aproximada estable de P (s) se obtiene entonces mediante el siguiente contro-
lador Q(s):
Q(s) = ξr(s)Λ
−1
r (s)Dz(s)DQ(s), (2.88)
tal como se muestra en la Figura 2.7. Esto equivale a
Q(s) = P−1(s) diag
([
1 +Ki (sI −Ai)
−1Bi
]−1)
diag (t1(s), t2(s), . . . , tm(s)) . (2.89)
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diag (ti(s))
K1
ξr(s)
u(t)
v1(t)
v2(t)
vm(t)
r(t)− f(t)
Ai Bi
Ci Di
u˜1
x1
+
Figura 2.7: Estructura de controlador Q(s) propuesto para el desacoplamiento de sistemas de
NMF.
Con este disen˜o, la matriz de sensibilidad complementaria T (s) resulta:
T (s) = diag
([
1 +Ki (sI −Ai)
−1Bi
]−1
ti(s)
)
. (2.90)
Debido a que los ceros de no-mı´nima fase son autovalores inestables de las matrices Ai,
los mismos aparecera´n inalterados en la matriz T (s), lo que es necesario para la estabilidad
interna del lazo cerrado. Esto verifica que la compensacio´n adicionada no compromete la
estabilidad interna del sistema, ya que si bien Dz(s) estabiliza Λ
−1
r (s) -lo que podr´ıa verse
como una cancelacio´n de polos y ceros inestables-, estas matrices de transferencia tienen
sentido so´lo a los efectos del ca´lculo del controlador Q(s), pero no constituyen sistemas f´ısicos
dentro del lazo de control. A su vez, dependiendo de la direccio´n de salida asociada a los ceros
en el SPD, e´stos se expandira´n entre los diferentes canales del sistema desacoplado. E´sta es
una limitacio´n inherente al desacoplamiento de sistemas de no-mı´nima fase, que trataremos
nuevamente ma´s adelante y que sera´ a su vez uno de los principales problemas a abordar en
esta tesis.
Ejemplo 2.6 Conside´rese una planta de 2× 2 con el siguiente modelo nominal
P (s) =
1
(s+ 1)(s + 2)

s+ 1 2
1 1

 . (2.91)
Esta planta es de NMF ya que tiene un cero de transmisio´n en s = +1. Por lo tanto,
deberemos seguir el procedimiento descripto en este punto para sintetizar un controlador que
desacople el sistema a lazo cerrado. Con este fin, calculamos en primer lugar los interactores
derecho ξr(s) e izquierdo ξl(s) de P (s) tal como se describio´ en la seccio´n 2.2.3, eligiendo los
polinomios que componen los interactores con ra´ıces α = −1. As´ı,
ξr(s) = ξl(s) =

s+ 1 0
0 (s+ 1)2

 . (2.92)
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Si tomamos ξr(s) para realizar el disen˜o obtenemos
Λ−1r (s) = [P (s)ξr(s)]
−1 =
s+ 2
s− 1

 1 −2−1
s+ 1
1

 , (2.93)
que es una matriz de transferencia inestable, tal como se esperaba. A partir de la expresio´n de
Λ−1r (s) se podr´ıa postular directamente en el dominio de Laplace un compensador Dz(s) que
la estabilice. Sin embargo, realizaremos el ca´lculo del compensador en el espacio de estados
tal como se describio´ anteriormente para facilitar la interpretacio´n de Dz(s) en el dominio
del tiempo. Λ−1r (s) tiene la siguiente realizacio´n en el espacio de estados
x˙(t) =

−0,6873 0,6254
0,8436 0,6873

x(t) +

−0,7491 0,6254
−0,6254 1,687

 u˜, (2.94)
u =

 −1,5 −3
−0,2165 1,858

x(t) +

1 −2
0 1

 u˜. (2.95)
As´ı, el subsistema con entrada u˜1 (subsistema 1) tiene una realizacio´n mı´nima de la forma
(2.85)-(2.86) con las siguientes matrices:
A1 =

−0,6873 0,6254
0,8436 0,6873

 , B1 =

−0,7491
−0,6254

 ,
C1 =

 −1,5 −3
−0,2165 1,858

 , D1 =

1
0

 ,
(2.96)
mientras que las matrices correspondientes a la descripcio´n en el espacio de estados del
subsistema con entrada u˜2 (subsistema 2) son
A2 = 1, B2 = 1,799,
C2 =

−3,334
1,667

 , D2 =

−2
1

 . (2.97)
Ahora se estabilizan ambos subsistemas por realimentacio´n de estados. Para ello, el ca´lculo
de las ganancias K1 y K2 se puede efectuar con cualquier me´todo de asignacio´n de ra´ıces.
Como los autovalores del subsistema 1 son (λ1, λ2) = (1,−1), se escoge K1 = [−5,5 − 11]
para llevarlos a (λ′1, λ
′
2) = (−10,−1). El subsistema 2 tiene un u´nico autovalor λ = 1, que se
lleva a λ′ = −1 con K2 = 1,11.
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De esta manera, el compensador Dz(s) en (2.87) resulta
Dz(s) =


s− 1
s+ 10
0
0
s− 1
s+ 1

 . (2.98)
Resta entonces elegir DQ(s) = diag (t1(s), t2(s)) para la respuesta deseada a lazo cerra-
do. Las transferencias ti(s) debera´n tener grado relativo igual al grado de las columnas del
interactor en (2.92). A su vez, para tener error de estado estacionario nulo la ganancia en
continua de ti(s) debe ser tal que T (0) = I2. Suponiendo que se desea fijar los polos de lazo
cerrado en s = −1, se toma
DQ(s) =


−(s+ 10)
s2 + 2s+ 1
0
0
−1
s2 + 2s + 1

 . (2.99)
Por lo tanto, el controlador IMC que logra el desacoplamiento del sistema con la dina´mica
deseada es
Q(s) =
s+ 2
s+ 1

−1 2s+ 1
1 −1

 , (2.100)
y la matriz del transferencia del lazo cerrado
T (s) =


−s+ 1
s2 + 2s+ 1
0
0
−s+ 1
s3 + 3s2 + 3s+ 1

 . (2.101)
Como puede observarse, si bien la sensibilidad complementaria es diagonal como se bus-
caba, la misma tiene un cero de NMF en s = 1 en cada canal.
La respuesta del sistema con el controlador Q(s) para referencias cuadradas de frecuen-
cias 1/60 y 1/40 [unidades de tiempo]−1 se muestra en la Figura 2.8. En ella se verifica el
desacoplamiento dina´mico del sistema de NMF, y puede apreciarse co´mo el cero en el SPD
afecta ambos canales con respuestas inversas, que como se menciono´ anteriormente es una
limitacio´n inherente al desacoplamiento dina´mico.
2.3. DESACOPLAMIENTO DINA´MICO DE SISTEMAS MULTIVARIABLES 29
0 10 20 30 40 50 60 70 80 90 100
−2
0
2
0 10 20 30 40 50 60 70 80 90 100
−10
−5
0
5
10
Tiempo
0 10 20 30 40 50 60 70 80 90 100
−2
−1
0
1
2
r1
r2
y1
y2
u1
u2
Figura 2.8: Variables controladas (yi), sen˜ales de referencia (ri) y acciones de control (ui) del
sistema de NMF con el controlador (2.100).
2.3.3. Sistemas inestables
Cuando el sistema multivariable a desacoplar es inestable a lazo abierto, no podra´ utili-
zarse la parametrizacio´n af´ın presentada en la seccio´n 2.2.1. En su lugar, existen estrategias
de dos grados de libertad basadas en la parametrizacio´n de sistemas multivariables no nece-
sariamente estables, o en el prefiltrado de la sen˜al de referencia (Lin y Hsieh, 1991; Lin, 1997;
Goodwin et al., 1997). Aqu´ı presentaremos so´lo esta u´ltima, ya que resulta inmediata a partir
de las estrategias vistas en las secciones 2.3.1 y 2.3.2, y es tambie´n ma´s fa´cil de implementar
que las te´cnicas basadas en la parametrizacio´n de sistemas no necesariamente estables.
La principal limitacio´n del desacoplamiento por prefiltrado de la referencia es que con
esta estrategia se logra so´lo un desacoplamiento desde las sen˜ales de referencia a las variables
controladas (pero no desde las perturbaciones hacia la salida).
Esta metodolog´ıa consiste simplemente en estabilizar en primer lugar el sistema inestable
a lazo abierto con un controlador C(s) adecuado, e introducir luego una precompensacio´n
de la sen˜al de entrada al lazo de control que obtenga el desacoplamiento entrada-salida del
sistema estabilizado. Esta idea ba´sica se representa en la Figura 2.9.
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C(s) P (s)
r(t) u(t) y(t)e(t)
-
H(s)
Sistema estabilizado
Figura 2.9: Prefiltrado del vector de referencias para el desacoplamiento de sistemas inestables
Suponiendo que la planta es representada por una matriz de transferencia P (s), la trans-
ferencia a lazo cerrado sera´:
T (s) = [I + P (s)C(s)]−1 P (s)C(s)H(s). (2.102)
Para obtener el desacoplamiento dina´mico del sistema, se debera´ elegir H(s) tal como
se explico´ para el disen˜o de Q(s) en el caso de sistemas estables. Esto es, H(s) debe ser
un precompensador diagonalizante por derecha de la matriz de transferencia estable [I +
P (s)C(s)]−1P (s)C(s).
Comentario 2.6 Si bien en la Figura 2.9 se muestra una configuracio´n a lazo abierto de la
compensacio´n H(s), la misma puede obviamente implementarse como una estructura IMC a
lazo cerrado.
2.4. Limitaciones de performance debidas a caracter´ısticas de
no-mı´nima fase
2.4.1. Costos del desacoplamiento diagonal
En la seccio´n 2.3.2 se verifico´ que la presencia de ceros multivariables en el SPD dificulta
el desacoplamiento dina´mico de un proceso determinado. A su vez, la matriz de transferencia
resultante en (2.90) sugiere que un u´nico cero en el SPD puede influir en diversos canales
del lazo cerrado cuando se desacopla dina´micamente al sistema. Veamos ahora en detalle de
que´ depende este esparcimiento indeseado de los ceros de NMF.
Conside´rese que el modelo nominal de una planta, P (s), tiene un cero de NMF situado
en s = z0, z0 > 0, con direccio´n h
T = [h1 h2 . . . hm]. Entonces,
hTP (z0) = 0 ∈ R
m. (2.103)
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Supo´ngase ahora que se disen˜a un controlador C(s) que logra el desacoplamiento dina´mico
del sistema. Luego, tanto la sensibilidad complementaria T (s) como la sensibilidad S(s) =
I−T (s) sera´n matrices diagonales. Esto significa que la matriz de transferencia de lazo abierto
L(s) , P (s)C(s) (2.104)
sera´ tambie´n diagonal. Es decir,
L(s) = diag(l11(s), l22(s), . . . , lmm(s)), (2.105)
S(s) = [I + L(s)]−1 = diag(s11(s), s22(s), . . . , smm(s)), (2.106)
T (s) = L(s) [I + L(s)]−1 = diag(t11(s), t22(s), . . . , tmm(s)). (2.107)
De acuerdo a (2.103) y a la definicio´n de L(s) en (2.104) debe cumplirse
hTL(zo) = [h1l11(z0) h2l22(z0) . . . hmlmm(z0)] = 0 ∈ R
m. (2.108)
O sea, que hilii(z0) = 0, para i = 1, . . . ,m. Esto implica que lii(z0) = 0 para todos los
valores de i en que la correspondiente componente hi es no-nula.
Siguiendo el mismo razonamiento, de (2.107) se concluye que las transferencias de cada
canal del sistema desacoplado tii(s) correspondientes a componentes no-nulas de h debera´n
tambie´n tener un cero en s = z0. Es decir, que los ceros en el SPD necesariamente se esparcira´n
al desacoplar el sistema si su direccio´n de salida tiene ma´s de una componente no-nula. Este
esparcimiento se podra´ evitar u´nicamente en el caso particular en que las direcciones asociadas
a los ceros de NMF tengan una u´nica componente no-nula (direccio´n cano´nica).
Ejemplo 2.7 Conside´rese nuevamente la planta del ejemplo 2.6
P (s) =
1
(s+ 1)(s + 2)

s+ 1 2
1 1

 , (2.109)
que tiene un cero de NMF en s = +1 con multiplicidad geome´trica unitaria y direccio´n de
salida hT = [1 − 2].
Supo´ngase que se desea una sensibilidad complementaria diagonal
T (s) = P (s)Q(s) =

t11(s) 0
0 t22(s)

 . (2.110)
La inversa del modelo de la planta esta´ dada por
P−1(s) =
(s+ 1)(s + 2)
s− 1

 1 −2
−1 s+ 1

 , (2.111)
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lo que verifica la presencia del cero en s = 1. Notar que la inversa (2.111) es claramente
impropia, y por lo tanto no implementable. Esta es la razo´n por la cual se ha estudiado
la forma de calcular inversas aproximadas propias de P (s). De (2.110) el controlador IMC
debera´ tener la siguiente forma
Q(s) = P−1(s)

t11(s) 0
0 t22(s)

 . (2.112)
Como el controlador Q(s) debe ser estable para la estabilidad interna del sistema, tanto
t11(s) como t22(s) debera´n anularse en s = 1. Por lo tanto, el efecto de NMF aparecera´ en
ambos canales del lazo cerrado, lo cual concuerda con el ana´lisis previo, ya que las dos
componentes de la direccio´n de salida hT = [1− 2] son no-nulas.
Conside´rese ahora este otro modelo
P ′(s) =
1
(s+ 1)(s + 2)

−s+ 1 −s+ 1
2 1

 , (2.113)
que tambie´n tiene un cero de NMF en s = +1 con multiplicidad geome´trica unitaria, pero
con direccio´n de salida hT = [1 0] (direccio´n cano´nica).
En este caso, la inversa de la planta es
P ′−1(s) =


(s+ 1)(s + 2)
s− 1
(s+ 1)(s + 2)
−2(s+ 1)(s + 2)
s− 1
−(s+ 1)(s + 2)

 , (2.114)
y por lo tanto el controlador IMC debera´ ser
Q(s) =


(s+ 1)(s + 2)
s− 1
t11(s) (s+ 1)(s + 2)t22(s)
−2(s+ 1)(s + 2)
s− 1
t11(s) −(s+ 1)(s + 2)t22(s)

 . (2.115)
Como puede observarse, para que Q(s) sea estable se requiere solamente que t11(s) tenga
un cero en s = 1, pero no es necesario que tambie´n t22(s) lo tenga. O sea, para la planta con
direccio´n cano´nica asociada al cero en el SPD la caracter´ıstica de NMF aparece en un solo
canal del lazo cerrado.
Adema´s de provocar un esparcimiento de los ceros en el SPD, el desacoplamiento de sis-
temas de NMF hace ma´s restrictivas las limitaciones fundamentales de disen˜o de los sistemas
multivariables (siempre que las direcciones de los ceros en el SPD no sean cano´nicas). Las
expresiones que cuantifican estos costos del desacoplamiento de sistemas de NMF pueden
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encontrarse en (Seron et al., 1997). En el dominio del tiempo constituyen una restriccio´n
sobre una integral de la sen˜al de error, mientras que en la frecuencia las limitaciones surgen
a partir de la Integral de Poisson. Esta u´ltima da lugar a cotas inferiores para la norma-∞
de la funcio´n de sensibilidad del sistema, las cuales resultan ma´s restrictivas para un sistema
desacoplado que para uno con interacciones cruzadas.
2.5. Resumen del cap´ıtulo
En este cap´ıtulo se introdujeron algunos de los conceptos relacionados con los sistemas
lineales multivariables que posteriormente sera´n empleados en el desarrollo de la tesis. Se
presento´ la parametrizacio´n af´ın de los controladores que estabilizan internamente el lazo
de control, y la ampliamente difundida estrategia de Control por Modelo Interno (IMC).
A partir de las propiedades de las matrices interactoras se describio´ el ca´lculo de inversas
propias aproximadas de sistemas MIMO.
En base a todo lo anterior, se describieron procedimientos de disen˜o para obtener el
desacoplamiento dina´mico de sistemas estables de mı´nima fase, estables de no mı´nima fase e
inestables.
Finalmente, se analizaron los efectos que provocan los ceros del semi-plano derecho en los
sistemas multivariables diagonalmente desacoplados.
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Cap´ıtulo 3
Control por modo deslizante
En este cap´ıtulo se introducen los sistemas de estructura variable y los reg´ımenes desli-
zantes asociados. Se presentan algunos conceptos fundamentales de la teor´ıa de control por
estructura variable (CEV), como el control equivalente, las condiciones de existencia del re´gi-
men deslizante y sus propiedades de robustez, los cuales sera´n aprovechados luego en las
estrategias de control propuestas en esta tesis. Tambie´n se describe la aplicacio´n del modo
deslizante a sistemas representados en su forma cano´nica normal, ya que sera´ de utilidad en
los cap´ıtulos subsiguientes. Se introducen luego los observadores por modo deslizante, cuya
aplicacio´n a un problema concreto ha sido evaluada en un trabajo reciente. Finalmente, se
resumen los inconvenientes en la implementacio´n de los controladores por modo deslizante,
particularmente aquellos relacionados con el modo de alcance a la superficie, la frecuencia de
conmutacio´n y las dina´micas no modeladas.
3.1. Introduccio´n
Un sistema de estructura variable se compone de dos o ma´s subsistemas continuos y una
lo´gica que realiza la conmutacio´n entre ellos en funcio´n de los estados del sistema. La accio´n
de control que resulta de esta ley de conmutacio´n es una funcio´n discontinua de los estados.
Un modo de operacio´n particular se obtiene cuando las conmutaciones ocurren a frecuencia
muy elevada, restringiendo la trayectoria de los estados del sistema a una variedad en el
espacio de estados. Este modo de operacio´n es llamado modo o re´gimen deslizante (MD) y
presenta propiedades muy atractivas. Entre otras, es robusto a perturbaciones externas y
a incertidumbre en los para´metros, el sistema de lazo cerrado es de orden reducido, y su
dina´mica es gobernada mediante el disen˜o de la funcio´n de conmutacio´n.
El intere´s en la teor´ıa de control por estructura variable crecio´ en todo el mundo hacia fines
de la de´cada del ’70 (Utkin, 1977), producie´ndose desde entonces grandes avances teo´ricos.
Existe una gran cantidad de trabajos que incluyen revisiones generales sobre el control de
estructura variable (Utkin, 1992; Hung et al., 1993; Edwards y Spurgeon, 1998; Utkin et al.,
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1999; Young et al., 1999; Perruquetti y Barbot, 2002; Edwards et al., 2006). Adema´s, debido
a las interesantes propiedades del MD y al desarrollo tecnolo´gico que permitio´ implementar
las propuestas teo´ricas, surgieron numerosas aplicaciones pra´cticas (Herrmann et al., 2003;
Chen y Peng, 2005, 2006; Pico´ et al., 2005; Lai et al., 2006; Hung et al., 2007).
Los principios del control por MD que se introducen en este cap´ıtulo sera´n necesarios para
analizar y comprender el desarrollo de las estrategias propuestas en los cap´ıtulos siguientes.
Dado que estas estrategias tienen la ventaja de poder implementarse mediante el disen˜o de
mu´ltiples lazos SISO de estructura variable, el estudio del CEV se realizara´ centralmente para
sistemas monovariables. Por otro lado, si bien los me´todos propuestos se aplican en esta tesis
a sistemas lineales, los mismos no presentan a priori limitaciones para ser implementados en
sistemas no-lineales. Por ello, y a fin de describir las herramientas necesarias para realizar
la extensio´n correspondiente, la presentacio´n en este cap´ıtulo se realiza en el marco de los
sistemas afines en el control, considera´ndose a los sistemas lineales como un caso particular.
3.2. Descripcio´n del modo deslizante
Conside´rese el siguiente sistema continuo:
x˙ = f(x) + g(x)u, (3.1)
y = h(x),
donde x ∈ X ⊂ Rn es el vector de estados, u ∈ R es la accio´n de control (posiblemente
discontinua), f : Rn → Rn y g : Rn → Rn dos campos vectoriales en Cn (infinitamente
derivables) y h(x) : Rn → R campo escalar tambie´n en Cn, todos definidos enX, con g(x) 6= 0,
∀x ∈ X. Estos sistemas reciben el nombre de sistemas afines en el control o sistemas lineales
anal´ıticos (y obviamente incluyen a los sistemas lineales convencionales).
Si se define la funcio´n de conmutacio´n s(x) como una funcio´n suave s : X → R, cuyo
gradiente ∇s es no nulo en X, entonces el conjunto:
S = {x ∈ X : s(x) = 0}, (3.2)
define una variedad regular en X de dimensio´n n − 1, llamada variedad de deslizamiento o
superficie de conmutacio´n.
Se puede plantear una ley de control de estructura variable imponiendo que la accio´n de
control u tome un valor de entre dos posibles, segu´n sea el signo de la funcio´n de conmutacio´n
s(x):
u =
{
u+(x) si s(x) > 0
u−(x) si s(x) < 0
u+(x) 6= u−(x). (3.3)
Los niveles superior e inferior de u son funciones suaves de x y, sin pe´rdida de generalidad,
se puede aceptar que satisfacen u+(x) > u−(x). No´tese que si u+ > u− para algu´n x ∈ X,
esta desigualdad valdra´ ∀x ∈ X ya que u+ y u− son ambas funciones suaves y nunca se
igualan.
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f + g u−
f + g u+ ∇s
s(x) = 0
s(x) < 0
s(x) > 0
Figura 3.1: Establecimiento de un re´gimen deslizante sobre la superficie s(x) = 0
Se dice que existe un re´gimen deslizante sobre S cuando, como resultado de la ley de
conmutacio´n (3.3), el sistema alcanza la superficie S y se mantiene localmente en su entorno.
Para la existencia de un re´gimen deslizante sobre S debe cumplirse que los campos vectoriales
controlados de los dos subsistemas continuos, (f + g u+) y (f + g u−), apunten localmente
hacia la variedad S. Esta situacio´n se representa geome´tricamente en la Figura 3.1. En la
siguiente seccio´n se vera´n las condiciones necesarias para que esto se cumpla.
3.3. Condicio´n necesaria para existencia del modo deslizante
(Condicio´n de transversalidad)
El objetivo de esta seccio´n es determinar que´ condiciones deben cumplirse para el estable-
cimiento de un modo deslizante sobre la superficie definida por s(x) = 0. Se ha mencionado
que para ello los campos vectoriales de los dos subsistemas continuos conmutados por la ley
(3.3) deben apuntar hacia la superficie de deslizamiento en el entorno de S. Veamos ahora
que´ implica esto matema´ticamente.
Supo´ngase que como resultado de la ley de control (3.3), la funcio´n de conmutacio´n cumple
con las siguientes desigualdades localmente en el entorno de S:
{
s˙(x) < 0 si s(x) > 0
s˙(x) > 0 si s(x) < 0
(3.4)
Como consecuencia de (3.4), el sistema alcanza la variedad de deslizamiento S y de ah´ı en
adelante queda confinado en el entorno de S. Se dice entonces que existe un re´gimen deslizante
sobre S.
Debido a que muchos conceptos relacionados con el modo deslizante pueden explicarse
mediante su interpretacio´n geome´trica, en adelante se hara´ uso de la derivada direccional o
derivada de Lie:
Lfh(x) : R
n → R,
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que denota la derivada de un campo escalar h(x) : Rn → R en la direccio´n de un campo
vectorial f(x) : Rn → Rn:
Lfh(x) =
∂h
∂x
f.
No´tese que al ser Lfh(x) una funcio´n escalar, la derivada direccional se puede aplicar de
manera recursiva:
Lkfh(x) =
∂
∂x
(
Lk−1f h(x)
)
f(x).
De este modo se consigue una notacio´n compacta para las derivadas de funciones escalares
en direccio´n de campos vectoriales, ya sea en la direccio´n de un solo campo vectorial o de
varios campos vectoriales. Por ejemplo, para dos campos vectoriales f(x) y g(x):
Lg Lfh(x) =
∂
∂x
(Lfh(x)) g(x)
Como la derivada de Lie es un operador lineal, derivando la funcio´n de conmutacio´n s(x)
se tiene
s˙(x) = Lf+gus = Lfs+ Lgs u. (3.5)
La expresio´n (3.4) se puede escribir entonces como:


l´ım
s→+0
Lf+gu+s < 0
l´ım
s→−0
Lf+gu−s > 0
(3.6)
Esta u´ltima ecuacio´n implica que la variacio´n de la funcio´n escalar s(x) en la direccio´n
del campo controlado siempre se opone al signo de s(x), garantizando el cruce de S a ambos
lados de la superficie. Esto mismo se puede escribir de manera ma´s compacta como:
l´ım
s(x)→0
s(x) · s˙(x) < 0. (3.7)
Gracias a las propiedades de linealidad de la derivada de Lie, la ecuacio´n (3.6) se puede
expresar de manera equivalente como:
s˙(x) =
{
Lfs+ Lgs u
+ < 0 si s > 0
Lfs+ Lgs u
− > 0 si s < 0
(3.8)
Por lo tanto, para que se establezca el modo deslizante sobre s(x) = 0 se ha de satisfacer:
Lgs =
∂s
∂x
g 6= 0, (3.9)
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localmente en S. La condicio´n anterior es una condicio´n necesaria para el establecimiento del
MD, y se la conoce como condicio´n de transversalidad.
Comentario 3.1 Suponiendo, sin pe´rdida de generalidad, que u+(x) > u−(x), la condicio´n
necesaria para la existencia de un re´gimen deslizante sobre S es
Lgs =
∂s
∂x
g < 0, (3.10)
en el entorno de S.
Su demostracio´n es inmediata a partir de (3.8): restando las dos expresiones en esta
ecuacio´n para s˙(x) se tiene que debera´ cumplirse
(u+(x)− u−(x))Lgs < 0.
Como se supuso u+(x)− u−(x) > 0, la condicio´n se reduce a Lgs < 0.
Como caso particular, analizaremos algunas propiedades del control por modo deslizante
en sistemas lineales convencionales con la estructura descripta en la Figura 3.2. La represen-
tacio´n del sistema es en este caso
x˙ = Ax+ b u, (3.11)
y = c⊤x,
donde la accio´n de control u esta´ determinada por (3.3). Luego, las funciones definidas para
el sistema af´ın (3.1) esta´n dadas en el sistema (3.11) por
f(x) = Ax, (3.12)
g(x) = b, (3.13)
h(x) = c⊤ x. (3.14)
Conside´rese la siguiente ley de conmutacio´n:
s(x) = kr r − k
⊤ x, (3.15)
donde la constante kr se escoge de forma tal que el valor en re´gimen estacionario de la salida
sea igual al set-point r, y las constantes de realimentacio´n k⊤ determinan la dina´mica lineal
durante el re´gimen deslizante.
La trayectoria del estado debe tender a la superficie s(x) = 0 desde ambos lados de la
misma. As´ı, cuando s(x) > 0, s(x) debe ser decreciente. Lo mismo es cierto en sentido inverso.
Esto lo garantiza la condicio´n de transversalidad, que de acuerdo a (3.13) y (3.15) aqu´ı viene
dada por:
Lgs =
∂s
∂x
g = k⊤ b 6= 0. (3.16)
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P (s)
r u y
s(x)
-
kr
k⊤
x
u+
u−
Figura 3.2: Esquema convencional de control por modo deslizante
En efecto, para el sistema (3.11) y la funcio´n de conmutacio´n (3.15) la condicio´n (3.8)
resulta:
l´ım
s(x)→0+
s˙(x) < 0 ⇒ s˙(x, u+) = −k⊤Ax− k⊤ b u+ < 0 (3.17)
l´ım
s(x)→0−
s˙(x) > 0 ⇒ s˙(x, u−) = −k⊤Ax− k⊤ b u− > 0 (3.18)
En las dos desigualdades, los dos primeros sumandos son iguales inmediatamente a ambos
lados de la superficie, por lo que es el u´ltimo te´rmino el u´nico que puede conseguir cambiar
el signo de la expresio´n.
Si el sistema es multivariable con n estados y m entradas, se han de definir m superficies.
En este caso se tendra´ un producto de matrices KB, que debera´ ser no singular para el
establecimiento de reg´ımenes deslizantes.
Comentario 3.2 Si para el sistema (3.11) se supusiera tambie´n que u+ > u−, la condicio´n
necesaria para el establecimiento del re´gimen deslizante podr´ıa escribirse como k⊤ b > 0 (lo
que resulta de hacer la diferencia entre las condiciones de alcance (3.17) y (3.18)). No´tese que
si k⊤ b < 0 so´lo basta con elegir u+ < u−, o bien se puede definir una ley de conmutacio´n
alternativa s∗(x) = −s(x).
Considerando nulo al set-point r, la funcio´n de transferencia del sistema tomando como
salida la funcio´n de deslizamiento es:
S
U
= −k⊤ (s I −A)−1b. (3.19)
Por descomposicio´n en serie de Taylor se puede escribir la funcio´n de transferencia anterior
como:
S
U
= (−k⊤) b s−1 + (−k⊤)Ab s−2 + · · ·+ (−k⊤)Am b s−(m+1) + · · · (3.20)
Por lo tanto, la condicio´n de transversalidad impone que el primer te´rmino de la descom-
posicio´n en serie de Taylor (k⊤ b es el primer para´metro de Markov) ha de ser no nulo. Esto se
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traduce en que la funcio´n de transferencia entre la accio´n de control discontinua y la funcio´n
de deslizamiento ha de tener grado relativo unitario (Edwards y Spurgeon, 1998).
De todas formas, la condicio´n de transversalidad es necesaria pero no suficiente para
garantizar la existencia de modo deslizante. En la seccio´n 3.5 veremos una condicio´n necesaria
y suficiente.
3.4. Me´todo del control equivalente
El sistema operando en re´gimen deslizante conmuta a una frecuencia idealmente infinita,
es decir, es discontinuo en todo instante de tiempo. Esto impide obtener una solucio´n anal´ıtica
de la ecuacio´n de estado. Una manera de obtener la dina´mica del modo deslizante consiste
en encontrar un sistema continuo equivalente al modo deslizante.
Se define con este fin el modo de deslizamiento ideal como el re´gimen de operacio´n ideal
para el cual la variedad S es un invariante del sistema. En estas condiciones, una vez que la
trayectoria del sistema alcanza la superficie, se desliza exactamente por ella. La condicio´n de
invarianza de la variedad S esta´ dada por:
{
s(x) = 0
s˙(x) = Lfs+ Lgs ueq = 0
(3.21)
La segunda ecuacio´n de (3.21) indica que la trayectoria permanece sobre la superficie,
mientras que ueq(x) representa una ley de control suave para la cual S es una variedad
invariante local del sistema (3.1). La funcio´n ueq(x) se conoce como control equivalente, y
puede ser despejada a partir de (3.21), resultando:
ueq(x) = −
Lfs
Lgs
. (3.22)
Como puede verse, la condicio´n de transversalidad (3.9) es condicio´n necesaria y suficiente
para que el control equivalente este´ bien definido. Por ello, suele decirse tambie´n que la
condicio´n necesaria para la existencia de un modo deslizante local en S es que la accio´n de
control equivalente ueq(x) este´ bien definida.
Para el sistema (3.11) y la superficie de conmutacio´n planteada en (3.15), la condicio´n de
invarianza viene dada por:
s(x) = kr r − k
⊤ x = 0 (3.23)
s˙(x) = −k⊤ (Ax+ b ueq) = 0. (3.24)
Calculando las derivadas en (3.22) o despejando de (3.24) se obtiene que:
ueq = −
Lfs
Lgs
= −
(
∂s
∂x
b
)−1 ∂s
∂x
Ax = −(k⊤ b)−1k⊤Ax. (3.25)
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Nuevamente, se observa que la condicio´n de transversalidad (k⊤ b 6= 0) debe verificarse
para que la accio´n de control equivalente al modo deslizante este´ bien definida.
Si bien la ueq ha sido calculada a partir de s˙(x) = 0 (s(x) = cte), debe tenerse siempre
presente que so´lo tiene sentido sobre la superficie s(x) = 0.
3.5. Condicio´n necesaria y suficiente para la existencia del
modo deslizante
En la Seccio´n 3.3 se establecio´ la condicio´n sobre el signo de la derivada de la ley de
conmutacio´n en cada una de las zonas s(x) > 0 y s(x) < 0 para que existiera el modo desli-
zante (ecuacio´n (3.4)). Por definicio´n, la accio´n de control equivalente es el control continuo
necesario para mantener la trayectoria del sistema sobre la superficie s(x) = 0. En consecuen-
cia, la derivada de la ley de conmutacio´n s˙(x) debera´ ser tambie´n nula a lo largo de dicha
trayectoria:
s˙(x) = Lfs+ Lgs ueq = 0, (3.26)
lo que ya fue establecido en las condiciones de invarianza (3.21) de la variedad S.
El siguiente teorema define una condicio´n necesaria y suficiente para la existencia del
modo deslizante en te´rminos del control equivalente ueq(x) (Utkin et al., 1999).
Teorema 3.1. Sea u+ > u− y Lgs < 0 (ve´ase comentario 3.1), una condicio´n necesaria y
suficiente para la existencia local de un re´gimen deslizante sobre S es que para x ∈ S, se
cumpla:
u−(x) < ueq(x) < u
+(x). (3.27)
Demostracio´n:
⇐) Primero demostremos que (3.27) es condicio´n necesaria para la existencia del
MD:
De la condicio´n (3.8), para s > 0:
Lfs+ Lgs u
+ < 0 si s > 0.
Adema´s, de (3.26)
s˙(x) = Lfs+ Lgs ueq = 0 para s = 0.
Restando ambas ecuaciones se tiene que (u+ − ueq)Lgs < 0, lo que implica que
ueq < u
+.
En forma similar, si a la condicio´n (3.8) para s < 0:
Lfs+ Lgs u
− > 0 si s < 0,
se le resta (3.26) se llega a que ueq > u
−.
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⇒) Para probar que (3.27) es condicio´n suficiente, supo´ngase una funcio´n ueq(x)
suave que satisface (3.22) y (3.27). Se define una sen˜al auxiliar veq(x):
veq(x) =
ueq(x)− u
−(x)
u+(x)− u−(x)
. (3.28)
Notar que veq(x) satisface
Lf+g ueqs = veqLf+g u+s+ (1− veq)Lf+g u−s = 0. (3.29)
De (3.27) y (3.28) se obtiene
{
0 < veq(x) < 1
0 < 1− veq(x) < 1
(3.30)
Luego, necesariamente,
sign(Lf+g u+s) 6= sign(Lf+g u−s). (3.31)
Para u+ > u− y Lgs < 0, la condicio´n (3.31) puede escribirse como:
Lf+g u+s < 0 < Lf+g u−s. (3.32)
De esta manera, se verifica (3.6), por lo que el re´gimen deslizante sobre S existe. 
Dicho de otra forma, el control equivalente ueq(x) es una especie de promedio entre los
l´ımites de la accio´n de control u+(x) y u−(x). La accio´n de control discontinua puede ser
interpretada como la suma de una componente de baja frecuencia (ueq(x)) y otra de alta
frecuencia que es filtrada por el sistema.
Si ueq(x) > u
+(x) no se cumplira´ l´ıms→0+ s˙ < 0, lo cual significa que no se podra´ pasar
al otro lado de la superficie. Ocurre lo mismo si ueq(x) < u
−(x). En ambos casos el sistema
se hallara´ fuera del dominio de deslizamiento, y se perdera´ el re´gimen deslizante.
Comentario 3.3 Obse´rvese que la condicio´n necesaria y suficiente (3.27) puede indepen-
dizarse de la desigualdad existente entre u+(x) y u−(x) si se la reformula de la siguiente
manera:
min{u−(x), u+(x)} < ueq(x) < max{u
−(x), u+(x)}. (3.33)
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3.6. Dina´mica del modo deslizante ideal
Reemplazando en la ecuacio´n (3.1) a u por la expresio´n de ueq en (3.22), se obtiene:
x˙ = f(x) + g(x)ueq = f(x)−
Lfs
Lgs
g(x). (3.34)
Sustituyendo la derivada de Lie y operando en (3.34):
x˙ =
[
I − g
(
∂s
∂x
g
)−1 ∂s
∂x
]
f(x) = F (x) f(x). (3.35)
La expresio´n anterior describe la dina´mica durante el modo de deslizamiento ideal.
Hemos visto que la accio´n de control continua ueq hace que los estados del sistema evo-
lucionen sobre la superficie de deslizamiento S. Segu´n esto, la dina´mica F f = f + g ueq
resultante al aplicar ueq sera´ tangente a S, es decir normal al gradiente de s(x) (∇s). O sea:
F (x) f(x) ∈ ker(∇s). (3.36)
En consecuencia, se puede considerar a F (x) como un operador de proyeccio´n que se
aplica al vector f(x) y lo proyecta sobre el plano tangente a la superficie S en el punto x.
A continuacio´n veamos en que´ direccio´n F (x) hace esta proyeccio´n. Conside´rese un vector
v(x) colineal con g(x) (v ∈ span(g)) de amplitud arbitraria:
v(x) = g(x)µ(x), con µ(x) ∈ R. (3.37)
Si se aplica a este vector v(x) el operador F (x) resulta
F (x) v(x) =
[
I − g
(
∂s
∂x
g
)−1 ∂s
∂x
]
g(x)µ(x) = 0. (3.38)
El hecho de que la expresio´n (3.38) se anule se puede interpretar como que el operador
F (x) proyecta cualquier vector en la direccio´n del campo controlado g(x), es decir, a lo largo
de span(g).
En la Figura 3.3 se aprecia este hecho. Obse´rvese que F (x) f(x) es la proyeccio´n de f(x)
sobre S en la direccio´n de g, y que, por lo tanto, el valor de ueq es tal que F (x) f(x) es
tangente a S. Esta restriccio´n en el espacio de estados implica que la dina´mica del sistema
pierda dimensio´n, ya que establece que un estado sea dependiente de los restantes n − 1
estados.
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S = {x : s(x) = 0}
f(x)
F (x)f(x)
g(x)ueq
g(x)u−
g(x)u+
f(x) + g(x)u+
f(x) + g(x)u−
∇s
g(x)
Figura 3.3: Dina´mica del modo deslizante ideal. Interpretacio´n geome´trica del operador F
La dina´mica reducida durante el MD puede obtenerse para el sistema (3.11) sustituyendo
la accio´n de control equivalente determinada por (3.25) en la ecuacio´n de estado correspon-
diente, resultando:
x˙ = Ax+ b
[
−(k⊤ b)−1 k⊤Ax
]
. (3.39)
Reordenando queda:
x˙ = F (x) f(x) =
(
I − b (k⊤ b)−1 k⊤
)
A︸ ︷︷ ︸
AMD
x, (3.40)
que tambie´n se obtiene de reemplazar (3.12), (3.13) y (3.15) en (3.35). El sistema de ecuaciones
de estado (3.40) describe la dina´mica en modo deslizante de manera redundante. En efecto,
una de las ecuaciones es linealmente dependiente de las restantes n− 1 ecuaciones debido a
que el estado x del sistema cumple la restriccio´n s(x) = 0. La matriz AMD tiene entonces
un autovalor en el origen que debe ser atribuido a esta redundancia, y que no implica que el
re´gimen deslizante sea inestable.
En el caso de un sistema multivariable con m entradas, si se definieran m funciones de
deslizamiento de la forma (3.15), la expresio´n resultante ser´ıa redundante en m estados, y la
matriz AMD tendr´ıa m autovalores en el origen atribuibles a esta redundancia.
Comentario 3.4 En la Figura 3.3 se pueden observar tambie´n las implicancias geome´tricas
de la condicio´n de transversalidad (3.9). La misma establece que el vector campo g(x) no
puede ser tangente a la variedad de deslizamiento S (g 6∈ ker(∇s)).
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3.7. Propiedades de robustez del modo deslizante
Supo´ngase que el sistema (3.1) es afectado por perturbaciones tales que:
x˙ = (f(x) + ∆f(x)) + g(x)u+ δ = f(x) + g(x)u + d, (3.41)
donde d ∈ Rn es un vector de perturbaciones que puede representar incertidumbres parame´tri-
cas (∆f(x)) o perturbaciones no estructuradas externas (δ).
En el caso ma´s general, el vector de perturbaciones puede ser descompuesto un´ıvocamente
en dos vectores:
d = g(x)µ(x) + η(x), (3.42)
donde µ(x) : Rn → R es una funcio´n escalar suave, siendo por tanto la componente g(x)µ(x)
colineal a g(x); mientras que la componente η(x) es un vector perteneciente a la variedad
tangente a la superficie S. Esta descomposicio´n se puede llevar a cabo ya que g(x) no pertenece
a la variedad tangente a la superficie, de acuerdo con la condicio´n de transversalidad del modo
deslizante (3.9).
Efectos sobre el dominio de existencia del re´gimen deslizante:
Planteando a partir de (3.41) las condiciones de invariancia de S (s(x) = 0, s˙(x) = 0)
para obtener el control equivalente:
s˙(x) = Lfs+ Lgs ueq + Lds = Lfs+ Lgs ueq + Lg µ+ηs = 0. (3.43)
Si se aplican las propiedades de la derivada direccional a la expresio´n (3.43):
s˙(x) = Lfs+ Lgs ueq + Lηs+ Lgs µ = 0. (3.44)
Luego, el control equivalente estara´ dado por
ueq(x) = −
Lfs+ Lηs+ Lgs µ
Lgs
. (3.45)
Como η por definicio´n es tangente a la superficie S, Lηs = 0. Entonces la accio´n de control
equivalente quedara´ como:
ueq(x) = −
Lfs
Lgs
− µ. (3.46)
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Llamando u∗eq a la accio´n de control equivalente del sistema sin perturbacio´n, se puede
escribir la ecuacio´n (3.46) en funcio´n de u∗eq como:
ueq(x) = u
∗
eq − µ. (3.47)
A partir de esta accio´n de control equivalente, y segu´n la ecuacio´n (3.27), la condicio´n
necesaria y suficiente para la existencia del modo deslizante queda:
u− < u∗eq − µ < u
+, (3.48)
u− + µ < u∗eq < u
+ + µ. (3.49)
Se concluye as´ı que el dominio de existencia del modo deslizante no se ve afectado por la
componente de la perturbacio´n tangente a la superficie
(
η(x)
)
, aunque s´ı es alterado por la
componente colineal a g(x)
(
g(x)µ(x)
)
.
Efectos en la dina´mica de modo deslizante:
Para estudiar los efectos de la perturbacio´n sobre la dina´mica del sistema en modo des-
lizante, se sustituye la accio´n de control equivalente en la ecuacio´n de estado del sistema
perturbado resultante de (3.41) y (3.42):
x˙ = f(x) + g(x)ueq(x) + g(x)µ(x) + η(x). (3.50)
Aplicando el resultado de la ecuacio´n (3.47):
x˙ = f(x) + g(x) (u∗eq(x)− µ(x)) + g(x)µ(x) + η(x). (3.51)
Y por lo tanto:
x˙ = f(x) + g(x)u∗eq(x) + η(x)
= F (x) f(x) + η(x).
O sea, la dina´mica del modo deslizante es insensible a la componente g(x)µ(x) de la
perturbacio´n, pero se ve afectada por la componente η(x) tangente a la superficie S.
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S = {x : s(x) = 0}
f(x)
f + gu∗eq
gu∗eq
gu−
gu+
f + gu+
f + gu−
∇s
g(x)
gueq
gu−
gu+
η
f + η + gu−
f + η + gu∗eq
f + η + gu+
η
Figura 3.4: Interpretacio´n geome´trica del efecto de una perturbacio´n tangente a S sobre la
dina´mica en modo deslizante
Propiedad de invariancia fuerte del modo deslizante: Se dice que el modo deslizante
presenta una propiedad de invariancia fuerte a la perturbacio´n d, siempre que la dina´mica
deslizante ideal sea independiente de la perturbacio´n (Sira-Ramı´rez, 1988). De acuerdo a lo
analizado, esto se cumple en los casos en que la perturbacio´n es de la forma:
d = g(x)µ(x). (3.52)
Es decir, cuando la perturbacio´n so´lo presenta componente colineal al campo de control.
Esta condicio´n se conoce como condicio´n vinculante.
Propiedad de invariancia de´bil del modo deslizante: Se dice que el modo deslizan-
te presenta una propiedad de invariancia de´bil a la perturbacio´n d, cuando no cumple la
condicio´n vinculante (3.52).
A modo de resumen, se puede afirmar lo siguiente para cada tipo de componente de la
perturbacio´n:
g µ
{
NO afecta a la dina´mica del modo deslizante
SI afecta al dominio de existencia del modo deslizante
η
{
SI afecta a la dina´mica del modo deslizante
NO afecta al dominio de existencia del modo deslizante
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S = {x : s(x) = 0}
f
f + d
gu∗eq
gu−
gu+
f + gu+
f + gu−
∇s
g(x)
f + d+ gu+
d = gµ
f + d+ gu−
gueq
Ff = F (f + d)
Figura 3.5: Interpretacio´n geome´trica del efecto de una perturbacio´n colineal a g sobre la
existencia del modo deslizante
Interpretacio´n geome´trica del efecto de la perturbacio´n: En la Figura 3.4 se muestra
el sistema afectado por una perturbacio´n η tangente a la superficie S. Se observa que el valor
de ueq no var´ıa respecto de aquel obtenido sin perturbacio´n, por lo que la condicio´n de
existencia no cambia. Sin embargo la dina´mica del modo deslizante s´ı es afectada (el vector
F · (f + η) = f + η + g u∗eq difiere de F · f = f + g u
∗
eq).
En la Figura 3.5 se muestra el sistema afectado por una perturbacio´n d colineal al vector
g, y se aprecia el efecto sobre el valor de ueq, lo cual modifica la condicio´n de existencia
respecto del sistema no perturbado. Sin embargo, el valor de la proyeccio´n F · (f +d) coincide
con la de F · f , lo que indica la invarianza de la dina´mica del re´gimen deslizante.
A continuacio´n se presenta un ejemplo que verifica los resultados obtenidos en esta seccio´n
y grafica la robustez del modo deslizante a los cambios de para´metros en sistemas lineales
convencionales. Para ello, se considera en la ecuacio´n (3.41) un vector d ∈ Rn de la siguiente
forma:
d = ∆f(x) = ∆x. (3.53)
En particular, el siguiente ejemplo evidencia cua´les son los para´metros de la matriz A de la
representacio´n en el espacio de estados cuya incertidumbre afecta la dina´mica durante el MD,
y cua´les son aquellos para´metros cuya variacio´n es perfectamente rechazada por el re´gimen
deslizante. Con fines ilustrativos, se consideran en primer lugar sistemas de dimensio´n igual
a 2, y seguidamente se extiende el ana´lisis a sistemas de dimensio´n n.
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Ejemplo 3.1 Sea un sistema descripto en forma cano´nica controlable con estados x =
[x1 x2]
T disponibles para su realimentacio´n
x˙ =

a11 a12
1 0

 x+

1
0

 u. (3.54)
Se define la siguiente funcio´n de conmutacio´n
s(x) = −[1 α]x. (3.55)
Luego, durante el re´gimen deslizante sobre s(x) = 0, las variables de estado esta´n relacio-
nadas segu´n las ecuaciones:
x˙2 = x1, (3.56)
x1 = −αx2, (3.57)
cuya solucio´n proporciona la respuesta temporal:
x1(t) = e
−α t x1(0) (3.58)
x2(t) = −
1
α
e−α t x1(0). (3.59)
Como se aprecia, la dina´mica del sistema esta´ impuesta por α (o sea, mediante la superficie
s(x) = 0), y es insensible a los coeficientes a11 y a12 en (3.54) del sistema original.
Esta robustez a incertidumbre en los para´metros se pierde parcialmente si las variables de
fase x no esta´n disponibles para su realimentacio´n. En efecto, conside´rese un sistema gene´rico
de segundo orden transformado de forma que el vector de direccio´n del control so´lo tenga el
primer elemento no nulo:
x˙ =

a11 a12
a21 a22

 x+

b1
0

 u. (3.60)
Sobre la superficie de deslizamiento s(x) = −[1 α]x = 0 las variables de estado se
relacionan mediante x1 = −αx2. La ecuacio´n diferencial que define el comportamiento del
sistema en modo deslizante queda:
x˙2 = −a21 x1 + a22 x2 = −αa21 x2 + a22 x2, (3.61)
y su solucio´n:
x2(t) = x2(0) e
(−α a21+a22) t, (3.62)
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es una respuesta de primer orden. En ella influyen no so´lo la ganancia α sino tambie´n los
para´metros a21 y a22 del sistema, mientras que no la afectan los para´metros a11, a12 y b1.
Es decir, la dina´mica del modo deslizante sera´ insensible a incertidumbres en a11, a12 y b1,
aunque no sera´ completamente robusta ante incertidumbres en a21 y a22, a diferencia de
lo que ocurre en la forma cano´nica controlable, en la que la incertidumbre parame´trica no
interfiere en absoluto en la dina´mica del MD -ecuaciones (3.58) y (3.59)-.
Obse´rvese que las conclusiones obtenidas para los sistemas (3.54) y (3.60) verifican los
resultados obtenidos en esta seccio´n. Mientras la incertidumbre en los para´metros a21 y a22
no cumple la condicio´n vinculante (por lo que el modo deslizante presenta invarianza de´bil a
este tipo de incertidumbre), las variaciones en a11, a12 y b1 s´ı lo hacen ya que se presentan
en direccio´n colineal a g(x) = b1[1 0]
⊤ (propiedad de invarianza fuerte).
Conside´rese ahora un sistema lineal de orden n transformado de forma que:
x˙ =

 a11 a⊤f(n−1)
ac(n−1) Aa(n−1,n−1)

 x+


b1
0
...
0

 u, (3.63)
donde a⊤f es un vector fila, ac es un vector columna y Aa es una matriz cuadrada (entre
pare´ntesis se indican las dimensiones de los vectores y/o matrices). Se plantea una superficie
de deslizamiento de la forma s(x) = −k⊤ x, con k⊤ = [1 α⊤(n−1)] k1, y en la que k1 6= 0 para
que k⊤ b 6= 0:
s(x) = −[1 α⊤(n−1)] k1 x = −k
⊤ x. (3.64)
Sustituyendo la ueq en la dina´mica del sistema se deduce la dina´mica en lazo cerrado del
modo deslizante. De acuerdo a (3.40):
AMD =
(
I − b (k⊤ b)−1 k⊤
)
A =



 1 0⊤f(n−1)
0c(n−1) I(n−1)

−


b1
0
...
0


1
b1 k1
[1 α⊤(n−1)] k1

 A
=

 0 −α⊤(n−1)
0c(n−1) I(n−1)

 A =

 0 −α⊤(n−1)
0c(n−1) I(n−1)



 a11 a⊤f(n−1)
ac(n−1) Aa(n−1,n−1)


=

−α⊤(n−1) ac(n−1) −α⊤(n−1)Aa(n−1,n−1)
ac(n−1) Aa(n−1,n−1)

 . (3.65)
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En AMD no aparece ni a11, ni a
⊤
f ni b1 (ninguno de los elementos de la primera fila de A
y b). Es decir, dichos elementos no tienen ninguna incidencia sobre la dina´mica del MD.
Claramente, la primera fila de AMD es linealmente dependiente de las siguientes. Esta
dependencia es atribuida a la redundancia con que la ecuacio´n de lazo cerrado describe la
dina´mica del modo deslizante y se puede eliminar mediante una transformacio´n:
x¯ = T x, (3.66)
A¯MD = T AMD T
−1, (3.67)
donde la matriz T es:
T =

 1 α⊤(n−1)
0c(n−1) I(n−1)

 , (3.68)
T−1 =

 1 −α⊤(n−1)
0c(n−1) I(n−1)

 , (3.69)
y la matriz A¯MD adquiere la forma:
A¯MD =

 0 0⊤f(n−1)
ac(n−1) Aa(n−1,n−1) − ac(n−1) α
⊤
(n−1)

 . (3.70)
Las matrices AMD y A¯MD son semejantes. El polinomio caracter´ıstico de A¯MD es:
∆MD(s) = s · det
(
s In−1 −Aa + ac α
⊤
)
, (3.71)
donde se puede apreciar que la dina´mica en modo deslizante no depende de k1, b1, a11 o
a⊤f (invarianza fuerte). Debido a la dina´mica reducida del MD se han de asignar solamente
n− 1 polos (el polo en el origen no tiene significado f´ısico sino que se debe precisamente a la
reduccio´n de orden).
3.8. Aplicacio´n del MD en sistemas con modelos en forma
normal
En esta seccio´n se estudia una forma de disen˜ar la superficie de deslizamiento en sistemas
con grado relativo mayor que 1 transformados a su forma cano´nica normal. Para ello, se
repasan a continuacio´n la relacio´n entre el grado relativo y las derivadas direccionales, y la
transformacio´n necesaria para llevar al sistema a su forma normal.
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3.8.1. Grado relativo y transformacio´n a forma normal
Conside´rese nuevamente un sistema af´ın en el control:
x˙ = f(x) + g(x)u,
y = h(x),
(3.72)
donde x ∈ X ⊂ Rn es el vector de estados, u ∈ R es la accio´n de control, f(x) y g(x) son
campos vectoriales locales suaves, y h(x) es un campo escalar tambie´n localmente suave que
en el equilibrio x0 toma el valor h(x0) = 0.
Si se denota con ρ al grado relativo del sistema (3.72) en el punto x0, se puede escribir:
y = h(x0)
y˙ = ∂h
∂x
x˙ = Lf h+ Lg hu, si ρ > 1 → y˙ no es funcio´n de u : Lg h = 0
y¨ =
∂Lf h
∂x
x˙ = L2f h+ LgLf hu, si ρ > 2 → y¨ no es funcio´n de u : LgLf h = 0
...
y(ρ−1) =
∂L
(ρ−2)
f
h
∂x
x˙ = L
(ρ−1)
f h+ LgL
(ρ−2)
f hu → y
(ρ−1) no es func. de u : LgL
(ρ−2)
f h = 0
y(ρ) =
∂L
(ρ−1)
f
h
∂x
x˙ = L
(ρ)
f h+ LgL
(ρ−1)
f hu → y
(ρ) si es funcio´n de u : LgL
(ρ−1)
f h 6= 0
(3.73)
As´ı, en te´rminos de la derivada direccional, se dice que un sistema tiene grado relativo ρ
cuando:
LgL
(k)
f h = 0, para 0 < k < ρ− 2 (3.74)
LgL
(ρ−1)
f h 6= 0. (3.75)
Se considera en primer lugar (subsecciones 3.8.1 y 3.8.2) que el sistema (3.72) tiene grado
relativo n, con lo cual se verificara´:
y(k) =
∂L
(k−1)
f h
∂x
x˙ = L
(k)
f h+ LgL
(k−1)
f hu = L
(k)
f h, k = 1, . . . , n − 1 (3.76)
y(n) =
∂L
(n−1)
f h
∂x
x˙ = L
(n)
f h+ LgL
(n−1)
f hu. (3.77)
Con el objetivo de transformar el sistema a su forma cano´nica normal (Isidori, 1995), se
define el siguiente difeomorfismo (transformacio´n suave e invertible):
z = φ(x) =


h(x)
Lf h(x)
L
(2)
f h(x)
...
L
(n−1)
f h(x)


. (3.78)
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Para demostrar que existe la transformacio´n inversa x = φ−1(z) se debe probar que
el jacobiano del vector (3.78) es no singular. Suponiendo que esto se cumple, se calcula la
realizacio´n del sistema en funcio´n de la nueva variable z:
z˙1 =
∂φ1
∂x
x˙ =
∂h
∂x
(f(x) + g(x)u) = Lf h = z2
z˙2 =
∂φ2
∂x
x˙ =
∂Lf h
∂x
x˙ = L2f h = z3
...
z˙n−1 =
∂φn−1
∂x
x˙ =
∂L
(n−2)
f h
∂x
x˙ = L
(n−1)
f h = zn
z˙n =
∂φn
∂x
x˙ =
∂L
(n−1)
f h
∂x
x˙ = L
(n)
f h+ LgL
(n−1)
f hu = b(z) + a(z)u,
donde:
b(z) = L
(n)
f h|x=φ−1(z),
a(z) = LgL
(n−1)
f h|x=φ−1(z).
De esta manera, se obtiene la realizacio´n cano´nica normal del sistema:
z˙1 = z2 (3.79)
z˙2 = z3 (3.80)
...
z˙n−1 = zn (3.81)
z˙n = b(z) + a(z)u. (3.82)
Esta realizacio´n del sistema permite un disen˜o sencillo del control, ya que todas sus no-
linealidades se encuentran en la u´ltima ecuacio´n. Una estrategia de control inmediata a partir
de (3.79)–(3.82) ser´ıa aplicar Linealizacio´n Exacta, mediante la accio´n de control:
u = −
1
a(z)
(b(z) + v), (3.83)
con v de acuerdo a la dina´mica que se desee.
A pesar de su simplicidad, la Linealizacio´n Exacta tiene una limitacio´n importante: pre-
senta una elevada sensibilidad a la variacio´n de los para´metros del sistema. En el pro´ximo
punto veremos que el MD aplicado a sistemas en la forma cano´nica normal preserva la sim-
plicidad de la Linealizacio´n Exacta a la vez que mejora la robustez frente a la incertidumbre
parame´trica.
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3.8.2. Disen˜o de la superficie
La condicio´n de transversalidad (3.9) exige que la superficie de deslizamiento tenga grado
relativo unitario respecto a la accio´n de control discontinua para el establecimiento del MD.
Luego, si se quiere controlar una salida con grado relativo mayor que uno (como sucede
en (3.79)–(3.82)), se debera´n agregar a la superficie tantas derivadas de la salida como sea
necesario para que Lgs 6= 0.
De acuerdo a lo anterior, para el sistema (3.79)–(3.82) se propone la siguiente funcio´n de
conmutacio´n lineal en z:
s(z) = zn + a1 zn−1 + · · ·+ an−2 z2 + an−1 z1, (3.84)
donde los ai son coeficientes constantes. Al establecerse un re´gimen deslizante sobre la super-
ficie S definida como s(z) = 0, la condicio´n de invarianza cumple:
s(z) = zn + a1 zn−1 + · · ·+ an−1 z1 = 0, (3.85)
s˙(z) = z˙n + a1 z˙n−1 + · · ·+ an−1 z˙1 = 0. (3.86)
De la igualdad (3.85) se obtiene que zn = −a1 zn−1 − · · · − an−1 z1. Sustituyendo esta
expresio´n en (3.81), se obtiene la dina´mica lineal en modo deslizante de orden reducido:
z˙1 = z2 (3.87)
z˙2 = z3 (3.88)
... (3.89)
z˙n−1 = −a1 zn−1 − · · · − an−1 z1, (3.90)
cuyo polinomio caracter´ıstico viene dado por:
△(s) = sn−1 + a1 s
n−2 + a2 s
n−3 + . . .+ an−2 s+ an−1. (3.91)
Luego, a diferencia de la linealizacio´n exacta por realimentacio´n no lineal de estados, el
modo deslizante aplicado a sistemas en forma normal no requiere cancelar la dina´mica no
lineal propia del sistema, sino que la nueva dina´mica (lineal) queda directamente impuesta
por los coeficientes que definen la superficie.
Comentario 3.5 Obse´rvese que si bien de (3.86) se puede obtener el control equivalente, la
ecuacio´n z˙n = b(z) + a(z)ueq es redundante. Por lo tanto, ueq no es necesaria para obtener
la dina´mica del sistema en modo deslizante.
Comentario 3.6 No´tese que en te´rminos de las variables originales del sistema, la funcio´n
de conmutacio´n propuesta en (3.84) resulta
s(x) = Ln−1f h+ a1L
n−2
f h+ · · ·+ an−2Lfh+ an−1h. (3.92)
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Como en las derivadas direccionales intervienen los para´metros del sistema, si los estados
cano´nicos z1, ..., zn no son accesibles la robustez se perdera´ parcialmente.
3.8.3. Forma normal para grado relativo ρ < n y dina´mica inversa
Ahora nos interesa estudiar que´ sucede si el sistema (3.72) tiene grado relativo ρ < n.
En este caso, se plantea una transformacio´n z = φ(x) suave e invertible dada por:
z = φ(x) =


h(x)
Lf h(x)
...
L
(ρ−1)
f h(x)
φρ+1
...
φn


. (3.93)
Las funciones φk con ρ+ 1 ≤ k ≤ n se eligen arbitrariamente , con la condicio´n que φ(x)
siga siendo un difeomorfismo (no-singular). De esta manera, la forma normal para ρ < n
queda:


z˙1 = Lf h = z2
z˙2 = L
2
f h = z3
...
z˙ρ−1 = L
ρ−1
f = zρ
z˙ρ = L
ρ
f h+ LgL
ρ−1
f u
(3.94)


z˙ρ+1 = qρ+1(z) + pρ+1(z)u
...
z˙n = qn(z) + pn(z)u.
(3.95)
Se puede apreciar que existen dos tipos de variables z, los cuales se denotara´n como
ξ = [z1 z2 . . . zρ]
T y η = [zρ+1 zρ+2 . . . zn]
T . Empleando esta nueva notacio´n, el sistema
se puede escribir como:


z˙1 = z2
z˙2 = z3
...
z˙ρ−1 = zρ
z˙ρ = b(ξ, η) + a(ξ, η)u
(3.96)
{
η˙ = q(ξ, η) + p(ξ, η))u. (3.97)
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La dependencia de las variables η con respecto a u puede eliminarse eligiendo apropiada-
mente las componentes φk con ρ+ 1 ≤ k ≤ n (Isidori, 1995). Se supone en adelante que esto
fue llevado a cabo.
Al igual que para sistemas de grado relativo n, la dina´mica de la salida (y sus derivadas)
puede fijarse mediante el disen˜o apropiado de una superficie de deslizamiento. En este caso
se propone:
s(ξ) = zρ + a1 zρ−1 + a2 zρ−2 + ...+ aρ−1 z1. (3.98)
El MD impone s(ξ) = 0 y por lo tanto zρ = −a1 zρ−1 − a2 zρ−2 − ... − aρ−1z1. Luego, la
dina´mica reducida durante el MD sera´:


z˙1 = z2
z˙2 = z3
...
z˙ρ−1 = −a1 zρ−1 − a2 zρ−2 − ...− aρ−1z1
(3.99)
{
η˙ = q(ξ, η). (3.100)
Ve´ase que la dina´mica de las variables η no afecta a la salida, que evolucionara´ de acuerdo a
la seleccio´n de los para´metros aj , con 1 ≤ j ≤ ρ−1. Precisamente, debido a que la dina´mica de
las variables η no tiene ninguna influencia sobre la salida, se la denomina dina´mica escondida.
Habitualmente, la u´nica restriccio´n que se impone a la dina´mica escondida es que sea estable,
para que el sistema completo (ξ, η) sea internamente estable.
Con una adecuada seleccio´n de los para´metros aj, el error de salida y sus derivadas tienden
a cero. En particular, se puede plantear que ξ = 0 ∈ Rρ en estado estacionario. En este caso,
la dina´mica escondida sera´:
η˙ = q(0, η) = q¯(η). (3.101)
A esta dina´mica, que es la dina´mica escondida cuando la salida es ide´nticamente nula, se
la conoce como dina´mica de los ceros o dina´mica inversa. Se dice que el sistema es de mı´nima
fase cuando la dina´mica inversa es estable y de no-mı´nima fase cuando es inestable. Luego,
para que la estrategia de control por MD presentada en esta seccio´n pueda implementarse en
sistemas con grado relativo ρ < n, el sistema ha de ser de mı´nima fase.
3.9. Observadores por modo deslizante
Mediante sistemas de estructura variable se puede tambie´n implementar una estimacio´n
de los estados del sistema. En esta seccio´n se presenta el desarrollo de un observador de
estados por MD para sistemas lineales multivariables invariantes en el tiempo, y se lo compara
con los observadores de estados convencionales. Para ello, se repasan brevemente las ideas
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involucradas en el disen˜o de observadores de estados de sistemas MIMO, tanto de orden
completo como de orden reducido.
Conside´rese el siguiente sistema:
x˙ = Ax+Bu (3.102)
y = Cx, (3.103)
donde x ∈ Rn, u ∈ Rm, rango(C) = m. El par (A,C) se supone observable.
Un observador lineal asinto´tico se disen˜a de la misma forma que el sistema original (3.102)
con una entrada adicional que depende de la diferencia entre el vector de salida real (3.103)
y el vector de salida estimado:
˙ˆx = Axˆ+Bu+ L(Cxˆ− y), (3.104)
donde xˆ es el vector de estados observados y L ∈ Rn×m es una matriz de ganancias constantes.
Luego, como es sabido, la ecuacio´n que rige la dina´mica del error x = xˆ− x es
x˙ = (A+ LC)x. (3.105)
El comportamiento de x queda determinado entonces por los autovalores de la matriz
A + LC. Como el par (A,C) se supuso observable, estos autovalores pueden asignarse ar-
bitrariamente mediante una eleccio´n adecuada de la matriz L. Esto significa que se puede
obtener la velocidad de convergencia “deseada” en la estimacio´n.
Debido a que rango(C) = m, el orden del observador anterior puede reducirse a n−m si
se miden las m salidas. Para ello, el vector de estados puede descomponerse de la siguiente
forma
xT =
[
xT1 x
T
2
]
, x1 ∈ R
n−m, x2 ∈ R
m. (3.106)
quedando as´ı el vector de salida representado por
y = C1x1 + C2x2, det(C2) 6= 0. (3.107)
De esta manera, sera´ suficiente con disen˜ar un observador para estimar solamente el vector
x1, y luego obtener el vector x2 de
x2 = C
−1
2 (y − C1x1). (3.108)
Mediante una transformacio´n de coordenadas T , las ecuaciones (3.102)-(3.103) se pueden
escribir en el espacio (x1, y) como
x˙1 = A11x1 +A12y +B1u, (3.109)
y˙ = A21x1 +A22y +B2u, (3.110)
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donde
TAT−1 =
[
A11 A12
A21 A22
]
, TB =
[
B1
B2
]
, (3.111)
y
T =
[
In−m 0
C1 C2
]
. (3.112)
Claramente, T es no singular. Haciendo ahora la transformacio´n
x′ = x1 + L1y, (3.113)
que es tambie´n no-singular para cualquier L1 ∈ R
(n−m)×m, el disen˜o del observador de orden
reducido se plantea en el espacio (x′, y). De (3.108), (3.109), (3.110) y (3.113) la ecuacio´n de
estados en x′ es
x˙′ = (A11 + L1A21)x
′ +A′12y + (B1 + L1B2)u, (3.114)
siendo
A′12 = A12 + L1A22 − (A11 + L1A21)L1. (3.115)
El observador se disen˜a entonces como un sistema dina´mico de orden (n−m)
˙ˆx′ = (A11 + L1A21)xˆ
′ +A′12y + (B1 + L1B2)u, (3.116)
donde xˆ′ es una estimacio´n del vector de estados x′. El error x′ = xˆ′ − x′ evoluciona de
acuerdo a
x˙
′
= (A11 + L1A21)x
′. (3.117)
Nuevamente, si el sistema original es observable, los autovalores de la matriz A11+L1A21
pueden asignarse arbitrariamente (Kwakernaak y Sivan, 1972). Luego, la estimacio´n xˆ′ ten-
dera´ al vector de estados x′ con la velocidad deseada. Finalmente, las componentes del vector
de estados original x1 y x2 se hallan a partir de (3.108) y (3.113).
Ahora se introduce el MD en el disen˜o del observador (Utkin, 1992; Utkin et al., 1999). Las
sen˜ales de entrada de correccio´n del observador sera´n en este caso funciones discontinuas del
error en la estimacio´n. El observador por MD se puede describir con las siguientes ecuaciones
diferenciales
˙ˆx1 = A11xˆ1 +A12yˆ +B1u+ L1w, (3.118)
˙ˆy = A21xˆ1 +A22yˆ +B2u− w, (3.119)
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donde xˆ1 y yˆ son las estimaciones de los estados del sistema en el espacio (x1, y), y w ∈ R
m
es la siguiente sen˜al discontinua
w =M sign(yˆ − y), (3.120)
con M > 0 constante finita suficientemente grande.
Las ecuaciones que rigen la dina´mica de los errores de estimacio´n en x1 e y se obtienen
de (3.109)-(3.110) y (3.118)-(3.119), resultando
x˙1 = A11x1 +A12y + L1w, (3.121)
y˙ = A21x1 +A22y − w. (3.122)
Obse´rvese que, para condiciones iniciales acotadas, la eleccio´n de la sen˜al w hecha en
(3.120) fuerza un re´gimen deslizante sobre la superficie y = yˆ − y = 0, ya que la matriz que
multiplica a w en (3.122) (matriz identidad negativa) es negativa definida (Utkin et al., 1999).
Al establecerse el MD sobre esta superficie se anula el error entre la estimacio´n yˆ y el vector
de salida y. Resta entonces encontrar la matriz L1 que haga que el error x1 = xˆ1 − x1 entre
x1 y su estimacio´n xˆ1 decaiga con la velocidad deseada. Utilizando el me´todo del control
equivalente, se reemplaza la solucio´n weq de y˙ = 0 en (3.121) con y = 0 para obtener la
dina´mica durante el modo deslizante. As´ı,
weq = A21x1, (3.123)
x˙1 = (A11 + L1A21)x1, (3.124)
que coincide con (3.117). Luego, se podra´ fijar arbitrariamente la velocidad de convergencia
de x1 a cero eligiendo L1. El vector x2 se calcula segu´n (3.108).
Por lo tanto, el ana´lisis de la dina´mica del error de un observador de orden completo con
entrada discontinua w es equivalente al de un observador convencional pero de orden reducido.
Sin embargo, las distintivas propiedades de los reg´ımenes deslizantes permiten obtener con
el observador por MD resultados que no se alcanzar´ıan con un observador convencional. Un
ejemplo de esto es la aplicacio´n que se presenta en el Ape´ndice A.
3.10. Posibles causas de deterioro de la performance
A continuacio´n se describen brevemente dos de las principales causas de deterioro en la
performance de los sistemas de estructura variable: el llamado modo de alcance y el efecto
no deseado de chattering. En los cap´ıtulos siguientes, se comprobara´ que las estrategias de
control propuestas en esta tesis no son afectadas por ninguno de estos dos problemas.
Modo de alcance
El modo de alcance es el modo de operacio´n del sistema de estructura variable durante el
cual la trayectoria del estado evoluciona desde una condicio´n inicial hasta un punto sobre la
variedad de deslizamiento donde se cumple la condicio´n de existencia del MD. La condicio´n
de alcance esta´ dada por (3.4), y debe ser garantizada mediante la ley de control (3.3).
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Si bien en la literatura existen distintos me´todos para la operacio´n en modo de alcance
(Hung et al., 1993), una caracter´ıstica comu´n a todos ellos es que durante este modo de
operacio´n la sen˜al de entrada al sistema no conmuta entre dos valores (u− y u+), sino que
toma un valor constante (que depende del me´todo utilizado). Esto difiere del comportamiento
que tiene el sistema en re´gimen deslizante, durante el cual la accio´n de control discontinua
impone al sistema una dina´mica equivalente a la que provocar´ıa el control continuo ueq, que
generalmente no es constante (aunque s´ı esta´ acotado por u− y u+). Consecuentemente, la
fase de alcance puede degradar la performance global de un sistema de estructura variable,
particularmente si la superficie se alcanza fuera del dominio del re´gimen deslizante, en cuyo
caso se prolonga el modo de alcance (Mantz et al., 2005a).
Chattering
En las aplicaciones pra´cticas del MD convencional, un problema importante son las oscila-
ciones indeseadas de frecuencia y amplitud finita que en forma frecuente afectan el desempen˜o
del sistema. Este efecto es conocido por la palabra inglesa chattering, y se produce cuando
el estado del sistema no se desliza sobre la variedad de deslizamiento, sino que la trayectoria
oscila alrededor de la misma.
Ba´sicamente, pueden identificarse dos causas principales de chattering (Young et al.,
1999):
Una de ellas es la presencia de dina´mica para´sita. La ley de control de alta frecuencia
de conmutacio´n puede excitar dina´micas no modeladas. Esta dina´mica para´sita incluye la
dina´mica de los sensores, los actuadores y dina´micas ra´pidas de la planta que generalmente no
se incluyen en el modelado por ser significativamente ma´s ra´pidas que la dina´mica dominante
del sistema. La interaccio´n entre esta dina´mica para´sita y el control de estructura variable
da como resultado ra´pidas oscilaciones de amplitud y frecuencia finita.
La otra causa de chattering es debida a las limitaciones propias de los sistemas de conmu-
tacio´n, como retardos de las llaves y tiempos de co´mputo, que en muchas aplicaciones limitan
la frecuencia de conmutacio´n.
Se han investigado diversos me´todos para reducir los problemas de chattering. Una de las
primeras y ma´s difundidas te´cnicas consiste en reemplazar el dispositivo de conmutacio´n por
una alta ganancia con saturacio´n. Esto da lugar a una banda en el entorno de la superficie
de deslizamiento, dentro de la cual el controlador se comporta como un control continuo
de alta ganancia. Este me´todo elimina el problema de chattering y reduce fuertemente los
problemas asociados al desgaste meca´nico (Slotine y Sastry, 1983; Esfandiari y Khalil, 1991).
Sin embargo, hay casos en los que las discontinuidades del control son inherentes al sistema,
y por lo tanto no es posible o no conviene reemplazar la discontinuidad propia del sistema
por una funcio´n de saturacio´n continua (Utkin et al., 1999).
El modo deslizante basado en observador es otra metodolog´ıa u´til para reducir el chat-
tering (Bondarev et al., 1985). Este me´todo consiste en generar el modo deslizante en un
lazo auxiliar que incluya al observador pero no a la planta. De esta forma, se evita que el
lazo auxiliar contenga la dina´mica para´sita. El lazo principal de control con la planta y sus
actuadores sigue al lazo auxiliar en el que se genera la accio´n discontinua de acuerdo a la
dina´mica del observador (Utkin et al., 1999; Utkin y Lee, 2006).
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Por u´ltimo, una estrategia de gran impulso en la actualidad que tambie´n contribuye
a reducir el chattering es el denominado control por Modo Deslizante de Orden Superior
(MDOS). Este tipo de control se aplica principalmente a aquellos sistemas de grado relativo
mayor que uno, aunque tambie´n se utiliza en sistemas de grado relativo unitario a los que se
les adiciona un sistema de primer orden (t´ıpicamente, un integrador), a los efectos de evitar
que se aplique directamente una accio´n de control discontinua (Levant, 2000, 2001; Fridman
y Levant, 2002). Existe en particular una gran cantidad de resultados vinculados al control
por Modo Deslizante de Segundo Orden (Bartolini et al., 2003).
3.11. Resumen del cap´ıtulo
Este cap´ıtulo introdujo los sistemas de control por estructura variable y los reg´ımenes
deslizantes. Se presento´ el me´todo del control equivalente, que permite encontrar un sistema
continuo equivalente al modo deslizante a partir del cual se puede obtener una expresio´n
para la dina´mica durante la operacio´n por MD. Se hallaron tambie´n las condiciones para la
existencia del re´gimen deslizante. Se detallaron las propiedades de robustez, tanto del dominio
de existencia del MD como de la dina´mica durante el mismo ante perturbaciones externas y/o
incertidumbres parame´tricas. Luego, se describio´ la aplicacio´n del CEV a sistemas descriptos
en la forma cano´nica normal, particularmente u´til cuando se quiere controlar una salida con
grado relativo mayor que uno. Se describieron tambie´n los observadores por MD para sistemas
lineales multivariables. Finalmente, se mencionaron brevemente algunos inconvenientes en
la implementacio´n de los controladores por modo deslizante, como el efecto de chattering,
estrechamente relacionado a la frecuencia de conmutacio´n y las dina´micas no modeladas.
Cap´ıtulo 4
Desacoplamiento dina´mico con restricciones en
la entrada a la planta
En el Cap´ıtulo 2 se presento´ una metodolog´ıa para lograr el desacoplamiento dina´mico
a lazo cerrado de sistemas MIMO. Una suposicio´n impl´ıcita del me´todo visto, y en general
de la mayor´ıa de las te´cnicas de desacoplamiento que existen en la literatura, es que los
actuadores son ideales, es decir, que no tienen restricciones de ningu´n tipo. Sin embargo,
cuando se consideran las inevitables limitaciones f´ısicas de los actuadores reales, la activacio´n
de cualquier restriccio´n en al menos uno de los actuadores produce un cambio en la direccio´n
de la entrada a la planta con respecto a la del vector de control, lo que causa la pe´rdida del
desacoplamiento obtenido para la operacio´n lineal de los actuadores.
En este cap´ıtulo se estudian los problemas derivados de las restricciones en la entrada
a la planta, como el windup y el cambio de direccionalidad del vector de control. Luego, se
presenta un me´todo de compensacio´n por modo deslizante para preservar el desacoplamiento
dina´mico del lazo cerrado al alcanzarse los l´ımites de amplitud (saturacio´n) en los actuadores.
La propuesta puede combinarse con cualquier te´cnica de desacoplamiento va´lida para la
operacio´n lineal de los actuadores. El desarrollo de este u´ltimo algoritmo puede encontrarse
en (Garelli et al., 2005, 2007).
4.1. Introduccio´n
El desacoplamiento entrada/salida constituye un frecuente requerimiento de disen˜o en los
sistemas de control de mu´ltiples entradas y salidas. Dicha especificacio´n puede variar desde
la exigencia de un desacoplamiento esta´tico (so´lo en estado estacionario) hasta el desacopla-
miento dina´mico completo (para todo instante de tiempo). Este u´ltimo, que obviamente es
el ma´s exigente, implica que cualquier cambio de set-point en una variable controlada del
proceso produzca so´lo la variacio´n correspondiente en dicha variable, sin afectar a ninguna
de las restantes variables controladas del sistema.
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Las ventajas del desacoplamiento dina´mico son intuitivas. Por ejemplo, uno puede desear
variar la temperatura sin que cambie transitoriamente la presio´n, o modificar el a´ngulo de
ataque de un avio´n sin que por ello var´ıe su altura. El desacoplamiento dina´mico transforma
a un sistema MIMO en un conjunto de sistemas SISO, y por lo tanto es una aproximacio´n al
denominado control perfecto, en el que T (s) = I.
Por otro lado, como se ha mencionado en el Cap´ıtulo 2, el desacoplamiento dina´mico tiene
naturalmente costos aparejados. En particular, es sensible a la incertidumbre de modelado
y puede afectar la performance de lazo cerrado en cada canal desacoplado, lo cua´l depende
de los polos y ceros de lazo abierto en el SPD (Seron et al., 1997). De todas formas, la
evaluacio´n de estos costos ya ha sido abordada en la literatura y escapa a los objetivos del
cap´ıtulo. Aqu´ı se considerara´ como principal requerimiento de control al desacoplamiento
dina´mico nominal. En los dos cap´ıtulos subsiguientes se propondra´n alternativas para relajar
algunos de los costos asociados al desacoplamiento dina´mico.
Existen variadas te´cnicas de control para obtener el desacoplamiento dina´mico de un
sistema MIMO sin considerar restricciones en los actuadores del sistema, como por ejemplo
las descriptas o referenciadas en el Cap´ıtulo 2. No importa cua´l de estos me´todos se utilice,
el problema se torna ma´s complicado cuando se consideran las limitaciones f´ısicas de los
actuadores. En este caso, la saturacio´n de cualquier accio´n de control lleva al sistema a
comportarse como un lazo abierto, haciendo inconsistentes las salidas del controlador con las
entradas de la planta. De esta manera, adema´s de aparecer el conocido problema de windup,
se produce un cambio en la direccio´n del vector de entrada a la planta, lo que acarrea la
pe´rdida del desacoplamiento obtenido para el caso sin restricciones.
Entre los ma´s tempranos esfuerzos por preservar la direccio´n del control en sistemas
multivariables con restricciones, Hanus y Kinnært (1989) fueron los primeros en proponer
modificar la te´cnica de acondicionamiento de la referencia para abordar los problemas pro-
pios de los sistemas MIMO. Esta te´cnica fue originalmente pensada por Hanus et al. (1987)
como un me´todo anti-windup SISO para controladores PI, y luego extendida por Walgama
et al. (1992) para tratar con una clase ma´s general de controladores SISO. Con el fin de
aplicar el acondicionamiento de la referencia a los sistemas MIMO, Hanus y Kinnært (1989)
propusieron disen˜ar una no-linealidad artificial ubicada justo antes de la no-linealidad real de
forma tal que la referencia condicionada se mantenga lo ma´s cercana posible a la referencia
original, bajo cierto criterio. Posteriormente, Walgama y Sternby (1993) integraron las ideas
de Hanus y Kinnaert con una generalizacio´n del acondicionamiento de la referencia mediante
la incorporacio´n de un set-point filtrado. Otra contribucio´n en esta l´ınea digna de mencionar
fue hecha en Peng et al. (1998), donde se obtienen de forma sencilla una parametrizacio´n
de los compensadores anti-windup y una forma o´ptima de disen˜arlos. Te´cnicas basadas en
sistemas lineales de para´metros variantes (LPV, Linear Parameter-Varying), en desigualda-
des lineales matriciales (LMI, Linear Matrix Inequalities) y en cotas en L2 tambie´n fueron
aplicadas a este problema (Wu y Grigoriadis, 1999; Mulder et al., 2001; Zaccarian y Teel,
2002). En (Soroush et al., 2005) se presenta un me´todo basado en optimizacio´n para el caso
de sistemas discretos con restricciones de entrada.
Sin embargo, la preservacio´n de la direccionalidad del control es necesaria pero no suficien-
te para mantener el desacoplamiento dina´mico del lazo cerrado en presencia de restricciones
en la entrada a la planta. La mayor´ıa de los me´todos basados en optimizacio´n -por ejemplo,
Hanus y Kinnært (1989), Walgama y Sternby (1993) y Peng et al. (1998)- evitan el cambio
de direccionalidad en el control modificando todo el vector de referencias. De esta manera,
si bien solucionan satisfactoriamente un problema que hubiese causado la pe´rdida del des-
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acoplamiento, la metodolog´ıa utilizada puede -en menor medida- tambie´n afectar el grado
de desacoplamiento del sistema. En efecto, cuando se produce un cambio en una referencia
individual, la correccio´n simulta´nea del vector completo de referencias puede modificar los
set-point que permanecieron constantes, y por lo tanto causar efectos transitorios en variables
controladas que no deber´ıan verse afectadas. Luego, cuando el proceso a controlar permite
alcanzar los puntos de operacio´n mediante sucesivos cambios individuales de referencia, algo
frecuente por ejemplo en el control de procesos qu´ımicos, es posible mejorar el grado de des-
acoplamiento del sistema. Dado que aqu´ı se considera al desacoplamiento dina´mico como el
principal objetivo de control, nos centraremos en este tipo de operacio´n, tambie´n considerado
en Goodwin et al. (2001). All´ı la preservacio´n del desacoplamiento se consigue escalando el
vector de error, lo que es equivalente a introducir una ganancia no-lineal en el controlador.
Dicho me´todo muestra ser efectivo y mantiene el desacoplamiento dina´mico. Sin embargo,
como se indica en la referencia citada, para determinados procesos puede ocurrir que no exista
un escalamiento del error que retorne al sistema a la regio´n de operacio´n lineal.
En este cap´ıtulo se presenta una te´cnica para preservar el desacoplamiento dina´mico en
sistemas multivariables con restricciones, asegurando que las variables cuyos set-points per-
manecen constantes no se vean afectadas. La propuesta combina el acondicionamiento de la
referencia con conceptos de los sistemas de estructura variable operando bajo re´gimen desli-
zante. La correccio´n de la referencia se lleva a cabo mediante una sen˜al de control discontinua,
de forma tal de evitar la saturacio´n de los actuadores. El me´todo propuesto no impone limi-
taciones respecto al nu´mero de entradas/salidas del sistema (cuadrado), ni respecto al tipo
de controlador centralizado. Para este u´ltimo, se obtienen condiciones a fin de garantizar la
estabilidad de la compensacio´n por MD.
4.2. Restricciones en la entrada a la planta
4.2.1. Windup
Es sabido que todos los procesos del mundo real esta´n sujetos a restricciones, en particular
debido a las limitaciones f´ısicas de los actuadores. Por ejemplo, cualquier motor tiene una
velocidad ma´xima que no deber´ıa superar, las va´lvulas no pueden abrirse ma´s del 100% ni
menos del 0%, el caudal de una bomba esta´ limitado, etc. En los sistemas de control a lazo
cerrado, los requerimientos sobre la respuesta transitoria de las variables controladas llevan
frecuentemente a que la accio´n de control alcance estas limitaciones en la entrada a la planta.
Cuando esto sucede, si no se toma alguna medida para evitarlo, el lazo de realimentacio´n se
rompe y el sistema opera como si estuviese a lazo abierto, ya que el actuador sigue en su
l´ımite ma´ximo (o mı´nimo) independientemente de la salida del controlador, hasta tanto e´sta
no regrese a su “regio´n permitida”.
Esto u´ltimo trae aparejado un deterioro significativo de la performance de lazo cerrado
con respecto a la esperada para la operacio´n lineal de los actuadores, que puede llevar incluso
a la inestabilidad, y se conoce como efecto de windup. Existe una vasta bibliograf´ıa dedicada
al estudio del windup y sus posibles soluciones en sistemas univariables, de la cual algunos
de los trabajos ma´s citados han sido los aportes de Hanus et al. (1987); A˚stro¨m y Rundqwist
(1989); Kothare et al. (1994) y Peng et al. (1996). Para ilustrar este feno´meno en los sistemas
SISO se presenta el siguiente ejemplo:
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Figura 4.1: Control PI con predictor de Smith de una columna de destilacio´n.
Ejemplo 4.1 Conside´rese una columna de destilacio´n con un controlador PI y un predictor
de Smith como se muestra en la Figura 4.1. La funcio´n de transferencia de esta planta es
p(s) : gp(s)e
−Lps =
0,57
(8,60s + 1)2
e−18,70s (4.1)
El controlador PI y el predictor de Smith fueron disen˜ados mediante te´cnicas de sintoni-
zacio´n automa´tica del control (Hang et al., 2002), resultando
p˜(s) : gm(s)e
−Lms =
0,57
(7,99s + 1)2
e−18,80s (4.2)
PI : Kp
(
1 +
1
sTi
)
= 1,75
(
1 +
1
7,99s
)
. (4.3)
El objetivo aqu´ı no es evaluar el desempen˜o del conjunto PI-Predictor de Smith, ya
que podr´ıa considerarse cualquier otro controlador disen˜ado para la operacio´n lineal de los
actuadores, sino observar co´mo la performance se deteriora al alcanzarse alguna no-linealidad
incluso ante te´cnicas modernas de sintonizado del control con gran aceptacio´n de la industria.
Los resultados de simulacio´n para el lazo cerrado en ausencia de restricciones en el actua-
dor se presentan con l´ınea punteada en la Figura 4.2. La respuesta de la variable controlada
con un sobrepaso de aproximadamente 15% se considera la respuesta aceptada para el sis-
tema de control. En el recuadro inferior se observa la evolucio´n de la salida del controlador,
que coincide en todo instante de tiempo con la entrada a la planta.
Las curvas en trazo continuo de la Figura 4.2 grafican la respuesta del lazo cerrado con
restricciones en el actuador uˆ ≤ u, para tres casos: u = 2, 2 , u = 2 y u = 1, 9. Como
evidencia la parte inferior de la figura, la salida del controlador u (l´ınea a trazos) excede
la accio´n de control disponible durante per´ıodos prolongados. Esto provoca que la salida y
evolucione ma´s lentamente que en el caso sin restricciones, y por lo tanto el error e decae
ma´s lentamente. De esta manera, el te´rmino integral del PI toma un valor mucho mayor que
cuando el sistema opera en la regio´n lineal del actuador. As´ı, au´n cuando y se aproxima al valor
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Figura 4.2: Efecto de windup para distintos valores de saturacio´n
de referencia r, la accio´n de control u sigue saturada debido al aporte del te´rmino integral, y
recie´n decrece una vez que el error e haya sido negativo durante un tiempo suficientemente
grande. Este es un t´ıpico efecto de windup, cuya consecuencia en este caso son los largos
tiempos de establecimientos en la variable controlada y que se observan en el gra´fico superior
de la Figura 4.2. Como puede apreciarse, el tiempo de establecimiento crece a medida que la
saturacio´n se hace ma´s restrictiva.
4.2.2. Cambio de direccionalidad del control
Al igual que en los sistemas SISO, la presencia de saturaciones genera en los sistemas
multivariables una inconsistencia entre los estados o salidas del controlador y las entradas a
la planta, que lleva a un deterioro de la performance del lazo cerrado y puede interpretarse
como un problema de windup.
Por otro lado, debido a que en los sistemas multivariables la saturacio´n puede ocurrir en
forma independiente en cada actuador, aparece el problema de cambio direccional del vector
de control, caracter´ıstico de los sistemas MIMO. Como hemos visto en el Cap´ıtulo 2, para el
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desacoplamiento de un sistema de control multivariable generalmente es necesario un fuerte
acoplamiento entre el proceso y el controlador. De hecho, este u´ltimo debe incluir alguna
aproximacio´n de la inversa de la planta para evitar las interacciones a lazo cerrado. Lo que
sucede en presencia de saturaciones mu´ltiples es que la accio´n individual de cada saturacio´n
altera el acoplamiento entre el controlador y la planta modificando la direccio´n necesaria del
vector de control para obtener el desacoplamiento del sistema. De esta forma, se pierde el
grado de desacoplamiento obtenido para la operacio´n lineal de los actuadores y se deteriora
fuertemente la respuesta a lazo cerrado. El cambio de direccionalidad del control sera´ tambie´n
descripto a trave´s de un ejemplo:
Ejemplo 4.2 Consideramos ahora un problema presentado en Campo y Morari (1990), que
luego fue utilizado por varios autores para verificar el desempen˜o de otras estrategias de
control -ve´anse por ejemplo Zheng et al. (1994) y Mulder et al. (2001)-. La dina´mica de la
planta a controlar viene dada por:
P (s) =
1
10s+ 1

 4 −5
−3 4

 (4.4)
El desacoplamiento de este proceso se llevo´ a cabo en Campo y Morari (1990) mediante
el controlador:
C(s) =
10s+ 1
s

 4 5
3 4

 (4.5)
Para apreciar la correspondencia entre este controlador y las metodolog´ıas presentadas en
el Cap´ıtulo 2, es importante observar que con este controlador se obtiene la siguiente matriz
de transferencia a lazo cerrado
T (s) = DQ(s) =

 1s+1 0
0 1
s+1

 , (4.6)
cuyos elementos tienen grado relativo igual al grado de las columnas correspondientes del
interactor izquierdo de P (s) (α = 1)
ξl(s) =

s+ 1 0
0 s+ 1

 (4.7)
De acuerdo a la ecuacio´n (2.32), C(s) corresponde al siguiente controlador IMC
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sin restricciones
Q(s) = Λ−1l (s)ξl(s)DQ(s) =
10s + 1
s+ 1

 4 5
3 4

 , (4.8)
que es bipropio y estable, por lo que el sistema a lazo cerrado es internamente estable.
Al sistema con el controlador (4.5) se le aplicaron referencias de tipo escalo´n pero filtradas
por encima de ω = 1 (es decir, se agrego´ un filtro con un ancho de banda ide´ntico al del lazo
cerrado). El propo´sito de este filtrado no es evitar los problemas debidos a las saturaciones en
los actuadores, sino permitir una mejor visualizacio´n del efecto de cambio de direccionalidad
del control, que es la intencio´n de esta subseccio´n.
Los resultados obtenidos para el sistema sin limitaciones de ningu´n tipo se presentan en la
Figura 4.3. Como se puede apreciar, el controlador (4.5) obtiene el desacoplamiento dina´mico
completo del sistema durante la operacio´n lineal del mismo. Las salidas del controlador u
coinciden en este caso con las entradas a la planta uˆ, segu´n muestran las curvas en la parte
inferior de la figura.
Si en cambio ahora se agrega un elemento no-lineal de saturacio´n representando la limi-
tacio´n de amplitud de cada actuador, la respuesta se ve seriamente afectada. En este caso
se considera como l´ımite ma´ximo del actuador a u = 15. La Figura 4.4 muestra que ante el
cambio de referencia para y1 el sistema permanece desacoplado, ya que el vector de control
no alcanza los l´ımites y preserva por tanto su direccio´n, mientras que como consecuencia del
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Figura 4.4: Evolucio´n de las variables controladas y y las acciones de control u para el sistema
con saturacio´n de actuadores
cambio de set-point para y2 el primer actuador satura entre t1 y t3 (u 6= uˆ), dando lugar a
respuestas inaceptables en ambos canales.
El cambio de direccio´n del vector de control que provoca la pe´rdida del desacoplamiento
en este u´ltimo caso puede verse con mayor claridad en la Figura 4.5, donde se grafican las
trayectorias del vector de control en el plano (u1, u2). El a´ngulo entre el vector de entrada
a la planta uˆ(t) y la salida del controlador u(t), que es distinto de cero entre t1 y t3, indica
el cambio de direccionalidad en el control. En la figura las dos flechas a trazos muestran el
apartamiento direccional entre uˆ(t) y u(t) para el instante t2.
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Figura 4.5: Cambio de direccionalidad del control
4.3. Acondicionamiento por MD en sistemas monovariables
Para preservar el desacoplamiento dina´mico de un sistema multivariable en presencia
de restricciones en la entrada a la planta, se aprovechara´n las propiedades de los sistemas
de estructura variable y sus modos deslizantes asociados. A diferencia de las aplicaciones
convencionales del CEV y los MD, los reg´ımenes deslizantes se explotara´n aqu´ı como un
modo transitorio de operacio´n. A su vez, la sen˜al discontinua se utilizara´ en un lazo auxiliar
para el acondicionamiento de la sen˜al de referencia en lugar de constituir la accio´n de control
principal.
De manera de facilitar la comprensio´n del me´todo propuesto, se describira´ primero breve-
mente co´mo opera la compensacio´n por MD cuando es aplicada a un sistema SISO controlado
por un controlador bipropio (obse´rvese que los controladores P , PI y PID-realizable perte-
necen a esta categor´ıa), y se presentara´n seguidamente algunas de las posibles aplicaciones.
La te´cnica ma´s general para la preservacio´n del desacoplamiento dina´mico en sistemas mul-
tivariables con restricciones sera´ formulada y analizada a partir del pro´ximo apartado, donde
tambie´n se estudiara´ el disen˜o de las superficies de deslizamiento y la dina´mica resultante
durante el MD.
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4.3.1. Idea ba´sica
La Figura 4.6 muestra el esquema de un sistema de control SISO al que se le agrego´ el
acondicionamiento de la referencia propuesto para evitar que la salida del controlador exceda
los l´ımites impuestos por el actuador. p(s) es la planta bajo control, la cual se supone estable.
El bloque ka representa en principio un actuador con saturacio´n
1, aunque como se vera´ en las
aplicaciones presentadas ma´s adelante tambie´n podr´ıa representar una limitacio´n interna de
la planta o una llave de conmutacio´n. c(s) es un controlador lineal bipropio, mientras que f(s)
es un filtro de primer orden (que podr´ıa ser parte de un controlador de 2 grados de libertad).
La dina´mica de este filtro lineal, cuyo propo´sito es suavizar la referencia condicionada rf , se
disen˜a mucho ma´s ra´pida que la correspondiente al lazo cerrado de forma que la respuesta
del sistema no se vea afectada durante la operacio´n lineal de los actuadores.
c(s)
y
w
r rf u
uˆs
ka
+
-
-
f(s) p(s)
+
Figura 4.6: Acondicionamiento de la referencia por MD para sistemas SISO y controladores
bipropios
Supo´ngase que el l´ımite inferior del actuador ka es u y el superior u. Luego, para evi-
tar sobrepasar estos l´ımites se implementa la siguiente ley de conmutacio´n en el bloque de
conmutacio´n:


w = w− si s < 0
w = 0 si s = 0
w = w+ si s > 0
(4.9)
donde:
s = uˆ− u, (4.10)
siendo u la salida del controlador y uˆ la entrada a la planta.
El objetivo de (4.9) y (4.10) es forzar la condicio´n (3.4) para el establecimiento de un
re´gimen deslizante, es decir


l´ım
s→0+
s˙ < 0
l´ım
s→0−
s˙ > 0
(4.11)
1Si bien aqu´ı se considerara´ como u´nica restriccio´n del actuador la saturacio´n en amplitud, la propuesta
es perfectamente aplicable a limitaciones sobre las derivadas u(j) de la accio´n de control. Ve´ase como ejemplo
Mantz et al. (2004)
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Sin embargo, a diferencia del CEV convencional, la presente ley de conmutacio´n no condu-
ce a un MD sobre la superficie s ≡ 0, sino que da lugar a una banda o regio´n lineal delimitada
por dos superficies de deslizamiento:
s = u− u = 0
s = u− u = 0.
(4.12)
En efecto, de acuerdo con (4.9) y (4.10), cuando el actuador opera en su zona lineal
(u < u < u) la sen˜al w es cero y no se realiza ninguna correccio´n sobre la referencia. O sea,
el lazo de acondicionamiento esta´ inactivo.
En cambio, cuando u intenta superar su l´ımite superior, se verifica instanta´neamente que
s < 0, por lo que la sen˜al w cambia a w− y regresa a la accio´n de control u a su regio´n
lineal (donde w vuelve a ser igual a cero). Ana´logamente, cuando u cae por debajo de su
l´ımite inferior, haciendo s > 0, w conmuta a w+ hasta que u regresa a la regio´n permitida.
En la medida que las trayectorias del sistema continu´en intentando violar las restricciones
en la entrada a la planta, la sen˜al w conmutara´ entre 0 y w− (o w+) a alta frecuencia y se
establecera´ un regimen deslizante sobre la superficie s = 0 (o s = 0). Como consecuencia de
este MD transitorio, la referencia filtrada sera´ ajustada continuamente de forma tal que la
salida del controlador nunca supere los l´ımites del actuador.
No´tese que debido a que el filtro f(s) es de primer orden y el controlador c(s) es bipropio,
las funciones de conmutacio´n triviales (4.10) tienen grado relativo unitario respecto a w, que
segu´n se vio en el Cap´ıtulo 3 es una condicio´n necesaria para el establecimiento del MD
(Sira-Ramı´rez, 1989). Por el contrario, si el controlador c(s) fuese estrictamente propio se
deber´ıan considerar estados adicionales del controlador en las funciones de conmutacio´n de
manera de garantizar el cumplimiento de esta condicio´n necesaria.
Los valores w+ y w− tienen que ser suficientes para redireccionar las trayectorias del
sistema hacia el interior de la regio´n lineal, esto es, deben asegurar (4.11).
Asumiendo w− < 0 < w+ (esta eleccio´n tiene que ver con el signo de las ganancias del
controlador), (4.11) se satisfara´ siempre que w− ≤ weq ≤ w
+, donde el control continuo
equivalente weq puede obtenerse derivando (4.10) una vez con respecto al tiempo e igualando
a cero (o sea, a partir de la condicio´n de invarianza (3.24)). No obstante, como la sen˜al
discontinua w se utiliza aqu´ı para moldear la sen˜al de referencia, en general es suficiente
tomar valores del orden de las variaciones en la referencia para w+ y w−.
Comentario 4.1 Es importante notar que la seleccio´n de w+ y w− puede hacerse en forma
conservativa, ya que el regimen deslizante se restringe a la etapa de baja potencia del sistema
de control. De hecho, w+ y w− podr´ıan representar so´lo nu´meros en una algoritmo de un
microprocesador, si el control fuese digital. En el caso de controladores analo´gicos, por tratarse
de la etapa de baja potencia la sen˜al discontinua podr´ıa implementarse fa´cilmente mediante
dispositivos electro´nicos que operen a alta frecuencia.
74 CAPI´TULO 4. DESACOPLAMIENTO DINA´MICO CON RESTRICCIONES DE ENTRADA
0 50 100 150
0
0.5
1
1.5
0 50 100 150
0
1
2
3
Tiempo
u ≡ uˆ
y
u
u
Figura 4.7: Variable controlada y accio´n de control para distintos valores de u en el sistema
SISO con acondicionamiento por MD
4.3.2. Aplicacio´n 1: estrategia anti-windup
Retomemos el Ejemplo 4.1 de la columna de destilacio´n con saturacio´n de entrada. Para
evitar el windup, se implementa el acondicionamiento de la referencia por modo deslizante
de la Figura 4.6.
El autovalor del filtro f(s) se elige en λ = 1, lo que corresponde a una constante de tiempo
mucho ma´s ra´pida que la del lazo cerrado. La sen˜al de conmutacio´n w conmuta de acuerdo
a (4.9)-(4.10). Obse´rvese que la funcio´n de conmutacio´n (4.10) sera´ de grado relativo uno
respecto a w, ya que el error e (cuya derivada depende de w por ser f(s) de primer orden)
esta´ impl´ıcito en u a trave´s del te´rmino proporcional del controlador PI.
La respuesta del lazo cerrado con el acodicionamiento por MD de la referencia como
me´todo anti-windup se presenta en la Figura 4.7 para los mismos l´ımites de amplitud que se
consideraron en el Ejemplo 4.1. La evolucio´n de la accio´n de control confirma que siempre
u ≡ uˆ, es decir, que el actuador nunca satura. Por otro lado, la respuesta en la variable
controlada y mejora sustancialmente respecto al caso sin compensacio´n de windup. Las l´ınea
punteadas muestran nuevamente las curvas del caso sin saturacio´n.
La Figura 4.8 muestra las sen˜ales de referencia acondicionada rf y las acciones disconti-
nuas w correspondientes a la Figura 4.7. Como es de esperar, a medida que crece el l´ımite en la
accio´n de control (el nivel de saturacio´n u se hace menos exigente), la referencia acondicionada
tiende a la sen˜al de referencia original.
Por u´ltimo, en la Figura 4.9 se grafican la evolucio´n temporal de u e y y las trayectorias
del sistema en el plano (u, xi) para el caso u = 2, siendo xi el estado integral del controlador
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PI. En ausencia de compensacio´n de windup, la sen˜al de control u entra en la regio´n de
saturacio´n en el instante t1, regresando a la operacio´n lineal recie´n a partir del instante t3.
En este per´ıodo se observa un importante crecimiento del estado integral xi t´ıpico del windup,
que provoca un largo sobrepaso en la variable controlada y. La trayectoria del sistema con
la compensacio´n por MD coincide con la anterior hasta el instante t1. A partir de entonces,
el lazo de acondicionamiento produce un cambio abrupto en la direccio´n de las trayectorias
por medio de la accio´n discontinua w, que fuerza a la accio´n de control a regresar a la regio´n
lineal. Esta situacio´n se repite a alta frecuencia, establecie´ndose un regimen deslizante sobre
la superficie s = 0. En t2, la trayectoria del sistema deja de apuntar hacia afuera de la regio´n
lineal, por lo que se inactiva el lazo de correccio´n (se termina el MD) y el sistema evoluciona
sin compensacio´n hacia el punto de equilibrio.
4.3.3. Aplicacio´n 2: estrategia bumpless
En el control automa´tico de procesos, sobre todo en la industria qu´ımica, es frecuente que
los procesos sean llevados hasta el punto de operacio´n en forma manual, y que recie´n entonces
se conecte el controlador para que el sistema comience a operar en forma automa´tica. Sino
se toma alguna accio´n para evitarlo, esta conmutacio´n de modo manual a automa´tico puede
dar lugar a saltos en la accio´n de control y grandes transitorios en la variable controlada. Las
estrategias que evitan estos saltos en la accio´n de control al cerrar el lazo de realimentacio´n
se conocen como estrategias o algoritmos bumpless.
El problema de la conmutacio´n del modo manual al automa´tico es abordado usualmente
con te´cnicas similares a las utilizadas para evitar el windup. Por ello, aqu´ı se propone utilizar
el acondicionamiento de la referencia por MD como una estrategia bumpless.
Sea nuevamente la columna de destilacio´n con el conjunto PI-Predictor de Smith del
Ejemplo 4.1. A los efectos de evaluar el algoritmo propuesto, se supone que el controlador PI
fue disen˜ado para operar en torno al valor unitario de la variable controlada. Luego, el proceso
se conduce manualmente hasta que y alcanza el 90% de su set-point (y = 0, 9), instante en
el cual se cierra el lazo de control.
La estructura del sistema de control manual/automa´tico con el acondicionamiento de la
referencia incorporado se presenta en la Figura 4.10. En ella, se considero´ que el predictor
de Smith es parte integrante del proceso. Si ello no fuese as´ı, el mismo podr´ıa ser parte del
controlador, en cuyo caso la llave de conmutacio´n deber´ıa estar ubicada en el punto A de
la Figura 4.10. Cabe mencionar que el me´todo fue probado en ambos casos, obtenie´ndose
resultados muy similares. A continuacio´n se presentan las simulaciones correspondientes a la
estructura de la Figura 4.10 (es decir, en la que se considera que la planta incluye al predictor)
por tratarse del caso en que se producen discontinuidades de mayor amplitud en la entrada
a la planta.
En la Figura 4.11 se muestran los resultados obtenidos al conmutar del modo manual al
modo automa´tico sin la compensacio´n por MD. Como puede apreciarse, durante la operacio´n
manual del proceso la salida del controlador (u) crece muy por encima de la accio´n de control
manipulada manualmente (um). Esto da lugar a un salto en la entrada a la planta (uˆ) al
momento de la conmutacio´n al modo automa´tico, lo que provoca a su vez un prolongado
transitorio en la variable controlada.
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Figura 4.10: Aplicacio´n del acondicionamiento por MD como estrategia bumpless para el
sistema del Ejemplo 4.1.
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Figura 4.11: Salto en la accio´n de control y transitorio en variable controlada al conmutar
del modo manual al automa´tico
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Figura 4.12: Transferencia bumpless mediante el acondicionamiento del set-point por MD
El acondicionamiento por MD (con el mismo filtro y valores de w± que en la subseccio´n
anterior) modifica el set-point de la variable controlada de forma tal que la salida del contro-
lador coincida en todo instante con la entrada a la planta (u ≡ uˆ), tal como se aprecia en la
Figura 4.12. De esta manera, el establecimiento de un re´gimen deslizante sobre la superficie
s(x) = uˆ − u = 0 evita el salto en la entrada a la planta al momento de la conmutacio´n. Al
cambiarse la llave de posicio´n, la salida del controlador pasa a ser directamente la entrada a
la planta, por lo que a partir de entonces w = 0, quedando el lazo de compensacio´n inactivo.
Luego de la conmutacio´n al modo automa´tico (en tswitch), el sistema responde con la dina´mi-
ca del lazo cerrado al escalo´n remanente de amplitud 0, 1. Como resultado de la aplicacio´n
del me´todo, se eliminan los efectos transitorios indeseados en la variable controlada y.
Comentario 4.2 Como la entrada a la planta es la misma hasta el momento de la conmuta-
cio´n tswitch se adicione o no la compensacio´n por MD, la evolucio´n de la variable controlada
y coincide en ambas figuras hasta tswitch + Lp (Lp es el retardo de la planta).
Cabe mencionar aqu´ı que si bien la aplicacio´n del acondicionamiento por MD como al-
goritmo bumpless se puede extender a procesos multivariables, para este tipo de sistemas se
ha evaluado una estrategia basada en los observadores por MD presentados en el Cap´ıtulo
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3. Este me´todo basado en observadores es aplicable a una gran cantidad de controladores,
incluidos aquellos con ceros en el SPD. Adema´s, los resultados obtenidos por simulacio´n re-
velan caracter´ısticas interesantes de los observadores por MD para este problema pra´ctico en
particular. Esta propuesta ha sido publicada en (Garelli et al., 2006a), y se presenta en el
Ape´ndice A.
4.3.4. Aplicacio´n 3: restricciones en la planta
Adema´s de las limitaciones a la entrada o la salida de la planta, en numerosos problemas
de control existen variables internas del sistema a controlar que esta´n sujetas a restricciones,
ya sea por razones de seguridad o de performance. El acondicionamiento de la referencia por
MD se puede aplicar tambie´n para tratar estas restricciones presentes en el interior de las
plantas bajo control.
Un ejemplo de este tipo de aplicacio´n es la metodolog´ıa publicada en (De Battista et al.,
2006; Mantz et al., 2005b), donde el esquema visto se aplica al control de un sistema de
conversio´n de energ´ıa eo´lica que alimenta un electrolizador (para produccio´n de hidro´geno).
El objetivo principal de este control es maximizar la energ´ıa capturada de la turbina eo´lica
satisfaciendo al mismo tiempo los requerimientos para una operacio´n eficiente del electroliza-
dor. Para esto u´ltimo, se limita la potencia del electrolizador mediante el acondicionamiento
de la referencia por MD. El esquema de acondicionamiento y los resultados de simulacio´n
correspondientes se presentan en el Ape´ndice B.
4.4. Conservacio´n del desacoplamiento dina´mico mediante
MD
4.4.1. Formulacio´n del me´todo para sistemas multivariables
Sobre la base de las ideas de acondicionamiento por MD de la referencia, se plantea
aqu´ı un me´todo para mantener el desacoplamiento dina´mico de sistemas estables multivaria-
bles en presencia de restricciones en los actuadores. Se considera el caso general en que los
controladores son propios (bipropios o estrictamente propios).
La Figura 4.13 representa el esquema de control MIMO propuesto para evitar cambios
de direccionalidad en el control al alcanzarse los l´ımites de los actuadores. En ella se pueden
distinguir un lazo principal de control por realimentacio´n de salida y un lazo de acondiciona-
miento de la referencia.
En el lazo principal de control P (s) representa el proceso estable a controlar de m en-
tradas y m salidas, que puede ser de fase mı´nima o no. Ka son ahora m actuadores con
saturacio´n, mientras que C(s) es un controlador propio centralizado de m×m disen˜ado para
obtener el desacoplamiento dina´mico completo del lazo cerrado durante la operacio´n lineal
de los actuadores Ka. F (s) representa un filtro lineal de primer orden en cada canal. Las
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Figura 4.13: Sistema de control MIMO con lazo acondicionante por MD
sen˜ales r, rf , e,u, uˆ e y son vectores de m funciones escalares del tiempo
2. Los l´ımites infe-
riores y superiores de los actuadores conforman los vectores constantes u ∈ Rm y u ∈ Rm
respectivamente.
Individualmente, la no-linealidad introducida por el i-e´simo actuador puede ser modelada
en forma sencilla como
kai :


uˆi = ui si ui > ui
uˆi = ui si ui ≤ ui ≤ ui
uˆi = ui si ui < ui,
(4.13)
con i = 1, ...,m y siendo ui y ui los elementos correspondientes de u y u.
El lazo de acondicionamiento define para el caso MIMO dos superficies de deslizamiento
para cada una de las m2 funciones de transferencia del controlador. Esto requiere definir
nuevos elementos en el lazo de compensacio´n, lo que hace que su ana´lisis sea relativamente
ma´s complejo que el del lazo considerado para sistemas SISO.
El bloque M representa un operador matricial constante que genera dos vectores de
conmutacio´n, S y S ∈ Rm
2
, el primero conformado por las funciones de conmutacio´n asociadas
a los l´ımites superiores de los actuadores y el segundo por las correpondientes a las cotas
inferiores. Dentro de S˜ = [s˜T1 ...s˜
T
j ...s˜
T
m]
T (⋆˜ denota indistintamente a ⋆ o ⋆), cada s˜j =
[s˜1j...s˜ij ...s˜mj ]
T es un vector compuesto por las funciones de conmutacio´n encargadas de
acondicionar la referencia j-e´sima (notar que cada s˜ij proviene de un actuador kai distinto).
Para preservar la direccio´n del vector de control en presencia de restricciones, el vector
discontinuo w = [wT1 ...w
T
j ...w
T
m]
T ∈ Rm
2
, dentro del cua´l cada wj = [w1j ...wij ...wmj ]
T ∈ Rm
contiene las sen˜ales discontinuas que acondicionan la referencia j-e´sima, es gobernado por la
siguiente ley de conmutacio´n (implementada en el MIMO switching block):


wij = w
−
ij si sij < 0
wij = w
+
ij si sij > 0 , i = 1, ...,m; j = j0,
wij = 0 cualquier otro caso
(4.14)
2En este cap´ıtulo se utilizara´n letras en negrita para representar vectores de sen˜ales, de forma de distin-
guirlos de las sen˜ales escalares del punto anterior.
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mientras que wij = 0 si j 6= j0, siendo rj0 la referencia que ha sido modificada. Obse´rvese
que cada una de las sen˜ales wij0 ∈ wj0 consideradas en (4.14) se corresponde con uno de los
m actuadores que pueden saturar.
Comentario 4.3 Como se puede apreciar, aqu´ı la ley de conmutacio´n depende expl´ıcitamente
de dos funciones de conmutacio´n (sij y sij), a diferencia del caso SISO, en que una sola funcio´n
de conmutacio´n daba lugar a dos superficies de deslizamiento. Esta diferencia en la definicio´n
es necesaria debido a que ahora las transferencias del controlador pueden ser estrictamente
propias, en cuyo caso las funciones de conmutacio´n incluira´n sucesivas derivadas de la accio´n
de control, tal como veremos a continuacio´n.
4.4.2. Disen˜o de las superficies
De acuerdo a lo visto en la seccio´n 3.8.2, si se quiere controlar una salida de grado relativo
mayor que uno la superficie debera´ contener tantas derivadas de esa salida como sea necesario
para que la superficie tenga grado relativo unitario respecto a la accio´n discontinua.
Efectivamente, para funciones de transferencia del controlador estrictamente propias, la
versio´n multivariable de la funcio´n de conmutacio´n trivial (4.10) tiene grado relativo mayor
que uno con respecto a w. Por tanto, las funciones de deslizamiento debera´n incluir otros es-
tados del controlador para permitir el establecimiento de reg´ımenes deslizantes. Las funciones
de deslizamiento son entonces reformuladas en la forma de (3.92) para el caso lineal, y con
el objetivo de que u tienda a u o u una vez establecido el MD. De esta manera, se proponen
las siguientes funciones de conmutacio´n:
s˜ij = u˜i − ui , si ρij = 0 (4.15)
s˜ij = u˜i − ui −
ρij∑
α=1
kijα+1u
(α)
i , si ρij ≥ 1 i, j = 1, ...,m; (4.16)
donde ρij es el grado relativo de la funcio´n de transferencia entre la salida del controlador ui
y la entrada ej , u
(α)
i es la derivada de orden α de ui, y k
ij
α+1 son ganancias constantes.
Es importante remarcar que para generar u
(α)
i en (4.16) no se necesita derivar la salida
del controlador, sino que las mismas pueden obtenerse como una combinacio´n lineal de los
estados y las entradas del controlador, que obviamente son accesibles.
La inclusio´n de u
(ρij)
i garantiza en este caso que las funciones de deslizamiento sean de
grado relativo uno respecto a wj. Esta propiedad puede verificarse fa´cilmente, ya que u
(ρij)
i
es proporcional a ej = rfj − yj, y e˙j depende de wj por ser F (s) un filtro de primer orden en
cada canal.
Las leyes establecidas por (4.14) y (4.15)-(4.16) llevan a que el re´gimen deslizante se
establezca en forma transitoria sobre las superficies S˜ = 0 ∈ Rm
2
para acondicionar la sen˜al
de referencia y evitar que las salidas del controlador crucen sus respectivos l´ımites. En el caso
en que ρij 6= 0, las derivadas de la salida del controlador ui son tenidas en cuenta para decidir
la conmutacio´n. Por ejemplo, para ρij = 1 la ley (4.16) considera adema´s de la amplitud, la
82 CAPI´TULO 4. DESACOPLAMIENTO DINA´MICO CON RESTRICCIONES DE ENTRADA
velocidad con que ui se aproxima a su l´ımite. Seguidamente veremos que si bien las funciones
de conmutacio´n (4.16) son en principio menos intuitivas que (4.15), las primeras tienen como
ventaja que permiten fijar la velocidad con que la salida del controlador se aproxima al l´ımite
de saturacio´n.
4.4.3. Dina´mica del modo deslizante
El filtro F (s) puede representarse en variables de estado como
F (s) :
{
x˙f = Afxf +Bfr+Bww
rf = Cfxf ,
(4.17)
donde Af = −Cf = λfIm (λf autovalor), Bf = Im y Bw matriz diagonal a bloques unitarios
(de 1×m) con dimensio´n m×m2.
Considere tambie´n la siguiente realizacio´n por columnas (Chen, 1999) del controlador
C(s)
C(s) :
{
x˙c = Acxc +Bce
u = Ccxc +Dce,
(4.18)
en la que Ac=diag(Aj), Bc=diag(bj), Cc=[C1...Cm] y Dc=[d1...dm], con j=1, ...,m. Aj y Cj
son matrices de rdj × rdj y m× rdj respectivamente, siendo rdj el grado del mı´nimo comu´n
denominador de las funciones de transferencia de la columna j de C(s). Adema´s, bj y dj son
vectores columna de rdj ym elementos, respectivamente. As´ı, (Aj ,bj,Cj ,dj) es una realizacio´n
del vector de transferencias entre el error ej y las salidas del controlador u. Tomando ahora
la fila i de Cj y el elemento i de dj (denominados cij y dij respectivamente), obtenemos una
realizacio´n de la funcio´n de transferencia entre ej y la salida i-e´sima del controlador, ui:
cij(s) :
{
x˙cj = Ajxcj + bjej
ui = cijxcj + dijej .
(4.19)
Tal como se argumento´ en la introduccio´n, se consideran cambios individuales de las
componentes del vector de referencias, ya que esta forma de operacio´n es muy utilizada en
disen˜os desacoplados y permite obtener un mayor grado de desacoplamiento en presencia de
restricciones en la entrada a la planta. Luego, y de acuerdo con (4.14), el lazo de correccio´n
por MD moldea u´nicamente a la referencia que cambio´ por u´ltima vez, que llamaremos a
partir de aqu´ı rj en lugar de rj0 para simplificar la notacio´n. Consecuentemente, cada vez
que el sistema este´ por alcanzar la saturacio´n en la i-e´sima componente del vector de control
u, la compensacio´n por MD operara´ sobre la funcio´n transferencia cij(s), tal como refleja la
Figura 4.14. Las otras componentes del error e no afectan el lazo de compensacio´n dado que
permanecen constantes por estar el sistema desacoplado.
De esta manera, la dina´mica de lazo abierto del lazo de prevencio´n por MD cuando un
cambio en la referencia rj lleva la salida del controlador ui cerca de su valor l´ımite viene dada
a partir de (4.17) y (4.19) por:
4.4. CONSERVACIO´N DEL DESACOPLAMIENTO DINA´MICO MEDIANTE MD 83
h - -cij(s)
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-- λf
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[µc ej]
wij
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?
u˜is˜ij(x)
-
kij
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w
±
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0
Figura 4.14: Lazo de acondicionamiento activo cuando se alcanza un l´ımite u˜i debido a un
cambio en rj .
[
x˙cj
e˙j
]
=
[
Aj bj
0 0
] [
xcj
ej
]
+
[
0
cfjAfxf + cfjBfr− y˙j
]
+
[
0
cfjBww
]
(4.20)
ui = cijxcj + dijej , (4.21)
donde cfj es la fila j de Cf , y por ende cfjBfr = −λfrj y cfjBww = −λf [1 . . . 1]wj .
Transferencias cij(s) bipropias
Si cij(s) es bipropia (ρij = 0, dij 6= 0), durante el MD tenemos
ej = d
−1
ij (u˜i − cijxcj), (4.22)
que resulta de despejar ej en (4.21) e igualar (4.15) a cero. Luego, la u´ltima fila de (4.20)
se vuelve redundante. Reemplazando (4.22) en las primeras rdj filas de (4.20), se llega a la
siguiente dina´mica del modo deslizante
x˙cj = Qc0xcj + bjd
−1
ij u˜i,
Qc0 = (Aj − bjd
−1
ij cij),
(4.23)
donde los autovalores de Qc0 resultan ser los ceros de cij(s). Consecuentemente, siempre
que la funcio´n de transferencia bipropia involucrada en el lazo de compensacio´n sea de fase
mı´nima, la dina´mica del MD sera´ estable. Obse´rvese que esta dina´mica depende u´nicamente
de los para´metros del controlador, y que no es vista desde la salida del controlador ya que
ui = u˜i durante el re´gimen deslizante.
Transferencias cij(s) estrictamente propias
Ahora bien, para obtener la dina´mica del modo deslizante correspondiente a cij(s) es-
trictamente propias (ρij ≥ 1, dij = 0), es conveniente expresar (4.20)–(4.21) en su forma
cano´nica normal, mediante la versio´n lineal de las transformaciones presentadas en la seccio´n
3.8.1.
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Reescribiendo el sistema (4.20)–(4.21) en forma compacta (con dij = 0):
x˙ = Ax+ bwd, (4.24)
ui = cx, (4.25)
donde:
x =
[
xcj
ej
]
, A =
[
Aj bj
0 0
]
,
b =
[
0
1
]
, wd = cfjAfxf + cfjBfr− y˙j + cfjBww, c = [cij 0].
Identificamos en este sistema las funciones definidas para sistemas afines en el Cap´ıtulo
3:
f(x) = Ax,
g(x) = b,
h(x) = cx.
Luego, aplicando derivadas direccionales a la salida como en (3.73), y llamando ρ = ρij+1
al grado relativo entre ui y wd, se tiene:


ui = h(x) = cx
u˙i = Lf h+ Lg hwd = cAx + cbwd
u¨i = L
2
f h+ LgLf hwd = cA
2 x+ cAbwd
...
u
(ρ−1)
i = L
(ρ−1)
f h+ LgL
(ρ−2)
f hwd = cA
(ρ−1) x+ cA(ρ−2) bwd
u
(ρ)
i = L
(ρ)
f h+ LgL
(ρ
−
1)
f hwd = cA
(ρ) x+ cA(ρ−1) bwd
(4.26)
Como es sabido, los segundos te´rminos del u´ltimo miembro en cada ecuacio´n de (4.26) son
los para´metros de Markov del sistema. En un sistema con grado relativo ρ, el primer te´rmino
no nulo en la funcio´n de transferencia sera´ cAρ−1 b, siendo cAk b = 0 para 0 < k < ρ − 2.
As´ı, u´nicamente la u´ltima ecuacio´n de (4.26) dependera´ expl´ıcitamente de la entrada wd.
Por lo tanto, para transformar el sistema (4.20)-(4.21) a su forma cano´nica normal pero
hasta encontrar la dependencia expl´ıcita respecto al estado ej (en lugar de la entrada wd) se
aplica la siguiente transformacio´n lineal:
z = T x =


c
cA
cA2
...
cA(ρij−1)
τr+1
...
τn


x, (4.27)
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con τr+1, . . . , τn vectores fila tales que T sea no-singular.
Finalmente, el sistema transformado
z˙ = T AT−1 z+ T bwd,
ui = cT
−1 z,
para el caso considerado resulta:


z˙1 = z2
z˙2 = z3
· · · = · · ·
z˙ρij−1 = zρij
z˙ρij = aξξc + aηηc + b ej
η˙c = Pcξc +Qcηc
e˙j = cfjAfxf + cfjBfr− y˙j+
+cfjBww = wd
ui = z1,
(4.28)
donde ξc = [z1 z2 · · · zρij ]
⊤ se compone de la salida del controlador ui y sus primeras (ρij−1)
derivadas, ηc son (rdj − ρij) estados linealmente independientes y b 6= 0.
Cuando el sistema se encuentra en su regio´n lineal, el vector w es nulo y el lazo de
acondicionamiento se encuentra inactivo. Sin embargo, cuando una salida del controlador
alcanza el l´ımite del actuador correspondiente, se establece un MD y la u´ltima fila de (4.28)
pasa a ser redundante. Efectivamente, haciendo (4.16) igual a cero la dina´mica reducida del
MD resulta


z˙1 = z2
z˙2 = z3
· · · = · · ·
z˙ρij−1 = zρij
z˙ρij =
(
u˜i − ui −
∑ρij
α=2 k
ij
α zα
)
/kijρij+1
η˙c = Pcµc +Qcηc
ui = z1,
(4.29)
que tiene la misma estructura que la dina´mica del MD hallada en (3.99)–(3.100) para sistemas
en forma normal con grado relativo ρ < n. En esta forma, los ceros de cij(s) son los autovalores
de Qc, y determinan la dina´mica escondida del controlador.
Por lo tanto, cualquier transferencia del controlador cij(s) (as´ı sea bipropia o estrictamente
propia) asociada a un actuador que potencialmente puede saturar, debera´ ser de fase mı´nima
para que la dina´mica del MD sea estable. No´tese, sin embargo, que esta restriccio´n sobre
las transferencias individuales cij(s) de la matriz de transferencia del controlador no implica
que el controlador multivariable C(s) o el proceso P (s) deban ser de fase mı´nima. De hecho,
segu´n se vio en el Cap´ıtulo 2, los ceros de transmisio´n pueden estar en el SPD a pesar de que
todas las transferencias individuales sean de fase mı´nima.
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Como puede observarse, durante el MD la salida ui del controlador evoluciona de acuerdo a
las primeras ρij filas de (4.29). En el dominio de Laplace, las constantes k
ij
α son los coeficientes
del polinomio caracter´ıstico de la transferencia entre u˜i y ui. Luego, la evolucio´n de la salida
del controlador ui depende solamente de las constantes k
ij
α . Si e´stas se eligen adecuadamente,
una vez establecido el modo deslizante la salida del controlador ui tendera´ a su valor l´ımite
u˜i sin sobrepasarlo, con la dina´mica fijada por los valores de k
ij
α elegidos. De este modo no
existira´ incongruencia entre u and uˆ (coincidira´n a cada instante), y se evitara´ entonces
el windup y el cambio de direccio´n en el control que har´ıan perder el desacoplamiento. So´lo
cuando la accio´n de control vuelva por s´ı misma a la regio´n de operacio´n lineal se desactivara´ el
lazo de correccio´n por MD.
Rechazo a perturbaciones
Segu´n se ha visto en la seccio´n 3.7 del Cap´ıtulo 3, una propiedad distintiva de los reg´ıme-
nes deslizantes es que los mismos no son afectados por perturbaciones colineales con la accio´n
de control discontinua. Se dice que el MD presenta invarianza fuerte a este tipo de perturba-
ciones. En nuestro esquema de acondicionamiento, el segundo y tercer te´rmino del miembro
derecho de (4.20), que pueden ser interpretados respectivamente como la perturbacio´n y el
control del lazo acondicionante, representan vectores colineales. En efecto, utilizando la nota-
cio´n del cap´ıtulo anterior en la ecuacio´n (4.20)
g(x) =
[
0
1
]
, u = cfjBww, (4.30)
y las dos componentes de la perturbacio´n son
µ(x) = cfjAfxf + cfjBfr− y˙j η(x) = 0 (4.31)
Por lo tanto, para el lazo de acondicionamiento d = g(x)µ(x) y se satisface la condicio´n
vinculante (3.52).
Luego, el MD presenta invarianza fuerte a rj e yj (y a las perturbaciones a la salida
presentes en yj). Esta caracter´ıstica interesante del me´todo propuesto la demuestran las
ecuaciones (4.23) y (4.29) que determinan la dina´mica del MD. Obse´rvese, no obstante, que
el MD generado por la ley de conmutacio´n (4.14) rechaza solamente aquellos cambios en rj
e yj que lleven a ui a intentar superar su l´ımite. Por el contrario, si un cambio en rj o yj
conduce a la salida del controlador hacia el interior de la regio´n de operacio´n lineal (lo que
resulta beneficioso para el problema que se quiere solucionar), la ley de conmutacio´n (4.14)
hara´ wij = 0 y el MD terminara´.
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Comportamiento del sistema completo
Durante el MD, la salida del controlador ui coincidira´ con el l´ımite u˜i o tendera´ a e´l
con la dina´mica elegida para el MD, la cua´l no es afectada por el lazo principal de control
debido a las propiedades de robustez mencionadas en el pa´rrafo anterior. En realidad, el l´ımite
u˜i actu´a como entrada del lazo de acondicionamiento, mientras que ui es su salida. Por lo
tanto, la variable controlada yj evoluciona transitoriamente (durante el MD) de acuerdo a la
conexio´n en serie del l´ımite u˜i (entrada), la dina´mica del acondicionamiento por MD (desde
u˜i a ui) y la dina´mica estable de la planta (desde ui a yj). Dado que la direccionalidad del
control no cambia y que so´lo se acondiciona rfj , el desacoplamiento dina´mico se preserva y las
dema´s variables controladas no se ven afectadas, por lo que tampoco ellas afectan al lazo de
correccio´n. Luego, la dina´mica de todo el sistema es estable durante la operacio´n transitoria
por MD.
Si los actuadores fueron elegidos adecuadamente para el objetivo de control, el control
disponible u˜i sera´ suficiente para llevar a yj cerca de su set-point rj. Por lo tanto, como se
ha explicado, las trayectorias del sistema evolucionara´n naturalmente hacia la regio´n lineal,
y el lazo de compensacio´n por MD se inactivara´. Desde entonces, el sistema recuperara´ su
dina´mica original de lazo cerrado. Consecuentemente, la dina´mica del sistema de control es
estable tanto durante la operacio´n por MD como en la operacio´n normal dentro de la regio´n
lineal.
4.4.4. Comentarios Adicionales
i) A diferencia de la mayor´ıa de las estrategias por CEV, no existe modo de alcance previo
a los reg´ımenes deslizantes en la presente aplicacio´n. Como la evolucio´n dentro de la
regio´n de operacio´n lineal de los actuadores es el modo de operacio´n deseado, no se aplica
esfuerzo de control para forzar al sistema a alcanzar la superficie de deslizamiento. Esta
propiedad es interesante ya que las fases de alcance comu´nmente degradan la respuesta
global de los controladores de estructura variable (Mantz et al., 2005a).
ii) El chattering, que usualmente es causado por las limitaciones en la frecuencia de con-
mutacio´n o por la dina´mica no modelada (ve´ase Cap´ıtulo 3), es despreciable en esta
propuesta. En primer lugar, la accio´n discontinua se puede generar mediante una con-
mutacio´n a muy alta frecuencia por aplicarse en la etapa de baja potencia del sistema,
siendo adema´s posteriormente filtrada. En segundo lugar, el grado relativo unitario de
las funciones de conmutacio´n se garantiza siempre. De hecho, el grado relativo del con-
trolador es perfectamente conocido, y las funciones de conmutacio´n se obtienen a partir
de la realimentacio´n de los estados del controlador, que son completamente accesibles.
iii) El mismo ana´lisis de esta seccio´n es va´lido para sistemas triangularmente desacoplados
de dos entradas y dos salidas, donde el acondicionamiento de una de las referencias
se lleva a cabo a fin de preservar el desacoplamiento en la otra variable controlada.
Para sistemas parcialmente desacoplados de mayor dimensio´n, las interacciones entre
la referencia condicionada y las restantes variables acopladas debera´n ser tenidas en
cuenta.
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4.5. Ejemplos
4.5.1. Sistema de mı´nima fase
Como primer ejemplo de aplicacio´n, se retoma la planta con la que se ejemplifico´ el
cambio direccional del vector de control (Ejemplo 4.2). La planta esta´ dada por la matriz
de transferencia (4.4), y su desacoplamiento dina´mico diagonal se obtiene con el controlador
expresado en (4.5). Tal como se verifico´ en las simulaciones realizadas, este desacoplamiento
se pierde cuando cambia la direccio´n del vector de control debido a la saturacio´n de entrada
(Figura 4.4).
Con el fin de evaluar el me´todo propuesto para preservar el desacoplamiento dina´mico, se
agrego´ al sistema un filtro de primer orden en la referencia como el descripto en (4.17), au´n
para el caso sin correccio´n por MD. Esto permite comparar la performance del sistema con
y sin compensacio´n por MD, descartando que las diferencias entre ambos pudieran deberse
al filtro adicionado (lo que podr´ıa dar lugar a una solucio´n conservadora). A diferencia del
filtro implementado para el Ejemplo 4.2, la dina´mica de este nuevo filtro se eligio´ 10 veces
ma´s ra´pida que la del lazo cerrado conformado por P (s) y C(s), con lo cual la respuesta
del sistema no se ve afectada durante la operacio´n en la zona lineal de los actuadores. Las
matrices de la representacio´n en variables de estado del filtro son:
Af = −10 I2, Cf = 10 I2,
Bf = I2, Bw =
[
1 1 0 0
0 0 1 1
]
, (4.32)
donde Bw so´lo tendra´ sentido para el sistema con el lazo de compensacio´n, en el cual existe
el vector de control discontinuo w.
Para el sistema con actuadores ideales, la respuesta obtenida al excitar primero al sistema
con un cambio de tipo escalo´n en la primera componente del vector de referencia (r1), y
luego con otro escalo´n de mayor amplitud en la segunda componente (r2), se presenta en la
Figura 4.15 (las diferencias respecto a las respuesta de la Figura 4.3 se deben precisamente
a los distintos filtros utilizados). En ella puede verificarse la respuesta desacoplada del lazo
cerrado. La parte inferior de la figura muestra la evolucio´n temporal de las acciones de control
en los dos canales.
Ahora consideramos que el sistema consta de dos actuadores iguales cuyos comportamien-
tos lineales esta´n comprendidos en el rango [-12 12] (ma´s restrictivos au´n que en el Ejemplo
4.2). En este caso la performance sufre tambie´n un serio deterioro, dando lugar a mayores
sobrepasos y tiempos de establecimiento en ambos canales (Figura 4.16). Observar que, a
causa de la mayor velocidad de las referencias y de los l´ımites ma´s exigentes en los actua-
dores, el desacoplamiento dina´mico para el cual hab´ıa sido disen˜ado el controlador se pierde
ahora completamente. Esto u´ltimo se debe a que la direccio´n del vector de control u (l´ınea
punteada) deja de coincidir con la del vector de entrada a la planta uˆ (l´ınea continua) ante
cada cambio de set-point como consecuencia de la saturacio´n.
Para solucionar el problema del cambio de direccionalidad del control se aplico´ el me´todo
propuesto en este cap´ıtulo al controlador (4.5). En este caso, debido a que ambos actuadores
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Figura 4.16: Respuesta del sistema de MF con saturacio´n en los actuadores
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tienen los mismos l´ımites (u y u pueden tomarse escalares) y a que el ma´ximo grado relativo
de las transferencias del controlador es cero (ρij = 0, i, j = 1, 2), la matriz de coeficientes
constantes M se reduce a:
M =


−1 0 0 1
0 −1 0 1
−1 0 0 1
0 −1 0 1
−1 0 1 0
0 −1 1 0
−1 0 1 0
0 −1 1 0


, (4.33)
cuya entrada es [u1 u2 u u]
⊤. No´tese que las 4 primeras filas de M dan lugar a las superficies
sij, mientras que las restantes filas generan sij. En este caso ninguna de las superficies incluye
u˙ ni derivadas de orden superior por tratarse de un controlador con todas sus transferencias
individuales de grado relativo nulo. Cada componente de la accio´n de control discontinua
w=[w11 w21 w12 w22]
⊤ conmuta de acuerdo con la ley de conmutacio´n (4.14) entre w−ij = −1,
cero y w+ij = 1.
La efectividad de la propuesta basada en MD queda de manifiesto en la Figura 4.17. De
hecho, las salidas del sistema se mantienen desacopladas dina´micamente con una performance
ma´s que aceptable en comparacio´n con la obtenida con los actuadores ideales (las curvas y1
e y2 de la Figura 4.15 se repiten en l´ınea a trazos). Asimismo, las salidas del controlador
nunca sobrepasan los l´ımites de los actuadores, coincidiendo a cada instante con la entrada
a la planta (las curvas de u y uˆ se superponen en la parte inferior de la Figura 4.17).
Al cambiar la referencia r1 y alcanzar u1 el l´ımite superior del primer actuador, se establece
un re´gimen deslizante sobre la superficie s11 = 0 entre t1 y t2, lo que acondiciona la referencia
r1 de forma tal de evitar que se produzca la saturacio´n de u1. Luego se vuelve a establecer
MD al cambiar r2, esta vez sobre la superficie s12 = 0 entre t3 y t4. Obse´rvese que la ley de
conmutacio´n (4.14)-(4.15) evita que se acondicione la referencia invariante en cada caso, y
que la atenuacio´n de u2 no se debe al establecimiento de MD sobre las superficies s2j = 0,
sino al acondicionamiento realizado sobre r1 primero y r2 despue´s para evitar la saturacio´n
de u1.
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Figura 4.17: Respuesta del sistema de MF con saturacio´n en los actuadores y acondiciona-
miento por MD
4.5.2. Sistema de no-mı´nima fase
Tomamos ahora una planta de fase no-mı´nima que se utiliza como ejemplo para el des-
acoplamiento de este tipo de sistemas en Goodwin et al. (2001). La matriz de transferencia
de la planta es la siguiente
P (s) =
1
(s+ 1)2
[
s+ 2 −3
−2 1
]
. (4.34)
Fa´cilmente se puede verificar que P (s) tiene un cero de transmisio´n en s=4. Entonces,
para sintetizar un controlador que logre el desacoplamiento dina´mico del lazo cerrado se
deben seguir las ideas presentadas en la seccio´n 2.3.2 del Cap´ıtulo 2.
Suponemos que el objetivo es obtener la siguiente sensibilidad complementaria a lazo
cerrado
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T (s) =
−9(s− 4)
4(s2 + 4s+ 9)
[
1 0
0 10
s+10
]
, (4.35)
la cual se consigue con el siguiente controlador centralizado:
C(s) =
−9(s+ 1)2
4s
[
1/(s + 6,25) 30/(s2 + 14s + 71,5)
2/(s + 6,25) 10(s + 2)/(s2 + 14s + 71,5)
]
. (4.36)
Nuevamente se agrega un filtro al sistema para evaluar el me´todo propuesto. Las matrices
de la representacio´n en el espacio de estados del filtro correspondiente son:
Af = −20 · I2, Cf = 20 · I2,
Bf = I2, Bw =
[
1 1 0 0
0 0 1 1
]
. (4.37)
Al sistema con actuadores ideales se le aplico´ primero un escalo´n positivo en r1, y luego un
escalo´n negativo de igual magnitud en r2. La respuesta a ese est´ımulo se muestra mediante
las l´ıneas punteadas de la Figura 4.18, donde se puede verificar el desacoplamiento dina´mico
del lazo cerrado. El comportamiento de no-mı´nima fase en ambos canales es el precio a pagar
por el desacoplamiento, que tal como se ha analizado depende de los polos y ceros en el
semi-plano derecho.
Como es de esperar, al tomar dos actuadores con l´ımites umax = u1 = u2 = 2 y umin =
u1 = u2 = −2, la performance se degrada notoriamente (curvas continuas de la Figura 4.18).
Aparecen aqu´ı tambie´n, adema´s de tiempos de establecimiento mayores, fuertes interacciones
cruzadas por la pe´rdida de la direccio´n necesaria en el control para desacoplar el sistema.
Para atenuar el deterioro de performance causado por la saturacio´n de entrada, se adi-
ciona al disen˜o anterior la compensacio´n por MD propuesta. Para este ejemplo, la matriz
implementada en el bloque M (sin considerar la transformacio´n necesaria para obtener las
derivadas a partir de los estados) viene dada por:
M =


−1 0 0 0 1 0
0 −1 0 0 1 0
−1 0 −0,02 0 1 0
0 −1 0 0 1 0
−1 0 0 0 0 1
0 −1 0 0 0 1
−1 0 −0,02 0 0 1
0 −1 0 0 0 1


, (4.38)
donde el vector de entrada es ahora [u1 u2 u˙1 u˙2 umin umax]
⊤. Para este ejemplo se
tomo´ w−ij = 1 y w
+
ij = −1 (estos valores “invertidos” esta´n relacionados con las ganan-
cias negativas de las funciones de transferencia de C(s)). Obse´rvese que en este caso so´lo s12
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Figura 4.18: Respuestas del sistema de NMF con (l´ınea continua) y sin (l´ınea punteada)
saturacio´n de entrada.
y s12 incluyen u˙1, en correspondencia con el grado relativo de las funciones de transferencia
de C(s).
Aqu´ı tambie´n se puede apreciar co´mo la propuesta de acondicionamiento de la referencia
por MD hace que las salidas permanezcan dina´micamente desacopladas au´n en presencia de
saturacio´n en los actuadores (Figura 4.19). A su vez, la velocidad de respuesta no se degrada
significativamente (las l´ıneas punteadas corresponden al caso sin saturacio´n). Cabe resaltar
que la salida del controlador nunca excede los l´ımites impuestos por los actuadores, y por lo
tanto coincide todo el tiempo con la entrada a la planta. Cuando la referencia r1 cambia y
u2 alcanza el l´ımite inferior del segundo actuador, se establece un re´gimen deslizante sobre
la superficie s21 = 0 entre t1 y t2. Esto moldea la referencia r1 para evitar la saturacio´n de
u2. Con el escalo´n en r2, se establece un nuevo modo deslizante, ahora sobre dos superficies:
s22 = 0 (entre t3 y t4) y s12 = 0 (desde t4 a t5). La constante k
12
2 = −0,02 de esta u´ltima
superficie fue elegida para una constante de tiempo de 20ms. Este control de la velocidad de
aproximacio´n al l´ımite evita que el actuador golpee bruscamente contra sus l´ımites (observar
el a´rea ampliada dentro de la Figura 4.19), por lo que podr´ıa utilizarse como un mecanismo
de proteccio´n para los actuadores.
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Figura 4.19: Respuesta del sistema de NMF con saturacio´n en los actuadores y acondiciona-
miento por MD.
El gra´fico izquierdo de la Figura 4.20 evidencia el cambio de direccionalidad de la entrada
a la planta uˆ con respecto a la salida del controlador u cuando no se acondiciona la sen˜al
de referencia. Particularmente, puede verse co´mo la direccio´n de la salida del controlador
-la sen˜al necesaria para el desacoplamiento- cambia desde t = 5,11s hasta t = 5,24s (entre
las dos flechas ma´s largas y punteadas), mientras que la direccio´n de la entrada a la planta
permanece inalterada durante el mismo per´ıodo (la flecha ma´s pequen˜a, en trazo continuo).
El cuadro derecho confirma que uˆ ≡ u cuando se aplica el me´todo propuesto, lo que preserva
el desacoplamiento del sistema (Figura 4.19). No´tese co´mo en t4 el MD se establece antes
de que se alcance el l´ımite u1 debido a la dina´mica impuesta por s12 = 0, que controla la
velocidad de aproximacio´n a la restriccio´n (esto concuerda con la zona ampliada en la Figura
4.19).
Finalmente, la Figura 4.21 muestra la referencia rf con el lazo de acondicionamiento por
MD (l´ıneas continuas) y sin e´l (l´ıneas punteadas) correspondiente a la Figura 4.19. Adema´s,
presenta la evolucio´n temporal de la sen˜ales discontinuas wij .
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Figura 4.20: Trayectorias del vector de control u (l´ınea punteada) y de la entrada a la planta
uˆ (l´ınea continua) en el plano (u1, u2).
4.5.3. Etapa de molienda de la can˜a de azu´car
Como un tercer ejemplo, se presenta la aplicacio´n de la estrategia propuesta al modelo
de un proceso industrial con importante presencia en nuestro pa´ıs: la molienda de la can˜a
de azu´car. La Figura 4.22 presenta un diagrama esquema´tico de una etapa de molienda o
trapiche.
Con el fin de maximizar la extraccio´n de jugo, el nivel de can˜a en la tolva h(t) y el torque
de los rodillos τ(t) pueden ser controlados mediante la velocidad de la turbina Ω(t) y la
posicio´n f(t) de un mecanismo hidra´ulico que ajusta el volumen de la tolva. Debido a las
caracter´ısticas de este proceso, el torque τ(t) tiene una influencia significativa en la cantidad
de jugo extra´ıdo. Contrariamente, el nivel en tolva h(t) afecta menos el rendimiento de la
etapa. En efecto, el mayor propo´sito del control de h(t) es filtrar la principal perturbacio´n de
la planta d(t) (debida a la alimentacio´n discontinua y variable de can˜a de azu´car), de forma
de mantener una altura en tolva que produzca la compactacio´n de la can˜a necesaria para una
molienda eficiente (Ozkocak et al., 1998).
El siguiente modelo linealizado fue obtenido para una etapa de molienda de origen aus-
traliano como la mostrada en la Figura 4.22 a partir de resultados experimentales (West,
1997):
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Figura 4.21: Referencia acondicionada rf y sen˜ales discontinuas wij correspondientes a la
Figura 4.19.
[
τ(t)
h(t)
]
=
[
− 525s+1
s2−0,005s−0,005
s(s+1)
1
25s+1 −
0,0023
s
][
f(t)
Ω(t)
]
+
[
−0,005
s
−0,0023
s
]
d(t). (4.39)
Este modelo tiene un cero en el SPD en s = 0,137 con direccio´n asociada h = [1 5]⊤. El
pronunciado alineamiento del cero con la variable secundaria h(t) nos indica que un disen˜o
por desacoplamiento triangular es adecuado para este proceso, ya que so´lo ocurrira´n pequen˜as
interacciones en h(t) si se desacopla u´nicamente la variable “principal” τ(t) (ve´ase Cap´ıtulo 6).
Por otro lado, este disen˜o confinara´ el efecto del cero de no-mı´nima fase a la segunda variable
h(t), evitando el esparcimiento sobre τ(t) que producir´ıa un desacoplamiento completo. Esto
se verifico´ en (West, 1997) y (Goodwin et al., 2001), en donde el desacoplamiento triangular
mostro´ obtener la mejor performance entre los diferentes disen˜os probados sobre este proceso.
Por lo tanto, para realizar las simulaciones tomamos de las referencias citadas el contro-
lador que obtuvo desacoplamiento triangular. La respuesta a lazo cerrado del sistema con
actuadores ideales se muestra en la Figura 4.23. Puede verse co´mo el torque τ(t) es insensible
a los cambios en el set-point del nivel en tolva rfh . A su vez, se evita por cierto el esparci-
miento del cero de no-mı´nima fase: so´lo la respuesta temporal del nivel en tolva muestra una
respuesta de tipo inversa al escalo´n. El lazo cerrado logra tambie´n compensar ra´pidamente
perturbaciones de tipo escalo´n en d(t), particularmente en el canal del torque. Sin embargo,
el cuadro inferior de la figura muestra que la velocidad de la turbina Ω(t) presenta variaciones
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Figura 4.22: Etapa de molienda de can˜a de azu´car.
relativamente grandes y bruscas para el escalo´n en la referencia del nivel de tolva, dando lugar
a una potencial saturacio´n. Este riesgo de saturacio´n crece a medida que se exige al sistema
un mayor ancho de banda.
Luego, introducimos un elemento no-lineal de saturacio´n a la velocidad de la turbina con
el objetivo de evaluar sus efectos en la performance del sistema. La Figura 4.24 revela que
au´n para l´ımites de saturacio´n poco exigentes en la velocidad de la turbina Ω(t), se producen
grandes interacciones en el torque al aplicar un escalo´n en el set-point del nivel de tolva.
Como en los ejemplos anteriores, el grado de desacoplamiento deseado se pierde debido a la
saturacio´n de entrada y su asociada pe´rdida de direccionalidad en el control.
Nuevamente agregamos el lazo de compensacio´n propuesto para evaluar su eficacia, esta
vez en una configuracio´n ma´s simple. En efecto, debido a que so´lo se busca preservar el desaco-
plamiento del torque, es suficiente generar sen˜ales discontinuas w12 y w22 para acondicionar
rfh = r2 cuando f(t) = u1 u Ω(t) = u2 alcanzan sus respectivos l´ımites. Los resultados que se
presentan en la Figura 4.25 muestran que el me´todo propuesto preserva el desacoplamiento
triangular en presencia de saturacio´n en la velocidad de la turbina. Para esto, el lazo auxiliar
moldea rfh con la sen˜al discontinua w22. Observar que el rechazo a las perturbaciones no es
afectado ya que una vez que el sistema retorna a la regio´n lineal se recupera la dina´mica
original de lazo cerrado.
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Figura 4.23: Respuesta parcialmente desacoplada con actuadores ideales.
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Figura 4.24: Degradacio´n en la respuesta debida a saturacio´n en la velocidad de la turbina.
4.6. RESUMEN DEL CAPI´TULO 99
0 50 100 150 200 250 300 350 400 450 500
−1
0
1
2
0 50 100 150 200 250 300 350 400 450 500
−10
0
10
20
0 50 100 150 200 250 300 350 400 450 500
−1
0
1
0 50 100 150 200 250 300 350 400 450 500
−1
0
1
Tiempo (s)
h(t)
Ω(t) ≡ Ωˆ(t)
f(t) ≡ fˆ(t)
τ(t)
−20 ∗ d(t)
rfτ
rfh
Ωmax
w12 = 0
w22
Figura 4.25: Mejora en la respuesta del sistema con restricciones mediante acondicionamiento
por MD.
4.6. Resumen del cap´ıtulo
En este cap´ıtulo se analizaron los problemas ocasionados por las restricciones en la en-
trada a la planta en los sistemas realimentados. Para ello, se explicaron y ejemplificaron los
feno´menos de windup y cambio de direccionalidad del control. En el caso de los sistemas MI-
MO, una consecuencia inmediata de estos feno´menos es la pe´rdida del desacoplamiento del
lazo cerrado.
Se propuso un me´todo basado en herramientas de los reg´ımenes deslizantes para acondi-
cionar la sen˜al de referencia, de forma tal de evitar que se violen las restricciones del sistema
de control.
El desarrollo de la propuesta se hizo en primer lugar para solucionar el windup en el caso de
sistemas monovariables controlados por controladores bipropios. Esta idea ba´sica del me´todo
se aplico´ luego como algoritmo bumpless, y tambie´n para abordar restricciones internas de
un sistema de generacio´n de energ´ıa (produccio´n de hidro´geno a partir de energ´ıa eo´lica).
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Posteriormente, se desarrollo´ el me´todo para tratar el cambio de direccionalidad del control
y preservar el desacoplamiento dina´mico en sistemas multivariables con controladores propios.
La solucio´n propuesta evita por completo las restricciones mediante el acondicionamiento de
la referencia, garantizando que el sistema opere siempre a lazo cerrado. De esta manera, se
preserva la direccionalidad del control. Por otro lado, el me´todo acondiciona u´nicamente
la sen˜al de referencia que fue modificada, evitando alterar las variables cuyos set-points
permanecieron constantes. As´ı, se mantiene el desacoplamiento dina´mico completo logrado
para la operacio´n lineal de los actuadores.
Una caracter´ıstica interesante del algoritmo es que permite disen˜ar la dina´mica del lazo de
correccio´n independientemente del disen˜o previo que se haya realizado para el lazo principal
de control. Adema´s, tiene la ventaja de que su implementacio´n es extremadamente sencilla
ya que el lazo de acondicionamiento se restringe a la etapa de baja potencia.
Cap´ıtulo 5
Limitacio´n de interacciones en estructuras de
control descentralizadas
Hasta aqu´ı, los me´todos vistos para reducir o eliminar las interacciones de los sistemas
multivariables se basaron en controladores MIMO centralizados, algo que tambie´n ocurre
en general en la literatura. Sin embargo, a pesar de las ventajas de performance de los
controladores multivariables centralizados, la gran mayor´ıa de las aplicaciones en el control
de procesos se basa au´n en controles de tipo descentralizado. Debido a las limitaciones propias
de su estructura, el control descentralizado o multi-lazo no es capaz por s´ı mismo de reducir
o eliminar las interacciones cruzadas entre los distintos lazos. En este cap´ıtulo se aborda esta
limitacio´n de los controladores diagonales, ampliamente difundidos en la industria.
En primer lugar, se presentan algunos conceptos ba´sicos relacionados con esta topolog´ıa
de control. En particular, se introduce el arreglo de ganancias relativas (RGA), que permite
una caracterizacio´n simple de las interacciones, y se ilustran los efectos que pueden provocar
las interacciones cruzadas. Posteriormente, se desarrolla un algoritmo para acotar las inter-
acciones en las estrategias de control descentralizado, que puede ser fa´cilmente agregado a
sistemas de control pre-existentes. Esta u´ltima propuesta ha sido publicada en (Garelli et al.,
2006c).
5.1. Introduccio´n
El control de sistemas con mu´ltiples entradas y mu´ltiples salidas puede llevarse a cabo
mediante controladores centralizados o mediante un conjunto de controladores independien-
tes de una entrada y una salida (SISO). A pesar de la superioridad en performance de los
controladores centralizados, hay muchas razones por las cuales los controladores descentrali-
zados son la estructura dominante en la industria. En efecto, esta u´ltima estrategia presenta
varias ventajas con respecto al control multivariable centralizado: menores costos de modela-
do, mayor flexibilidad en la operacio´n, tolerancia a fallas, disen˜o y sintonizacio´n ma´s simples,
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etc. (Campo y Morari, 1994). A su vez, las redes de comunicacio´n, los esquemas de arranque
y la identificacio´n son considerablemente ma´s dif´ıciles de realizar con controles centraliza-
dos que con estructuras descentralizadas. Incluso muchos controladores multivariables, como
el caso del Control Predictivo basado en Modelo (MPC), usualmente operan como modos
supervisores con controladores descentralizados PID en los niveles inferiores (A˚stro¨m et al.,
2001).
A pesar de sus ventajas pra´cticas, los controles multi-lazo no pueden eliminar las inter-
acciones de un proceso MIMO, y por ende cada entrada afecta no so´lo a su correspondiente
salida, sino tambie´n a todas las restantes. Muchos art´ıculos han abordado esta limitacio´n del
control descentralizado (A˚stro¨m et al., 2001; Freudenberg y Middleton, 1996; Johansson y
Rantzer, 1999). Cuando las interacciones en un proceso son significativas, es importante la
eleccio´n de la estructura del control, es decir, cua´l de las variables de entrada disponibles
sera´ utilizada para controlar cada salida de la planta (problema de apareo entre variables).
Herramientas u´tiles para realizar esta eleccio´n, conocidas como medidas de interacciones, han
sido desarrolladas en la literatura desde que Bristol introdujo el arreglo de ganancias relativas
(RGA, Relative Gain Array) (Conley y Salgado, 2000; Lee y Edgar, 2002; Salgado y Conley,
2004). Sin embargo, una adecuada seleccio´n de la estructura de control y una correcta sinto-
nizacio´n no siempre permiten reducir el acoplamiento cruzado de entrada-salida a los niveles
deseados.
En este cap´ıtulo se estudian las principales herramientas y problemas asociados al con-
trol descentralizado de sistemas MIMO. En particular, se analizan los efectos adversos que
las interacciones cruzadas pueden causar en este tipo de arquitecturas. A partir de ello, se
presenta un me´todo para restringir las interacciones entre los distintos lazos de un sistema
de control multivariable descentralizado. La metodolog´ıa propuesta se basa en los conceptos
de acondicionamiento de la referencia y del control por estructura variable presentados en los
cap´ıtulos 3 y 4. El objetivo aqu´ı sera´ imponer cotas predefinidas a las interacciones entre los
lazos del sistema de control multi-lazo. Para ello, a diferencia de la propuesta del cap´ıtulo
anterior, se debera´n considerar los estados de la planta bajo control, la cua´l podra´ ser en esta
aplicacio´n tanto estable como inestable.
La propuesta garantiza que las salidas que idealmente deben permanecer constantes (cuyos
set-points no cambiaron) se mantengan dentro de un rango de valores pre-establecido. De esta
manera, el me´todo propuesto no so´lo mejora el grado de desacoplamiento del sistema, sino
que tambie´n permite su operacio´n bajo modos seguros. Si bien la propuesta no presenta
ninguna limitacio´n con respecto al nu´mero de entradas y salidas del proceso a controlar, la
presentacio´n en este cap´ıtulo se limitara´ a sistemas de dos entradas y dos salidas para hacer
ma´s clara la explicacio´n del me´todo. Su extensio´n a sistemas de mayor dimensio´n no presenta
mayores complicaciones.
El rango de interacciones permitidas como un para´metro de disen˜o y la posibilidad de
agregar la propuesta a un control descentralizado pre-existente distinguen al me´todo de otras
propuestas recientes de control descentralizado con MD. Por ejemplo, en (Castan˜os y Fridman,
2004) las interacciones son consideradas perturbaciones, las cuales son atenuadas (pero no
limitadas a un valor ma´ximo) mediante una combinacio´n de control por MD y por H∞. La
misma consideracio´n es hecha para las interacciones en (Chen y Peng, 2005), donde se disen˜an
controladores descentralizados por MD para la regulacio´n de procesos qu´ımicos descriptos por
un modelo de segundo orden ma´s retardo (SOPDT, Second Order Plus Dead Time). Otro
ejemplo interesante de MD aplicado al control descentralizado puede encontrarse en (Ackar
5.2. CONTROL DESCENTRALIZADO 103
y O¨zgu¨ner, 2002). Mientras que en todos estos trabajos el MD es utilizado como la principal
accio´n de control, en este cap´ıtulo el MD se aplica en un lazo auxiliar, que so´lo se activa
transitoriamente si se requiere alguna correccio´n.
5.2. Control Descentralizado
5.2.1. Descripcio´n de la arquitectura
Sea P (s) una matriz de funciones de transferencia racionales dem×m que relaciona el vec-
tor de entradas al sistema u(t) = [u1 u2 . . . um]
T con el vector de salidas y(t) = [y1 y2 . . . ym]
T ,
y sea r(t) = [r1 r2 . . . rm]
T el vector de sen˜ales de referencias o set-points para el lazo cerra-
do. Entonces, se dice que el control de P (s) es descentralizado si el controlador C(s) es una
matriz de transferencia diagonal. O sea, C(s) = diag(c1(s), c2(s), . . . , cm(s)) y
ui(s) = ci(s)(ri(s)− yi(s)). (5.1)
La Figura 5.1 presenta un esquema general de los sistemas de control descentralizados,
tambie´n conocidos como controles multi-lazo. Naturalmente, las restricciones impuestas a la
estructura del controlador dan lugar a una degradacio´n de la performance a lazo cerrado
con respecto a los sistemas con controladores multivariables centralizados. No obstante ello,
la mayor´ıa de los sistemas de control multivariable se basan au´n en arquitecturas descen-
tralizadas debido a las ventajas pra´cticas de las mismas, que ya fueron mencionadas en la
introduccio´n.
c1 0 . . . 0
0 c2 . . . 0
...
...
. . . 0
0 . . . 0 cm
p11 p12 . . . p1m
p21 p22 . . . p2m
...
...
. . .
...
pm1 pm2 . . . pmm
u
-
r y
Figura 5.1: Estructura general de un sistema de control descentralizado
Dada su gran aceptacio´n en la industria, se tiende a pensar que el control multi-lazo es
suficiente para controlar cualquier tipo de sistema MIMO. Aqu´ı se ilustrara´ a trave´s de un
ejemplo nume´rico que si bien la mayor´ıa de los sistemas de la vida real utilizan este tipo de
arquitectura, el control descentralizado no siempre da lugar a soluciones satisfactorias. Esto
en algunos casos requerira´ de estrategias para mejorar las respuestas obtenidas con controla-
dores diagonales, como la presentada en este cap´ıtulo, mientras que para otros problemas no
habra´ otra alternativa que pensar en un control multivariable centralizado.
En adelante estudiaremos algunas de las propiedades ba´sicas de los sistemas de control
descentralizados necesarias para una mejor comprensio´n de las ventajas y las limitaciones de
la estrategia de control propuesta en este cap´ıtulo.
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5.2.2. RGA como medida de interacciones
Uno de los problemas iniciales que se debe resolver al utilizar una arquitectura de control
descentralizada es el “apareo” de variables, esto es, decidir que´ variables de entrada (acciones
de control) sera´n utilizadas para controlar cada una de las salidas (variables controladas) del
proceso. En el caso de plantas multivariables representadas por matrices de transferencia de
m×m, habra´ m! posibles combinaciones de entradas y salidas.
Los me´todos que ayudan a resolver este problema se conocen como medidas de interac-
ciones. Una de las primeras medidas de interacciones, enormemente difundida y utilizada
por an˜os en aplicaciones pra´cticas, es el ya mencionado arreglo de ganancias relativas (RGA,
Relative Gain Array). Una s´ıntesis de las propiedades de lazo cerrado que pueden conocerse
a partir del RGA fue publicada por Lee y Edgar (2002) (ve´anse tambie´n las referencias de
ese trabajo).
En esta seccio´n, seguiremos el razonamiento hecho por Bristol (1966) al proponer origi-
nalmente el RGA para mostrar por que´ este ı´ndice es utilizado para medir las interacciones
entre los lazos de un sistema de control descentralizado. Es importante remarcar que en el
desarrollo del RGA, Bristol asumio´ procesos descriptos por matrices de ganancias constan-
tes, por lo que usualmente se utiliza la matriz de ganancias de estado estacionario para el
ca´lculo del RGA. En efecto, la idea detra´s del RGA es cuantificar la influencia que tienen en
la ganancia de estado estacionario de un determinado lazo el resto de los lazos del sistema de
control. No obstante, trabajos posteriores demostraron la importancia que tiene este ı´ndice
como funcio´n de la frecuencia (Hovd y Skogestad, 1992; Skogestad y Morari, 1989; McAvoy,
1983).
Sean uj e yi una entrada y una salida determinada de una planta multivariable con matriz
de ganancias en estado estacionario P (0). Se quiere usar uj para controlar yi. Por tratarse
de una estructura descentralizada, pueden darse dos casos extremos:
1. Que los otros lazos este´n abiertos. Entonces, todas las dema´s entradas pueden conside-
rarse constantes. En particular, uk = 0,∀k 6= j.
2. Que los otros lazos este´n cerrados. En este caso, suponiendo control perfecto en estos
lazos, todas las dema´s salidas pueden considerarse constantes. En particular, yk =
0,∀k 6= i.
Notar que si bien el control perfecto (yk = rk, rk referencia del lazo k) so´lo es posible
en estado estacionario, puede considerarse como una buena aproximacio´n para frecuencias
dentro del ancho de banda de cada lazo.
Ahora evaluamos el efecto ∂yi/∂uj de la entrada uj sobre la salida yi para los casos 1 y
2. As´ı tenemos:
1. Con los otros lazos abiertos, es inmediato ver a partir de y = P (0)u que(
∂yi
∂uj
)
uk=0;k 6=j
= pij(0). (5.2)
Es decir, el efecto de uj sobre yi queda determinado por el elemento ij de la matriz
P (0), que aqu´ı denotamos pij(0) = [P (0)]ij .
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2. Para evaluar este efecto cuando los otros lazos esta´n cerrados, intercambiamos los roles
de P (0) y P−1(0), de u e y, y de i y j. De esta forma, partiendo ahora de u = P−1(0)y(
∂uj
∂yi
)
yk=0;k 6=i
= [P−1(0)]ji, (5.3)
resultando finalmente para este caso(
∂yi
∂uj
)
yk=0;k 6=i
= 1/[P−1(0)]ji = pˆij(0). (5.4)
El RGA se define como la matriz cuyos elementos son las ganancias relativas λij , siendo:
λij ,
pij(0)
pˆij(0)
= [P (0)]ij [P
−1(0)]ji. (5.5)
O sea, denotando al RGA como Λ:
Λ = P (0) × [P−1(0)]⊤, (5.6)
donde × indica el produto de Schur (multiplicacio´n elemento a elemento).
Claramente, sera´ conveniente que la ganancia relativa λij entre la variable a controlar yi
y la entrada elegida para controlarla uj sea cercana a 1, ya que esto implica que la ganancia
desde uj a yi no se ve afectada al cerrar o abrir los otros lazos de control. Por otro lado,
una ganancia λij < 0 indica que la ganancia de estado estacionario entre uj e yi cambiara´ de
signo cuando los otros lazos se cierren. Por ello, se debera´ evitar el “apareo” de variables con
ganancia relativa λij < 0.
Comentario 5.1 A partir de (5.6), se ha utilizado tambie´n a Λ(s) = P (s)× [P−1(s)]⊤ como
medida de interaccio´n en funcio´n de la frecuencia.
El RGA tiene una serie de propiedades algebraicas, de las cua´les las ma´s importantes son:
1. La suma de los elementos de cualquiera de sus columnas o sus filas es igual a 1.
2. Permutaciones de columnas (filas) en P (s) llevan a iguales permutaciones de columnas
(filas) en Λ(s).
3. El RGA es independiente del escalaje de entrada y salida (el escalaje de una matriz
corresponde a multiplicar la matriz por 2 matrices diagonales no-singulares D y D′, tal
que la matriz escalada resulta P ′ = DPD′).
4. Un cambio en un elemento de P (s) igual a la inversa negativa del elemento correspon-
diente del RGA lleva a la singularidad.
5. El RGA es igual a la matriz identidad si P (s) es triangular inferior o superior.
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De la u´ltima propiedad se concluye que Λ(s) − I proporciona una medida de las inter-
acciones cruzadas en los dos sentidos (two-way interactions), es decir, aquellos casos en que
dos lazos interactu´an mutuamente. Esto no sucede en una planta con matriz de transferencia
triangular, ya que en ella cada lazo afecta solamente a aquellos lazos que no tienen efecto
sobre e´l (one-way interaction).
5.2.3. Seleccio´n de estructura de control: sistemas TITO
Conside´rese ahora el caso simplificado en que el sistema tiene 2 entradas y 2 salidas.
Estos sistemas se conocen como sistemas TITO (Two Inputs-Two Outputs). La Figura 5.2
representa un diagrama de bloques de un sistema TITO con una estructura de control multi-
lazo.
C1(s)
C2(s)
P (s)
r1
r2
y1
y2
e1
e2
u1
u2
C(s)
-
-
Figura 5.2: Sistema TITO con control descentralizado
Para estos sistemas, la primera de las propiedades algebraicas del RGA enumeradas en la
seccio´n anterior implica que el RGA quede determinado por un u´nico para´metro escalar λ,
conocido como ı´ndice de interaccio´n de Bristol. Un sistema TITO puede representarse con
las ecuaciones:
y1(s) = p11(s)u1(s) + p12(s)u2(s),
y2(s) = p21(s)u1(s) + p22(s)u2(s), (5.7)
o mediante la matriz de transferencia
P (s) =
[
p11(s) p12(s)
p21(s) p22(s)
]
. (5.8)
Investiguemos co´mo la ganancia esta´tica del primer lazo es afectada por el segundo lazo.
Siguiendo con la suposicio´n de Bristol de tener un control perfecto al cerrar este segundo
lazo, de forma tal que las ganancias de los casos extremos considerados no dependan del tipo
de controlador, se puede plantear
y1(s) = p11(s)u1(s) + p12(s)u2(s),
0 = p21(s)u1(s) + p22(s)u2(s). (5.9)
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Si se elimina u2(s) de la primera ecuacio´n, se obtiene la ganancia del primer lazo cuando
el segundo lazo esta´ cerrado
y1(s) =
p11(s)p22(s)− p12(s)p21(s)
p22(s)
u1(s). (5.10)
El cociente entre la ganancia esta´tica del primer lazo con el segundo lazo abierto (p11(0))
y la del primer lazo con el segundo lazo cerrado:
λ =
p11(0)p22(0)
p11(0)p22(0) − p12(0)p21(0)
, (5.11)
es el ı´ndice de interaccio´n de Bristol. Si bien su significado se refiere a condiciones de estado
estacionario, este para´metro sirve de gu´ıa para decidir co´mo conectar los controladores des-
centralizados en sistemas TITO. En particular, si λ = 1, que corresponde a p12(0)p21(0) = 0,
la ganancia esta´tica del primer lazo no se ve afectada por el segundo lazo.
Como es evidente, este ı´ndice esta´ muy relacionado con los elementos λij del RGA. De
hecho, para el sistema (5.7) el RGA es
Λ =
[
λ 1− λ
1− λ λ
]
, (5.12)
con λ dado por (5.11).
Si 0 < λ < 1 la ganancia de cada uno de los lazos es mayor con el otro lazo cerrado que
con el otro lazo abierto. En cambio, si λ > 1 la ganancia de los lazos disminuye al cerrarse
el otro lazo. Nuevamente, el peor caso se da cuando λ < 0, ya que en ese caso la ganancia
esta´tica de un lazo determinado cambia de signo al cerrarse el otro lazo.
Bristol dedujo que la conexio´n ma´s conveniente es aquella que haga que las ganancias
relativas sean positivas y lo ma´s cercanas a 1. Notar que si λ = 0, con so´lo permutar los
lazos tampoco se afectara´ la ganancia de un lazo al cerrar el otro. En general, es ventajoso
intercambiar la conexio´n de entradas y salidas cuando λ < 0, 5 (A˚stro¨m y Ha¨gglund, 2006).
McAvoy (1983) postulo´ que se debe lograr un apareo con 0,67 < λ < 1, 5 para tener una
performance aceptable. En A˚stro¨m y Ha¨gglund (2006) se aconseja desacoplar el sistema si
el ı´ndice de Bristol queda fuera de este rango, ya que el control descentralizado no dara´ en
este caso buenos resultados. Sin embargo, las plantas con elementos del RGA grandes son
dif´ıciles de controlar en presencia de incertidumbre en la entrada, por lo que algunos autores
desaconsejan para estos procesos el uso de controladores basados en la inversa de la planta
si se busca robustez ante este tipo de incertidumbre (Skogestad y Postlethwaite, 2005). Esto
puede verse como una motivacio´n adicional para el desarrollo de estrategias que perfeccionen
el control descentralizado de sistemas fuertemente acoplados, como la que se propone en este
cap´ıtulo.
Comentario 5.2 Existe una fuerte correlacio´n entre el RGA (o una norma del RGA) y el
nu´mero de condicio´n κ(P ), que se define como el cociente entre el ma´ximo y el mı´nimo valor
singular de un sistema multivariable. Cuando un sistema tiene un κ(P ) grande, se dice que
el sistema esta´ mal condicionado (ill-conditioned). En (Grosdidier et al., 1985) y (Nett y
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Manousiouthakis, 1987) se establecieron las relaciones entre estos dos ı´ndices, demostra´ndose
que un sistema con elementos del RGA grandes esta´ siempre mal condicionado. Si bien como
ya se menciono´ algunos autores proponen evitar el uso de desacopladores en estos sistemas,
existen tambie´n argumentos en la direccio´n opuesta (Gjosaeter y Bjarne, 1997). Lo que no se
discute es la dificultad de controlar sistemas con elevados RGA y κ(P ), particularmente con
controladores descentralizados. Esta situacio´n debera´ entonces evitarse en la medida de lo
posible mediante un apropiado disen˜o del proceso y una adecuada eleccio´n de los actuadores
(Morari y Zafiriou, 1989).
Ejemplo 5.1 Conside´rense nuevamente los sistemas del Ejemplo 2.2
P1(s) =
1
(1 + s)2

s+ 3 2
3 1

 , (5.13)
y del Ejemplo 2.3
P2(s) =
1
(s + 1)(s + 2)

s− 1 s
−6 s− 2

 . (5.14)
El RGA correspondiente al sistema multivariable de NMF P1(s) es
Λ(P1(0)) =

−1 2
2 −1

 , (5.15)
y por lo tanto su ı´ndice de Bristol λ = −1. De acuerdo a lo analizado en esta seccio´n, se
debera´n invertir las salidas de este sistema si se quiere utilizar una arquitectura de control
descentralizada, a pesar de que sus elementos en la diagonal no presenten a priori ninguna
dificultad como transferencias individuales.
En cambio, el RGA de P2(s) es la matriz identidad y su ı´ndice de Bristol λ = 1, algo que
quiza´s resulte contra-intuitivo de acuerdo a los ceros de NMF en los elementos diagonales del
sistema. Esto indica que en una estructura multi-lazo se debera´ controlar y1 con u1 e y2 con
u2.
De acuerdo a lo visto en el Ejemplo 2.3, el sistema P2(s) tiene los ceros multivariables
en s = −1 y s = −2. Se tiene entonces un caso interesante en el que las interacciones
pueden resultar beneficiosas: mientras el control individual del primer o segundo lazo presenta
severas limitaciones debido a los ceros en el SPD en p11(s) y p22(s), el control del sistema
multivariable puede hacerse ma´s ra´pido ya que sus ceros esta´n en el SPI. Esta situacio´n se
analiza en (Goodwin et al., 2005), donde adema´s se hallan restricciones en el dominio del
tiempo para sistemas de control descentralizados, las cuales permiten obtener cotas para el
tiempo de establecimiento y las respuestas inversas bajo esta arquitectura de control.
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5.2.4. Controlabilidad Integral Descentralizada
Otra caracter´ıstica relevante de los sistemas de control descentralizados es que un lazo
determinado del sistema pueda ser re-sintonizado o desconectado sin que el sistema a lazo
cerrado se haga inestable. Esto es muy importante en la pra´ctica, ya que permite obtener la
performance deseada a lazo cerrado sintonizando lazo por lazo individualmente sin riesgo de
que el sistema se vuelva inestable. Adema´s, evita que el sistema se haga inestable producto
de saturaciones de entrada o fallas en sensores y actuadores.
Para esto se define la Controlabilidad Integral Descentralizada (Skogestad y Morari, 1992;
Campo y Morari, 1994):
Definicio´n 5.1 (Controlabilidad Integral Descentralizada, DIC). Una planta P (s) es
DIC si existe un controlador descentralizado con accio´n integral en cada lazo tal que (a) el
sistema realimentado es estable y (b) la ganancias de cada lazo individual pueden ser afectadas
por un factor ǫi, 0 < ǫi < 1 sin afectar la estabilidad del lazo cerrado.
Si bien no existen condiciones necesarias y suficientes para que una planta de n × n
sea DIC, el RGA provee una herramienta u´til para verificar en que´ casos una planta con
una determinada estructura de control no es DIC. Esto queda establecido en el siguiente
resultado, originalmente demostrado en (Grosdidier et al., 1985):
Teorema 5.1. Sea una planta cuadrada P (s) y un controlador diagonal C(s) con accio´n
integral en todos sus lazos, tal que P (s)C(s) es estrictamente propia. Entonces, si un elemento
diagonal del RGA λii es negativo, el sistema a lazo cerrado cumple alguna de las siguientes
caracter´ısticas:
A- El sistema a lazo cerrado es inestable.
B- El lazo i es inestable de por s´ı (con los otros lazos abiertos)
C- El sistema a lazo cerrado es inestable si se abre el lazo i.
Claramente, ninguna de las tres alternativas que resultan a partir de un λii < 0 es deseable.
El peor caso es el A, aunque el caso C es tambie´n cr´ıtico ya que implica que el sistema se
inestabiliza si el lazo i se abre por alguna razo´n, como por ejemplo, a causa de la saturacio´n
de la accio´n de control. Por lo tanto, el Teorema 5.1 da otra motivo para evitar λii menores
que cero.
Segu´n el Teorema 5.1, si se quiere obtener un sistema DIC uno debe necesariamente
conectar entradas y salidas correspondientes a ganancias relativas positivas. Para ello, una
caracter´ıstica interesante del RGA es que no debe recalcularse para evaluar cada posibilidad
de “apareo”, ya que cualquier permutacio´n de columnas o filas en P (s) da lugar a la misma
permutacio´n de columnas o filas en el RGA (por la segunda de las propiedades algebraicas
enumeradas). Esta propiedad permite entonces eliminar muchas de las posibles combinaciones
con so´lo observar el RGA, tal como muestra el siguiente ejemplo:
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Ejemplo 5.2 Conside´rese una planta de 3×3 con la siguiente matriz de ganancias en estado
estacionario
P (0) =


10, 2 5, 6 1, 4
15, 5 −8, 4 −0, 7
18, 1 0, 4 1, 8

 (5.16)
Su RGA sera´
Λ =


0, 96 1,45 −1, 41
0,94 −0, 37 0, 43
−0, 90 −0, 07 1,98

 (5.17)
Para una planta de 3 × 3 existen 6 posibles formas de conectar el controlador descen-
tralizado. Sin embargo, del RGA vemos que hay un solo elemento positivo en la segunda
columna (λ12 = 1, 45) y en la tercera fila (λ33 = 1, 98), y por lo tanto hay una sola conexio´n
que da lugar a elementos diagonales del RGA positivos (u1 con y2, u2 con y1 y u3 con y3).
De esta manera, mediante la simple observacio´n del RGA se eliminaron 5 de las 6 posibles
combinaciones.
En el caso de sistemas TITO s´ı se tiene una condicio´n necesaria y suficiente para que una
planta P (s) sea DIC (Skogestad y Morari, 1992; Campo y Morari, 1994)
Teorema 5.2. Una planta P (s) de 2× 2 es DIC s´ı y so´lo s´ı el ı´ndice de Bristol λ es mayor
que cero (λ > 0).
Este resultado incrementa la importancia de llevar a cabo una correcta seleccio´n de la
estructura de control segu´n se vio en la seccio´n anterior.
5.2.5. Efecto de las interacciones en el control descentralizado
En esta seccio´n se ilustran a trave´s de un ejemplo algunos de los efectos que tienen las
interacciones cruzadas de un sistema multivariable en una arquitectura de control descentra-
lizada.
Conside´rese el siguiente sistema, muy difundido en la literatura y conocido como sistema
de Rosenbrock (Rosenbrock, 1970; A˚stro¨m et al., 2001)
P (s) =
[
p11(s) p12(s)
p21(s) p22(s)
]
=


1
s+ 1
2
s+ 3
1
s+ 1
1
s+ 1

 (5.18)
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Como puede apreciarse, los subsistemas SISO que componen este proceso de 2 × 2 no
presentan a priori ninguna dificultad para su control cuando se los analiza por separado. Por
ejemplo, un controlador PI basta para obtener respuestas suficientemente ra´pidas en y1 si
el segundo lazo esta´ abierto. Sin embargo, el sistema MIMO tiene un cero multivariable de
no-mı´nima fase en s = z0 = 1 con direccio´n de salida h
T = [1 1], lo que impone limitaciones
de performance al sistema a lazo cerrado, particularmente para anchos de banda superiores
a ω0 = 1.
En A˚stro¨m y Ha¨gglund (2006) se evalu´a el desempen˜o obtenido con un controlador PI
de ganancia proporcional Kp = 2 y ganancia integral Ki = 2 en cada lazo del sistema de
Rosembrock (5.18). La matriz de transferencia de este controlador descentralizado es:
C(s) =


2s + 2
s
0
0
2s+ 2
s

 (5.19)
Aqu´ı se propone una versio´n modificada de la planta expresada por (5.18). El objetivo
es tener mayor flexibilidad para evaluar los efectos de las interacciones cuando la planta es
controlada por un controlador diagonal como el propuesto en (5.19). Con este fin se plantea la
dependencia de las transferencias cruzadas p12(s) y p21(s) con respecto a ganancias constantes
k12 y k21, las cuales pueden interpretarse como las distintas ganancias que resultan en la
pra´ctica al linealizar el modelo de un proceso determinado en distintos puntos de operacio´n.
La planta considerada es
P (s) =


1
s+ 1
k12
s+ 3
k21
s+ 1
1
s+ 1

 (5.20)
Los ceros multivariables de este sistema pueden obtenerse a partir de (ver seccio´n 2.1.2
en Cap´ıtulo 2):
det(P (s)) =
1
(s+ 1)2
−
k21k12
(s+ 1)(s + 3)
=
(1− k21k12)s+ 3− k21k12
(s+ 1)2(s+ 3)
= 0 (5.21)
con lo que el sistema tendra´ un cero de transmisio´n en
z0 = s =
−3 + k21k12
1− k21k12
(5.22)
En el caso particular del sistema de Rosenbrock (k12 = 2, k21 = 1) se verifica la presencia
del cero en s = 1. En tanto, el sistema (5.20) sera´ de NMF siempre que 1 < k12k21 < 3. Por
otro lado, el RGA sera´
Λ = P (0)× [P−1(0)]T =
1
3− k12k21
[
3 −k12k21
−k12k21 3
]
(5.23)
O sea, el ı´ndice de Bristol para sistemas de 2 × 2 esta´ dado por λ = 33−k12k21 . Notar que
λ cambia de signo para k12k21 > 3.
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Figura 5.3: Respuesta del proceso (5.20) con k12 = 0 y k21 = 0 (l´ınea a trazos) y k12 = 1 y
k21 = 0, 5 (l´ınea continua) con controladores PI descentralizados.
Consideramos ahora el control de esta planta mediante el controlador (5.19) para cinco
“puntos de operacio´n” distintos, correspondientes a los siguientes valores de k12 y k21:
1. k12 = 0, k21 = 0: Este es el caso trivial en que la planta MIMO esta´ conformada por 2
sistemas SISO completamente desacoplados. Por lo tanto no hay interacciones entre los
lazos (λ = 1). El sistema no tiene ceros, y no hay restricciones de performance para su
control (podr´ıa hacerse au´n ma´s ra´pido aumentando las ganancias de los controladores
PI). Las simulaciones correspondientes a este caso se muestran en l´ınea a trazos en la
Figura 5.3. El primer lazo fue excitado con un escalo´n unitario en t = 1 mientras que al
segundo se le aplico´ otra referencia de tipo escalo´n en t = 15 (las referencias se indican
en l´ınea punteada).
2. k12 = 1, k21 = 0, 5: Si bien esta planta presenta interacciones cruzadas, el ı´ndice de
Bristol es λ = 1, 2, por lo que no se debe esperar un gran acoplamiento. A su vez, la
planta es todav´ıa de fase mı´nima (cero en s = −5). Las respuestas correspondientes se
presentan nuevamente en la Figura 5.3, pero en l´ınea continua. Tambie´n para esta planta
podr´ıa hacerse ma´s ra´pida la dina´mica de lazo cerrado. Por ejemplo, si se multiplica
a las ganancias del controlador por un factor 5, se obtiene una mayor velocidad de
respuesta e interacciones de similar amplitud (aunque obviamente se requerira´ mayor
accio´n de control).
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Figura 5.4: Respuesta del proceso (5.20) con k12 = 2 y k21 = 1 (sistema de Rosenbrock) con
controladores PI descentralizados.
3. k12 = 2, k21 = 1: Es el sistema de Rosenbrock original. A pesar de la simplicidad de sus
transferencias individuales, el incremento en las ganancias cruzadas hace que el sistema
presente caracter´ısticas de fase no mı´nima, haciendo ma´s dif´ıcil el control. En la Figura
5.4 puede observarse que la respuesta obtenida con el mismo controlador (5.19) es consi-
derablemente ma´s lenta que en los casos anteriores. A su vez, las interacciones tambie´n
son en este caso de mayor amplitud y tiempo de establecimiento, en concordancia con
el mayor ı´ndice de Bristol (λ = 3). En este caso, si se aumentan las ganancias Kp y Ki
de los controladores la respuesta se hace fuertemente oscilatoria, o incluso inestable a
partir de un factor mayor a 2,5.
4. k12 = 1, 7, k21 = 1, 7: Si bien el sistema sigue siendo estable, las respuestas obtenidas se
hacen inaceptables, lo cual se corresponde con el alto ı´ndice de Bristol (λ = 27, 27) y el
cero en el SPD muy pro´ximo al origen (s = 0, 058). La evolucio´n temporal de las salidas
y las acciones de control se presenta en la Figura 5.5 (no´tese el cambio de escalas, y
que el escalo´n del segundo lazo se aplico´ ahora en t = 50).
5. k12 = 2, k21 = 2: Para estas ganancias el sistema pasa nuevamente a ser de fase
mı´nima (z0 = s = −0,33). Sin embargo, el lazo cerrado con el controlador (5.19) se
hace inestable. El ı´ndice de Bristol es negativo (λ = −3), lo que sugiere invertir la
conexio´n del controlador. En efecto, al intercambiar las salidas de la planta y cerrar el
lazo se obtiene una respuesta estable, aunque demasiado lenta (Figura 5.6).
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Figura 5.5: Respuesta del proceso (5.20) con k12 = 1, 7 y k21 = 1, 7.
Como puede apreciarse, una vez estabilizado el lazo cerrado, las interacciones cruzadas
inherentes a los sistemas multivariables constituyen una de las principales limitaciones de
performance del control descentralizado. En la pro´xima seccio´n se presenta un me´todo para
confinar las interacciones en un sistema de control descentralizado a un rango de amplitudes
prefijado. Au´n as´ı, en numerosos problemas de control sera´ necesario pensar en implementar
un controlador multivariable centralizado para mejorar el desempen˜o del lazo cerrado.
En efecto, el ejemplo visto ilustra que a pesar de sus ventajas pra´cticas, el control descen-
tralizado o multi-lazo no siempre da lugar a respuestas adecuadas en las variables controladas.
Esto es particularmente cierto para sistemas de NMF, lo que motivo´ a pensar en una estra-
tegia basada en controladores centralizados para el control de este tipo de sistemas, que se
presenta en el pro´ximo cap´ıtulo.
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Figura 5.6: Respuesta del proceso (5.20) con las salidas permutadas y k12 = 2 y k21 = 2.
5.3. Limitacio´n de interacciones por MD
5.3.1. Esquema de control
La Figura 5.7 ilustra el sistema de control descentralizado de un proceso MIMO con el
me´todo propuesto para limitar las interacciones cruzadas entre lazos. El mismo incluye un
lazo auxiliar para el acondicionamiento por MD de las referencias.
Dentro del recuadro de l´ınea punteada se puede distinguir un esquema general de un
sistema de control descentralizado de 2× 2. c1(s) y c2(s) son controladores SISO realizables
sintonizados de acuerdo a la performance deseada. Se considera que la estructura del control
ha sido correctamente elegida a partir de alguna de las medidas de interaccio´n existentes, y se
supone que las referencias r1 y r2 no cambian simulta´neamente
1. P (s) representa el proceso
bajo control, el cual puede ser en este caso tanto estable como inestable.
Fuera del recuadro punteado de la figura se observa el lazo de acondicionamiento de la
referencia por MD propuesto para limitar las interacciones cruzadas. El mismo se compone
1Notar que en numerosos problemas pra´cticos de control la excitacio´n viene dada por cambios individuales
en la referencia, particularmente en el control de procesos.
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Figura 5.7: Sistema de control descentralizado con el lazo de acondicionamiento por MD
propuesto
de:
S1 (S2): en ellos se calculan las funciones de conmutacio´n s1 y s1 (s2 y s2) a partir de
las cotas inferiores y superiores para las interacciones y1 y y1 (y2 y y2), respectivamente.
Bloque de conmutacio´n: genera la sen˜al discontinua w1 (w2) a partir de las funciones
de conmutacio´n s1 y s1 (s2 y s2).
Bloque lo´gico A1 (A2): habilita el acondicionamiento de la referencia cuando r1 (r2)
cambia, haciendo wa2 = w2 (wa1 = w1). Si r1 (r2) permanece inalterada, fuerza wa2 = 0
(wa1 = 0) evitando que la sen˜al discontinua modifique la referencia.
f1(s) y f2(s): son filtros lineales de primer orden, cuyas dina´micas son elegidas mucho
ma´s ra´pidas que la del lazo cerrado.
Se asume que el modelo del proceso P (s) es conocido, y que tiene una realizacio´n mı´nima
de la forma:
P (s) :
{
x˙p = Apxp +Bpu
y = Cpxp + d,
(5.24)
donde las matrices Ap, Bp y Cp tienen dimensiones n × n, n × 2 y 2 × n respectivamente.
La entrada es u = [u1 u2]
T y la salida y = [y1 y2]
T . Las perturbaciones a la salida son
representadas por d = [d1 d2]
T . Como el objetivo del me´todo es limitar el acoplamiento
cruzado del sistema a lazo cerrado, sera´ de intere´s evaluar que´ sucede con el efecto de las
perturbaciones dj en la salida yi (j 6= i).
El comportamiento dina´mico de los filtros f1(s)–f2(s) se puede describir en forma com-
pacta como:
F (s) :
{
x˙f = Afxf +Bfr +Bwwa
rf = Cfxf ,
(5.25)
5.3. LIMITACIO´N DE INTERACCIONES POR MD 117
siendo Af = −Cf = diag(λf1 , λf2), Bf = I2 y Bw la matriz de permutacio´n de 2×2. Tambie´n,
wa = [wa1 wa2]
T , rf = [rf1 rf2 ]
T y r = [r1 r2]
T .
El par de controladores descentralizados c1(s)–c2(s) tiene la siguiente realizacio´n en el
espacio de estados:
C(s) :
{
x˙c = Acxc +Bce
u = Ccxc +Dce,
(5.26)
donde Ac, Bc y Cc son matrices diagonales a bloques de dimensiones adecuadas, Dc es una
matriz diagonal de 2× 2 y e = [e1 e2]
T .
Luego, dado que e = rf − y, la dina´mica de lazo cerrado desde la referencia rf hasta la
salida del proceso y resulta:
x˙ = Ax+B rf +Bdd,
y = Cx+ d,
(5.27)
donde x = [xp xc]
T y
A =
[
Ap −BpDcCp BpCc
−BcCp Ac
]
, B = −Bd =
[
BpDc
Bc
]
, C = [Cp 0]. (5.28)
5.3.2. Descripcio´n del me´todo
Con el fin de limitar las interacciones del lazo cerrado mediante el acondicionamiento de
la sen˜al de referencia rj (j = 1, 2), la sen˜al discontinua wi (i = 1, 2; i 6= j) es gobernada de
acuerdo a la siguiente ley de conmutacio´n (implementada en el bloque de conmutacio´n):


wi = w
−
i si si < 0
wi = w
+
i si si > 0 i = 1, 2
wi = 0 cualquier otro caso,
(5.29)
donde
si(x, ej , yi) = ψi(yi)− γ
⊤
i x− κi ej ,
si(x, ej , yi) = ψi(yi)− γ
⊤
i x− κi ej .
(5.30)
con j 6= i. La constante escalar no-nula κi y el vector fila de n elementos γ
⊤
i determinan la
dina´mica de salida del lazo de acondicionamiento. ψ˜i son valores constantes que dependen de
los l´ımites tolerados para las interacciones cruzadas y˜i (aqu´ı tambie´n se usa ⋆˜ para denotar
tanto ⋆ como ⋆).
Las cotas para las interacciones y˜i pueden ser definidas por el disen˜ador del control como
valores absolutos (por ejemplo, para modos de operacio´n seguros) o bien como valores relativos
al valor de la referencia ri. En este u´ltimo caso, yi = ri + δ
+
i e yi = ri − δ
−
i , donde [−δ
−
i , δ
+
i ]
es el rango de variacio´n permitido en yi ante cambios en la referencia rj .
Notar que la presencia expl´ıcita de ej = rfj − yj en (5.30) garantiza que las funciones de
conmutacio´n sean de grado relativo uno con respecto a wi, verifica´ndose entonces la condicio´n
necesaria para el establecimiento del MD.
118 CAPI´TULO 5. CONTROL DESCENTRALIZADO CON LIMITACIO´N DE INTERACCIONES
Se supone aqu´ı que las variables de estado asociadas con las superficies del modo deslizante
son accesibles. Caso contrario, las mismas debera´n ser estimadas a partir de algu´n observador
de estados. De todas formas, esto no sera´ necesario en las numerosas aplicaciones pra´cticas
que pueden ser representadas con un reducido nu´mero de estados accesibles.
Ahora, con el objetivo de reescribir (5.30) en te´rminos de los estados cano´nicos del lazo
cerrado, se elige:
κi = k
i
ρij+1
ciA
ρij−1bj , siendo ci la i-e´sima fila de C, bj la j-e´sima columna de B y ρij el
grado relativo de la funcio´n de transferencia entre la referencia filtrada rfj y la salida
yi.
γ⊤i = Γ
⊤
i · O(i,ρij+1) + Φ
⊤
i , donde Γi = [k
i
1 · · · k
i
ρij+1
]T es un vector de ganancias
constantes con su primer elemento ki1 = 1, y Φi = [0 · · · 0 κicj ]
T . A su vez,
O(i,ρij+1) =


ci
ciA
· · ·
ciA
ρij

 , (5.31)
es una matriz conformada por las primeras ρij + 1 filas de la matriz de observabilidad
del subsistema con salida yi.
ψ˜i(y˜i) = y˜i − k
i
ρij+1
C, donde la constante C = ciA
(ρij−1)birfi es cero si ρij 6= ρii.
Las funciones de conmutacio´n si(x, ej , yi) y si(x, ej , yi) pueden reescribirse ahora en te´rmi-
nos de las salidas del sistema y sus derivadas, tal como se planteo´ en el Cap´ıtulo 3 para salidas
de grado relativo mayor que uno con respecto a la accio´n discontinua:
s˜i(x, ej , y˜i) = y˜i − yi −
ρij∑
α=1
kiα+1y
(α)
i . (5.32)
Esta forma, aparte de ser ma´s intuitiva que (5.30), es de utilidad para obtener la dina´mica
con que evolucionan las salidas del sistema durante la operacio´n por MD.
De acuerdo con la ley de conmutacio´n (5.29), la sen˜al discontinua wi conmuta entre w
−
i y 0
desde un lado al otro de la superficie si = 0, y entre w
+
i y 0 a cada lado de la superficie si = 0.
Por lo tanto, en la regio´n comprendida entre las superficies si = 0 y si = 0 las trayectorias
evolucionan con la direccio´n propia del sistema, pero fuera de esta regio´n lineal las trayectorias
son forzadas a un cambio de direccio´n. De esta manera, el MD se establece solamente cuando
existe riesgo de sobrepasar los l´ımites definidos para las interacciones cruzadas.
Los valores w+i y w
−
i deben ser disen˜ados de manera que satisfagan la condicio´n necesaria
y suficiente (3.27) para el establecimiento del MD, que en este caso viene dada por
w−i ≤ weqi ≤ w
+
i , (5.33)
donde weqi representa el control continuo equivalente necesario para mantener al sistema
operando sobre la superficie de deslizamiento s˜i = 0. Dado que s˜i(x, ej , y˜i) es de grado
relativo unitario con respecto a wi, y como ˙˜si(x, ej , y˜i) = 0 durante el MD, la expresio´n de
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weqi puede obtenerse derivando (5.30) o (5.32) con respecto al tiempo e igualando a cero.
Esto lleva a:
weqi = [κiλfj ]
−1{γ⊤i Ax+ (γ
⊤
i bj + κiλfj )rfj − γ
⊤
i bjdj − κi(λfjrj + y˙j) + γ
⊤
i birfi}. (5.34)
De las ecuaciones (5.33) y (5.34) pueden obtenerse valores de w±i que aseguren el estable-
cimiento del MD en ciertos dominios de las superficies de deslizamiento (determinados por
cotas adecuadas sobre x, rj , dj y d˙j), de forma tal que cuando la salida yi del proceso este´ por
alcanzar uno de sus l´ımites de acoplamiento el MD se establezca evitando que esto suceda.
De todas formas, como en el acondicionamiento de la referencia los valores de la sen˜al
que se necesita modificar son en general conocidos, es razonable elegir valores del orden de
los cambios esperables en el set-point para w±i (teniendo en cuenta alguna cota para las
perturbaciones a la salida). Por otro lado, tambie´n aqu´ı la eleccio´n de w±i puede hacerse en
forma conservativa porque el MD esta´ restringido a la etapa de baja potencia del sistema de
control (ve´ase comentario 4.1).
5.3.3. Dina´mica de salida durante el MD
Como todos los procesos reales se representan mediante modelos estrictamente propios,
y todos los controladores realizables son propios (en particular, los controladores P, PI y
PID realizables), la funcio´n de transferencia entre yi y rfj sera´ siempre estrictamente propia
(ρij ≥ 1). Luego, considerando en (5.27)–(5.28) como u´nica salida a yi y como entradas a rfj
y la perturbacio´n dj , e incluyendo tambie´n la dina´mica de los filtros, se obtiene la siguiente
representacio´n cano´nica normal:


z˙1 = z2
z˙2 = z3
· · · = · · ·
z˙ρij−1 = zρij
z˙ρij = aξξ + aηη + ciA
(ρij−1)bj (rfj − dj) + C
η˙ = Pξ +Qη
r˙fj = λfj(rfj − rj − wai)
yi = z1,
(5.35)
donde ξ = [z1 z2 · · · zρij ]
T contiene la salida yi y sus primeras (ρij − 1) derivadas,
η = [zρij+1 · · · znij ]
T son (nij − ρij) estados linealmente independientes (nij orden de la
transferencia entre yi y rfj ) y ciA
(ρij−1)bj una constante no-nula. Los ceros de la funcio´n de
transferencia entre rfj e yi son los autovalores de Q, y por lo tanto determinan la dina´mica
escondida del lazo cerrado.
Reescribiendo ahora (5.32) en funcio´n de los estados xcl = [ξ η rfj ]
T de la representacio´n
(5.35) e igualando a cero ambas funciones de conmutacio´n, se llega a la siguiente expresio´n
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para las superficies de deslizamiento:
s˜i = y˜i − yi −
ρij∑
α=2
kiαzα − k
i
ρij+1(aξξ + aηη + ciA
(ρij−1)bj (rfj − dj) + C) = 0. (5.36)
Cuando el sistema opera en MD, la dina´mica (5.35) se vuelve redundante. En efecto,
(5.36) establece una relacio´n lineal entre (rfj − dj) y los estados ξ y η, que si se reemplaza
en (5.35) resulta:


z˙1 = z2
z˙2 = z3
· · · = · · ·
z˙ρij−1 = zρij
z˙ρij =
(
y˜i − yi −
∑ρij
α=2 k
i
αzα
)
/kiρij+1
η˙ = Pξ +Qη.
(5.37)
Luego, la dina´mica con que yi tiende a su l´ımite y˜i durante el MD so´lo depende de los
valores kiα escogidos en el disen˜o de las superficies de deslizamiento. Consecuentemente, el
disen˜ador del sistema de control podra´ limitar la amplitud de las interacciones a |y˜i− ri|, con
y˜i como para´metro de disen˜o.
Por otro lado, como se ha mencionado, la dina´mica escondida durante el MD esta´ gober-
nada por los autovalores de Q, es decir, los ceros de la funcio´n de transferencia entre rfj e yi.
Luego, para que la dina´mica escondida durante el MD sea estable, los elementos no-diagonales
de la matriz de transferencia del lazo cerrado (T (s)) no debera´n tener ceros en el SPD.
5.3.4. Comportamiento en presencia de perturbaciones a la salida
Como fue comentado en la introduccio´n, este cap´ıtulo se centra en la limitacio´n de los
efectos indeseados en el i-e´simo lazo de un sistema de control multi-lazo debido a cambios en
el j-e´simo lazo del sistema (j 6= i). Por ello, so´lo se consideran perturbaciones en el lazo j-
e´simo, a fin de evaluar co´mo se comporta el me´todo con el acoplamiento que la perturbacio´n dj
produce en la salida yi. Con este objetivo, la ecuacio´n de estados del lazo de acondicionamiento
se puede obtener a partir de (5.25) y (5.27)–(5.28), resultando:[
x˙
e˙j
]
=
[
A+ bjcj bj
0⊤ λfj
][
x
ej
]
+
[
birfi
0
]
+
[
0
λfj(yj − rj)− y˙j
]
+
[
0
λfjwai
]
(5.38)
El segundo te´rmino del miembro derecho de (5.38) es constante debido a que rfi no var´ıa. Por
su parte, los u´ltimos dos te´rminos se pueden interpretar como los vectores de perturbacio´n y
control del lazo de acondicionamiento, respectivamente. Consecuentemente, la perturbacio´n
satisface la condicio´n vinculante, es decir, [0 λfj (yj − rj) − y˙j]
T ∈ span
(
[0 λfjwai)]
T
)
.
Luego, como se verifica en (5.37), el acondicionamiento por MD presenta invarianza fuerte
a las perturbaciones de salida dj y sus derivadas d˙j (incluidas en yj y y˙j) siempre que la
5.4. EJEMPLOS 121
condicio´n (5.33) se mantenga. Esta u´ltima condicio´n requiere que dj y d˙j este´n acotadas, lo
cua´l es comu´n en la pra´ctica.
Por lo tanto, para perturbaciones a la salida dj acotadas y suaves la dina´mica de la salida
yi queda completamente gobernada por las ganancias k
i
α mientras el lazo de MD este´ activo.
5.3.5. Comentarios adicionales
i) Tal como se ha explicado en cap´ıtulos anteriores, las interacciones cruzadas entre lazos pue-
den ser eliminadas mediante un controlador centralizado que desacople el sistema. Sin
embargo, para la gran mayor´ıa de los procesos industriales multivariables que ya esta´n
controlados mediante estructuras descentralizadas, esto implicar´ıa tener que cambiar
por completo el sistema de control. El me´todo propuesto permite limitar las interac-
ciones cruzadas sin tener que cambiar ni la estructura del control ni la sintonizacio´n de
los controladores descentralizados pre-existentes. Naturalmente, debido a las limitacio-
nes inherentes al control descentralizado, no debe esperarse una performance de lazo
cerrado como la que se podr´ıa obtener con un control multivariable centralizado.
ii) Al permitir cierto grado de acoplamiento en todos los canales, la metodolog´ıa propuesta
relaja el efecto de esparcimiento de los ceros en el SPD que provocar´ıa un desacopla-
miento dina´mico completo en los sistemas de fase no mı´nima.
iii) Tampoco hay problemas relacionados con el modo de alcance ni con el chattering en la
presente aplicacio´n. En el primer caso, porque aqu´ı tambie´n el comportamiento deseado
es que el sistema opere en la regio´n delimitada por las superficies de deslizamiento (sin
alcanzar los l´ımites de las interacciones), y por lo tanto no se aplica ninguna accio´n
de control para llevar el sistema a estas superficies. Respecto al chattering, su efecto
puede despreciarse, ya que a pesar de que exista dina´mica de la planta no modelada, la
realimentacio´n del error e garantiza el cumplimiento de la condicio´n de transversalidad.
Adema´s, la conmutacio´n en baja potencia puede realizarse a frecuencias muy elevadas.
5.4. Ejemplos
5.4.1. Tanque cua´druple
Conside´rese ahora el proceso multivariable con un cero ajustable conocido como tanque
cua´druple. El mismo fue presentado en (Johansson, 2000), y ha sido utilizado en los u´ltimos
an˜os para evaluar los resultados de diferentes estrategias de control multivariable. La Figura
5.8 presenta un diagrama esquema´tico del tanque cua´druple.
En primer lugar, examinaremos las propiedades de esta planta de laboratorio. En parti-
cular, nos interesa analizar de que´ para´metros dependen algunas de las caracter´ısticas que
hemos estudiado, como ser la ubicacio´n de los ceros de transmisio´n o el RGA del sistema. A
continuacio´n, se aplicara´ el me´todo propuesto para una configuracio´n en la que el sistema es
muy dif´ıcil de controlar.
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Figura 5.8: Diagrama esquema´tico del tanque cua´druple
Ana´lisis de la planta
El modelo no-lineal del tanque cua´druple, obtenido a partir del balance de masas y la ley
de Bernoulli esta´ dado por
dh1
dt
= −
a1
A1
√
2gh1 +
a3
A1
√
2gh3 +
γ1k1
A1
v1,
dh2
dt
= −
a2
A2
√
2gh2 +
a4
A2
√
2gh4 +
γ2k2
A2
v2,
dh3
dt
= −
a3
A3
√
2gh3 +
(1− γ2)k2
A3
v2,
dh4
dt
= −
a4
A4
√
2gh4 +
(1− γ1)k1
A4
v1, (5.39)
donde hi representa el nivel de agua en cada tanque. Ai y ai son las secciones transversales de
los tanques y de los orificios de salida, respectivamente. Las constantes γ1, γ2 ∈ (0, 1) quedan
determinadas de acuerdo a la posicio´n de dos va´lvulas divisoras de caudal. Las salidas del
proceso son sen˜ales en Volts generadas por los sensores en los tanques inferiores (y1 = kch1 y
y2 = kch2), mientras que las entradas al sistema son los voltajes vi aplicados a las dos bombas
(el caudal correspondiente es kivi).
Los valores de los para´metros del sistema se presentan en la Tabla 5.1 para los dos
puntos de operacio´n considerados en Johansson (2000): P−, para el cua´l el sistema presenta
caracter´ısticas de mı´nima fase, y P+, en el cua´l se comporta como un sistema de no-mı´nima
fase.
Si se definen las variables xi = hi−h
0
i y ui = vi− v
0
i , el modelo del proceso linealizado en
torno a un punto de operacio´n gene´rico tiene la siguiente expresio´n en el espacio de estados:
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Para´metros fijos Notacio´n Valor
Seccio´n transversal de los tanques A1, A3 28 cm
2
A2, A4 32 cm
2
Seccio´n transversal de los orificios de salida a1, a3 0,071 cm
2
a2, a4 0,057 cm
2
Factor de proporcionalidad de los sensores kc 0,5 V/cm
Aceleracio´n de la gravedad g 981 cm/s2
Para´metros en P- Notacio´n Valor en P-
Niveles de agua en el punto de operacio´n (h01 ; h
0
2 ; h
0
3 ; h
0
4) (12,4 ; 12,7 ; 1,8 ; 1,4) cm
Tensio´n de entrada a las bombas (v01 ; v
0
2) (3,00 ; 3,00) V
Constantes Caudal/Voltaje (k1 ; k2) (3,33 ; 3,35) cm
3/V s
Posicio´n de las va´lvulas (γ1 ; γ2) (0,7 ; 0,6)
Para´metros en P+ Notacio´n Valor en P+
Niveles de agua en el punto de operacio´n (h01 ; h
0
2 ; h
0
3 ; h
0
4) (12,6 ; 12,4 ; 4,8 ; 4,9) cm
Tensio´n de entrada a las bombas (v01 ; v
0
2) (3,15 ; 3,15) V
Constantes Caudal/Voltaje (k1 ; k2) (3,14 ; 3,29) cm
3/V s
Posicio´n de las va´lvulas (γ1 ; γ2) (0,43 ; 0,34)
Tabla 5.1: Para´metros del tanque cua´druple para las configuraciones de MF (P−) y NMF
(P+).
dx
dt
=


−
1
T1
0
A3
A1T3
0
0 −
1
T2
0
A4
A2T4
0 0 −
1
T3
0
0 0 0 −
1
T4


x+


γ1k1
A1
0
0
γ2k2
A2
0
(1− γ2)k2
A3
(1− γ1)k1
A4
0


u,
yδ =
[
kc 0 0 0
0 kc 0 0
]
x, (5.40)
donde
Ti =
Ai
ai
√
2h0i
g
, i = 1, ..., 4 (5.41)
son las constantes de tiempo, que para cada punto de operacio´n toman los siguientes valores:
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Constante de tiempo P- P+
(T1, T2) (62, 90) seg (63, 91) seg
(T3, T4) (23, 30) seg (39, 56) seg
En el dominio frecuencial, la correspondiente matriz de transferencia es:
P (s) =


γ1T1k1kc
A1(1 + T1s)
(1− γ2)T1k1kc
A1(1 + T1s)(1 + T3s)
(1− γ1)T2k2kc
A2(1 + T2s)(1 + T4s)
γ2T2k2kc
A2(1 + T2s)

 . (5.42)
Los ceros de esta matriz de transferencia son las ra´ıces del polinomio numerador de
det(P (s)) =
γ1γ2T1T2k1k2k
2
c
A1A2
∏4
i=1(1 + sTi)
[
(1 + sT3)(1 + sT4)−
(1− γ1)(1 − γ2)
γ1γ2
]
. (5.43)
Llamando
k =
(1− γ1)(1− γ2)
γ1γ2
∈ (0,∞), (5.44)
los ceros del sistema sera´n los valores de s que verifiquen
(1 + sT3)(1 + sT4)− k = 0. (5.45)
Es decir, que el sistema tiene dos ceros multivariables. A partir de un ana´lisis del lugar
de ra´ıces (complementario), se deduce ra´pidamente que uno de los ceros estara´ siempre en el
SPI, mientras que el otro podra´ estar tanto en el SPI como en el SPD dependiendo del valor
de k (y por lo tanto, de γ1 y γ2).
Si k es pequen˜o, los dos ceros estara´n pro´ximos a s = −1/T3 y s = −1/T4. A medida que
k tiende a infinito, un cero tiende a +∞ y el otro a −∞. Pero no´tese de (5.45) que cuando
k = 1 uno de los ceros estara´ en el origen. Por (5.44) k = 1 implica que γ1 + γ2 = 1.
Entonces, segu´n el razonamiento anterior:
0 < γ1 + γ2 < 1 −→ Sistema de NMF
1 < γ1 + γ2 < 2 −→ Sistema de MF
Estas dos regiones se muestran en la Figura 5.9 divididas por la recta de trazo continuo
que une los puntos (γ1, γ2) = (0, 1) y (γ1, γ2) = (1, 0). F´ısicamente, para caudales semejantes
en las dos bombas, el sistema sera´ de NMF cuando el caudal hacia los tanques superiores
sea mayor que el dirigido a los tanques inferiores (γ1 + γ2 < 1). Contrariamente, si el caudal
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Figura 5.9: Regiones en que el sistema es de MF o de NMF dependiendo de la posicio´n de
las va´lvulas γ1 y γ2
hacia los tanques 1 y 2 es mayor que hacia los tanques 3 y 4 (γ1+ γ2 > 1), el sistema sera´ de
MF.
Por otro lado, el RGA de (5.42) queda determinado por el ı´ndice de interaccio´n de Bristol
λ =
p11(0)p22(0)
p11(0)p22(0)− p12(0)p21(0)
=
−γ1γ2
1− γ1γ2
. (5.46)
Como puede observarse, λ depende u´nicamente de la posicio´n de las va´lvulas divisoras de
caudal.
Las curvas en trazo discontinuo de la Figura 5.9 muestran los lugares geome´tricos en
el plano (γ1, γ2) correspondientes a distintos valores del ı´ndice de Bristol. A medida que
γ1+ γ2 tiende a 1 (l´ınea continua), |λ| se hace mayor. Notar a su vez de (5.46) que no existen
γ1, γ2 ∈ [0, 1] tal que λ ∈ [0, 1].
La situacio´n desfavorable λ < 0 se da para 0 < γ1+γ2 < 1; es decir, para las configuracio-
nes en que el sistema presenta caracter´ısticas de no mı´nima fase, lo cual es evidente a partir
de la interpretacio´n f´ısica del proceso. En este caso, hemos visto que para el control descen-
tralizado es conveniente modificar el apareo o la estructura del control. Si se intercambian las
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salidas del proceso, el ı´ndice de interaccio´n de Bristol resultante es
λ′ =
(1− γ1)(1− γ2)
1− γ1 − γ2
. (5.47)
Obse´rvese que ahora λ′ > 0 para 0 < γ1 + γ2 < 1.
Aplicacio´n del me´todo a la configuracio´n de NMF
Reemplazando en (5.42) los valores de los para´metros para el punto de operacio´n P+ se
llega a la siguiente matriz de transferencia
P+(s) =


1,5
1 + 63s
2,5
(1 + 39s)(1 + 63s)
2,5
(1 + 56s)(1 + 91s)
1,6
1 + 91s

 . (5.48)
Es fa´cil verificar que la matriz de transferencia P+(s) tiene un cero de transmisio´n en
s = 0,013, mientras que su RGA es:
Λ =
[
−0,6356 1,6356
1,6356 −0,6356
]
. (5.49)
Claramente, el RGA sugiere que deber´ıa elegirse un apareo diferente entre las entradas y
salidas del sistema. Esto lo verifican las grandes interacciones que pueden observarse en las
simulaciones realizadas en (Johansson, 2000) con controladores PI descentralizados, donde
precisamente no se modifico´ la estructura de control original.
Dado que no requiere ningu´n esfuerzo adicional, como primera medida en vistas a reducir
la amplitud de las interacciones, se permutaron aqu´ı las salidas del sistema. En este caso, el
RGA esta´ dado por la matriz que resulta de permutar la primera y segunda fila de (5.49),
pasando entonces el ı´ndice de Bristol a ser mayor que cero (λ > 0).
Como se explica en (Johansson, 2000), si bien la sintonizacio´n manual de los controladores
resulta sencilla para la configuracio´n de MF (P−), encontrar ganancias de los controladores
que den respuestas aceptables es mucho ma´s dif´ıcil en el seteo de NMF (P+). En efecto,
los controladores PI que se utilizaron en la referencia citada para la planta P+(s) original
(sin permutar) no logran estabilizar la planta permutada. Por tanto, los mismos fueron re-
sintonizados, encontra´ndose que los siguientes controladores PI descentralizados
C1(s) = 0,15 ·
(
1 +
1
50s
)
, C2(s) = 0,25 ·
(
1 +
1
30s
)
, (5.50)
dan respuestas aceptables. En comparacio´n a las respuestas obtenidas en (Johansson, 2000),
con (5.50) se obtienen menores tiempos de establecimiento y menor amplitud de las interac-
ciones. Sin embargo, cabe destacar que la sintonizacio´n de los controladores PI no es de por
s´ı el objetivo de este cap´ıtulo. De hecho, la misma seguramente pueda mejorarse mediante
alguna te´cnica avanzada de sintonizacio´n. Aqu´ı lo que se busca es limitar las interacciones
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Figura 5.10: Sen˜ales de salida y con control descentralizado para escalones en r1 (t = 2500s)
y r2 (t = 50s).
cruzadas en sistemas descentralizados de control, cualquiera sea el me´todo utilizado para
disen˜ar los controladores en cada lazo.
A fin de evaluar el me´todo propuesto para lograr este objetivo, se agregaron al sistema
filtros f1(s) y f2(s) como los descriptos en (5.25). Para este ejemplo, f1(s) y f2(s) se tomaron
ide´nticos, siendo sus autovalores λf1 = λf2 = −0,5.
El sistema a lazo cerrado con los controladores (5.50) fue entonces excitado con un escalo´n
unitario en r2 (t = 50s), y posteriormente con otro escalo´n unitario en r1 (t = 2500s). La
respuesta del sistema a lazo cerrado para esa sen˜al de entrada se muestra en l´ınea continua
en la Figura 5.10, junto con las sen˜ales de referencia r1 y r2 (l´ınea punteada delgada). Como
puede notarse, el lazo cerrado presenta grandes interacciones au´n para la estructura de control
permutada, particularmente desde la entrada r2 a la salida y1.
Para reducir estas interacciones, se aplico´ el me´todo propuesto en la seccio´n anterior con
l´ımites a las interacciones δ+1 = δ
+
2 = δ
−
1 = δ
−
2 = 0,2. Las cuatro superficies de deslizamiento
128 CAPI´TULO 5. CONTROL DESCENTRALIZADO CON LIMITACIO´N DE INTERACCIONES
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
6
6.5
7
7.5
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
6
6.5
7
7.5
8
Tiempo [s]
Vo
lts
Vo
lts
y1(t)
y2(t)
y1
y1
y2
y2
r1
r2
Figura 5.11: Sen˜ales de salida y con (l´ınea continua) y sin (l´ınea punteada) compensacio´n por
MD para escalones en r1 (t = 2500s) y r2 (t = 50s).
disen˜adas pueden escribirse como:{
s1 = r1 + δ
+
1 − c1x− 10 c1(A+ b2c2)x− 10 c1b2e2 = 0
s1 = r1 − δ
−
1 − c1x− 10 c1(A+ b2c2)x− 10 c1b2e2 = 0
(5.51)
{
s2 = r2 + δ
+
2 − c2x− 10 c2(A+ b1c1)x− 10 c2b1e1 = 0
s2 = r2 − δ
−
2 − c2x− 10 c2(A+ b1c1)x− 10 c2b1e1 = 0
(5.52)
donde las ganancias k12 = 10 y k
2
2 = 10 fueron elegidas para una constante de tiempo del
lazo de correccio´n de aproximadamente 10s durante el MD. A, B y C son las matrices
de la representacio´n en el espacio de estados del lazo cerrado, siendo ci (bi) la i-e´sima fila
(columna) de la matriz C (B). Las sen˜ales discontinuas w1 y w2, generadas en los bloques de
conmutacio´n, conmutan de acuerdo a la ley de conmutacio´n (5.29), siendo para este ejemplo
w−1 = w
−
2 = −1 y w
+
1 = w
+
2 = 1.
Los resultados obtenidos con la te´cnica propuesta se presentan en l´ınea continua en la
Figura 5.11. Tal como se demostro´ anteriormente, las interacciones quedan acotadas a los
l´ımites pre-establecidos, reducie´ndose as´ı el acoplamiento del sistema. La Figura 5.12 muestra
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Figura 5.12: Sen˜ales discontinuas wa despue´s de los bloques lo´gicos, referencias filtradas rf y
salidas del controlador u con (l´ınea cont´ınua) y sin (l´ınea punteada) compensacio´n por MD,
correspondiente a la Figura 5.11.
la evolucio´n temporal de las sen˜ales discontinuas, las referencias filtradas y las acciones de
control correspondientes a la Figura 5.11. Despue´s del escalo´n en r2, se establece un re´gimen
deslizante sobre la superficie s1 = 0 justo antes de que y1 alcance el l´ımite superior de la
interaccio´n. Desde ah´ı, la salida y1 tiende a su l´ımite y1 con la dina´mica impuesta por la
constante k12 de s1 = 0. Este MD modifica la referencia rf2 de forma tal de evitar una
interaccio´n mayor, hasta que y1 retorna a la regio´n lineal. Posteriormente, a partir de la
respuesta del sistema al escalo´n en r1, se establece un nuevo MD, esta vez por un per´ıodo
ma´s corto (ver la conmutacio´n de wa2(t)) y sobre la superficie s2 = 0. Aqu´ı tambie´n se
evidencia la limitacio´n en amplitud de la interaccio´n cruzada.
No´tese que aunque no se muestra en las figuras, cuando se realizan cambios de set-point
de menor amplitud (o cuando el efecto cruzado es menor) el sistema con compensacio´n por
MD se comporta exactamente igual que el sistema original (sin la compensacio´n por MD).
Se ha evaluado tambie´n co´mo el me´todo limita los efectos cruzados de las perturbaciones
a la salida. Los resultados de simulacio´n obtenidos se presentan en las figuras 5.13 y 5.14.
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Figura 5.13: Sen˜ales de salida y con (l´ınea continua) y sin (l´ınea punteada) compensacio´n por
MD ante perturbaciones de tipo escalo´n en una de las salidas.
Los cuadros de la izquierda de la Figura 5.13 grafican los transitorios en las salidas pro-
ducidos por una perturbacio´n en y2. All´ı se verifica la limitacio´n del efecto cruzado en la
salida y1. Las l´ıneas continuas corresponden al caso con MD y las punteadas al lazo cerrado
original. Por otro lado, para el caso de una perturbacio´n en y1, en la parte derecha de la
figura se muestra que el sistema con el me´todo propuesto incorporado opera exactamente
igual a co´mo lo hace el sistema original cuando no se alcanzan los l´ımites de la interaccio´n
(las l´ıneas continuas y punteadas esta´n superpuestas).
En la Figura 5.14 se presenta la respuesta del sistema con compensacio´n por MD en
presencia de tanto cambios en la referencia como perturbaciones a la salida de la variable
controlada y2. Au´n en el peor caso, para t = 2700s, en que ocurre una perturbacio´n positiva en
y2, lo que hubiese producido una interaccio´n mayor (ver Figura 5.13), y1 se mantiene dentro
de las cotas fijadas. La mitad inferior de la figura refleja la evolucio´n de las trayectorias de
salida en el plano (y1, y2) para el lazo cerrado nominal (l´ınea punteada) y para el sistema con
acondicionamiento por MD (l´ınea continua). A diferencia de este u´ltimo caso, el lazo cerrado
nominal (sin MD) excede largamente los l´ımites de la interacciones.
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Figura 5.14: Salidas del proceso y para escalones en r2 y perturbaciones d2 (mitad superior),
y las correspondientes trayectorias de las salidas (mitad inferior). L´ınea punteada: respuesta
lazo cerrado original. L´ınea continua: resultados obtenidos con el me´todo propuesto.
Naturalmente, la mejora lograda por el me´todo con respecto al acoplamiento cruzado tiene
un potencial costo en otros ı´ndices de performance, lo cual depende de las cotas impuestas a
las interacciones. La Figura 5.15 analiza este costo para el ejemplo dado.
El gra´fico superior de la Figura 5.15 compara el tiempo de establecimiento (3%) obtenido
con el lazo cerrado nominal contra el que resulta con el me´todo propuesto para diferentes
l´ımites en las interacciones. Para esta comparacio´n, se considero´ el caso de seguimiento de
la Figura 5.11. En particular, se eligio´ el seguimiento de r2 (peor caso). Obviamente, el lazo
cerrado nominal presenta siempre el mismo tiempo de establecimeinto Ts0, que se indica
con una l´ınea horizontal punteada. Para l´ımites en la interaccio´n no demasiado exigentes
(δ+1 mayor a 0,3), hay un rango en el cual el sistema con acondicionamiento por MD obtiene
menores tiempos de establecimiento que el sistema nominal. Esto no debe esperarse en general,
ya que no es e´ste el objetivo del me´todo. A medida que el l´ımite superior de la interaccio´n δ+1
decrece (por debajo de 0,3), el tiempo de establecimiento crece. La l´ınea punteada vertical
indica el caso considerado en las figuras previas, como puede verificarse en la Figura 5.11.
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Figura 5.15: Gra´fico superior: tiempo de establecimiento para la variable y2 de la Figura 5.11.
Gra´fico inferior: Error Cuadra´tico Integral correspondiente a la parte izquierda de la Figura
5.13.
El Error Cuadra´tico Integral (ISE, Integral Square Error), usualmente utilizado como un
ı´ndice de performance para la regulacio´n, se considera en la parte inferior de la Figura 5.15.
All´ı, el ISE se calcula para diferentes l´ımites en la interaccio´n correspondiente al caso pertur-
bado de la Figura 5.13 (recuadros de la izquierda). Nuevamente, los errores correspondientes
al lazo cerrado original ISEo1 e ISEo2 se grafican con l´ıneas horizontales punteadas, y el
caso considerado en la columna izquierda de la Figura 5.13 se indica con una l´ınea punteada
vertical. Si bien hay una regio´n en la cual tanto ISE1 e ISE2 son menores que los errores
del caso nominal, para δ+1 inferiores a 0,25 se observa co´mo ISE1 mejora mientras que ISE2
se deteriora. Parece lo´gico porque ISE1 corresponde a la salida limitada y1, pero ISE2 se
obtiene del canal perturbado, cuya referencia esta´ siendo condicionada.
Es importante remarcar que el objetivo del me´todo no es reducir ni el tiempo de estable-
cimiento ni el ISE. De todas formas, por medio de un ana´lisis como el de la Figura 5.15, el
disen˜ador del sistema de control puede conocer a priori co´mo el me´todo afecta otros ı´ndices
de performance antes de decidir su implementacio´n.
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5.4.2. Reactor catal´ıtico
Este ejemplo muestra que el algoritmo propuesto es aplicable a procesos con retardo,
siempre que se pueda construir un predictor de Smith o similar. En efecto, para los numerosos
procesos con retardo que ya tienen incorporado un predictor, la implementacio´n del me´todo
no implica ninguna complejidad adicional.
Los para´metros del sistema MIMO considerado en este ejemplo han sido tomados de una
planta piloto disen˜ada para realizar estudios sobre conversiones catal´ıticas en la destilacio´n
de petro´leo liviano (Puleston y Mantz, 1995). La planta consiste ba´sicamente en un reactor
tubular adiaba´tico rodeado de calefactores ele´ctricos independientes. Cada una de estas etapas
de calentamiento es monitoreada mediante una termocupla. Un esquema ba´sico del reactor
se muestra en la Figura 5.16.
El sistema puede describirse mediante el siguiente modelo lineal:
dx(t)
dt
= 10−4
[
−0,51 0,21
0,21 −0,51
]
x(t) + 10−4
[
0,42 0
0 0,42
]
u(t− 490) (5.53)
y(t) =
[
0,56 0,22
0,22 0,56
]
x(t), (5.54)
donde las salidas y(t) = [y1 y2]
T son las temperaturas interiores del reactor y los estados
x(t) = [x1 x2]
T son las temperaturas de las carcazas de los hornos. La accio´n de control
u(t) = [u1 u2]
T tiene un retardo de 490s.
El RGA de esta planta es:
Λ =
[
0,6452 0,4468
0,4468 0,6452
]
, (5.55)
y por lo tanto no se necesita invertir las salidas en el sistema de control. Una vez ma´s,
agregamos al sistema dos filtros ide´nticos de primer orden f1(s) y f2(s), en este caso con
autovalores λf1 = λf2 = −50. El lazo cerrado considerado ya tiene incorporado un predictor
y dos controladores descentralizados PI:
Ci(s) = 142,3 ·
(
1 +
1
17000s
)
i = 1, 2. (5.56)
El sistema fue excitado con dos escalones, en la referencia r1 en t = 100s y en la referencia
r2 para t = 5000s, obtenie´ndose las respuestas que se grafican en l´ınea punteada en la Figura
5.17. Las sen˜ales de referencia r1 y r2 se muestran en l´ınea punteada delgada. De las curvas
resultantes se pueden apreciar el acoplamiento cruzado y el retardo del sistema.
El me´todo propuesto es entonces implementado con el objetivo de delimitar las interac-
ciones a 0,1◦C. Notar que las funciones de transferencia no-diagonales del reactor tienen el
mismo grado relativo que las correspondientes al tanque cua´druple invertido. Entonces, su-
perficies de deslizamiento de la forma de (5.51)–(5.52) tambie´n funcionara´n para este sistema.
Ahora elegimos ganancias constantes k12 = 0,1 y k
2
2 = 0,1 para una constante de tiempo del
lazo de acondicionamiento de aproximadamente 0,1s. Nuevamente, tomamos w−1 = w
−
2 = −1
y w+1 = w
+
2 = 1.
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Figura 5.16: Diagrama esquema´tico del reactor catal´ıtico
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Figura 5.17: Salidas y del proceso con retardo con el me´todo propuesto (l´ınea continua) y sin
el me´todo (l´ınea punteada)
Las l´ıneas continuas de la Figura 5.17 describen los resultados obtenidos al agregar al
lazo cerrado nominal el acondicionamiento por MD. Las mismas corroboran que, au´n en
presencia de retardos, las interacciones quedan acotadas por los l´ımites establecidos debido
al establecimiento del MD (durante la parte plana de las respuestas).
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5.5. Resumen del cap´ıtulo
En este cap´ıtulo se estudiaron conceptos relacionados al control descentralizado de sis-
temas multivariables. Se describio´ este tipo de arquitectura de control, se analizo´ al RGA
como medida para las interacciones entre los lazos, y se presento´ el concepto de Controlabi-
lidad Integral Descentralizada (DIC). A su vez, se evaluaron los efectos que las interacciones
cruzadas pueden causar en estructuras de control multi-lazo.
Posteriormente, y a partir de los conceptos estudiados, se desarrollo´ un me´todo para
limitar las interacciones cruzadas en el control descentralizado de sistemas MIMO. El me´todo
muestra ser efectivo tambie´n para limitar los efectos cruzados de las perturbaciones a la salida
de la planta.
Dado que el algoritmo propuesto puede ser agregado fa´cilmente a las numerosas estructu-
ras de control descentralizadas ya existentes, resulta una herramienta u´til para la operacio´n
segura de sistemas MIMO bajo control descentralizado, asegurando que las variables contro-
ladas queden confinadas a un rango determinado de valores.
El me´todo de compensacio´n fue evaluado a trave´s de simulaciones sobre un ejemplo rea-
lista de relativa complejidad como el tanque cua´druple, en el que mostro´ ser efectivo para
reducir el acoplamiento del sistema. Se analizaron para este ejemplo los costos asociados a
la implementacio´n del me´todo a trave´s de su influencia en ı´ndices de performance t´ıpicos.
Finalmente, se verifico´ el funcionamiento del me´todo en un proceso con retardo.
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Cap´ıtulo 6
Sistemas de no-m´ınima fase: desacoplamiento
parcial con cotas en el acoplamiento remanente
El desacoplamiento triangular de los sistemas multivariables ha sido considerado en nu-
merosas contribuciones como una alternativa para relajar las limitaciones impuestas por el
desacoplamiento diagonal en procesos de no-mı´nima fase. Esta estrategia permite desacoplar
una determinada variable sin imponer en su respuesta caracter´ısticas de fase no-mı´nima. A
su vez, por tratarse de una arquitectura centralizada, la performance de lazo cerrado al-
canzable es claramente superior a la que se obtendr´ıa con un controlador descentralizado,
particularmente para los sistemas de NMF.
Sin embargo, cuando los ceros del semiplano derecho esta´n alineados con la variable de
intere´s (variable desacoplada), eliminar el efecto de estos ceros en dicha variable da lugar
a interacciones de gran amplitud en las restantes variables del sistema. En este cap´ıtulo se
estudia esta caracter´ıstica de los sistemas de NMF parcialmente desacoplados, y se presenta
un me´todo para limitar las interacciones remanentes sin afectar la variable principal con
respuestas inversas. Esta metodolog´ıa ha sido publicada en (Garelli et al., 2006b,d).
6.1. Introduccio´n
Como hemos visto, una de las propiedades inherentes a los sistemas multivariables son
las interacciones cruzadas entre sus diferentes entradas y salidas. En el cap´ıtulo anterior, se
desarrollo´ un algoritmo para limitar las interacciones en sistemas con arquitecturas de control
descentralizado. Sin embargo, a pesar de su clara supremac´ıa en la industria de procesos, el
control descentralizado no siempre conduce a soluciones adecuadas. En particular, los sistemas
de no-mı´nima fase requieren en muchas aplicaciones de una estructura de control centralizada
para cumplir con las especificaciones de performance (ve´anse las conclusiones de la seccio´n
5.2.5).
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Idealmente, con el fin de eliminar las interacciones cruzadas en los sistemas de NMF,
uno podr´ıa pensar en disen˜ar un controlador centralizado para obtener el desacoplamiento
dina´mico completo del sistema, es decir, que la matriz de transferencia a lazo cerrado sea
una matriz diagonal. En el Cap´ıtulo 2 (seccio´n 2.3.2) se presento´ una te´cnica para sintetizar
inversas aproximadas estables de sistemas multivariables de NMF. Ahora bien, no obstante sus
intuitivas ventajas, hemos visto que el desacoplamiento completo tiene generalmente costos
de performance asociados. Cuando se trata de plantas de no-mı´nima fase, el desacoplamiento
diagonal introduce ceros adicionales en el semiplano derecho (Desoer y Gu¨ndes, 1986) y
agudiza las limitaciones fundamentales de disen˜o de los sistemas multivariables de control
(Seron et al., 1997; Brinsmead y Goodwin, 2001).
Por esta razo´n, el llamado desacoplamiento parcial o triangular ha sido considerado como
una forma alternativa de reducir las interacciones, ya que disminuye los costos asociados al
desacoplamiento diagonal (Go´mez y Goodwin, 1997; Koumboulis, 1996; Koumboulis y Skar-
petis, 2000). Un sistema parcialmente desacoplado tiene al menos una variable completamente
desacoplada de las dema´s, y su matriz de transferencia resultante a lazo cerrado resulta ser
en general triangular inferior o superior. Si bien cualquier sistema que puede ser desacoplado
en forma diagonal puede desacoplarse triangularmente, la afirmacio´n rec´ıproca no es cierta
(Morse y Wonham, 1970; Wang, 1992). O sea, el desacoplamiento triangular es menos estricto
para resolver que el diagonal, y por lo tanto, es aplicable en una mayor cantidad de casos. A
su vez, los elementos no diagonales de la matriz de transferencia a lazo cerrado caracter´ısticos
del desacoplamiento triangular contribuyen a relajar las cotas impuestas en las funciones de
sensibilidad del lazo por los ceros del SPD (Seron et al., 1997). De especial intere´s es tambie´n
la propiedad del desacoplamiento parcial de permitir trasladar los efectos de los ceros de NMF
a determinadas variables del proceso, dependiendo de la direccio´n asociada con dichos ceros
(Skogestad y Postlethwaite, 2005). Como contrapartida, para aprovechar estas ventajas del
desacoplamiento triangular debe tolerarse en el lazo cerrado la presencia de interacciones con
una determinada estructura. Como veremos ma´s adelante, la magnitud de estas interacciones
depende fuertemente de la direccio´n de los ceros en el SPD.
Con el objetivo de poder evaluar en el disen˜o la relacio´n de compromiso entre las venta-
jas del desacoplamiento parcial y la tolerancia a las interacciones, Weller y Goodwin (1996)
presentaron un me´todo en el que un u´nico para´metro escalar permite interpolar entre con-
troladores que obtienen desacoplamiento diagonal y triangular. Este me´todo ha mostrado ser
efectivo y permite sintonizar el controlador en forma sencilla. Sin embargo, en sistemas de
NMF, a medida que se disminuye la tolerancia a las interacciones el disen˜o resultante da lugar
a respuestas inversas en la variable desacoplada, en la cual usualmente se requiere un mejor
control por ser la de mayor intere´s en el proceso. Este efecto puede ser cuantificado mediante
las cotas obtenidas por Johansson (2002), quien demostro´ que los ceros en el SPD cercanos
al origen y las interacciones de poca amplitud producen pronunciadas respuestas inversas a
sen˜ales de tipo escalo´n.
En este cap´ıtulo se presenta una metodolog´ıa para acotar las interacciones remanentes
en un sistema parcialmente desacoplado, evitando en la medida de lo posible las respuestas
inversas en la variable de mayor intere´s (variable desacoplada). Para ello, se explora en primer
lugar el disen˜o de un controlador centralizado para sistemas de NMF que logre el desaco-
plamiento de una variable de intere´s. A fin de obtener controladores estables y propios que
lleven a matrices de transferencia de lazo cerrado triangulares, se combinan consideraciones
relativas a la direccio´n de salida de los ceros en el SPD (Morari y Zafiriou, 1989; Skogestad y
Postlethwaite, 2005) y al grado relativo de la matriz de transferencia de la planta (Goodwin
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et al., 2001). Luego, se agrega un lazo auxiliar al sistema a lazo cerrado con el objetivo de li-
mitar las interacciones remanentes sin transferir dina´mica de NMF a la variable desacoplada.
Para esto u´ltimo se modifica la sen˜al de referencia de la variable de intere´s mediante una sen˜al
discontinua. Este acondicionamiento se basa en las ideas presentadas en el Cap´ıtulo 5, en el
que se combinaron te´cnicas de acondicionamiento de la referencia con ideas de los reg´ımenes
deslizantes para limitar las interacciones cruzadas en sistemas de control descentralizados. Si
bien la propuesta del Cap´ıtulo 5 mejora notoriamente el desempen˜o de estructuras de control
multivariables pre-existentes, hereda por otro lado las limitaciones inherentes al control des-
centralizado. En particular, se mostro´ para el tanque cua´druple que si se intentaran eliminar
las interacciones en al menos una de las variables controladas se provocar´ıa un serio deterioro
en la performance del lazo cerrado. El uso de una estrategia de control centralizada, adema´s
de lograr un mayor grado de desacoplamiento, nos permitira´ obtener una performance de
lazo cerrado altamente superior a la obtenida en el cap´ıtulo anterior. Estas ventajas se vera´n
ejemplificadas tambie´n en el tanque cua´druple, para el cual el desempen˜o obtenido con la
metodolog´ıa aqu´ı presentada se comparara´ a su vez con los resultados obtenidos al aplicar el
me´todo propuesto por Weller y Goodwin (1996).
6.2. Desacoplamiento parcial y direccio´n de los ceros en el
SPD
En esta seccio´n veremos cua´l es el provecho que se puede sacar de no forzar al lazo
cerrado a estar desacoplado completamente. Los resultados que siguen se basan en la siguiente
suposicio´n:
Suposicio´n 6.1. (a) Todos los ceros z0 en el SPD de P (s) tienen multiplicidad geome´trica
unitaria. O sea, el rango de P (z0) es (n− 1), (b) No hay polos en s = z0.
6.2.1. Restriccio´n algebraica de interpolacio´n
En primer lugar se analizan a modo de ejemplo los efectos del desacoplamiento triangular
en la planta (2.91) y (2.109) de los Ejemplos 2.6 y 2.7.
Ejemplo 6.1 Sea nuevamente el sistema de NMF
P (s) =
1
(s+ 1)(s + 2)

s+ 1 2
1 1

 . (6.1)
Supongamos que se busca un desacoplamiento parcial a lazo cerrado, en lugar de uno
diagonal como en los ejemplos del Cap´ıtulo 2. Tomemos sin pe´rdida de generalidad el caso en
que la sensibilidad complementaria deseada es una matriz de transferencia triangular superior:
T (s) = P (s)Q(s) =

t11(s) t12(s)
0 t22(s)

 . (6.2)
140 CAPI´TULO 6. DESACOPLAMIENTO PARCIAL PARA SISTEMAS DE NMF
Para ello, el controlador IMC debera´ tener la siguiente forma
Q(s) = P−1(s)

t11(s) t12(s)
0 t22(s)

 , (6.3)
donde la inversa de la planta esta´ dada por (2.111), es decir
P−1(s) =
(s+ 1)(s + 2)
s− 1

 1 −2
−1 s+ 1

 . (6.4)
Esto es,
Q(s) =
(s+ 1)(s + 2)
s− 1

 t11(s) t12(s)− 2t22(s)
−t11(s) −t12(s) + (s+ 1)t22(s)

 . (6.5)
O sea, para que Q(s) sea estable (y consecuentemente el sistema a lazo cerrado sea inter-
namente estable) se debera´ cumplir
t11(s)|s=1 = 0, (6.6)
t12(s)− 2t22(s)|s=1 = 0. (6.7)
Por lo tanto, si bien el cero del SPD aparece en el primer canal (t11(s)), al permitirse
cierto grado de acoplamiento (en una sola direccio´n) se evita la presencia del cero en t22(s)
que impon´ıa el disen˜o por desacoplamiento diagonal evaluado en el Ejemplo 2.7. Lo que debe
garantizarse para la estabilidad interna del lazo cerrado es que t22(1) = t12(1)/2.
Como es evidente, si se hubiese tomado una sensibilidad complementaria triangular infe-
rior el cero de NMF habr´ıa aparecido en t22(s) pero no necesariamente en t11(s).
El resultado obtenido en el ejemplo anterior es un caso particular del siguiente teorema,
que proporciona una manera directa de verificar cua´ndo existe un controlador Q(s) estable
para una determinada sensibilidad complementaria (Morari y Zafiriou, 1989).
Teorema 6.1. Existe un controlador Q(s) estable tal que la sensibilidad complementaria es
igual a una matriz de transferencia T (s) deseada si y so´lo si T (s) satisface
hTT (z0) = 0 ∈ R
m, (6.8)
para todos los ceros z0 en el SPD de la planta P (s), donde h
T es la direccio´n de salida del
cero z0. La condicio´n (6.8) es conocida como restriccio´n algebraica de interpolacio´n.
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Demostracio´n:
⇒ Asumiendo que existe un Q(s) estable tal que T (s) = P (s)Q(s), entonces se
tiene que hTT (z0) = h
TP (z0)Q(z0) = 0 ∈ R
m
⇐ Sea la siguiente expansio´n en fracciones parciales de P−1(s)
P−1(s) =
1
s− z0
R0 + Pz(s), (6.9)
donde R0 es la matriz de residuos y Pz(s) es un te´rmino restante sin polos en
s = z0. Post-multiplicando ambos miembros de la ecuacio´n (6.9) por P (s)
I =
1
s− z0
R0P (s) + Pz(s)P (s). (6.10)
Como el miembro izquierdo de (6.10) es la matriz identidad, el miembro derecho
no podra´ tener polos en s = z0. Notar que Pz(s)P (s) no tiene polos en s = z0,
por lo que debera´ verificarse
R0P (z0) = 0 ∈ R
m. (6.11)
Debido a que z0 tiene multiplicidad geome´trica unitaria, P (z0) tiene rango (n −
1) y R0 tiene rango igual a 1. Luego, de acuerdo a la definicio´n de los ceros
multivariables y sus direcciones de salida, las filas de R0 sera´n mu´ltiplos de la
direccio´n de salida hT del cero en el SPD z0. Por lo tanto, h
TT (z0) = 0 implica
que
R0T (z0) = 0 ∈ R
m. (6.12)
Si ahora se post-multiplica ambos miembros de (6.9) por T (s) se obtiene
Q(s) = P−1(s)T (s) =
1
s− z0
R0T (s) + Pz(s)T (s). (6.13)
Dado que Pz(s)T (s) no tiene polos en s = z0, por (6.12) se concluye que Q(s) no
tiene polos en s = z0. 
Comentario 6.1 A partir del teorema anterior es inmediato para el Ejemplo 6.1 que
hTT (1) = [1 − 2]

t11(1) t12(1)
0 t22(1)

 = [t11(1) t12(1)− 2t22(1)] = 0 ∈ R2, (6.14)
lo que coincide con las condiciones (6.6) y (6.7) necesarias y suficientes para que el sistema a
lazo cerrado sea internamente estable.
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La condicio´n de interpolacio´n (6.8) requiere que cada columna de la matriz de transfe-
rencia a lazo cerrado T (s), evaluada en el cero de la planta z0, sea ortogonal a h
T . Otra
consecuencia de (6.8) es que los ceros del SPD z0 no tienen efecto sobre las salidas que corres-
ponden a elementos nulos de hT (un ejemplo de esto u´ltimo es la planta P ′(s) del Ejemplo
2.7).
Ahora bien, para un sistema completamente desacoplado (T (s) diagonal), la restriccio´n
algebraica de interpolacio´n (6.8) impone que el grado de z0 en T (s) sea al menos igual al
nu´mero de componentes no nulas en h. Esta es otra forma de demostrar que para el caso
general en que h tiene ma´s de una componente no nula, el desacoplamiento dina´mico completo
provoca el esparcimiento del cero del SPD en los canales correspondientes del lazo cerrado.
Contrariamente, el desacoplamiento parcial permite llevar el efecto del cero en el SPD a una
determinada variable (salida), cuyo control sea de menor importancia. Esto es posible ya
que, si bien la restriccio´n de interpolacio´n impone cierta relacio´n entre los elementos de cada
columna de T (s), las columnas en s´ı mismas pueden elegirse libremente.
6.2.2. Moviendo el efecto de los ceros a una salida
El siguiente teorema, que es inmediato a partir de (6.8), revela el efecto direccional de los
ceros de NMF en sistemas parcialmente desacoplados.
Teorema 6.2. Supo´ngase que P (s) tiene un u´nico cero z0 en el SPD, y que el elemento
k-e´simo de la direccio´n asociada a z0, hk, es no-nulo. Luego, para obtener un sistema a lazo
cerrado internamente estable la sensibilidad complementaria puede elegirse de la siguiente
forma:
T (s) =


1 0 . . . 0 0 0 . . . 0
0 1 . . . 0 0 0 . . . 0
...
...
. . .
...
...
... . . .
...
...
... . . . 1
...
... . . .
...
β1s
s+ z0
β2s
s+ z0
. . .
βk−1s
s+ z0
−s+ z0
s+ z0
βk+1s
s+ z0
. . .
βms
s+ z0
...
... . . .
...
... 1 . . .
...
...
... . . .
...
...
...
. . .
...
0 0 . . . 0 0 . . . 0 1


, (6.15)
donde
βj = −
2hj
hk
, para j 6= k. (6.16)
Este resultado cuantifica el efecto de mover completamente el cero z0 hacia la salida yk,
debido a la direccio´n asociada h. Como puede observarse, si el cero esta´ naturalmente alineado
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con esta salida (hk ≫ hj), su desplazamiento so´lo dara´ lugar a pequen˜as interacciones. En
cambio, si el cero esta´ predominantemente alineado con algu´n yj, j 6= k, correr su efecto hacia
la salida yk producira´ grandes interacciones (βj ≫ 1). De cualquier forma, siempre se puede
obtener T (s) para lograr el desacoplamiento esta´tico del sistema (eliminar las interacciones
en estado estacionario), caracter´ıstica que en (6.15) se obtiene mediante el cero en el origen
en los elementos no-diagonales.
Si bien el Teorema 6.2 da una muy buena descripcio´n del efecto direccional de los ceros del
SPD en sistemas parcialmente desacoplados, el mismo supone alcanzable el control perfecto
y no garantiza por tanto la existencia de un controlador Q(s) propio. Para esto u´ltimo,
adema´s de cumplir con la restriccio´n de interpolacio´n (6.8), la sensibilidad complementaria
debera´ tener sus funciones de transferencia con el grado relativo adecuado. En (Goodwin et al.,
2001) se presenta un me´todo para la s´ıntesis de controladores Q(s) estables y propios, basado
en la factorizacio´n de plantas de fase no-mı´nima que permiten las matrices z-interactoras
(ve´ase comentario 2.4). Estas u´ltimas tienen la propiedad de describir la estructura de los
ceros finitos en el SPD del sistema, de igual forma que los interactores vistos en el Cap´ıtulo
2 describen la estructura del grado relativo (ceros en infinito). En cualquier caso, finalmente
se debe elegir T (s) (o un factor de ella) para hacer Q(s) = P−1(s)T (s) propio. Notar en
particular que si se busca que Q(s) sea bipropio, T−1(s) debera´ tener la misma estructura de
grado relativo que el interactor izquierdo ξl(s) de P (s).
Como consecuencia de las imposiciones en los grados relativos necesarias para obtener
Q(s) propios, la magnitud de las interacciones no so´lo depende de la direccio´n del zero en
SPD, sino tambie´n de su ubicacio´n y de los grados relativos de las funciones de transferencia
de T (s). Sin embargo, el efecto direccional del cero de NMF sigue siendo el descripto por el
Teorema 6.2. Para ilustrar esto, se presenta el siguiente ejemplo.
Ejemplo 6.2 Conside´rese nuevamente el modelo de planta de la seccio´n 4.5.2 del Cap´ıtulo
4:
P (s) =
1
(s+ 1)2

 s+ 2 −3
−2 1

 (6.17)
P (s) es una planta de NMF con un cero de transmisio´n en s = z0 = 4. La direccio´n de salida
del cero es hT = [1 3], lo que explica el comportamiento de NMF en ambos canales obtenido
en el Cap´ıtulo 4 al desacoplar completamente el sistema (ve´ase la Figura 4.19). Teniendo en
cuenta los grados relativos en (6.17), la direccio´n de z0 y la restriccio´n (6.8), se proponen
sensibilidades complementarias con estructura triangular superior e inferior para las cuales
existen Q(s) estables y propios:
Tlo(s) =


4
s+ 4
0
α1s
(s+ 4)3
16(−s + 4)
(s+ 4)3


Tup(s) =


4(−s+ 4)
(s+ 4)2
α2s
(s+ 4)2
0
16
(s+ 4)2

 (6.18)
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Fa´cilmente se puede verificar que tanto Tup(s) como Tlo(s) hacen Q(s) propio. Los para´metros
α1 y α2 deben determinarse con el fin de satisfacer (6.8). As´ı,
[1 3]Tlo(4) = 0 ⇒ α1 = −64/3
[1 3]Tup(4) = 0 ⇒ α2 = −12
Notar que las diferencias entre los valores de α1 y α2 respecto de los β1 y β2 que se hubiesen
obtenido a partir de h segu´n el Teorema 6.2 se deben precisamente a los diferentes grados
relativos de los elementos no diagonales en Tlo(s) y Tup(s). Au´n as´ı, el efecto direccional
de z0 descripto por el Teorema 6.2 puede ser apreciado en este ejemplo en las simulaciones
mostradas en la Figura 6.1. En ella se evidencia que mover completamente el efecto de z0
a la salida y1 produce grandes interacciones (gra´fico superior de la figura), mientras que un
acoplamiento mucho menor se genera al correr el cero hacia y2 (gra´fico inferior). Esto es
consistente con el ana´lisis previo, ya que z0 esta´ alineado principalmente con la salida y2.
Partiendo del razonamiento y el ejemplo anterior, uno podr´ıa pensar en usar las direc-
ciones de salida de los ceros en el SPD y los grados relativos de las transferencias como una
gu´ıa para minimizar las interacciones en disen˜os parcialmente desacoplados. Sin embargo, el
desacoplamiento parcial es de utilidad precisamente para controlar procesos en los que una
variable en particular debe ser controlada mejor que otras. Por lo tanto, la variable a des-
acoplar no siempre puede ser elegida arbitrariamente, sino que depende de la naturaleza del
proceso. Si debido a la estructura propia de la planta el cero del SPD esta´ alineado princi-
palmente con la variable de intere´s, el resultado anterior predice que eliminar respuestas de
tipo inversa en dicha variable traera´ aparejado interacciones de gran amplitud. En la seccio´n
siguiente se presenta un me´todo para acotar estas interacciones sin transferir caracter´ısticas
de NMF a la respuesta de la variable de intere´s.
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Figura 6.1: Desacoplamiento triangular superior (recuadro de arriba) e inferior (recuadro de
abajo) de la planta representada por (6.17)
6.3. Desacoplamiento parcial con interacciones acotadas
A continuacio´n se presenta una metodolog´ıa para limitar el acoplamiento remanente en
sistemas de NMF parcialmente desacoplados. Para mantener la descripcio´n del algoritmo
lo ma´s simple posible, la presentacio´n se restringe a sistemas de 2 entradas y 2 salidas. Su
extensio´n al caso de sistemas de n× n es inmediata.
La Figura 6.2 muestra un sistema triangularmente desacoplado (dentro del recuadro pun-
teado) al que se le agrego´ el acondicionamiento por MD (lazo exterior). P (s) representa
el proceso a controlar, el cual puede ser estable o inestable, y C(s) es un controlador cen-
tralizado disen˜ado para obtener desacoplamiento triangular superior, configuracio´n que se
considerara´ en esta seccio´n sin pe´rdida de generalidad. Para el caso triangular inferior se
deber´ıan invertir los sub´ındices de las referencias y las cotas de interaccio´n.
La estructura del lazo de compensacio´n para limitar las interacciones remanentes en el
sistema parcialmente desacoplado es similar a la detallada en el cap´ıtulo anterior, por lo que
so´lo se describira´ brevemente.
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Bloque
Conmutador
[y1, y1]
C(s) P (s)
y2
y1
rf2
r1
x
e2
e1
r2
S
f2(s)
w
s˜(x)
+ -
-
Figura 6.2: Sistema parcialmente desacoplado (T (s) triangular inferior) con acondicionamien-
to por MD
El bloque S computa las funciones de conmutacio´n s(x) y s(x) a partir de las cotas
inferiores y superiores de la interaccio´n y1 y y1 (nuevamente, ⋆˜ es usado para denotar tanto
⋆ como ⋆). f2(s) es un filtro lineal de primer orden cuya dina´mica es ra´pida en relacio´n a la
del lazo cerrado, de forma tal que la respuesta del sistema no se vea afectada mientras no
haya riesgo de superar las cotas prefijadas para la interaccio´n cruzada.
Para conseguir el objetivo propuesto, la siguiente ley de conmutacio´n se implementa en
el bloque conmutador: 

w = w− si s(x) < 0
w = w+ si s(x) > 0
w = 0 en cualquier otro caso,
(6.19)
donde:
s˜(x) = y˜1 − y1 −
ρ∑
α=1
kα+1y
(α)
1 (6.20)
siendo ρ el grado relativo de la funcio´n de transferencia entre la salida y1 y la referencia rf2 ,
y
(α)
1 la derivada de orden α de y1 y kα+1 ganancias constantes.
La lo´gica de conmutacio´n (6.19)-(6.20) lleva a que la referencia filtrada rf2 sea transitoria-
mente acondicionada ante el riesgo de que y1 exceda los l´ımites establecidos. Esta dosificacio´n
de la sen˜al de referencia logra limitar el acoplamiento cruzado sin provocar respuestas de tipo
inversa en la variable desacoplada.
Cuando el algoritmo propuesto se aplica a un problema en el que so´lo se busca la regulacio´n
de la variable controlada y1 en torno a su set-point, los l´ımites y1 y y1 representan valores
constantes u´tiles para determinar cotas de seguridad en la distancia entre el valor instanta´neo
de y1 y su valor deseado r1. Sin embargo, en aquellos problemas en que el seguimiento
simulta´neo de r1 y r2 sea un objetivo de control, las cotas al acoplamiento cruzado podr´ıan
generarse como y1 = yˆ1−δ
−
1 e y1 = yˆ1+δ
+
1 , siendo yˆ1 la evolucio´n temporal de y1 debida a un
cambio exclusivamente en r1 (como si el sistema estuviese diagonalmente desacoplado), y δ
±
1
tolerancias constantes al acoplamiento cruzado. No´tese que yˆ1 puede ser generado fa´cilmente
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mediante un detector de flancos en r1 suponiendo conocido el modelo de la planta. A su vez,
la incertidumbre en el modelado podr´ıa tenerse en cuenta con una seleccio´n conservativa de
δ±1 . Luego, si ambas referencias cambiaran simulta´neamente, el acondicionamiento por MD
de rf2 se activar´ıa so´lo en el caso en que la respuesta en y1 estuviese por apartarse de la
(artificialmente generada) respuesta desacoplada yˆ1 ma´s de lo permitido por las tolerancias
δ±1 . Esta operacio´n del me´todo propuesto se ilustra en el primer ejemplo de la pro´xima seccio´n.
La presencia de y
(ρ)
1 en (6.20) garantiza la condicio´n necesaria para el establecimiento del
MD de tener grado relativo unitario respecto a w. Para poder implementar estas funciones de
conmutacio´n no se necesita derivar la salida de la planta, pero s´ı se requiere que determinados
estados de la planta sean medidos o estimados, ya que en la pra´ctica los y
(α)
1 , α = 1, . . . , ρ,
se obtienen como una combinacio´n lineal de los estados del sistema a lazo cerrado y del error
e2 = rf2−y2 en el operador representado por el bloque S de la Figura 6.2. La transformacio´n
lineal de estados necesaria para este ca´lculo fue detallada en los cap´ıtulos anteriores.
Si bien la necesaria inclusio´n de y
(α)
1 hace las funciones de conmutacio´n menos intuitivas,
otorga a su vez grados de libertad que sirven para controlar la velocidad de aproximacio´n a
los l´ımites de la interaccio´n.
De hecho, haciendo (6.20) igual a cero, la evolucio´n de y1 durante el MD puede describirse
en la forma normal mediante:

z˙1 = z2
z˙2 = z3
· · · = · · ·
z˙ρ−1 = zρ
z˙ρ = (y˜1 − y1 −
∑ρ
α=2 kαzα) /kρ+1
η˙ = P21ξ +Q21η.
(6.21)
donde ξ = col(z1, z2, · · · , zρ) contiene la salida y1 y sus primeras (ρ − 1) derivadas y η =
col(zρ+1, · · · , zn) son (n21 − ρ) estados linealmente independientes, siendo n21 el orden de la
transferencia entre rf2 e y1. Los ceros de esta funcio´n de transferencia son los autovalores
de Q21, que determinan la dina´mica escondida. Dado que los elementos no diagonales de la
matriz de transferencia de un sistema parcialmente desacoplado siempre pueden disen˜arse
sin ceros en el SPD (como se vio en la seccio´n 6.2), la dina´mica escondida durante el MD
sera´ estable. La salida y1 evoluciona de acuerdo a las primeras ρ l´ıneas de (6.21). As´ı, la
dina´mica con que y1 se aproxima a y˜1 durante el MD depende so´lo de los valores elegidos
para kα, y es independiente de la dina´mica impuesta por el controlador centralizado C(s) al
lazo principal de control. Esto permite evitar sobrepasos y restringir as´ı las interacciones a
las cotas y˜1. El MD finaliza cuando la salida del sistema retorna por s´ı misma a la regio´n
permitida. Esto u´ltimo sucede gracias a que el disen˜o del lazo principal de control logra el
desacoplamiento esta´tico —ve´ase T (s) en Teorema 6.2—, y por lo tanto no hay interacciones
en estado estacionario.
Comentario 6.2 No´tese que para esta propuesta tambie´n valen los comentarios adicionales
de la seccio´n 5.3.5 en relacio´n a los costos asociados al desacoplamiento diagonal en sistemas
de NMF —comentario ii)—, y a los problemas de chattering o modo del alcance del MD
—comentario iii)—.
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6.4. Ejemplos
6.4.1. Ejemplo nume´rico
Conside´rese otra vez el Ejemplo 6.2 de la Seccio´n 6.2.2 en que el proceso es descripto por
(6.17). La matriz de transferencia de lazo cerrado Tup(s) en (6.18) se obtiene mediante el
controlador IMC:
Qup(s) =
(s+ 1)2
(s+ 4)2
[
−4 −12
−8 −8
]
. (6.22)
Debido a la direccio´n del cero en el SPD, el desacoplamiento de y2 implica grandes in-
teracciones en y1 (ve´ase Figura 6.1). El objetivo es entonces confinar estas interacciones a
cotas predefinidas sin degradar considerablemente la respuesta de y2. Para ello se agrego´ al
sistema el lazo de correccio´n propuesto tal como muestra la Figura 6.2. La siguiente superficie
de deslizamiento fue disen˜ada considerando el grado relativo unitario (ρ = 1) del elemento
no-diagonal de Tup(s):
s˜(x) = y˜1 − y1 − k2y˙1 = 0. (6.23)
El autovalor de f2(s) se fijo´ en λf = −100 y los valores de la sen˜al discontinua en w
+ =
−w− = 1.
Para ilustrar la generacio´n de las derivadas de las salidas a partir de los estados del
sistema, se considera la siguiente realizacio´n mı´nima de (6.17):
x˙ =


−2 0,5 0 0
2 0 0 0
0 0 −2 −0,5
0 0 2 0

x+


1 0
0 0
0 1
0 0

u
y =
[
1 0 0 −1,5
0 1 0 0,5
]
x. (6.24)
De esta manera, las superficies de modo deslizante (6.23) son en realidad implementadas
como:
s˜ = y˜1 − y1 − k2(0,5x2 − 3x3 + u1) = 0, (6.25)
En la Figura 6.3 se presentan los resultados de simulacio´n para k2 = 1/100, con la que
se obtiene una constante de tiempo de aproximadamente 10ms durante el MD. Se conside-
raron las siguientes cotas en la interaccio´n: y1 = −0,3 (l´ınea punteada), y1 = −0,1 (l´ınea a
puntos y rayas), y1 = 0,1 (l´ınea discontinua) y y1 = 0,3 (linea continua). La correspondiente
evolucio´n temporal de las dema´s sen˜ales de intere´s en el lazo se muestra en la Figura 6.4.
Como puede observarse, el me´todo acota la interaccio´n sin generar respuestas inversas en la
variable principal (y2). Por otro lado, el sistema de control original no es afectado en nada si
no se alcanzan los valores l´ımites de las interacciones (en el ejemplo, para y1 ≤ −0,3).
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Figura 6.3: Sen˜ales de salida con me´todo por MD para diferentes cotas en la interaccio´n.
La Figura 6.5 ilustra co´mo a trave´s del disen˜o de la superficie de deslizamiento puede
controlarse la velocidad de aproximacio´n de la interaccio´n a su l´ımite. Se muestran las res-
puestas del sistema para la cota y1 = 0,1, correspondiente al trazo a rayas de la Figura 6.3,
pero con valores k2 = 1/10 (l´ınea punteada), k2 = 1/20 (l´ınea discontinua) y el caso anterior
en que k2 = 1/100 (linea continua).
Por u´ltimo, la operacio´n del me´todo cuando ambas referencias cambian en forma si-
multa´nea (en t = 1) se muestra en la Figura 6.6. En este caso, las cotas en el acoplamiento
remanente y1 y y1 se especifican con respecto a la respuesta ideal desacoplada yˆ1 en lugar de
ser valores constantes. Las simulaciones se hicieron para δ±1 = 0,3, δ
±
1 = 0,5 y δ
±
1 suficiente-
mente grande como para obtener la respuesta a lazo cerrado original (el MD no se establece
en este u´ltimo caso).
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Figura 6.4: Sen˜ales discontinuas w (solapadas), referencias filtradas rf y salidas del controla-
dor u, correspondientes a la Figura 6.3.
6.4.2. Tanque cua´druple
Retomemos ahora el caso estudiado en el Cap´ıtulo 5 del tanque cua´druple con cero ajus-
table propuesto originalmente en (Johansson, 2000). El diagrama esquema´tico de esta planta
se repite en la Figura 6.7.
Para la matriz de transferencia P (s) del modelo linealizado del sistema (5.42), la direccio´n
hT = [h01 h02 ] del cero en s = z0 > 0 esta´ dada por
1
[h01 h02 ]


γ1T1k1kc
A1(1 + T1z0)
(1− γ2)T1k1kc
A1(1 + T1z0)(1 + T3z0)
(1− γ1)T2k2kc
A2(1 + T2z0)(1 + T4z0)
γ2T2k2kc
A2(1 + T2z0)

 = 0 ∈ R2. (6.26)
1En este ejemplo las componentes de la direccio´n de salida del cero z0 se denotan h0i a fin de evitar
confusiones con los niveles en los tanques hi.
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Figura 6.5: Diferentes velocidades de aproximacio´n a los l´ımites de interaccio´n en y1.
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Figura 6.6: Limitacio´n del acoplamiento en y1 durante el seguimiento de r1 con diferentes
tolerancias al acoplamiento δ±1 .
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Figura 6.7: Diagrama esquema´tico del tanque cua´druple
Obse´rvese que de estas ecuaciones se desprende que h01 6= 0 y h02 6= 0, por lo que el cero
nunca estara´ asociado a una u´nica entrada. Precisamente, de la primera ecuacio´n de (6.26)
se tiene que
h01
h02
= −
1− γ1
γ1
·
T2k2A1(1 + T1z0)
T1k1A2(1 + T2z0)(1 + T4z0)
. (6.27)
Luego, cuando la posicio´n de la va´lvula 1 es tal que γ1 es cercana a cero, el cero esta´ alinea-
do con la primera salida y1. Si en cambio γ1 es cercano a uno, entonces el cero esta´ asociado
principalmente con la segunda salida y2. Por lo tanto, la posicio´n de las va´lvulas divisoras
de caudal γ1 y γ2 tambie´n influyen, para una dada posicio´n del cero de NMF, respecto a la
alineacio´n de este cero con una u otra variable controlada.
Para el punto de operacio´n P+, cuyos para´metros se presentaron en la Tabla 5.1, la matriz
de transferencia (5.42) resulta
P+(s) =


1,5
1 + 63s
2,5
(1 + 39s)(1 + 63s)
2,5
(1 + 56s)(1 + 91s)
1,6
1 + 91s

 , (6.28)
que tiene un cero de transmisio´n en s = z0 = 0,013. La direccio´n de salida asociada a este
cero es hT = [h01 h02 ] = [0,626 − 0,779].
Se supone ahora que el nivel en el tanque inferior izquierdo h1 es la variable ma´s importan-
te, y que por tanto requiere un control ma´s exacto. Adema´s, se pretende que las interacciones
sobre la variable secundaria h2 no superen la magnitud de los cambios de set-point en h1.
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Entonces, se busca un controlador IMC propio Q(s) que obtenga una sensibilidad com-
plementaria T (s) triangular inferior y que satisfaga la restriccio´n de interpolacio´n (6.8). Para
cumplir con el primero de los objetivos se escoge
Tlo(s) =


1
a11s+ 1
0
αs
(a21s+ 1)2
(−1/z0)(s − z0)
(a22s+ 1)2

 . (6.29)
De modo de satisfacer (6.8) α debera´ ser:
α =
−h01
a11z0 + 1
(a21z0 + 1)
2
h02z0
. (6.30)
Por otro lado, se exige que la variable principal del sistema a lazo cerrado (h1) presente un
tiempo de establecimiento no mayor a 200seg, es decir, aproximadamente 5 veces ma´s ra´pido
que lo obtenido en el cap´ıtulo anterior con una estructura de control descentralizada.
De acuerdo a la dina´mica deseada y a la importancia de cada variable, se tomo´ en primer
lugar a11 = 20, a21 = 20 y a22 = 50. Con el disen˜o resultante se corrieron simulaciones en
las que se excito´ al sistema con sen˜ales de tipo escalo´n para r1 en t = 50s y para r2 en
t = 500s. El gra´fico superior de la Figura 6.8 muestra en l´ıneas punteadas las respuestas
del lazo cerrado2. Si bien la variable de mayor intere´s h1 esta´ desacoplada y no presenta
respuestas de tipo inversa, la amplitud de la interaccio´n sobre el nivel h2 ante el cambio en
r1 supera claramente el l´ımite especificado. Una manera trivial de reducir esta interaccio´n
ser´ıa hacer ma´s lenta la transferencia cruzada del lazo cerrado. Esto se llevo´ a cabo eligiendo
a21 = 50, y los resultados dan lugar a las curvas continuas en el centro de la Figura 6.8.
Adema´s de que el transitorio en yδ2 se hace ma´s largo, crece tambie´n considerablemente el
error integral debido a la interaccio´n. Esto queda en evidencia en los dos gra´ficos inferiores de
la figura, donde se muestra la evolucio´n del Error Absoluto Integral (IAE, Integral Absolute
Error) de yδ1 (IAE1) e y
δ
2 (IAE2) para el escalo´n en r1. Notar que la evolucio´n de IAE1 es
ide´ntica con a21 = 20 y con a21 = 50, por lo que las curvas correspondientes a ambos casos
esta´n superpuestas.
En segunda instancia, se considero´ el me´todo propuesto por Weller y Goodwin (1996)
para mejorar la respuesta del sistema parcialmente desacoplado con restricciones en las in-
teracciones (a la salida). Se toma de aqu´ı en ma´s a21 = 20. Las l´ıneas continuas de la Figura
6.9 revelan que la interpolacio´n de los disen˜os por desacoplamiento diagonal y triangular
conducen a una significativa mejora en la respuesta transitoria de yδ2 debida al acoplamiento
cruzado (las respuestas del disen˜o anterior con a21 = 20 se repiten en l´ınea punteada para
permitir la comparacio´n). Sin embargo, en la salida principal yδ1 se aprecia una respuesta
ma´s lenta y de tipo inversa. Ambos feno´menos se verifican en las curvas de los errores inte-
grales (tambie´n en la Figura 6.9): la importante reduccio´n de IAE2 cantrasta con un mayor
crecimiento de IAE1.
2No´tese que aqu´ı se grafica la salida en torno al punto de operacio´n yδi = kc(hi − h
0
i ), mientras que en el
Cap´ıtulo 5 se grafico´ la salida del sistema yi = kchi
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Figura 6.8: Sistema original parcialmente desacoplado. L´ınea continua: a21 = 50, linea pun-
teada: a21 = 20. Evoluciones temporales de las salidas y sus Errores Integrales Absolutos.
Finalmente, el algoritmo propuesto fue probado. Para ello, el autovalor del filtro se
tomo´ como λf = −1, mientras que las superficies de deslizamiento se definieron de la si-
guiente manera
s˜ = y˜δ2 − y
δ
2 − y˙
δ
2 = 0, (6.31)
donde k2 = 1. Para obtener la derivada de la salida se deben reemplazan en la representacio´n
en variables de estado del tanque cua´druple (5.40) los valores dados en la Tabla 5.1 y las
constantes de tiempo para el punto de operacio´n P+, resultando
dx
dt
=


−0,0159 0 0,0256 0
0 −0,011 0 0,0179
0 0 −0,0256 0
0 0 0 −0,0179

x+


0,0482 0
0 0,035
0 0,0775
0,0559 0

u,
yδ =
[
0,5 0 0 0
0 0,5 0 0
]
x, (6.32)
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Figura 6.9: L´ınea continua: sistema con me´todo Weller-Goodwin. L´ınea punteada: sistema
original parcialmente desacoplado (a21 = 20). Evoluciones temporales de las salidas y sus
Errores Integrales Absolutos.
De este modo, las superficies (6.31) pueden implementarse como
s˜ = y˜δ2 − y
δ
2 + 0,0055x2 − 0,0089x4 − 0,0175u2 = 0. (6.33)
El recuadro superior de la Figura 6.10 (l´ınea continua) evidencia que el me´todo efecti-
vamente confina el acoplamiento cruzado a los l´ımites permitidos (amplitud del escalo´n en
r1) sin transferir caracter´ısticas de NMF a la respuesta de y
δ
1. Nuevamente, las respuestas
del sistema original se grafican en l´ıneas punteadas. En la parte inferior de la Figura 6.10
se muestra que con la estrategia por MD el error IAE2 es el mismo que el obtenido con
el sistema original, mientras que el ı´ndice correspondiente a la variable principal IAE1 es
significativamente ma´s chico que con la estrategia anterior (comparar los valores de IAE1 en
t = 500s de las figuras 6.9 y 6.10).
Es importante remarcar que adema´s de obtener el desacoplamiento completo de la variable
principal, el uso de una estrategia centralizada permitio´ conseguir sin demasiado esfuerzo de
disen˜o tiempos de respuesta varias veces ma´s ra´pidos que los que se lograron mediante el
control descentralizado. Si bien como ya fue argumentado los controladores descentralizados
del Cap´ıtulo 5 son susceptibles de mejoras, las limitaciones inherentes a la arquitectura de
156 CAPI´TULO 6. DESACOPLAMIENTO PARCIAL PARA SISTEMAS DE NMF
0 100 200 300 400 500 600 700 800 900 1000
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
Vo
lts
0 100 200 300 400 500
0
5
10
15
20
25
30
35
0 100 200 300 400 500
0
20
40
60
80
Tiempo (s)Tiempo (s)
Tiempo (s)
yδ1
IAE1
yδ2
IAE2
Figura 6.10: L´ınea continua: me´todo propuesto por MD. L´ınea punteada: sistema original
parcialmente desacoplado (a21 = 20). Evoluciones temporales de las salidas y sus Errores
Integrales Absolutos.
control hacen imposible en general igualar la performance obtenida con controladores MIMO
centralizados. Particularmente, en el caso del tanque cua´druple, si se quisiera aumentar la
velocidad de respuesta con los controladores PI del cap´ıtulo anterior para aproximarse a los
tiempos de establecimiento de la Figura 6.10, el lazo cerrado se volver´ıa inestable.
6.5. Resumen del cap´ıtulo
En este cap´ıtulo se planteo´ una te´cnica de control alternativa para relajar los costos
del desacoplamiento diagonal en sistemas de no-mı´nima fase. Por tratarse de una estrategia
centralizada, la performance alcanzable es superior a la que resulta de aplicar la propuesta
del cap´ıtulo anterior, basada en el control descentralizado. Esto es de relevancia en sistemas
de NMF, para los cuales no siempre es posible alcanzar los requerimientos de performance
mediante estrategias de control multi-lazo.
El me´todo propuesto consiste en limitar el acoplamiento remanente en sistemas de NMF
parcialmente desacoplados evitando provocar respuestas inversas en la principal variable a
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controlar. El desacoplamiento parcial permite eliminar completamente las interacciones en
al menos una variable de intere´s sin transferir a ella caracter´ısticas de NMF, mientras que
la compensacio´n por MD adicionada brinda la posibilidad de acotar las interacciones en las
restantes variables controladas. Una vez que la correccio´n se activa, la dina´mica con que estas
salidas se acercan a sus valores l´ımites puede ser fijada independientemente del disen˜o del
lazo principal de control.
Consecuentemente, el me´todo propuesto constituye una herramienta u´til para la opera-
cio´n segura de sistemas MIMO con cierto grado de desacoplamiento, relajando los costos en
la performance impuestos por los ceros de no-mı´nima fase en sistemas desacoplados diago-
nalmente.
158 CAPI´TULO 6. DESACOPLAMIENTO PARCIAL PARA SISTEMAS DE NMF
Cap´ıtulo 7
Conclusiones
En esta tesis se ha abordado el control de sistemas multivariables con restricciones. Uno
de los principales objetivos a lo largo de la tesis ha sido el desarrollo de nuevas estrategias
de control que permitan reducir las interacciones cruzadas de los sistemas MIMO, es decir,
mejorar su grado de desacoplamiento. Este problema se ha considerado para diferentes limi-
taciones en la planta (restricciones a la entrada, restricciones a la salida, ceros de no-mı´nima
fase) y distintas estructuras de control (controladores centralizados y descentralizados).
Como un primer paso, se estudiaron las principales caracter´ısticas de los sistemas lineales
multivariables. Para el disen˜o de control en este tipo de sistemas se propuso utilizar la es-
trategia de Control por Modelo Interno (IMC), basada en la parametrizacio´n af´ın de los
controladores que estabilizan internamente el lazo de control. Esta estrategia permite disen˜ar
en forma sencilla controladores que desacoplen el lazo cerrado en ausencia de restricciones,
ya que el controlador IMC puede calcularse como si se tratara de un precompensador a lazo
abierto. A partir de la estrategia IMC se describieron procedimientos de disen˜o para obtener
el desacoplamiento dina´mico diagonal de sistemas estables de mı´nima fase, estables de no
mı´nima fase e inestables. Se analizo´ a su vez el efecto del desacoplamiento en sistemas con
ceros en el semi-plano derecho (SPD). Se mostro´ que adema´s de acentuar las limitaciones fun-
damentales de disen˜o de los sistemas realimentados de control, el desacoplamiento dina´mico
completo produce un esparcimiento de los ceros en el SPD entre los distintos canales del
sistema desacoplado.
Tambie´n se estudiaron las propiedades fundamentales de los sistemas de estructura varia-
ble, ya que los mismos brindan un marco teo´rico adecuado para el ana´lisis de las estrategias
propuestas en la tesis.
En la primera estrategia de control desarrollada se fijo´ como objetivo preservar el des-
acoplamiento dina´mico de un sistema MIMO en presencia de restricciones en la entrada
a la planta. Para ello, se propuso un algoritmo para el acondicionamiento de la referencia
mediante una sen˜al auxiliar discontinua. Este me´todo se planteo´ inicialmente para sistemas
monovariables con controladores bipropios. Se mostro´ a trave´s de resultados de simulacio´n su
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efectividad para tratar diversos problemas en el control de sistemas SISO, como el windup, la
reduccio´n de transitorios en la conmutacio´n del modo manual al modo automa´tico (algoritmo
bumpless), o el cumplimiento de determinados requerimientos sobre las sen˜ales internas de
la planta. Posteriormente, se formulo´ la metodolog´ıa para su aplicacio´n en sistemas multiva-
riables que han sido desacoplados dina´micamente mediante controladores propios (bipropios
o estrictamente propios) centralizados. En estos sistemas, las restricciones en la entrada a la
planta pueden provocar la pe´rdida del desacoplamiento a lazo cerrado, ya que al alcanzarse
alguna limitacio´n se rompe el acoplamiento necesario entre planta y controlador para que el
lazo cerrado permanezca desacoplado. Como las restricciones actu´an individualmente sobre
cada entrada de control, lo que ocurre es que cambia la direccio´n del vector de entrada a
la planta respecto a la del vector de salida del controlador multivariable. Este problema fue
abordado mediante el acondicionamiento de la referencia por modo deslizante, proponie´ndose
para las transferencias estrictamente propias un disen˜o de la superficie basado en la represen-
tacio´n cano´nica normal de las transferencias correspondientes. A diferencia de la mayor parte
de los algoritmos que evitan el cambio de direccio´n del vector de control, el me´todo propuesto
no afecta a las variables cuyos set-points permanecen constantes, evitando de esta manera
generar transitorios indeseados en estos canales. Se verifico´ mediante resultados de simulacio´n
que la metodolog´ıa propuesta no so´lo evita el cambio de direccionalidad del control, sino que
efectivamente preserva el desacoplamiento de sistemas multivariables, tanto de fase mı´nima
como de fase no-mı´nima, en presencia de restricciones.
En segundo lugar, se efectuo´ una propuesta para reducir o limitar las interacciones cruza-
das en la estructura de control ma´s difundida en la industria para los sistemas multivariables:
el control descentralizado o multi-lazo. Se presentaron y ejemplificaron para tal fin algunos
conceptos relacionados con esta arquitectura de control, y se analizaron los efectos que las
interacciones cruzadas tienen sobre el control descentralizado. Luego, se desarrollo´ una estra-
tegia basada en el acondicionamiento por MD de la referencia, que en este caso incluye los
estados de la planta, para limitar a un valor prefijado la excursio´n de cada variable contro-
lada ante cambios de set-point en las dema´s variables. Se demostro´ adema´s que la estrategia
limita tambie´n el efecto cruzado de las perturbaciones a la salida. La compensacio´n propuesta
mostro´ ser efectiva para reducir el acoplamiento o establecer cotas de seguridad en estructu-
ras de control descentralizadas, aunque naturalmente la metodolog´ıa hereda las limitaciones
inherentes al control multi-lazo. Para ilustrar el funcionamiento del me´todo se introdujo una
planta de laboratorio con cero ajustable conocida como tanque cua´druple. Las simulaciones
sobre su configuracio´n de no-mı´nima fase (NMF) verificaron la eficacia del me´todo. Se eva-
luo´ tambie´n para este ejemplo la influencia de la implementacio´n del me´todo en ı´ndices de
performance t´ıpicos.
Por u´ltimo, siempre con el objetivo de reducir lo ma´ximo posible las interacciones cruza-
das, se propuso una arquitectura de control para los sistemas MIMO de no-mı´nima fase. Los
resultados parciales del trabajo de tesis aportaron dos razones fundamentales para esta nueva
propuesta. Por un lado, se mostro´ y se verifico´ que en este tipo de sistemas el desacoplamiento
dina´mico diagonal produce el esparcimiento de los ceros en el SPD, limitando por tanto la
performance alcanzable. Por otro lado, se verifico´ que el control descentralizado no siempre
conduce a respuestas satisfactorias para los sistemas de NMF, sino que se requiere para ello
de una estrategia centralizada. Consecuentemente, se estudio´ el desacoplamiento parcial de
sistemas MIMO, demostra´ndose que el mismo relaja las limitaciones impuestas por el desaco-
plamiento diagonal. La desventaja principal de esta estrategia radica en las interacciones que
no son eliminadas, cuya amplitud depende de la direccio´n de salida de los ceros en el SPD.
Por ello, el acondicionamiento por MD de la referencia se utilizo´ en este problema (derivado
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de las restricciones impuestas por los ceros de NMF) para limitar el acoplamiento remanente,
evitando afectar la variable principal (desacoplada) con respuestas de tipo inversa. Por tra-
tarse de una estrategia centralizada, la velocidad de respuesta alcanzable es muy superior a
la que permite una estrategia basada en controles descentralizados. El me´todo fue comparado
con propuestas anteriores, mostrando caracter´ısticas muy interesantes, en particular respecto
a la respuesta de la variable principal.
Algunas caracter´ısticas comunes de las estrategias propuestas que vale la pena remarcar
son que: (1) la dina´mica del lazo auxiliar de compensacio´n puede disen˜arse independientemen-
te de la del lazo principal, permitiendo as´ı fijar la velocidad con que la variable en cuestio´n
alcanza su l´ımite (con lo que pueden evitarse cambios bruscos en las variables controladas o
las sen˜ales de control que se env´ıan a los actuadores); (2) el acondicionamiento de la referen-
cia so´lo se lleva a cabo si se alcanzan los l´ımites prefijados, caso contrario el sistema original
no es alterado en absoluto; (3) no hay modo de alcance, y el chattering es despreciable, dos
problemas que suelen deteriorar la performance de los sistemas de estructura variable.
Para finalizar, cabe destacar que los resultados originales de este trabajo de tesis no
se limitan a un problema o proceso en particular. Como sucede en general con la teor´ıa
de control, las estrategias aqu´ı propuestas son aplicables a un sinnu´mero de sistemas y/o
procesos, y permiten abordar a su vez un amplio espectro de problemas.
7.1. Futuras l´ıneas de investigacio´n
Algunas de las l´ıneas de trabajo que pueden seguirse en el corto y mediano plazo a partir
de esta tesis son:
Acondicionamiento de la referencia para sistemas no-lineales y/o inestables.
Se podr´ıa trabajar para ampliar la aplicacio´n de los me´todos desarrollados a sistemas no-
lineales. Particularmente, a sistemas no-lineales afines en el control, para los cuales las
herramientas brindadas en el Cap´ıtulo 3 son igualmente va´lidas. A su vez, la propuesta
del Cap´ıtulo 4 podr´ıa extenderse para abordar las restricciones a la entrada de plantas
inestables. Para ello, se deber´ıa obtener un conjunto finito de condiciones iniciales y una
regio´n invariante dentro del espacio de estados (dado un rango adecuado de sen˜ales de
referencia), para los que se aseguren los l´ımites de la accio´n de control y la estabilidad.
Aplicacio´n de las estrategias propuestas a problemas concretos. Vincular las
investigaciones teo´ricas con problemas del control de procesos industriales y de con-
versio´n de energ´ıa a partir de recursos renovables. Entre las posibles aplicaciones se
esta´ evaluando la aplicacio´n de las estrategias desarrolladas en el control de sistemas de
conversio´n de energ´ıa eo´lica, en la industria azucarera y en problemas de bio-tecnolog´ıa.
Pruebas experimentales. Se preve´ la prueba de los me´todos desarrollados mediante
experiencias de laboratorio. Con este fin se ha comenzado a construir un prototipo del
tanque cua´druple.
Modelado h´ıbrido de las metodolog´ıas propuestas y los sistemas con restric-
ciones. Desarrollo de modelos basados en sistemas h´ıbridos que involucren dina´micas
continuas para las distintas regiones de operacio´n en que se activan las restricciones
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consideradas y, a su vez, eventos discretos que contemplen el paso entre regiones. In-
terpretacio´n geome´trica de las estrategias propuestas.
Empleo de estrategias h´ıbridas de control para sobrellevar los problemas
de las restricciones en el control. Nuevos resultados pueden obtenerse mediante el
empleo de una teor´ıa ma´s abarcativa y de creciente desarrollo como la de los sistemas
h´ıbridos de control, en particular en relacio´n a la performance alcanzable a lazo cerrado
y a los criterios para la establilidad del sistema restringido.
Desarrollo de estrategia bumpless multivariable. La reduccio´n de los transitorios
ocasionados al conmutar del modo manual al modo automa´tico puede abordarse con
las herramientas de disen˜o presentadas en esta tesis. En particular, resulta de intere´s
profundizar los estudios respecto a las propiedades de los obsevadores por MD para este
problema en particular.
Ape´ndice A
Reduccio´n de transitorios en pasaje de modo
manual a modo automa´tico mediante MD
En este ape´ndice se evalu´an los atributos de los observadores por MD para evitar o
disminuir los efectos transitorios causados por la conmutacio´n del modo manual al modo
automa´tico en el control de sistemas MIMO. La aplicacio´n propuesta puede ser interpretada
como la construccio´n de un observador de estados por MD de un controlador ficticio. El
enfoque considerado cambia virtualmente la posicio´n de la llave de conmutacio´n de la salida
del controlador a etapas internas del mismo. Una caracter´ıstica importante de la metodo-
log´ıa considerada es que la misma evita los saltos en la sen˜al de entrada a la planta au´n
para conmutaciones realizadas antes de que el transitorio del observador se haya extinguido,
mientras que al mismo tiempo los restantes estados del controlador se acomodan segu´n la
dina´mica especificada en el disen˜o del MD. A diferencia de otras propuestas de la literatu-
ra, la metodolog´ıa empleada es aplicable a controladores de fase no-mı´nima (en particular, a
aquellos controladores de NMF que resultan de desacoplar sistemas con ceros en el SPD). Los
resultados que se presentan en este ape´ndice han sido publicados en (Garelli et al., 2006a).
A.1. Introduccio´n
Una pra´ctica muy comu´n en el control automa´tico de procesos qu´ımicos es la conmutacio´n
del modo manual –con el cua´l se lleva al sistema hasta un punto de operacio´n deseado– al
modo automa´tico. Como se menciono´ en el Cap´ıtulo 4, estos cambios pueden producir saltos
en la entrada a la planta sino se toma alguna medida para evitarlo. Las supresio´n de los saltos
en la entrada a la planta es conocida como conmutacio´n o transferencia bumpless. Adema´s
de buscarse este tipo de transferencia, generalmente es deseable poder disminuir los efectos
transitorios que la conmutacio´n al modo automa´tico provoca en las variables controladas.
Debido a la importancia pra´ctica de este problema, se han reportado numerosas contribu-
ciones en este tema. Muchas de ellas han abordado los problemas asociados a la conmutacio´n
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del modo manual al automa´tico junto con el problema de windup, causado por las restriccio-
nes en el control y ya analizado en esta tesis. En particular, una de las te´cnicas ma´s citadas
para resolver este problema es precisamente el acondicionamiento de la referencia propuesto
por Hanus et al. (1987). Este se basa en el concepto de la “referencia realizable” y fue apli-
cado a numerosos problemas de la “vida real”. Sin embargo, requiere que el controlador sea
cuadrado y de mı´nima fase, por lo que ha habido varios intentos de relajar estas suposiciones.
Uno de ellos digno de ser mencionado es el trabajo de Turner y Walker (2000), basado en
ideas de la Teor´ıa Lineal Cuadra´tica (LQ, Linear Quadratic Theory), que fue luego aplicado
al control de un avio´n V/STOL (Vertical or Short Take-Off and Landing) (Turner et al.,
2002). Entre la gran cantidad de trabajos que aparecieron sucesivamente en la literatura para
lograr transferencias bumpless, se han explotado conceptos de desigualdades lineales matri-
ciales (Linear Matrix Inequalities, LMI) (Mulder et al., 2001), cotas en L2 para el error en los
estados (Zaccarian y Teel, 2002, 2005), realimentacio´n de estados/salidas (Lee et al., 2002;
Zheng et al., 2004), y optimizacio´n H∞ (Edwards y Postlethwaite, 1998).
El principal objetivo de este ape´ndice es ilustrar co´mo a trave´s de conceptos elementales
del control por estructura variable y los reg´ımenes deslizantes asociados se pueden resolver
los problemas que ocasiona la conmutacio´n del modo manual al automa´tico en los sistemas
MIMO. La propuesta resultante es aplicable a una gran variedad de controladores, en particu-
lar a controladores estrictamente propios y/o con ceros de transmisio´n en el SPD, y muestra
tener algunas propiedades atractivas. A diferencia de otros me´todos anteriores –por ejemplo,
(Zaccarian y Teel, 2002) y (Zaccarian y Teel, 2005)–, la te´cnica propuesta no necesita de un
modelo de la planta.
A.2. Algoritmo para transferencia bumpless
En esta seccio´n se describe el algoritmo por MD para evitar los saltos en la entrada a la
planta en la conmutacio´n al modo automa´tico, y se enumeran sus principales caracter´ısticas.
Para hacer ma´s clara la presentacio´n, el me´todo se explica en primer lugar para el caso de la
conmutacio´n entre controladores MIMO ide´nticos con diferentes condiciones iniciales (a los
que se llamara´ en lo sucesivo controladores alternativos). Luego, se analiza la aplicacio´n del
me´todo al caso de la transferencia del modo manual al modo automa´tico, lo que se interpreta
como una conmutacio´n entre un controlador ficticio (modo manual) y el controlador real
(modo automa´tico).
A.2.1. Controladores alternativos
La conmutacio´n entre controladores alternativos, adema´s de simplificar la explicacio´n de la
propuesta, es pra´ctica usual en la industria para llevar a cabo el mantenimiento, la reparacio´n
o el reemplazo de algu´n componente del sistema de control. Si bien el controlador conectado
al lazo de control (controlador on-line) y el que au´n no esta´ conectado (controlador off-
line) son idealmente iguales, los diferentes valores de sus estados producir´ıan un importante
transitorio al cambiar de uno a otro si nada se hiciera para evitarlo. Mientras que en el caso
de los controladores digitales esto puede resolverse simplemente aplicando al controlador off-
line los valores de los estados del controlador on-line al momento de la conmutacio´n, para
controladores analo´gicos esta inicializacio´n no es tan sencilla. El esquema de la Fig. A.1 se
A.2. ALGORITMO PARA TRANSFERENCIA BUMPLESS 165
On-line
C(s)
Off-line
C(s)
Planta
r e y
w
s2
s
u s1
uˆ
-
Figura A.1: Conmutacio´n entre controladores alternativos con el algoritmo por MD propuesto
propone para solucionar este problema. La idea ba´sica es forzar los estados del controlador
off-line a que coincidan con los del controlador on-line mediante una accio´n discontinua w,
la cua´l depende del signo del error1.
El controlador on-line se puede describir en el espacio de estados como:
x˙ = Ax+Be,
u = Cx+De, (A.1)
donde x ∈ Rn, u ∈ Rm y rank(C) = m. El par (A,C) se supone observable. Luego, el vector
de salida del controlador u puede ser representado por
u = u0 +De = C1x1 + C2x2 +De, (A.2)
con x = [x1 x2]
⊤, x1 ∈ R
n−m, x2 ∈ R
m y det(C2) 6= 0. Ahora, las ecuaciones (A.1) se
reescriben en el espacio (x1,u0) por medio de la transformacio´n de coordenadas P :
[
x˙1
u˙0
]
=
[
A11 A12
A21 A22
][
x1
u0
]
+
[
B1
B2
]
e,
u = u0 +De, (A.3)
donde:
PAP−1 =
[
A11 A12
A21 A22
]
, PB =
[
B1
B2
]
, (A.4)
y
P =
[
In−m 0
C1 C2
]
. (A.5)
El esquema no-lineal de la Fig. A.1 puede verse como la construccio´n de un observador
de estados (controlador off-line) MIMO por MD del controlador on-line (A.3). La dina´mica
de este observador por MD viene dada por:
1En este ape´ndice a los vectores se los denota con letra en negrita
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[
˙ˆx1
˙ˆu0
]
=
[
A11 A12
A21 A22
][
xˆ1
uˆ0
]
+
[
B1
B2
]
e
+
[
L1
L2
]
w,
uˆ = uˆ0 +De, (A.6)
siendo xˆ1 y uˆ0 las estimaciones de los estados del controlador x1 y u0, mientras que L1 ∈
R
(n−m)×m y L2 ∈ R
m×m son matrices constantes. La funcio´n vectorial discontinua w ∈ Rm
se elige componente a componente como
wi =
{
w+i si si(x) > 0
w−i si si(x) < 0
, i = 1 · · ·m (A.7)
de forma tal que se establezca un MD sobre la superficie S, definida por
S = {x ∈ Rn : s(x) = u = u− uˆ = 0}, (A.8)
siendo s(x) el vector de las funciones de conmutacio´n, es decir s(x) =
[ s1(x) s2(x) · · · sm(x) ]
⊤. Para el establecimiento del MD, L2 debe ser positiva
definida (Utkin et al., 1999). En particular, puede tomarse L2 = Im (matriz identidad).
De esta manera, el error entre el vector de salida del controlador u y su estimacio´n uˆ se
reduce a cero un vez que el sistema alcanza la superficie S. Es importante recordar que para
condiciones iniciales acotadas el tiempo en que el sistema alcanza la superficie S (tiempo de
alcance) puede hacerse arbitrariamente corto (Utkin et al., 1999). As´ı, al establecerse el MD
ya se logra un importante objetivo: la supresio´n de un potencial salto en la sen˜al de entrada
a la planta al momento del intercambio entre controladores.
De todas formas, es importante adema´s hacer que todas las otras estimaciones de estados
xˆ1 converjan a los estados del controlador on-line x1, de forma tal de minimizar los efectos
que sus diferencias producira´n en las variables controladas. Para ello, las matrices L1 y L2
deben elegirse para que el error x1 = x1 − xˆ1 disminuya a una velocidad que garantice
precisamente que x1 sea pequen˜o al momento de la conmutacio´n. La dina´mica del error en
la estimacio´n se obtiene a partir de (A.3) y (A.6), resultando:
[
x˙1
u˙0
]
=
[
A11 A12
A21 A22
][
x1
u0
]
−
[
L1
L2
]
w. (A.9)
Como durante el MD s(x) = 0 y s˙(x) = 0 (condicio´n de invarianza), el orden de la
dina´mica se reduce en m y su ana´lisis es similar al de un observador de orden reducido
(ve´anse la conclusiones de la seccio´n 3.9 en el cap´ıtulo 3). De la u´ltima fila de la ecuacio´n
(A.9) el control equivalente weq(x) resulta:
weq(x) = L
−1
2 A21x1, (A.10)
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y reemplazando w por weq en la primera fila de la ecuacio´n (A.9) se obtiene:
x˙1 = [A11 − L1L
−1
2 A21]x1. (A.11)
Luego, la dina´mica con que la estimacio´n xˆ1 converge a x1 puede ser arbitrariamente
asignada mediante una adecuada eleccio´n de la matriz L1L
−1
2 . Tomando L2 = Im, el disen˜o
se reduce a las ganancias de la matriz L1.
Comentario A.1 Siempre que la llave s2 de la Fig. A.1 este´ cerrada, durante el MD el
sistema no sera´ afectado por la posicio´n de la llave s1, ya que el re´gimen deslizante forzara´ a
ambos controladores a tener las mismas salidas. De hecho, incluso luego de haber conectado
el controlador off-line a la planta, la transferencia del controlador no se habra´ completado
hasta que la llave s2 este´ finalmente abierta.
A.2.2. Del modo manual al automa´tico
La Fig. A.2 representa un esquema t´ıpico para la conmutacio´n manual/automa´tica en
sistemas MIMO. Tal como es utilizado en general para los sistemas SISO, la llave de conmu-
tacio´n entre ambos modos de operacio´n tambie´n se ubica entre las salidas del controlador y
las entradas a la planta en el caso de sistemas multivariables. En la pra´ctica, lo que hace el
operador del sistema es dosificar la sen˜al uman comparando las referencias correspondientes
al punto de operacio´n deseado con las variables controladas, y cuando el error y su derivada
son suficientemente chicos, conmutar del modo manual al automa´tico .
uman
u
C(s)
r y
Planta
Figura A.2: Esquema general de la conmutacio´n manual-automa´tica
Un diagrama esquema´tico del me´todo multivariable por MD propuesto en este ape´ndice
se presenta en la Fig. A.3. Obse´rvese que ahora la llave ubicada entre las salidas del con-
trolador y las entradas a la planta ha sido eliminada. En lugar de ella, la llave ubicada a la
salida del bloque no-lineal es ahora la responsable de la conmutacio´n manual/automa´tica. El
establecimiento del MD sobre la superficie
S = {x ∈ Rn : s(x) = u− uman = 0}, (A.12)
fuerza a u a coincidir con uman. As´ı, cuando la llave de la Fig. A.3 esta´ cerrada, el MD permite
manipular la entrada a la planta u por medio de la sen˜al generada en forma manual uman y
a trave´s del controlador on-line. Luego, la conmutacio´n desde el modo manual al automa´tico
es ahora llevada a cabo abriendo una llave ubicada en etapas internas del controlador, en
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Figura A.3: Esquema propuesto para la conmutacio´n Manual-Automa´tica con el algoritmo
por MD
lugar de hacerlo cambiando la posicio´n de una llave en la entrada a la planta. Esto es una
particularidad que diferencia a la presente propuesta de los esquemas comu´nmente utilizados.
El ana´lisis de la dina´mica de esta aplicacio´n es similar al de la subseccio´n previa. De hecho,
este caso puede ser visto como si el controlador C(s) fuese un observador de los estados de otro
controlador ficticio e ide´ntico a C(s), a trave´s del cua´l se estuviese generando la sen˜al uman,
como muestra la Fig. A.4. Nuevamente, una vez establecido el MD, se evitan los saltos en la
entrada a la planta, ya que la sen˜al u es manejada mediante uman a trave´s del controlador
on-line y no existe ninguna llave en la entrada a la planta.
En realidad, el controlador ficticio representar´ıa una parte del trabajo realizado por el
operador del sistema. A diferencia del caso previamente analizado, la entrada a este contro-
lador ficticio ef sera´ en general diferente a la entrada del controlador on-line e. Luego, la
dina´mica del error en la estimacio´n tiene ahora la siguiente descripcio´n
[
x˙1
u˙0
]
=
[
A11 A12
A21 A22
][
x1
u0
]
+
[
B1
B2
]
e
−
[
L1
L2
]
w, (A.13)
donde e = ef − e. La dina´mica reducida del MD esta´ dada por
x˙1 = [A11 − L1L
−1
2 A21]x1 + f(e, e˙), (A.14)
donde f(·) es una funcio´n lineal.
No´tese a partir de (A.14) y la Fig. A.4 que si e = 0 y e˙ = 0 este problema es ana´logo al de
la subseccio´n anterior. Dado que la conmutacio´n es realizada cuando e y e˙ son cercanos a cero,
y asumiendo que el controlador on-line fue disen˜ado para obtener error de estado estacionario
nulo, entonces la sen˜al ef y su primer derivada sera´n tambie´n cercanos a cero al momento
de la conmutacio´n2. Por tanto, e ≃ 0 y e˙ ≃ 0 y el u´ltimo te´rmino de (A.14) sera´ pequen˜o
al momento de la conmutacio´n. Consecuentemente, y teniendo en cuenta que la dina´mica
del MD es mucho ma´s ra´pida que la operacio´n manual, el error x1, que se corresponde con
2Esto es consecuencia del procedimiento normal de operacio´n, y no debido a una suposicio´n del me´todo.
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Figura A.4: Interpretacio´n de la transferencia Manual-Automa´tica en te´rminos de controla-
dores alternativos
el error residual e, sera´ tambie´n pequen˜o. De esta manera, si el operador lleva a cabo la
conmutacio´n satisfactoriamente (al abrir el lazo del MD) cuando el error es suficientemente
pequen˜o, ningu´n transitorio afectara´ la respuesta del sistema. Por otro lado, si el error e no
es despreciable para el momento del arranque del modo automa´tico, el sistema respondera´ a
condiciones iniciales residuales (ya que x1 6= 0) con la dina´mica del lazo cerrado del sistema.
Como x1 son estados internos del controlador, este efecto aparecera´ filtrado en la sen˜al de
control u.
Por lo tanto, el me´todo propuesto no so´lo elimina los saltos en la entrada a la planta
-lo que en s´ı es denominado transferencia bumpless por varios autores, ve´ase como ejemplo
(Peng et al., 1996)-, sino que tambie´n reacomoda adecuadamente los estados del controlador
durante la operacio´n manual y garantiza buen seguimiento luego de la conmutacio´n al modo
automa´tico.
A.3. Ejemplo: Tanque cua´druple
Conside´rese ahora el tanque cua´druple ya presentado en esta tesis (Johansson, 2000).
Aqu´ı se utilizara´ el modelo no-lineal de esta planta, que esta´ dado por
dh1
dt
= −
a1
A1
√
2gh1 +
a3
A1
√
2gh3 +
γ1k1
A1
v1
dh2
dt
= −
a2
A2
√
2gh2 +
a4
A2
√
2gh4 +
γ2k2
A2
v2
dh3
dt
= −
a3
A3
√
2gh3 +
(1− γ2)k2
A3
v2
dh4
dt
= −
a4
A4
√
2gh4 +
(1− γ1)k1
A4
v1, (A.15)
Recue´rdese que los hi representan el nivel de agua en cada tanque, mientras que Ai y ai
son las secciones transversales de los tanques y de los orificios de salida, respectivamente. Las
constantes γ1, γ2 ∈ (0, 1) las determinan las dos va´lvulas divisoras de caudal. Las salidas del
proceso son sen˜ales en Volts generadas por los sensores en los tanques inferiores (y1 = kch1 y
170 APE´NDICE A. ESTRATEGIA BUMPLESS CON OBSERVADORES POR MD
y2 = kch2), y las entradas al sistema son los voltajes vi aplicados a las dos bombas (el caudal
correspondiente es kivi).
Los valores de los para´metros del sistema se presentaron en la Tabla 5.1 para los puntos
de operacio´n P− (para el cua´l el sistema presenta caracter´ısticas de mı´nima fase) y P+ (en
el cua´l se comporta como un sistema de fase no-mı´nima).
A.3.1. Conmutacio´n entre controladores alternativos (configuracio´n de
MF y NMF)
En primer lugar, consideramos la conmutacio´n entre controladores alternativos en el punto
de operacio´n P−, en el cual el sistema es ma´s simple de controlar. Para evaluar la propuesta
bajo condiciones de control exigentes, se disen˜o´ un controlador centralizado para desacoplar
completamente el sistema basa´ndose en el modelo linealizado en torno a P− (el controlador
resultante tiene 4 estados). Al sistema a lazo cerrado se le aplicaron escalones para t = 50s
en r1 y para t = 800s en r2. El controlador alternativo o de backup fue conectado al sistema
en t = 0s con condiciones iniciales nulas y la transferencia entre controladores se llevo´ a cabo
en t = 200s. Las simulaciones se realizaron sobre el modelo no lineal de la planta.
La respuesta del sistema sin ningu´n algoritmo para evitar los transitorios provocados por
el cambio al modo automa´tico se presenta en l´ınea punteada gruesa en la Fig. A.5 (en todas
las figuras el instante de conmutacio´n se indica con una l´ınea vertical a puntos y rayas). Si
bien en la parte superior de la figura se verifica el desacoplamiento dina´mico del sistema
(no´tese la superposicio´n de la l´ınea punteada gruesa con la l´ınea so´lida), en ambas salidas
aparece un gran transitorio como consecuencia del cambio abrupto en el vector de entrada a
la planta cuando se conmutan los controladores.
Con el fin solucionar este problema, se evaluo´ la metodolog´ıa aqu´ı propuesta. Los autova-
lores que determinan la dina´mica de la ecuacio´n (A.11) fueron elegidos como (−0,1;−0,11)
por medio de las matrices constantes L2 = I2 y
L1 = 10
3
[
1,4471 −2,4758
−0,095 0,2027
]
. (A.16)
La performance del sistema a lazo cerrado con el me´todo por MD incorporado se presenta
en l´ınea continua en la Fig. A.5, donde se puede verificar co´mo se eliminan los saltos en la
entrada a la planta y su efecto sobre las variables controladas. Obse´rvese que la conmutacio´n
entre controladores se realiza en este caso abriendo el lazo de MD (llave s2 de la Fig. A.1),
como muestra la evolucio´n de las sen˜ales discontinuas en la gra´fica inferior de la figura. Cabe
mencionar que en esta simulacio´n se llevo´ a cabo tambie´n un cambio en la posicio´n de la llave
en la entrada a la planta (llave s1 en la Fig. A.1) en t = 100s para verificar que el sistema
no es afectado por estos cambios durante el MD.
Partiendo del hecho que muchos esquemas anti-windup han sido utilizados en la literatura
para resolver problemas asociados a la transferencia manual/automa´tica en sistemas SISO
(ve´anse las referencias de la introduccio´n), y dado que varios de ellos pueden ser interpretados
en te´rminos de un observador de estados convencional, tambie´n se examino´ las respuesta
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Figura A.5: Conmutacio´n entre controladores en sistema de MF. L´ınea punteada gruesa: sin
ningu´n me´todo bumpless; l´ınea continua: con disen˜o por MD.
obtenida con un observador multivariable convencional. Los resultados obtenidos para el
sistema de MF considerado fueron similares a los que se obtuvieron con el disen˜o por MD,
con la salvedad de que en este u´ltimo caso la transferencia se realizo´ cambiando la posicio´n
de la llave s1. Sin embargo, las respuestas obtenidas con los dos tipos de observadores no
siempre sera´n parecidas, lo cua´l se verificara´ a continuacio´n.
Conside´rese nuevamente el intercambio entre controladores alternativos, pero ahora para
la configuracio´n de no-mı´nima fase del tanque cua´druple en el punto de operacio´n P+, en
donde la planta es ma´s dif´ıcil de controlar. Una vez ma´s, se disen˜o´ un controlador centralizado
para desacoplar dinamicamente al sistema (resultando esta vez un controlador de 5 estados).
Luego, debido a que la direccio´n del cero de fase no-mı´nima no es cano´nica (ver Cap´ıtulo 6),
el controlador debera´ necesariamente ser tambie´n de fase no-mı´nima. Esto restringe la aplica-
cio´n de otros me´todos para corregir los transitorios de la conmutacio´n en los lazos de control,
como es el caso de la tan difundida te´cnica de Hanus. Para este punto de operacio´n, asignar
los autovalores del observador en el mismo lugar que en el caso de fase mı´nima lleva a valores
extremadamente altos para las ganancias de la matriz L1, lo que puede traer problemas con
sen˜ales ruidosas. Para obtener valores aceptables en estas ganancias, el observador debe di-
sen˜arse varias veces ma´s lento que en el caso anterior. En estas condiciones, si la conmutacio´n
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Figura A.6: Conmutacio´n entre controladores en sistema de NMF. L´ınea punteada gruesa:
con observador convencional; l´ınea continua: con disen˜o por MD.
entre controladores se realiza antes de que los errores del observador se hayan extinguido, y
au´n asumiendo que e = e˙ = 0, los sistemas con observador convencional y observador por
MD tendra´n diferentes desempen˜os para las mismas dina´micas en ambos observadores
Para un controlador off-line conectado nuevamente en t = 0s y una conmutacio´n realizada
en t = 300s, la respuesta del sistema con un disen˜o basado en un observador convencional
se muestra en l´ınea punteada gruesa en la Fig. A.6. All´ı puede observarse el salto abrupto
en las sen˜ales de entrada a la planta en el instante de la conmutacio´n, y co´mo e´ste afecta
seriamente las respuestas en las variables controladas. Las respuestas despue´s de t = 2500s
se presentan solamente para mostrar que efectivamente el lazo cerrado esta´ dinamicamente
desacoplado (los escalones en la referencia se grafican en l´ınea punteada ma´s delgada).
Contrariamente, el me´todo propuesto fuerza u = 0 durante la operacio´n por MD, lo
que asegura que no hay salto en la entrada a la planta (transferencia bumpless). Al mismo
tiempo, reduce los errores en la estimacio´n de los estados internos del controlador de acuerdo
con (A.11). Como consecuencia de ello, los efectos transitorios en las salidas del proceso se
ven significativamente disminuidos (l´ınea continua en Fig. A.6).
A.3.2. Conmutacio´n Manual/Automa´tica (configuracio´n NMF)
Conside´rese ahora el caso pra´ctico de conmutacio´n del modo manual al automa´tico. La Fig.
A.7 muestra la reaccio´n del tanque cua´druple al ser operado manualmente hasta el punto de
operacio´n P+ y luego conmutado al modo automa´tico en t = 1000s, cuando ningu´n me´todo
es empleado para reducir los transitorios (l´ınea punteada) y cuando se utiliza el me´todo
propuesto por MD (l´ınea continua), respectivamente. Se ve aqu´ı tambie´n que el me´todo
propuesto evita los saltos en la entrada a la planta y los efectos transitorios en las variables
controladas. El a´rea ampliada verifica que en el modo automa´tico el sistema esta´ desacoplado
dina´micamente.
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Figura A.7: Conmutacio´n manual-automa´tica en t=1000s para sistema de NMF. L´ınea pun-
teada: sin ningu´n me´todo bumpless; l´ınea continua: con disen˜o por MD.
Tambie´n se evaluo´ en este caso el comportamiento del sistema con un observador multiva-
riable convencional. Si bien se encontraron resultados similares para la conmutacio´n efectuada
en t=1000s (cuando el transitorio del observador ya se extinguio´), las respuestas obtenidas
fueron muy dis´ımiles cuando la conmutacio´n se realizo´ ma´s ra´pidamente. Esto puede obser-
varse en la Fig. A.8: mientras que para el caso con el observador multivariable convencional
hay un gran salto en la entrada a la planta (l´ınea punteada), con el me´todo propuesto no hay
salto alguno en ese punto del lazo de control (l´ınea continua). La correspondiente evolucio´n
temporal de los estados del controlador x se presenta en la Fig. A.9, donde los estados inter-
nos son x1 = (x1, x2, x3) y u0 = (x4, x5). La columna izquierda corresponde al disen˜o con un
observador convencional, y la derecha al algoritmo por MD. Es importante notar que en el
primer caso, para el instante de la conmutacio´n ninguno de los estados del controlador hab´ıa
alcanzado su valor de estado estacionario (observar las diferencias entre la l´ınea punteada
horizontal y las curvas graficadas en l´ınea continua en t = 2500s). En particular, los estados
que aparecen a la salida (x4 and x5) estaban lejos de sus valores finales. En cambio, con el
me´todo por MD todos los estados estaban ma´s cerca del su valor de estado estacionario al
momento de la conmutacio´n. En este caso, los valores de los estados del controlador x4 y x5
hasta el momento de la conmutacio´n (durante el MD) son tales que u ≡ uman. Luego, como
consecuencia de la suavidad en la sen˜al de entrada a la planta y de la evolucio´n de los estados
internos, el me´todo propuesto logra mejores respuestas en las variables controladas, lo que se
evidencia el gra´fico superior de la Fig. A.8.
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Figura A.8: Conmutacio´n manual-automa´tica en t=300s para sistema de NMF. L´ınea pun-
teada: con observador convencional; l´ınea continua: con disen˜o por MD.
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Figura A.9: Evolucio´n de los estados del controlador y diferencia entre sus valores en el
instante de la conmutacio´n y en estado estacionario.
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A.4. Resumen del ape´ndice
Se propuso un me´todo para reducir los efectos transitorios de las conmutaciones entre
el modo manual y el automa´tico en sistemas MIMO, que esta´ basado en conceptos de la
teor´ıa de sistemas de estructura variable y los reg´ımenes deslizante. La metodolog´ıa evaluada
presenta caracter´ısticas interesantes, ya que la operacio´n del sistema sobre una superficie de
deslizamiento previa a la conmutacio´n logra evitar saltos en la entrada a la planta, mientras
que los estados internos del controlador evolucionan con una dina´mica definida. Esto permite
disminuir los efectos indeseados de las conmutaciones llevadas a cabo antes de que el tran-
sitorio en el observador haya finalizado. A su vez, el me´todo asegura buena performance de
seguimiento luego de la conmutacio´n. Las simulaciones se realizaron sobre el modelo no lineal
del tanque cua´druple para sus configuraciones de fase mı´nima y fase no-mı´nima.
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Ape´ndice B
Acondicionamiento de potencia en
electrolizadores alimentados por turbinas
eo´licas
Aqu´ı se presenta una estrategia de control para un sistema de conversio´n de energ´ıa eo´lica
que alimenta un electrolizador para la produccio´n de hidro´geno. El objetivo es mantener la
potencia de salida del generador eo´lico acorde a los requerimientos de potencia del electroli-
zador, que constituyen restricciones internas del sistema generador-electrolizador. El me´todo
utiliza el acondicionamiento por MD ya presentado en esta tesis para moldear la referencia
de potencia de un algoritmo convencional de seguimiento del punto de ma´xima potencia.
De este modo, se obtiene una elevada eficiencia de conversio´n de potencia aerodina´mica y
se satisfacen simulta´neamente las especificaciones del electrolizador. Como se trata de un
sistema monovariable, el esquema de acondicionamiento resulta extremadamente simple. La
estrategia presentada ha sido publicada en (Mantz et al., 2005b; De Battista et al., 2006).
B.1. Introduccio´n
La generacio´n de energ´ıa ele´ctrica a partir de fuentes renovables ha tenido un desarro-
llo significativo durante las u´ltimas de´cadas. En la actualidad, los sistemas de conversio´n
de energ´ıa alternativos se encuentran en diversas aplicaciones, ya sean sistemas auto´nomos
como sistemas conectados a la red ele´ctrica. Indudablemente, la principal limitacio´n de las
“energ´ıas limpias” para una mayor penetracio´n en el mercado de generacio´n energe´tica es la
intermitencia y la variabilidad estacional de los recursos primarios. Si bien la combinacio´n de
diferentes tipos de energ´ıas renovables, como por ejemplo la eo´lica y la solar, ayudan a atenuar
esta limitacio´n, el almacenamiento de la energ´ıa generada en exceso para su aprovechamiento
durante per´ıodos de escasez ha mostrado ser la mejor solucio´n. Con este objetivo, se ha ex-
tendido el uso de bater´ıas en sistemas de baja potencia. Sin embargo, en sistemas de mediana
y alta potencia esta alternativa no es viable debido a la baja densidad de almacenamiento
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(energ´ıa/volumen) de las bater´ıas. Una opcio´n que se esta´ volviendo econo´micamente viable
es la produccio´n de hidro´geno mediante la electro´lisis del agua para su posterior uso como
combustible o en la produccio´n de energ´ıa ele´ctrica. De hecho, el hidro´geno permite tanto
el almacenamiento como el transporte de grandes cantidades de energ´ıas a altas densidades
(Vosen y Keller, 1999; Dell y Rand, 2001; Shakya et al., 2005).
Debido al bajo costo relativo de la tecnolog´ıa eo´lica y al continuo crecimiento de la potencia
eo´lica instalada en el mundo, la electro´lisis a partir de energ´ıa eo´lica es la alternativa con
ma´s posibilidades de convertirse en la primera te´cnica econo´micamente viable de producir
hidro´geno a partir de fuentes renovables. Para que esto suceda, se necesita –adema´s de una
reduccio´n en los costos de la tecnolog´ıa para la electro´lisis– de una optimizacio´n del sistema
de produccio´n. Muchos trabajos de investigacio´n se han enfocado al dimensionamiento, los
costos y el manejo de potencia de los dispositivos que conforman el sistema (energ´ıa eo´lica,
electrolizador, bater´ıas, etc.), de forma de garantizar la calidad del servicio a un mı´nimo
costo. Estos problemas esta´n ı´ntimamente relacionados con las caracter´ısticas locales de los
recursos primarios (Agbossou et al., 2001, 2004; Eskander et al., 2002; Grimsmo et al., 2004).
Ba´sicamente, son dos las alternativas para la configuracio´n de los sistemas auto´nomos de
electro´lisis a partir de energ´ıa eo´lica:
En la mayor´ıa de los casos, la turbina y el electrolizador, con su electro´nica y controladores,
son conectados a un bus de tensio´n constante (bus de continua). En esta configuracio´n los
convertidores de potencia de la turbina y el electrolizador pueden controlarse por separado.
Un convertidor AC-DC vincula la tensio´n de frecuencia y amplitud variable generada en la
turbina eo´lica con el voltaje del bus de continua, mientras que un convertidor DC-DC toma la
tensio´n del bus de continua y alimenta al electrolizador con una tensio´n constante adecuada
para su operacio´n. La tensio´n en el bus de continua se fija mediante un conjunto de bater´ıas,
que tambie´n manejan las diferencias de potencia entre la turbina eo´lica y el electrolizador, y
sirven de filtro para las fluctuaciones en la potencia de entrada.
Una propuesta ma´s reciente propone eliminar la duplicacio´n de componentes en la interfa-
ce entre la turbina y el electrolizador. El par de convertidores de potencia y el bus de continua
pueden reemplazarse por un u´nico convertidor AC-DC que tome la tensio´n AC del generador
y provea de una tensio´n adecuada al electrolizador. De esta forma, se incrementa la eficien-
cia del sistema de conversio´n y se reducen los costos del sistema completo (Fingersh, 2003;
Elam et al., 2004). Obviamente, esta configuracio´n requiere del desarrollo de controladores
espec´ıficamente disen˜ados para esta aplicacio´n. En este ape´ndice se presenta una estrategia
de control de un sistema de produccio´n de hidro´geno en base a energ´ıa eo´lica que adecua la
potencia de entrada (proveniente de la turbina eo´lica) a los requerimientos del electrolizador.
Esta estrategia permite entonces reducir sustancialmente el taman˜o del sistema para cumplir
con determinadas especificaciones.
B.2. Descripcio´n del sistema
B.2.1. La planta
Un diagrama esquema´tico del sistema considerado se presenta en la Figura B.1. Sus
principales componentes son los siguientes:
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Figura B.1: Esquema del electrolizador alimentado mediante energ´ıa eo´lica.
Turbina eo´lica. El comportamiento dina´mico de la turbina eo´lica puede describirse
mediante la ecuacio´n diferencial de primer orden
dΩ
dt
=
1
J
(TT − TG), (B.1)
donde Ω es la velocidad del eje de la turbina, J la inercia de las partes rotantes, TG el
torque ele´ctrico desarrollado por el generador y TT el torque aerodina´mico:
TT (λ,w) =
1
2
ρπr3CT (λ)w
2. (B.2)
Como puede apreciarse, el torque aerodina´mico es una funcio´n no-lineal de la velocidad
del viento w y de λ = rΩ/w, siendo r el largo de las palas y ρ la densidad del aire.
la Figura B.2 muestra el coeficiente de torque CT (l´ınea a trazos) y la eficiencia de
potencia CP = λCT (l´ınea continua). La potencia capturada por la turbina puede
expresarse como el producto de este u´ltimo coeficiente y la potencia del viento (Freris,
1990):
PT (λ,w) =
1
2
ρπr2CP (λ)w
3. (B.3)
De la Figura B.2, se observa que la eficiencia de conversio´n de potencia tiene su ma´ximo
en CPopt, para la relacio´n de punta de pala λopt. Luego, las turbinas de velocidad fija
so´lo operan con ma´xima eficiencia para un u´nica velocidad del viento. Es por ello
que comu´nmente se implementan controladores de velocidad variable para seguir el
punto de potencia o´ptima Popt(w) = PT (λopt, w). Estos controladores se conocen como
controladores de seguimiento del punto de ma´xima potencia (MPPT, maximum power
point tracking).
Generador sincro´nico de ima´n permanente (GSIP). Para los fines de esta aplicacio´n, el
generador puede modelarse como una fuente tensio´n con una reactancia sincro´nica. Las
variables meca´nicas del generador, velocidad y torque, son proporcionales a la tensio´n
VS y la corriente IS :
VS = pΦΩ,
TG = 3pΦIS cosφ,
(B.4)
donde p es el nu´mero de pares de polos magne´ticos de la ma´quina, Φ es el flujo magne´tico
de estator y φ el a´ngulo de fase entre VS e IS (Mohan et al., 2003).
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Figura B.2: Coeficientes de torque (l´ınea a trazos) y de potencia (l´ınea continua) de la turbina.
Convertidor electro´nico. Su funcio´n es convertir la tensio´n VS del generador GSIP
trifa´sico en una tensio´n continua VH adecuada para la produccio´n de hidro´geno.
Como ya fue mencionado, un u´nico convertidor AC-DC constituye la interfase entre
la turbina y el electrolizador. Las tensiones de salida y de entrada del convertidor se
relacionan a trave´s del factor controlado δ, que esta´ asociado al ciclo de trabajo de los
dispositivos electro´nicos conmutados. Se supone aqu´ı que cos φ = 1, es decir, que la
tensio´n y corriente de entrada esta´n en fase. Este es el caso en muchos convertidores
AC-DC, como por ejemplo aquellos que tienen un rectificador no controlador en la
entrada (Mohan et al., 2003).
Electrolizador. El electrolizador es modelado por una curva corriente-tensio´n (IH −VH)
obtenida emp´ıricamente. Esta caracter´ıstica IH − VH es afectada por la temperatura
del electrolito T , y puede ser aproximada por la ley logar´ıtmica (Ulleberg, 2003):
VH = Vr + n(T )IH +m(T ) lg
(
1 +
q(T )
T 2
IH
)
, (B.5)
donde Vr es la tensio´n reversible de celda y n(T ),m(T ) y q(T ) son funciones cuadra´ticas
de T . La Figura B.3 grafica las curvas IH − VH de un electrolizador von Hoerner de
2.25kW para dos temperaturas (Schucan, 2000).
B.2.2. El controlador
Los sistemas auto´nomos de produccio´n de hidro´geno requieren de un gran nu´mero de
lazos de control junto con un control de tipo supervisor. Este ape´ndice aborda el control del
subsistema compuesto por la turbina eo´lica, el generador, el convertidor AC-DC y el electro-
lizador. Este subsistema es de particular importancia y requiere ser especialmente controlado
por ser el ma´s afectado por la variabilidad del recurso primario (viento). El principal objetivo
de control es maximizar la energ´ıa capturada por la turbina satisfaciendo simulta´neamente
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Figura B.3: Caracter´ıstica tensio´n-corriente del electrolizador.
las siguientes especificaciones para una adecuada operacio´n del electrolizador (Dutton et al.,
2000):
1. Si bien la operacio´n a altos niveles de corriente es deseable para mejorar la eficiencia
del electrolizador, el sistema debe mantenerse dentro de la regio´n de operacio´n segura.
Por tanto, la corriente y la tensio´n deben estar acotadas por sus valores nominales IN
y VN , respectivamente.
2. La operacio´n a baja corriente afecta la calidad del producto, por lo que debe garantizarse
una corriente mı´nima Im minimizando la conexio´n de la fuente de potencia auxiliar.
3. La variabilidad de la potencia del electrolizador puede incrementar el desgaste interno
as´ı como las impurezas y las pe´rdidas energe´ticas. Por ello, es importante que la potencia
del viento sea suavizada –limitando su velocidad de cambio– antes de suministrarla al
electrolizador.
La Figura. B.4 muestra un diagrama del sistema de control que se propone en este ape´ndi-
ce. El mismo consiste de un controlador MPPT de seguimiento del punto de ma´xima potencia
convencionalmente usado en el control de turbinas eo´licas y un lazo de acondicionamiento de
la referencia de potencia propuesto para cumplir con las especificaciones del electrolizador.
Este lazo de acondicionamiento se indica con el recuadro en l´ınea punteada.
Por un momento, nos concentraremos en el algoritmo MPPT, suponiendo que el circuito
de acondicionamiento no modifica al sistema original, esto es, que PR = P
∗. El controlador
MPPT consiste de un lazo de control externo y otro interno. El lazo externo calcula la refe-
rencia de potencia o´ptima en funcio´n de la velocidad del eje de la turbina, bajo la suposicio´n
de que la turbina esta´ operando a la relacio´n de punta de pala o´ptima λopt:
P ∗(Ω) = Popt(rΩ/λopt) =
1
2
ρπr5
CPopt
λ3opt
Ω3. (B.6)
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Figura B.4: Esquema del sistema de control con el acondicionamiento de la referencia pro-
puesto.
El lazo interno, por su parte, ajusta el ciclo de trabajo del convertidor electro´nico para
seguir la referencia de potencia PR. En este lazo, usualmente se emplea un controlador PI
convencional para cancelar los errores de estado estacionario. Como resultado, la velocidad
de la turbina Ω converge al valor o´ptimo Ωopt(w) = λoptw/r, y la potencia a su valor ma´ximo.
El control MPPT (que opera a velocidad variable) tiene un ventaja adicional con respecto
a la operacio´n a velocidad fija. La major flexibilidad de conexio´n a la red ele´ctrica proporcio-
na amortiguamiento a la frecuencia de resonancia del tren de transmisio´n, y de esta manera
reduce las oscilaciones de alta frecuencia del torque y la potencia. A pesar de esta mejora en la
calidad de potencia, las estrategias de control MPPT usualmente violan las especificaciones
particulares del electrolizador. De hecho, la potencia capturada puede exceder la potencia
nominal del electrolizador, y debe entonces ser limitada. A su vez, los esfuerzos de torque
realizados para seguir el punto de ma´xima operacio´n se traducen en cambios ra´pidos en la
potencia ele´ctrica que son transmitidos al electrolizador a trave´s de los dispositivos electro´ni-
cos, lo que constituye un problema que no es fa´cil de solucionar. Por un lado, suavizar la
referencia de potencia P ∗(Ω) puede llevar a respuestas transitorias indeseadas. Adema´s, la
turbina podr´ıa frenarse hasta parar si la velocidad del viento cayera. Por otro lado, hacer
ma´s lento el lazo interno puede hacer inestable a todo el sistema. Luego, una alternativa
viable para afrontar este problema ser´ıa disen˜ar un controlador MPPT teniendo en cuenta
las especificaciones del electrolizador desde el inicio. Esto es relativamente complejo debido
al comportamiento no-lineal de todos los dispositivos que conforman el sistema.
Aqu´ı se estudia un enfoque completamente diferente. Si bien se usan tambie´n ideas del
control de seguimiento de potencia, se incorpora ahora un lazo de acondicionamiento de la
referencia. El objetivo de este lazo es moldear la referencia de potencia de forma tal de
limitar la derivada de la potencia de entrada y las magnitudes de la corriente y la tensio´n.
Luego, se incrementa la energ´ıa capturada mientras que se cumple con los requerimientos del
electrolizador. El acondicionamiento de la referencia se lleva a cabo de manera controlada,
preservando de esta manera la estabilidad del sistema. Esta propuesta se describe en detalle
en la siguiente seccio´n.
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B.3. Acondicionamiento de la potencia del electrolizador
En esta seccio´n se presenta el algoritmo de control basado en el acondicionamiento por
MD de la referencia para satisfacer los requerimientos del electrolizador mencionadas en la
seccio´n anterior.
Potencia admisible
Los l´ımites en la tensio´n, la corriente y la velocidad de cambio de la potencia de entrada
necesarios para una correcta operacio´n del electrolizador pueden combinarse en un l´ımite
superior de potencia PA(t) y otro l´ımite inferior de potencia PA(t). La cota superior PA(t)
queda determinada por los valores IN o VN , o bien por el l´ımite superior en la derivada de
la potencia; mientras que la cota inferior PA(t) la establece la corriente mı´nima Im o bien
el l´ımite inferior en la derivada de la potencia. Se define ahora la potencia admisible PA(t),
que se construye pasando la corriente del electrolizador por un limitador de amplitud con
nivel de saturacio´n superior IN e inferior Im, la tensio´n por otro con nivel superior VN y el
producto tensio´n-corriente por un limitador de velocidad de cambio (rate limiter). De esta
forma, la potencia admisible cumple PA(t) ≤ PA(t) ≤ PA(t) para todo instante de tiempo
t. Consecuentemente, las especificaciones del electrolizador sera´n satisfechas siempre que la
potencia real en el electrolizador sea igual a la potencia admisible (PH(t) = PA(t)).
En base al ana´lisis anterior, se define la siguiente funcio´n de conmutacio´n:
σ = PH − PA(t). (B.7)
Al igual que en las aplicaciones vistas a lo largo de la tesis, σ ≡ 0 determina una regio´n en el
espacio de estados en la que PH queda limitada por sus valores l´ımites PA(t) y PA(t). Esta
regio´n, definida por R = {σ = PH −PA(t) = 0}, esta´ delimitada por dos superficies variantes
en el tiempo: S = {σ = PH − PA(t) = 0} y S = {σ = PH − PA(t) = 0}.
El lazo de acondicionamiento
El circuito de acondicionamiento dentro de las l´ıneas punteadas en la Figura B.4 esta´ com-
puesto por un bloque dedicado a calcular la potencia admisible PA, un comparador para
formar la funcio´n de conmutacio´n σ, una lo´gica de conmutacio´n que determina la sen˜al de
control u y un filtro pasa-bajos de primer orden F . No´tese que este lazo de acondicionamien-
to puede implementarse como un conjunto de instrucciones en el software de un controlador
MPPT. Luego, el u´nico hardware adicional sera´ el necesario para realizar la medicio´n de las
variables ele´ctricas del electrolizador.
Es importante remarcar que tambie´n en esta aplicacio´n el filtro F se disen˜a suficiente-
mente ra´pido como para no introducir retardos apreciables en el sistema. El lazo de acon-
dicionamiento modifica la salida del filtro PR (que es una sen˜al suave) en funcio´n de las
especificaciones del electrolizador.
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Lo´gica de conmutacio´n
En primer lugar, se debe chequear el grado relativo de la funcio´n de conmutacio´n σ con
respecto a la sen˜al discontinua u. No´tese para ello que σ y u son la salida y la entrada de
la conexio´n en cascada del filtro F , el controlador PI y el conversor AC-DC. El filtro y el
controlador PI son sistemas dina´micos lineales que pueden describirse mediante las funciones
de transferencia
F : F (s) =
1
1 + sτF
,
P I : C(s) = KP
(
1 +
1
sτC
)
,
(B.8)
donde τF es la constante de tiempo del filtro, KP la ganancia proporcional y τC el tiempo
integral del controlador. El conversor AC-DC puede representarse mediante relaciones esta´ti-
cas entrada-salida. Mientras el filtro F tiene grado relativo unitario, el controlador PI y el
conversor AC-DC (sus salidas VH e IH dependen expl´ıcitamente de su entrada δ) tienen grado
relativo nulo. Luego, el sistema en cascada F − PI− ∼/= tiene efectivamente grado relativo
unitario, por lo que se cumple la condicio´n necesaria para el establecimiento del MD sobre
las superficies S y S. Para el establecimiento del MD en los l´ımites de la regio´n de operacio´n
deseada R se propone la siguiente lo´gica de conmutacio´n:
Sw :


u− = 1 if σ < 0
u0 = k if σ = 0
u+ = 0 if σ > 0
(B.9)
Los valores l´ımites de la accio´n de acondicionamiento corresponden a la referencia de
potencia o´ptima (u ≡ 1) y a la referencia de potencia cero (u ≡ 0). La sen˜al u0 = k < 1 se
disen˜a de acuerdo a un compromiso entra energ´ıa capturada y control disponible. En efecto,
k cercanos a 1 hacen incrementan la energ´ıa capturada durante la operacio´n en la regio´n
deseada (σ ≡ 0), pero reducen la capacidad de acondicionar la potencia del electrolizador
ante ca´ıdas bruscas de la velocidad del viento. Este tipo de compromiso es comu´n en el
control de sistemas de energ´ıa eo´lica cuando la calidad de potencia suministrada a la red
o la carga es de importancia. En la presente aplicacio´n, el sacrificio de algu´n porcentaje de
energ´ıa eo´lica puede ser enormemente provechoso para mejorar la calidad de potencia del
electrolizador y del hidro´geno producido.
Operacio´n del lazo de acondicionamiento
Supo´ngase que inicialmente la potencia de entrada al electrolizador satisface las especifi-
caciones, y por tanto u = u0 = k. Si la velocidad del viento (y consecuentemente la referencia
de potencia PR) crece hasta que se alcanzan los l´ımites de tensio´n/corriente en los terminales
del electrolizador, o la derivada de la potencia alcanza su ma´ximo, la potencia en el electro-
lizador PH(t) alcanzara´ su ma´ximo permitido PA(t). Inmediatamente despue´s de que PH(t)
intente exceder PA(t), u conmutara´ a u
+ = 0 y se reducira´ as´ı la referencia de potencia. En-
tonces, u retorna a su valor original u0 = k, pero PH intentara´ exceder nuevamente PA(t) en
la medida que la velocidad del viento siga siendo elevada. Consecuentemente, se producira´n
conmutaciones a alta frecuencia entre u = k y u = 0, establecie´ndose un modo deslizante so-
bre S hasta que las limitaciones se inactiven (PH ≡ PA(t) con u = u
0), lo que ocurrira´ cuando
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la velocidad del viento disminuya. De forma ana´loga, cuando PH intenta caer por debajo de
PA por la disminucio´n de la velocidad del viento, u conmuta a u
− = 1, intentando aumentar
la potencia suministrada para retornar a la regio´n de operacio´n deseada. En este caso, se
establece un re´gimen deslizante sobre S, con u conmutando entre u = k y u = 1.
No´tese que el control disponible para atenuar los efectos de las variaciones del viento
en los sistemas de energ´ıa eo´lica es limitado. En esta aplicacio´n, esto significa que el modo
deslizante no podra´ mantenerse bajo reducciones dra´sticas de la velocidad del viento, en cuyo
caso se debera´ conectar la fuente de potencia auxiliar. Esta limitacio´n no es propia de la
estrategia de control, sino que esta´ ı´ntimamente ligada a la variabilidad del recurso viento.
B.4. Resultados de simulacio´n
Los resultados que se presentan a continuacio´n fueron obtenidos para un sistema como el
mostrado en la Figura B.1 con un electrolizador de 2,25kW y una turbina de 5kW ma´s un
generador de induccio´n de ima´n permanente. Por simplicidad, la temperatura T del electrolito
se considero´ constante. Bajo esta suposicio´n, los l´ımites en la corriente o la tensio´n llevan a
l´ımites constantes en la sen˜al de potencia. El perfil de viento utilizado en las simulaciones se
presenta en la Figura B.5. El mismo fue intencionalmente elegido para evaluar la performance
de la estrategia de control bajo condiciones extremas.
Control de seguimiento del punto de ma´xima potencia, MPPT.
En primer lugar, se presentan los resultados obtenidos con el algoritmo MPPT conven-
cional. Estos resultados se muestran en la Figura B.6, en la cual el recuadro (a) grafica la
potencia capturada por la turbina y suministrada al electrolizador, y el recuadro (b) el perfil
de velocidad o´ptimo superpuesto con la velocidad real de la turbina. La velocidad o´ptima
(para maximizar la potencia capturada) se sigue satisfactoriamente. Luego, la potencia del
electrolizador tambie´n se superpone con la potencia o´ptima de la turbina Popt(w). No´tese
que si bien el punto de operacio´n o´ptima de la turbina se sigue correctamente, la respuesta
del algoritmo MPPT no cumple con los requerimientos de potencia del electrolizador. De
hecho, la potencia suministrada reproduce los cambios abruptos del viento, excediendo du-
rante algunos intervalos de tiempo su l´ımite superior (2,25kW ), cayendo por debajo de su
l´ımite inferior (0,35kW para este ejemplo) y presentando tambie´n variaciones excesivamente
ra´pidas.
Acondicionamiento de potencia por MD.
Los resultados obtenidos con la te´cnica propuesta se muestran en la Figura B.7. El gra´fico
(a) exhibe la potencia suministrada al electrolizador PH (que sigue la referencia acondicionada
PR), el (b) velocidad de la turbina, el (c) la sen˜al de control discontinua, y el (d) la evolucio´n
de la funcio´n de conmutacio´n.
El algoritmo utilizado en este caso es ba´sicamente el algoritmo convencional MPPT donde
la referencia de potencia se obtiene a partir de multiplicar P ∗(Ω) por un coeficiente k < 1,
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Figura B.5: Perfil de velocidad de viento.
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Figura B.6: Resultados con algoritmo MPPT (sin acondicionamiento de potencia). (a) Poten-
cia del electrolizador. (b) Velocidad real (trazo grueso) y o´ptima (trazo ruidoso, superpuesto)
de la turbina.
B.4. RESULTADOS DE SIMULACIO´N 187
ma´s precisamente k = 0,7. Esto es, PR = 0,7P
∗(Ω). Si bien no se muestra en las figuras, con
este algoritmo la potencia del electrolizador tambie´n viola los l´ımites ma´ximos y mı´nimos y
de velocidad de cambio. Por ello, se le incorpora aqu´ı el lazo de correccio´n por MD propuesto.
Los resultados de simulacio´n corroboran la efectividad del acondicionamiento por MD. La
potencia del electrolizador esta´ acotada por sus correspondientes l´ımites, tanto en amplitud
como en su derivada, lo que mejora la calidad de la potencia suministrada al electrolizador.
Como se observa en la Figura B.7c, la respuesta alterna intervalos de acondicionamiento
por MD con per´ıodos en los que no existe correccio´n alguna. Los per´ıodos de correccio´n
por MD pueden identificarse por la conmutacio´n a alta frecuencia que experimenta la sen˜al
discontinua u. A su vez, se aprecia que el MD se establece sobre la superficie σ = 0 cuando
u conmuta entre u0 y 0, y sobre la superficie σ = 0 cuando u var´ıa entre u0 y 1. El lazo de
acondicionamiento esta´ inactivo durante los per´ıodos en que u es igual a u0 = k.
La Figura B.7a muestra co´mo el lazo de correccio´n moldea la potencia del electrolizador
con el objetivo de satisfacer sus especificaciones. Desde t = 0s hasta t = 34s, por ejemplo,
el MD limita PH a su ma´xima tasa de crecimiento a pesar que la potencia del viento crece
ra´pidamente. En forma similar, entre t = 40s y t = 54s el MD garantiza que la tasa de
decrecimiento se mantenga en su mı´nimo valor admisible. El MD entre t = 78s y t = 114s
restringe IH (y luego PH) a su valor ma´ximo admisible. Finalmente, desde t = 365s a t = 382s,
el MD incrementa la referencia de potencia para evita que IH caiga por debajo de Im. Durante
otros per´ıodos, la potencia del electrolizador evoluciona suavemente dentro de su regio´n de
operacio´n deseada si acondicionamiento por MD, como por ejemplo, entre t = 382s y t = 430s.
La Figura B.7b ilustra co´mo la turbina ajusta su velocidad de forma tal de suministrar
la potencia adecuada al electrolizador. No´tese que la velocidad es superior a la de ma´xima
transferencia de potencia la mayor parte del tiempo, particularmente durante la correccio´n
para evitar superar los l´ımites ma´ximos, mientras que se aproxima a Ωopt durante el acondi-
cionamiento en torno a las cotas inferiores.
Por u´ltimo, la Figura B.7d confirma que el me´todo mantiene a PH dentro de su regio´n
deseada (σ ≡ 0), a excepcio´n de un corto per´ıodo de tiempo en torno a t = 120s. Durante este
per´ıodo, en que la velocidad del viento decrece muy ra´pidamente, el lazo de acondicionamiento
aplica el ma´ximo control disponible para aumentar tanto como sea posible la potencia cap-
turada. En efecto, en este intervalo de tiempo el controlador se comporta como un algoritmo
MPPT. Este comportamiento no es sencillo de evitar, debido al limitado control disponible,
y como se menciono´ esta´ relacionado con el compromiso en el disen˜o de k entre la energ´ıa
capturada y la calidad de potencia. Si bien el MD no se puede mantener durante este corto
per´ıodo de tiempo (debido al perfil de viento extremo que se eligio´), la respuesta del sistema
acondicionado muestra tener muchas ventajas con respecto al caso sin acondicionamiento.
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Figura B.7: Resultados con acondicionamiento de potencia por MD. (a) Potencia del elec-
trolizador. (b) L´ınea a trazos: velocidad de la turbina para ma´xima transferencia de poten-
cia (k = 1); L´ınea continua: velocidad de la turbina para acondicionamiento de potencia y
k = 0,7. (c) Sen˜al de control discontinua. (d) Funcio´n de conmutacio´n.
B.5. RESUMEN DEL APE´NDICE 189
B.5. Resumen del ape´ndice
En este ape´ndice se presento´ una aplicacio´n del acondicionamiento por MD en sistemas
monovariables con restricciones internas. En particular, se abordo´ el control de un sistema
de produccio´n de hidro´geno a partir de energ´ıa eo´lica. La estrategia propuesta combina un
algoritmo convencional de seguimiento del punto de ma´xima potencia con un lazo de acon-
dicionamiento de la referencia por MD. Este lazo auxiliar garantiza en esta aplicacio´n la
operacio´n segura del electrolizador y mejora las condiciones para la produccio´n de hidro´geno.
La solucio´n propuesta es muy simple de implementar en el software de un algoritmo de control
si se miden las variables ele´ctricas del electrolizador.
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