






















tential sources of uncertainties  in an  IoT  framework, at different  levels of abstraction, are  firstly 















































































tainties, minimize risk and  improve decision‐making  in HAR. The  framework  is “risk‐
based” in the sense that it provides a mechanism to prioritize critical IoT functions and 
treat an uncertainty as a risk only when it affects the objectives of the HAR use case. The 
































































ature has argued  that  for IoT systems  to make  intelligent decisions  the  interaction and 



















certainty  including  differentiating  between  significant  and  insignificant  data,  rational 

















are  noisy  or  missing.  Researchers  have  exploited  the  availability  of  rich  domain 
knowledge to address shortcomings of insufficient data, as described in [25]. The benefit 


































Another approach  to handle uncertainty  is  the deployment of a hybrid approach 
[37,38], which has been implemented and integrates ML with a fuzzy ontology. A similar 
study [11] has extended the domain knowledge approach as input to the ML algorithm to 





dress  the  risks associated with decision making  in  IoT. Additionally,  these  techniques 
have been implemented in an isolated manner. Nevertheless, our proposed framework is 
distinct  from existing approaches, as  it  is more structured and explicitly addresses  the 









































































use case  in  this study,  it can also be built  into common application support platforms 
providing specific services such as model calibration, domain knowledge and action rules 
generation.  ITU–T  (International Telecommunication Union–Telecommunication)  is  re‐




architecture  to  facilitate  interoperability  and  simplify  and  ease development  [40]. The 
ITU–T reference model is composed of four high‐level layers and two layers associated 
with these four layers as shown in Figure 2. 
Application Layer IoT Application
Service Support and Application Support Layer
Generic Support Capabilites Specific Support Capabilities
Network Layer
Networking Capabilities Transport Capabilities
Device Layer




































































































the  imbalanced  data  in  a  classification,  referring  to  a  condition when  classes  are  not 
equally represented in the training data for a specific domain [44]. In such situations, ML 









































classifiers  predict  conditional  probability  distributions  as 𝑃 𝑋|𝑌 ;  for  a  given  sample 
𝑃 𝑋|𝑌 , it assigns an output 𝑦 𝜖 𝑌 [46,47], as shown in Equation (1): 
 
















































































































































inferred,  for example  in HAR, whether a “Medication” activity has  taken place or not, 
then a reminder service (as an actuator) can be enabled or disabled accordingly. 
4. Case Study I: HAR in the Smart Home 





































ID  Name  Instances   ID  Name  Instances 
Act01  Take Medication  240  Act13  Leave smart lab  80 
Act02  Prepare Break‐
fast 
390  Act14  Visitor to smart lab  14 
Act03  Prepare lunch  984  Act15  Put waste in the bin  298 
Act04  Prepare dinner  402  Act16  Wash hands  144 
Act05  Breakfast  588  Act17  Brush teeth  540 
Act06  Lunch  738  Act18  Use the toilet  144 
Act07  Dinner  582  Act19  Wash dishes  96 
Act08  Eat a snack  78  Act20  Put washing in ma‐
chine 
96 
Act09  Watch TV  642  Act21  Work at the table  379 
Act10  Enter smart lab  97  Act22  Dressing  432 
Act11  Play a video‐
game 
180  Act23  Go to bed  92 































factor  in  the  low performance  [62]. For  example,  the  input and output distribution of 
Act09  (watch TV) and Act12  (Relax on  the sofa) are quite different  in  the  training and 








































a  transition between  two activities. For example, as shown  in Figure 4, SM4  (bedroom 















































































































































Input:  A  training  set  𝑆 ∶  𝑥1,𝑦1 , . . . , 𝑥𝑛, 𝑦𝑛  ,  A  validation  set  𝑉 ∶
 𝑥1,𝑦1 , . . . , 𝑥𝑛,𝑦𝑛  ,  A  fitted Model  clf,    number  of  cross  validations  𝑐𝑣 𝑛 ,  and 


































































































derstand both  the accurate and  inaccurate predictions with  their associated confidence 
scores; otherwise, a misbehaving ML model might  lead  the medical expert  to make an 
inappropriate decision. For example, if an eating activity is incorrectly identified as sitting, 
the DSS will identify it as a symptom of diabetes and will mislead the medical experts into 
making an  inaccurate decision.  In such a scenario  it  is not only crucial  to rely only on 


















































Actual  Predicted  Act01  Act06  Act07  Act17  Act19  Confidence Status 
Act01  Act01  0.88  0  0.07  0  0.01  Above Threshold 
Act01  Act01  2.51  0  0  0.1  0.38  Above Threshold 
Act01  Act01  0.98  0  0  0  0  Above Threshold 
Act01  Act01  0.99  0  0  0  0  Above Threshold 
Act01  Act01  0.5  0  0.39  0.07  0  Above Threshold 
Act01  Act01  0.61  0  0.38  0  0  Above Threshold 
Act01  Act01  0.99  0  0  0  0  Above Threshold 























Actual  Predicted  Act01  Act06  Act07  Act17  Act19  Cost 
Act01  Act01  0.88  0  0.07  0  0.01  0.8 
Act01  Act01  2.51  0  0  0.1  0.38  ‐0.29 
Act01  Act01  0.98  0  0  0  0  0.12 
Act01  Act01  0.99  0  0  0  0  0.13 
Act01  Act01  0.5  0  0.39  0.07  0  0.3 
Act01  Act01  0.61  0  0.38  0  0  ‐0.19 
Act01  Act01  0.99  0  0  0  0  0.13 
Act01  Act06  0.3  0.69  0  0  0  ‐0.5 
Similarly, if we want to abstain then 𝐿 𝑘, 𝑎𝑏𝑠𝑡𝑎𝑖𝑛  is the loss if we abstain, while the 
















Actual  Predicted  Act01  Act06  Act07  Act17  Act19  Interpretations  





























to Act01  is actually  taking place. Now,  taking domain knowledge  (transition)  into 
consideration,  it can be  inferred  that the user  is coming from Act19  towards Act01 
with a confidence of 39 percent.  















6. Similar  transitions can be observed between Act18 and Act 20  (as  indicated by  In‐
stance 11); however, in Instance 3, it can be clearly seen that Act01 and Act18 have 






Act01  Act02  Act05  Act06  Act07  Act08  Act17  Act18  Act19  Act20  Act22  Act24  Status 
1  Act01  Act01  0.97  0  0  0  0.02  0  0  0  0  0  0  0  Reliable 
2  Act01  Act19  0.39  0  0  0  0  0  0  0  0.6  0  0  0  Transitional 
3  Act01  Act06  0.01  0  0  0.98  0  0  0  0  0  0  0  0  Noise 
4  Act01  Act01  0.99  0  0  0  0  0  0  0  0  0  0  0  Reliable 
5  Act01  Act01  0.88  0  0  0  0.07  0  0  0  0.01  0  0  0  Reliable 
6  Act01  Act01  0.52  0  0  0  0  0  0.1  0  0.38  0  0  0  Transitional 
7  Act05  Act02  0  0.52  0.47  0  0  0  0  0  0  0  0  0  Transitional 
8  Act05  Act05  0  0.08  0.83  0  0  0  0.08  0  0  0  0  0  Reliable 
9  Act018  Act18  0  0  0  0  0  0  0  0.52  0      0.47  Transitional 
10  Act018  Act17  0  0  0  0  0  0  0.95  0.95  0  0  0.02  0  Noise 
11  Act018  Act20  0  0  0  0  0  0.21    0.07  0  0.71  0  0  Transitional 
 





















































𝐴 𝑀𝑑  is the medication  𝑀𝑑  activity and represents the treatment activity  𝐴  for 
the diabetes use case. Similarly, 𝐴 𝑆𝑛𝑎𝑐𝑘  is Act08 and represents a frequent eating case 
as a symptom of diabetes. 𝐴 𝑒𝐵𝑟𝑒𝑎𝑘𝑓𝑎𝑠𝑡, 𝑒𝑙𝑢𝑛𝑐ℎ, 𝑒𝑑𝑖𝑛𝑛𝑒𝑟  represents eating € activities as 
breakfast, lunch and dinner. 𝐴 𝐺𝑜_𝑏𝑒𝑑  and 𝐴 𝑊𝑎𝑘𝑒_𝑢𝑝  represent Act24 (Go to bed) and 





instances of medication activity mean  6 ∗ 5 𝑠  30 𝑠  as a 5‐s window  is used for seg‐
mentation. 𝑃𝑏 is the predicted probability of an instance of an activity, for example, med‐








𝑨𝒄𝒕𝒊𝒐𝒏 𝒂𝒖𝒕𝒐𝒎𝒂𝒕𝒆   Automate actions predicted equal or greater than the 
high threshold (no human intervention). 
𝑨𝒄𝒕𝒊𝒐𝒏 𝑫𝒊𝒔𝒂𝒃𝒍𝒆 𝒐𝒓 𝑬𝒏𝒂𝒃𝒍𝒆 𝑹𝒆𝒎𝒊𝒏𝒅𝒆𝒓   If required enable the reminder service for the user. 
𝑨𝒄𝒕𝒊𝒐𝒏 𝑺𝒆𝒏𝒅𝒓𝒆𝒎𝒊𝒏𝒅𝒆𝒓𝒂𝒏𝒅 𝑪𝒐𝒏𝒇𝒊𝒓𝒎_𝒂𝒄𝒕𝒊𝒗𝒊𝒕𝒚   If an activity is not predicted with required confi‐
dence, then ask the user to confirm if an activity has 
been taken place or not. 
𝑨𝒄𝒕𝒊𝒐𝒏 𝒂𝒃𝒔𝒕𝒂𝒊𝒏   This action involves “wait and see” and abstain from 
an action. 
𝑨𝒄𝒕𝒊𝒐𝒏 𝑯𝒖𝒎𝒂𝒏_𝒊𝒏𝒕𝒆𝒓𝒗𝒆𝒏𝒕𝒊𝒐𝒏   This involves human intervention and the situation 
will be assessed using human judgment. 







domain knowledge  that provides some conditions  (e.g.,  the  type of activity and  its se‐
quence order) in the antecedent part of the rule. The consequent part of the rule comprises 




IF the predicted instance as a probability distribution {(𝐴 𝑀𝑑 , α1), (𝐴 𝑆𝑛𝑎𝑐𝑘 , α2), 
(𝐴 𝑒𝐵𝑟𝑒𝑎𝑘𝑓𝑎𝑠𝑡, 𝑒𝑙𝑢𝑛𝑐ℎ, 𝑒𝑑𝑖𝑛𝑛𝑒𝑟 , α3),  (𝐴 𝐺𝑜_𝑏𝑒𝑑 , α4),  (𝐴 𝑤𝑎𝑘𝑒_𝑢𝑝 , α5), and  if 𝛼𝑖 𝑖 
1, … , 5  is equal to or greater than α, THEN the corresponding activity is declared as re‐
liable. 
 








IF the predicted instance as a probability distribution {(𝐴 𝑀𝑑 , α1), (𝐴 𝑆𝑛𝑎𝑐𝑘 , α2), 
(𝐴 𝑒𝐵𝑟𝑒𝑎𝑘𝑓𝑎𝑠𝑡, 𝑒𝑙𝑢𝑛𝑐ℎ, 𝑒𝑑𝑖𝑛𝑛𝑒𝑟 , α3),  (𝐴 𝐺𝑜_𝑏𝑒𝑑 , α4),  (𝐴 𝑤𝑎𝑘𝑒_𝑢𝑝 , α5), and 𝑖𝑓 𝛼𝑖 𝑖








Rule2A: IF the predicted instance as a probability distribution: 𝑆𝐴 𝐴 ,   𝛼  , 𝑆𝐴 𝐴 ,   𝛼 , 
𝑆𝐴 𝐴 ,   𝛼 …. 𝑆𝐴 𝐴 ,   𝛼     is  greater  than    {( 𝐴 𝑀𝑑 ,  α1),  ( 𝐴 𝑆𝑛𝑎𝑐𝑘 ,  α2), 
(𝐴 𝑒𝐵𝑟𝑒𝑎𝑘𝑓𝑎𝑠𝑡, 𝑒𝑙𝑢𝑛𝑐ℎ, 𝑒𝑑𝑖𝑛𝑛𝑒𝑟  , α3), (𝐴 𝐺𝑜_𝑏𝑒𝑑  , α4), (𝐴 𝑤𝑎𝑘𝑒_𝑢𝑝  , α5), and if 𝛼𝑖 𝑖 
 1, … , 5  THEN the corresponding activity is declared as true (Pb). 
Action: Action(abstain) 
Description of  the rule: The same condition applies as  that of Rule 2 except  that only 
transitional activities (SA) are displayed where the probability is greater than any treat‐
ment activity and its associated probability. 
Rule 3: IF the predicted instance as a probability distribution 𝑆𝐴 𝐴 ,   𝛼  , 𝑆𝐴 𝐴 ,   𝛼  , 
𝑆𝐴 𝐴 ,   𝛼 ….𝑆𝐴 𝐴 ,   𝛼   𝑖𝑠 𝑓𝑜𝑙𝑙𝑜𝑤𝑒𝑑 𝑏𝑦 𝑀𝑖𝑛_5  and probability distribution {(𝐴 𝑀𝑑 , 
α1), (𝐴 𝑆𝑛𝑎𝑐𝑘 , α2), (𝐴 𝑒𝐵𝑟𝑒𝑎𝑘𝑓𝑎𝑠𝑡, 𝑒𝑙𝑢𝑛𝑐ℎ, 𝑒𝑑𝑖𝑛𝑛𝑒𝑟  , α3), (𝐴 𝐺𝑜_𝑏𝑒𝑑  , α4), (𝐴 𝑤𝑎𝑘𝑒_𝑢𝑝  
, α5), and if 𝛼𝑖 𝑖  1, … , 5  is greater than α, THEN corresponding activity is declared 
as reliable. 





Rule  4.  IF  the  predicted  instance  as  a  probability  distribution:  𝑆𝐴 𝐴 ,   𝛼  , 
𝑆𝐴  𝐴 ,   𝛼   ,  𝑆𝐴  𝐴 ,   𝛼  …. 𝑆𝐴  𝐴 ,   𝛼   𝑖𝑠 𝑛𝑜𝑡 𝑓𝑜𝑙𝑙𝑜𝑤𝑒𝑑 𝑏𝑦 𝑀𝑖𝑛_5  and  probability 
distribution  {( 𝐴 𝑀𝑑 ,  α1),  ( 𝐴 𝑆𝑛𝑎𝑐𝑘 ,  α2),  ( 𝐴 𝑒𝐵𝑟𝑒𝑎𝑘𝑓𝑎𝑠𝑡, 𝑒𝑙𝑢𝑛𝑐ℎ, 𝑒𝑑𝑖𝑛𝑛𝑒𝑟  ,  α3), 
(𝐴 𝐺𝑜_𝑏𝑒𝑑  , α4), (𝐴 𝑤𝑎𝑘𝑒_𝑢𝑝  , α5), and if 𝛼𝑖 𝑖  1, … , 5  is greater than α, THEN the 
corresponding activity is declared as unreliable. 
 




Rule 5. IF the predicted instance as a probability distribution {(𝐴 𝑀𝑑 , α1), (𝐴 𝑆𝑛𝑎𝑐𝑘 , α2), 
(𝐴 𝑒𝐵𝑟𝑒𝑎𝑘𝑓𝑎𝑠𝑡, 𝑒𝑙𝑢𝑛𝑐ℎ, 𝑒𝑑𝑖𝑛𝑛𝑒𝑟 , α3),  (𝐴 𝐺𝑜_𝑏𝑒𝑑 , α4),  (𝐴 𝑤𝑎𝑘𝑒_𝑢𝑝 , α5), and  if 𝛼𝑖 𝑖 
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