Introduction
Recently, many lossless schemes for image compression [1] [2] [3] [4] based on arithmetic coding ͑AC͒ 5, 6 have been proposed. The goal of these schemes is to represent an image with the smallest possible number of bits without loss of any information in order to speed up transmission and minimize storage requirements. 7 AC is a statistical coding technique that uses probability estimates of pixel intensities to assign a single bitstream for the data set and achieve a high compression ratio. The AC needs to work with a modeler that estimates the probability of each pixel at each iteration in the encoding and decoding processes. The modeler needs to find the probability distribution of those symbols that maximizes the compression efficiency and send this information to the decoder as header information to ensure decodability. The models can be static or adaptive. On the one hand, the static model uses fixed probabilities for all pixels, and when AC works with a static model, it is called static arithmetic coding ͑SAC͒. 8 On the other hand, an adaptive model dynamically estimates the probability of each pixel based on the previously encoded pixels, and when AC works with an adaptive model, it is usually referred to as adaptive arithmetic coding ͑AAC͒. When the adaptive model considers the probability of just the symbol, without any other additional information, it is called adaptive arithmetic coding order-0 ͑AAC-0͒. 9, 10 Note that static models are less efficient than adaptive models because the probability table must be saved as header information.
Recently, many AAC-oriented coding schemes have been proposed in the literature. Carpentieri, 5 while presenting his lossless image compression algorithm, proposes to select dynamically, for each pixel position, one of the large number of possible probability distributions and encode the current pixel prediction error by using the selected distribution as the model for the arithmetic encoder. His scheme is slow, especially for large images. Golchin and Paliwal 6 propose to combine a context classification scheme with adaptive prediction and entropy coding to produce an adaptive lossless image encoder. They maximize the benefits of adaptivity using both adaptive prediction and entropy coding. Matsuda et al. 11 propose a lossless coding scheme using a block-adaptive prediction technique to remove redun-dancy. The image prediction errors are encoded using a kind of context-adaptive AC. They propose a model that approaches the probability density of errors by a generalized Gaussian function. The encoding algorithm is also very slow-e.g., when the size of the images is 512ϫ 512, the coder takes between 10 and 20 min for the encoding process. Recently, Kuroki et al. 12 have presented an AAC with prediction errors in lossless image compression. They propose a model that estimates the probability density of each error pixel by Laplacian distribution with zero mean. The compression ratios in Ref. 12 are at an average 5% higher than those by the conventional arithmetic encoders. From the description of these schemes, we can notice that AAC requires a large amount of computations. In this paper, we propose an AAC for lossless image compression that is quite efficient in terms of compression ratio and computational time. The idea behind our approach is to use a dynamic probability table that is updated only after encoding the last occurrence of each pixel.
The rest of this paper is organized as follows: Section 2 presents the AC principle. In Sec. 3, we detail our proposed method and present the mathematical proof. In Sec. 4, we provide experimental results to verify the performance of the proposed approach. Conclusions are drawn in Sec. 5.
Overview of Arithmetic Coding
In this section, we will present the basic notions of AC, 10, [13] [14] [15] which is one of the efficient techniques for lossless data compression. Given an alphabet A composed of n mutually distinct symbols A = ͕␣ 1 , ... ,␣ n ͖ and the probability distributions P = ͕p 1 , ... , p n ͖ of the symbols where p k is the probability of occurrence of ␣ k , for k ͕1, ... ,n͖. Shannon 16 proved that the number of bits needed to encode data cannot be less than the entropy of P, defined by:
Since AC produces a rate that approaches the entropy of the encoded data, 16, 17 it is widely used in modern image and video compression algorithms such as JBIG, JBIG2, JPEG2000, H263, and H.264/AVC. The main idea of AC is to represent data by the interval ͓0, 1͔. Thus, each binary value on this interval can uniquely identify the encoded data. Initially, the AC determines the symbols to be encoded, as well as the probabilities of these symbols. To estimate the probabilities of symbols, the AC works with a modeler that can be static or adaptive. Note that the best and the most popular approaches are based on the choice of a good model to obtain maximum compression of the data. Last, the encoder performs the encoding algorithm and generates the bitstream. The encoding algorithm used in SAC works conceptually as follows: Let X be a message to compress that is composed of m events-i.e., X = x 1 , ... ,x m . Each event x i , with i ͕1, ... ,m͖, takes a value from an alphabet A composed of n symbols A = ͕␣ 1 , ... ,␣ n ͖. We denote the probability distributions P of the symbols of the alphabet A as P = ͕p 1 , ... , p n ͖, where p k is the probability of ␣ k , for k ͕1, ... ,n͖. AC begins by subdividing the interval ͓0, 1͒ into n nonoverlapping intervals. 7 Let ͓L␣ k , H␣ k ͒ be the in-terval corresponding to the symbol ␣ k , with H␣ k − L␣ k = p k . Let L be the lower interval limit and H be the higher interval limit. The output of AC is an interval ͓L , H͒ in the range ͓0, 1͒, and the bitstream is the binary representation of any value in the interval ͓L , H͒. In the SAC technique, the first step consists of calculating the true frequency table for all symbols. However, in the AAC-0 ͑Ref. 9͒, the modeler updates the frequency of each symbol by incrementing its count just after it has been encoded. No additional information is required to be sent to the decoder that mirrors the encoder's operations.
It should be noticed that AC generates a file consisting of a header followed by the compressed bitstream of the input message. The header information contains the frequency/probability table of all the symbols. After having encoded a message X of m events with AC, we can decode this sequence by using the probability table and the corresponding bitstream.
Let S be the size of the current interval S = H − L. Then, the encoding algorithm will assign a message X to this interval. In AC, the length of the bitstream is equal to the product of the probabilities of the individual symbols, and it decreases at each iteration:
If we let p͑X͒ denote the probability of the message X, then p͑X͒ = S. Therefore, we can bound the number of bits required to represent the message X by − log 2 ͓p͑X͔͒ + 2 bits ͑Ref. 13͒, where . is the floor function. Arithmetic coders are therefore most useful when there are large probabilities in the probability distribution. In the next section, we show how to update the probabilities to reduce the data size.
Proposed Approach
In this section, we present an efficient method that allows us to update probabilities in the AC process in order to reduce the data size. We propose a new AAC that dynamically calculates the probability of the current pixel based on all pixels that precede it. The proposed AAC requires two passes. In the first pass, the true probability table is calculated and inserted in the compressed header file, whereas in the second pass, the AAC encodes the input image and dynamically updates probabilities when finding the last occurrence of the current pixel.
Overview of the Proposed Method
Let X be an image of m pixels. Instead of coding X with a fixed probability distribution, a dynamic probability table is used. Therefore, while encoding the image pixels, we verify whether we have encoded the last occurrence of the current pixel. If this has been the case, we must subtract the frequency of the corresponding pixel from the image size, and hence the probability table must be recomputed to encode the remained pixels. In the end, we provide a file decomposed into a header followed by the compressed bitstream of the original image. Note that the initial frequencies need to be transmitted to the decoder as header information. Furthermore, if we suppose that we have an alphabet of n symbols, we have at the most updated the probability table n − 1 times, whatever the size of the input sequence. However, the traditional AAC-0 ͑Ref. 9͒ updates probabilities n / 2 times, on average, for each pixel. So, if we have an image with m pixels, we must update the probability table m ϫ ͑n / 2͒ times for the traditional AAC-0, which requires a large amount of computation with our approach. Our approach is elaborated in the form of flowcharts in Fig. 1 and Fig. 2 . Thus, Fig. 1 describes how the proposed encoding algorithm works, while Fig. 2 describes the decoding one.
Mathematical Proof
In this section, we proceed to develop a mathematical proof in order to prove that our approach is better than the SAC and always offers higher compression rate. Let X be a sequence of m events X = x 1 , ... ,x m , taking values from an alphabet of n symbols A = ͕␣ 1 , ... ,␣ n ͖. We denote the probability distributions P of each symbol of the alphabet A as P = ͕p 1 , ... , p n ͖, where p k = f k / m, and f k represents the frequency of the corresponding symbol ␣ k from the total length of the sequence X.
Note that the number of bits required representing the sequence X, after applying SAC, is calculated as:
However, to calculate the size of the compressed file, according to our approach, we use N AAC bits, which is given by:
Proposition.
The compression ratio with our AAC approach is better than with SAC because
͑5͒

Proof.
So, we must prove that
͑6͒
We proceed to prove by induction with n, which is the number of symbols in the message X. We start with n =2. Suppose that the sequence X is composed only of events from an alphabet of two symbols A = ͕␣ 1 , ␣ 2 ͖ with respective probabilities f 1 / m, f 2 / m. Without loss of generality, suppose that the message X is terminated by the event ␣ 2 . By using SAC to encode the sequence X, the number of bits needed can be calculated using the product of the probabilities:
͑7͒
On the other side, by using our approach to encode the sequence X, the number of bits needed is also obtained by the product of the probabilities:
where T 1 = inf͕k ജ 1 ͉ encoding the last occurrence of ␣ 1 ͖. We must then compare PoP SAC and PoP AAC , as described in Eqs. ͑7͒ and ͑8͒, respectively. So, we have to compare ͑f 2 / m͒ f 2 with ͑f 2 / m͒ T 1 −f 1 . The objective is then to show that T 1 − f 1 Ͻ f 2 .
We know that T 1 Ͻ m; thus, T 1 − m Ͻ 0 and T 1 − m + f 2 Ͻ f 2 . Since we know that m = f 1 + f 2 , thus T 1 − f 1 = T 1 − m + f 2 , and then we have:
From Eq. ͑9͒, we can conclude that N AAC Ͻ N SAC , where N AAC and N SAC are respectively the number of bits needed to encode data using AAC and SAC. Now, with m Ͼ 2, we assume that X is composed of n events from an alphabet A = ͕␣ 1 , ... ,␣ n ͖ with the probabilities f i / m. Without loss of generality, we suppose that X is terminated by ␣ n .
The total number of bits needed to encode the sequence X with static arithmetic coding is related to Eq. ͑3͒. With T i = inf͕k ജ 1 ͉ encoding the last occurrence of ␣ i ͖, for i ͕1, ... ,n −1͖, we may now assume that
.. ,n −1͖ and T 0 = 1. Thus, we may prove that:
We know that
Therefore, Eq. ͑12͒ is true. So, we can conclude that the conventional SAC is less efficient than our AAC. Thus, we prove that thanks to our approach, we will able to further reduce the size of the compressed data.
Experimental Results
We have applied our proposed method to more than 100 gray-level images of size 512ϫ 512 with 8 bits per pixel. In order to evaluate the compression efficiency of our approach, we have used the compression ratio factor C r :
C r = Total size in bits of the input image Total size in bits of compressed bitstream , ͑13͒
which compares the size of the original image with the size of the bitstream. Throughout this paper, we propose to compare our method with the conventional approaches applied directly on the pixels. The average, min, and max compression ratios for all tested images are listed in Table 1 . We can see that the compression ratios for the proposed AAC are between 0.067% and 3.974% higher than those obtained by SAC, and it outperforms AAC-0 by a factor of 0.203% on average.
The proposed AAC yields a better compression if the image blocks are sorted for clustering the input data. Thus, we propose to partition the image into square blocks of pixels and then sort the image blocks according to chosen characteristics. For the experimental results presented in Table 2 , we propose to sort the image blocks at the decreasing order of the mean value M b using Eq. ͑14͒: 
where N b ϫ N b corresponds to the size of the image blocks, and P͑i , j͒ represents the pixel P in the i'th row and j'th column. Figure 3 shows an image and its blocks sorted from lightness to darkness. Thus, we suggest calculating the mean value using Eq. ͑14͒ of each block of size 32 ϫ 32 and then sorting all blocks according to the calculated values. Tables 1 and 2 show that the compression ratios obtained by SAC and AAC-0 are the same whether sorting the image blocks or not. This is due to the fact that the SAC and the AAC-0 efficiency depend only on the probability density of the encoded symbols and not on the scan order of the input data. From Table 2 , the obtained results highlight that we increase the average compression ratios of 5.5%. Note that these results are obtained after adding the initial blocks' positions to the header of compressed file. Table 3 lists the compression ratios of some well-known gray-level images that are available from the University of Waterloo Greyset2 collection. 18 We have used these in or-der to further evaluate the performance of our AAC and to compare the obtained results with both SAC and AAC-0.
We deduce from the experiments that the updating technique of probabilities and the image block-sorting step improve the compression efficiency of SAC and AAC-0 by a factor that is on the order of 5.5% on average. Note that for some images, our AAC works much better than SAC and AAC-0, and we have an improvement of about 13% in the compression ratios.
There is one other important issue in an image compression scheme-the processing time. The analysis has been done using the same computer ͑Intel Core 2 Duo 2.93-GHz CPU with 2-GB RAM͒. Table 4 shows the comparisons between the average processing time of the proposed AAC and AAC-0 ͑Ref. 9͒ algorithms by using 100 images of different sizes. It is clear that the proposed AAC algorithm is significantly faster than the AAC-0 algorithm. Note that this improvement in the processing time is due to the reduction in the number of probability updates.
Conclusion
In this paper, we have presented a novel method to improve the compression efficiency of AC. This improvement is achieved by updating dynamically the probability table only after encoding the last occurrence of each symbol and coding sorted image blocks, which provides a more appropriate probability model. The proposed coding scheme depends on the pixels' occurrence and the image block sorting. Experimental results for a good sample of images demonstrate that our coding scheme outperforms the conventional arithmetic encoders in terms of compression ratios by a factor that is on the order of 5.5% on average. From a viewpoint of complexity, the proposed scheme reduces the amount of computation when updating the probability table. The obtained compressed ratios are very important, especially in lossless compression.
