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Abstract
We present a new way of testing ordered hypotheses against all alternatives which over-
powers the classical approach both in simplicity and statistical power. Our new method
tests the constrained likelihood ratio statistic against the quantile of one and only one chi-
squared random variable with a data-dependent degrees of freedom instead of a mixture of
chi-squares. Our new test is proved to have a valid finite-sample significance level α and
provides more power especially for sparse alternatives (those with a few or moderate number
of null constraints violations) in comparison to the classical approach. Our method is also
easier to use than the classical approach which requires to calculate or simulate a set of
complicated weights. Two special cases are considered with more details, namely the case of
testing orthants µ1 < 0, · · · , µn < 0 and the isotonic case of testing µ1 < µ2 < µ3 against all
alternatives. Contours of the difference in power are shown for these examples showing the
interest of our new approach.
Keywords: Polyhedral cones, Ordered hypothesis, Conditional likelihood ratio, Isotonic
regression, PAVA, Orthants, Power.
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Introduction
The problem of testing ordered hypotheses or constrained likelihood ratio tesing debuted mainly
in the 50’s of the 20th century with the works of Brunk [1955], van Eeden C. [1958] and
Bartholomew [1959a] (see for example Nuesch [1991] for a brief history). The developments
achieved by several authors in the next two decades were put together in the book Barlow et al.
[1972] where they test the hypothesis µ1 = · · · = µp against some order restriction on the real
vector µ = (µ1, · · · , µp). Later developments came to light afterwards expanding the testing
problem to more complicated forms of nulls and alternatives especially testing if a vector µ is
in some linear space against the alternative that it is inside some cone. The book of Robertson
et al. [1988] was published to cover for these developments. We call this kind of problems (fol-
lowing the notation in Silvapulle and Sen [2004]) ”type A” problems. Another type of testing
problems had already surfaced in some papers such as Robertson and Wegman [1978] and was
then generalized to a multivariate context in papers such as Shapiro [1988]. In this kind of prob-
lems that we call ”type B” problems, the null hypothesis defines an order over the the vector of
interest µ of the form Aµ ≥ 0 for some matrix A, and test it against all alternatives. The most
recent findings and developments concerning type B problems were gathered and published in
the book of Silvapulle and Sen [2004]. The book covers as well a more general approach for
these testing problems and is the main reference in our paper.
Applications of constrained likelihood ratio testing could be found in various fields. For ex-
ample in linear regression, it is sometimes relevant to assume that the parameters related to
some ordinal covariate follow a specific order. According to Gro¨mping [2010], a great attention
to constrained LRT could be found in econometrics where a software called GAUSS (Aptech
Systems Inc. 2009) is developed for this purpose. Several interesting examples from different
fields of study could be found in [Silvapulle and Sen, 2004, Chap. 1].
Let Y ∼ Np(µ, V ). In the literature, the constrained LR for testing Aµ ≥ 0 against all alter-
natives (type B) has a least favorable distribution when µ = 0. The distribution is a mixture
of chi-squares with weights w1, · · · , wK (for some K) which depend on both the matrix A and
the covariance structure V . This makes these weights very difficult to calculate for p ≥ 5. Very
few special cases for the matrix A and when there is no dependence structure in the data, that
is V = I, were solved in the literature and explicit formulas for the weights could be found
(Miles [1959], Silvapulle and Sen [2004, Section 3.5], Drton and Klivans [2010, Examples 15,16],
Naoto et al. [1995]). For the general case, the R package ic.infer (Gro¨mping [2010]) provides
functionalities for this calculation. Gro¨mping [2010] provides insight on how difficult and com-
putationally extensive this calculation becomes when the dimension p increases.
There have appeared in the literature some papers proposing a different approach for constrained
LRT where instead of testing against a quantile of a mixture, they test against the quantile of
one chi-square with data-dependent degrees of freedom (Bartholomew [1961], Susko [2013], Chen
et al. [2018], Wollan and Dykstra [1986],Iverson and Harp [1987],Rueda et al. [2016]). This ap-
proach avoids the calculation of the weights so that it is computationally very easy, but this
comes at the cost of a reduction in power for type A problems (Bartholomew [1961], Susko
[2013], Chen et al. [2018]). For type B problems, this approach was proposed in the isotonic
case of testing µ1 ≤ · · · ≤ µp against all alternatives independently by Wollan and Dykstra
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[1986] and Iverson and Harp [1987] (see Rueda et al. [2016] for an application). Authors of these
papers conjectured that the test has a valid α level and provided only asymptotic evidence (that
is when the common variance go to zero) that it the significance level is valid and verified it
through simulations. They argue that not only that the new approach is computationally more
feasible (because no weights need to be calculated), but that it is also more powerful than the
classical approach of testing against a quantile of a mixture of chi-squares in some regions of the
space of the parameters.
We consider in this paper the type B testing problem that is to test Aµ ≥ 0 for some ma-
trix A against all alternatives using the LRT. We adopt the approach proposed by Wollan and
Dykstra [1986] and Iverson and Harp [1987] for testing the LR statistic against the quantile of
one chi-square with data-dependent degrees of freedom. We prove that the corresponding test
has indeed a valid α level and not only asymptotically, and thus prove the conjecture given by
Wollan and Dykstra [1986] and Iverson and Harp [1987] for the isotonic case. We argue as well
that the power of the new approach is indeed greater than the classical method of testing with
mixtures and show more details and insights for the case of testing µ ≤ 0 and for the isotonic
case. For example, for testing µ ≤ 0, it is shown that as long as the true vector µ does not
violate more than half the number of constraints that is p/2, then our approach is more powerful
than the classical method of mixtures.
The case when V = σ2Σ with Σ is known and σ2 is unknown is a straightforward generalization
of our approach and is thus considered in this paper.
The paper is organized as follows. In Section 1, we introduce briefly the testing problem
considered in this paper, namely type B, with the used notations. In Sections 2.2-2.4, we provide
our new solution for testing type B problems first in special cases moving towards the general
case. A comparison of the difference in power between the classical approach in the literature
and our new approach is also illustrated through these sections in special cases. More details
are given for the special case of orthants hypotheses and isotonic ones in Section 3. The case
of known covariance matrix is discussed in Section 4. Finally, in Section 5 we provide some
arguments to when our new approach overpowers the classical one. Appendices 7, 8, 9 and
10 include the type A testing problem already consided in the literature and some alternative
proofs for special cases of type B problems.
1 The problem of inequality constrained testing: Context and
notations
We say that C is a polyhedral (cone) if there exist a1, · · · , ak ∈ Rp such that
C ={µ ∈ Rp : aT1 µ ≥ 0, · · · , aTk µ ≥ 0}
={µ ∈ Rp : Aµ ≥ 0}.
Note that a polyhedral is a closed convex cone. For y ∈ Rp, we denote ‖y‖2 = yty the usual
norm and ‖y‖2V = ytV −1y for a symmetric definite positive matrix V . The projection of y on
C is denoted Π(y|C) (ΠV (y|C), resp.) with respect to the usual norm (the norm ‖.‖V ). A Type
B testing problem tests the null H1 : µ ∈ C against H2 : µ ∈ Rp. This includes for example the
isotonic hypothesisH1 : µ1 < µ2 < · · · < µp. Here C = {µ ∈ Rp : µi+1−µi ≥ 0, ∀i = 1, · · · , p−1}.
For notational simplicity, we denote qi the (1− α)quantile of the chi-square distribution with i
degrees of freedom. For other orders, we use qχ2(i)(1− α¯) for some α¯ 6= α.
Let Y ∼ N (µ, V ). The LR statistic takes the form
LR(typeB) = min
µ∈C
(Y − µ)TV −1(Y − µ) (1.1)
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and the least favorable null distribution is defined by
Pµ=0(LR(typeB) ≤ c) =
p∑
i=0
wp−i(p, V, C)P(χ2(i) ≤ c). (1.2)
2 Adaptive quantile for type B testing
We show in the following examples how the adaptive critical value is used and compare it with
the classical way of dealing with constrained LRT. We show in each of the examples how we
could prove that the significance level of the test with an adaptive critical value is exactly α
before moving to the general case.
2.1 A one dimensional case
We test H1 : µ1 ≤ 0 against all alternatives. The LR is given by
LR(Y ) =
{
0 if Y1 ≤ 0
q1 if Y1 ≥ 0
The classical approach tests the LR against the quantile q such that
PH1((Y1 − µ1)2 > q) =
α
2
(2.1)
We propose to define the critical random value
q(Y, α) =
{
0 if Y1 ≤ 0
q1 if Y1 ≥ 0
We have
PH1 (LR > q(Y, α)) = PH1
(
Y 21 > q1|Y1 ≥ 0
)
PH1 (Y1 ≥ 0)
In the previous display, since the event {Y1 ≥ 0} implies the event {Y1 − µ1 ≥ 0}, then
PH1 (Y1 ≥ 0) ≤ PH1 (Y1 − µ1 ≥ 0) =
1
2
Moreover, using the fact that the Gaussian model has an increasing likelihood ratio, we could
show that
PH1
(
Y 21 > q1|Y1 ≥ 0
) ≤ PH1 ((Y1 − µ1)2 > q1|Y1 − µ1 > 0)
Finally,
PH1 (LR > q(Y, α)) ≤
α
2
In comparison to the classical approach (2.1), it is clear that they both have the same statistical
power under the alternative since they both test against the quantile of χ2(1) of order α/2.
2.2 The two dimensional case
Let Y ∼ (µ, I2) be a bivariate Gaussian random variable. Consider the testing problem
H1 : µ1 ≤ 0, µ2 ≤ 0, against H2 : µ ∈ Rp.
We are testing if the vector µ is in the negative quadrant of the plane. The likelihood ratio for
this test is given by
LR =

0 if Y1 ≤ 0, Y2 ≤ 0
Y 21 if Y1 ≥ 0, Y2 ≤ 0
Y 22 if Y1 ≤ 0, Y2 ≥ 0
Y 21 + Y
2
2 if Y1 ≥ 0, Y2 ≥ 0.
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In the literature, testing H1 against H2 at level α using the LRT is done by looking for c > 0
such that
1
2
P(χ2(1) > c) +
1
4
P(χ2(2) > c) ≤ α.
The least favorable distribution of the LR is a mixture of the chi-squares χ2(2), χ2(1) and χ2(0)
with respective weights 14 ,
1
2 ,
1
4 . We propose in this paper to do the test differently. Since the
LR is conditionally distributed as a χ2(1) when Y has one negative coordinate and one positive
one, then we will only test the LR against the quantile of the χ2(1). When Y is in the positive
quadrant, the LR is conditionally distributed as a χ2(2), and we test the LR against the quantile
of the χ2(2). In other words, we define the random quantile
q(Y, α) =

0 if Y1 ≤ 0, Y2 ≤ 0
q1 if Y1 ≥ 0, Y2 ≤ 0 or Y1 ≤ 0, Y2 ≥ 0
q2 if Y1 ≥ 0, Y2 ≥ 0.
We test H1 against H2 using the rejection region
{LR > q(Y, α)} .
Our claim is that
PH1 (LR > q(Y, α)) ≤ α.
We can decompose the probability of rejection according to the position of the vector Y in the
plane. Denote Q1, Q3 the nonnegative and non-positive quadrants respectively, and Q2, Q4 the
quadrants {y ∈ R2, y1 < 0, y2 > 0} and {y ∈ R2, y1 > 0, y2 < 0}. We have
PH1 (LR > q(Y, α)) = PH1
(
Y 21 + Y
2
2 > q2|Y ∈ Q1
)
PH1 (Y ∈ Q1) +
PH1
(
Y 21 > q1|Y ∈ Q4
)
PH1 (Y ∈ Q4) + PH1
(
Y 22 > q1|Y ∈ Q2
)
PH1 (Y ∈ Q2) (2.2)
Since Y1 and Y2 are assumed independent, we may write
PH1 (LR > q(Y, α)) = PH1
(
Y 21 + Y
2
2 > q2|Y ∈ Q1
)
PH1 (Y ∈ Q1) +
PH1
(
Y 21 > q1|Y1 ≥ 0
)
PH1 (Y ∈ Q4) + PH1
(
Y 22 > q1|Y2 ≥ 0
)
PH1 (Y ∈ Q2)
We state that (see Lemma 2.1)
PH1
(
Y 21 > q1|Y1 ≥ 0
) ≤PH1 ((Y1 − µ1)2 > q1|Y1 − µ1 ≥ 0)
PH1
(
Y 22 > q1|Y2 ≥ 0
) ≤PH1 ((Y2 − µ2)2 > q1|Y2 − µ2 ≥ 0)
PH1
(
Y 21 + Y
2
2 > q2|Y ∈ Q1
) ≤PH1 ((Y1 − µ1)2 + (Y2 − µ2)2 > q2|Y − µ ∈ Q1)
Now, since the norm of a standard Gaussian random variable is independent from its direction
(Silvapulle and Sen [2004, Lemma 3.13.1]), then each of the previous conditional probabilities is
less than α. Thus
PH1(LR > q(Y, α)) ≤α (PH1 (Y ∈ Q1) + PH1 (Y ∈ Q2) + PH1 (Y ∈ Q4))
≤(1− PH1(Y ∈ Q3))α
≤3
4
α
<α.
It is interesting to note that q(Y, α) could be redefined so that we exploit the remaining 14α in
order to make the test even more powerful. Therefore, we redefine it as follows
q¯(Y, α) = q
(
Y,
4
3
α
)
=

0 if Y1 ≤ 0, Y2 ≤ 0
qχ2(1)(1− 43α) if Y1 ≥ 0, Y2 ≤ 0 or Y1 ≤ 0, Y2 ≥ 0
qχ2(2)(1− 43α) if Y1 ≥ 0, Y2 ≥ 0.
5
For example for α = 0.05, we test against chi-squared quantiles at level 0.93 instead of the
usual level that is 0.95. Figure (1) shows the difference in power between our proposed method
denoted as ”Selective” and the method in the literature denoted as ”Mixture”.
Our new approach seems to be more powerful in the two quadrants Q2 and Q4 along the borders
of the null hypothesis, whereas the classical approach is more powerful only in the positive
quadrant Q1 inside the circle centered at approximately (2.5, 2.5) with radius 2.5. The contours
show that in the regions where the adaptive critical value is used, the gain reaches 8% whereas
in the regions where the mixture quantile is used, the gain reaches only 7%.
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Figure 1: Contours for the difference in power 100×(Classical−New). The red line represents
the rejection line for the classical approach whereas the green one represents the rejection line
for our approach. Figure produced using package Plotly
2.3 The isotonic hypothesis with three means
We test the null hypothesis µ1 < µ2 < µ3 against all alternatives based on 3 random variables
Y1, Y2 and Y3 drawn independently from N (µi, 1) for i = 1, 2, 3. Note that testing µ1 ≤ µ2 is
equivalent to testing µ2 − µ1 ≤ 0 which we discussed in paragraph 2.1.
Let Y¯ be the constrained maximum likelihood that we calculate using the pool adjacent violators
algorithm or the PAVA (Bartholomew [1959a], van Eeden C. [1958]). Define r(Y¯ ) as the number
of equal coordinates (the number of pooled ones). Note that r = 0 if Y1 < Y2 < Y 3, and r = 2
if Y3 < Y1 < Y2. Define the critical random value as follows
q(Y, α) = qr(Y¯ ).
We need to show that
PH1 (LR > q(Y, α)) ≤ α
6
According to the relative positions of the Y ’s, the number of terms in the LR changes. Denote
Si for i = 0, · · · , 7 these cases with S0 = {y ∈ R3 : y1 ≤ y2 ≤ y3}. We have
PH1 (LR > q(Y, α)) =
3∑
i=1
PH1
(
LR > qr(Y¯ )|Y ∈ Si
)
PH1 (Y ∈ Si)
The objective is to show that each one of these probabilities is maximized when Y has a mean
equal to zero. The LR is given by
LR =

0 if Y1 < Y2 < Y3
(Y1 − Y2)2 if {Y2 < Y1 < Y3} or {Y2 < Y3 < Y1, (Y1 + Y2)/2 < Y3}
(Y2 − Y3)2/2 if {Y1 < Y3 < Y2} or {Y3 < Y1 < Y2, (Y2 + Y3)/2 > Y1}∑3
i=1 (Yi − µˆ)2 if {Y3 < Y2 < Y1} or {Y2 < Y3 < Y1, (Y1 + Y2)/2 > Y3}
or {Y3 < Y1 < Y2, (Y2 + Y3)/2 < Y1}
Define U1 = (Y1 − Y2)/
√
2 and U2 = (Y1 + Y1 − 2Y3)/
√
6. Define also ν1 = (µ1 − µ2)/
√
2 and
ν2 = (µ1 + µ2 − 2µ3)/
√
6. Note that Ui ∼ N (νi, 1) for i = 1, 2 and U1 is independent from U2.
Note also that (Apostol and Mnatsakanian [2003, Theorem 5])
3∑
i=1
(Yi − µˆ)2 =1
2
(Y1 − Y2)2 + 2
3
(
Y3 − Y1 + Y2
2
)2
=U21 + U
2
2
The LR can be rewritten as
LR =

0 if U1 < 0,
√
3U2 − U1 < 0
U21 if U1 > 0, U2 > 0
1
4
(√
3U2 − U1
)2
if
√
3U2 − U1 > 0,
√
3U2 + 3U1 < 0
U21 + U
2
2 if U1 > 0,
√
3U2 + 3U1 > 0
Thus,
PH1 (LR > q(Y, α)) =PH1
(
U21 > q1 |U1 > 0, U2 > 0
)
PH1 (U1 > 0, U2 > 0) +
PH1
(
1
4
(√
3U2 − U1
)2
> q1
∣∣∣√3U2 − U1 > 0, √3U2 + 3U1 < 0)×
PH1
(
U2 > 0,
√
3U2 + 3U1 < 0
)
+
PH1
(
U21 + U
2
2 > q2
∣∣∣U1 > 0, √3U2 + 3U1 > 0)PH1 (U1 > 0, √3U2 + 3U1 > 0)
Note that
√
3U2 − U1 is independent from
√
3U2 + 3U1. Thus,
PH1 (LR > q(Y, α)) =PH1
(
U21 > q1 |U1 > 0
)
PH1 (U1 > 0, U2 > 0) +
PH1
(
1
4
(√
3U2 − U1
)2
> q1
∣∣∣√3U2 − U1 > 0)PH1 (U2 > 0, √3U2 + 3U1 < 0)+
PH1
(
U21 + U
2
2 > q2
∣∣∣U1 > 0, √3U2 + 3U1 > 0)PH1 (U1 > 0, √3U2 + 3U1 > 0)
We state that (Lemma 2.1) the previous conditional probabilities are maximized when {ν1 =
0}, {√3ν2 − ν1 = 0}, {ν1, ν2 = 0} respectively. In other words
PH1
(
U21 > q1|U1 > 0
) ≤ PH1 ((U1 − ν1)2 > q1 |U1 − ν1 > 0)
PH1
(
1
4
(√
3U2 − U1
)2
> q1
∣∣∣√3U2 − U1 > 0) ≤
PH1
(
1
4
(√
3(U2 − ν2)− (U1 − ν1)
)2
> q1
∣∣∣√3(U2 − ν2)− (U1 − ν1) > 0)
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PH1
(
U21 + U
2
2 > q2
∣∣∣U1 > 0, √3U2 + 3U1 > 0) ≤
PH1
(
(U1 − ν1)2 + (U2 − ν2)2 > q2
∣∣∣U1 − ν1 > 0, √3(U2 − ν2) + 3(U1 − ν1) > 0) .
Since the norm of a standard Gaussian random variable is independent from its direction, then
all the conditional probabilities in the previous display become less than α. Thus
PH1 (LR > q(Y, α)) ≤α
3∑
i=1
PH1 (Y ∈ Si)
≤α(1− PH1(Y ∈ S0))
≤5
6
α
We could use the remaining 16α in in order to gain more power. Therefore, it suffices to define
the critical value function as
q˜(Y, α) = q
(
Y,
6
5
α
)
The difference in power between our new method (with q˜(Y, α)) and the classical method which
uses mixtures is illustrated in figure (2). Since the position of the means does not matter in this
problem but rather the relative positions of the centers with respect to each other, we only vary
the differences η1 = µ1−µ2 and η2 = µ2−µ3. The contours show that in the regions where the
adaptive critical value is used, the gain reaches 11% whereas in the regions where the mixture
quantile is used, the gain reaches only 7%.
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Figure 2: Contours for the difference in power 100×(Classical−New). Figure produced using
package Plotly.
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2.4 The general case
Let C ⊂ Rp be some polyhedral cone. We test H1 : θ ∈ C against H2 : θ /∈ C. The likelihood ratio
statistic is given by (1.1) which can also be expressed as (Silvapulle and Sen [2004, Proposition
3.4.1])
LR(C) = ‖Y − C‖V = ‖ΠV (Y |Co) ‖2
where Co is the polar cone corresponding to C. By writing the LR as a projection over the polar
cone, we could characterize this projection according to on which face it is projected. Lemma
3.13.5 from Silvapulle and Sen [2004] states that when Co is a polyhedral cone, there exists a
collection of faces of Co, say {F1, · · · , FK}, such that the collection of their relative interiors,
{ri(F1), · · · , ri(FK)}, forms a partitioning of Co. Furthermore,
‖Π (Y |Co) ‖2 =
K∑
i=1
1Π(Y |Co)∈ri(Fi)‖PiY ‖2 (2.3)
where Pi is the projection matrix onto the linear space spanned by Fi. The lemma says even
more. When Π (Y |Co) ∈ ri(Fi), then Π (Y |Co) = PiY . Define the random critical value
q(C, Y, α) =
K∑
i=1
1Π(Y |Co)∈ri(Fi)qχ2(ri)(1− α) (2.4)
where ri = rank(Pi). We test H1 : θ ∈ C against all alternatives using the rejection region{‖ΠV (Y |Co) ‖2 > q(C, Y, α)} (2.5)
Our procedure consists in finding which face Fi has the projection of Y on Co, and then calculate
the rank ri of the projection matrix on span(Fi). The LR is then tested against the quantile
of one and only one chi-squared random variable with ri degrees of freedom. The R package
coneProj (Liao and Meyer [2014]) calculates the projection over a polyhedral cone (and thus
the LR) and provides without any extra cost the rank ri that we need for the quantile.
We proceed now to prove that the test defined through (2.5) has a significance level equal to α.
The following lemma proves that we have a conditional least favorable distribution according to
the position of Y with respect to the polar cone Co.
Lemma 2.1. Let Z be a Gaussian random vector N (0, In). Let q > 0, F ⊂ Rn be a cone, and
let F o be its polar cone. Then,
P (‖Z + µ‖ > q|Z + µ ∈ F ) ≤ P (‖Z‖ > q|Z ∈ F ) , ∀µ ∈ F o.
Proof. We rewrite the conditional probability in polar coordinates. Let S = {ω ∈ Rn| ‖ω‖ = 1}
be the unit sphere in Rn. Denote ν the surface measure on S. We have
P (‖Z + µ‖ > q|Z + µ ∈ F ) =
∫∞
r=q
∫
ω∈S∩F t
n−1e−
1
2
‖tw−µ‖2ν(dω)dt∫∞
r=0
∫
ω∈S∩F s
n−1e−
1
2
‖sw−µ‖2ν(dω)ds
This means that the conditional density of ‖Z + µ‖ provided that {Z + µ ∈ F} is given by
gµ(t) =
tn−1e−
1
2
t2
∫
ω∈S∩F e
twTµν(dω)∫∞
r=0
∫
ω∈S∩F s
n−1e−
1
2
s2+swTµν(dω)ds
.
Denote A(µ) the normalization constant in the previous display, that is
A(µ) =
∫ ∞
r=0
∫
ω∈S∩F
sn−1e−
1
2
s2+swTµν(dω)ds.
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Define
Gµ(t) =
g0(t)
gµ(t)
=
A(µ)
A(0)
∫
ω∈S∩F ν(dω)∫
ω∈S∩F e
tωTµν(dω)
.
Since µ ∈ F o, then
∀ω ∈ S ∩ F, ωTµ ≤ 0.
Thus, function t 7→ Gµ(t) is nondecreasing over (0,∞) whatever the value of µ ∈ F o.
Let h be some measurable nondecreasing function defined on R+. Note that for any couple of
nonnegative real numbers (r1, r2), since both Gµ(t) and h(t) are nondecreasing functions in t
over (0,∞), we have
(h(r1)− h(r2))(Gµ(r1)−Gµ(r2)) ≥ 0 (2.6)
Let R1 and R2 be two i.i.d. random variables with a common density defined on (0,∞). We
have, due to (2.6),
E [(h(R1)− h(R2)) (G(R1)−G(R2))] ≥ 0.
We deduce that
E [h(R1)Gµ(R1)] ≥ E [h(R1)]E [Gµ(R1)] . (2.7)
Assume now that R1 has the density gµ, and denote Eµ (resp. E0) the expectation under gµ
(resp. g0). We have now
Eµ [h(R1)Gµ(R1)] = E0 [h(R1)]
Eµ [Gµ(R)] = 1.
The second line in the previous display comes from the fact that g0 is a density over (0,∞).
Hence, due to (2.7), we may write
Eµ [h(R)] ≤ E0 [h(R)] . (2.8)
Set h(t) = 1t>q (the indicator function of the set (q,∞)). Function h is nondecreasing over
(0,∞), therefore we could apply (2.8) on it and get∫∞
r=q
∫
ω∈S∩F t
n−1e−
1
2
‖twTµ‖2ν(dω)dt∫∞
r=0
∫
ω∈S∩F s
n−1e−
1
2
‖swTµ‖2ν(dω)ds
≤
∫∞
r=q
∫
ω∈S∩F t
n−1ν(dω)dt∫∞
r=0
∫
ω∈S∩F s
n−1ν(dω)ds
.
This is exactly what the lemma claims.
The previous lemma is the corner stone to proving that our new test has a correct α level.
We present now our main result.
Proposition 2.1 (type B). Let Y ∼ Np(µ, V ) and C be a polyhedral cone. A valid test at level
α for H1 : θ ∈ C against θ /∈ C is given by the rejection region
{LR(C, V ) > q(C, Y, α)} (2.9)
where q(C, Y, α) is given by (2.4). Moreover,
PH1 (LR(C) > q(C, Y, α)) ≤ (1− PH1 (Y ∈ C))α
Proof. We start with the case when V = Ip. Due to (2.3), we may write
PH (LR(C) > q(C, Y, α)) =
K∑
j=1
PH1
({‖Y − C‖2 > qrj} ∩ {Π (Y |Co) ∈ ri(Fj)})
=
K∑
j=1
PH1
(‖Y − C‖2 > qrj |Π (Y |Co) ∈ ri(Fj))PH1 (Π (Y |Co) ∈ ri(Fj))
10
We treat each of the conditional probabilities separately. Lemma 3.13.2 from Silvapulle and Sen
[2004] states that the event
{Π (Y |Co) ∈ ri(Fj)}
is equivalent to the event
{PjY ∈ ri(Fj), (I − Pj)Y ∈ F⊥j ∩ Co}
Recall that ‖Y − C‖2 = Π (Y |Co). Moreover, when Π (Y |Co) ∈ ri(Fj), then Π (Y |Co) = PjY ,
thus
PH
(‖Y − C‖2 > qrj |Π (Y |Co) ∈ ri(Fj)) =PH (‖PjY ‖2 > qrj |Π (Y |Co) ∈ ri(Fj))
=PH
(
‖PjY ‖2 > qrj
∣∣∣PjY ∈ ri(Fj), (I − Pj)Y ∈ F⊥j ∩ Co)
Because Pj is a projection matrix, then the random variables PjY and (I−Pj)Y are independent.
Thus,
PH1
(‖Y − C‖2 > qrj |Π (Y |Co) ∈ ri(Fj)) = PH1 (‖PjY ‖2 > qrj |PjY ∈ ri(Fj))
We apply Lemma 2.1 on Z = PjY − Pjµ, C = PjC. Note that for all µ ∈ C and y ∈ ri(Fj), we
have
yTPjµ =(P
T
j y)
Tµ
=(Pjy)
Tµ
=yTµ
≤0
The second line comes from the fact that Pj is a projection matrix so that it is symmetric, and
𝐶 𝐶𝑜 
𝐹2 
𝐹1 
𝒚 
𝑃1𝝁 
𝝁 
𝒚 − 𝐻  
𝑃1 𝒚 − 𝑃1𝝁  
𝒚 − 𝑃1𝝁 
𝑃1𝒚 
𝐹3 
𝐹4 
Figure 3: The conditional least favorable distribution. The polar cone has 4 faces, F3 is the
intersection point of F1 and F2, whereas F4 = Co.
the third lines is because Pj is the projection matrix onto span(Fj) and y ∈ ri(Fj). Thus, for
any µ in C, Pjµ is in the polar cone of Fj . See figure (3) for an illustration. Thus,
PH1
(‖PjY ‖2 > qrj |PjY ∈ ri(Fj)) ≤ PH1 (‖PjY − Pjµ‖2 > qrj |PjY − Pjµ ∈ ri(Fj))
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Now since Y − µ ∼ N (0, Ip), then according to Lemma 3.13.3 from Silvapulle and Sen [2004],
the distribution of ‖Pj(Y − µ)‖2 = ‖PjY − Pjµ‖2 conditionally on PjY − Pjµ ∈ C is χ2(rj).
Thus,
PH1
(‖PjY ‖2 > qrj |PjY ∈ ri(Fj)) ≤PH1 (‖PjY − Pjµ‖2 > qrj |PjY − Pjµ ∈ ri(Fj))
≤α.
Finally,
PH (LR(C) > q(C, Y, α)) =
K∑
j=1
PH1
(‖ΠCoY ‖2 > qrj |Π (Y |Co) ∈ ri(Fj))PH1 (Π (Y |Co) ∈ ri(Fj))
≤α
K∑
j=1
PH1 (Π (Y |Co) ∈ ri(Fj))
≤ (1− PH1 (Π (Y |Co) ∈ ri(F0)))α
≤ (1− PH1 (Y ∈ C))α
<α
We have proved that (2.9) is a valid test at level α when V = Ip. We move now to the general
case for any symmetric positive definite matrix V . Let V −1 = ATA, and Z = AY , then Z is
distributed as Np(Aµ, I) and
LR = ‖Z −AC‖2.
We use the same arguments above on Z and the polyhedral cone AC instead of Y and C
respectively. Note that the face of AC takes the form of AF for some face of C and that
dim(span(Fi)) = dim(span(AFi)) (Silvapulle and Sen [2004, p. 129]). Therefore, since the de-
grees of freedom in q(AC, Y, α) depend only on the rank of the projection matrix onto the linear
space spanned by AF , then they stay the same whether they are calculated for Y or for Z so
that q(C, Y, α) = q(AC, Z, α). Thus,
PH (LR(V, C) > q(C, Y, α)) =PH (LR(AC) > q(AC, X, α))
≤ (1− PH1 (Z ∈ AC))α
<α
Whenever it is possible to calculate the term PH1 (Y ∈ C) or at least provide an upper bound,
then one could use it to adjust the critical level for the chi-squares quantiles and gain more power.
Two examples are discussed hereafter.
Remark 2.1. In the literature, the test (2.5) in the case of an isotonic hypothesis was named
as a conditional likelihood ratio test (Wollan and Dykstra [1986], Iverson and Harp [1987]). We
do not really agree on that name. The fact that the critical value is random is not classical,
however we could look at the test differently. The classical way of constrained LRT tests the
LR against a quantile of a mixture, say c(α). The rejection region is
{{‖ΠV (Y |Co) ‖2 − c(α) > 0} .
The rejection region (2.5) could be rewritten as{‖ΠV (Y |Co) ‖2 − q(C, Y, α) > 0}
In other words, our new approach appears as if the test statistic was changed from LR(C)−c(α)
into LR(C)− q(C, Y, α). The ”critical value” for both tests is the same and is 0.
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3 Examples
3.1 The special case of orthant hypotheses revisited
Let y1, · · · , yp be n i.i.d. realizations from the Gaussian distributions N (µi, 1) for i = 1, · · · , p.
When the null hypothesis is H1 : µ1 ≤ 0, · · · , µp ≤ 0, then the polyhedral C from Proposition
2.1 is {y ∈ Rp : −Ipy ≥ 0}. The LR is given by
LR =
n∑
i=1
y2i 1yi≥0.
The quantile function q(Y, α) is given by
q(Y, α) = qχ2(N), N =
n∑
i=1
1Yi≥0.
We could still gain a little more power by considering the immediate lower bound on the adjust-
ment of the critical level.
PH1 (Y ∈ C) ≥ P0 (Y ∈ C)
≥ 2−p
Thus, in order to test the orthant H1 at level α, we use the quantile q(Y, α¯) defined by
q(Y, α¯) = qχ2(N)
(
1− 2
p
2p − 1α
)
For small values of p, the gain from this adjustment becomes important where it almost vanishes
as the dimension p grows.
3.2 The special case of isotonic hypotheses revisited: Maybe study a hypoth-
esis with equalities!
When the null hypothesis is H1 : µ1 ≤ · · · ≤ µp, then the polyhedral C from Proposition 2.1
is {y ∈ Rp : Ay ≥ 0} where the matrix A has all its elements zero except for Ai,i = −1 and
Ai,i+1 = 1 for all i = 1, · · · , p− 1. The likelihood ratio can be calculated easily using the PAVA
(Bartholomew [1959a], van Eeden C. [1958]). Function isoreg in the statistical program R does
the job. If the number of levels (distinct values) in the result of the PAVA is l, then the LR
is tested against the quantile of a χ2(n − l) at order 1 − α. We could adjust the order of the
quantile in order to gain more power. We have the following immediate lower bound on the
adjustment term (Robertson and Wegman [1978, Corollary 2.6])
PH1 (Y ∈ C) ≥ P0 (Y ∈ C)
≥ 1
p!
Thus, we can test the LR against the quantile of χ2(n − l) at order 1 − p!p!−1α. Wollan and
Dykstra [1986] proposed in the case of the isotonic hypothesis to give an estimate instead of an
lower bound for the adjustment term PH1 (Y ∈ C) so that we gain even more power. They state
however, that it could lead sometimes to increase the significance level of the test more than α.
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4 The case of unknown variances
Let Y ∼ N (µ, V ). Assume that V = σ2Σ for some known matrix Σ and unknown σ2. Following
Kudo [1963], assume that we dispose of an estimator for σ2, say σˆ2, such that σˆ2/σ2 is distributed
independently as χ2(m). In this section, cj,m is the quantile of an F-distributed random variable
with degrees of freedom j and m. We test H1 : µ ∈ C against all alternatives. Let X ∼
N (µ/σ2,Σ). Note that
LR(Y ) = min
θ∈C
(Y − θ)T Vˆ −1(Y − θ)
= min
θ∈C
1
σˆ2
(σX − θ)TΣ−1(σX − θ)
=
σ2
σˆ2
min
θ∈C
(X − θ)TΣ−1(X − θ)
=
σ2
σˆ2
LR(X)
The third line comes from the fact that C is a cone and that σ2 > 0 so that if µ ∈ C then
σ2µ ∈ C. Define the random critical function as follows
q(C, Y, α) =
K∑
i=1
1ΠVˆ (Y |Co)∈ri(Fi)cri,m(1− α)
where the Fj ’s are, as in Section 2.4, the faces of the polar of the polyhedral cone Co and they
form a partitioning of it.
We want to show that
PH1(LR(Y )) > q(C, Y, α) ≤ α.
Proof. We start with the case when Σ = Ip. Due to (2.3), we may write
PH (LR(C) > q(C, Y, α)) =
K∑
j=1
PH1
(
σ2
σˆ2
‖X − C‖2 > crj ,m |Π (X|Co) ∈ ri(Fj)
)
PH1 (Π (X|Co) ∈ ri(Fj))
Using Lemma 3.13.2 from Silvapulle and Sen [2004] we may write
PH
(
σ2
σˆ2
‖X − C‖2 > crj ,m |Π (X|Co) ∈ ri(Fj)
)
=PH
(
σ2
σˆ2
‖PjX‖2 > crj ,m |Π (X|Co) ∈ ri(Fj)
)
=PH
(
σ2
σˆ2
‖PjX‖2 > crj ,m
∣∣∣PjX ∈ ri(Fj), (I − Pj)X ∈ F⊥j ∩ Co)
Because Pj is a projection matrix, then the random variables PjX and (I−Pj)X are independent.
Besides, (I − Pj)X is independent from σˆ2. Thus,
PH1
(
σ2
σˆ2
‖X − C‖2 > crj ,m |Π (X|Co) ∈ ri(Fj)
)
=PH1
(
σ2
σˆ2
‖PjX‖2 > crj ,m |PjX ∈ ri(Fj)
)
=
∫
s>0
PH1
(
s‖PjX‖2 > crj ,m |PjX ∈ ri(Fj)
)
fχ2(m)(s)ds
We apply Lemma 2.1 on Z = PjX − 1σ2Pjµ, C = PjC and q = crj ,m/s. Note that for all µ ∈ C
and y ∈ ri(Fj), we have yTPjµ ≤ 0. Thus, for any µ in C, Pjµ is in the polar cone of Fj and so
does 1
σ2
Pjµ because Fj is a polyhedral cone. Lemma 2.1 states then
PH1
(
s‖PjX‖2 > crj ,m |PjX ∈ ri(Fj)
) ≤ PH1
(
s
∥∥∥∥PjX − 1σ2Pjµ
∥∥∥∥2 > crj ,m ∣∣∣∣PjX − 1σ2Pjµ ∈ ri(Fj)
)
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Integrating both sides with respect to fχ2(m)(s), we get
PH1
(
σ2
σˆ2
‖PjX‖2 > crj ,m |PjX ∈ ri(Fj)
)
≤ PH1
(
σ2
σˆ2
∥∥∥∥PjX − 1σ2Pjµ
∥∥∥∥2 > crj ,m ∣∣∣∣PjX − 1σ2Pjµ ∈ ri(Fj)
)
Now since X − 1
σ2
µ ∼ N (0, Ip), then according to Lemma 3.13.3 from Silvapulle and Sen [2004],
the distribution of ‖Pj(X − 1σ2µ)‖2 = ‖PjX − 1σ2Pjµ‖2 conditionally on PjX − 1σ2Pjµ ∈ C is
χ2(rj). Thus,
σ2
σˆ2
‖PjX− 1σ2Pjµ‖2 conditionally on PjX− 1σ2Pjµ ∈ C has the F-distribution with
degrees of freedom m and rj . Hence,
PH1
(
σ2
σˆ2
‖PjX‖2 > crj ,m |PjX ∈ ri(Fj)
)
≤PH1
(
σ2
σˆ2
‖PjX − 1
σ2
Pjµ‖2 > crj ,m
∣∣∣∣PjX − 1σ2Pjµ ∈ ri(Fj)
)
≤α.
Finally,
PH (LR(Y ) > q(C, Y, α)) =
K∑
j=1
PH1
(
σ2
σˆ2
‖Π(X|Co)‖2 > crj ,m |Π (X|Co) ∈ ri(Fj)
)
PH1 (Π (X|Co) ∈ ri(Fj))
≤α
K∑
j=1
PH1 (Π (X|Co) ∈ ri(Fj))
≤ (1− PH1 (Π (X|Co) ∈ ri(F0)))α
≤ (1− PH1 (Y ∈ C))α
<α
We have proved that (2.9) is a valid test at level α when Σ = Ip. The case when Σ is not the iden-
tity matrix is treated similarly to the proof of Proposition 2.1 by considering the decomposition
Σ−1 = ATA.
5 Power comparison
We illustrate in two examples when our approach overpowers the classical one by linking it to
the number of violated restrictions. By definition, the power of the statistical test of type B for
the classical approach is given by
PH2(LR(Y ) > q(α)),
where q is the quantile of order 1−α of the mixture of chi-squares (1.2). For our approach, the
power for type B is given by
PH2(LR(Y ) > q(Y, α)),
where q(Y, α) is given by (2.4). In order to see when our method is more powerful than the
classical one, it suffices to understand when the event {q(Y ) > q} happens and of course at what
frequency does it occur. For the classical approach, the quantile q(α) is determined by how each
of the χ2(i) is weighted for i = 1, · · · , n− 1. If the vector of weights gives more weights to the
larger degrees of freedom (the case of isotonic hypothesis), then the quantile q(α) is closer to
the quantile of a chi-square with a high degree of freedom and vice-versa. We believe that if the
covariance matrix is In, then if the null hypothesis is strictly smaller than a quadrant, then the
weights tend to give more credit for the large degrees of freedom (because the polar cone of the
null becomes larger than a quadrant). This is for example the case of an isotonic hypothesis.
We look at two situations where the vector of weights in (1.2) are calculated explicitly; namely
the case of H1 is a quadrant, and the case when H1 is the isotonic hypothesis µ1 ≤ · · · ≤ µn.
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In order to find out when the event {q(Y, α) > q(α)} happens, we fix n and α and then search
for the largest chi-square quantile of order 1−α smaller than q(α). For example, in the isotonic
situation, when n = 3 we have q(0.05) ≈ 4.6 and the largest chi-square quantile of order 0.95
is the quantile of χ2(1) ≈ 3.8. Thus, if in our approach, the vector Y violates one restriction
imposed by the null, then q(Y, α) is the quantile of χ2(1). If the vector Y violates the two
restrictions imposed by the null, then q(Y, α) is the quantile of χ2(2). In the first case, our
approach is more powerful than the classical one, whereas the classical one is the more powerful
approach in the second case.
When the null H1 is a quadrant, figure (4) shows for each p from 2 to 100, the maximum
number of constraints violations below which our new approach is more powerful than the
classical one. In this case, the weights are largest for quadrants with E(p/2) + 1 where E
denotes the integer part. Besides, the weights are repartitioned equally around this maximum.
Thus, the quantile q(α) is most likely to be closest to the quantile of χ2(E(p/2) + 1). If the
variance of the data is not very large, then we expect that the vector of observations will most
likely respect most of the signs of the vector of means µ. Therefore, as long as the vector of
means µ is in one of the quadrants with a number of changes of signs less than E(p/2) + 1, then
our new approach is more likely to be more powerful than the classical approach because q(Y, α)
will most of the time be equal to the quantile of a chi-square with a degree of freedom smaller
than E(p/2) + 1. We illustrate another setup with a different polyhedral cone than an orthant.
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When the null H1 is the isotonic hypothesis µ1 ≤ · · · ≤ µn, figure (5) shows for each n from 2
to 100, the maximum number of constraints violations below which our new approach is more
powerful than the classical one. The figure suggests that our approach is more powerful than
the classical most of the time. The cases when the classical approach overpowers our approach
are the extreme cases when most of the observations violate the restrictions of the null.
6 Discussion
We presented in this paper a novel approach to testing ordered hypotheses which changed the
whole idea of how one could look at this problem. Our novel approach was shown to be interesting
in terms of both power and simplicity in comparison to the classical approach. Indeed, we are
replacing the quantile of a mixture of chi-squares with the quantile of only one of them according
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to the data and without any extra cost. This avoided the complication of calculating the weights
for the mixture and provided more power in a large part of the alternative especially those which
are not very far from the null hypothesis (where power is usually small).
The idea of using a random critical value function whose value is selected after seeing the data is
rather general and could be employed in other contexts in order to obtain simple and powerful
tests. In this paper, we only considered type A and type B problems, but there are more
than this when working on ordered hypotheses that could be treated anew using our approach
(Silvapulle and Sen [2004, Chap. 4, 6, 7]). Future research could shed light on some of them.
7 Appendix: An alternative proof in the the two dimensional
case
Let Y ∼ (µ, I2) be a bivariate Gaussian random variable. Consider the testing problem
H1 : µ1 ≤ 0, µ2 ≤ 0, against H2 : µ ∈ Rp.
We are testing if the vector µ is in the negative quadrant of the plane. The likelihood ratio for
this test is given by
LR =

0 if Y1 ≤ 0, Y2 ≤ 0
Y 21 if Y1 ≥ 0, Y2 ≤ 0
Y 22 if Y1 ≤ 0, Y2 ≥ 0
Y 21 + Y
2
2 if Y1 ≥ 0, Y2 ≥ 0.
We define the random quantile
q(Y, α) =

0 if Y1 ≤ 0, Y2 ≤ 0
q1 if Y1 ≥ 0, Y2 ≤ 0 or Y1 ≤ 0, Y2 ≥ 0
q2 if Y1 ≥ 0, Y2 ≥ 0.
We test H1 against H2 using the rejection region
{LR > q(Y, α)} .
Our claim is that
PH1 (LR > q(Y, α)) ≤ α.
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Lemma 7.1. Let Y ∼ N (µ, 1) with µ ∈ R, then function
µ 7→ Pµ
(
Y 2 > q|Y ≥ 0)
is increasing, and thus if q = q1, then
Pµ
(
Y 2 > q|Y ≥ 0) ≤ Pµ ((Y − µ)2 > q|Y − µ ≥ 0) = α, ∀µ < 0.
Proof. We rewrite the conditional probability
PH1
(
Y 21 > q1|Y1 ≥ 0
)
=
PH1
(
Y 21 > q1 ∩ Y1 ≥ 0
)
PH1 (Y1 ≥ 0)
Set Z = Y1 − µ1, and define Φ(x) and ϕ(x) as the cdf and the pdf of a standard normal
distribution. We have
PH1
(
Y 21 > q1|Y ∈ Q4
)
=
PH1
(
Z > −µ1 +√q1
)
PH1 (Z ≥ −µ1)
=
1− Φ(−µ1 +√q1)
1− Φ(−µ1)
We prove that the function
f(x) =
1− Φ(−x+√q1)
1− Φ(−x)
is increasing. Indeed, since log(f(x)) = log(1 − Φ(−x +√q1)) − log(1 − Φ(−x)), its derivative
with respect to x is given by
log(f(x))′ =
ϕ(−x+√q1)
1− Φ(−x+√q1) −
ϕ(−x)
1− Φ(−x) .
The inverse of Mill’s ratio ϕ(a)1−Φ(a) is increasing (Sampford [1953]), so that
ϕ(−x)
1− Φ(−x) <
ϕ(−x+√q1)
1− Φ(−x+√q1)
and function log(f(x)) is increasing and so does function f . Thus
∀µ ≤ 0, f(µ) ≤ f(0) = α.
We go back to our new test. We can decompose the probability of rejection according to the
position of the vector Y in the plane. Denote Q1, Q3 the nonnegative and non-positive quadrants
respectively, and Q2, Q4 the quadrants {y ∈ R2, y1 < 0, y2 > 0} and {y ∈ R2, y1 > 0, y2 < 0}.
We have
PH1 (LR > q(Y, α)) = PH1
(
Y 21 + Y
2
2 > q2|Y ∈ Q1
)
PH1 (Y ∈ Q1) +
PH1
(
Y 21 > q1|Y ∈ Q4
)
PH1 (Y ∈ Q4) + PH1
(
Y 22 > q1|Y ∈ Q2
)
PH1 (Y ∈ Q2) (7.1)
We treat each one of the conditional probabilities separately. We prove that
PH1
(
Y 21 > q1|Y ∈ Q4
) ≤ α.
Indeed, since Y1 and Y2 are independent, we have using Lemma 7.1
PH1
(
Y 21 > q1|Y ∈ Q4
)
= PH1
(
Y 21 > q1|Y1 ≥ 0
)
≤ α
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Similarly, we may write the same thing for Y2. We have now
PH1
(
Y 21 > q1|Y ∈ Q4
) ≤α (7.2)
PH1
(
Y 22 > q1|Y ∈ Q2
) ≤α. (7.3)
We use Lemma 7.1 in order to prove that
PH1
(
Y 21 + Y
2
2 > q2|Y ∈ Q1
) ≤ α.
We apply the lemma twice. First, let Z1 = Y1 − µ1 ∼ N (0, 1).
PH1
(
Y 21 + Y
2
2 > q2|Y1 ≥ 0, Y2 ≥ 0
)
= PH1
(
Y 21 > q2 − Y 22 |Y1 ≥ 0, Y2 ≥ 0
)
=
∫ q2
0
PH1
(
Y 21 > q2 − y22, Y1 ≥ 0
)
PH1 (Y1 ≥ 0)
fY2(y2)
PH1 (Y2 ≥ 0)
dy2 +
∫ ∞
q2
fY2(y2)
PH1 (Y2 ≥ 0)
dy2
≤
∫ q2
0
PH1
(
Z1 >
√
q2 − y22
)
PH1 (Z1 ≥ 0)
fY2(y2)
PH1 (Y2 ≥ 0)
dy2 +
∫ ∞
q2
fY2(y2)
PH1 (Y2 ≥ 0)
dy2
≤
∫ q2
0
PH1
(
Z21 > q2 − y22, Z1 ≥ 0
)
PH1 (Z1 ≥ 0)
fY2(y2)
PH1 (Y2 ≥ 0) dy2
+
∫ ∞
q2
fY2(y2)
PH1 (Y2 ≥ 0)
dy2
≤ PH1
(
Z21 + Y
2
2 > q2|Z1 ≥ 0, Y2 ≥ 0
)
We do the same calculation again by swapping the roles of Y2 and Z1. Let Z2 be a standard
Gaussian random variable independent of Z1. We have
PH1
(
Z21 + Y
2
2 > q2|Z1 ≥ 0, Y2 ≥ 0
) ≤ PH1 (Z21 + Z22 > q2|Z1 ≥ 0, Z2 ≥ 0)
Now, since Z = (Z1, Z2)
T is a standard Gaussian random vector N (0, I2), then its norm is
independent from its direction (Silvapulle and Sen [2004, Lemma 3.13.1]). Therefore,
PH1
(
Y 21 + Y
2
2 > q2|Y1 ≥ 0, Y2 ≥ 0
) ≤ PH1 (Z21 + Z22 > q2|Z1 ≥ 0, Z2 ≥ 0)
≤ PH1
(
Z21 + Z
2
2 > q2
)
≤ α. (7.4)
We conclude by inserting (7.4,7.3,7.2) in (7.1) that
PH1(LR > q(Y, α)) ≤α (PH1 (Y ∈ Q1) + PH1 (Y ∈ Q2) + PH1 (Y ∈ Q4))
≤(1− PH1(Y ∈ Q3))α
≤3
4
α
<α.
8 Appendix: An alternative proof for the case of n orthants
The previous result is easily generalized to Rp. Let Y ∼ N (µ, Ip). We want to test H1 : µ ≤ 0
against all alternatives. The likelihood ratio is given by
LR = ‖Y −Q‖2 =
n∑
i=1
Y 2i 1Yi≥0.
The function q(Y, α) is given by
q(Y, α) = qχ2(N), N =
n∑
i=1
1Yi≥0.
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Let Q be a quadrant with k positive sides. Without loss in generality, assume that
Q = {y ∈ Rp, y1 ≥ 0, · · · , yk ≥ 0, yk+1 ≤ 0, · · · , yp ≤ 0}
We have
PH1(LR(Y ) > qk|Y ∈ Q) =PH1
(
k∑
i=1
Y 2i > qk |Y1 ≥ 0, · · · , Yk ≥ 0, Yk+1 ≤ 0, · · · , Yp ≤ 0
)
=PH1
(
k∑
i=1
Y 2i > qk |Y1 ≥ 0, · · · , Yk ≥ 0
)
The second lines comes from the fact that Y1, · · · , Yn are assumed independent. Define the set
S as follows
S =
{
(y2, · · · , yk) ∈ Rk−1|
k∑
i=2
y2i < q, yi ≤ 0,∀i = 2, · · · , k
}
Denote y2,k = (y2, · · · , yk), Y2,k = (Y2, · · · , Yk) and ϕ2,k the joint density of Y2,k. We may now
rewrite the conditional probability from above as
PH1
(
Y 21 + ‖Y2,k‖2 > qk |Y1 ≥ 0, Y2,k ≥ 0
)
=
∫
y2,k∈S
PH1
(
Y1 >
√
q − ‖y2,k‖2
)
PH1(Y1 ≥ 0)
ϕ2,k(y2,k)
PH1(Y2,k ≥ 0)
dy1
+
∫
y2,k∈Rk−1\S
ϕ2,k(y2,k)
PH1(Y2,k ≥ 0)
dy1
Denote Z1 = Y1 − µ1. Using Lemma 7.1, we have
PH1
(
Y1 >
√
q − ‖y2,k‖2
)
PH1(Y1 ≥ 0)
≤ P
(
Z1 >
√
q − ‖y2,k‖2
)
PH1(Z1 ≥ 0)
Thus
PH1
(
Y 21 + ‖Y2,k‖2 > qk |Y1 ≥ 0, Y2,k ≥ 0
) ≤∫
y2,k∈S
PH1
(
Z1 >
√
q − ‖y2,k‖2
)
PH1(Z1 ≥ 0)
ϕ2,k(y2,k)
PH1(Y2,k ≥ 0)
dy2,k
+
∫
y2,k∈Rk−1\S
ϕ2,k(y2,k)
PH1(Y2,k ≥ 0)
dy2,k
≤PH1
(
Z21 + ‖Y2,k‖2 > qk |Z1 ≥ 0, Y2,k ≥ 0
)
We iterate the previous argument on Y2 and then on Y3 and so on until we get
PH1
(
k∑
i=1
Y 2i > qk |Y1 ≥ 0, · · · , Yk ≥ 0
)
≤ P
(
k∑
i=1
Z2i > qk |Z1 ≥ 0, · · · , Zk ≥ 0
)
where Zi = Yi−µi ∼ N (0, 1). Now the joint distribution of the Gaussian vector Z = (Z1, · · · , Zp)
is N (0, Ip), and hence its norm is independent from its direction (Silvapulle and Sen [2004,
Lemma 3.13.1]). therefore, we may write
P
(
k∑
i=1
Z2i > qk |Z1 ≥ 0, · · · , Zk ≥ 0
)
= P
(
k∑
i=1
Z2i > qk
)
≤ α
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Thus
PH1 (LR(Y ) > qk|Y ∈ Q) =PH1
(
k∑
i=1
Y 2i > qk |Y1 ≥ 0, · · · , Yk ≥ 0
)
≤P
(
k∑
i=1
Z2i > qk
)
≤α.
For all the other orthants, an analogue argument holds. Denote now Qj = {y ∈ Rp|yi ≥ 0,∀i ∈
Ij , yl ≤ 0,∀l /∈ Ij} and rj = |Ij | for j = 1, · · · , 2p − 1. Let H1 = Q2p . We may now state the
following
PH1 (LR(Y ) > qk) =
2p−1∑
j=1
PH1
∑
i∈Ij
Y 2i > qrj |Y ∈ Qj

=
2p−1∑
j=1
PH1
∑
i∈Ij
Y 2i > qrj |Yi ≥ 0,∀i ∈ Ij

≤ (1− P(Y ∈ Q2p))α
≤
(
1− 1
2p
)
α
We could now adjust the critical value so that we use the remaining 12p . Redefine the critical
value as
q¯(Y, α) = qχ2(rj)
(
1− 2
p
2p − 1α
)
, if Y ∈ Qj .
9 Appendix: A new solution for type A problems which does
not require the calculation of the weights: The two dimen-
sional case
Let Y ∼ (µ, I2) be a bivariate Gaussian random variable. Consider the testing problem
H0 : µ = 0, against H1 : µ ≥ 0.
Denote Q1, Q2, Q3 and Q4 the four quandrants of the plane. The likelihood ratio is given by
LR = ‖Y ‖2 − ‖Y − µˆ‖2
where µˆ is the maximum likelihood estimator of µ subject to µ ≥ 0. It is equal to the projection
of Y on the first quadrant Q1. Thus,
µˆ =

(Y1, Y2)
T if Y ∈ Q1
(0, Y2)
T if Y ∈ Q2
(Y1, 0)
T if Y ∈ Q4
(0, 0)T if Y ∈ Q3.
The LR is then give by
LR = ‖Π(Y |Q1)‖2 = ‖µˆ‖2 =

Y 21 + Y
2
2 if Y ∈ Q1
Y 22 if Y ∈ Q2
Y 21 if Y ∈ Q4
0 if Y ∈ Q3.
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In the literature, testing H1 against H2 at level α using the LRT is done by looking for c > 0
such that
1
2
P(χ2(1) > c) +
1
4
P(χ2(2) > c) ≤ α.
We propose in this paper to do the test differently. Since the LR is conditionally distributed
as a χ2(1) when Y has one negative coordinate and one positive one, then we will only test
the LR against the quantile of the χ2(1), and there is no need to consider the whole mixture of
chi-squares. When Y is in the positive quadrant, the LR is conditionally distributed as a χ2(2),
and we will test the LR against the quantile of the χ2(2). In other words, we define the random
quantile
q(Y, α) =

0 if Y ∈ Q3
q1 if Y ∈ Q2, or , Y ∈ Q4
q2 if Y ∈ Q1.
We test H0 against H1 using the rejection region
{LR > q(Y, α)} .
Our claim is that
PH0 (LR > q(Y, α)) ≤ α.
Indeed, by conditioning on the position of Y in the plane, we may write
PH0 (LR > q(Y, α)) = PH0
(
Y 21 + Y
2
2 > q2|Y ∈ Q1
)
PH0 (Y ∈ Q1) +
PH0
(
Y 21 > q1|Y ∈ Q4
)
PH0 (Y ∈ Q4) + PH0
(
Y 22 > q1|Y ∈ Q2
)
PH0 (Y ∈ Q2)
Since under the null Y is distributed as N (0, I2), its norm and its direction are independent.
Therefore
PH0 (LR > q(Y, α)) =PH0
(
Y 21 + Y
2
2 > q2
)
PH0 (Y ∈ Q1) + PH0
(
Y 21 > q1
)
PH0 (Y ∈ Q4)
+ PH0
(
Y 22 > q1
)
PH0 (Y ∈ Q2)
≤3
4
α
Therefore, we do not need to use a mixture of chi-squares in order to test H0 against H1, and
we can instead choose which chi-square to use according to the position of Y in the plane.
Moreover, we could also make the test even a little more powerful by adjusting it to provide
exactly a level-α test, that is
q(Y, α) =

0 if Y ∈ Q3
qχ2(1)
(
1− 43α
)
if Y ∈ Q2, or , Y ∈ Q4
qχ2(2)
(
1− 43α
)
if Y ∈ Q1.
10 Appendix: A new solution for type A problems which does
not require the calculation of the weights: The general case
Let Y ∼ N (µ, V ). We test H0 : µ = 0 against H1 : µ ∈ C with C a polyhedral cone in Rp. The
LR is given by
LR = χ¯2(V, C) = Y TV −1Y −min
µ∈C
(Y − µ)TV −1(Y − µ)
According to [Silvapulle and Sen, 2004, Proposition 3.4.1], we have
LR = ‖Π(Y |C)‖2V .
Using Lemma 3.13.5 from Silvapulle and Sen [2004], the projection on a polyhedral cone is
characterized through the projection on the linear spaces spanned by its faces. In other words,
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there exists a collection of faces of C, say {F1, · · · , FK} such that the collection of their relative
interiors, {ri(F1), · · · , ri(FK)}, forms a partition of C. Further,
‖Π(Y |C)‖2V =
K∑
i=1
1Π(Y |C)∈ri(Fi)‖PiY ‖2V
where Pi is the projection matrix onto the linear space spanned by Fi. Denote ri = rank(Pi),
and define the random critical value
q(C, Y, α) =
K∑
i=1
1Π(Y |C)∈ri(Fi)qχ2(ri)(1− α) (10.1)
Our claim is that
PH (LR(C) > q(C, Y, α)) ≤ α.
We start with the case when V = Ip. We have
PH (LR(C) > q(C, Y, α)) =
K∑
j=1
PH0
(‖PjY ‖2 > qrj |Π(Y |C) ∈ ri(Fj))P (Π(Y |C) ∈ ri(Fj))
Lemma 3.13.2 from Silvapulle and Sen [2004] states that the event
{Π (Y |C) ∈ ri(Fj)}
is equivalent to the event
{PjY ∈ ri(Fj), (In − Pj)Y ∈ F⊥j ∩ C}
and since Pj is a projection matrix, the random variables PjY and (In−Pj)Y are independent.
Thus
PH0
(‖PjY ‖2 > qrj |Π(Y |C) ∈ ri(Fj)) =PH0 (‖PjY ‖2 > qrj |PjY ∈ ri(Fj), (In − Pj)Y ∈ F⊥j ∩ C)
=PH0
(‖PjY ‖2 > qrj |PjY ∈ ri(Fj))
Finally, since Y ∼ N (0, In), then according to Lemma 3.13.3 from Silvapulle and Sen [2004],
the distribution of ‖PiX‖2 conditionally on PiY ∈ ri(Fj) is χ2(rj). Thus
PH0
(‖PjY ‖2 > qrj |PjY ∈ ri(Fj)) ≤ α
Hence
PH (LR(C) > q(C, Y, α)) ≤ (1− PH0(Π(Y |C) ∈ ri(F0)))α
where F0 = {0}. Besides, the event {Π(Y |C) ∈ ri(F0)} is equivalent to the event {Y ∈ Co}.
In case we have a way to calculate the probability PH0(Y ∈ Co), then we could recalibrate the
critical value and gain more power. For example, in the case of orthants, PH0(Y ∈ Co) = 2−p.
The end of the proof is the same as for Proposition 2.1.
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