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)| = 0 < 1
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, and (c) (−3− 4i,−6− 4i) is not positive: Im(−6−4i−3−4i) = −
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< 0. . 20
2.2 Effects of changing β and ρ. (a) Λ〈1, i〉, (b) Λ〈2, i〉, (c) Λ〈eiπ/6, i〉, (d)
Λ〈1, 2i〉, (e) Λ〈1, e2πi/3〉, and (f) Λ〈2, e2πi/3〉. From (a) to (b), β is changed
from 1 to 2. From (a) to (c), β is rotated. From (a) to (d), ρ is changed from
i to 2i. From (a) to (e), ρ is rotated. From (a) to (f), both β and ρ are changed. 23
2.3 Region P and the fundamental set of Γ-actions. (a) P is the gray region
including the boundary represented in C. ρ, ρ′ and ρ′′ are the shape de-
scriptors for Λ(3, 4i), Λ(4i,−3+4i), and Λ(−3−4i,−6−4i) respectively
from in Figure 2.1. Since 4i/3 ∈ P , (3, 4i) is a positive minimal basis. (b)
A fundamental set of the modular group Γ acting on the upper half plane.
If Re(ρ) = −1/2, ρ and ρ+ 1 are in the same orbit of a Γ-action. . . . . . . 25
2.4 Examples of subspaces of L . For any β ∈ K, (a) shows a square lattice
Λ〈β, i〉. The red and blue arrows indicate two directions. Stretching Λ〈β, i〉
along them represents two different families of lattices. They form a sub-
space of L shown in (b), which is homeomorphic to R as in (c). (d) shows
a hexagonal lattice Λ〈β, eiπ/3〉. Stretching it along the three marked direc-
tions generates three distinct families of lattices. (e) is the subspace they
form in L , which is homeomorphic to the structure in (f). . . . . . . . . . 30
2.5 An illustration of the 8 types of paths, D1–D8 in Equation 2.10 connecting
(β, ρ) and (β′, ρ′) via 4 extra points in {(β0, ρ0) | β0 ∈ K, |ρ0| = 1, ρ0 ∈ P}. 33
2.6 The lattice space L is a product space K/ ∼1 ×P/ ∼2 modulo ∼3. The
distance dL ((β, ρ), (β′, ρ′)) is the minimal length of the paths connecting
(β, ρ) and (β′, ρ′) when the distance between equivalent points is reduced
to 0. Here the green line shows D in Equation 2.8, the red line is D3 in
Equation 2.10, and the blue line is D4 in Equation 2.10. Since D satisfies
the triangle inequality, D is shorter than D4. . . . . . . . . . . . . . . . . . 33
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2.7 One-to-one correspondence between the sub- and the parent-lattices. (a) A
lattice Λ〈β, ρ〉 = Λ〈14.7721+2.6047i, eiπ/3〉. (b) A sub-lattice Λ〈β, 2ρ+1〉
in white, with lattice (a) in gray. (c) A parent-lattice Λ〈β/2, 2ρ+ 1〉 of (a).
The common particles are emphasized with white color. . . . . . . . . . . . 37
2.8 Metric comparison. Lattice (a) ΛA = Λ(11.8177 + 2.0838i,−2.1706 +
12.3101i) and (b) ΛB = Λ(2.0838 − 11.8177i, 12.3101 + 2.1706i) are vi-
sually similar. The 4-tuple measure indicates a significant difference in
θ, while dL gives a small value. The lattices (a), (c) ΛC = Λ(−1.1766 +
13.4486i,−2.0838+11.8177i) and (d) ΛD = Λ(11.8177+2.0838i,−2.1706+
12.3101i) are more distinguishable, but the differences are scattered in four
numbers using (Equation 2.16). dL integrates these differences and pro-
vides a compact measure. . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.9 Visual effects of dL . Five different lattices: (a) ΛA = Λ〈11, eiπ/3〉, (b)
ΛB = Λ〈11, eiπ/2〉, (c) ΛC = Λ〈13, eiπ/2〉, (d) ΛD = Λ〈11, ei61π/180〉, and
(e) ΛE = Λ〈13, ei61π/180〉 are displayed. Pairwise distances: dL (ΛA,ΛB) =
0.5493, dL (ΛA,ΛC) = 0.7083,dL (ΛA,ΛD) = 0.0203, dL (ΛA,ΛE) =
0.4477, dL (ΛB,ΛC) = 0.4472, dL (ΛB,ΛD) = 0.5293, dL (ΛB,ΛE) =
0.6929, dL (ΛC ,ΛD) = 0.6929, dL (ΛC ,ΛE) = 0.5293, and dL (ΛD,ΛE) =
0.4472 are computed. They are consistent with the visual perception of the
lattice differences. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
2.10 Properties of dL . (a) Effect of changing w. (b) Misorientation of hexago-
nal lattices is emphasized using dL , which corresponds to the left and right
edges. (c) High symmetry of the hexagonal lattice is reflected by the sym-
metry of the blue curve. Lattices to be compared are not necessarily of the
same type, and dL considers the lattice equivalence relations. . . . . . . . . 41
2.11 Challenges of pattern separation. Each image above has two lattices su-
perposed. (a) The red boxes indicate textons of a single lattice, and they
have different interiors which can confuse the texton-based methods. (b)
Using non-superposed lattice identification methods, wrong local features
(e.g., L-shapes [115], shown as the red arrows) can be identified. These
red arrows do not correspond to any of the true underlying lattices. (c) The
pink and the yellow L-shapes in the upper-left corner denote the true lat-
tice components. The moiré patterns indicated by the red, blue, and green
regions are different from the underlying lattices. . . . . . . . . . . . . . . 42
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2.12 Steps of LISA. (A) An image processed by (Equation 2.20). Step 1: (B)
The power spectrum on the polar coordinate, and the high responses using
J = 5. (C) Peak locations refined via matching Gaussian impulses. Step
2: (D) Generate lattice candidates Tµk,lΛ(k,l), k, l = 1, · · · , 5, k 6= l, for
each pair of high peaks, and compute their energies (Equation 2.21). Pick
(x3, x5) (red and purple in (B)) to be the optimal Tµ1Λ1, since it has the
lowest energy. Step 3: (Optional) (E) Update Tµ1Λ1 with T1Λ
(5)
µ1 . Step 4:
(F) The optimal lattice Tµ1Λ1 identified in this iteration; and the absolute
difference between Tµ1Λ1 and the underlying true lattice. The absolute dif-
ference has an average value of 0.0202, and maximum of 0.1924, showing
the effectiveness of LISA. (G) The remainder image. The average intensity
0.0710 is greater than the accuracy criterion 0.01; thus, proceed to the next
iteration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.13 Effect of relative translation. (a) A superlattice composed of T4−3iΛ〈12, i〉
and T−4+3iΛ〈12, i〉. (b) The power spectrum of (a) where peaks are missing
due to the relative translations. From this incomplete reciprocal lattice,
LISA identifies lattice (c) and (d) each shown in white, superposed over (a)
in gray. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
2.14 LISA’s robustness against Gaussian perturbation. In the first column, a
single lattice T0Λ〈12, eiπ/18〉 is shown in (a) with its power spectrum surface
in (d). A centered Gaussian perturbation is applied with standard deviation
(b) s = 0.5 and (c) s = 1, and their power spectra are displayed in (e)
and (f), respectively. Notice that in the frequency domain, the reciprocal
bases away from the origin are smeared by noises, but those near the origin
remain high responses. The lattices identified by LISA in (b) and (c) are
robust against the perturbation; their distances to (a) are 0.0046 and 0.0081,
respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
2.15 A typical example of LISA. (a) A superlattice of three lattices: T2−4iΛ〈−9.9927+
0.0315i, 1.0014ei17π/36〉, T−7−4iΛ〈−4.4820+12.1815i, i〉 and T1−5iΛ〈−4.9898−
8.5389i, 1.0298ei7π/12〉. (b)–(d) display the lattices identified by LISA.
Each metric value shows the distance between the true lattice and the iden-
tified one in L . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
2.16 Superlattice with more layers. (a) A superlattice of 5 lattices: T2−5iΛ〈11, ei7π/18〉,
T3+4iΛ〈11.7378+2.4949i, i〉, T0Λ〈3.7082+11.4127i, e4π/9〉, T1−2iΛ〈14.0954+
5.1303i, i〉, and T0〈11.8177 + 2.0838i, i〉. (b)–(f) show the extracted pat-
terns using LISA. Notice that all the metric values dL (Λ̂,Λ) comparing the
true lattices with the identified ones are very small. . . . . . . . . . . . . . 54
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2.17 Mixture of translational lattices. (a) A superlattice of four lattices: T0Λ〈12, i〉,
T1+iΛ〈11.8177+2.0838i, i〉, T2−3iΛ〈12, i〉, and T2−5iΛ〈11.8177+2.0838i, i〉.
(b)–(e) show the identified patterns by LISA. . . . . . . . . . . . . . . . . . 55
2.18 Close particles. (a) A superlattice of three lattices obtained by translating
T0Λ〈14.7721 + 2.6047i, i〉 by 4− 2i, 1− 2i and 2− 5i. These translations
push particles close, and generate a pattern whose lattice points are com-
posed of three dots. (b)-(d) show that LISA successfully distinguishes them
with high precision as indicated by the values of dL . . . . . . . . . . . . . 56
2.19 Incomplete lattice. (a) A superlattice composed of a complete lattice T0Λ〈11.6924+
2.6994i, ei4π/9〉, shown in (b), and a portion of T2−3iΛ〈11.8177+2.0838i, i〉,
shown in (c). (d) and (e) are the identified patterns by LISA (in white) over
the original (a) (in gray). (f) min(T Λ̂2, I), where T Λ̂2 is the identified lat-
tice in (e) and I is the original image in (a). This shows the intersection of
(a) and (e). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
2.20 Importance of the density restriction. (a) A superlattice of T2−10iΛ〈10, ei17π/36〉
and T−3+5iΛ〈9.9756+0.6976i, ei17π/36〉. Without the second term in (Equa-
tion 2.21), we obtain a dense lattice T Λ̃ in (b). With the density restriction,
we get T Λ̂ in (c) which is the correct lattice pattern. (d) compares (b) and
(c), where the white pixels are T Λ̃∩T Λ̂ (the particles commonly captured
by (b) and (c)), the green are T Λ̃−T Λ̂ (the extra points in (b) compared to
(c)), and the red are T Λ̂−T Λ̃ (particles in (c) not covered by (b)). It shows
that (c) is almost a sub-lattice of (b). (e) min{T Λ̃, I} showing the intersec-
tion of (a) and (b). This shows that the dense lattice (b) approximates the
moiré pattern at the center of (a) . . . . . . . . . . . . . . . . . . . . . . . 58
2.21 Flake-like pattern generated by lattices. (a) A flake-like superlattice of
hexagonal lattices with β equal to 10, 13, 15 and 12. In the same order,
(b)–(e) show LISA successfully identifies the underlying lattices. . . . . . . 59
2.22 Flower pattern generated by lattices. (a) A flower superlattice of four lat-
tices with scale descriptors having a common norm |β| = 11, and inclina-
tion angles equal to 53◦, 143◦, −53◦ and −143◦. (b)–(e) show the lattices
identified with high precision by LISA. . . . . . . . . . . . . . . . . . . . . 60
2.23 LISA on real images. (a) and (c) are the images of TMD monolayers ad-
justed from [163] 3 and [164] 1 (c), respectively. (b) and (d) show the iden-
tified lattice patterns, and lattice points from different layers are colored in
red and green, respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . 61
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2.24 LISA on grain segmentation. (a) A grain image adjusted from [166] 15
(a). (b) T−1.3794+9.7510iΛ〈−10.9881 − 12.1163i,−0.4579 + 0.8950i〉 and
(c) T9.6287+9.5640iΛ〈−15.7326 − 4.7420i, 0.4813 + 0.8800i〉 are the lattice
patterns identified by LISA . (d) Particles shared in (a) and (b) are colored
in green, and those shared with (c) in red. The white particles are shared by
the lattices in (b) and (c). . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
2.25 CPU time of LISA. Fixing two lattices, the base image width is m = 119,
K = 10, and J = 6. (a) The image width m is increasing while K and J
are fixed. (b) The number of iteration K is increasing with m and J fixed.
(c) The number of connected components J is increasing while keeping m
andK fixed. Roughly, LISA depends linearly on J andK respectively, and
quadratically on m. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
2.26 Direct classification using dL . (a) PFC image from [104] Fig. 4. (b) Lat-
tice labels obtained in Step 1 of LCA. (c) zoomed-in partial region from
(b). (d) and (f) show Euclidean distance function of (b1, b2) representation
with respect to that of the red points. (e) and (g) show the lattice distance
function dL of (β, ρ) representations with respect to that of the red points,
which are the same as those in (d) and (f) respectively. Linear interpolation
is applied to fill the color in (d)–(g). . . . . . . . . . . . . . . . . . . . . . 67
2.27 Apply LCA to the image Figure 2.26(a). Here (a) shows the curve g(t).
Results when (b) T = 0.4, (c) T = 0.5 and (d) T = 0.8 show the effect of T . 68
2.28 Instability of k-means. (a) Box-plot of the number of grains against param-
eter K in k-means. (b)–(d) use k-means with different initializations. (b)
and (c) set K = 30 and T = 0.5 and (d) uses K = 50 and T = 0.5. . . . . . 69
2.29 (a) There are 3 grains: one on the top, one in the middle, and one in the
bottom. Image from [102] Fig. 1.(b) The curve g(t) with 3 major jump-
discontinuities. (c) T = 0.5. (d) T = 0.8. . . . . . . . . . . . . . . . . . . 69
2.30 (a) There are 2 grains with a regular boundary. Image adapted from [180]
Fig. 1(a). (b) The curve g(t) with 2 major jump-discontinuities. (c) Result
with T = 0.4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
2.31 (a) There are 2 grains presented and the grain boundary is irregular. Im-
age adapted from [178] Fig. 1. (b) The curve g(t) with 2 major jump-
discontinuities and the jump is rough. (c) Result with T = 0.8. . . . . . . . 70
2.32 (a) Grain boundary between non-hexagonal grains. Image adapted from [179]
Fig. 3. (b) The curve g(t). (c) Result with T = 0.7. . . . . . . . . . . . . . 71
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3.1 Skeletons (black curves) of some elementary shapes. . . . . . . . . . . . . 76
3.2 (a) The normal vectors at the neighboring points used for approximating the
flux Equation 3.8 at the central pixel. (b) An example graph G constructed
for the pixel P . For any arbitrary pixel, its 8 neighborhoods are indexed
as shown here. Neighboring pixels inside the shape (black circles) are the
vertices of G, and two vertices are connected if they are 8-neighborhood to
each other. We avoid the 3-loops at the corners, e.g., 0− 1− 7, by directly
connecting the furthest two among them. . . . . . . . . . . . . . . . . . . . 83
3.3 Skeletons (red curves) for various shapes computed by HJS. In all examples
aboves, we used the default parameter γ = 2.5. . . . . . . . . . . . . . . . 88
3.4 Multi-scale representation of the shape using skeletons computed by differ-
ent γ. (a) γ = 2.5. (b) γ = 1.5. (c) γ = 1.2. By choosing a smaller γ, the
identified skeleton becomes more robust against boundary perturbation and
captures the large-scale shape features. . . . . . . . . . . . . . . . . . . . 90
3.5 HJS with γ < 1 used as a homotopy classifier. (a) The skeleton is a single
point, hence the shape is simply-connected. (b) The skeleton is homeo-
morphic to a circle, hence the shape is not simply-connected and has genus
1. (c) The skeleton consists of 10 points, hence the shape has ten simply-
connected components. In (a) and (c), the identified skeleton points are
emphasized by red disks for visualization. . . . . . . . . . . . . . . . . . . 91
3.6 HJS with γ < 1 used as a deficiency detector in binary shapes. (a) The
given shape and identified non-trivial skeleton using γ = 0.9. (b) A hole
on the boundary of the top-left petal. (c) A hole on the bottom-right pedal.
(b) and (c) show the deficiencies inducing the non-trivial skeleton in (a). In
all examples here, we keep γ = 0.9. . . . . . . . . . . . . . . . . . . . . . 91
3.7 Shape reconstructed from the medial axis transform. (a) Original shapes.
(b)-(d) The shapes reconstructed from the HJS using (b) γ = 0.9, (c) γ =
2.5, and (d) γ = 20. Here we fixed ε = 1.5. . . . . . . . . . . . . . . . . . 93
3.8 Effects of varying ε on the comparative measures. Here we plot the values
of the rescaled measures, J , DSC and |Bpn|, against different values of ε,
when HJS (γ = 2.5) is applied to the sakura in the first row and the trophy
in the third row of Figure 3.7. Both plots indicate that using slightly dilated
disks improves the reconstruction results. . . . . . . . . . . . . . . . . . . 96
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3.9 (a) Binary image (537 × 700): a cat silhouette. The distance function is
computed by (b) a brute-force method ( algorithm 4), (c) the fast sweeping
algorithm ( algorithm 2), and (d) the F-H algorithm [207]. Brighter pix-
els indicates further distance from the contour. The F-H algorithm is the
fastest, then the fast-sweeping, and the brute-force is the slowest. (e) shows
the skeleton computed based on the distance transform in (b); (f) shows the
skeleton computed based on the distance transform in (c); and (g) shows
the skeleton computed from (d). In all cases, we fixed γ = 2.5. . . . . . . . 98
3.10 A flowchart of the proposed method. (a) A given raster image of a cat’s
silhouette. (b) Zoom-in of (a). (c) Extracted bilinear outline of (a). (d)
Inversely tracing the curvature extrema along the affine shortening flow.
(e) The vectorized outline of (a) with control points marked as red dots.
(f) Zoom-in of (e). (g) Vectorized result of silhouette (a) by the proposed
method. (h) Zoom-in of (g). Notice the improvement from the given raster
image (a) to the proposed method’s result in (g), as well as the zoom of (b)
and (h). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
3.11 General performance. (a) Cat and (b) its vectorized outline (42 control
points). (c) Butterfly and (d) its vectorized outline (158 control points). (e)
Text design and its vectorized outline (2683 control points). Each red dot
signifies the location of a control point. (g) Two letters exerted from (e)
scaled up with the same magnitude. (h) Zoom-in of the vectorization (f) on
the two letters in (g). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
3.12 Degenerate cases. In (a) and (c), no candidate control points were identi-
fied. Our algorithm handles such situations by checking if the outline is a
circle. If it is, e.g. (a), the center and radius are computed, and a circle is
drawn without Bézier fitting; hence, there is no control point (red dots) on
the vectorized outline (b). The blue dot indicates the center of the circle. If
it is not a circle, e.g., (c), a pair of most distant points are inserted to initiate
the Bézier fitting, such as in (d). (e) shows the low-resolution version of
(c), and (f) displays its vectorization. When the resolution is low, all the
control points are identified curvature extrema. In (g), three of the outline
curves are identified as circles, and the others are fitted by Bézier polygons.
(h) shows the vectorized result. . . . . . . . . . . . . . . . . . . . . . . . . 115
3.13 (a) For the 20 silhouettes in our data set (Table B.1), the solid curve shows
the average relative reduction of the number of control points ρ(τe) Equa-
tion 3.20, and the dashed curves indicate the standard deviations. (b) The
positive relation between the number of control points when τe = 10.0 is
large and the number of corners of a silhouette. Each dot represents a sam-
ple in our data set. The red curve is computed by linear regression with a
goodness of fit R2 = 0.75592. . . . . . . . . . . . . . . . . . . . . . . . . 117
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3.14 Effect of the smoothing parameter σ0. (a) A silhouette of a tree where the
boxed region is examined in detail. Vectorization using (b) σ0 = 2.0 (362
control points) (c) σ0 = 1.0 (448 control points), and (d) σ0 = 0.5 (500
control points). With smaller values of σ0, the vectorized outline is sharper,
and the number of control points increases. . . . . . . . . . . . . . . . . . . 118
3.15 Comparison between the control points (red dots) plus the centers of circles
(blue dots) produced by the proposed algorithm and other point feature de-
tectors (green crosses). (a) Compared with the Harris corner detector [255].
(b) Compared with the FAST feature detector [256]. (c) Compared with the
SURF detector [257]. (d) Compared with the SIFT detector [258] . . . . . 119
3.16 Repeatability ratios of the methods in comparison when the silhouettes in
the first column are rotated or scaled. Notice that the blue lines (proposed
method) are near 1. The performance of our method is the most consistent
across these different silhouettes. . . . . . . . . . . . . . . . . . . . . . . . 121
3.17 Comparison among the given raster image (red boxes), AI (orange boxes),
the proposed with σ0 = 1, τe = 1 (green boxes), and the proposed with
σ0 = 0.1, τe = 0.5 (blue boxes). With smaller numbers of control points
(#C), our method preserves better the geometric details of the given sil-
houette. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
3.18 (a) Comparison between AI (γ = 150◦) and the proposed method (σ0 = 1)
when the complexity parameters (µ for AI, τe for ours) vary. The circled
dot corresponds to our default setting. (b) Comparison between AI with
simplification specified by various combinations of µ and γ, and the pro-
posed method using merging with fixed σ0 = 0.5 and varying τe. In both
figures, smaller dots indicate higher levels of complexity for AI (µ) and the
proposed method (τe), respectively. A dot locating to the right indicates
higher accuracy, and a dot in a lower position implies higher efficiency. . . . 125
4.1 Test point clouds. (a) Five-fold circle (200 points). (b) Jar (2100 points).
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4.2 The CPU-time (s) of ALM until convergence for the five-fold circle point
cloud in Figure 4.1 (a). Here r = ε = 1 and η varies from 0.05 to 0.5. The
connection between SIM and ALM indicates that large η slows down ALM.
In this graph, as η increases, the time required to reach the convergence
increases. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
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4.3 The test point clouds: triangle with 150 number of points, ellipse with 100
points, square with 80 points, and five-fold-circle with 200 points. (a) The
top row, identical initial condition applied to SIM and ALM for different
D. (b) The middle row, the results obtained by SIM. (c) The bottom row,
the results obtained by ALM using r = 1.5. Both methods give compatible
results. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
4.4 The first row shows ALM and SIM applied to the 3D jar point cloud in
Figure 4.1 (b). (a) The result of ALM with r = 1.3, ε = 0.5, η = 0.6.
(b) The result of SIM. The second row shows the methods applied to the
3D torus point cloud in Figure 4.1 (c). (c) The result of ALM with r =
1.3, ε = 0.5, η = 0.6. (d) The result of SIM. Both methods are compatible
and shows good results. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
4.5 The effect of the distance function for varying-density point clouds: the
face with n1 points, the head with n2 points, and each ear with n3 points.
(a) the given point cloud is with (n1, n2, n3) = (20, 10, 20), and shows
the 0-level-set of φn at 15th iteration, (b) (n1, n2, n3) = (50, 10, 20), and
shows 18th iteration, and (c) (n1, n2, n3) = (20, 10, 40), and shows 20th
iteration. These three curves eventually degenerate to a point. (d) is with
(n1, n2, n3) = (50, 10, 40) and shows the converged solution. The potential
energy (Equation 4.1) is mainly driven by the distance function d, which
affects the level-set evolution. . . . . . . . . . . . . . . . . . . . . . . . . . 143
4.6 The influence of noise on reconstructing three-fold circle with 200 points:
(a)-(c) ALM and (d)-(f) SIM. The first column shows the reconstructed
curves from clean data, and the second column the reconstructions from
noisy data. The third column shows the comparison between the two re-
constructed curves in first two columns. . . . . . . . . . . . . . . . . . . . 144
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SUMMARY
Patterns represent the spatial or temporal regularities intrinsic to various phenomena
in nature, society, art, and science. From rigid ones with well-defined generative rules to
flexible ones implied by unstructured data, patterns can be assigned to a spectrum. On
one extreme, patterns are completely described by algebraic systems where each individual
pattern is obtained by repeatedly applying simple operations on primitive elements. On the
other extreme, patterns are perceived as visual or frequency regularities without any prior
knowledge of the underlying mechanisms. In this thesis, we aim at demonstrating some
mathematical techniques for representing patterns traversing the aforementioned spectrum,
which leads to qualitative analysis of the patterns’ properties and quantitative prediction of
the modeled behaviors from various perspectives. We investigate lattice patterns from ma-
terial science, shape patterns from computer graphics, submanifold patterns encountered in
point cloud processing, color perception patterns applied in underwater image processing,
dynamic patterns from spatial-temporal data, and low-rank patterns exploited in medical
image reconstruction. For different patterns and based on their dependence on structured
or unstructured data, we present suitable mathematical representations using techniques




1.1 What is Pattern?
With the advance of data acquisition techniques and storage devices, the amount of accessi-
ble information grows exponentially, and it becomes more imperative than ever to identify
the patterns buried in the ocean of data. Pattern [1, 2, 3, 4] is an abstract regularity discov-
ered, derived, or sometimes invented to harness the correlations among individual events
for the purpose of understanding, analysis, and prediction. Depending on the data types,
patterns may be realized from diverse perspectives, and the established relations among
samples can be either deterministic [1, 3] or stochastic [5, 6]. The formation of patterns is
often causal [7], yet pattern recognition is mainly contingent on cognition [8, 9]. Success-
ful pattern identification yields a considerable information reduction, which is generally
based on the belief that subjects of interest can be embedded into certain low dimensional
structures [10, 11]. However, these structures are almost always not unique due to the com-
plexity nature of data. The superiority of one pattern representation over another is closely
related to the specific applications.
1.1.1 Diverse Forms of Pattern
The most recognizable feature of pattern is visual repetition. For example, geometric pat-
terns in architecture surface designs by tessellation [12] and garment textures [13] created
by tactically translating or rotating certain primitive shapes. These patterns are rigid by
careful design, such that the frequently occurring elements are identical and their distri-
butions are completely predictable. There are more patterns in nature observable by hu-
man that do not contain rigorously repetitive units. Many echinoderm like starfish [14] and
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crinoid [15] as well as snowflakes exhibit surprisingly diverse yet highly radial symmetries.
Meandering rivers, crawling snakes, and brain corals all follow similarly looking sinuous
paths. Romanesco broccoli, coastal boundary, frost crystals, and many others present a
beautiful self-similarity, whose structures approximately keep repeating themselves when
observed in increasingly smaller scales [16]. These soft patterns admit various flexible
forms where both deterministic and stochastic factors contribute to the perceived regular-
ity. The tolerance of lack of exact repetition is closely related to the cognitive process
called attention [17]. This vital mechanism allocates human’s limited cognitive processing
resources to concentrate on specific aspects of information. It is striking that, athough we
are vividly submerged in the reality through our vision, more than 99% of the received
visual data per second result in inattentional blindness [18]. Consequently, when focusing
on structural similarities, we are able to, or unconsciously forced to omit various kinds of
discrepancies and extract the general regularities among separate parts or distinct objects.
Patterns are also identified via diverse stimuli ranging from sounds [19, 20, 21] and
smells [22] to temperature [23] and electromagnetism [24]. The fate motif from the first
movement of Beethoven’s Symphony No.5 as well as numerous other great works [20]
and the BACH motif (B flat-A-C-B natural) [21] employed by countless composers are
well-known examples of frequently appearing phrase patterns rendering distinctive musi-
cal developments that tie the whole pieces into harmonic unities. The fact that gradually
morphing from one odours to another induces noticeably different neuronal codings [22]
implies a close correlation between the chemosensory signatures and olfactory pattern clas-
sification.
On more abstract levels, regularities studied in physics, chemistry, biology, linguistics,
social structures, economics, political science, and history have greatly enriched the con-
notation of pattern. Patterns can be prescriptive such as grammar [25] or descriptive such
as syntax [26]. Structural patterns describe static and stable relations among constituent
components, e.g., infrastructure analysis [27], whereas dynamic patterns concentrate on
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regularities along the temporal dimension, e.g., stock market analysis [28]. Long-term pat-
terns study events which can extend to millions of years as discussed in Darwin’s theory of
evolution [29], and short-term patterns may focus on phenomena that only last seconds like
neuronal firing [30]. There are also patterns of various scales such as macroeconomics [31]
versus microeconomics [32], and theory of relativity [33] versus quantum mechanics [34].
1.1.2 Pattern Formation, Recognition, and Representation
Patterns can be studied mainly from three aspects: pattern formation, pattern recognition,
and pattern representation. The first two characterize respectively the physical cause and
psychological cause of diverse patterns, while the last one focuses on developing models
that reproduce or approximate observed patterns.
Pattern formation characterizes the self-organizing mechanisms of complex systems
from orderly generative rules and identifiable primitive elements. A complete description of
pattern formation would allow exact reproducibility, which may be achieved in constructive
manners or in experimental settings where all the determining factors are controllable. In
most cases, only key causal factors are accessible, leaving the unidentified influences that
yield insignificant variability as random variables. For instance, one of the driving forces
of hexagonal patterns found among vegetation in flat terrains is ascribed to the positive
water-biomass feedback between local vegetation growth and water transport towards the
growth region [35]; meanwhile, such mechanism is also affected by disturbance regime,
dominant plant species, and many other environmental factors [36]. Pattern formation in
nature generally involves elements of multiple scales and distinctive properties [37, 38],
which makes it demanding to develop a unified and comprehensive framework.
Although the cognitive processes are extremely sophisticated, pattern recognition in
common experience is achieved effortlessly for human. There are two major challenges
associated with pattern recognition. First, given that the consciousness of patterns emerges
naturally for human, e.g., facial recognition [39], it is surprisingly difficult to develop an
4
artificial system that processes information on a level close to the way we perceive diverse
stimuli. On the positive side, theories [40, 41] based on template matching, prototype
matching, feature analysis, Fourier analysis have been proposed and successfully applied
in different aspects of everyday life, and the cognitive processes modeled by these theories
which we heuristically identify keep inspiring new technological developments. Second,
there are countless patterns recognizable by human only if the information is converted to
particular forms, and looking for the appropriate transformations is not always straight-
forward. Examples include line patterns in stellar spectra [42], ultrasonic patterns [43],
acoustic fingerprint [44], and periodic patterns in biological sequences such as DNA [45].
Unlike pattern formation and recognition, in the studies of pattern representation, hu-
man takes a proactive role. For the same pattern, different types of representation can be
devised from various perspectives. As an example, shape is a fundamental attribute of
object besides other defining properties including color and texture [46]. Each shape is re-
garded as a unique pattern formed by certain combinations of visual cues, thus in this case,
pattern formation is closely tied to its recognition. Generally, shape representations [47]
either focus on contour or region, i.e., the boundary or the interior of a given shape, and
each one of which is further classified based on whether the described features are struc-
tural or global. For instance, the chain code [48] is a contour-based structural method;
the Fourier descriptor [49] is a contour-based global method; the convex hull is a region-
based structure method; and the Zernike moment [50] is a region-based global method. we
note that none of these approaches coincides with the complete cognitive process of shape
recognition, yet they provide compact and useful information suitable for many purposes.
Specifically, qualitative pattern representation characterizes general structural features
and provides critical insights for the underlying regularity; and quantitative pattern repre-
sentation models the connection among samples, such that the pattern observed in the group
is translated into numerical data. Moreover, a direct pattern representation is a simplifica-
tion of the mechanisms behind pattern formation, and an indirect pattern representation
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focuses on the distinguishing features of the pattern without heavily relying on the physical
or psychological processes.
In most cases, pattern representation is only approximating or restricted to certain as-
pects of the associated pattern formation or recognition. However, sophisticated pattern
representation establishes an accessible path to identifying and understanding dominant
factors in pattern formation and recognition, which can also be efficiently utilized for ar-
tificial intelligence. For instance, the parse tree representation of the syntax pattern is
frequently applied in machine translation [51], and various algorithmic descriptions of the
Retinex theory [52, 53] instantiate the cognitive patterns in the human visual system, which
have been extensively used to in computer vision [54, 55, 56]. More importantly, successful
pattern representation sometimes predicts the existence of new patterns of groundbreaking
significance. The most well-known example is the prediction of black hole from a peculiar
solution of the Einstein field equations [57, 58] developed in 1915, and it was only recently
unveiled to the public for the first time by the Event Horizon Telescope [59, 60] in 2019.
In these works, mathematical models play indispensable roles which offer powerful ana-
lytic tools and quantifiable predictions. Not only can they precisely depicts the regularities
embedded in diverse forms of pattern, but they also provide explicit and verifiable implica-
tions via rigorous derivations. Given their profound significance in numerous theories and
countless applications, we will concentrate our attention to mathematical representations
of pattern starting from the next section.
1.2 Mathematical Pattern Representation
Regarding sample attributes as variables and the governing pattern as operators relating
them, mathematical pattern representation aims at developing mathematical models to char-
acterize the pattern in a quantifiable manner based on tools such as groups, algebraic equa-
tions, dynamical systems, and probability distributions, etc. The modeled patterns include
diverse phenomena discovered in nature and society, or they may well be found within
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mathematics itself. Typically, a mathematical pattern representation is obtained by deriva-
tion starting from numerous axioms or principles of the underlying phenomena; this is
called the model-based approach. As an alternative, the data-driven approach identifies the
representation by learning features from a given dataset. There are also many hybrid meth-
ods which establish the basic framework using model-based ideas, while leaving certain
parameters determined by the collection of data. Thanks to the soaring computing power,
with their superior performances in countless applications, data-driven representations such
as deep neural network (DNN) have received increasing popularity. Although many clas-
sically challenging problems have been addressed by data-driven approaches with satisfac-
tion, it should be noted that model-based representations still play irreplaceable roles and
can considerably improve the efficiency and accuracy of data-driven methods.
1.2.1 Model-based Approach
Traditionally, mathematical pattern representation involves defining equations and model
assumptions. As an elementary example, assuming the heat conduction on a metal plate
with diffusivity constant α > 0 follows the Fourier’s law [61], then the dynamic pattern
of the heat variation within the plate’s interior can be represented by the heat equation:
ut = α∆u, where u is the temperature, ut = ∂u/∂t, the partial derivative of u with respect
to time, measures the rate of change of temperature, and ∆ = ∂2/∂x2 + ∂2/∂y2 is the
Laplacian operator in 2D Euclidean space. In addition, to complete the model, supplemen-
tary conditions are generally required. Continuing the previous example, geometry of the
plate’s boundary, initial heat distribution on the plate or the conduction behavior around the
boundary, i.e., whether it is insulated or attached with external heat sources, are often spec-
ified to guarantee a well-posed problem in the Hadamard sense [62]: the system admits a
unique solution which is continuously dependent on the given data. For many model-based
representations, principles in physics are fundamental, and the properties of mathematical
models are studied to understand the mechanisms behind pattern formation, e.g., equilib-
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rium state [63], critical point [64], periodic orbit [65], bifurcation [66], and finite time
blow-up [67]. Meanwhile, there are also many representations inspired by heuristics or
guided by desired properties, which are usually encountered in models concerning pat-
tern recognition, such as the Rudin-Osher-Fatemi (ROF) model [68, 69] for image restora-
tion, Mumford-Shah’s functional [70] for segmentation, and perceptual color correction by
Bertalmı́o et al. [71].
In addition to the analytic type described above, algebraic representation is particu-
larly handy when describing symmetry, which is an elemental property rooting beneath
every rigid pattern [72, 73]. Symmetry refers to a structural regularity of a system whose
intrinsic properties remain invariant under a class of transformations. Focusing on the rela-
tions among basic units expressed via certain actions, algebraic structures such as groups,
rings, and modules are powerful prototypes to precisely characterize the pattern and re-
veal hidden connections. For instance, all the repetitive planar patterns can be elegantly
classified according to the family of wallpaper groups [74], and their 3D extensions are
well described by layer groups [75], which are again special cases of the more general
space groups [76] for the symmetries of 3D configurations. In these representations, every
pattern corresponds to a group by identifying each group element with a basic spatial trans-
formation, e.g., translation, and rotation, which keeps the pattern invariant; hence patterns
are considered identical if and only if their group representations are isomorphic. Alge-
braic representations are also important in studying patterns within mathematics, and their
applications permeate all branches. Gelfand rings in functional analysis [77], projective
modules obtained by sections of vector bundles over smooth manifold [78], and Boolean
algebra in probability theory [79] are a few examples among countless others. On a even
more abstract level, the pattern among algebraic patterns is investigated in the category
theory [80, 81], where objects and morphisms form the main elements to describe pattern
formation. Therefore, in some sense, mathematics provides a universal language for pattern
representation [82].
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Other than analytic and algebraic ones, there are also mathematical pattern represen-
tations based on geometry, graph, and topology, etc., which are frequently employed in
various applications. To reveal different properties of the underlying pattern, some repre-
sentations are more advantageous than the others, and devising the appropriate models is
often more of an art than science.
1.2.2 Data-driven Approach
Submerged in the massive amount of data from diverse sources, e.g., stock prices, photos,
videos, customers’ reviews, etc., we desperately need effective tools to organize and un-
derstand them. By doing so, we can achieve considerable reduction on the information to
be stored, since the correlations among samples within the same class can be utilized to
recover redundant data. Moreover, highly complex mechanisms of pattern formation and
recognition can be discovered, which would be demanding to study for the conventional
approaches due to non-linearity, discontinuities, and non-convexity.
Data-driven mathematical pattern representations aim at identifying the unknown map-
ping from given sample to its label. A sample usually encapsulates a bag of numeric or
categorical attributes. When the label is continuous, the identification procedure is called
regression; and when it is discrete, the procedure is known as classification. The mapping
may belong to a finite dimensional functional space, thus it is determined by several un-
known numbers, called parameters, and we call it a parametric problem. In contrast, when
the model structure is not specified a priori, then it is non-parametric. The parameters
as well as the functional relations in the case of non-parametric problems are obtained by
learning features from collections of data. Specifically, when the dataset consists of sample-
label pairs, it is a supervised learning; if the dataset only contains samples without access to
any labels, it is a unsupervised learning. There are also notions like semi-supervised learn-
ing, reinforcement learning, and transfer learning which has been gaining more weights
in recent researches. Among data-driven approaches, there are two closely related areas:
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machine learning and data mining. While machine learning focuses on prediction through
the pattern learned from the data, data mining aims at discovering new knowledge. Other
than this discrepancy, they share most techniques.
Deep learning [83, 84] is a specific method of machine learning. It constructively ap-
proximates the unknown mapping from data to label via a consecutive composition of sim-
ple operations, such as affine transform, convolution, down-sampling, etc. Most impor-
tantly, the employment of nonlinear activation functions, e.g., sigmoid and rectified linear
unit (ReLU), brings the necessary complexity for the powerful expressivity of the learned
mapping. In diagram, the structure of such representations usually take forms of directed
graphs, where each node stores a scalar, and each arrow from a source node to a target
node indicates a simple mapping which is usually an affine transform followed an activa-
tion function. Such representations are thus called neural networks. In its most basic form,
a neural network consists of three layers of nodes: the input layer where each node only has
outward arrows; the output layer where each node only has inward arrows; and the hidden
layer where nodes take data from the previous layer and send the processed data to the next
layer. When there are multiple hidden layers stacked between the input and output lay-
ers, as what is implemented in practice, the structure is often called a deep neural network
(DNN), and each layer of DNN often named after its main operations such as convolution
layer and max-pool layer. Other popular architectures include fully convolutional neural
network (FCNN) [85], U-net [86], recurrent neural network (RNN) [87], and deep residual
network (ResNet) [88], etc.
Determining a neural network amounts to specifying the parameters of each layer in-
volved, e.g., kernel weights for the convolution layers and matrix weights for linear layers,
by optimizing a loss function L. In case of supervised learning, L compares the network
outputs to the labels paired with the inputs; and in case of unsupervised learning, L evalu-
ates the outputs in terms of certain desired properties. Due to the complexity of loss land-
scape [89], the optimization is almost always non-convex. Although the commonly applied
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stochastic gradient descent methods help to escape local minima, the network training re-
mains a delicate problem. In general, when the network is deeper, i.e., has more hidden
layers, it acquires higher expressivity and approximates mappings with more complexity;
meanwhile, the associated training easily gets unstable due to exploding gradient [90], dy-
ing neurons [91], and many other issues. For better convergence behaviors, much efforts
have been made to design easily trained network architectures and more efficient training
paradigms [92, 93, 94].
1.3 Organization of the Thesis
This thesis presents different types of mathematical pattern representation and their appli-
cations in various fields to display the elegance and effectiveness of both model-based and
data-driven approaches. Through out the discussion, we make effort to illustrate the pros
and cons of diverse mathematically equivalent representations in the context of specific ap-
plications. The main body of the thesis consists of two parts: Part I (chapter 2-5) focuses on
model-based representations, and Part II (chapter 6 and 7) discusses data-driven methods.
Finally, we summarize the thesis, comment on the comparison between model-based and
data-driven methods, and discuss about future works in Chapter 8.
1.3.1 Contents of Part I (Chapter 2-5)
The first part of the thesis consists of Chapter 2-5 and discusses 4 different topics related to
pattern representation. Each topic showcases a unique modeling technique with different
mathematical flavor. The applications covered in this part ranges from material science to
computer vision/graphics.
Overview of Chapter 2
In this chapter, we concentrate on one of the most fundamental rigid planar patterns, the
regular 2D lattice, which admits a simple and natural representation via a finite dimensional
11
vector space. Although it describes lattice patterns exactly, such basic representation causes
unexpected ambiguity for the purpose of classification. Alternatively, groups are perfect
for characterizing the pattern symmetries, yet it is not suitable for quantifying the visual
differences between lattice patterns. In this case, complex numbers serve a more powerful
tool to express lattice patterns, and they elegantly encode geometric transformations via
algebraic operations. Moreover, a complex quotient metric space, called the lattice metric
space, can be developed where each lattice pattern corresponds to one and only one point,
and visual differences among them are effectively described by distance in space. The
rich geometric and topological structures naturally derived from the Poincaré metric and
modular group theory empowers the lattice metric space to be a visually consistent system
for lattice representation. In addition, we also discuss some applications of the lattice
metric space in image processing and material sciences.
Overview of Chapter 3
In this chapter, shape patterns are mostly concerned. Different from rigid patterns, shapes
are more versatile, and looking for a stable representation complying with visual percep-
tion allows diverse perspectives. We focus on representing the shape patterns using partial
differential equations (PDEs). To represent binary shapes, or silhouette, in a compact for-
mat, we discuss the Hamilton-Jacobi skeleton region-based representation. It eliminates
the redundant information by mapping the shape onto the singularity of the signed distance
function determined by the shape boundary. Such lower-dimensional skeleton reveals ho-
motopy types of raster shapes and allows accurate shape reconstruction. In addition, we
discuss a contour based shape representation by approximating the polygonal boundaries
of discrete shapes using Bézier polygons. This conversion from raster images to combi-
nations of primitive elements specified by small numbers of points is known as vectoriza-
tion. The vectorized results enjoy resolution-independent properties, which are important
in font designs, logo editing, document transmission and preservation, etc. We describe
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the application of affine-scale space induced by the affine shortening PDE, which allows to
reduce pixel details irrelevant to shape recognition and to locate prominent curvature ex-
trema as critical visual cues. We also include comparisons of the introduced method with
state-in-art graphic software in terms of representation effectiveness both qualitatively and
quantitatively.
Overview of Chapter 4
In this chapter, the subjects of interest are point clouds, which are assumed to be perturbed
samples from a unknown submanifold of codimension one. We discuss some variaional
techniques to represent the underlying submanifold pattern perceived from the configura-
tion of points. In particular, each pattern implied by the given point cloud is represented
by the level-set of a minimizer of certain Tikonov-type functional. Its geometric properties
largely depend on the point-cloud distribution and the regularization explicitly defined via
functionals of curvature or surface area. As the associated optimization problem is non-
convex and has high-orders, straightforward implementation leads to slow convergence.
We introduce fast-algorithms based on operator-splitting and semi-definite strategies to
efficiently find the representation via alternative optimizing paradigms. With proper se-
lections of parameters, these algorithms converge considerably faster than classical ones.
Similar algorithmic ideas are crucial in numerically solving variational problems, and we
will utilize them again in later chapters.
Overview of Chapter 5
In this chapter, we discuss pattern representation inspired by recognition and the related
applications in underwater image color correction. Color constancy is an adaptive mecha-
nism of human vision system (HVS), which is a vital property for relatively stable object
recognition under varying illuminating conditions. Due to complex environmental factors,
images acquired in underwater show saturated blue or green color cast, low contrast, or het-
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erogeneous blurriness. Recovering the objects’ colors in underwater scene is a challenging
inverse problem, and the involved physics are rather complicated. Alternatively, we dis-
cuss several perceptually inspired methods focusing on reducing the visual degradation
commonly faced in underwater images. In particular, we focus on introducing a simple
least-square approach established in the CIELAB color space, where various interesting
topics related to color representation will be covered.
1.3.2 Contents of Part II (Chapter 6-7)
In the second part of the thesis, we switch to data-driven pattern representations, where
learning pattern features from collection of data is at the core. Although ideas from model-
based approaches are often employed yielding great improvement on efficiency and accu-
racy, performance-related model parameters are determined from the given data. Here we
focus on two interesting pattern representations constructed from spatial-temporal data.
Overview of Chapter 6
In this chapter, we discuss the problem of data-driven PDE learning, or infinite dimensional
dynamic data mining. Conventionally, PDE models are established based on physical prin-
ciples, and various assumptions are introduced to simplify the derivations, leading to the
mathematical relations governing the essential dynamics. Data-driven approach offers a
novel perspective, where PDEs are automatically determined by the experiment data with-
out presuming the dominant dynamics or related differential operators, then we may dis-
cover the underlying physical laws by directly analyzing the PDEs. Different from classical
PDE inverse problems that estimate unknown parameters of a fixed PDE or recent develop-
ments of PDE modeling based on DNN, here we focus on identifying the differential oper-
ators, either linear or nonlinear, solely based on the spatial and temporal characteristics of a
single projection of the underlying PDE extracted by finite difference schemes. In addition
to sparsity, we discuss some principles of model selection that help to identify the correct
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PDE among numerous candidates. Due to the unboundedness of the candidate differential
operators and noisy sample data, the identification can be very sensitive. We consider the
importance of data denoising and describe an effective denoising technique, called Succes-
sive Denoising Differentiation (SDD). We include various experiments to show the model
performance and validate the effectiveness.
Overview of Chapter 7
In this chapter, we take the deep learning perspective focusing on the restoration of dynamic
positron emission tomography (dPET) from sparsely sampled time-dependent projection.
In particular, we focus on an interesting architecture designed for spatial and temporal in-
formation synthesis (STIS). It takes advantage of the low rank structures of dPET image
sequences, and alternatively enhances the spatial and temporal features of the underlying
variation patterns of the radiotracer concentration. The classical end-to-end learning pro-
cess is replaced by a hybrid paradigm which combines the interpretability of model-based
approach and flexibility of data-driven model. With such design, the number of parameters
for the DNN is greatly reduced, yielding an easier and more efficient training. Different
from Chapter 6, where dynamic patterns are characterized by partial derivatives and dif-
ferential equations, here the representation depends on the expressivity of DNNs. We will
discuss the issue of hyper-parameter selections and compare STIS with some state-of-art
DNN-based and model-based methods.
1.3.3 Reading Suggestions
This thesis contains many materials focusing on different aspects of mathematical pattern
representation with diverse flavors and applications. The strategy of organizing them in the
present order is as follows. From chapter 2 to chapter 7, the dependence of patter represen-
tations on data becomes increasingly stronger, and the studied patterns are less rigid. This
arrangement also reflects a transition from no parameters, to manually tuned parameters,
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and finally to parameters determined by data. However, the reading does not have to follow
this order. The materials for each topic are written in a self-contained manner as much as
possible, and we restrain the overall comparison and comments to the final chapter. Since
the essence of the thesis is to showcase the variety of interesting mathematical pattern rep-
resentations across a broad range of applications, we would suggest the reader to at least
briefly cover all the topics (without getting into the technical details) to fully appreciate the
beauty and diversity of mathematical modeling techniques.
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CHAPTER 2
SYMMETRIES AND METRIC STRUCTURES IN LATTICE PATTERNS
From material sciences to wallpaper pattern studies, there is a wide range of fruitful re-
search on patterns both in theory and applications. Earlier studies [95, 96, 97] categorize
patterns by symmetries, such as invariance under reflection or rotation. The frieze and
wallpaper groups are applied in computer vision to identify periodic patterns [98]. Pattern
recognition typically involves two closely related tasks: representation of regularities and
automated classification [99]. Motivated by some of the current developments in mate-
rial sciences [100, 101] and crystalline material image analysis [102, 103, 104, 105, 106,
107] , we focus on the lattice pattern, which plays major roles in crystallography [108,
109], sampling theory [110], ecology [111] and many others. For example, the crystal
structures (3D lattices) of halite (NaCl) and gold (Au) have distinct scales (NaCl constant:
5.640Å [112]; Au constant: 4.065Å [113]), which explains their proprietary differences.
There is considerable research on detecting (non-superposed) 2D lattice patterns from im-
ages, e.g., using the peaks of the Fourier power spectrum to identify the lattice structure
[114], and propagating an automatically suggested lattice pattern to the whole image by
a tracking algorithm [115]. In [116], the authors associate the wallpaper groups with lo-
cal affine transformations to cluster repeated elements, and Hays et al. [117] propose the
higher-order affinities among potential texels to discover visually consistent lattices.
In this chapter, we introduce a framework to model and compare equivalent classes of
lattices by constructing the lattice metric space L equipped with a new metric dL [118].
A clear definition of the equivalent lattice is a cornerstone to classification. In many con-
text [119, 120, 121], a lattice is considered as an object that shares the structural features
with Zn, n ∈ N≥1, thus all the n-dimensional lattices are equivalent. Focusing on symme-
tries, the theory of wallpaper groups [96] distinguishes five types of lattices: square, rect-
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angular, hexagonal, rhombic, and parallelogrammic. Many works on grain images [104]
use the lattice orientation to indicate distinct patterns. We define equivalent lattices to
be identical lattices up to translation. The scale, as well as rotational differences, are con-
cerned. From the positive minimal bases [122], we derive a new lattice representation using
scale and shape descriptors defined on complex manifolds. This lattice space consists of
equivalent classes of descriptors, which represent distinct lattice patterns up to translation.
Building upon the Poincaré metric [123], we assign a natrual metric structure to the lattice
space. Then we will discuss two applications of lattice metric space. First, we will use
the lattice metric as a quantification of the Lattice Identification and Separation Algorithm
(LISA). It sequentially extracts lattice patterns from a superlattice image without any prior
knowledge of the number of layers. Second, we apply the lattice metric space (L , dL ) to
grain defect detection problem, and explore its further properties. As a general framework
to describe and compare arbitrary lattice patterns, the lattice metric space is advantageous.
2.1 Preliminaries and Notations
A typical definition of lattice starts from two linearly independent vectors, b1 and b2, as a
basis. A lattice is a set of linear combination of the basis vectors with integer coefficients. In
the two dimensional space, we utilize the complex notation, bj = xj + iyj ∈ C, xj, yj ∈ R,
j = 1, 2, for simplicity.
Definition 2.1.1 (2D Lattice, Basis). Given a pair of complex numbers (b1, b2) ∈ C2 sat-
isfying b1 6= 0 and Im(b2/b1) 6= 0, a 2D lattice determined by (b1, b2) is defined as the
set:
Λ(b1, b2) = {k1b1 + k2b2 | k1, k2 ∈ Z} ,
and the pair (b1, b2) is called a basis for Λ(b1, b2).
The condition Im(b2/b1) 6= 0 is equivalent to two vectors b1 and b2 being linearly
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independent. For any lattice Λ(b1, b2), by reordering or multiplying −1 if necessary, we
can have |b1| ≤ |b2| and Im(b2/b1) > 0, i.e., the basis (b1, b2) is positive. In the rest
of this chapter, we assume that a basis is positive, unless stated otherwise. The key to
distinguishing lattices depends on the precise definition of equivalent bases.
Definition 2.1.2 (Equivalent Bases). Let (b1, b2) and (b′1, b′2) ∈ C2. If Λ(b1, b2) = Λ(b′1, b′2),
then (b1, b2) and (b′1, b
′
2) are called a pair of equivalent bases for Λ(b1, b2).
Given two bases (b1, b2) and (b′1, b
′











has integer entries and its determinant is ±1. The definition of lattice using linearly in-
dependent vectors is natural and intuitive, yet it lacks a clear way to define equivalence
classes that offers a simple measure for the lattice comparison.
Another important notion is the minimal basis [124]. A lattice basis (b1, b2) is minimal
if max(|b1|, |b2|) ≤ |b1 ± b2|. For a positive basis (b1, b2), it is minimal if and only if
|b2/b1| ≥ 1 and 0 ≤ Re(b2/b1) ≤ 1/2. Moreover, it can be efficiently transformed to an
equivalent minimal basis using the Positive Gauss reduction algorithm [122]. While |b2| <
|b1|, repeat the following until stabilization: (b1, b2) = (b2,−b1), q = bRe(b1/b2)e, here
bxe denotes the closest integer to x ∈ R, and b2 = b2 − qb1. Figure 2.1 demonstrates three
different bases generating an identical lattice and (a) (3, 4i) has the shortest components
among all the equivalent bases.
We assume that the given imageU : R2 → [0, 1] containsN lattices {TµjΛ(bj,1, bj,2)}Nj=1:
U = max
j=1,··· ,N
TµjΛ(bj,1, bj,2) +R , (2.1)
where TµΛ(b1, b2) denotes a lattice image translated from 0 by µ ∈ C, and R is the residual








Figure 2.1: Equivalent bases and the minimal basis. (a) Λ(3, 4i), (b) Λ(4i,−3+4i), and (c)





. (b) (4i,−3 + 4i) is not minimal: |Re(−3+4i
4i
)| = 1 > 1
2
, and (c) (−3− 4i,−6− 4i)




Gσ with standard deviation σ to each lattice point location [125]. The given image can be







Gσ ∗ δ(z − x− iy), (x, y) ∈ R2 .
Here Λ(b1, b2) + µ = {z + µ | z ∈ Λ(b1, b2)} is the set of translated lattice points. δ is
the Dirac delta function in a distributional sense, i.e., a linear functional that evaluates a
function at 0: δ[f ] =
∫∞
−∞ f(x)δ(x) dx = f(0) for any function f defined on R. Moreover,
all the visible particles are assumed to be homogeneous. Even if multiple lattice points
overlapping at the same location, the intensities are bounded by 1. This condition is ensured
by the normalization in section 2.5. We note that for different atom configurations (such as
different color atoms or different shapes), as long as one can roughly identify the location
of each atoms with appropriate preprocessing, this method can be applied.
To capture the periodicities of a lattice pattern, we utilize the Fourier and Radon trans-
forms. The arguments of the basis vectors are important features for the lattice identifica-
tion. In the Cartesian coordinate, for an arbitrary point (ξ, ν) in the frequency domain, let
θ = tan−1(ν/ξ) denote its argument; using Taylor expansion, we see that the estimation
error in the argument |∆θ| ≈ | ξ∆ν−ν∆ξ
ξ2+ν2
| depends on ξ and ν. That is, to control ∆θ, the
spatial grid size, ∆ξ and ∆ν, must vary according to the location of the point. Compared
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to the Cartesian coordinate, the polar coordinate is more effective. Hence, we exploit the
Fourier Slice Theorem [126] to compute the 2D Fourier transform on the polar coordinate.
Theorem 2.1.1 (Fourier Slice Theorem). Consider a function f : R2 → R, and denoteˆas
the Fourier transform, then:
f̂(γ cosα, γ sinα) = R̂α[f ](γ) , for any γ ∈ R , α ∈ [0, π) ,
whereRα[f ](γ) = R[f ](γ, α), andR[f ] is the Radon transform of f defined by:
R[f ](γ, α) =
∫ +∞
−∞
f(γ cosα− t sinα, γ sinα + t cosα) dt , γ ∈ R , α ∈ [0, π) .
To construct a metric space, we review the following concepts [127].
Definition 2.1.3 (Quotient pseudometric). Suppose (X,D) is a metric space, and ∼ is an
equivalence relation defined on X . Then the quotient pseudometric D for X/ ∼ is defined
as:
D([x], [y]) = inf{D(p1, q1) + · · ·+D(pn, qn)} ,
where inf is taken over all finite sequences p1, · · · , pn and q1, · · · , qn in X such that [p1] =
[x], [qn] = [y] and [pi+1] = [qi], i = 1, 2, ..., n− 1.
The spaces we consider are Hausdorff spaces, i.e., for every pair of distinct points, each
one of them has a neighborhood not containing the other. Consequently, all the quotient
pseudometrics in this paper are metrics.
Definition 2.1.4 (Product Metric). Suppose (X1, d1), · · · , (Xn, dn) are metric spaces, and
D is an Euclidean norm on Rn, then the product metricDd1,··· ,dn associated with d1, · · · , dn
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for the space X1 × · · ·Xn is defined as:
Dd1,··· ,dn((x1, · · · , xn), (y1, · · · , yn)) = D((d1(x1, y1), · · · , dn(xn, yn))) .
Remark 2.1.1. The formal definition of the minimal basis that involves successive minima
can be found in [124]. We note that the minimal basis is a special case of the notion of
reduced basis. Variants of the reduced basis include the well-known Minkowski reduced ba-
sis [128, 129], the generalized Gauss-reduced basis [130], the Hermite-Korkine-Zolotarev
reduced basis [131, 132], and the Lenstra-Lenstra-Lovász reduced basis [133]. They con-
sider different relaxations, since finding the shortest vector using L2-norm is NP-hard for
randomized reductions [134].
Remark 2.1.2. Vallée and Vera [122] include discussions about acute bases, which are
characterized by Re(b2/b1) ≥ 0. If (b1, b2) is a positive basis, then the orientation is
guaranteed, but it is not necessary that b1 and b2 have an acute angle. In this paper, we
prioritize the orientability, thus we choose to focus on positive bases.
2.2 Lattice Feature Descriptors β and ρ
We introduce the representation for a lattice using a pair of complex numbers (β, ρ) ∈ C2,
which we call descriptors [118]. They are derived from the positive minimal bases [122].
The key idea is that a lattice can be realized by transforming a unit lattice, Λ(1, i). For
instance, stretching or shrinking Λ(1, i) along the direction of i gives rectangular lattices;
and rotating i gives different lattice patterns, including the hexagonal lattice. One of the ad-
vantages of descriptors is that, compared to the Definition 2.1.2, the number of equivalent
representations reduces considerably from infinite to only a few. By exploiting the modu-
lar group theory [135], we can fully characterize these equivalence relations. Descriptors




Figure 2.2: Effects of changing β and ρ. (a) Λ〈1, i〉, (b) Λ〈2, i〉, (c) Λ〈eiπ/6, i〉, (d) Λ〈1, 2i〉,
(e) Λ〈1, e2πi/3〉, and (f) Λ〈2, e2πi/3〉. From (a) to (b), β is changed from 1 to 2. From (a) to
(c), β is rotated. From (a) to (d), ρ is changed from i to 2i. From (a) to (e), ρ is rotated.
From (a) to (f), both β and ρ are changed.
Definition 2.2.1 (Scale and Shape Descriptor). Given a lattice Λ(b1, b2) where (b1, b2) is a
positive minimal basis, we define:
Scale descriptor: β = b1 ;
Shape descriptor: ρ = b2/b1 .
We denote Λ〈β, ρ〉 to be a lattice spanned by β and βρ, i.e., Λ〈β, ρ〉 = Λ(β, βρ).
Figure 2.2 illustrates various effects of changing β and ρ. From (a) to (b), only β is
changed from 1 to 2, and from (a) to (c), β is rotated. From (a) to (d) ρ is changed from i to
2i, and from (a) to (e), ρ is rotated. From (a) to (f) both β and ρ are changed. Varying the
scale descriptor β corresponds to zooming and rotating while changing the shape descriptor
ρ leads to sheering, elongating, and shrinking asymmetrically. Algebraically, a pair of
equivalent bases determines a simple relation between the associated descriptors.
Proposition 2.2.1 (Necessary condition). If two lattices Λ〈β, ρ〉 and Λ〈β′, ρ′〉 are equiva-
lent, then there exists ki ∈ Z, i = 1, 2, 3, 4 with k1k4 − k2k3 = 1, such that the following
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hold:
β′ = eiArg(k1+k2ρ)β , and (2.2)
ρ′ = (k3 + k4ρ)/(k1 + k2ρ) . (2.3)
Proof. Note that Λ〈β, ρ〉 = Λ〈β′, ρ′〉 if and only if there is a unimodular matrix U =k1 k2
k3 k4






, where b1 = β, b2 = βρ,
b′1 = β
′ and b′2 = β
′ρ′ are the associated positive minimal bases, respectively. From the
matrix multiplication, Equation 2.3 follows immediately. Because the bases are minimal,
|b1| = |b′1| implies b′1 = eiθb1 for some θ ∈ [0, 2π]. Combining this with b′1 = k1b1 + k2b2
gives k1 + k2ρ = eiθ, thus θ = Arg(k1 + k2ρ) and Equation 2.2 follows. In addition, since
(b1, b2) and (b′1, b
′
2) are positive, detU = k1k4 − k2k3 = 1.
In subsection 2.2.2, we apply the modular group theory to prove the converse of Propo-
sition 2.2.1; hence, whether two descriptors generate an identical lattice can be easily de-
termined. As a preparation, we state the following lemma.
Lemma 2.2.1. The converse of Proposition 2.2.1 holds if
|k1 + k2ρ| = 1 .
Proof. Denote c = 1|k1+k2ρ| =
eiArg(k1+k2ρ)
k1+k2ρ
, then from Equation 2.2, we have b′1 = β
′ =









= c(k3b1 + k4b2). The lemma is thus proved.
Since the condition Equation 2.2 shows the dependency on ρ, we start with relations















Figure 2.3: Region P and the fundamental set of Γ-actions. (a) P is the gray region in-
cluding the boundary represented in C. ρ, ρ′ and ρ′′ are the shape descriptors for Λ(3, 4i),
Λ(4i,−3 + 4i), and Λ(−3− 4i,−6− 4i) respectively from in Figure 2.1. Since 4i/3 ∈ P ,
(3, 4i) is a positive minimal basis. (b) A fundamental set of the modular group Γ acting on
the upper half plane. If Re(ρ) = −1/2, ρ and ρ+ 1 are in the same orbit of a Γ-action.
2.2.1 Equivalence Classes of Shape Descriptor ρ
Using basic geometry, it is straightforward to show that the definition of the positive mini-
mal basis is equivalent to the ratio ρ = b2/b1 belonging to the following region:
P = {z ∈ C | |z| ≥ 1, |Re(z)| ≤ 1
2
, Im(z) > 0} ⊂ C . (2.4)
Figure 2.3 (a) shows P as the gray region including the boundary. We draw the shape
descriptors ρ, ρ′ and ρ′′ for Λ(3, 4i), Λ(4i,−3 + 4i), and Λ(−3− 4i,−6− 4i) respectively
from Figure 2.1. All of them represent the same lattice, but only (3, 4i) is a positive minimal
basis since its shape descriptor 4i/3 is in P .
Equation 2.3 can be viewed as a transformation defined on the upper-half plane H =
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{z | Im(z) > 0} restricted to P , which can be expressed as:
z 7→ k3 + k4z
k1 + k2z
, {ki}4i=1 ⊂ Z , such that k1k4 − k2k3 = 1, for any z ∈ H . (2.5)
Each map of this form is a special case of the Möbius transformations, and the set of these
transformations with the function composition gives the well-known modular group [135],
denoted by Γ. The elements of Γ naturally act on H as specified in Equation 2.5. Within
the context of group actions, the condition Equation 2.3 characterizes an equivalence re-
lation among shape descriptors, i.e., two shape descriptors are equivalent if they satisfy
Equation 2.3.
The modular group Γ reveals the significance of the region P defined in Equation 2.4.
Notice that P minus half of its boundary, i.e., the set:
P \
(
{z ∈ H | Re(z) = 1
2
} ∪ {z ∈ H | 0 < Re(z) < 1
2
, |z| = 1}
)
, (2.6)
is a fundamental set for the Γ-actions [135], see Figure 2.3 (b). Every element in the
fundamental set is a representative of one and only one orbit, and every orbit corresponds
to a unique representative. No two shape descriptors in Equation 2.6 are equivalent. This
provides a key insight that equivalent shape descriptors only occur on the boundary of P .
Following the approach of Alperin on the modular group [136], we enumerate all the
classes of equivalent shape descriptors systematically. Any Γ-action is a composition of
a finite sequence of two basic transformations: translation T and inversion followed by
reflection S respectively defined as
T : z 7→ z + 1, and S : z 7→ −1/z , for any z ∈ H .
Any element in Γ can be written as Sk1T l1Sk2T l2 · · ·SkmT lm for some kj ∈ {0, 1}, lj ∈ Z,
and j = 1, 2, · · · ,m, where m ∈ N. Focusing on the Γ-actions expressed as sequences of
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S and T whose images have non-empty intersection with P , we arrive at a full characteri-
zation of the equivalence classes of shape descriptors.
Proposition 2.2.2. Given a shape descriptor ρ ∈ P , based on its location, we list all the
shape descriptors equivalent to it as follows:
Location of ρ All the equivalent shape descriptors
{z ∈ P | |z| > 1, |Re(z)| < 1/2} ρ
{z ∈ P | Re(z) = −1/2, |z| > 1} ρ, Tρ
{z ∈ P | Re(z) = 1/2, |z| > 1} ρ, T−1ρ
{z ∈ P | |z| = 1, 0 ≤ |Re(z)| < 1/2} ρ, Sρ
ei2π/3 ρ, Sρ, Tρ, T−1Sρ, STρ, TSTρ
eiπ/3 ρ, Sρ, T−1ρ, TSρ, ST−1ρ, STSρ
For any ρ ∈ P , the number of equivalent shape descriptors is equal to the number of
fundamental regions having ρ as a common point [135]; hence, the list of equivalent shape
descriptors is complete. Geometrically, the small sizes of equivalence classes come from
the restriction that both ρ and ρ′ belong to P . In effect, the principle behind the reduction is
the uniqueness of successive minima of a finite dimensional lattice. This requires that the
transformations must preserve norms, and they form a proper subset of the modular group.
Remark 2.2.1. The notion of shape descriptor ρ is compatible with the five classes of






, then it is
hexagonal; if ρ = i, then it is square; if Re(ρ) = 0, then it is rectangular; if |Re(ρ)| = 1
2
or |ρ| = 1, then it is rhombic; otherwise, it is parallelogrammic. The shape descriptor
ρ recognizes finer differences, and with the scale descriptor β, they represent all lattice
patterns up to translation.
2.2.2 Equivalence Conditions for Scale Descriptors
Equation 2.2 for scale descriptors shows dependency on the equivalence relations between
shape descriptors. The choice of the Γ-action that achieves an equivalence relation between
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ρ and ρ′ restricts the angles between β and the set of scale descriptors satisfying Equa-
tion 2.2 with β. Every Γ-action is associated with a matrix
k4 k3
k2 k1
 up to sign, whose
entries in the first row are the coefficients in the numerator in Equation 2.3, and those in
the second row are the coefficients in the denominator. The composition of the actions is
equivalent to the matrix multiplication of the associated matrices. For the nontrivial actions




 , T−1 =
1 −1
0 1
 , S =
0 −1
1 0
 , T−1S =
−1 −1
1 0







 , ST =
0 −1
1 1
 , ST−1 =
0 −1
1 −1




This entire list of possible Γ-actions, that relate equivalent shape descriptors, contains crit-
ical information. First, for any ρ ∈ P , the corresponding Γ-actions in Proposition 2.2.2 al-




combining Proposition Equation C.23 and Lemma 2.2.1 yields our fundamental result.
Theorem 2.2.1 (Equivalent descriptors). Two lattices Λ〈β, ρ〉 and Λ〈β′, ρ′〉 are equivalent
if and only if there exists ki ∈ Z, i = 1, 2, 3, 4 with k1k4−k2k3 = 1, such that the following
hold:
β′ = eiArg(k1+k2ρ)β , and
ρ′ = (k3 + k4ρ)/(k1 + k2ρ) .
Second, the list of matrix representations allows us to summarize all the variants of Equa-
tion 2.2.
Proposition 2.2.3. Given a scale descriptor β ∈ C\{0} and two shape descriptors ρ, ρ′ ∈
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Γ-actions Condition (Equation 2.2) satisfied with
I , T ,T−1 ±β
S, T−1S, TS exp(iArg(ρ))β
TST ,ST exp(±iArg(1 + ρ))β
ST−1 ,STS exp(±iArg(1− ρ))β
P . If ρ and ρ′ are equivalent using the Γ-actions in the left column of the following table,
then the scale descriptors that satisfy the condition Equation 2.2 with β are listed in the
right column correspondingly.
2.3 From Descriptors to Lattice Metric Space (L , dL )
2.3.1 Definition of Lattice Metric Space
Using the descriptors, we present the lattice space L equipped with a metric dL . The
equivalence relations discussed in section 2.2 allow every lattice pattern to be uniquely
represented by a point in this space.
Definition 2.3.1 (Lattice Space). Let P be the set of shape descriptors ρ (Equation 2.4),
and K = C \ {0} be the set of scale descriptors β. With the induced topology, the lattice
space L is defined as
L =
(
K/ ∼1 ×P/ ∼2
)
/ ∼3 , (2.7)
where the three equivalence relations are:
1. β ∼1 −β, for any β ∈ K, i.e., Λ〈β, ρ〉 = Λ〈−β, ρ〉.
2. ρ ∼2 ρ′, for any ρ, ρ′ ∈ P with Im(ρ) = Im(ρ′) and |Re(ρ)| = |Re(ρ′)| = 1/2, i.e.,
Λ〈β, ρ〉 = Λ〈β, ρ′〉.
3. 〈[β]1, [ρ]2〉 ∼3 〈[βρ]1, [−1/ρ]2〉, for any β ∈ K, and ρ ∈ P with |ρ| = 1, i.e.,




Figure 2.4: Examples of subspaces of L . For any β ∈ K, (a) shows a square lattice Λ〈β, i〉.
The red and blue arrows indicate two directions. Stretching Λ〈β, i〉 along them represents
two different families of lattices. They form a subspace of L shown in (b), which is
homeomorphic to R as in (c). (d) shows a hexagonal lattice Λ〈β, eiπ/3〉. Stretching it along
the three marked directions generates three distinct families of lattices. (e) is the subspace
they form in L , which is homeomorphic to the structure in (f).
We denote [β, ρ] as an element in L considering the equivalence relations.
The quotient space K/ ∼1 consists of scale descriptors β up to sign, which amounts to
only considering the upper-half plane H union the positive real axis. The quotient space
P/ ∼2 is homeomorphic to a truncated cylindrical surface, since the left and the right
boundaries of P are identified via∼2 for every fixed β ∈ K. The third equivalence relation
∼3 represents a particular case when the basis vectors have an identical length, i.e., |b1| =
|b2|. Notice that ∼3 is more involved compared to the other two equivalence relations,
which renders a nontrivial geometry for L and introduces complexities in defining a metric
structure on L .
To give more insights into the topologies of the lattice space L , we present a couple of
its subspaces formed by special types of lattices. In the first row of Figure 2.4, (a) is a square
lattice Λ〈β, i〉 with the red and blue arrows indicating two directions. The set of lattices
obtained by stretching Λ〈β, i〉 along these directions gives a subspace of L displayed in
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(b), which is homeomorphic to R shown in (c). The origin of R represents the square lattice
Λ〈β, i〉. A point on the positive side (the red half of (c)), r corresponds to a lattice of the
form Λ〈β, i + r〉; and a point on the negative side (the blue half of (c)), r corresponds to
a lattice of the form Λ〈βeiπ/2, i − r〉. Every lattice in this subspace is rectangular. In the
second row of Figure 2.4, (d) shows a hexagonal lattice Λ〈β, eiπ/3〉. In this case, stretching
the hexagonal lattice along the three directions colored red, green, and blue gives a subspace
of L in (e), which is homeomorphic to a trifurcated structure shown in (f). It consists of
three lines emerging from a common point that represents the hexagonal lattice Λ〈β, eiπ/3〉;
and each point on the lines corresponds to a unique non-hexagonal lattice.
On L , we now construct a metric structure. As described above, there are three equiv-
alence relations in L . Given any two descriptor pairs (β, ρ), (β′, ρ′) ∈ K × P , we define
D((β, ρ), (β′, ρ′)) =
√
dK(β, β′)2 + dP(ρ, ρ′)2 , (2.8)
where the equivalence relations ∼1 and ∼2 are incorporated into the definition of dK and
dP , respectively. Let DK be a simple metric on K, which separates the length differences








Here w > 0 is a parameter which adjusts the sensitivity between angle and length. We use
w = 0.05 throughout this paper. The quotient metric on K is then defined as
dK(β, β
′) = min{DK(β, β′), DK(−β, β′)} .
Let DP be the well-known Poincaré metric [123] restricted to P computed via
DP(ρ, ρ
′) = 2 ln






then the quotient metric for P/ ∼2 is defined as
dP(ρ, ρ
′) = min{DP(ρ, ρ′), DP(ρ− 1, ρ′), DP(ρ+ 1, ρ′)} .
Although ρ ± 1 may fall outside of P , the formula for dP remains computationally valid,
since the Poincaré metric is well defined everywhere in the upper half complex plane.
With D taking care of two equivalence relations, we consider the third one ∼3. It in-
volves the lattices characterized by |b1| = |b2| for the associated positive minimal basis
(b1, b2). When comparing lattices determined by (β, ρ) and (β′, ρ′), there are 4 related
points on the bottom arc of P: (β, eiφ), (eiφβ,−e−iφ), (β′, eiφ′) and (eiφ′β′,−e−iφ′) for
some φ, φ′ ∈ [π/3, 2π/3]. The first pair of points, (β, eiφ) and (eiφβ,−e−iφ), represent
a same lattice obtained by transforming Λ(β, ρ); from the associated positive minimal
basis (b1, b2), b1 = β and b2 = βρ, keep b1 unchanged, shrink the length of b2 to be





β′,−e−iφ′), is related to (β′, ρ′). Moving between equivalent lattices does not induce
length, thus a path connecting (β, ρ) and (β′, ρ′) while passing through one of these related
points may be shorter than a direct path. In total, there are 8 types of such paths:
D1 : (β, ρ)→ (β, eiφ) 99K (eiφβ,−e−iφ)→ (β′, ρ′) ,
D2 : (β, ρ)→ (eiφ
′
β′,−e−iφ′) 99K (β′, eiφ′)→ (β′, ρ′) ,
D3 : (β, ρ)→ (β, eiφ) 99K (eiφβ,−e−iφ)→ (eiφ
′
β′,−e−iφ′) 99K (β′, eiφ′)→ (β′, ρ′) ,
D4 : (β, ρ)→ (β, eiφ)→ (β′, ρ′) ,
D5 : (β, ρ)→ (β′, eiφ
′
)→ (β′, ρ′) ,
D6 : (β, ρ)→ (β, eiφ)→ (β′, eiφ
′
)→ (β′, ρ′) ,
D7 : (β, ρ)→ (β, eiφ) 99K (eiφβ,−e−iφ)→ (β′, eiφ
′
)→ (β′, ρ′) ,
D8 : (β, ρ)→ (β, eiφ)→ (eiφ
′









(β, ρ) (β′, ρ′)
(β, eiφ)
(eiφβ,−e−iφ)
Figure 2.5: An illustration of the 8 types of paths, D1–D8 in Equation 2.10 connecting
(β, ρ) and (β′, ρ′) via 4 extra points in {(β0, ρ0) | β0 ∈ K, |ρ0| = 1, ρ0 ∈ P}.
Figure 2.6: The lattice space L is a product space K/ ∼1 ×P/ ∼2 modulo ∼3. The
distance dL ((β, ρ), (β′, ρ′)) is the minimal length of the paths connecting (β, ρ) and (β′, ρ′)
when the distance between equivalent points is reduced to 0. Here the green line shows D
in Equation 2.8, the red line isD3 in Equation 2.10, and the blue line isD4 in Equation 2.10.
Since D satisfies the triangle inequality, D is shorter than D4.
Here the pairs of lattices connected by 99K are equivalent via ∼3, thus 99K has 0 length;
and the paths denoted by→ have lengths measured by D. Figure 2.5 illustrates these paths
combinatorially showing that the list in Equation 2.10 is complete. Figure 2.6 exemplifies
some paths in the lattice space L : D in green, D3 from Equation 2.10 in red, and D4 from
Equation 2.10 in blue.
We define the lattice metric as the length of the shortest path connecting (β, ρ) and
(β′, ρ′):
dL ((β, ρ), (β
′, ρ′)) = min{D, min
φ,φ′∈[π/3,2π/3]
Dj(φ, φ
′) , j = 1, 2, 3} , (2.11)
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where D is from Equation 2.8, and {Dj(φ, φ′)}3j=1 are from Equation 2.10. Notice that
it is not necessary to consider the cases with two consecutive → in Equation 2.10. Since
D satisfies the triangle inequality, a direct path is always shorter. For completeness, we
present a pseudo-code for computing dL in section A.1. Although dL thus defined is a
pseudometric, since dL ((β, ρ), (β′, ρ′)) = 0 if and only if [β, ρ] = [β′, ρ′], dL is in fact a
metric on L .
Remark 2.3.1. Notice that dL is invariant under translation. It takes inputs from the
lattice space L , where only translational lattices are concerned. We may regard the visual
difference between a lattice and its translated copy as a consequence of the boundedness
of the image domain; thus, it is not intrinsic to the patterns.
2.3.2 Sub-lattices and Parent-lattices in the Lattice Space
In section 2.2, we regard the collection of Möbius transforms as a group. Exploiting its sub-
group, the modular group Γ allows us to address the problems of the basis representation.
More generally, the group of Möbius transforms has a monoid structure where the inverse
elements are not required compared with the definition of a group. Here we explore further
the value of Möbius transforms by investigating one of its submonoids, M2(Z). We present
the close relation between sub-lattices of a lattice and the monoid M2(Z). A one-to-one
correspondence between sub-lattices and parent-lattices of a lattice is proved to extend this
relation to that between parent-lattices and M2(Z). Such exploration also has practical sig-
nificance. In section 2.5, when evaluating the lattice candidates, the confusion caused by
moiré effects is eliminated by adding the density restriction in Equation 2.21. Figure 2.20
illustrates the necessity of this term numerically; here, we show the complexities from a
theoretical perspective. The notions of sub- and parent-lattices can be algebraically defined
using descriptors β and ρ.
Definition 2.3.2 (Sub-lattice). Let Λ = Λ〈β, ρ〉 and Λ′ = Λ〈β′, ρ′〉 be two lattices. We say
that Λ′ is a sub-lattice of Λ, if there exists k = (k1, k2, k3, k4) ∈ Z4 with k1k4 − k2k3 > 0
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such that 
β′ = β(k1 + k2ρ)
ρ′ = (k3 + k4ρ)/(k1 + k2ρ)
.
Λ〈β′, ρ′〉 is said to be a sub-lattice of Λ〈β, ρ〉 induced by k.
This definition is derived from the equivalent expression:

β′ = k1β + k2βρ
β′ρ′ = k3β + k4βρ
, (2.12)
with k1k4 − k2k3 > 0, which says that the basis for a sub-lattice comes from a non-
degenerate linear combination of the basis of the original lattice using integer coefficients.
The set of transformations:
z 7→ k3 + k4z
k1 + k2z
, {ki}4i=1 ⊂ Z , such that k1k4 − k2k3 > 0, for any z ∈ H ,
forms a monoid with function composition, which is denoted by M2(Z). In the category of
monoids, PSL2(Z) ≤M2(Z) ≤ PGL2(Z); hence, the discussion here is a generalization of
section section 2.2. Symmetrically, we define parent-lattices as follows:
Definition 2.3.3 (Parent-lattice). Let Λ = Λ〈β, ρ〉 and Λ′ = Λ〈β′, ρ′〉 be two lattices. We
say that Λ′ is a parent-lattice of Λ, if there exists k = (k1, k2, k3, k4) ∈ Z4 with v =
1/(k1k4 − k2k3) > 0 such that
β′ = vβ(k1 + k2ρ)
ρ′ = (k3 + k4ρ)/(k1 + k2ρ)
.
Λ′ is said to be a parent-lattice of Λ induced by k.
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This definition says that for a parent-lattice (β′, ρ′) of (β, ρ), there exist constants
a, b, c, d with u = ad− bc > 0 such that

β′ = aβ + bβρ
β′ρ′ = cβ + dβρ
⇐⇒

β = dβ′/u− bβ′ρ′/u
βρ = −cβ′/u+ aβ′ρ′/u
. (2.13)
Note that only when a, b, c, d are integers that Λ′ becomes a sub-lattice of Λ. Comparing
the left side of Equation 2.13 with Definition 2.3.3, we observe that a = vk1, b = vk2,
c = vk3 and d = vk4, and u = v2(k1k4 − k2k3) = v, thus the right side of Equation 2.13
becomes: 
β = β′(k4 − k2ρ′)
ρ = (−k3 + k1ρ′)/(k4 − k2ρ′)
. (2.14)
From Definition 2.3.2, we see that Λ′ is a parent-lattice of Λ, if Λ is a sub-lattice of Λ′
induced by (k4,−k2,−k3, k1). By checking the equivalence relations among descriptors,
we have the following proposition:
Proposition 2.3.1. Given a lattice Λ = Λ〈β, ρ〉, there is a one-to-one correspondence:
{
Sub-lattices of Λ
} ϕ←→ {Parent-lattices of Λ} (2.15)
well-defined as follows: if k determines a sub-lattice via Definition 2.3.2, then it determines
a parent-lattice via Definition 2.3.3.
Figure 2.7 shows an example of parent- and sub-lattices. Once all the sub-lattices of a
lattice are found, a complete set of its parent-lattices comes for free by employing Equa-
tion 2.15.
Finding all the sub-lattices of a lattice with shape descriptor ρ ∈ P is equivalent to
searching for all the elements in M2(Z) that send ρ back to P . It suffices to see its action
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(a) (b) (c)
Figure 2.7: One-to-one correspondence between the sub- and the parent-lattices. (a) A
lattice Λ〈β, ρ〉 = Λ〈14.7721 + 2.6047i, eiπ/3〉. (b) A sub-lattice Λ〈β, 2ρ+ 1〉 in white, with
lattice (a) in gray. (c) A parent-lattice Λ〈β/2, 2ρ + 1〉 of (a). The common particles are
emphasized with white color.
on three distinct points by the property of the Möbius transformation. Generally, given
a ρ ∈ P , finding all such integer coefficients is difficult and not fruitful. There are two
families of sub-lattices, which are easy to consider:
1. For Λ = Λ(β, ρ) ∈ L with |ρ| ≥ n, for an arbitrary integer n ≥ 1, Λ(mβ, ρ/m) is a
sub-lattice of Λ induced by k = (m, 0, 0, 1) for any m ≤ n,m ∈ N; the correspond-
ing M2(Z)-action is z 7→ z/m for z ∈ C.
2. For Λ = Λ(β, ρ) ∈ L with |Re(ρ)| ≤ 1/(2n), for an arbitrary integer n ≥ 1,
Λ(β,mρ) is a sub-lattice of Λ induced by k = (1, 0, 0,m) for any m ≤ n,m ∈ N;
the corresponding M2(Z)-action is z 7→ mz for z ∈ C.
In some cases, it can be easy to find conditions for k ∈ Z4 whose associated action sends
ρ ∈ P to P . For example, when k2 = 0 (which forces k1 6= 0), we find ∞ → ∞,
0 7→ k3/k1 and ±1/2 7→ (±k4/2 + k3)/k1 by the M2(Z)-action determined by this
(k1, k2, k3, k4). In order to have a non-empty intersection with P , we must require:
min{(±k4/2 + k3)/k1} ≤ 1/2 or
k23 − k24/4 < 0 and min{(±k4/2 + k3)/k1} ≥ 1/2 .
By Proposition 2.3.1, these results also extend symmetrically to parent-lattices.
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2.4 Validation of the Lattice Space L and Metric dL
2.4.1 Visual Validation
For the purpose of comparison, one may assign the following 4-tuple to a lattice with a
positive minimal basis (b1, b2):




Here θ ∈ (−π/2, π/2] is the angle from the positive real axis to b1, and ψ ∈ [π/3, 2π/3]
is the angle between b1 and b2. Similar to dL , the differences in these parameters indi-
cate visual differences between lattice patterns; however, dL is more stable and consistent.
Figure 2.8 compares the 4-tuple representations in Equation 2.16 and dL . The pair of
very similar lattices, ΛA = Λ(12, 12.5, 10◦, 90◦) in (a) and ΛB = Λ(12, 12.5,−80◦, 90◦)
in (b) show a large relative difference in θ: 900%; while their metric distance dL =
0.0816 is short. In general, when |b1| ≈ |b2|, minor numerical errors trigger large rel-
ative errors in θ-component due to the equivalence relations. The lattices (a) ΛA, (c)
ΛC = Λ(13, 13.5, 10
◦, 85◦), and (d) ΛD = Λ(12.5, 13.5, 11◦, 91◦) are more distinguish-
able. Equation 2.16 shows the difference in multiple numbers; in contrast, dL , as a single
value, provides compact information integrating various aspects of the visual differences.
This feature of dL allows a simple lattice pattern comparison.
Figure 2.9 (a)–(e) present five different lattice patterns and their pairwise distances in
L . Visually, lattice ΛA is more different from ΛC than from ΛB, and the corresponding
distances, dL (ΛA,ΛC) = 0.7083 > dL (ΛA,ΛB) = 0.5493, are consistent with this obser-
vation. Among all the pairs of the five lattices, ΛA and ΛD are the most similar ones, and
accordingly, dL (ΛA,ΛD) = 0.0203 is the shortest distance. The difference between ΛB
and ΛC , and that between ΛD and ΛE are similar, which is well represented by the distance
dL (ΛB,ΛC) = 0.4472 being close to dL (ΛD,ΛE) = 0.4472. This is also the case for the
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(a) ΛA (b) ΛB (c) ΛC (d) ΛD
Lattice pair The 4-tuple measure system Equation 2.16 dL
||b′1| − |b1||/|b1| ||b′2| − |b2||/|b2| |θ′ − θ|/|θ| |ψ′ − ψ|/|ψ|
ΛA,ΛB 0% 0% 900% 0% 0.0816
ΛA,ΛC 8.3333% 8% 0% 5.5556% 0.2401
ΛA,ΛD 4.1667% 8% 10% 1.1111% 0.1200
Figure 2.8: Metric comparison. Lattice (a) ΛA = Λ(11.8177 + 2.0838i,−2.1706 +
12.3101i) and (b) ΛB = Λ(2.0838 − 11.8177i, 12.3101 + 2.1706i) are visually simi-
lar. The 4-tuple measure indicates a significant difference in θ, while dL gives a small
value. The lattices (a), (c) ΛC = Λ(−1.1766 + 13.4486i,−2.0838 + 11.8177i) and (d)
ΛD = Λ(11.8177 + 2.0838i,−2.1706 + 12.3101i) are more distinguishable, but the differ-
ences are scattered in four numbers using (Equation 2.16). dL integrates these differences
and provides a compact measure.
pair ΛB and ΛD, compared to the pair ΛC and ΛE , where dL (ΛB,ΛD) = 0.5293 is close
to dL (ΛC ,ΛE) = 0.5293.
2.4.2 Quantitative Validation
The representation Λ〈β, ρ〉 provides a universal framework to characterize lattices. For
example, Λ〈10, i〉 represents a cubic lattice; Λ〈10, eiπ/3〉 denotes a hexagonal lattice; and
the notation Λ〈e−2πi/9, e4πi/9〉 represents a centered rectangular lattice.
A useful feature of dL is that it can adjust sensitivity to orientation versus scale. De-
pending on the application, we can change the weight parameter w in Equation 2.9 to
emphasize the inconsistency in angles or lengths. When w = 0, only the lattice orientation
is considered, which is similar to [104]. Figure 2.10 (a) shows dL (Λ〈10, eπi/3〉,Λ〈(10 +
∆|β|)eiπ/9, eiπ/3〉) when w = 0.5, 0.05 and 0.005, where the scale variation ∆|β| ∈ [−5, 5]
and orientation difference is fixed at eiπ/9.
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(a) (b) (c) (d) (e)
Figure 2.9: Visual effects of dL . Five different lattices: (a) ΛA = Λ〈11, eiπ/3〉,
(b) ΛB = Λ〈11, eiπ/2〉, (c) ΛC = Λ〈13, eiπ/2〉, (d) ΛD = Λ〈11, ei61π/180〉, and (e)
ΛE = Λ〈13, ei61π/180〉 are displayed. Pairwise distances: dL (ΛA,ΛB) = 0.5493,
dL (ΛA,ΛC) = 0.7083,dL (ΛA,ΛD) = 0.0203, dL (ΛA,ΛE) = 0.4477, dL (ΛB,ΛC) =
0.4472, dL (ΛB,ΛD) = 0.5293, dL (ΛB,ΛE) = 0.6929, dL (ΛC ,ΛD) = 0.6929,
dL (ΛC ,ΛE) = 0.5293, and dL (ΛD,ΛE) = 0.4472 are computed. They are consistent
with the visual perception of the lattice differences.
Typical configuration of atoms present hexagonal patterns, and to dL , the misorienta-
tion between hexagonal lattices is more distinguishable. Figure 2.10 (b) shows dL (Λ〈10, eπi/3〉,Λ〈β, ρ〉)
for a set of different β with unit ρ, whose arguments varies within [π/3, 2π/3]. Notice that
dL has the biggest differences when ∆Arg ρ = 0 and ∆Arg ρ = 60◦ corresponding to
the left and right boundary respectively, which produces hexagonal lattices. This shows
that dL is most sensitive to the misorientation between hexagonal lattices. Since rotating
a hexagonal by 30◦ clockwise and counter-clockwise result in an identical lattice, we see
the red curve (Arg β = 30◦) is mirror-symmetric. The two global minima of this red curve
bring up an important property that the Riemannian center in (L , dL ) is not unique. As a
consequence, we can not directly apply centroid-based analysis.
From a different perspective, in Figure 2.10 (c), we compute dL (Λ〈10, ρ〉,Λ〈β, ρ〉)
for a set of different ρ with β satisfying |β| = 10 and Arg β varies within [0, π]. Since
Λ〈10, eπi/3〉, Λ〈10eπi/3, eπi/3〉 and Λ〈10e2πi/3, eπi/3〉 are equivalent (hexagonal) lattices,
and Λ〈10, eπi/2〉 and Λ〈10eπi/2, eπi/2〉 are equivalent (rectangular) lattices, their distances
are 0 respectively. Figure 2.10(b) and (c) also show that lattice metric dL is able to mea-
sure the differences between lattices of any Bravais lattice types. The comparison using
dL considers differences between equivalence classes of lattice representations, which is
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(a) (b) (c)
Figure 2.10: Properties of dL . (a) Effect of changing w. (b) Misorientation of hexagonal
lattices is emphasized using dL , which corresponds to the left and right edges. (c) High
symmetry of the hexagonal lattice is reflected by the symmetry of the blue curve. Lattices to
be compared are not necessarily of the same type, and dL considers the lattice equivalence
relations.
different from [104] where lattice differences are measured via intensities between image
patches.
2.5 Application to Error Quantification of Lattice Identification and Separation Al-
gorithm (LISA)
In this section, we describe the Lattice Identification and Separation Algorithm (LISA),
which is used to separate superposed lattices: a mixture of multiple two-dimensional lat-
tices laid over another. This structure is referred to as a superlattice [137]. Superlattices
are explored in solid physics [138, 139, 140], surface waves [141, 142] and nonlinear op-
tics [143]. One of the most significant discoveries in low-dimensional material sciences is
the family of transition metal dichalcogenides (TMDs) [144, 145], such as MoS2 [146] and
WTe2 [147]. A single sheet of TMD shows a superlattice structure: the top and the bottom
are lattice layers of chalcogen atoms, and the middle is a lattice layer of transition metal
atoms. The main idea behind LISA is to measure the periodicities globally by the Fourier
transform. For higher accuracy of the lattice basis estimation, we exploit the Fourier Slice
Theorem [114]. By evaluating pairs of peaks on the power spectrum, we find the optimal
lattice structure. Also, we use a stepwise refinement to obtain a stable estimation. The pro-
41
(a) (b) (c)
Figure 2.11: Challenges of pattern separation. Each image above has two lattices super-
posed. (a) The red boxes indicate textons of a single lattice, and they have different interiors
which can confuse the texton-based methods. (b) Using non-superposed lattice identifica-
tion methods, wrong local features (e.g., L-shapes [115], shown as the red arrows) can be
identified. These red arrows do not correspond to any of the true underlying lattices. (c)
The pink and the yellow L-shapes in the upper-left corner denote the true lattice compo-
nents. The moiré patterns indicated by the red, blue, and green regions are different from
the underlying lattices.
posed method is designed to handle moiré effects, excessive density, and inhomogeneous
texton interiors.
We analytically study the properties of LISA. In particular, we explore the effects of
particle radius, lattice density, and relative translations on LISA’s performances, and show
that LISA is robust against the Gaussian perturbation with bounded variation.
Separating individual lattice patterns from a superlattice is challenging. First, it is dif-
ficult to determine the unit, e.g., the texton [148] and the L-shape [115]. Effective methods
for non-superposed lattices, such as [149, 115] may fail due to the interaction from differ-
ent lattice layers. Figure 2.11 (a) shows a typical situation where the textons of one lattice
have inhomogeneous interiors, and (b) shows where local L-shapes do not represent the
correct underlying patterns.
Secondly, superposed periodic patterns may produce new periodic structures, i.e., the
moiré patterns [150], which can confuse the identification process. (This phenomenon is
exploited in applications such as [151, 152].) Figure 2.11 (c) shows three different moiré
patterns generated by two lattices, whose bases are represented by the pink and yellow
L-shapes in the upper-left corner. Thirdly, human supervision [153] can be unreliable.
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Psychological evidence [154, 148, 155, 156] proves that similarities in geometry can hinder
the visual search. For example, less than 15◦ of rotational differences between the targets
and the background increase errors [155]; and small variations in densities can interfere
with the target identification [148].
2.5.1 Variational Model for Lattice Separation
For a given image with a mixture of latticesU : Ω ⊆ R2 → [0, 1] as defined in Equation 2.1,
assuming that σ is sufficiently small, we propose to identify the underlying lattice patterns







TµjΛj| dx dy + hN , (2.17)
where dx dy is the Lebesgue measure on R2, and h > 0 is a penalty coefficient. The
regularization term hN helps to avoid identifying multiple sub-lattices from a single dense
lattice. It suppresses the number of lattice layers when fitting a mixture to the given image.
For a fixed N , this energy is balancing two competing terms. Using |a− b| = a + b−


















These integrals are equivalent to counting particles. Let Up denote the set of locations of
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TµjΛj) dx dy ⇐⇒
N⋃
j=1
(Λj + µj)− Up
⋂ N⋃
j=1
(Λj + µj) .
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The first term in the objective function measures the remaining intensities of U after points
are extracted by N lattices, i.e., the under-fitting. The second term evaluates the total
excessive intensities of these N lattices, i.e., the over-fitting. As N increases, the under-
fitting decreases. If we control the over-fitting to be 0, i.e., each lattice candidate has no
extra lattice points, then by including more layers, Equation 2.19 reaches the minimum.
Therefore, we solve Equation 2.19 using a greedy strategy, which leads to LISA in the
following section.
2.5.2 Lattice Identification and Separation Algorithm (LISA)
We present the outline of the algorithm in algorithm 1, and a demonstration of its workflow
is in Figure 2.12.
In real applications, the size, the shape, and the intensity of each particle may differ,
which complicates the identification. After background denoising if necessary (e.g., using
the Otsu’s method [157]), we process the image by replacing each local maximum on the
intensity surface with a common Gaussian PSF Gσ. We denote this processing by F :
F(U) = Gσ ∗ δ(|∇U |) . (2.20)
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Identied Lattice Absolute Dierence Residual After Extraction
Figure 2.12: Steps of LISA. (A) An image processed by (Equation 2.20). Step 1: (B) The
power spectrum on the polar coordinate, and the high responses using J = 5. (C) Peak
locations refined via matching Gaussian impulses. Step 2: (D) Generate lattice candidates
Tµk,lΛ(k,l), k, l = 1, · · · , 5, k 6= l, for each pair of high peaks, and compute their energies
(Equation 2.21). Pick (x3, x5) (red and purple in (B)) to be the optimal Tµ1Λ1, since it
has the lowest energy. Step 3: (Optional) (E) Update Tµ1Λ1 with T1Λ
(5)
µ1 . Step 4: (F) The
optimal lattice Tµ1Λ1 identified in this iteration; and the absolute difference between Tµ1Λ1
and the underlying true lattice. The absolute difference has an average value of 0.0202, and
maximum of 0.1924, showing the effectiveness of LISA. (G) The remainder image. The




1. U : the given gray scale image of a superlattice;
2. J : a parameter to control the number of lattice candidates;
3. (Optional) K: the number of iterations for the refinement.
Let j = 1. While TRUE:
Step 1. Compute the Fourier transform of U on the polar coordinate. Collect the
local maxima on the power spectrum, Cj = {x1, x2, · · · , xM} within J connected
components.
Step 2. For every pair (xk, xl) ∈ Cj , k 6= l, construct a lattice pattern and compute
the translation µk,l to get Tµk,lΛ(k,l). Take
TµjΛj = arg mink,l=1,...,M ;k 6=l E(Tµk,lΛ(k,l)) as in (Equation 2.21).
Step 3. (Optional) K-step-refinement of TµjΛj .
Step 4. For the identified optimal candidate TµjΛj , if mean(U − TµjΛj) < 0.01,
terminate the algorithm; otherwise, updateU = F(U−TµjΛj), j = j+1 and repeat.
Algorithm 1: Lattice Identification and Separation Algorithm (LISA)
For images with low or medium resolution, we apply the Gaussian approximation method [158]
to calibrate the peak locations (also see [159, 160] for other peak localization methods).
Letting U(x, y) be a discrete local maximum, i.e., U(x, y) ≥ U(x′, y′), for x′ = x± 1 and
y′ = y ± 1, the calibrated coordinate (x̂, ŷ) for the peak (x, y) is computed via
x̂ = x− log(U(x+ 1, y))− log(U(x− 1, y))
2(log(U(x+ 1, y)) + log(U(x− 1, y))− 2 log(U(x, y)))
,
ŷ = y − log(U(x, y + 1))− log(U(x, y − 1))
2(log(U(x, y + 1)) + log(U(x, y − 1))− 2 log(U(x, y)))
.
In Step 1, we compute the Radon transform of the image by a B-spline convolution-
based method [161]. The result is a 1D signal for each projecting angle, upon which we
apply the standard 1D FFT. The collection of these 1D spectra form the 2D Fourier trans-
form of the image on the polar coordinate (see Theorem 2.1.1), see Figure 2.12 (B). For
computational efficiency, we focus on peaks with sufficient heights. We set the threshold
such that above which, the power spectrum has J connected components, e.g., J = 5 and
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the filtered peaks x1, · · · , x5 in Figure 2.12 (B). To achieve sub-pixel precision, we adjust
the peak locations by perturbing the period. Figure 2.12 (C) demonstrates this process:
consider trains of Gaussian impulses placed periodically along the radial direction; by per-
turbing the period from the origin, we choose the one that overlaps with the signal the most
and select its period to be the adjusted distance.
In Step 2, each pair of local maxima on the power spectrum corresponds to a lattice
candidate in the image domain. Figure 2.12 (D) displays 4 examples of such combinations.
The Fourier transform of a lattice Λ(b1, b2) in the image domain is a lattice in the frequency
domain, called its reciprocal lattice Λ(ω1, ω2). This relation is given by:
[b1 | 0]T = ([ω2 | 0]T × [0, 0, 1]T )/(|[ω1 | 0]T × [ω1 | 0]T · [0, 0, 1]T |)
[b2 | 0]T = ([0, 0, 1]T × [ω1 | 0]T )/(|[ω1 | 0]T × [ω2 | 0]T · [0, 0, 1]T |)
.
We identify the translation for each candidate by finding the maximum of the cross-
correlation between the candidate and the original image. To evaluate the lattice candidates
shown in Figure 2.12 (D), we propose the following energy:
E(TµΛ) = ||F(U − TµΛ)F(U)||2︸ ︷︷ ︸
under-fitting
+γ | #TµΛ
#F(TµΛ U) + ε
− 1|︸ ︷︷ ︸
over-fitting
, Λ ∈ L , µ ∈ C .
(2.21)
Here U denotes the original image, # · counts the number of particles, and  is the
element-wise multiplication of matrices. We truncate the intensity differences between
images so that negative values are replaced by 0. γ > 0 is a penalty coefficient (we set
γ = 10), and ε > 0 is a small constant to avoid division by 0 (we set ε = 1× 10−8).
Notice the similarities between Equation 2.21 and the target function in Equation 2.19.
The first component in Equation 2.21 measures the portion of particles not covered by the
lattice candidate, i.e., the under-fitting. A small value represents that more particles in the
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image are identified with the lattice points of TµΛ. We normalize the remainder U − TµΛ
to be comparable with F(U). The element-wise multiplication with F(U) prevents new
points generated by incomplete particles after the extraction. The second term in Equa-
tion 2.21 compares the ratio between the number of lattice points of the candidate and what
is identified in the image, i.e., the over-fitting. Therefore, the optimal candidate lattice has
minimal energy.
Step 3, illustrated in Figure 2.12 (E), is similar to a sampling procedure with replace-
ment. This step is optional, yet when the number of underlying lattices is large, it improves
the accuracy of identification. As shown in subsection 2.5.3, superposing lattices com-
plicate the power spectrum; the early identification is affected the most, yielding unstable
identifications for the remaining lattices. This optional step refines the results, and proceeds
iteratively. Initialize t = 1 and let TµjΛ
(1)
j = TµjΛj . For t = 1, · · · , K, compute and nor-
malize the remainder F(U −TµjΛ
(t)
j ). Then iterate Step 1 and Step 2 on F(U −TµjΛ
(t)
j ) to
find the next candidate, TµjΛ
(t+1)
j . AfterK such candidates are generated, as in Figure 2.12
(E), update TµjΛj with the one giving the minimal energy (the red in Figure 2.12 (E)). This
is the output for this iteration of LISA, shown in Figure 2.12 (F).
In Step 4, the optimal candidate TµjΛj is subtracted from the original image, and the
difference is truncated so that negative values are replaced by 0. Figure 2.12 (G) shows
the remainder image. We compute the average intensity of the residual image U − TµjΛj
and terminate the algorithm if it is smaller than the accuracy criterion 0.01; otherwise, we
preprocess the residual using F , update the original image, and repeat Step 1–4.
2.5.3 Analytical Properties of LISA: Superlattice and Spectrum Surface
We describe the close relation between LISA and the geometric features of a superlattice.
Assuming that in (Equation 2.1), the remainder image has 0 intensity, i.e., R = 0, and
maxj=1,··· ,N TµjΛ(bj,1, bj,2) ≈
∑








exp(−i2πξ · µj) , ξ ∈ R2 . (2.22)
Here, ξ represents the frequency coordinate; Ĝσ corresponds to the Fourier transform of
the PSFGσ; and the rotation exp(−i2πξ ·µj) is due to the shift µ in the image domain. The
Fourier transform of the lattice impulse Λj , j = 1, · · · , N , consists of its reciprocal lattice
impulse Λ∗j modulated by det Λj , the fundamental volume of Λj = Λ〈βj, ρj〉 computed via
Im(βjβjρj). The reciprocal lattice impulse Λ∗j can be expressed in the lattice space by:
[β̂j, ρ̂j] = [
βj exp(−iπ/2)
det Λj
, ρj] ∈ L .
Equation 2.22 implies that the Fourier transform of a superlattice image is a mixture of
complex lattices influenced by three factors: the centered Gaussian Ĝσ, the fundamental
volumes det Λj , and the lattice translations µj , j = 1, 2, . . . , N . Without these modifica-
tions, every lattice in the image domain corresponds to two peaks on the power spectrum.
Notice that for ξ ∈ R2, Λ∗j(ξ) = 1 if and only if 1/|ξ| is a period of Λj along the direction
of ξ. Hence, we can identify lattices {Λj}Nj=1 with correct combinations of the peaks on the
power spectrum surface, and we apply this in Step 2 of LISA.
The Gaussian PSF and the fundamental volumes of lattices complicate the problem.
First, independent of the positions of the superlattice particles, a centered Gaussian Ĝσ
globally dampens the power spectrum. If |ξ| is small, Ĝσ(ξ) has little influence on the
power spectrum, and if |ξ| is large, Ĝσ(ξ) considerably decreases the power at ξ. Second,
the radius of particles controls the rate of radial decay of the power spectrum surface. High-
frequency components are preserved if the particles of the superlattice have a small radius,
as the standard deviation σ is small. Third, the fundamental volumes of the original lattices
affect the power spectrum. The magnitudes of a pair of peaks on the spectrum surface
associated with the lattices with the smaller fundamental volumes are augmented, and those
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(a) (b) (c) (d)
Figure 2.13: Effect of relative translation. (a) A superlattice composed of T4−3iΛ〈12, i〉 and
T−4+3iΛ〈12, i〉. (b) The power spectrum of (a) where peaks are missing due to the relative
translations. From this incomplete reciprocal lattice, LISA identifies lattice (c) and (d) each
shown in white, superposed over (a) in gray.
with the larger fundamental volumes are decreased. This coincides with our experience that
dense lattices are easier to recognize compared to the sparse ones. Consequently, LISA
tends to find lattices with smaller particle sizes and smaller fundamental volumes first, and
it identifies the sparser ones later.
Relative translations of the lattice layers have a more delicate influence on the power
spectrum surface. The translation in the spatial domain results in a phase change in the
frequency domain, and it does not affect the power spectrum if there is only one lattice.
When multiple lattices are superposed, the frequencies along one direction will interact
with each other. Suppose for some 1 < m ≤ N , Λ∗1(ξ) = · · · = Λ∗m(ξ) = 1 and Λ∗j(ξ) = 0
for j = m+1, · · · , N , then Û(ξ) is a sum ofm complex numbers, whose magnitude varies
based on the directions of µ1, · · · , µm. An extreme case is that, if Λ1 = Λ2, µ1 = −µ2 6= 0,
and there exists an ξ such that Λ∗1(ξ) = 1 and Re(ξµ̄1) 6= 0, then |Û(ξ)| = 0. Figure 2.13
shows an example. LISA detects potential lattices, even though the reciprocal lattices are
incomplete and the reciprocal bases are not minimal. If any basis of the reciprocal lattice
remains high response in the power spectrum, LISA will consider it as a candidate to be
evaluated.
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2.5.4 Robustness of LISA against Gaussian Perturbation
In practice, the atomic configuration in a crystal-melt interface [162] can be modeled us-
ing a lattice distorted by a Gaussian perturbation. We modify Equation 2.22 to consider
such cases. To simplify notations, we assume that there is only one unshifted lattice. It
is easy to extend to multiple lattices with arbitrary translations. Ignoring the remainder





Gσ ∗ δ(k1b1 + k2b2 + ∆xk1,k2 + i∆yk1,k2 − x− iy) ,
with (∆xk1,k2 ,∆yk1,k2) ∈ R2, denoting the perturbation on the particle parameterized by





where φk1,k2(ξ) = (∆xk1,k2 + i∆yk1,k2 + k1b1 + k2b2) · ξ. We assume that the perturba-
tions are independent and identically distributed Gaussian vectors with uncorrelated coor-
dinates, that is (∆xk1,k2 ,∆yk1,k2) ∼ N (0,Σ) where Σ =
s2 0
0 s2
, s > 0 constant, for
any (k1, k2) ∈ Z2. This implies that for any ξ in the frequency domain,
φk1,k2(ξ) ∼ N ((k1b1 + k2b2) · ξ, s2|ξ|2) .
Some observations are immediate. First, for a single lattice, perturbations only alter the
phases. If there are multiple lattices, the magnitude of the power spectrum will be modified
as discussed in subsection 2.5.3. Second, E[φk1,k2(ξ)] depends on the angle between k1b1 +
k2b2 and ξ. The perturbations have stronger effects on non-lattice points than lattice points.




Figure 2.14: LISA’s robustness against Gaussian perturbation. In the first column, a single
lattice T0Λ〈12, eiπ/18〉 is shown in (a) with its power spectrum surface in (d). A centered
Gaussian perturbation is applied with standard deviation (b) s = 0.5 and (c) s = 1, and
their power spectra are displayed in (e) and (f), respectively. Notice that in the frequency
domain, the reciprocal bases away from the origin are smeared by noises, but those near
the origin remain high responses. The lattices identified by LISA in (b) and (c) are robust
against the perturbation; their distances to (a) are 0.0046 and 0.0081, respectively.
average perturbation is 0. Finally, with a fixed s, the standard deviation of φk1,k2(ξ) only
depends on |ξ|. When we are approximating relatively long periods, i.e., |ξ| is small, the
Fourier transform of the perturbed lattice is almost the same as that of the unperturbed
one. In Figure 2.14, the lattice points are shifted by Gaussian perturbations with different
standard deviations, and the low-frequency components maintain high responses. LISA
is empirically robust against Gaussian perturbation with bounded standard deviation, and
the detection of medium-sized lattices is effective. When the standard deviation is large,
LISA identifies the correct lattices, yet the extraction procedure may be modified. For
example, instead of direct subtraction, extract the point from the original image nearest to
the candidate lattice.
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(a) Original image (b) dL (Λ, Λ̂) = 0.004 (c) dL (Λ, Λ̂) = 0.009 (d) dL (Λ, Λ̂) = 0.059
Figure 2.15: A typical example of LISA. (a) A superlattice of three lat-
tices: T2−4iΛ〈−9.9927 + 0.0315i, 1.0014ei17π/36〉, T−7−4iΛ〈−4.4820 + 12.1815i, i〉 and
T1−5iΛ〈−4.9898− 8.5389i, 1.0298ei7π/12〉. (b)–(d) display the lattices identified by LISA.
Each metric value shows the distance between the true lattice and the identified one in L .
2.5.5 Numerical Experiments with Various Superlattice Patterns
We present various numerical results in this section. The radius of each particle is set to be
2.5 ∼ 3 pixels, and we choose 2.7 for visualization. The performance of LISA is evaluated
visually as well as numerically by computing the distances between the identified and the
real patterns in the lattice space. The identified lattices are displayed in the same order as
they are found during the iterations of LISA. For the choice of parameters, we fix J = 6
and K = 10.
Figure 2.15 shows a typical example of LISA. The given image is a superlattice com-
posed of three distinguishable lattices, and LISA successfully extracts all the underlying
lattices, one after another. For a better comparison, (b)–(d) display each identified lattice
(white) overlaid on the original image (gray) (a). For each layer, the identified lattice and
the true one show minor visual differences, which is also reflected in a small dL value
above the figure.
Figure 2.16 shows a more complex mixture where the given image (a) seems almost ran-
dom. The more layers of lattices there are, the more complicated the superlattice becomes.
Randomly clustered particles, curve-like segments, and highly inhomogeneous texton re-
gions present visible challenges. As shown in (b)–(f), LISA identifies five different lattice
patterns from (a) without any prior knowledge of the number of lattice layers, the lattice
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(a) Original image (b) dL (Λ̂,Λ) = 0.0224 (c) dL (Λ̂,Λ) = 0.0053
(d) dL (Λ̂,Λ) = 0.0065 (e) dL (Λ̂,Λ) = 0.0067 (f) dL (Λ̂,Λ) = 0.0025
Figure 2.16: Superlattice with more layers. (a) A superlattice of 5 lat-
tices: T2−5iΛ〈11, ei7π/18〉, T3+4iΛ〈11.7378 + 2.4949i, i〉, T0Λ〈3.7082 + 11.4127i, e4π/9〉,
T1−2iΛ〈14.0954 + 5.1303i, i〉, and T0〈11.8177 + 2.0838i, i〉. (b)–(f) show the extracted
patterns using LISA. Notice that all the metric values dL (Λ̂,Λ) comparing the true lattices
with the identified ones are very small.
translations, nor the lattice bases. The identified lattice patterns are of high precision. Their
distances to the underlying true lattices are all less than 0.03. The identified lattice patterns
(c) and (f) are very similar, and the distance between them in the lattice space is 0.0340.
LISA can distinguish small differences since, in the power spectrum surface, the periodic
structures are more easily identified as strong responses.
The new lattice representation and the metric are independent of the translation of a
lattice pattern. Figure 2.17 presents the results of LISA concerning the translational lat-
tices. There are four lattices mixed in the given image (a). They were generated with
two different lattices, and each of them is translated differently to create an additional two
distinct lattices. Using the cross-correlation function (in Step 2 of LISA), the underlying
four lattices are extracted sequentially by LISA even if most of the particles are located
close to each other. Figure 2.18 is a superlattice containing three lattices, generated with
54
(a) Original image (b) dL (Λ̂,Λ) = 0.0406
(c) dL (Λ̂,Λ) = 0.0095 (d) dL (Λ̂,Λ) = 0.0053 (e) dL (Λ̂,Λ) = 0.0074
Figure 2.17: Mixture of translational lattices. (a) A superlattice of four lattices: T0Λ〈12, i〉,
T1+iΛ〈11.8177+2.0838i, i〉, T2−3iΛ〈12, i〉, and T2−5iΛ〈11.8177+2.0838i, i〉. (b)–(e) show
the identified patterns by LISA.
one lattice which is translated differently three times. Such a configuration results in many
L-shapes [115] in the image. This local ambiguity presents no confusion for LISA since
LISA observes the image globally in the frequency domain. The sensitivity of LISA to the
distance between particles is affected by the particle size of the lattice candidates.
In practice, some images may contain partial lattice patterns. For example, Figure 2.19
(a) is a superlattice containing a complete lattice (b) and a partial lattice (c), where 50% of
its particles are missing. The incompleteness modifies the power spectrum by convolving
the reciprocal lattice of (c) with the Fourier transform of a lower triangular shape, resulting
in weaker responses. LISA identifies the complete lattice (b) first, then reveals the incom-
plete lattice (c). Notice that LISA identifies the basis for the lattice pattern corresponding
to (c), instead of the image of an incomplete lattice. This is shown in (e), where the identi-
fied pattern extends to the upper triangular region. (f) shows the intersection of the lattice
identified in (e) (in white) with the original (a) (in gray). We also experiment in situations
where 70% of the particles from one of the lattices are missing, and LISA recognizes the
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(a) Original image (b) dL (Λ̂,Λ) = 0.007 (c) dL (Λ̂,Λ) = 0.015 (d) dL (Λ̂,Λ) = 0.011
Figure 2.18: Close particles. (a) A superlattice of three lattices obtained by translating
T0Λ〈14.7721 + 2.6047i, i〉 by 4 − 2i, 1 − 2i and 2 − 5i. These translations push particles
close, and generate a pattern whose lattice points are composed of three dots. (b)-(d) show
that LISA successfully distinguishes them with high precision as indicated by the values of
dL .
incomplete lattices successfully. To be identified, the average intensity of the incomplete
lattice must be at least 0.01, required by the terminating condition of LISA.
The evaluation energy (Equation 2.21) proposed in section 2.5 considers the density
restriction, i.e., the overfitting term. Figure 2.20 illustrates its importance. Generated by
two lattices, the superlattice in (a) presents a region of moiré pattern at the center. Without
the density restriction in Equation 2.21, a dense lattice is identified as in (b); while with the
density restriction, a different lattice is identified as in (c). The comparison between (b) and
(c), as illustrated in (d), indicates that (c) is similar to a sub-lattice of (b). Although (b) has
more points, many of them are not present in (a), which is demonstrated in (e). In this case,
lattice (c) is visually indistinguishable from one of the underlying lattices. In the frequency
domain, large-scale moiré patterns can produce strong responses on the power spectrum.
Lattice candidates associated with these high responses are excessively dense, and they
partially coincide with the moiré pattern in the given image, which causes instability for
the subsequent identifications. The density restriction in Equation 2.21 makes LISA robust
against possible moiré patterns.
Superposed lattices can present interesting patterns, and the formation may involve




(a) Original image (b) Complete lattice Λ1 (c) Partial lattice Λ2
(d) dL (Λ̂1,Λ1) = 0.0056 (e) dL (Λ̂2,Λ2) = 0.0036 (f) Improved (e)
Figure 2.19: Incomplete lattice. (a) A superlattice composed of a complete lattice
T0Λ〈11.6924+2.6994i, ei4π/9〉, shown in (b), and a portion of T2−3iΛ〈11.8177+2.0838i, i〉,
shown in (c). (d) and (e) are the identified patterns by LISA (in white) over the original (a)
(in gray). (f) min(T Λ̂2, I), where T Λ̂2 is the identified lattice in (e) and I is the original





Figure 2.20: Importance of the density restriction. (a) A superlattice of
T2−10iΛ〈10, ei17π/36〉 and T−3+5iΛ〈9.9756 + 0.6976i, ei17π/36〉. Without the second term
in (Equation 2.21), we obtain a dense lattice T Λ̃ in (b). With the density restriction, we get
T Λ̂ in (c) which is the correct lattice pattern. (d) compares (b) and (c), where the white pix-
els are T Λ̃∩T Λ̂ (the particles commonly captured by (b) and (c)), the green are T Λ̃−T Λ̂
(the extra points in (b) compared to (c)), and the red are T Λ̂ − T Λ̃ (particles in (c) not
covered by (b)). It shows that (c) is almost a sub-lattice of (b). (e) min{T Λ̃, I} showing
the intersection of (a) and (b). This shows that the dense lattice (b) approximates the moiré




(b) dL (Λ̂,Λ) = 0.012 (c) dL (Λ̂,Λ) = 0.023 (d) dL (Λ̂,Λ) = 0.006 (e) dL (Λ̂,Λ) = 0.014
Figure 2.21: Flake-like pattern generated by lattices. (a) A flake-like superlattice of hexag-
onal lattices with β equal to 10, 13, 15 and 12. In the same order, (b)–(e) show LISA
successfully identifies the underlying lattices.
are useful components; in the lattice space, their equivalent classes have the most elements,
i.e., they are more symmetrical than the other lattices. In Figure 2.21, four hexagonal
lattices with β = 10, 12, 13 and 15 are superposed, and the superlattice displays a flake-
like pattern. In Figure 2.22, a flower-like pattern is formed by four hexagonal lattices
with identical scale descriptor norm |β| = 11, and with different inclination angles: 53◦,
−53◦, 143◦ and−143◦. LISA successfully identifies each lattice pattern. We compare each
identified lattice with the original one, and the small distance value dL (above each figure)
shows the effectiveness of LISA, even for complicated mixed patterns.
Figure 2.23 (a) displays a portion of an image from [163], which is acquired by per-
forming SAED on a Na-exfoliated single-layer MoS2. A TMD monolayer contains three
layers of lattices. In the top-view, S-atoms on the top overlap with those in the bottom.
LISA successfully identifies the visible layers shown in (b). Figure 2.23 (c) shows a part of
an HREM image of a MoSe2 monolayer from [164]. In (d), underlying lattices with bright
lattice particles are identified and separated by LISA, yet the dimmer lattice particles fail
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(a) Original image
(b) dL (Λ̂,Λ) = 0.015 (c) dL (Λ̂,Λ) = 0.009 (d) dL (Λ̂,Λ) = 0.006 (e) dL (Λ̂,Λ) = 0.004
Figure 2.22: Flower pattern generated by lattices. (a) A flower superlattice of four lattices
with scale descriptors having a common norm |β| = 11, and inclination angles equal to
53◦, 143◦, −53◦ and −143◦. (b)–(e) show the lattices identified with high precision by
LISA.
to be recognized. This can be addressed by lowering the threshold obtained by the Otsu’s
method, image enhancing techniques, or sophisticated feature point detectors.
We test LISA on the grain segmentations from material science. LISA identifies one
lattice pattern from each homogeneous region. By directly comparing these identified lat-
tices with the preprocessed given image, we classify the grain regions. Different from the
grain boundary detection, here we focus on the classification of the lattice patterns, which
is similar to [165]. Figure 2.24 (a) shows a part of an image from [166], where a grain
boundary is formed in the graphene grown by chemical vapor deposition (CVD). LISA
detects two lattices as in (b) and (c). In (d), particles in the given image (a) shared with (b)
are colored green, and those shared with (c) are colored red. The white particles indicate
where (b) and (c) intersect. This example demonstrates the potential applications of LISA
beyond superlattice separation.
Finally, we investigate the computational efficiency of LISA. We focus on three major
60
(a) (b) (c) (d)
Figure 2.23: LISA on real images. (a) and (c) are the images of TMD monolayers adjusted
from [163] 3 and [164] 1 (c), respectively. (b) and (d) show the identified lattice patterns,
and lattice points from different layers are colored in red and green, respectively.
(a) (b) (c) (d)
Figure 2.24: LISA on grain segmentation. (a) A grain image adjusted from
[166] 15 (a). (b) T−1.3794+9.7510iΛ〈−10.9881 − 12.1163i,−0.4579 + 0.8950i〉 and (c)
T9.6287+9.5640iΛ〈−15.7326 − 4.7420i, 0.4813 + 0.8800i〉 are the lattice patterns identified
by LISA . (d) Particles shared in (a) and (b) are colored in green, and those shared with (c)
in red. The white particles are shared by the lattices in (b) and (c).
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(a) (b) (c)
Figure 2.25: CPU time of LISA. Fixing two lattices, the base image width is m = 119,
K = 10, and J = 6. (a) The image width m is increasing while K and J are fixed. (b)
The number of iteration K is increasing with m and J fixed. (c) The number of connected
components J is increasing while keepingm andK fixed. Roughly, LISA depends linearly
on J and K respectively, and quadratically on m.
factors contributing to the run-time of LISA: the image size, the number of connected
components on the spectrum surface (J in Algorithm algorithm 1), and the number of
stabilizing iterations (K in Algorithm algorithm 1). Fixing a superlattice consisting of
two lattices T0Λ〈12, i〉 and T0Λ〈11.2763 + 4.1042i, ei4π/9〉, the CPU times (in seconds) of
LISA are plotted against each one of these factors when the other two are fixed. The results
roughly show that the complexity of LISA depends linearly on J and K, and quadratically
on the image width. This is consistent with the analysis in [161], where the complexity
of the B-spline convolution-based Radon transform is proportional to the image size, i.e.,
image width times image length.
2.6 Application to Grain Defect Detection
In crystalline materials, a grain is a homogeneous region that is composed of a single
layer of crystal [167]. The presence of crystal defects such as particle dislocation, grain
deformation, and grain boundary has unfavorable influences on macro-scale properties of
the materials. To automatically detect these structures in atomic-scale 2D crystal images,
many methods are developed in the literature. Variational model-based methods [102, 103,
104, 168, 105, 107] extract and classify the grains by minimizing certain functional en-
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ergy; wavelet type methods [169, 170, 171, 106] measure the local properties of wave-like
components to reveal crystal defects; and Voronoi type methods [172, 173, 174] detect the
problematic particles by comparing the Voronoi cells with hexagonal polygons. Different
from these methods, we approach the grain defect detection problem by clustering particles
in an abstract metric space directly, where lattice representation is unique, and comparison
between lattice patterns is systematic.
In this section, we apply the lattice metric space (L , dL ) developed in [118] to grain
defect detection problem. The lattice metric space (L , dL ) can detect lattice inconsisten-
cies such as grain boundaries in non-hexagonal crystalline materials without any particular
modification. Voronoi type methods are limited to hexagonal lattices, and other techniques
are involved to analyze non-hexagonal ones [174]. In 2D, the other types of lattices are
oblique (e.g., orthoclase), square (e.g., halite), primitive rectangular (e.g., epsomite) and
centered rectangular (e.g., hemimorphite). These classes are encoded in (β, ρ) and further
refined by considering the metric structure on L . Moreover, the metric dL provides a
single-valued yet comprehensive measurement of the dissimilarities between any grains. It
is robust and sensitive enough to expose the grain boundaries and to reveal particle dislo-
cations as well as continuous deformations.
Specifically, we describe an efficient algorithm to extract grains and detect grain de-
fects. The main idea of this method is to classify particles into visually distinct grains by
checking their vicinities. For each particle, by comparing a 9-point stencil with nearby
points, a lattice is extracted and mapped to L . In L , Riemannian center of mass is non-
unique, which poses an obstacle for application of clustering methods requiring the notion
of centers, such as k-means [175]. To tackle this challenge, an over-segmentation using
regularized k-means [176] is employed, and the clusters are merged L with an agglomera-
tive hierarchical clustering method [175]. In addition, we introduce a function considering
the sizes of clusters to assist the cut-off selection for the merging.
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Table 2.1: Lattice Clustering Algorithm
Inputs:
1. U : given gray-scale image;
2. λ: the parameter in regularized k-means;
3. T : threshold for merging.
Step 1. Particle and local lattice identification. Each local maxima is refined by fitting a
narrow Gaussian to find each particle pj , j = 1, 2, · · · , N . Among the k-nearest (k = 5)
neighbors of each particle pj , two vectors which gives the best match of a 9-point stencil is
picked for pj . Let A be the collection of such vectors in R4.
Step 2. Apply the regularized k-means to A, and obtain K clusters {Cl}Kl=1 with Euclidean
centers {(βl, ρl)}Kl=1.
Step 3. Considering the equivalence relations among descriptors, merge {Cl}Kl=1 by clus-
tering the lattices {Λ〈βl, ρl〉}Kl=1 in L with hierarchical clustering using the threshold T .
2.6.1 Lattice Clustering Algorithm based on Lattice Metric Space
We introduce an efficient algorithm to capture structural defects in multigrain from a gray-
scale image. Our approach is based on clustering, and particles with visually similar vicin-
ity are grouped. The algorithm is summarized in Table 2.1.
In Step 1, each particle is located by identifying local maxima refined by fitting a narrow
Gaussian. For each particle pj , k-nearest (k = 5 in our method) particles are found, denoted
as q1, q2 · · · , qk. For each pair of (qs, qt), s 6= t, we construct a 9-point stencil with Gaussian
weight located at pj + a(qs − pj) + b(qt − pj), a, b = 0,±1. We choose the pair with the
highest response and compute its corresponding descriptors (βj, ρj). Then pj is assigned
with the lattice Λ〈βj, ρj〉.
In Step 2, we first cluster the lattices A = {Λ〈βj, ρj〉}Nj=1 by clustering the descriptors
{(βj, ρj)}Nj=1 in R4 equipped with the Euclidean norm. As discussed in section 2.3, the
quotient geometry of L is non-trivial, which complicates directly clustering the descriptors
in L . To overcome this difficulty, we over-segment the lattices using the regularized k-
means [176] in R4 first. The reason is that if (βj, ρj) and (βk, ρk) are close in R4, then
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Λ〈βj, ρj〉 and Λ〈βk, ρk〉 are close in L , but the inverse is not true. Consequently, there
might be two clusters whose members are similar lattices. We denote the resulting clusters
by {Cl}Kl=1 with centers {Λ〈βl, ρl〉}Kl=1, where (βl, ρl) is the Euclidean center of pairs of
descriptors in Cl.
In Step 3, we merge the clusters {Cl}Kl=1 considering the equivalence relations among
lattices. We compute the pair-wise lattice distances dL among {Λ〈βl, ρl〉}Kl=1 and employ
the standard agglomerative hierarchical clustering method [177]. This method requires a
cut-off t > 0, and cluster centers closer than t will be merged. To assist choosing the









which measures the energy of the current stage of clustering using cut-off t; here, without
loss of generality, J0 = 0, {Cj}J1j=1, {Cj}
J2
j=J1+1
,· · · , and {Cj}Jsj=Js−1+1, represent the clusters
of particles to be merged respectively when the cut-off is t; and |Cl| denotes the counting
measure l = 1, 2, · · · , K. In general, g(t) is a staircase function of t > 0. In order for the
merging to be stable and substantial, we pick optimal thresholds T in the intervals upon
which the graph of g is flat and the previous discontinuity has high jump.
2.6.2 Numerical Experiments on Grain Defect Detection
We apply LCA to images from the literature [102, 104, 178, 179, 180]. Throughout this
paper, we fix the weighting parameter w = 0.05, and the suitable range for λ in regularized
k-means is found to be 0.2 ∼ 0.5. The particles belonging to a common grain region are
colored with identical color.
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Lattice representation: (b1, b2) versus (β, ρ)
Compared to basis representation (b1, b2), descriptor representation (β, ρ) is stable. Arg b2
ranges from 0 to 2π, yet Arg ρ takes value in [π/3, 2π/3], which is more restrictive. In
practice, grains in polycrystalline materials generally have similar lattice patterns, thus
the shape descriptors ρ in the data are concentrated. The benefit of L is exemplified
in Figure 2.26. Fixing a particle, colored red, as the reference, we compare the lattice
representations (b1, b2) and (β, ρ) to those at the reference. Darker color indicates closer
in the chosen distance. If we compare (b1, b2) in Euclidean metric for R4, then (d) and
(f) display the results for two distinct reference points which are nearly random. Using
the same reference points, if we apply the lattice metric dL on (β, ρ), (e) and (g) show the
advantage of using descriptor representation compared to (d) and (f) respectively. The color
distributions in (e) and (g) comply with our perception of homogeneity. Figure 2.26 (e) and
(g) also reveal grain defects and continuous deformation within homogeneous regions.
We note this experiment is done by comparing every particle to the reference (red point)
without using LCA. Every lattice label is compared to that of the reference particle directly
in L , and the distance is represented by the color. This approach shows excellent results,
yet the computation is very slow. In the following, we apply LCA, which is more compu-
tationally efficient.
General example of LCA
There are two parameters in LCA: λ and T . λ is a penalty parameter in the regularized
k-means, which implicitly controls the number of clusters K. In general, choosing λ is
straightforward [176], and the optimal ones are found within wide intervals. Large λ pe-
nalizes clusters with small elements, hence fewer clusters with even sizes are obtained;
small λ produces more clusters with even sizes. Applying LCA to the image in Figure 2.26
(a), we plot the function g(t) in Figure 2.27 (a) when t ranges from 0.1 to 1. Notice that
g(t) is a staircase function of t, and the figure shows clear plateau within intervals, e.g.
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(a) (b) (c)
(d) (e) (f) (g)
Figure 2.26: Direct classification using dL . (a) PFC image from [104] Fig. 4. (b) Lattice
labels obtained in Step 1 of LCA. (c) zoomed-in partial region from (b). (d) and (f) show
Euclidean distance function of (b1, b2) representation with respect to that of the red points.
(e) and (g) show the lattice distance function dL of (β, ρ) representations with respect
to that of the red points, which are the same as those in (d) and (f) respectively. Linear
interpolation is applied to fill the color in (d)–(g).
[0.25, 0.35], [0.35, 0.45], [0.47, 0.7]. One should avoid choosing the threshold T near the
jump-discontinuities. Any perturbation near these points will produce substantially dif-
ferent results. The results with T from the flat regions T = 0.4, T = 0.5 and T = 0.8
present different levels of details, as shown in (b)–(d) in order. Compared to (c), (b) dis-
tinguishes minor disorientation such as those between red and green regions. While large
scale boundaries remain noticeable in (c), only particles inconsistent with ambient patterns
are accentuated in (d). Typical particle defects are not identified in region based methods,
e.g., compare Figure 2.26 with 5 of [104]. Otherwise, both methods agree on large scale
grain boundaries. We also note that regions labeled with the same color have similar lattice
pattern, and they can be separated in different locations, for example, the green regions in
(b).
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(a) (b) (c) (d)
Figure 2.27: Apply LCA to the image Figure 2.26(a). Here (a) shows the curve g(t).
Results when (b) T = 0.4, (c) T = 0.5 and (d) T = 0.8 show the effect of T .
Over-segmentation using k-means versus Regularized k-means
In LCA, we choose the regularized k-means to over-segment. Using regularized k-means,
the number of clusters K is implicitly controlled by the parameter λ, and K dynamically
evolves depending on the data. This is desirable, especially when we do not know a suitable
K a priori. Moreover, regularized k-means is stable. Every step during the clustering
is deterministic, hence the results from regularized k-means are reproducible. To justify
our choice, we experiment and compare the regularized k-means with the most common
clustering method, k-means [175]. First, K has a direct impact on the results, yet it is not
straightforward to choose. If we apply the k-means instead of the regularized k-means in
LCA Step 1, fix T = 0.5, and rerun the algorithm for 100 times for different choices of
the number of clusters K, then Figure 2.28(a) shows that the number of identified grains
clearly depends on K. Second, the random initialization in k-means causes difficulties in
finding a stable threshold T . Even with the same parameters, e.g., K = 30, T = 0.5, it
exhibits different results each time we run the algorithm, as shown in (b) and (c). Notice
that the blue region in (b) is connected, yet the corresponding purple region in (c) is not.
Also, the point defects in the upper right within the grains have different features in these
results. In (d), using K = 50 and the same threshold T = 0.5 produces a result similar
to Figure 2.28 (c), yet this is not reproducible. However, all the results in Figure 2.27 are
deterministic in the sense that, for any given image, the same combination of λ and T yields
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(a) (b) (c) (d)
Figure 2.28: Instability of k-means. (a) Box-plot of the number of grains against parameter
K in k-means. (b)–(d) use k-means with different initializations. (b) and (c) set K = 30
and T = 0.5 and (d) uses K = 50 and T = 0.5.
(a) (b) (c) (d)
Figure 2.29: (a) There are 3 grains: one on the top, one in the middle, and one in the
bottom. Image from [102] Fig. 1.(b) The curve g(t) with 3 major jump-discontinuities. (c)
T = 0.5. (d) T = 0.8.
an identical result.
Graph of g and grain features.
The domain for the function g defined in Equation 2.23 is closely related to the lattice metric
dL , and the graph of g reveals geometrical features about the multigrain. In Figure 2.29 (a),
we apply LCA, and g is plotted in (b). Observe that there are 3 major jumps in the graph
of g, which exactly correspond to the grain regions in (a). The grain in the bottom of (c)
is merged with the top one when T = 0.5 in the plateau after the first jump is changed to
T = 0.8 after the second jump, as shown in (d). It is also clear that the height of each jump
is proportionally related to the grain area. See Figure 2.30 and Figure 2.31 for images with




Figure 2.30: (a) There are 2 grains with a regular boundary. Image adapted from [180] Fig.
1(a). (b) The curve g(t) with 2 major jump-discontinuities. (c) Result with T = 0.4.
(a) (b) (c)
Figure 2.31: (a) There are 2 grains presented and the grain boundary is irregular. Image
adapted from [178] Fig. 1. (b) The curve g(t) with 2 major jump-discontinuities and the
jump is rough. (c) Result with T = 0.8.
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(a) (b) (c)
Figure 2.32: (a) Grain boundary between non-hexagonal grains. Image adapted from [179]
Fig. 3. (b) The curve g(t). (c) Result with T = 0.7.
Behavior of LCA near grain boundaries.
In Figure 2.29(c), Figure 2.30 (c) and Figure 2.31 (c), LCA assigns the boundary parti-
cles to either of the neighboring lattice patterns; in other cases, LCA creates new classes.
This differs from grain boundary identification using variational approaches, where spa-
tial constraints such as length minimization are added. In the framework of lattice metric
space, each particle is classified only based on k-nearest points, thus it is free to create new
clusters.
Grain boundary detection in non-hexagonal crystalline materials.
As we discussed in Section 2, the generality of the lattice metric space theory allows analy-
sis applicable to any types of Bravais lattices. Since LCA is established on this framework,
we can directly employ LCA to images composed by arbitrary types of grains. Figure 2.32
(a) is a HAADF-STEM image presenting a grain boundary in well-annealed, body-centered
cubic (BCC) Fe. The graph of g in (b) implies choices for T approximately greater than 0.6,
and the result with T = 0.7 is shown in (c). Due to fewer symmetries than the hexagonal
lattices, the boundary between two cubic lattices has a relatively larger gap; hence it is chal-
lenging for methods that depend on hexagonal cells. LCA, with the flexibility supported
by the lattice metric space, classifies the particles on the edges of the gap correctly.
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2.7 Summary
This chapter addresses two questions about lattice identification and separation in super-
lattices. The first one is: What is a proper space where we can compare any two lattices
quantitatively? Starting from the positive minimal bases, we exploit the modular group
theory and the Poincaré metric to define a lattice space L with a natural metric struc-
ture. This new definition provides rich geometrical intuition for the collection of lattices.
The computation of the metric dL yields compact and visually consistent measure, well-
representing differences between lattice patterns. While it is compatible with the wallpaper
group theory, L provides finer classification.
The second question is: How to practically identify and separate lattices from a su-
perlattice? We introduce the algorithm LISA. Without prior knowledge of the number
of lattice layers in the superposed lattices, LISA sequentially identifies and extracts indi-
vidual lattice patterns until the remainder image has insufficient intensity. We show the
importance of density restriction when evaluating the lattice candidates indicated by pairs
of high responses on the power spectrum surface. This evaluation method renders LISA’s
robustness against moiré patterns. An analytical framework is presented to explore the ef-
fects of relative translations and Gaussian perturbations. The metric space (L , dL ) allows
more discussion about special families of lattices, and its geometrical properties are inter-
esting to explore. LISA detects regular lattice patterns as well as near-regular lattices, and
it can be extended to the identification of grain defects.
We also demonstrated an application of the lattice metric space theory to grain defect
detection problems. Most methods such as [104, 168] are free from particle position esti-
mation, since they focus on homogeneous regions. We detect inconsistencies in the local
patterns based on positions of k-nearest neighbors of each particle. More sophisticated
techniques can be applied during this preprocessing stage. Theoretically, this approach is
easily linked with the lattice metric space theory, which provides a uniform framework to
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classify particles in materials of any type of 2D Bravais lattice. In the described lattice clus-
tering algorithm, LCA, different from variational methods, we emphasize the neighboring
similarity of each particle rather than large scale homogeneity; thus LCA is superior at
identifying various grain defects including grain boundaries. Since length minimization is
not applicable, isolated particle deviating from the lattice point of the neighboring pattern
will create a new cluster.
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CHAPTER 3
PDE-BASED SHAPE REPRESENTATION AND VECTORIZATION
Shape representation plays an important role in feature analysis [181], object recogni-
tion [182] as well as classification [183]. A 2D shape is represented either by contour
or region, and both can be further classified as structural or global [47]. For example,
the chain code [48] is a contour-based structural method; the Fourier descriptor [49] is a
contour-based global method; the convex hull is a region-based structure method; and the
Zernike moment [50] is a region-based global method. These representations provide com-
pact information applicable for different purposes. An attractive approach is to encode the
shape using simple geometries such as points, curves, or polygons. It allows user-friendly
shape manipulation and scalable image rendition [184]. In this chapter, we focus on two
types of representations:shape skeleton and silhouette vectorization.
The skeleton of a 2D shape [185, 186, 187, 188, 189, 190] is a region-based structural
representation method. We discuss the flux-ordered thinning algorithm proposed in [191]
and refer to it as the Hamilton-Jacobi Skeleton (HJS). The first part of the algorithm is
to compute the distance function from the boundary of the shape using a Hamiltonian
formalism of the Eikonal equation. Then the flux is defined at each point using the gradient
vector field of the distance function. In the second part, each boundary point with high flux
is examined and removed if the homotopy of the shape remains unchanged. This homotopy
preserving thinning procedure continues until no point is removable anymore, then these
points constitute the skeleton of the shape.
Silhouette vectorization, on the other hand, is a contour-based structural approach. A
silhouette is a subset of the plane traditionally obtained by copying on paper the shadow
projected on a wall by a person placed in front of a point light source1. In digital images,
1https://en.wikipedia.org/wiki/Silhouette
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an object can be delineated by a mere luminance threshold (e.g., Otsu’s algorithm [192]) as
long as it is darker or brighter than its surrounding. After a mere color quantization, many
graphics software2 reduces the image to a piecewise constant image, i.e., a union of disjoint
2D shapes. The boundaries of these shapes are encoded in the Scalable Vector Graphics
(SVG) format3 where each involved primitive element is specified by a small number of
2D vectors, called control points, and the encoded shape can be scaled independently from
the resolution. Such conversion from pixel image to SVG is called vectorization.
3.1 Region-based Representation – Shape Skeleton
Let I : Ω → {0, 1} be a binary image, where Ω = [0,M ] × [0, N ] denotes the continu-
ous image domain, and M,N are positive integers. A 2D shape, A, is a subset of Ω with
piecewise analytical boundary. Its skeleton, S, is a set of points which has equal shortest
distance from two or more boundary points of A [185]. More precisely, the skeleton of a
2D shape is a finite union of C2 curves that are either closed or ending at a finite set of
junctions or endpoints [193]. One of the many equivalent definitions of skeleton [186, 187,
188, 189, 190] is based on the distance transform: the skeleton S of a shape A consists of
the singularities of the distance transform restricted to the inside of A [191]. For exam-
ple, the skeleton of a disk is its center point, and the skeleton of a square is given by its
diagonals. Figure 3.1 shows the skeletons of some simple shapes. A skeleton can be used
to reconstruct a shape via the medial axis transform [186]. It defines a coordinate system
placed along the skeleton that encodes the distance from a skeleton point to the boundary
of the shape. Hence, the contour can be recovered as the envelope of a series of circles
centered at the skeleton with radii specified by the distance transform.
In the literature, different methods have been devised to skeletonize 2D shapes from
various perspectives. For example, Voronoi diagram based methods [194, 195] focus on
characterizing the symmetry axis; continuous transformation based approaches [196, 191,
2See (e.g.) https://en.wikipedia.org/wiki/Adobe Illustrator or Vector Magic
3https://fr.wikipedia.org/wiki/Scalable Vector Graphics
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Figure 3.1: Skeletons (black curves) of some elementary shapes.
197, 186, 188, 185, 189, 190] aim at extracting the singularity set of certain evolution of
the boundary curve; and most morphology-based techniques [198, 199] look for maximally
inscribed balls whose centers compose the skeleton. We refer the readers to [200] for
a detailed review. A modified U-net was developed to directly map 2D shapes to their
respective skeletons [201].
3.2 Hamilton-Jacobi Skeleton Algorithm
As summarized in [191], HJS has two main parts: Part I, distance function and flux compu-
tation, and Part II, homotopy preserving algorithm. We present the details in four subsec-
tions. For Part I, the distance function is computed in subsection 3.2.1. We propose to use
the fast sweeping algorithm [202, 203] for the distance computation. In subsection 3.2.2,
the flux is defined for each point using the gradient field of the distance function. For Part
II, in subsection 3.2.3, the homotopy preserving point classification is explained, and in
subsection 3.2.4, the flux-ordered thinning algorithm is presented.
3.2.1 Distance Transform using the Fast Sweeping Algorithm
Let I : Ω∩N2 → {0, 1} be a discretized binary image, where Ω∩N2 represents a union of
square pixels on a grid. We denote by Int(Ω)∩N2 = {1, 2, . . . ,M−1}×{1, 2, . . . , N−1}
the set of pixels in the interior of the image domain. On the continuous domain, the distance
map D : Ω→ R to the contour ∂A of the shape A is defined by
D(x, y) = min
(x′,y′)∈∂A
√
(x− x′)2 + (y − y′)2 . (3.1)
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The distance D to the contour ∂A is the unique viscosity solution [204, 205] of the Eikonal
equation

|∇D(x, y)| = 1 ,
D(x, y) = 0 , (x, y) ∈ ∂A .
(3.2)
This is a first-order nonlinear PDE of Hamilton-Jacobi type which does not have classical
solutions. To solve D from Equation 3.2, we employ the fast sweeping algorithm [203,
202]. The fast sweeping algorithm is an iterative method that uses an upwind scheme for
discretization and Gauss-Seidel iterations with alternating sweeping orders for solving the
Eikonal equations [202].
In the discrete setting, a pixel (i, j) ∈ Ω ∩ N2 is contained in the given shape A if
I[i, j] = 0, and outside of A if I[i, j] = 1. To trace the contour of A on the discrete domain
Ω ∩ N2, a pixel (i, j) ∈ Int(Ω) ∩ N2 is considered a boundary point if it satisfies:
1. I[i, j] = 0, and
2. at least one of its 8-neighbors is outside the shape, i.e., I[i± 1, j ± 1] = 1.
We denote by B the set of discrete boundary points.
On a rectangular grid, we discretize Equation 3.2 using the Godunov upwind difference
scheme for the interior points (i, j) ∈ Int(Ω) ∩ N2:
[(D[i, j]−Dx,min)+]2 + [(D[i, j]−Dy,min)+]2 = 1 , (3.3)
where Dx,min = min{D[i + 1, j], D[i − 1, j]}, Dy,min = min{D[i, j + 1], D[i, j − 1]},
and (z)+ = z if z > 0 and (z)+ = 0 otherwise. For pixels on the edge of the image,
an one-sided difference scheme is applied. We initialize D[i, j] = 0 for every (i, j) ∈ B
and assign large positive values for the others. Next, we sweep the whole computational
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domain with four alternating orderings:
1) i = 0, 1, . . . ,M, j = 0, 1, . . . , N. 2) i = M,M − 1, . . . , 0, j = 0, 1, . . . , N.
3) i = M,M − 1, . . . , 0, j = N,N − 1, . . . , 0. 4) i = 0, 1, . . .M, j = N,N − 1, . . . , 0.
As we are at pixel (i, j) ∈ Ω ∩ N2 during the sweeping, we compute the solution D[i, j]
of Equation 3.3 by
D[i, j] =






2− (Dx,min −Dy,min)2) , |Dx,min −Dy,min| < 1 .
(3.4)
Then we update D[i, j] with min{D[i, j], D[i, j]}. Upon completing the four specified
sweepings, the fast sweeping algorithm terminates; hence, the total computational cost is
O(MN). In pratice, we only need to update the values of the pixels in the interior of the
shape.
In [202], Zhao proved that the iterative solution by the fast sweeping algorithm con-
verges monotonically to the solution of the discretized system (Equation 3.3). After four
iterations, the iterative solution at every pixel is bounded from above by its true distance.
Since the numerical Hamiltonian (Equation 3.3) is monotone and first-order consistent,
combining with the fact that the numerical solution from a monotone and consistent scheme
converges to the viscosity solution [205], Zhao concluded that the solution from the fast
sweeping algorithm converges to the distance map. Moreover, by providing a pointwise er-
ror estimation, Zhao proved that this solution is optimal in the sense that any other method
solving Equation 3.3 has the same accuracy if not worse. These properties hold in n-
dimensional Euclidean space (n ≥ 1) as well, where the fast sweeping algorithm takes 2n
iterations.
Remark Starting from the continuous PDE setting, specifically, the Eikonal equa-
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tion (Equation 3.2), we focus on the fast-sweeping algorithm for its efficiency and sim-
plicity as a PDE numerical scheme. Thanks to one of the reviewers of this paper, we would
like to acknowledge the advances in Euclidean Distance Transform (EDT) in discrete graph
settings. In [206], the authors gave a survey comparing six algorithms proposed between
1994 and 2003. In 2012, Felzenszwalb and Huttenlocher [207] proposed a simple method
focusing on the cost function defined on a grid. They formulated the problem as the mini-
mum convolution of two functions and proposed a simple and fast algorithm. We compare
the performance in subsection 3.3.4.
Input: I a binary image where a pixel is 0 if it is inside the shape and 1
otherwise.
Compute the set of boundary points B.
Assign D[i′, j′] = 0 for all (i′, j′) ∈ B, and D[i′, j′] = M2 +N2 for all
(i′, j′) ∈ (Ω ∩ N2) \ B.
for i=0,1,. . . ,M-1, j=0,1,. . . ,N-1 do
if i = M − 1 then
Define Dx,min = D[i− 1, j].
end
else if i = 0 then
Define Dx,min = D[i+ 1, j].
end
else
Define Dx,min = min{D[i− 1, j], D[i+ 1, j]}.
end
Define Dy,min along the y-direction similarly.
Compute D[i, j] according to Equation 3.4.
Update D[i, j] = min{D[i, j], D[i, j]}.
end
Repeat the above procedure for the other 3 sweeping directions, i.e.,
i = M,M − 1, . . . , 0, j = 0, 1, . . . , N.
i = M,M − 1, . . . , 0, j = N,N − 1, . . . , 0.
i = 0, 1, . . .M, j = N,N − 1, . . . , 0.
Output: Distance map D for the interior points of the shape in I .
Algorithm 2: Distance Computation: The Fast Sweeping [202]
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3.2.2 Computation of Average Outward Flux
The skeleton points can be distinguished from the others by comparing their average out-
ward fluxes derived from the gradient of the distance transform. On the continuous domain
Ω, the average outward flux F of ∇D is defined by the outward flux through the boundary
of its neighboring region R, normalized by the Hausdorff measure of ∂R:





, (x, y) ∈ Ω (3.5)
whereN is the outward normal along ∂R, and ds is the length element. By the assumption
that the boundary of a 2D shape is piecewise analytical (in fact, being smooth suffices), the
divergence of ∇D can be regarded as a measure supported by the skeleton of the shape.
By the divergence theorem, when (x, y) is not a skeleton point, and R is sufficiently small,
F (x, y) = 0. At any skeleton point which is not a crossing, up to a translation and a
rotation, the distance function D admits a local expansion
D(x, y) ≈ D0 − x for x ≥ 0 ; D(x, y) ≈ D0 + x for x < 0
where the skeleton point is placed at (0, 0), and D0 denotes the distance from (0, 0) to the
shape’s boundary.
If we consider the disk Rr(s, 0) ≡ {(x, y) : (x− s)2 + y2 ≤ r2}, with r > 0 then the






















if |s| < r
0 if |s| ≥ r
therefore the average outward flux of ∇D has a minimum at the skeleton point when we









gives us an idea about how the average outward flux varies when approaching the skeleton.
More generally, notice that for any nonnegative test function ϕ ∈ C∞c with a sufficiently

















ϕ(0, y) dy .
The above calculation explains why, numerically, skeleton points are expected to have a
clearly negative outward flux.
We compute the gradient vector field ∇D = (∂xD, ∂yD) using a finite difference
scheme that can be derived from optimization. We approximate D(x, y) using a linear
function:
D̂(x, y) = D[i, j] + a(x− i) + b(y − j) .
Comparing to the Taylor expansion, we have ∂xD[i, j] ≈ a and ∂yD[i, j] ≈ b. To determine
the coefficients a and b explicitly, we fit D̂ to the 3 × 3 stencil centered at P = (i, j) ∈
Int(Ω) ∩ N2 by minimizing the following weighted squared-error:
E(a, b) = (D[i+ 1, j]− D̂(i+ 1, j))2 + (D[i− 1, j]− D̂(i− 1, j))2+
(D[i, j + 1]− D̂(i, j + 1))2 + (D[i, j − 1]− D̂(i, j − 1))2+
1√
2
(D[i+ 1, j + 1]− D̂(i+ 1, j + 1))2 + 1√
2
(D[i− 1, j − 1]− D̂(i− 1, j − 1))2+
1√
2
(D[i+ 1, j − 1]− D̂(i+ 1, j − 1))2 + 1√
2
(D[i− 1, j + 1]− D̂(i− 1, j + 1))2 .
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This provides approximations for partial derivatives at interior points:
∂xD[i, j] = (1− α)




D[i+ 1, j + 1]−D[i− 1, j + 1] +D[i+ 1, j − 1]−D[i− 1, j − 1]
4
(3.6)
∂yD[i, j] = (1− α)




D[i+ 1, j + 1]−D[i+ 1, j − 1] +D[i− 1, j + 1]−D[i− 1, j − 1]
4
(3.7)
where α = 2−
√
2. Note that the scalar α is derived from requiring the estimated gradient
to have a norm invariant under rotations of 45◦.
In the discrete domain, to compute F [i, j] as defined in Equation 3.5 for the pixel
(i, j) ∈ Int(Ω) ∩ N2, we replace R with a square containing the 8-neighboring points
of (i, j). We pre-compute the outward normals at the neighboring points,Nn = (N xn ,N yn ),
n = 0, 1, . . . , 7, as illustrated in Figure 3.2 (a), and we approximate the integral by a Rie-
mann sum. The formula for computing the average outward flux at (i, j) is:





(∂xD[i, j]×N xn + ∂yD[i, j]×N yn ) . (3.8)
3.2.3 Point Classification based on Local Topology
As a thinning algorithm, HJS finds the skeleton of a shape by consecutively removing non-
skeleton points. For an appropriate shrinkage, each pixel needs to be examined carefully
based on the local topology, i.e., the intensity distribution of its 8-neighboring pixels. In
particular, two types of points are critical in the success of HJS.
A point is simple if its removal does not affect the topology of the object [191]. This
means that removing a simple point does not create a new connected component nor a hole
in the original shape. We construct a graph G for every pixel P ∈ Int(Ω) ∩ N2 based on
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(a) (b)





























Figure 3.2: (a) The normal vectors at the neighboring points used for approximating the
flux Equation 3.8 at the central pixel. (b) An example graph G constructed for the pixel P .
For any arbitrary pixel, its 8 neighborhoods are indexed as shown here. Neighboring pixels
inside the shape (black circles) are the vertices of G, and two vertices are connected if they
are 8-neighborhood to each other. We avoid the 3-loops at the corners, e.g., 0 − 1 − 7, by
directly connecting the furthest two among them.
,
its 8-neighbors and use the Euler’s characteristic of a graph to decide if P is simple. See
Figure 3.2 (b). In G, each vertex corresponds to a neighboring pixel that is inside the shape
A, and there is an edge if the associated two pixels are neighbors to each other. Because
P is simple if and only if G is a tree [191], it suffices to check if the number of vertices
minus the number of edges of G, i.e., the Euler characteristic of graph, is exactly 1. For
convenience, we label the 8-neighboring pixels by integer indices from 0 to 7 in a clockwise
orientation starting at the top-left one (see Figure 3.2 (b)).
The procedure for checking if a point is simple goes as follows. At each point, construct
a set V collecting the indices of neighbors that are inside A. Initialize v = 0 and e = 0
for recording the number of vertices and edges of G, respectively. For k = 0, 1, . . . , 7, if
both neighbor k and neighbor mod(k + 1, 8) are found in V , we increase both v and e by
1; otherwise, we increase only v by 1. The graph may contain unnecessary loops of length
3 when all the three vertices on the corners are in V . For example, the neighbor 0, 1, and 7
in Figure 3.2 (b). To simplify the graph, we delete the shortest two edges in such a loop. In
particular, if the neighbor k (k = 0, 2, 4, 6) is in V , and if both neighbor mod(k− 1, 8) and
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neighbor mod(k+ 1, 8) are in V as well, we reduce both v and e by 1. Finally, we compute
v − e; if it is 1, then we mark P as a simple point, otherwise, P is not a simple point.
In addition, endpoints need to be tracked. An endpoint corresponds to the end of a
4-connected or 8-connected digital curve [191]. Identifying these points helps to produce
robust skeletons and avoid interior points in the final result. A pixel P is an endpoint if
the associated vertex set V only has one element, or if V only has two elements whose
indices differ by 1 or 7, i.e., they are 4-neighborhood to each other. Otherwise, P is not an
endpoint.
3.2.4 Homotopy Preserving Thinning
The second part of HJS, called the homotopy preserving thinning, sifts through the pixels
inside the shape such that the remaining pixels are the skeleton points. The flux computed
in subsection 3.2.2 as well as the point type discussed in subsection 3.2.3 are the keys. To
avoid early removals of the pixels that are likely to be skeleton points, the average outward
flux ranks the pixels inside the shape from high to low, which are then examined in order.
To preserve the homotopy of the shape, only simple points and endpoints with high fluxes
are considered removable.
An important part of the implementation is the heap data structure, which allows op-
erations such as insert, top, and pop. Elements stored in a heap are associated with
sorting keys. A heap will automatically sort the inserted data so that the first element,
retrieved by top, always has the maximal key value; and pop automatically deletes the
top element. It is noted that a heap only allows access to the top element, thus retrieving
the element with the maximal key is very efficient. In C++, one may define a heap via a
priority queue; and in Python, one can resort to heapq.
In our case, we construct a heap of pixels with their average outward fluxes as the
sorting keys. To save the storage, we directly update the pixels of the given binary image
I using three types of labels: points that are currently in the heap (label 2), removed points
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(label 1), and candidate skeleton points (label 0).
First, we insert all the boundary points that are simple into a heap H sorted by their
fluxes and label them by 2. We sift through the points via iterations. During the updates,
some points that are not simple may become simple later, or vice versa; thus it is necessary
to test simple points at each iteration. In each iteration, we extract the top element in the
heap by applying H.top() followed by H.pop(). If the top element is an endpoint and
its average flux is below a threshold, τ , indicating that it has more potential to be a skeleton
point (See subsection 3.2.2), we remove it from H and update its label by 0. Otherwise, we
change its label to 1, then we consider its 8-neighbors. If any of them is labeled 0, we insert
it in the heap together with its sorting key and label it by 2. Here we propose a practical
formula for the threshold:
τ = min
(i,j)∈A∩N2
F [i, j]/γ . (3.9)
This γ > 0 is a parameter whose default value is γ = 2.5 in our experiments. The iteration
terminates when there are no more points to be removed, i.e., H is empty. The pixels
labeled by 0 constitute the skeleton of the shape A.
We display a complete description of HJS in the form of pseudo-code in algorithm 3.
The full algorithm divides into two parts. Part I computes the distance function and the
average outward flux of the gradient of the distance transform, and Part II describes the
homotopy preserving thinning.
3.3 Numerical Experiments on Shape Skeletons
We present numerical results to illustrate various interesting aspects of HJS. Throughout
the experiments, our default choice was γ = 2.5. If the image is grayscale with dynamic
range [0, 255], we transform it into binary by setting the pixels to be 1 if the intensity
> 125, and 0 if the intensity ≤ 125. For an RGB image, we use the same binarization on
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Input: I a binary image which takes value 0 for points inside the shape,
and 1 for outside; τ a threshold parameter for flux value.
Part I: Distance Function and Average Outward Flux
Compute the distance map D Equation 3.11 of the set of boundary points.
Compute the gradient vector field∇D according to Equation 3.6 and Equation 3.7.
Compute the average outward flux of the gradient, F , using Equation 3.8.
Part II: Homotopy Preserving Flux-ordered Thinning
Initialize an empty heap H . For each point P on the boundary of the shape :
if P is simple then
insert (P, F (P )) into a heap H with the flux F (P ) as the sorting key;
update I(P ) = 2
end
while H is not empty do
Let (P, F (P ))← H.top(). Delete P from H via H.pop()
if P is simple then
if P is not an endpoint OR F (P ) > τ then
update I(P ) = 1
for neighboring point Q of P do
if I(Q) = 0 then
if Q is simple then
Insert (Q,F (Q)) into H










Output: A binary image I where pixels labeled by 0 represent skeleton points.
Algorithm 3: Hamilton-Jacobi Skeleton (HJS) [191]
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its lightness obtained via (R +G+B)/3.
3.3.1 Skeletonization of 2D Shapes
In Figure 3.3, we show the skeletons computed using HJS for various types of shapes. In the
first row, variations from a disk shape are shown. Compared to a disk whose skeleton is a
single point, these shapes have more complicated skeletons due to continuous modifications
on their boundaries. Some features of the shape can be understood from the graph topology
of the skeleton. For example, each convex corner of the shape creates a branch; the last
shape in the first row of Figure 3.3 has 16 convex corners, and its skeleton is a tree with 16
branches. In the second row, we applied HJS to shapes of some common objects: a cup, an
apple, a vase, and a hammer. Both the cup and the vase which are topologically equivalent
to an annulus, provide examples for the fact that a skeleton may contain loops, the number
of which is equal to the genus of the shape. We also observe the correspondence between
the convex corners of the shape and the branches of the skeleton as mentioned above.
This exact property explains instability in computing the skeleton: any perturbation on the
boundary of the shape may create a prominent change in the skeleton. Applying HJS to
varying shapes of the lizard in the third row, we observe some extraneous branches on
the skeleton due to the non-smooth boundaries. For this issue, many techniques, such as
skeleton evolution [208] and pruning [209], have been proposed to automatically delete the
irrelevant branches.
3.3.2 Effects of the Parameter γ
In HJS, an endpoint is kept if its average flux is greater than a threshold τ . As a consequence
of the homotopy preserving, the whole branch attached to that endpoint remains as a part
of the skeleton. Therefore, when we increase γ in Equation 3.9, we expect to see more
branches.
In Figure 3.4, we demonstrate the effects of γ by applying HJS to a shape modified
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Figure 3.3: Skeletons (red curves) for various shapes computed by HJS. In all examples
aboves, we used the default parameter γ = 2.5.
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from a pentagon whose boundary is highly perturbed. Figure 3.4 (a) is produced when
γ = 2.5 (the default choice in this paper); due to the irregularities on the boundary, many
branches are created. Observe the length of the skeleton branches in contrast to the size
of the perturbations on the boundary: they are not proportional. The local distribution of
skeleton branches, rather than individual ones, may infer the smoothness of the boundary.
For instance in (a), along a segment of the skeleton near the top-left boundary of the pen-
tagon, there are more branches on the lower side compared to the upper side; within that
range, the upper-side boundary is smoother than the lower-side boundary.
In (b), with γ = 1.5, many of the branches in (a) disappear, leaving only those associ-
ated with sharp corners. The order of cancellation is determined by the flux. During the
homotopy preserving thinning, the threshold τ only acts on endpoints. Consequently, as
long as the average flux at the tip of skeleton is comparatively low, the whole branch is kept
as a part of the identified skeleton.
We further reduced γ to 1.2 in (c) and observe that only two major components remain:
the S-shape and a single branch caused by the sharp corner at the bottom-left of the pen-
tagon. By considering the medial axis to reconstruct the shape from the skeleton, with a
small γ, one can obtain a compact representation of a shape with regularized contour. The
evolution from (a) to (b), then to (c) shows that the set of skeletons extracted from different
γ’s provides a multi-scale representation of the given shape. It is analogous to applying
bandpass filters to a signal to separate the low-frequency components of the original se-
quence from the high-frequency components such as noise. As we gradually decrease γ,
we omit the small-scale variations along the boundary, and focus more on capturing the
principal shape. A similar approach to shape analysis can be found in [49, 210].
For a smaller value such as 0 < γ < 1, HJS shows an interesting property. The shape
is simply-connected if and only if the skeleton identified using γ < 1 is a single point. This
is based on the fact that HJS preserves the homotopy. In Figure 3.5, we applied HJS with
γ = 0.9 to three different shapes and used this property to check the simple-connectedness.
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(a) (b) (c)
Figure 3.4: Multi-scale representation of the shape using skeletons computed by different
γ. (a) γ = 2.5. (b) γ = 1.5. (c) γ = 1.2. By choosing a smaller γ, the identified
skeleton becomes more robust against boundary perturbation and captures the large-scale
shape features.
In (a), since the skeleton is a single point (shown at the corner of the right-bottom branch),
the shape is simply-connected. The converged skeleton point appears at the minimum of
the average fluxes of the entire image, and depending on the shape, it is not necessarily at
the center of mass of the shape. In (b), the skeleton is homeomorphic to a circle, formed by
the line segments (the mug body) and an arc (the handle). Since genus is a homeomorphic
invariant, we infer that this mug shape has genus 1. It is worth noting that the number of
connected components of the skeleton graph is the same as that of the shape. In (c), the
skeleton consists of 10 points, hence the shape has 10 simply-connected components. With
the remark that the skeletons identified using any γ ∈ (0, 1) are identical, this experiment
shows that HJS with 0 < γ < 1 can be applied as an effective homotopy type detector.
Since HJS with 0 < γ < 1 effectively distinguishes simply-connected shapes from the
others, we apply it to detect small holes inside the shape which are not immediately visible
to humans. Figure 3.6 (a) shows the non-trivial skeleton identified using γ = 0.9, which
indicates that the perturbed boundary contains loops. When we zoom in the top-left (b) and
bottom-right (c) of the original shape, the homotopy type of the shape is indeed modified
by the perturbed pixels.
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(a) (b) (c)
Figure 3.5: HJS with γ < 1 used as a homotopy classifier. (a) The skeleton is a single
point, hence the shape is simply-connected. (b) The skeleton is homeomorphic to a circle,
hence the shape is not simply-connected and has genus 1. (c) The skeleton consists of 10
points, hence the shape has ten simply-connected components. In (a) and (c), the identified
skeleton points are emphasized by red disks for visualization.
(a) (b) (c)
Figure 3.6: HJS with γ < 1 used as a deficiency detector in binary shapes. (a) The given
shape and identified non-trivial skeleton using γ = 0.9. (b) A hole on the boundary of
the top-left petal. (c) A hole on the bottom-right pedal. (b) and (c) show the deficiencies
inducing the non-trivial skeleton in (a). In all examples here, we keep γ = 0.9.
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3.3.3 Shape Reconstruction from Medial Axis
Skeleton serves as a compact representation of the original shape. Combined with the
distance function evaluated at the skeleton points, a medial axis allows shape reconstruction
via taking a union of disks. In particular, from the set of skeleton points, Sk(So), of the




{(i, j) ∈ Ω ∩ N2 |
√
(i− i′)2 + (j − j′)2 ≤ D[i′, j′] + ε} . (3.10)
Here, we introduce a dilation parameter ε > 0 to address the bias introduced by pixeliza-
tion. We take ε = 1.5 as the default, which is justified later.
Figure 3.7 shows the reconstructed shapes from HJS using different values of γ. Recall
from the previous discussion that, as γ > 0 increases, the identified skeleton consists of
more branches representing details of the silhouette. Consistent with this feature charac-
terization, from (b) to (d), as γ is increased from 0.9 to 20, more details of the original
shape are recovered using the medial axis. Since γ < 1 for column (b), the reconstructed
shape indicates existence of holes or simply connected components in the shapes in (a). In
particular, the sakura in the first row is simply connected, the knot in the second row has
12 simply connected components, the trophy in the third row is of genus 6, and the deer in
the fourth row contains many corrupted pixels (small holes) which are hard to observe at
first glance. When γ = 2.5 (our default value), we recover most parts of the shapes in all
cases. The results in column (d) are obtained using γ = 20, which recovers finer details of
the original shapes compared to (c). For example, the sharp tips of the petals, the corners
and T-junctions in the knot, the layers on the bottom of the trophy, and the elongated horns
of the deer.
To quantify the reconstruction results, we compare the orginal discrete shape So =
{(i, j) ∈ Ω∩N2 | I(i, j) = 0}with the reconstructed shape Sr by considering the following
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(a) (b) (c) (d)
Figure 3.7: Shape reconstructed from the medial axis transform. (a) Original shapes. (b)-
(d) The shapes reconstructed from the HJS using (b) γ = 0.9, (c) γ = 2.5, and (d) γ = 20.
Here we fixed ε = 1.5.
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three measures:








Bpn Bias Estimator [213]: Bpn =
|Sr \ So| − |So \ Sr|
|So ∩ Sr|
.
Here | · | denotes the cardinality of a set. Higher values of Jaccard index or Dice similarity
coefficient indicate higher similarity between So and Sr. A positive (negative) Bpn bias
estimator signifies that Sr is an over-(under-) coverage of So, and a zero value means no
bias, i.e., the size of the over-coverage cancels out with the size of the under-coverage.
These measures behave differently. For the Jaccard index, every element in the intersection
is counted once, whereas for the Dice similarity coefficient, every element in the inter-
section is counted twice. In fact, the Jaccard index and the Dice similarity coefficient is
related via J = DSC/(2−DSC), hence, compared to the Dice similarity coefficient, the
Jaccard index is less sensitive to distinct objects, while more sensitive to similar objects.
The Bpn bias estimator provides the additional information for avoiding over-coverage or
under-coverage.
In Table 3.1, we report these measures for the results in Figure 3.7. In all cases, when
we increase γ, the shape reconstructed from the medial axis becomes more similar to the
original shape, which is characterized by the increasing J and DSC. Since we are using
disks with radius enlarged by 1.5 pixels for reconstruction, Bpn’s change their signs from
negative (under-coverage) to positive (over-coverage) as the endpoints of the skeleton ap-
proach the boundary of the original shapes, respctively. For comparison, we also include
these measures when ε = 0. Using ε = 1.5 improves the reconstructions measured by
higher J’s and DSC’s, and it produces less biases quantified by the smaller absolute val-
ues of Bpn’s. We notice that when γ = 0, Bpn’s always remain negative in our examples.
Figure 3.8 provides a further investigation on the effects of varying ε as γ = 2.5 is fixed.
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In both (a) and (b), the maximal rescaled values of J and DSC occur around ε = 1, but to
acquire the minimal bias, larger values of ε are needed. This is due to the fact that we are
using unions of finitely many disks to cover non-convex shapes, and slighly increasing ε
allows balancing the over- and under-fitting. Hence, we recommend ε = 1.5, which leads
to results with highly accurate shape reconstruction and low bias.
Table 3.1: Comparative measures of the reconstruction results in Figure 3.7 (ε = 1.5).
Higher values of J and DSC indicate higher similarity between So and Sr. When Bpn is
positive (negative), Sr is an over- (respctively under-) coverage for So, and when Bpn = 0,
there is no bias. We report these measures when ε = 0 for comparison.
Sakura (1st row)
γ = 0.9 γ = 2.5 γ = 20
ε = 0 ε = 1.5 ε = 0 ε = 1.5 ε = 0 ε = 1.5
J 0.1267 0.1340 0.9566 0.9770 0.9715 0.9816
DSC 0.2247 0.2363 0.9778 0.9884 0.9855 0.9907
Bpn −6.8943 −6.4625 −0.0454 0.0006 −0.0294 0.0187
Knot (2nd row)
γ = 0.9 γ = 2.5 γ = 20
ε = 0 ε = 1.5 ε = 0 ε = 1.5 ε = 0 ε = 1.5
J 0.1714 0.1911 0.9451 0.9719 0.9436 0.9479
DSC 0.2926 0.3209 0.9718 0.9858 0.9732 0.9831
Bpn −4.8351 −4.2234 −0.0581 0.0272 −0.0550 0.0342
Trophy (3rd row)
γ = 0.9 γ = 2.5 γ = 20
ε = 0 ε = 1.5 ε = 0 ε = 1.5 ε = 0 ε = 1.5
J 0.5576 0.5729 0.9641 0.9787 0.9745 0.9832
DSC 0.7160 0.7285 0.9817 0.9892 0.9871 0.9915
Bpn −0.7933 −0.7146 −0.0372 0.0043 −0.0261 0.0170
Deer (4th row)
γ = 0.9 γ = 2.5 γ = 20
ε = 0 ε = 1.5 ε = 0 ε = 1.5 ε = 0 ε = 1.5
J 0.8361 0.8691 0.9324 0.9736 0.9411 0.9662
DSC 0.9108 0.9300 0.9650 0.9866 0.9697 0.9828
Bpn −0.1960 −0.1153 −0.0725 0.0174 −0.0626 0.0332
3.3.4 Performance of Distance Computation
As a natural extension of the Eikonal equation, the fast sweeping algorithm suits our pur-
pose. In this section, we compare the fast sweeping algorithm with a brute-force method,
and the celebrated [207], which is based on an optimization model efficiently solved using
morphological operations.
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(a) Sakura (b) Trophy
Figure 3.8: Effects of varying ε on the comparative measures. Here we plot the values of the
rescaled measures, J , DSC and |Bpn|, against different values of ε, when HJS (γ = 2.5)
is applied to the sakura in the first row and the trophy in the third row of Figure 3.7. Both
plots indicate that using slightly dilated disks improves the reconstruction results.
On a discrete image domain, similarly to definition (Equation 3.1), one may define for
each pixel (i, j) ∈ Ω ∩ N2, its distance to the boundary specified by B by
D[i, j] = min
(i′,j′)∈B
√
(i− i′)2 + (j − j′)2 . (3.11)
The implementation is straightforward, and we present the pseudo-code in algorithm 4. If
there are K boundary points, then the cost of the brute-force method is of the order of
O(KMN), and it can be reduced by focusing only on the interior points of the shape.
The Felzenszwalb-Huttenlocher (F-H) algorithm [207] views the distance transform as
a minimum convolution of two functions. More specifically, the squared Euclidean distance
to the boundary of the shape A ⊆ Ω is obtained via an optimization problem
DF-H(x, y) = min
x′,y′
(
(x− x′)2 + (y − y′)2 + χ∂A(x′, y′)
)
(3.12)
where χ∂A(x′, y′) = 0 if (x′, y′) ∈ ∂A and +∞ otherwise. The discretized version of Equa-
tion 3.12 is efficiently solved via two main steps in each dimension. First, compute the
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Input: I a binary image which takes value 0 for points inside the shape,
and 1 for background points
Compute the set of boundary points B.
Assign D[i′, j′] = 0 for every boundary point (i′, j′) ∈ B.
for (i, j) ∈ Ω \ B with I[i, j] = 0 do
Set D[i, j] = M2 +N2.
for (i′, j′) ∈ B do
if (i− i′)2 + (j − j′)2 < D[i, j] then







Output: Distance map D for the interior points of the shape in I .
Algorithm 4: Distance Computation: A Brute-force Method
lower envelope of parabolas induced by each grid point’s squared Euclidean distance func-
tion; at this stage, the minimum convolution is employed. Second, the distance values at
grid points are filled in by comparing them with the computed lower envelope. The total
computational cost is O(2MN).
We applied theses three methods to the shape of a cat in Figure 3.9 (a). The distance
transform computed using the brute-force method is shown in (b), the distance transform
obtained using the fast sweeping algorithm is in (c), and the distance transform by the
F-H algorithm is in (d). Noticeably, the computation of both fast sweeping algorithm
(141.22 ms) and F-H algorithm (23.16 ms) are much faster than the brute-force method
(3424.08 ms), yet all theses methods produce similar results. The skeletons computed
based on the distance transform of these methods are respectively displayed in (e), (f), and
(g). Notice that compared to (e) and (g), the skeleton in (f) obtained based on the fast-
sweeping has fewer short branches and more robust against small-scale fluctuations on the
shape’s boundary. This was expected since the fast sweeping algorithm’s distance trans-
form approximates a diffusive solution of the Eikonal equation. Hence, (c) can be regarded
as a slightly smoothed version of the exact distance transform.
97
(a)
(b) Brute-force (3424.08 ms) (c) Fast Sweeping (141.22 ms) (d) F-H Algorithm (23.16 ms)
(e) (f) (g)
Figure 3.9: (a) Binary image (537 × 700): a cat silhouette. The distance function is com-
puted by (b) a brute-force method ( algorithm 4), (c) the fast sweeping algorithm ( algo-
rithm 2), and (d) the F-H algorithm [207]. Brighter pixels indicates further distance from
the contour. The F-H algorithm is the fastest, then the fast-sweeping, and the brute-force
is the slowest. (e) shows the skeleton computed based on the distance transform in (b);
(f) shows the skeleton computed based on the distance transform in (c); and (g) shows the
skeleton computed from (d). In all cases, we fixed γ = 2.5.
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3.4 Contour-based Representation – Silhouette Vectorization
A silhouette appears as one of the connected components of an upper or lower set of the
image. More generally, the study of shape promoted by Mathematical Morphology [214]
defines 2D shapes as any such connected component. Silhouettes are essential for the
human perception of shapes, and the distribution of corners along their outlines are closely
linked to the psychophysical models of the visual system [215]. They are also fundamental
to image representation [216] where an image can be decomposed into a tree of connected
shapes ordered by inclusion.
There are various ways to characterize silhouettes. As proved in [217], if a closed sub-
set of the plane has a finite perimeter, then it can be described by its essential boundary,
which is a countable set of Jordan curves with finite length. From digital images, upper-
level sets can be extracted by mere thresholding, in which case they are a finite union of
pixels, bounded by a finite number of Jordan curves made of vertical and horizontal seg-
ments. Using a parametric interpolation such as the bilinear, one can extract the boundary
of a level set as a union of pieces of hyperbolae [218]. In a founding work, Montanari [219]
introduced a polygonal approximation of outlines of rasterized silhouettes. After the dis-
crete boundary is traced, the polygonal vertices’ sub-pixel locations are determined by
minimizing global length energy with an L∞ loss to the initial outline.
In modern computer graphics, describing a silhouette’s boundary as a union of primitive
components, such as line segments, circular arcs, and Bézier curves is more popular for
their real-time rendering [220]. The scalable feature of vetcorization is crucial for 2D
shapes such as logos or fonts, which require printing in different sizes. The geometric
features captured by the vectorization are also important in feature identification [221],
remote sensing [222], and others applications [223, 224, 225].
Common silhouette vectorization methods [226, 227, 228, 229, 230, 223, 231, 232]
consist of two steps: identification of control points and approximation of curves connect-
99
ing the control points. Ramer [227] proposed an iterative splitting scheme for identifying
a set of control points on a polygonal line C such that the Bézier polygon Ĉ defined by
these vertices approximates C in L∞ norm. The Hausdorff distance between Ĉ and C is
constrained to stay below a predefined threshold, and the number of control points is sub-
optimal. More recently, Safraz [232] proposed an outline vectorization algorithm that splits
the outline at corners which are identified without computing curvatures [233], then new
control points are introduced to improve curve fitting.
The control points produced by many methods are near curvature extrema of the outline,
but this may happen by algorithmic convergence rather than by an explicit design. It is well-
known that the direct computation of curvature is not reliable [234]. We shall use the affine
scale-space [235] on curves to detect corners. Our method is related to [236, 237] where the
authors use the Affine Morphological Scale Space (AMSS) [238] to define a morphological
cornerness measure based on the expected evolution of an ideal corner through AMSS. The
authors use a closed-form expression for the evolution of a perfect corner under AMSS as
a “traveling wave”. Their method applies to raster digital images using a finite difference
scheme for AMSS and is expanded to analyze multiple junctions. Our setup here will use
Moisan’s geometric curve evolution scheme [239], which processes a Jordan curve and
ensures a natural sub-pixel positioning of the curvature extrema. Our experience being
that many tips in shapes have a more complex geometry than a straight corner, we do
not use a closed-form expression for their evolution. We rely on the original scale-space
paradigm, that essential features can be detected at coarse scales and then backtracked in
scale space to their initial position. While the name of scale-space [240] is associated
with this method, the invention of the method for shape analysis is much anterior and goes
back to the Japanese school of shape analysis [241], in particular, the founding works of T.
Iijima [242] on character recognition. The methods mentioned above reflect the challenges
of estimating the outline’s curvature on shapes extracted from raster images.
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3.5 Outline of the Affine-scale Space Vectorization Procedure
We introduce a novel vectorization approach [243] fundamentally based on mathematical
advances for their stability and sub-pixel accuracy. The proposed method has three main
steps that work together to find geometrically meaningful control points: it first identifies
(i) curvature extrema of the outline computed at the sub-pixel level, by (ii) backpropagating
control points detected as curvature extrema at coarser scale in the affine scale-space, then
(iii) computing piecewise least-square cubic Bézier joining these control points while fitting
the smoothed outline with a predefined accuracy. We describe the outline of the method
here, and leave the details in later sections.
On a rectangular domain Ω = [0, H]×[0,W ] ⊂ R2 withH > 0 andW > 0, a silhouette
is a compact subset S ⊂ Ω whose topological boundary ∂S, the outline, is a piecewise
smooth curve. Suppose S is shown in a raster binary image I : Ω ∩ N2 → {0, 255}, that
is, the set of black pixels
S = {(i, j) ∈ Ω ∩ N2 | I(i, j) = 0}
approximates S. We assume that S ∩ ∂Ω = ∅. The main objective of this paper is to
find a cubic Bézier polygon close to ∂S in the Hausdorff distance such that the vertices
are geometrically meaningful. As a result, the proposed algorithm takes any binary raster
image and converts it to an SVG file with compact size.
Figure 3.10 shows the overview of the proposed method. From the input image (a),
which is a pixelized raster image, bilinear outlines are computed in (c), and affine scale-
space is used to find the control points in (f). By cubic Bézier polygon, the vectorized result
is presented in (g). Images (a) and (h) show the zoom-in of one of the corners, which illus-
trates a sharp representation of the given raster image in the vectorized form. Every step
is designed to fully explore mathematically and geometrically meaningful features of the
silhouette, utilizing the techniques which promote affine invariance. This approximation
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Figure 3.10: A flowchart of the proposed method. (a) A given raster image of a cat’s
silhouette. (b) Zoom-in of (a). (c) Extracted bilinear outline of (a). (d) Inversely tracing the
curvature extrema along the affine shortening flow. (e) The vectorized outline of (a) with
control points marked as red dots. (f) Zoom-in of (e). (g) Vectorized result of silhouette (a)
by the proposed method. (h) Zoom-in of (g). Notice the improvement from the given raster
image (a) to the proposed method’s result in (g), as well as the zoom of (b) and (h).
guarantees subpixel accuracy in reconstruction.
There are mainly three steps in our proposed vectorization method.
• Computation of sub-pixel curvature (section 3.6): In the first step, we find the outline
curvature extrema by computing curvatures of the bilinear level lines at arbitrary resolu-
tions [244]. Compared to the conventional finite difference approach, this method yields a
more accurate and visually conformal evaluation of the curvatures. It is essential to smooth
the level lines first when working with raster images [219]. The affine shortening [235] pre-
serves affine invariants of the outline while effectively reducing the staircase effects [245].
To avoid grid-dependence, we use a fully consistent geometric scheme [239] for the affine
shortening partial differential equation.
• Identification of control points (section 3.7) Secondly, we propose to use Witkin’s scale
space strategy [240] adapted to the affine scale space to identify the geometrically mean-
ingful control points. To sort out the “real curvature extrema” in the initial fine-scale curve,
which is noisy and aliased, the affine scale space is applied to the initial curve. The initial
curve has many curvature extrema, but most of them are irrelevant to the general shape.
Using the scale-space approach, the (fewer) curvature extrema detected at a coarser scale
are traced back to the initial fine-scale outline. Since the curve’s normal direction at any
scale is well-defined, we identify and trace back the curvature extrema from the coarser
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scale to the finer scale by reversing the affine scale space in the normal direction. Note that
Witkin’s scale space strategy was used to detect the signal’s or image’s gradient’s relevant
extrema, namely those that persist after applying the heat equation to the initial datum.
In this paper, the scale-space strategy is used, not to detect image edges, but to identify
relevant curvature extrema.
• Refinement of control points (section 3.8). In the final step of our vectorization, we fit
piecewise cubic Bézier curves to the outline’s segments joining the control points. Similar
to [229], we set a threshold for the global error, and our algorithm adaptively inserts new
control points to guarantee that accuracy. We also consider the degenerate cases where
no curvature extrema are identified, e.g., a circle or a smoothly varying planar curve in a
high-resolution image.
In the following sections, we present the details.
3.6 Sub-pixel Curvature Extrema Localization
Our control points are largely derived from the outline’s curvature extrema. To compute
sub-pixel curvatures, we start with the bilinear interpolation [244] u : Ω → [0, 255] such
that
u(i+ 1/2, j + 1/2) = I(i, j) , (i, j) ∈ Ω ∩ N2 .
Here brc is the floor function giving the greatest integer smaller than the real number r.
For any λ ∈ (0, 255), the level line of u corresponding to λ is defined as Cλ = {(x, y) ∈
Ω | u(x, y) = λ}. It approximates the discrete outline as a piecewise C2 Jordan curve
except for at finitely many points, e.g., saddle points [246]. Fixing any non-integer λ∗ ∈
(0, 255), Cλ∗ is either piecewise linear (horizontal or vertical) or a part of a hyperbola whose
asymptotes are adjacent edges of a single pixel.
Due to pixelization, Cλ∗ shows strong staircase effects [245], which causes unstable
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curvature computation. Such oscillatory behavior is effectively reduced by the affine short-
ening flow [245, 235] by evolving the noisy curve C by the following time-dependent PDE
∂C(s, t)
∂t
= κ1/3(s, t)N(s, t) , C(s, 0) = C(s) , t ≥ 0 (3.13)
till some short time T0 ≥ 0. Here each curve C(·, t) is arc-length parametrized s ∈
[0,Length(C(·, t))] for any t, κ denotes the signed scalar curvature, and N is the inward
unit normal at C(s, t). This process is independent from the viewpoint on the shape [247,
248].
Denoting the smooth bilinear outline by Γλ∗ , at any vertex P ∈ Γλ∗ , its unit normal di-
rection N(P ) is computed by central difference, and its curvature κ(P ) is approximated
by the curvature of the circumcircle that passes through three consecutive vertices on
Γλ∗ [249]. The discrete curvature values can be obtained at arbitrary resolution based on
the sampling frequency applied to the bilinear outline Cλ∗ .
3.7 Affine Scale-space Control Points Identification
The curvature extrema computed above capture the abrupt geometrical changes in the
smooth bilinear outline, but they are sensitive to noise. We propose to filter the control
points by incorporating varying geometric scale of the outline based on the affine scale-
space.
3.7.1 Backward Tracing via Inverse Affine Shortening Flow
The set of solutions of Equation 3.13 at different time t ≥ 0, i.e., {C(·, t)}t>=0 defines an
affine scale-space [235], and the non-negative parameter t is called scale. This parametric
space satisfies the causality:
Proposition 3.7.1. [235] In the affine invariant scale-space of a planar curve, the number
of extrema of Euclidean curvature is a nonincreasing function of time.
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In other words, every curvature extremum on the curve at a coarser scale. i.e., at larger t,
is the continuation of at least one of the extrema at a finer scale, i.e., at smaller t. The lack of
one-to-one correspondence is due to the possibility of multiple extrema (e.g., two maxima
and one minimum) merging to a single one during the evolution. By tracing curvature
extrema from the coarser scales to the finer scales, the resulting extrema are robust to noise
and help capture prominent corners.
We define the control points as the curvature extrema on Γλ∗ which persist across differ-
ent scales in its affine scale-space. Given a sequence of discrete scales t0 = 0 < t1 < · · · <
tK for some positive integer K, we obtain the curve C(·, tn) at scale tn by the affine short-
ening flow Equation 3.13 for n = 0, 1, . . . , K. For any 1 ≤ n ≤ K, the affine shortening
flow Equation 3.13 is approximated as
C(s, tn)− C(s, tn−1)
tn − tn−1
= (κn(s))1/3Nn(s) + r(s) , (3.14)
where κn and Nn denote the curvature and normal at the scale tn, and r is a remainder such
that ||r(s)|| = O(tn − tn−1). Rearranging Equation 3.14 gives
C(s, tn−1) = C(s, tn)− (tn − tn−1)(κn(s))1/3Nn(s)+
(tn − tn−1)r(s) .
This expression shows that, if tn − tn−1 is sufficiently small, by following the opposite
direction of the affine shortening flow at C(s, tn), that is,
−sign(κn(s))Nn(s) ,
we can find C(s, tn−1) nearby. Here sign(r) denotes the sign function which gives +1 if
r > 0, −1 if r < 0 and 0 if r = 0. This gives a well-defined map from the curve at a
coarser scale tn to a finer scale tn−1 via the inverse affine shortening flow.
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Starting from K, for any curvature extremum XK on CK = C(·, tK), we set up the












||X −XK || < D, and
X is a curvature extremum on CK−1,
where D > 0 is a positive parameter that controls the closeness between X and XK , and
α enforces that the direction of X − XK is similar to that of the inverse affine shortening
flow. The problem Equation 3.15 looks for the curvature extremum on CK−1 in the D-
neighborhood of XK that is the nearest to the line passing XK in the direction of the
inverse affine shortening flow. When D and α are properly chosen, if Equation 3.15 has
one solution, we define it to be XK−1. If Equation 3.15 has multiple solutions, we choose
the one with the shortest distance from XK to be XK−1. In case multiple solutions are
having the same shortest distance from XK , we arbitrarily select one to be XK−1. In
practice, if Equation 3.15 has a solution, it is almost always unique.
We repeat Equation 3.15 for decreasingK−1,K−2, . . . , 0. Either the solutions always
exist until the scale t0, or there exists some m ≥ 1, such that Equation 3.15 at tm does not
have any solution. In the first case, we call XK a complete point, and in the second case,
we call it incomplete. For each curvature extremum XK on CK , we construct a sequence
of points L(XK) that contains the solutions of Equation 3.15 for K,K − 1, K − 2,. . . ,
starting at XK in a scale-decreasing order. If XK is complete, then L(XK) has exactly
K + 1 elements, and we call the sequence complete; otherwise, the size of L(XK) is
strictly smaller than K + 1, and we call the sequence incomplete.
We define the last elements of the complete sequences as the candidate control points,
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and denote them as {Oi(tK)}M(tK)i=1 . These points are ordered following the orientation of
Γλ∗ . The parameter tK in the parenthesis indicates that the candidate control points are
associated with the curvature extrema identified at the scale tK . When the scale tK is fixed,
we simply write {Oi}Mi=1.
This inverse affine scale-space approach prioritizes the curvature extrema, which persist
across different affine shortening flow scales. This step is essential in keeping geometrically
meaningful control points and reducing the total number of control points.
3.7.2 Degenerate Case
When the underlying silhouette is a disk or has a smoothly varying boundary, provided that
the image has a sufficiently high resolution, there may not be any candidate control points
identified on Γλ∗ associated with the curvature extrema at scale tK . We call it a degenerate
case.
If S is a disk, the vectorization only requires its center and radius. We use the isoperi-
metric inequality to determine if Γλ∗ represents a circle: for any closed plane curve with
area A and perimeter L, we have 4πA ≤ L2 and the equality holds if and only if the
curve is a circle. In practice, we decide that Γλ∗ is a circle only if the corresponding ratio
1− 4πA/L2 is sufficiently small. By this criterion, if Γλ∗ is classified as a circle, its center
and radius are easily computed by arbitrarily three distinct points on Γλ∗ . For numerical
stability, we take three outline points that are equidistant from each other. Otherwise, we
insert a pair of most distant points on Γλ∗ to be the candidate control points. An efficient
approach for finding these points is to combine a convex hull algorithm, e.g., the monotone
chain method [250], which takes O(N logN) time, with the rotating calipers [251], which
takes O(N) time. Here N is the number of vertices of the polygonal line Γλ∗ .
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3.8 Adaptive Cubic Bézier Polygon Approximation
After the control points are identified from the affine scale-space, H := {Oi}Mi , we adjust
H by deleting non-salient sub-pixel curvature extrema and inserting new control points for
guaranteeing a predefined accuracy. This adaptive approach yields a cubic Bézier polygon
B(H) whose vertices are points in H and edges are cubic Bézier curves computed by least-
square fittings.
3.8.1 Bézier Fitting with Chord-length Parametrization
A cubic Bézier curve is specified by four points B0, B1, B2, and B3. Its parametric form is
B(s) = (1− s)3B0 + 3(1− s)2sB1+
3(1− s)s2B2 + s3B3 ,
for s ∈ [0, 1]. Specifically, it has the following properties: (i) B0 and B3 are the two
endpoints for B(s); and (ii) B1 −B0 is the right tangent of B(s) at B0, and B2 −B3 is the
left tangent at B3. To approximate a polygonal line segment Σ = {P0, P1, . . . , PN}, we
find a cubic Bézier curve that is determined by B0 = P0, B1, B2, and B3 = PN such that





Pi − ((1− s̃i)3B0 + 3(1− s̃i)2s̃iB1+
3(1− s̃i)s̃i2B2 + s̃i3B3)
)2
(3.16)
is minimized. Here s̃i = (
∑i
k=1 ||Pk − Pk−1||)/(
∑N
k=1 ||Pk − Pk−1||) is the chord-length
parameter for Pi with i = 0, 1, . . . , N . We note that Equation 3.16 is used to initialize an
iterative algorithm in [252] for a more accurate Bézier fitting. The benefit of this approxi-
mating setup is that we have closed-form formulae [229] for the minimizing Bj , j = 1, 2,
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Hence we gain computational efficiency.
3.8.2 Control Point Refinement: Deletion of Sub-pixel Extrema
Recall that the candidate control points H = {Oi}Mi=1 in section 3.7 are curvature extrema
at sub-pixel level. Hence they may not reflect salient corners of the silhouette. To remove
spurious sub-pixel extrema from H , we compare the left tangent and right tangent at each
candidate control point.
We take advantage of the second property of cubic Bézier curves mentioned in subsec-
tion 3.8.1. For i = 1, . . . ,M , we fit a cubic Bézier to the polygonal line segment whose set
of vertices is
{Oi = Pj(i), Pj(i)+1, . . . , Pj(i+1) = Oi+1} ,
where we take OM+1 = O1, and obtain the estimated defining points Bi,1 and Bi,2 for the
Bézier curve. The left and right tangent at Oi are computed as
T−i = Bi−1,2 −Oi , T+i = Bi,1 −Oi , (3.17)
respectively, where B−1,2 = BM,2. These tangent vectors are associated with all the points
between neighboring candidate control points. Therefore, the angle formed by T−i and T
+
i
measures the sharpness of Γλ∗ at Oi from a more global perspective. We delete Oi from the
set of candidate control points H if
〈T+i , T+i 〉
||T+i || ||T−i ||
+ 1 < ε ,
for some small ε > 0. It is equivalent to the condition that the angle between T+i and T
−
i is
close to π. The set H is updated with the remaining control points.
When all the candidate control points {Oi}Mi=1 are removed after this procedure, we
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encounter a degenerate case. If the underlying outline is a circle, we compute the center
and radius; if it is not, we take the most distant pair of outline points to update H .
3.8.3 Control Point Refinement: Insertion for Accuracy
The candidate control points in H split the outline Γλ∗ into polygonal line segments, each
of which is approximated by a cubic Bézier using least square fitting as described in sub-
section 3.8.1. We obtain a Bézier polygon that approximates Γλ∗ , denoted by B(H). A




where dist(Pi,B(H)) = infP∈B(H) ||Pi − P || is the distance from Pi to the curve B(H).
It is desirable that the user can specify the threshold for the error, τe > 0. To guarantee
that e ≤ τe, we apply the splitting strategy [227] which inserts Pnew ∈ Γλ∗ to H as a new
control point if
dist(Pnew,B(H)) > τe , (3.19)
and among those points on Γλ∗ satisfying Equation 3.19, the distance from Pnew to B(H)
is the largest. After the insertion, we fit Γλ∗ using a Bézier polygon based on the new set
of control points in H . If the error of the newly fitted Bézier polygon is still greater than
τe, we insert another point based on the same criterion. This series of insertions terminates
once the condition e ≤ τe is met.
Finally, B(H) with the updated set of control points H gives a Bézier polygon that
approximates the outline ∂S. With its interior filled with black, we obtain the vectorized
silhouette for S from the raster image I .
Remark 3.8.1. For a further reduction on the size of H , we may consider an optional step
to merge neighboring Bézier cubics if the union of the underlying polygonal line segments
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can be approximated by a single Bézier cubic via Equation 3.16 with an error below τe.
We can regard the insertion in subsection 3.8.3 as controlling the data fidelity, and the
simplification described here as minimizing the complexity of an estimator. Alternatively
iterating these procedures provides a numerical scheme for a constrained optimizing prob-
lem minH⊆Γλ∗ |H| under the constraint that maxPi∈Γλ∗ dist(Pi,B(H)) ≤ τe, where |H|
denotes the number of elements in H . For any τe ≥ 0, it always has a solution, yet the
uniqueness largely depends on the geometric structure of Γλ∗ .
3.9 Numerical Experiments on Silhouette Vectorization
We present a comprehensive set of numerical experiments to evaluate and compare the
proposed algorithm’s performance for the criteria of compression, accuracy, stability, com-
plexity, and repeatability. We start with a description of the data and implementation de-
tails.
3.9.1 Data Preparation and Parameter Settings
After obtaining the SVGs from [253], we rasterized them as PNG images, which were
used as inputs in the following experiments. The inputs were either binary or gray-scale.
We extracted the level line for λ∗ = 127.5 to approximate the outlines throughout the
experiments.
To solve Equation 3.13, we apply the fully consistent geometric scheme [239] which
is independent of grid discretization. Consequently, the scale parameter t is conveniently
replaced by a chord-area parameter σ. The scale T0 for the initial smoothing (section 3.6)
required for curvature computation thus corresponds to some smoothness parameter σ0.
The computed discrete curvatures are filtered by moving average with periodic boundary
condition to suppress the noise. A curvature extremum is identified only if it has absolute
value greater than its neighbors and above 0.001. For the parameters in Equation 3.15,
we fixed D = 10 and α = 0.9. During the inverse tracing ( subsection 3.7.1), K = 4,
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and since the sequence of scales {tk}Kk=1 can be replaced by chord-area parameters, the
curvature extrema were traced for scales corresponding to chord-areas k∆σ, k = 1, 2, 3, 4
respectively, where ∆σ = 0.5. The threshold for the degenerate case (subsection 3.7.2) is
set to be 0.005.
By default, we set the error threshold τe = 1, so that the vectorized outline was guaran-
teed to have sub-pixel accuracy; and the smoothness parameter σ0 = 1. Table B.1 collec-
tively displays the silhouettes used in the following experiments.
3.9.2 General Performance
We present some results of our proposed algorithm in Figure 3.11. In (a), we have a sil-
houette of a cat. It has a single outline curve that contains multiple sharp corners on the
tail, near the neck, and around the paws. These features provide informative visual cues for
silhouette recognition, and our algorithm identifies them as control points for the silhouette
vectorization shown as the red dots in (b). The outline of a butterfly in (c) has multiple
connected components. In addition to the control points corresponding to corners, we ob-
serve in (d) some others on smooth segments of the outline. They are inserted during the
refinement step of our algorithm, where a single Bézier cubic is inadequate to guarantee the
accuracy specified by the error threshold τe = 1. In (e), we show a tessellation of words,
and (f) presents the vectorized result. The input is a PNG image of dimension 1934× 1332
and takes 346 KB in the storage. In contrast, its silhouette vectorization, saved as an SVG
file, has 2683 control points and takes 68 KB if the coordinates are stored in float. In this
example, our algorithm provides a compression ratio of about 80.35%. The total compu-
tational time for this case only takes 0.83 seconds. We also compared the resulted size
with the lossy compression format JPG to show that the proposed method has a superior
compression ratio. More statistics are summarized in Table 3.2.
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Figure 3.11: General performance. (a) Cat and (b) its vectorized outline (42 control points).
(c) Butterfly and (d) its vectorized outline (158 control points). (e) Text design and its
vectorized outline (2683 control points). Each red dot signifies the location of a control
point. (g) Two letters exerted from (e) scaled up with the same magnitude. (h) Zoom-in of
the vectorization (f) on the two letters in (g).
Table 3.2: Performance of the proposed method applied to examples in Figure 3.11. The
compression ratios are displayed for PNG and JPG, respectively. ∗We note that the PNG
image in (a) has a single channel, thus converting it to JPG increases the size.
Shape *(a) (c) (e)
PNG Size 5 KB 178 KB 346 KB
JPG Size 11 KB∗ 35 KB 155 KB
Result Size 2 KB 5 KB 68 KB
Ratio (PNG) 60% 97.19% 80.35%
Ratio (JPG) 81.82% 85.71% 56.13%
Proc. Time 0.10 Sec. 0.15 Sec. 0.83 Sec.
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3.9.3 Tests on Degenerate Cases
An important feature of our algorithm is that it has flexibility for degenerate cases, where
the silhouette does not have identifiable curvature extrema on its outline, e.g., Figure 3.12
(a). Once our algorithm classifies the outline as a circle, instead of fitting Bézier cubics,
it directly approximates the center and radius of the circle and draws a perfect circle. See
Figure 3.12 (b). We note that Bézier curves cannot perfectly fit a circle [254], and it requires
more than 6 distinct control points, whereas we only need one control point for the center
and one scalar for the radius.
Figure 3.12 (c) shows another degenerate case. It consists of a rectangle in the mid-
dle and two half disks attached on its opposite sides, whose diameters are equal to the
rectangle’s height. This particular silhouette has no strict curvature extrema on its outline.
By computation, its area is 172644 and perimeter is 1742.07; since 4πArea/Perimeter2 =
4× π × 172644/(1742.07)2 = 0.7149 < 1, the outline is not a circle. Hence the algorithm
inserts a pair of most distant points on the outline, the left-most and the right-most points
in this case, and conducts the Bézier fitting routine for the non-degenerate cases.
The design of this special procedure for degenerate cases is important for two reasons.
First, it makes the algorithm adaptive to image resolutions. If we reduce the resolution of
(c) from 774 × 320 to 144 × 58, whose magnified version is shown in (e), due to strong
pixelization, all the control points are identified as local curvature extrema. (f) shows the
magnified vectorization of the low-resolution image. Second, it improves the compression
ratio. To fit a circle using a Bézier polygon requires at least two pieces of cubics; hence
we need to store the coordinates of at least 6 points. With our algorithm, only the center’s
coordinate and the value of the radius are required, which saves the space for 9 float or int
type data. Figure 3.12 (g) shows mixture of degenerate and non-degenerate outline curves.
The vectorization in (h) shows that the circles are represented as perfect circles, and the
others are represented as Bézier polygons.
114
Figure 3.12: Degenerate cases. In (a) and (c), no candidate control points were identified.
Our algorithm handles such situations by checking if the outline is a circle. If it is, e.g.
(a), the center and radius are computed, and a circle is drawn without Bézier fitting; hence,
there is no control point (red dots) on the vectorized outline (b). The blue dot indicates the
center of the circle. If it is not a circle, e.g., (c), a pair of most distant points are inserted to
initiate the Bézier fitting, such as in (d). (e) shows the low-resolution version of (c), and (f)
displays its vectorization. When the resolution is low, all the control points are identified
curvature extrema. In (g), three of the outline curves are identified as circles, and the others
are fitted by Bézier polygons. (h) shows the vectorized result.
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3.9.4 Effect of the Error Threshold τe
The error threshold τe controls the accuracy of the Bézier polygon approximating the out-
line. When the value of τe is reduced, the user requires higher accuracy of the Bézier fitting.
Since any Bézier cubic contains at most one inflection point, a single cubic only allows a
limited amount of variations. Hence, by adding more control points to split the outline into
shorter segments, the specified accuracy is achieved.
To better illustrate the effect of varying the threshold τe, we computed in percentage the
reduction of the number of control points when the threshold is τe > 0.5 compared to that




× 100% , τe > 0.5 . (3.20)
Here #C(τe) denotes the number of control points when the threshold is τe. Figure 3.13
(a) shows the average values and the standard deviations of Equation 3.20 when we apply
the proposed method to the 20 silhouettes in our data set. We observe that when τe < 1, the
effect of increasing τe is the strongest: the number of control points reduces exponentially.
On average, the percentage curves show inflection points around τe = 1, that is, when the
fitted Bézier polygon has a distance to the sub-pixel outline smaller than 1 pixel. After
passing τe = 1, increasing τe has less impact on the variation of the number of control
points. For even larger values of τe, there is almost no need to insert new control points,
and the corresponding control points are closely related to the corners of the outline. This
is justified by the regression in Figure 3.13 (b), where each point represents a silhouette
in our data set. It shows that there is a positive relation between the number of corners
computed by the Harris-Stephens corner detector [255] and the number of control points
when τe = 10.0, which is relatively large.
With τe  1, the silhouette representation is more compact yet less accurate. With
small values of τe < 1, we have a more accurate representation yet less efficient. Hence,
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Figure 3.13: (a) For the 20 silhouettes in our data set (Table B.1), the solid curve shows
the average relative reduction of the number of control points ρ(τe) Equation 3.20, and
the dashed curves indicate the standard deviations. (b) The positive relation between the
number of control points when τe = 10.0 is large and the number of corners of a silhouette.
Each dot represents a sample in our data set. The red curve is computed by linear regression
with a goodness of fit R2 = 0.75592.
we would recommend τe = 1.
3.9.5 Effect of the Smoothness Parameter σ0
The smoothness parameter σ0 adjusts the regularity of the smooth bilinear outline, which
approximates ∂S. With larger values of σ0, oscillatory features of the given outline are
suppressed. With smaller values of σ0, the vectorized silhouette preserves sharp corners.
Figure 3.14 demonstrates this effect of σ0. We applied the proposed method using
σ0 = 2.0, 1.0 and 0.5 on the silhouette of a tree (a), and the zoom-ins of vectorization results
within the boxed region of (a) are presented in (b), (c), and (d), respectively. Observe that
the zig-zag around the tree’s silhouette is better preserved by reducing σ0. As a trade-off,
this introduces more control points to recover the sharpness of the outline.
3.9.6 Qualitative Comparison with Feature Point Detectors
Our algorithm produces a set of informative point features of the outline. They include
the control points which separate the outline curves into segments for cubic Bézier fitting
and the centers of circles. In Figure 3.15, we compare the distribution of these points
117
Figure 3.14: Effect of the smoothing parameter σ0. (a) A silhouette of a tree where the
boxed region is examined in detail. Vectorization using (b) σ0 = 2.0 (362 control points)
(c) σ0 = 1.0 (448 control points), and (d) σ0 = 0.5 (500 control points). With smaller
values of σ0, the vectorized outline is sharper, and the number of control points increases.
with the results of some extensively applied feature point detectors: the Harris-Stephens
corner detector [255], the features from Accelerated Segment Test (FAST) detector [256],
the Speeded Up Robust Features (SURF) detector [257], and the Scale-Invariant Feature
Transform (SIFT) [258].
The Harris-Stephens corner detector is a local auto-correlation based method. It locally
filters the image with spatial difference operators and identifies corners based on the re-
sponse. In (a), the Harris-Stephens corner detector identifies all the corners except for the
one on the label’s right side. The set of control points produced by our algorithm contains
all the corners found by the Harris-Stephens detector plus the missed one.
The FAST detector only considers the local configurations of pixel intensities; hence
it is widely applied in real-time applications. From (b), we see that FAST identifies all
the prominent corners the same as our method. Similarly to (a), there are no FAST points
identified around the balloon. However, on the circular outline at the center, FAST detects
multiple false corners; this illustrates how our algorithm is robust against pixelization.
The SURF detector combines a fast Hessian measure computed via integral images and
the distribution of local Haar-wavelet responses to identify feature points that are scale-
and translation-invariant. It is similar in that it utilizes the Gaussian scale-space and scale-
space interpolation to localize the points of interest. The SURF points are marked over
scales; hence we see most of the green crosses in (c) form sequences converging toward the
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Figure 3.15: Comparison between the control points (red dots) plus the centers of circles
(blue dots) produced by the proposed algorithm and other point feature detectors (green
crosses). (a) Compared with the Harris corner detector [255]. (b) Compared with the
FAST feature detector [256]. (c) Compared with the SURF detector [257]. (d) Compared
with the SIFT detector [258]
outline. These limit points correspond precisely to our control points (red dots) distributed
over the outline, including those around the balloon. Moreover, there is a SURF point at
the center of the circular hole in the label, which overlaps with our identified center of the
circle (blue dot). Rather than showing feature points over scales, our method locates them
directly on the original outline. In (c), notice that our identified points are much simpler
compared to SURF points.
SIFT detects scale-invariant features of a given image. As shown in (d), SIFT success-
fully indicates the presence of corners and marks the balloon’s centers as well as the label,
which are visually robust features of the silhouette. Our method focuses on the outline
instead of the interior points and provides interesting boundary points’ locations exactly.
Around the balloon, the symmetric distribution is compatible with the SIFT point at the
center.
The set of control points plus the centers of circles produced by our algorithm is com-
parable to some of the frequently used feature point detectors in the literature. Hence, in
addition to being an effective silhouette vectorization method, the identified control points
can be used for other applications where feature point detectors are needed.
119
3.9.7 Quantitative Comparison with Feature Point Detectors
To further justify that our method can be applied as a stable point feature detector for
silhouettes, we compared the techniques discussed above with ours by quantitatively eval-
uating their performance for the repeatability ratio [259]. This ratio measures the geometric
stability of the detected feature points under various transformations.
In particular, for each method, given any angle θ, 0◦ < θ < 360◦, we rotated the sil-
houettes in the first column of Figure 3.16 with respect to their centers by θ respectively,
recorded the detected feature points, applied the inverse transform on these points by rotat-
ing them back by −θ, then compared their positions with the feature points detected on the
original silhouette. Let nrepeat = 0. For any rotated feature point, within its ε-neighborhood,
if we find at least one feature point on the original silhouette, we increase nrepeat by 1. The




where n0 denotes the number of feature points detected on the original silhouette, and
ntransform is the number of feature points detected on the transformed one. During the angle
(or scale) changes, this value staying near 1 indicates that the applied method is invariant
under rotation (or scale). We fixed ε = 1.5 for this experiment.
The second column of Figure 3.16 shows the repeatability ratios under rotations. The
set of feature points produced by our method has superior stability when the silhouette is
rotated by arbitrary angles. In contrast, the other detectors have low repeatability ratios, es-
pecially when the silhouette is turned almost upside-down. Moreover, our method performs
consistently well for silhouettes with different geometric features. The house silhouette has
straight outlines and sharp corners; the butterfly silhouette is defined by smooth curves; and
the fish silhouette has prominent curvature extrema which are not perfect corners.
For the third column of Figure 3.16, we computed the repeatability ratios when the
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Figure 3.16: Repeatability ratios of the methods in comparison when the silhouettes in the
first column are rotated or scaled. Notice that the blue lines (proposed method) are near 1.
The performance of our method is the most consistent across these different silhouettes.
transformation is replaced by scaling. Observe that our method is comparable with other
detectors, and it is the most consistent one across these different silhouettes.
3.9.8 Comparison with State-of-the-art Software
There are many software available for image vectorization, e.g., Vector Magic [260], Inkspace [261],
and Adobe Illustrator 2020 (AI) [262]. In the following set of experiments, we compare
our method with these software using the number of control points generated for given
silhouettes as a criterion. This quantity is equal to the number of curve segments used for
approximating the outline, and a smaller value indicates a more compact silhouette repre-
sentation.
For comparison, after acquiring SVG files of various silhouettes, we rasterized them
and used the PNG images as inputs. Table 3.3 summarizes the results. For Vector Magic,
we tested three available settings: high, medium, and low for the vectorization quality.
For AI, we chose the setting“Black and White Logo”, as it is suitable for the style of our
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inputs. We also include the results when the automatic simplification was used, which are
marked by daggers. For Inkspace, we used the default parameter settings. As shown by the
mean relative reduction values on the number of control points in the last row, our method
produces the most compact vectorization results.
With such an effective reduction in the number of control points, it remains to verify
that our method does not over-simplify the representation. We show a detailed comparison
in Figure 3.17 between our proposed method and AI. In particular, we used AI without
simplification and our method with two sets of parameters: σ0 = 1, τe = 1 and σ0 = 0.1,
τe = 0.5. We note that σ0 specifies the smoothness of the recovered outline, and τe controls
the accuracy. Notice that our method gives fewer control points under these settings, and
our results preserve more details of the given silhouettes, for example, the strokes on the
scales at the bottom and the sharp outlines on the rear fin.
3.9.9 Quantitative Study of Efficiency and Accuracy
We quantified AI’s performance and our method by comparing the given image I and the
image I ′ rasterized from the vectorization result. Denote S0 = {(x, y) ∈ Ω∩N2 | I(x, y) <
127.5} and Sr = {(x, y) ∈ Ω ∩ N2 | I ′(x, y) < 127.5} as the interior pixels of the given
silhouette and the reconstructed one. We evaluated the accuracy of approximating S0 using





Higher values of DSC (0 ≤ DSC ≤ 1) imply a better matching between two silhouettes.
We evaluated the performance with wide ranges of parameters for both AI and the proposed
method. For AI, we tested various combinations of the curve simplification parameter µ
(0%–100%) and the corner point angle threshold γ (0◦–180◦). For our method, we used
different combinations of τe and σ0. Roughly speaking, µ in AI corresponds to τe in ours,
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which controls the approximating accuracy, and γ in AI corresponds to σ0 in ours, which
adjusts the smoothness of the vectorized outline. Figure 3.18 plots the number of con-
trol points against the corresponding DSC values for various parameter settings in both
methods. In (a), we fixed the sharpness requirement, i.e., fixed γ = 150◦ (default value
for the automatic simplification used in AI) and fixed σ0 = 1, and varied µ for AI (the
blue curve) and τe for ours (the red curve). On the blue curve, larger dots correspond to
smaller values of µ; on the red curve, larger dots correspond to larger values of τe. Moving
from left to right along both curves indicates more accurate outline approximations. The
red curve staying below the blue one, compared to AI, means that our method produces
fewer control points while achieving the same level of DSC values. In (b), we present
the results of AI using a simplification specified by a set of combinations of parameters
(γ = 0◦, 10◦, . . . , 180◦, µ = 0%, 10%, . . . , 100%). They are organized so that each blue
curve corresponds to a fixed value of γ; higher curves (lighter shades of blue) correspond to
larger values of γ while moving from left to right (smaller sizes of dots) along each of the
curves corresponds to decreasing µ. The red curve shows our results using different values
of τe when the merging is applied, and σ0 is fixed at 0.5. From left to right, the value of τe
decreases. Observe that the red curve gives a close lower bound for the blue curves when
DSC< 0.93. For higher requirements on the accuracy (DSC> 0.93), our method again
shows superior efficiency: it requires fewer control points to reach larger DSC values. In
contrast, for AI, the best DSC value it can achieve is around 0.95, and adding more control
points does not bring any improvement.
3.10 Summary
In this chapter, we considered two types of shape pattern representation via shape skele-
tons and silhouette vectorization. For the skeleton approach, we discussed the flux-ordered
thinning algorithm proposed by [191], which we referred to as the Hamilton-Jacobi Skele-
ton (HJS), and described an implementation of this method for extracting skeletons of 2D
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Table 3.3: Comparison with image vectorization software in terms of the number of con-
trol points. We compared with Vector Magic (VM), Inkspace (IS), and Adobe Illus-
trator 2020 (AI). For VM, we report the number of control points using three settings:
High/Medium/Low. For AI, the values with dagger† indicate the numbers of control points
produced by the automatic simplification. The input image dimensions are 581 × 564,
625× 598, 400× 390, 903× 499, 515× 529, and 1356× 716 from top to bottom. We also
report the mean relative reduction (MRR) of the number of control points computed for the
results above.
Number of Control Points (#C)
Test Image Original VM IS AI Proposed
405 248/256/245 330 280 (193†) 168
611 359/343/325 383 340 (293†) 222
682 296/294/263 272 211 (128†) 120
1434 915/828/715 932 698 (462†) 379
4434 2789/2582/2370 3292 2120 (1431†) 1407
6664 5470/5218/4955 6493 4870 (3441†) 2810
MRR — 37..97%/40.55%/45.01% 29.88% 45.79% (61.58%†) 67.38%
Figure 3.17: Comparison among the given raster image (red boxes), AI (orange boxes), the
proposed with σ0 = 1, τe = 1 (green boxes), and the proposed with σ0 = 0.1, τe = 0.5
(blue boxes). With smaller numbers of control points (#C), our method preserves better
the geometric details of the given silhouette.
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Figure 3.18: (a) Comparison between AI (γ = 150◦) and the proposed method (σ0 = 1)
when the complexity parameters (µ for AI, τe for ours) vary. The circled dot corresponds
to our default setting. (b) Comparison between AI with simplification specified by various
combinations of µ and γ, and the proposed method using merging with fixed σ0 = 0.5
and varying τe. In both figures, smaller dots indicate higher levels of complexity for AI
(µ) and the proposed method (τe), respectively. A dot locating to the right indicates higher
accuracy, and a dot in a lower position implies higher efficiency.
shapes from binary images. As a natural extension of the PDE framework, we updated
a part of the algorithm computing the distance transformation by the fast sweeping al-
gorithm [202], which improves the efficiency. The robustness of the identified skeleton
against boundary perturbations can be adjusted via a single parameter γ > 0. For arbitrary
shapes, we recommend fixing γ = 2.5 which produces the principal skeleton component
and some branches indicating highly irregular features on the boundary. By applying HJS
to a fixed shape using varying values of γ, we can obtain a multi-scale shape representation
analogous to the approach considered in frequency component analysis. We investigated
the special case where γ < 1 by exploring its connection to the homotopy type of a given
shape and illustrating its usage as a deficiency detector for binary shapes. Moreover, we
tested the skeleton identified by HJS as a tool for reconstructing shapes from their medial
axes. When γ increases, the reconstruction is more precise.
Moreover, we introduced an efficient and effective algorithm for silhouette vectoriza-
tion [243]. The outline of the silhouette is interpolated bilinearly and uniformly sampled at
a sub-pixel level. To reduce the oscillation due to pixelization, we applied the affine short-
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ening to the bilinear outline. We identified a set of candidate control points by tracing the
curvature extrema across different scales along the well-defined inverse affine shortening
flow. This set is then refined by deleting sub-pixel extrema that do not reflect salient corners
and inserting new points to guarantee any user-specified accuracy. We also designed spe-
cial procedures to address the degenerate cases, such as disks, so that our algorithm adapts
to arbitrary resolutions and offers better information compression. Our method provides
a superior compression ratio by vectorizing the outlines. When the given silhouette un-
dergoes affine transformations, the distribution of control points generated by our method
remains relatively stable. These properties are quantitatively justified by the repeatability
ratio when compared with popular feature point detectors. Our method is competitive com-
pared to some well-established image vectorization software. It produces results with fewer
control points for equally high accuracy. As we saw, the general set up of a vectorization
method has been known for a long time and has led to very competitive software. We have
adopted this existing set up, but we have verified that applying carefully scale space theory
still brings improvements on existing methods. To the best of our knowledge, this yields a
first practical evidence that the causality and invariance requirements of scale space theory
do lead to better and more accurate shape encoding. This fact has been illustrated by an
end-to-end shape rasterization algorithm, which we make public and verifiable on line.
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CHAPTER 4
SUBMANIFOLD REPRESENTATION INDUCED BY POINT CLOUD
Acquisition, creation and processing of 3D digital objects is an important topic in vari-
ous fields, e.g., medical imaging [263], computer graphics [264, 265], industry [266], and
preservation of cultural heritage [267]. In industrial and scientific fields [267, 263], sur-
face reconstruction from point cloud data is a critical step in informative data visualization
and successful high-level data processing. Effective methods to reconstruct a continuous
surface from finitely many points can reduce the burden in data transmission and facili-
tate shape manipulations. One of the main goals of surface reconstruction is to render a
meaningful and reliable surface which captures the geometrical features of the point cloud.
A fundamental step is to reconstruct a surface from a set of point cloud data [268],
denoted by D ⊆ Rm for m = 2 or 3, such as in Figure 4.1. By the celebrated level
set function [269] to represent the surface, for d ∈ N, a d-dimensional implicit surface is
represented by the set
Γ = {x ∈ Rd+1 | φ(x) = 0},
for a level set function φ : Rd+1 → R. Implicit surfaces enjoy the flexibility in topological
changes, and via φ, one can easily derive and express geometric features of Γ, such as
normals, mean curvature, and Gaussian curvature.
There are a number of related works using implicit surface reconstruction: a data-driven
logarithmic prior for noisy data was considered in [270], surface tension was used to enrich
the Euler-Lagrange equations in [271], and principal component analysis was used to re-
construct curves which is embedded in sub-manifolds in [272]. In [273], convexified image
segmentation model with a fast algorithm was proposed for implicit surface reconstruction
for point clouds. In [274], an efficient algorithm for level set method which preserves dis-
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(a) (b) (c)
Figure 4.1: Test point clouds. (a) Five-fold circle (200 points). (b) Jar (2100 points). (c)
Torus (2000 points).
tance function was proposed. Open surface reconstruction using graph-cuts was proposed
in [275], where reconstruction of open surface based on domain decomposition was also
proposed. In [276], the authors proposed a variational model consisting of the distance, the
normal direction, and the smoothness terms. In [277], a ridge and corner preserving model
based on vectorial TV regularization for surface restoration was introduced. In [273], the
authors defined the surface via a collection of anisotropic Gaussians centered at each entry
of the input point cloud, and used TVG-L1 model for minimization. A similar strategy
addressing an `0 gradient regularization model can be found in [278].
In this chapter, we focus on reconstructing Γ, i.e., a curve in R2 or a surface in R3,
to represent the underlying structure of the point cloud D. We will assume only the point
locations are given, and no other geometrical information such as normal vectors at each
point is known. There are various related works on surface reconstruction from point cloud
data: a convection model proposed in [279], a data-driven logarithmic prior for noisy data
in [270], using surface tension to enrich the Euler-Lagrange equations in [271], and using
principal component analysis to reconstruct curves embedded in sub-manifolds in [272].
A semi-implicit scheme is introduced in [280] to simulate the curvature and surface diffu-
sion motion of the interface. In [273], the authors defined the surface via a collection of
anisotropic Gaussians centered at each entry of the input point cloud, and used TVG-L1
model [281] for minimization. A similar strategy addresses an `0 gradient regularization
model proposed in [278]. Some models incorporate additional information. In [276], the
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authors proposed a novel variational model, consisting of the distance, the normal, and
the smoothness term. Euler’s Elastica model is incorporated for surface reconstruction in
[282] where graph cuts algorithm is used. The model in [274] extends the active contours
segmentation model to 3D and implicitly allows controlling the curvature of the level set
function.
In particular, we describe two variational models, one is solely based on Euclidean
distance from the point cloud to the candidate submanifold, and the other considers an
additional curvature regularization. Since the resulted functionals are non-convex, we ad-
dress the optimization challenges by including discussions of the fast algorithms based on
operator-splitting and semi-implicit schemes.
4.1 Surface Identification via Minimizing Distance-weighted Surface Area
4.1.1 Energy by Distance-weighted Surface Area
In [279, 203], the authors proposed the minimal surface model by interpreting the recon-
structed surface as an elastic membrane attached to the given point cloud. It finds the








Here, dσ is the area element, s > 0 is an exponent coefficient, d(x) = infy∈D{|x −
y|} measures the point-to-point-cloud distance, and D is the set of point cloud data. The
energy (Equation 4.1) minimizes the surface area weighted by the distance from surface to
point cloud.
In this section, we will explore fast algorithms to minimize the weighted minimum sur-
face energy (Equation 4.1) for p = 1 and 2 proposed in [283]. We describe a Semi-Implicit
Method (SIM) to relax the time-step constraint for p = 2, and an Augmented Lagrangian
Method (ALM) based on the alternating direction method of multipliers (ADMM) ap-
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proach for p = 1. These algorithms minimize the weighted minimal surface energy (Equa-
tion 4.1) with high accuracy and superior efficiency. We analyze the behaviors of ALM
in terms of the parameter choices and explore its connection to SIM. Various numerical
experiments are presented to discuss the effects of the algorithms.
Let Ω ⊂ Rm (m = 2 or 3) denote a bounded domain containing the given point cloud
data, D, a finite set of points. Using the level-set formulation for a codimension 1 subman-








Here δ(x) is the Dirac delta function which takes +∞ when x = 0, and 0 elsewhere. Com-
pared to Equation 4.1, this integral is defined on Ω, which makes the computation flexible
and free from explicitly tracking Γ. We use p = 2 for SIM introduced in subsection 4.1.2,
and p = 1 for ALM in subsection 4.1.3. In general, p = 2 is a natural choice, since it
provides better stability and efficiency for a semi-implicit type PDE-based method. For
ALM, we explore p = 1 to take advantage of an aspect of fast algorithm in ADMM setting
such as shrinkage, similarly to the case in [284]. Visually, the numerical results of surface
reconstruction are similar for p = 1 or p = 2 (see section 4.2).
4.1.2 Semi-Implicit Method (SIM)







































for any test function v from the Sobolev space H1 where n denotes the outward normal






















= 0 on ∂Ω,
φ(x, 0) = φ0,
(4.4)









The steady state solution of Equation 4.4 gives a minimizer φ∗ of E2(φ).
Remark 4.1.1. Since we focus on the zero level set of φ, to make our scheme more stable,
we apply a reinitialization to φ after every several iterations which modifies φ to be a signed
distance function while keeping the location of the zero level set. See subsection 4.1.5
for more details. Consequently, the effect of the boundary condition is negligible. For
the computational efficiency (e.g., applying the Fast Fourier Transform), we replace the
boundary condition of φ in Equation 4.4 by a periodic boundary condition.
Here the delta function δ is realized as the derivative of the one dimensional Heaviside
function H : R→ {0, 1}. We adopt the smooth approximation of H(φ) as in [286]:
H(φ) ≈ Hε(φ) =
1
2




















We add a stabilizing diffusive term −β∆φ for β > 0 on both sides of the PDE in
Equation 4.4 to consolidate the computation, similarly to [280]:
∂φ
∂t







Employing a semi-implicit scheme, we solve φ from Equation 4.6 by iteratively updating
φn+1 using φn via the following equation:
φn+1
∆t
− β∆φn+1 = φ
n
∆t







where ∆t is the time-step. This equation can be efficiently solved by the Fast Fourier
Transform (FFT). Denoting the discrete Fourier transform by F and its inverse by F−1, we
have
F(φ)(i± 1, j) = e±2π
√
−1(i−1)/MF(φ)(i, j), F(φ)(i, j ± 1) = e±2π
√
−1(j−1)/NF(φ)(i, j).





−1(i− 1)/M) + 2 cos(π
√
−1(j − 1)/N)− 4
]
Fφ(i, j).
Here the coefficient in front of Fφ(i, j) represents the diagonalized discrete Laplacian
operator in the frequency domain. Let g1 be the right side of Equation 4.7, then the solution
132
φn+1(i, j) of Equation 4.7 is computed via







−1(i− 1)/N) + 2 cos(π
√
−1(j − 1)/N)− 4
])) .
(4.8)
As for the stopping criterion, we exploit the mean relative change of the weighted min-
imum surface energy (Equation 4.1). At the nth iteration, the algorithm terminates if
|ēkn−1 − ēkn|
ēkn







Here the quantity ēkn represents the average of the energy values computed from the (n−k)th
to the nth iteration for some k ∈ N, k ≥ 1. We fix k = 10 and set p = 2 for SIM. We
summarize the main steps of SIM in Algorithm algorithm 5.
Initialization: d, φ0 and n = 0.
while the stopping criterion (Equation 4.9) with p = 2 is greater than 10−4 do
Update φn+1 from φn solving Equation 4.8;
Update n← n+ 1;
end
Output: φn such that {φn = 0} approximates {φ∗ = 0}.
Algorithm 5: SIM for the weighted minimum surface (Equation 4.3)
4.1.3 Augmented Lagrangian Method (ALM)
In this section, we present an augmented Lagrangian-based method to minimize the weighted





For the non-differentiable term |∇φ| in (Equation 4.10), we utilize the variable-splitting
technique and introduce an auxiliary variable p = ∇φ. We rephrase the minimization of
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E1(φ) as a constrained optimization problem:






dx, subject to p = ∇φ, (4.11)
here we replace δ(φ) by its smooth approximation H ′ε(φ) as in (Equation 4.5). To solve














λ · (p−∇φ) dx, (4.12)
where r > 0 is a scalar penalty parameter and λ : Rm → Rm represents the Lagrangian
multiplier. Minimizing Equation 4.12 amounts to considering the following saddle-point
problem:
Find (φ∗,p∗,λ∗) ∈ R× Rm × Rm
s.t. L(φ∗,p∗,λ; r) ≤ L(φ∗,p∗,λ∗; r) ≤ L(φ,p,λ∗; r);
∀(φ,p,λ) ∈ R× Rm × Rm. (4.13)
Given φn, pn, and λn, for n = 0, 1, 2, · · · , the (n + 1)th iteration of an ADMM-type
algorithm for Equation 4.13 consists of solving a series of sub-problems:
φn+1 = arg min
φ
L(φ,pn,λn; r); (4.14)
pn+1 = arg min
p
L(φn+1,p,λn; r); (4.15)





Each sub-problem can be solved efficiently. First, we find the minimizer of the sub-




−∇ · (rpn + λn). (4.17)
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Here ∆ is the Laplacian operator. Following [284], we introduce a frozen-coefficient term
ηφ, for η > 0, on both sides of Equation 4.17 to stabilize the computation; thus, Equa-
tion 4.14 is solved using the following equation:
ηφn+1 − r∆φn+1 = ηφn + 2dε|p
n|φn
π(ε2 + (φn)2)2
−∇ · (rpn + λn). (4.18)
We solve this via FFT, similarly to Equation 4.8 for SIM. Thus, the φ sub-problem is solved
via







−1(i− 1)/N) + 2 cos(π
√
−1(j − 1)/N)− 4
])) .
(4.19)
Second, the p sub-problem (Equation 4.15) is equivalent to a weighted Total Variation
(TV) minimization, whose solution admits a closed-form expression using the shrinkage
operator [287]. Explicitly, the updated pn+1 is computed via:
pn+1 = max
{
0, 1− d ε







Finally, the Lagrangian multiplier λ is updated by Equation 4.16. The stopping criterion
for the ALM iteration is the same as that for SIM (Equation 4.9), but with p = 1. We
summarize the main steps of ALM in algorithm 6.
Input: Set d, φ0, p0, λ0, and n = 0.
while the stopping criterion (Equation 4.9) with p = 1 is greater than 10−4 do
Update φn+1 = arg minφ L(φ,pn,λn; r) via (Equation 4.19) ;
Update pn+1 = arg minp L(φn+1,p,λn; r) via (Equation 4.20);
Update λn+1 = λn + r(pn+1 −∇φn+1);
Update n← n+ 1;
end
Output: φn such that {φn = 0} approximates {φ∗ = 0}.
Algorithm 6: ALM for the weighted minimum surface (Equation 4.10)
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4.1.4 Connection between SIM and ALM Algorithms
Note that both SIM and ALM involve solving elliptic PDEs of the form:
aφ− b∆φ = g, (4.21)























∆φn+1 = ηφn +
2dε|pn|φn
π(ε2 + (φn)2)2
−∇ · (rpn + λn)︸ ︷︷ ︸
g
.
We remark interesting connections between SIM and ALM. First, both methods have
stabilizing terms but in different positions on the left side of Equation 4.21. For SIM, it is
−β∆φ, while for ALM, it is ηφ. Second, relating the coefficients of φ, 1/∆t in SIM gives
insight to the effect of η in ALM. In general, a large η slows down the convergence of ALM,
while a small η accelerates it (as the effect of 1
∆t
on SIM). Figure 4.2 shows convergence
behaviors of ALM for different η, using the five-fold circle point cloud in Figure 4.1 (a).
It displays the CPU time (in seconds) for r = 1, ε = 1, and η varying from 0.05 to
0.5. Note that as η increases, the time required to reach the convergence increases almost
quadratically at first, then stays around the same level. Third, the correspondence between
b = β in SIM, and b = r in ALM allows another interpretation of the parameter r in ALM.
In SIM, a large β smears the solution and avoids discontinuities or sharp corners, and for
ALM, large r also allows to pass through fine details. Figure 4.7 in Section section 4.2
presents more details, where we experiment with different r and ε values for the five-fold
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Figure 4.2: The CPU-time (s) of ALM until convergence for the five-fold circle point cloud
in Figure 4.1 (a). Here r = ε = 1 and η varies from 0.05 to 0.5. The connection between
SIM and ALM indicates that large η slows down ALM. In this graph, as η increases, the
time required to reach the convergence increases.
circle point cloud shown in Figure 4.1 (a).
4.1.5 Implementation Details
We illustrate the details for planar point clouds, i.e., D ⊆ R2, and the extension to R3
is straightforward. Let the computational domain Ω = [0,M ] × [0, N ], M,N > 0, be
discretized by a Cartesian grid with ∆x = ∆y = 1. For any function u (or a vector field
v = (v1, v2)) defined on Ω, we use ui,j or u(i, j) to denote u(i∆x, i∆y). We use the usual
backward and forward finite difference schemes:
∂−1 ui,j =

ui,j − ui−1,j, 1 < i ≤M ;
u1,j − uM,j, i = 1.
∂+1 ui,j =

ui+1,j − ui,j, 1 ≤ i < M − 1;
u1,j − uM,j, i = M.
∂−2 ui,j =

ui,j − ui,j−1, 1 < j ≤ N ;
ui,1 − ui,N , j = 1.
∂+2 ui,j =

ui,j+1 − ui,j, 1 ≤ j < N − 1;
ui,1 − ui,N , j = N.
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The gradient, divergence and the Laplacian operators are approximated as follows:
∇ui,j = ((∂−1 ui,j + ∂+1 ui,j)/2, (∂−2 ui,j + ∂+2 ui,j)/2);
∇ · vi,j = (∂+1 v1i,j + ∂−1 v1i,j)/2 + (∂+2 v2i,j + ∂−2 v2i,j)/2;
∆ui,j = ∂
+
1 ui,j − ∂−1 ui,j + ∂+2 ui,j − ∂−2 ui,j.
The distance function d is computed once at the beginning and no update is needed. It
satisfies an Eikonal equation:

|∇d| = 1 in Ω,
d(x) = 0 for x ∈ D,
(4.22)

















We solve Equation 4.23 using the fast sweeping method [288] with complexity O(G) for
G grid points.
Keeping φn to be a signed distance function during the iteration improves the stability
of level-set-based algorithms. We reinitialize φn at the nth iteration by solving the following
PDE: 
φτ + sign(φ)(|∇φ| − 1) = 0,
φ(x, 0) = φn.
(4.24)
Here the subscript τ represents the partial derivative with respect to an artificial time, and
sign : R → {−1, 0, 1} is the sign function. We discretize Equation 4.24 via an explicit
138























with φ(0)i,j = φ
n
i,j . In practice, φ
n being a signed distance function near the 0-level-set is
important; thus, it is sufficient to evolve Equation 4.25 for a small K and update φn with
φ(K). We fix K = 10 throughout this paper.
For many problems, various spacial resolutions, i.e., different values for ∆x and ∆y,
may be needed. We allow this flexibility by scaling the data up (or down) to some level
such that ∆x = ∆y = 1 is sufficient; then we transform the reconstructed surface back to
the original scale. Hence, the accuracy depends on the density of the rescaled point cloud
data.
4.2 Numerical Experiments on Model of Distance-weighted Surface Area
4.2.1 General Performance on 2D and 3D Point Clouds
For both SIM and ALM, we vary the value of ε from 0.5 to 1. For SIM, we use ∆t = 500.
When the point cloud D is in 2D, we set β = 0.1, and when D is in 3D, β = 0.01. For
ALM, the value of η ranges from 0.05 to 1, and r from 0.5 to 2.
The code is written in MATLAB and executed without additional machine support,
e.g. parallelization or GPU-enhanced computations. All the experiments are performed
on Intel R© CoreTM4-Core 1.8GHz (4.0GHz with Turbo) machine, with 16 GB/RAM and
Intel R© UHD Graphics 620 graphic card under Windows OS. The contours and isosurfaces
are displayed using MATLAB visualization engine. No post-processing, e.g., smoothing or
sharpening, is applied.
For our first experiment, Figure 4.3 displays a set of planar curves reconstructed from
2D point clouds confined within a square Ω = [0, 100]2 ⊂ R2. We generate the data using
four different shapes: a triangle, an ellipse, a square whose corners are missing, and a five-
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Figure 4.3: The test point clouds: triangle with 150 number of points, ellipse with 100
points, square with 80 points, and five-fold-circle with 200 points. (a) The top row, identical
initial condition applied to SIM and ALM for different D. (b) The middle row, the results
obtained by SIM. (c) The bottom row, the results obtained by ALM using r = 1.5. Both
methods give compatible results.
fold circle. For these cases, we use a centered circle with radius 30 as the initial guess,
shown in Figure 4.3 (a). Figure 4.3 (b) and (c) display the given D, as well as the curves
identified by SIM and ALM with r = 1.5, respectively. Both methods produce comparably
accurate results. In the triangle example, corners get as close as the approximated delta
function (with parameter ε) allows for both methods. The ellipse and square results fit very
closely to the respective point clouds. For the five-fold-circle, there is a slight difference in
how the curve fits the edges, yet the results are very compatible.
Table 4.1 shows the CPU times (in seconds) for SIM, ALM using r = 0.5, 1, 1.5, and 2,
as well as the times for the explicit method in [285] using ∆t = 20 on the same data sets.
With proper choices of r, ALM outperforms the other methods in terms of computational
efficiency. SIM is stable without any dependency on the choice of parameters, and its run-
times are comparable to the best performances of ALM in most cases. Both methods are
faster than the explicit method in all the examples.




Figure 4.4: The first row shows ALM and SIM applied to the 3D jar point cloud in Fig-
ure 4.1 (b). (a) The result of ALM with r = 1.3, ε = 0.5, η = 0.6. (b) The result of SIM.
The second row shows the methods applied to the 3D torus point cloud in Figure 4.1 (c).
(c) The result of ALM with r = 1.3, ε = 0.5, η = 0.6. (d) The result of SIM. Both methods
are compatible and shows good results.
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Table 4.1: CPU time (s) for SIM, ALM using r = 0.5, 1, 1.5, and 2, and the explicit
method in [285] with ∆t = 20 for the point cloud data sets in Figure 4.3. Both SIM and
ALM shows fast convergence.
Object ALM(r = 0.5) ALM(r = 1) ALM(r = 1.5) ALM(r = 2) SIM [285]
Triangle − 1.45 1.31 1.48 1.50 5.25
Ellipse 1.22 1.03 1.33 1.37 1.49 3.89
Square − − 0.94 1.20 1.09 2.07
Five-fold circle 0.83 1.44 1.86 1.22 1.96 4.18
in Figure 4.1 (b) and a torus in Figure 4.1 (c) within Ω = [0, 50]3. In Figure 4.4, we show
the reconstructed surfaces using SIM and ALM. A portion of the given point cloud is su-
perposed for validation in each case. Both methods successfully capture the overall shapes
and non-convex features of the jar, as well as the torus. There are only slight differences in
the reconstruction between using SIM with p = 2 and using ALM with p = 1.
Table Table 4.2 shows the efficiency of SIM and ALM compared to the explicit method
in [285] for the experiments in Figure 4.4. Thanks to the semi-implicit scheme, the time
step can be large and we used ∆t = 500 in SIM; in the explicit method, we are forced to use
much smaller time step ∆t = 20 to maintain the stability. The improvement of run-time in
ALM is carefully controlled by the parameters r, ε and η. We choose r = 1.3, ε = 0.5 and
η = 0.6 for both cases. Both SIM and ALM efficiently provide accurate reconstructions.
Table 4.2: CPU time (s) of SIM and ALM compared to the explicit method in [285] for the
point cloud data sets of Figure 4.4. Both SIM and ALM show fast convergence.
Object ALM SIM [285]
Jar 29.69 29.42 74.44
Torus 47.32 33.58 114.20
The third set of examples show the effect of the distance function d. Notice that the
weighted minimal surface energy (Equation 4.1) is mainly driven by the distance function
d, that is, the given point cloud D determines the landscape of d, which affects the be-
havior of the level-set during the evolution. Figure 4.5 shows the evolution using ALM,
applied to different subsets of point clouds sampled from the same bunny face shape. The
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Figure 4.5: The effect of the distance function for varying-density point clouds: the face
with n1 points, the head with n2 points, and each ear with n3 points. (a) the given point
cloud is with (n1, n2, n3) = (20, 10, 20), and shows the 0-level-set of φn at 15th iteration,
(b) (n1, n2, n3) = (50, 10, 20), and shows 18th iteration, and (c) (n1, n2, n3) = (20, 10, 40),
and shows 20th iteration. These three curves eventually degenerate to a point. (d) is with
(n1, n2, n3) = (50, 10, 40) and shows the converged solution. The potential energy (Equa-
tion 4.1) is mainly driven by the distance function d, which affects the level-set evolution.
densities of the point cloud vary for the three different regions: the face with n1 points,
the head with n2 points, and each ear with n3 points. Figure 4.5 (a) shows the given
point cloud for (n1, n2, n3) = (20, 10, 20), with the 0-level-set of φn at 15th iteration, (b)
for (n1, n2, n3) = (50, 10, 20), at 18th iteration, and (c) for (n1, n2, n3) = (20, 10, 40),
at 20th iteration. These three curves eventually degenerate to a point, since the energy
model (Equation 4.2) drives curves to have short lengths, i.e., the level set tends to shrink.
(d) for (n1, n2, n3) = (50, 10, 40) and shows the converged solution. In (a)–(c), denser
parts of the point cloud attract the curve with stronger forces, and the sparser parts of the
point cloud fail to lock the curve. In (d), with a more balanced distribution of points, the
curve converges to correct shape.
The fourth set of examples demonstrates the robustness of ALM and SIM against noise.
Figure 4.6 shows the reconstructed curves from clean and noisy data: (a)-(c) are results of
ALM, and (d)-(f) are results of SIM. (a) and (d) in the first column show results obtained
from the clean data, which has 200 points sampled from a three-fold circle. Gaussian
noise with standard deviation 1 is added to both x and y coordinates to generate noisy
point cloud in the second column, (b) and (e). To show the differences, the third column
superposes both results reconstructed from clean and noisy point clouds. Both ALM and
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Figure 4.6: The influence of noise on reconstructing three-fold circle with 200 points: (a)-
(c) ALM and (d)-(f) SIM. The first column shows the reconstructed curves from clean data,
and the second column the reconstructions from noisy data. The third column shows the
comparison between the two reconstructed curves in first two columns.
SIM provide compatible results. For the noisy data, although the reconstructed curves show
some oscillation, they are very close to the solutions using the clean data, respectively.
4.2.2 Choice of Parameters for ALM and the Effects
The proposed ALM has one parameter r > 0, and the model (Equation 4.2) uses the
delta function, where the smoothness parameter ε > 0 is added to stabilize the computa-
tion. Both parameters have straightforward effects on the level-set evolution from Equa-
tion 4.17. For example, consider a set of points within a thin-band around the 0-level-set
of φn, denoted by Bε = {x | −2ε/
√
3 < φn(x) < 2ε/
√
3}. By the continuity of φn, there
exist y and z ∈ Bε such that φn(y) = −ε/
√
3 and φn(z) = ε/
√
3; these values are the
minimum and maximum of the function h(x) = 2εx
π(ε2+x2)2
, respectively. At these points,
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Figure 4.7: Results by ALM with different r and ε. For each column, from top to bottom,
ε = 1, 1.5, 2; and for each row, from left to right, r = 0.5, 0.8, 1, 2. Increasing ε renders
the curve less sharp and more convex. Increasing r induces a stronger diffusion effect on
φn.














The first terms in the right hand side of Equation 4.26 show that with a smaller value of
ε, there are less number of points in Bε, but the influence from d becomes stronger. With
a larger value of ε, d affects more number of points in Bε, but with a weaker influence.
Varying values of r also modifies the effect of d, while the size of Bε is not changed.
We also find that ε interacts with r and effectively modifies the shape of the level-set.
Figure 4.7 shows the results for ALM using different combinations of r and ε, on the five-
fold circle point cloud in Figure 4.1 (a). For a fixed r, increasing ε makes the approximated
delta function smoother; consequently, narrow and elongated shapes are omitted, and the
reconstructed curve becomes more convex. For a fixed ε, larger r loses more details, as
discussed in subsection 4.1.4. The speed of convergence varies for different combinations
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of r and ε. When the choices are reasonable, the algorithm converges fast within 2 seconds.
When both r and ε are large, results are not as good, and the convergences are slow.
Another observation comes from Equation 4.20. For any point x and n ≥ 0, if the value
Qn(ε, r) := φnπ|r∇φn − λn−1|ε2 − dε+ (φn)3π|r∇φn − λn−1|
is positive, then pn(x) = 0, and d has no direct effect on Equation 4.18 at x in the next
iteration. Regarding Qn(ε, r) as a quadratic polynomial in terms of ε parameterized by r,
the sign of Qn(ε, r) depends on the sign of φn(x) and the sign of its discriminant computed
via:
DiscQn = d2 − 4(φn)4π2|r∇φn − λn−1|2.
The sign of φn(x) is related to the position of x relative to the 0-level-set. The sign of
DiscQn is determined by comparing the length of a vector difference r∇φn − λn−1 with
the quantity d/(4(φn)2π). By the projection theorem, |r∇φn − λn−1|2 is bounded below
by αn := |λn−1|2 − |Proj∇φnλn−1|2 = |λn−1|2 − |λn−1 · ∇φn|2/(|λn−1|2|∇φn|2), i.e., the
squared residual of orthogonal projection of λn−1 onto ∇φn; therefore, we can decide the































When φn(x) > 0, Qn concaves upwards and Qn(0, r) ≥ 0 for any r. If DiscQn < 0, Qn is
positive for all ε and d has no effect on level set evolution. If DiscQn ≥ 0, Qn is positive
for ε outside the interval bounded by two roots of Qn, i.e.,











When φn(x) < 0, Qn concaves downwards, and Qn(0, r) ≤ 0 for any r. In this case, Qn
is never positive: either DiscQn < 0, i.e., no roots, or DiscQn ≥ 0 but both roots are
negative.
Notice that the bounds, rnL and r
n
U , are closely related to the ratio d/(φ
n)2, which con-
tributes to the adaptive behavior of ALM. For example, for a point x where φn(x) > 0,
when |φn(x)| is close to 0 but d(x)  0, rnL < 0 and rnU becomes extremely large; thus,
for a moderate value of r, d has a strong influence on the evolution of the level-set near x
and swiftly moves the curve towards the point cloud. For a point x which is close to both
D and {φn = 0}, the level-set evolution becomes more stringent about the minimization of
the energy (Equation 4.10).
Figure 4.8 illustrates this effect,for the five-fold circle point cloud in Figure 4.1 (a) with
r = 2 and ε = 1. Figure 4.8 shows (a) DiscQn, (b) rnU , (c) r
n
L , and (d) the region where
d effects the level set evolution. The figures are for iterations n = 2, 3, 4, 7, 8, 10, 11, 13
and 38 (converged). The region inside {φn = 0} always experiences the influence of d,
as described above. Figure 4.8 (a) shows that the region outside {φn = 0} is mostly blue
indicating DiscQn < 0; hence, for almost every point outside the 0-level-set, as long as
rnL ≤ r ≤ rnU , the landscape of d has strong effects on the evolution. In (b) and (c), observe
that high values of rnU only concentrate near the 0-level-set while r
n
L remains relatively
small in the whole domain; thus, the influence of d is strong near {φn = 0}. (d) displays
the white regions where d explicitly guides the level-set evolution and the black regions




Figure 4.8: (a) DiscQn, (b) rnU , (c) r
n
L at certain iterations. (d) The region (in white) where
d explicitly guides the level-set evolution by ALM. The distance function d refines the
local structures and it is only active near {φn = 0}. This partially explains the efficiency
of ALM.
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globally, it ignores the effects of d when evolving the regions far away from the level-sets;
and it utilizes the values of d to refine the local structures for the regions of the level-sets
close to D.
4.3 Curvature-regularized Energy and Its Fast Optimizing Algorithms
From this section, we consider energy functionals with curvature constraints to enforce
desired properties. One such curvature constraint is the squared mean curvature, κ2, such
as Euler’s elastica minimization model [289]. In addition to image inpainting, it has been
applied to denoising [290], segmentation problem [291], and others. For any closed surface
Γ in R3, the bending energy, ∫
Γ
κ2 dσ,
where dσ denotes the surface area element, is a conformal invariant [292], and it has a uni-
versal lower bound [293]:
∫
Γ
κ2 dσ ≥ 4π. Another curvature constraint we consider is the
absolute mean curvature |κ|, i.e.,
∫
Γ
|κ| dσ, which preserves sharp edges and corners in var-
ious cases, e.g., denoising [290, 294], and segmentation [295]. As a related work, in [282],
graph cuts algorithm was explored for a functional with the absolute mean curvature term.
In [296], a variation using a function which is sensitive to large curvature was considered.
Other works used weighted mean curvature [297], principle curvature [298], Gaussian cur-
vature [299], Menger curvature [300], and other high-order geometrical information, e.g.,
conformal factor [301] and elastic ratio [302].
Optimizing a curvature regularized functional is a non-convex and non-linear problem.
Computation of such functional is particularly challenging. There are a number of different
approaches to design a fast and efficient algorithm, e.g., multigrid method [303], graph-cut
algorithm [282], homotopy method [304] and convex relaxation [305, 306], just to name
a few. A semi-implicit scheme introduced in [280] simulates the curvature and surface
diffusion motion of the interface. One of the major class of methods is based on split-
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ting [307]. The common spirit of these methods is to cast the complicated primal problem
into a series of more tamable subproblems, then to find the minimizer using alternative
direction method. There are various strategies to obtain such decompositions from the op-
timization problem. One can derive the associated Euler-Lagrange equations, then apply
operator splitting methods on the differential equations, e.g., Lie-Trotter method [308]. A
new operator splitting algorithm was proposed for Euler’s elastica model for image smooth-
ing in [290]. One can also introduce auxiliary variables and transform the primal problem
into a constrained one, then obtain a series of subproblems by alternatively optimizing
one variable at a time while keeping the others fixed; e.g., augmented Lagrangian method
(ALM) [295, 287, 309, 310].
Specifically, we focus on a variational functional with a curvature constraint to recon-
struct implicit surfaces from point cloud data, and explore fast algorithms to solve the as-
sociated non-convex, non-linear optimization problem proposed in [311]. The minimizing
functional balances two terms, the Euclidean distance from the point cloud to the surface
and the mean curvature of the surface. We show that the curvature term improves corner
reconstruction and recovers non-convex features of the underlying shape of the point cloud
data. To avoid dealing with the high-order PDEs resulting from the gradient descent ap-
proach, we introduce a semi-implicit method to solve an easier, but equivalent, problem
derived by the operator splitting method (OSM). We also explore an ALM method recently
proposed by Bae et al. [295], which reduces the number of parameters compared to other
curvature regularized models. Our approaches work effectively for 2D/3D cases, as well as
for noisy and sparse point cloud.
4.3.1 Curvature Regularized Surface Reconstruction Model
Let D be the set of given point cloud data, d(x) = infy∈D{|x− y|} measures the point-to-
point-cloud distance, and dσ is the area element. To reconstruct a surface from a given point
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Here, κ is the mean curvature of Γ, and the exponent coefficient s > 0 is a constant integer.
We explore the cases when s = 1 and s = 2. The first term, the surface integral of the
distance from point cloud to the surface, signifies the fidelity of reconstruction. It moves
the surface Γ closer toward the point cloud. The second term, which is the integral of the
surface mean curvature along the reconstructed surface, is the regularization. This induces
regularized geometric features for Γ independent to the point cloud location. Geometric
features can include sharp corners, smooth corners, or straight segments, depending on
the choice of s. The parameter η > 0 controls the influence of the curvature regularization.
When η = 0, the model (Equation 4.27) degenerates to the minimal surface model proposed
in [279].
Remark 4.3.1. The 1/s power in Equation 4.27 comes from the original model (Equa-
tion 4.1). If one takes the distance function as the potential function of the point cloud, then
the energy is an Ls norm of the potential on Γ. Based on this, we add the regularization
term related to the mean curvature of Γ, and the 1/s power is used to keep the two terms in
the same format. One may remove this power to get a simpler energy and still get the same
minimizer when η is chosen appropriately.
We employ implicit the surface representation [312] to rewrite the energy (Equation 4.27),
and the level set function φ is defined such that Γ is its zero level set:
φ(x) is

> 0, if x is outside of Γ,
= 0, if x is on Γ,
< 0, if x is inside Γ.
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where δ(φ) = H ′(φ) is the Dirac Delta function with H being the Heaviside step function:

















with ε > 0, which is a constant controlling the smoothness. For any point x on Γ, its mean
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and the reconstructed surface is defined as the minimizer of the energy (Equation 4.30),
i.e.,
Γ = {x|ψ(x) = 0} for ψ = arg min
φ
Es,ε(φ).
Here ψ represents the optimal level set function.
4.3.2 Analytical Aspects
We consider the first variation of each term of the functional (Equation 4.27). The first







(sds−1∇d · n + dsκ) , (4.31)
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which shows the interaction between the data-dependent driving force, d, and the shape
geometric feature, κ. When Γ is close to the point cloud, i.e., d is small, the shape of Γ
becomes flexible, i.e., κ can be large. When Γ is away from the point cloud, i.e., d is large,
the shape of Γ becomes rigid, and κ must be small. For the regularization term, the effect
of the mean-curvature κ of Γ is adjusted by the surface area. Notice that this term only













divΓ(δ(κ)∇Γκ) + sign(κ)|W |2 − κ|κ| s = 1
divΓ(|κ|s−2s(s− 1)∇Γκ) + sκ|κ|s−2|W |2 − κ|κ|s s ≥ 2.
(4.32)
Here ∇Γ is the tangent component of the gradient, and divΓ is its dual operator; W is the
Weingarten map of Γ, and |W | equals the Gaussian curvature if Γ is a 2D surface. Com-
pared to Equation 4.31, the first variation related to the regularization term (Equation 4.32)
is more complicated. While the first variation (Equation 4.31) connects the distance and
curvature, Equation 4.32 only depends on the geometric feature of the surface Γ.
When s = 1 in the model (Equation 4.27), we compare the cases with η = 0 and
η 6= 0. We first note that κ of the minimizer can not be constantly zero, since there is
no compact minimal surface. When η = 0, i.e., without curvature constraint, a minimizer
of Equation 4.27 satisfies the necessary condition: ∇d · n + dκ = ∇ · (dn) = 0; when
η 6= 0, i.e., with the curvature constraint, the optimality condition becomes ∇ · (dn) +
η[divΓ(δ(κ)∇Γκ) + sign(κ)|W |2 − |κ|κ] = 0. On the open subset of the minimizer where
κ > 0, this condition becomes∇ · (dn) = η[κ2 − |W |2], while on the region where κ < 0,
it is ∇ · (dn) = η[κ2 + |W |2]. Hence, the curvature regularization modifies the distance
weighted area of the minimizing surface depending on the local concavity/convexity and
the Gaussian curvature. These modifications introduce more flexibility when fitting the
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point cloud, and our experiments show that they can help to improve reconstruction results.










2 − κ3/2) , (4.33)
where ∆Γ is the Laplace-Beltrami operator, and G is the Gaussian curvature. Since Equa-
tion 4.33 contains ∆Γκ, we expect to see that our model with s = 2 will be influenced by
the locally averaged mean curvature, which leads to smoothing effects. Here we show this
model’s behavior in the following special case.
Proposition 4.3.1. Suppose the point cloud is sampled from a smooth closed surface Γ with
mean curvature κ and Gaussian curvature G satisfying:
κ(G2 − κ2/2) = 0 . (4.34)
If the point cloud is sufficiently dense, i.e. the computed d is very close to the exact distance
function, then Γ is a minimizer of Equation 4.27 only if it is a sphere of radius
√
2.
Proof. Since Γ passes through the point cloud, (Equation 4.31) degenerates to 0. Moreover,
by Equation 4.34 together with Equation 4.32, the necessary condition for Γ being a min-
imizer is that ∆Γκ = 0. Because Γ is closed, κ is a non-zero constant. By Equation 4.34,
this implies that G is also constant; hence, we know that Γ can only be a sphere. Finally,








)1/2 inflates the membrane supported by
the point cloud. Mylar balloon [313], which resembles slightly flattened sphere, satisfies
the condition (Equation 4.34). Proposition 4.3.1 claims that, if the point cloud lies on a My-
lar balloon, the minimizer of the functional (Equation 4.27) deviates from the underlying
surface.
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The following result shows a two dimensional example where the object is a circle,
denoted by C0, which is centered at the origin with radius r0. It is fair to assume that a
local minimizer of Es(Γ) is a circle, denoted by C, with the same center and radius close
to r0. Denote the radius of C by r. Then we have the following proposition:
Proposition 4.3.2. Under the setting of the above example, for s = 1, r = r0 is a local
minimizer of E1(C) for any η. For s = 2, r = r0 is a local minimizer of E2(C) if η ≤ 2r0
and r = (r0 +
√
r20 + 12η)/6 is a local minimizer if η > 2r0.
Proof. Note that for a circle with radius r and the same center as C0, d = |r − r0| and





















of which C0 is a local minimizer for any
η.


















































, for r > r0.
For r < r0, it can be easily shown that if 12η ≤ r20 and (r0 +
√
r20 − 12η)/6 < r < r0,
∂E2(C) < 0. If 12η > r0, ∂E2(C) < 0 for any r < r0. In other words, if r < r0 and r is
sufficiently close to r0, ∂E2(C) < 0.
For r > r0, if η ≤ 2r0, ∂E2(C) > 0 and thus r = r0 is a local minimizer of E2(C).
If η > 2r0, then ∂E2(C) < 0 for r0 < r < (r0 +
√
r20 + 12η)/6 and ∂E2(C) > 0
for r > (r0 +
√
r20 + 12η)/6. Thus r = (r0 +
√
r20 + 12η)/6 is a local minimizer of
E2(C).
These properties show that the minimizer of the model (Equation 4.27) is not easy to
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be analyzed even in a simple case such as a circle, and the results heavily depend on the
combination of d and κ.
4.3.3 Operator Splitting Method (OSM)
One of our main challenges is that Es in Equation 4.28 is highly nonlinear in terms of φ,
and the corresponding Euler-Lagrange equation is a high-order nonlinear PDE. See Equa-
tion 4.31 and Equation 4.32 in subsection 4.3.2. To circumvent this difficulty, we propose
a new operator splitting strategy, which leads to an equivalent differential equation system
that is much easier to solve.
We follow the direction of gradient flow; however, we first decouple the data fidelity
term and the curvature regularization term, then minimize the simplified functional via its




















with the notation δε(φ) as in Equation 4.29. We then compute the variation of Ẽ2,ε(φ) with














































= 0, q −∇ · ∇ψ
|∇ψ|
= 0, ∀v ∈ H2. (4.36)
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The steady state of Equation 4.37 is a minimizer of Ẽ2,ε in Equation 4.35. On the right
hand side of the first equation in Equation 4.37, the two terms are of the same form, only
differing by η, d and q. The first term is the driving velocity to minimize the squared
distance from the surface to the given data. The second term is the driving velocity to
minimize the squared curvature along the reconstructed surface. The parameter η controls
the trade-off between these two terms.
We adopt the Lie type of operator splitting and refer the readers to [314] for a com-
plete discussion of different splitting schemes. Given {φk, qk} at the k-th step, we update
{φk+1, qk+1} in two fractional steps. In particular, for k > 0, we update the variables
through {φk, qk} → {φk+1/2, qk+1/2} → {φk+1, qk+1} as follows:
















on Ω× [tk, tk+1],
∂q
∂t
= 0 on Ω× [tk, tk+1],
φ(tk) = φk, q(tk) = qk
(4.38)
and set φk+1/2 = φ(tk+1), qk+1/2 = q(tk+1).
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= 0 on Ω× [tk, tk+1] ,
∂q
∂t
+ γ(q −∇ · ∇φ
k+1/2
|∇φk+1/2|
) = 0 on Ω× [tk, tk+1] ,
φ(tk) = φk+1/2, q(tk) = qk+1/2 .
(4.39)
and set φk+1 = φ(tk+1), qk+1 = q(tk+1).
We have two subproblems Equation 4.38 and Equation 4.39 to address. There is no
difficulty to solve Equation 4.39, since we have the closed form solution





















However, due to the stability consideration, one needs to choose a very small time step of
order O(h2) where h is the spatial step size. To relax the time step constraint, for some
α > 0, we add −α∆φ on both sides of Equation 4.38, as in [280], to get
∂φ
∂t













We discretize (Equation 4.40) in time semi-implicitly:
φk+1/2 − φk
∆t













We fix α = 1 in this paper. This equation is a Laplacian equation of φk+1/2 and can be
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To solve Equation 4.41, we need the initial condition (φ0, q0). We choose φ0 to be
a signed distance function whose zero level set encloses all data. q0 is assigned as ∇ ·
((∇φ0)/|∇φ0|). The algorithm of OSM with s = 2 is stated in algorithm 7. In algorithm 7,
the reinitialization is used to keep φ to be a signed-distance function near its zero level set.
The details of reinitialization are discussed in subsection 4.3.5.
Initialization: d, φ0, q0.
while not converge do




Algorithm 7: Operator Splitting Method (OSM) for s = 2.










with q = ∇ · ∇φ
|∇φ|
,


















+ γ(q −∇ · ∇φ
|∇φ|
) = 0 .
(4.42)
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With the Lie type splitting in time and introducing the term−α∆φ on both sides in the first






















We note that Equation 4.35 can be solved similarly by κTV method proposed in [310]
for image inpainting problem. One advantage of OSM in this paper is its simplicity and
having less parameters: once the model parameter, i.e., η is fixed, there is only one param-
eter, the artificial time step, to tune. Numerical experiments show that there is a wide range
of the time step we can choose.
4.3.4 Augmented Lagrangian Method (ALM)
We present another efficient algorithm to find the minimizer of Equation 4.30 with s = 1.
The reason for only focusing on s = 1 in this case is that we can take advantage of the
shrinkage operator. We first introduce three new variables: p = ∇φ, n = ∇φ/|∇φ| and







dx with p = ∇φ, n = ∇φ/|∇φ|, q = ∇ · (∇φ/|∇φ|) .
This can be addressed via alternating direction method of multipliers by introducing
160





















(q −∇ · n)2 dx+
∫
Ω








λ3 · (|p|n− p) .
(4.44)
where p,n,λ1,λ3 are vectors, φ, q, λ2 are scalars, r1, r2, r3 are fixed constants. To find
the saddle point of L, we update each variable in an alternative manner. In each iteration,
for each variable, we minimize the corresponding functional while keeping other variables
fixed. After all variables are updated, we update Lagrange multipliers. This procedure is


























(q −∇ · n)2 dx+
∫
Ω





























(q −∇ · n)2 dx+
∫
Ω









λ3 · (|p|n− p) . (4.48)
After those four variables being updated correspondingly, Lagrange multipliers are updated
as
λ1 ← λ1 + r1(p−∇φ), λ2 ← λ2 + r2(q −∇ · n), λ3 ← λ3 + r3(n|p| − p) .
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These subproblems can be solved efficiently as described in the following.
Subproblem of φ: For E1(φ) in Equation 4.45, the corresponding Euler-Lagrange equation
is:
−r1∆φ+ βφ = βφ+ (d+ η|q|)
2ε|p|φ
π(ε2 + φ2)2
−∇ · (r1p + λ1) ,
where β > 0 is a frozen coefficient. We discretize the time as follows
−r1∆φk+1 + βφk+1 = βφk + (d+ η|qk|)
2ε|pk|φk
π(ε2 + (φk)2)2
−∇ · (r1pk + λk1) . (4.49)
This is the Laplacian equation of φk+1, and we efficiently solve it by FFT.























with q∗ = ∇ · n− λ2/r2.































|p− a|2 − ν · p|p|+ C̃ .
Following the idea of Theorem 2 in [295], we can minimize this energy efficiently.
Theorem 4.3.1. Assume that µ > 2|ν|. Let θ be the angle between a and the minimum
vector of E3(p), and α is the angle between a and ν. Then the following arguments hold:
• if ω ≥ µ|a|, then arg minp E3(p) = 0.
• if ω < µ|a|:
1. if a = ν = 0, then arg minp E3(p) =

0 , when ω ≥ 0,
any vector of length − ω/µ , when ω < 0;
2. if a 6= 0,ν = 0, arg minp E3(p) = (1− ωµ|a|)a;
3. if a = 0,ν 6= 0, arg minp E3(p) = ωµ−2|ν|
ν
|ν| ;
4. if a 6= 0,ν 6= 0, the angles θ and α satisfy the equation:
µ2|a| sin θ + µ|ν||a| sin θ cos(θ − α) + ω|ν| sin(θ − α) + µ|a||ν| sinα = 0 ,
(4.51)




cos θ̃ − sin θ̃
sin θ̃ cos θ̃
 a ,
and θ̃ = θ if det[ν a] ≥ 0, θ̃ = −θ if det[ν a] < 0. Here [ν a] denotes the 2×2
matrix with the vector ν and a being the first and second column respectively.




r3n and r3(1 + |n|2) ≥ 2r3|n| for any n. From Equation 4.51, θ is solved by Newton’s
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method.
Subproblem of n. For E4(φ) in Equation 4.48, the Euler-Lagrange equation is:
−r2∇(∇ · n) +Dn = (D − r3|p|2)n−∇(r2q + λ2)− (λ3 − r3p)|p| , (4.52)
where D = maxx∈Ω(r3|p|2 + β2) and β2 is a small positive number. We discretize in time
as
−r2∇(∇ · nn+1) +Dnn+1 = (D − r3|pn|2)nn −∇(r2qn + λn2 )− (λn3 − r3pn)|pn| .
(4.53)
which can be solved efficiently by FFT.
For the initial condition, we use the same φ0 and q0 as that in OSM. For other variables,
we use p0 = ∇φ0,n0 = p0/|p0|,λ01 = λ03 = 0, λ02 = 0.
The outline of augmented Lagrangian is summarized in algorithm 8.
4.3.5 Implementation Details
For a rectangular domain Ω = [0,M ] × [0, N ] ∈ R2 with M,N being positive integers,
we discretize it by a Cartesian grid with ∆x = ∆y = 1. For any function u (resp. v =
(v1, v2)T ) defined on Ω, we use ui,j (resp. vi,j = (v1i,j, v
2
i,j)
T ) to denote u(i∆x, j∆y) (resp.




ui,j − ui−1,j, 1 < i ≤M ;
u1,j − uM,j, i = 1.
∂+1 ui,j =

ui+1,j − ui,j, 1 ≤ i < M − 1;
u1,j − uM,j, i = M.
∂−2 ui,j =

ui,j − ui,j−1, 1 < j ≤ N ;
ui,1 − ui,N , j = 1.
∂+2 ui,j =

ui,j+1 − ui,j, 1 ≤ j < N − 1;
ui,1 − ui,N , j = N.
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Initialization: d, φ0, q0,p0,n0,λ01, λ02,λ03.
while not converge do
Update variables
Update φk+1 = arg minφ L(φ, qk,pk,nk,λk1, λk2,λk3) by solving
(Equation 4.49).
Update qk+1 = arg minq L(φk, q,pk,nk,λk1, λk2,λk3) by solving
(Equation 4.50).
Update pk+1 = arg minp L(φk, qk,p,nk,λk1, λk2,λk3) according to Theorem
Theorem 4.3.1.


















Algorithm 8: Augmented Lagrangian Method (ALM) for s = 1.
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The gradient, divergence and the Laplacian operators are approximated as follows:
∇ui,j = ((∂−1 ui,j + ∂+1 ui,j)/2, (∂−2 ui,j + ∂+2 ui,j)/2) ,
∇ · vi,j = (∂+1 v1i,j + ∂−1 v1i,j)/2 + (∂+2 v2i,j + ∂−2 v2i,j)/2 ,
∆ui,j = ∂
+
1 ui,j − ∂−1 ui,j + ∂+2 ui,j − ∂−2 ui,j .
Denote the discrete Fourier transform and its inverse by F and F−1, respectively. For a
function u, we have
F(u)(i± 1, j) = e±2π
√
−1(i−1)/MF(u)(i, j), F(u)(i, j ± 1) = e±2π
√
−1(j−1)/NF(u)(i, j) ,
which givs rise to
F(∂−1 u)(i, j) = (1− e−2π
√
−1(i−1)/M)F(u)(i, j) ,
and F(∂+1 u)(i, j),F(∂−2 u)(i, j) and F(∂+2 u)(i, j) can be computed similarly. Both OSM
and ALM use FFT to enhance the computational efficiency. The first equation of Equa-
tion 4.43 and the first equation of Equation 4.49 belong to the same class:
−a∆u+ bu = c , (4.54)






−1(i− 1)/M) + 2 cos(π
√












−1(i− 1)/M) + 2 cos(π
√
−1(j − 1)/N)− 4
)) .
The equation (Equation 4.52) is in the form of
−a∇(∇ · v) + bv = c , (4.55)
for some vector valued function v = (v1, v2)T where a, b are constant positive scalars and
c = (c1, c2)T is a vector valued constant. After the distretization, Equation 4.55 can be
written as 
−a∇(∂+1 ∂−1 v1 + ∂+1 ∂−2 v2) + bv1 = c1,
−a∇(∂+2 ∂−1 v1 + ∂+2 ∂−2 v2) + bv2 = c2.
(4.56)










b− a(e√−1(i−1)/M − 1)(1− e−√−1(i−1)/M) −a(e√−1(i−1)/M − 1)(1− e−√−1(j−1)/N)
−a(e
√








Hence, v can be computed by first solving Equation 4.57 for (F(v1),F(v2))T and then
apply inverse Fourier transform.
For any x ∈ Ω, d(x) is the distance from x to the collection of the point cloud D, and
167
it can be computed by solving the Eikonal equation

|∇d| = 1 ,
d(x) = 0 , ∀x ∈ D.
(4.58)
The simplest monotonic scheme to discretize Equation 4.58 is the Lax-Friedrich scheme

















This is updated with a fast sweeping method.
To make our algorithm robust, when updating φ, we reinitialize the level set to be a
signed distance function via solving
φτ + sign(φ)(1− |∇φ|) = 0.
In practice, after each iteration, we only solve this PDE for a few iterations. For three
dimensional space, we use a simple extension of the two dimensional case.
Remark 4.3.2. In three-dimensional surface reconstruction problems, the point cloud can
be large and the computer memory is limited. One can consider a narrow tube which
encloses the point cloud, and assume the reconstructed surface lies inside this tube during
the evolution. Adopting the local level set method such as [315], only the values of the level
set function on grid points inside the tube need to be stored. ALM and OSM can be applied
under the local level set method framework except for solving the Laplace equations. Under
this framework, one can derive a corresponding linear system for each Laplace equation
which can be solved efficiently by the conjugate gradient method.
168
4.4 Numerical Results and Comparisons
We present numerical results of the proposed model (Equation 4.27). Without specification,
when OSM is used, we refer to algorithm 7 for model (Equation 4.35) with γ = 10, α = 1
and ∆t = 50; when ALM is used, we refer to Algorithm algorithm 8 for model (Equa-
tion 4.44) with β = 0.1. For a fixed η, OSM only has one (the time step) parameter,
whereas ALM has three parameters (r1, r2, r3). We use domain [0, 100]2 for two dimen-
sional problems and [0, 50]3 for three dimensional problems. In all examples, ε = 1 is
used.
In this section, we first consider the effect of parameters for ALM. Second, we compare
the performance of ALM and OSM. We find that using OSM with s = 2 gives the best
results. We conclude this section by several examples to further explore the performance
of OSM when s = 2.
4.4.1 Choice of Parameters for ALM Method
In the case of ALM, the choice and combinations of the parameters are delicate. When r1
or r2 is increased, the reconstruction becomes closer to the point cloud. In Figure 4.9, we
fix r2 = 10, r3 = 3, and η = 2, and let r1 vary. With increased r1, ALM renders the curve
closer to the point cloud. In Figure 4.10, we fix r1 = 10, r3 = 3, and η = 2, and let r2 vary;
larger r2 induces better reconstruction. For this example, r3 has little influence, yet, with a
large r3, the results may become unstable or divergent.
In Figure 4.11, we fix r1 = 15, r2 = 10, and r3 = 3, and increase η. With more
influence on the curvature, as η is increased from 0 to 1, the indent on the rectangle is
better reconstructed. When we increase η from 1 to 5, we see that, the indent is preserved,
yet the tip of the wedge does not extend inward as much as in the case where η = 1. This
is because a large value of η encourages both small mean curvature and short curve length.
We find that increasing η also helps to avoid oscillation during the iteration. In Figure 4.11,
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Figure 4.9: Effect of r1 in ALM. For fixed r2 = 10, r3 = 3, and η = 2, increasing r1
induces better reconstruction on the concave part.
Figure 4.10: Effect of r2 in ALM. For fixed r1 = 10, r3 = 3, and η = 2, increasing r2

























Figure 4.11: Effect of η in ALM. Here r1 = 15, r2 = 10, and r3 = 3 are fixed. Increasing
η induces reconstruction of the concave wedge. Although in cases, the energy curves are
identical before the 100-th iteration, larger η suppresses the oscillation of the energy curve:
yellow line (η = 5) is more stable compared to red (η = 1) or blue (η = 0).
we plot the energy curves corresponding to the these cases. Before the 100-th iteration,
these curves are indistinguishable; however, after the 100-th iteration, larger values of η
suppress the oscillation of the energy curve, which gives a more stable convergence.
Figure 4.12 shows the robustness against noise. The point cloud is sampled from a
circle in Ω = [0, 200]2, and Gaussian noise with standard deviation 2 is added to the data.
Using ALM with r1 = 15, r2 = 10, r3 = 3, η is varied from 0, 1, to 10. Figure 4.12 (a)
shows similar performances, while the zoomed-in results in Figure 4.12 (b) show that the
larger the η the smoother the result becomes.
4.4.2 Comparison between OSM and ALM
Figure 4.13 (a) shows the energy convergence comparison between OSM (with s = 2) and
ALM (s = 1). In ALM, r1 = 15, r2 = 10, r3 = 3 is used. Convergence to the steady state
is faster for OSM. The reconstructed curves are shown in Figure 4.13 (b) and (c). ALM
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Figure 4.12: (a) Results by ALM with noisy data and r1 = 15, r2 = 10, r3 = 3. (b) shows a
zoom-in of the right-bottom of (a). The noise is additive Gaussian with standard deviation
2. As η increases, the curve becomes less oscillatory.
with s = 1 prefers to shorten the length, since it allows sharp corners. There is a balance
between the distance term and the regularization term in the functional. OSM performs
better in preserving corners, while the results extrude out a little bit at all corners. In this
case of s = 2, the reconstruction is more circular, since sharp corners are not allowed.
Using OSM, we fix s = 2 for the distance term in Equation 4.27 and explore the
difference between using (I) no curvature term η = 0, (II) L1 norm of the mean curvature,


























Figure 4.13: With η = 2, comparison between OSM with s = 2 and ALM. In ALM,
r1 = 15, r2 = 10, r3 = 3 is used. Convergence to the steady state is faster for OSM. The
reconstructed curves are shown in (b) for ALM and in (c) for OSM: ALM may shorten the
curve, while OSM can extrude a corner to make a circular reconstruction.
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Figure 4.14: (a) By OSM with s = 2 for the distance term in (Equation 4.27), the compar-
ison between (I) η = 0 (green curve), (II) s = 1 (red curve), and (III) s = 2 (blue curve)
for the curvature term. (b) OSM with η = 2.5 for s = 2 in the model (Equation 4.35). This
is the blue curve in (a). OSM using s = 2 gives the best result in terms of capturing the
structure of the underlying surface more accurately.
(a) (b)


























η = 0 (green curve), s = 1 (red curve), and s = 2 (blue curve). The blue curve (OSM
with s = 2) in (a) is presented separately in Figure 4.14 (b). OSM using s = 2 gives the
best result capturing the structure of the underlying surface more accurately. The rest of
the numerical experiments use OSM with s = 2, which gives more stable results with less
number of parameters and faster convergence with smaller minimized energies.
4.4.3 Effect of curvature constraint: OSM with s = 2
Figure 4.15 shows the comparison between the algorithm from [274] (the first row), η = 0
(the second row), and OSM with η > 0 (the third row) for different surfaces. In the
algorithm from [274], r1 = r2 = 8, r3 = r4 = 3 are used and the reinitialization is used to
post-process the surface. For the boomerang shape in column (d), the surface constructed
by [274] first shrinks to a point and then disappears. From this comparison, OSM with the
curvature regularization provides the best results. The performance of the algorithm from
[274] is similar to that of OSM without curvature regularization.
With the curvature term, the shape of the underlying surface is better captured in the
third row. The interior triangle shape of Figure 4.15 (a), the first column, is better captured
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Figure 4.15: Comparison between the algorithm from [274] and OSM with or without
curvature constraints: The first row results are by the algorithm proposed in [274] with
r1 = r2 = 8, r3 = r4 = 3. The second row results are by OSM without any curvature term,
η = 0. The third row results are by OSM with curvature constraint (s = 2): (a) η = 3, (b)
η = 2, (c) η = 1, and (d) η = 2. The shape of the underlying surface are more accurately
captured using our proposed model with the curvature constraint.
with the curvature term. Without the curvature term, the reconstructed curve does not move
further inside, since the prominent part has attained the balance between the curve length
and its distance to the two sides of the triangle. Notice that the prominent part in the second
row has non-zero curvature. With a positive η, this balance is broken and the prominent
part will further move towards the upper vertex of the triangle. Also, for the cases with
sharp corners in Figure Figure 4.15 (c)-(d), our model with the curvature term improves the
results and recover the underlying shape better.
As η increases, different effect can be shown. See Figure 4.16. As one increases η,
the two sharp corners are recovered better. However, if η is too large, like 3 and 4 in this
example, the corners get more circular. As η, the weight of curvature term, gets larger, the
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Figure 4.16: Effect of η in OSM. (a) η = 0. (b) η = 1. (c) η = 2. (d) η = 3. (e) η = 4.
As η increases, the two sharp corners are recovered better. As η gets larger, the corners get
more circular to avoid large curvature.
reconstructed curve becomes even more circular to avoid large curvature.
Figure 4.17 shows results when the given point cloud are sparse. The point cloud for
(a) and (b) is a boomerang shape and that for (c) and (d) is a sparse square with an indent at
the bottom. With sparse boomerang data, just using the distance term (η = 0) can recover
very limited part of the given point cloud; see Figure 4.17 (a). With η = 4, We recover
the general shape of boomerang in Figure 4.17 (b). For the sparse square shape, only four
corners and one point exist on each side in Figure 4.17 (c)-(d). While for η = 0, the bottom
part of the recovered shape is smooth. With η = 2, the rectangle shape is clearly recovered
showing corners in the bottom area in Figure 4.17 (d). Figure 4.18 shows the case where
even less number of points are given. See Figure 4.18 (a). Only two points around each
corner are given. Figure 4.18 (b) and (c) show results with η = 1 and η = 1.5, respectively.
Even with extremely sparse data, curvature constraint model can reconstruct the corners
well. We observe that when the given point cloud is non-uniform, or data are missing in
some region, our algorithm yields results with straight edges between distant points and
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Figure 4.17: By OSM, sparse data results with or without curvature constraints. (a) η = 0,
and (b) η = 4 for a point cloud sampled from a Boomerang shape. (c) η = 0 and (d) η = 2,
for a sparse square shape where only four corners and one point on each side are given. For
both examples, with curvature constraint, the recovery is more accurate and sharper.
(a) (b) (c)


































Figure 4.18: By OSM, extremely sparse data: (a) Given data. (b) The recovered result with
η = 1 and (c) with η = 1.5. Even with extremely sparse data, curvature constraint model
can reconstruct the square corners well.
smooth corners. These are due to the fact that the curvature along a straight edge is zero,
and smooth corners have smaller curvature than sharp corners for s = 2 in the discrete
setting.
The next experiment is for the noisy boomerang data, where Gaussian noise with stan-
dard deviation 1 is added to the locations of the point cloud. The results with η = 0, 1, 2 are
shown in Figure 4.19. As η gets larger, the two lower corners get recovered better. Even
with noisy data, OSM shows a strong competence of recovering the sharp corners.
4.4.4 Three Dimensional Examples
We conclude this section with experiments of reconstruction of surfaces in three dimen-
sional space. We use OSM with s = 2 to reconstruct the pyramid, the yoyo, and the ice
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Figure 4.19: By OSM, reconstruction with noisy data: (a) η = 0, (b) η = 1, (c) η = 2.
The noise is Gaussian with standard deviation 1. As η gets larger, the two lower corners
are better recovered.
(a) (b) (c)
Figure 4.20: Examples of three dimensional point cloud data. (a) A pyramid. (b) A yoyo.
(c) An ice cream cone.
cream cone, whose point clouds are shown in Figure 4.20. The data in these examples are
concentrated within a cube [0, 50]3. The pyramid has a relatively simple geometry struc-
ture: it is convex and its surface only consists of five plans. We can use a large time step
∆t = 500. For the yoyo and the ice-cream cone we use ∆t = 100, since the underlying
surfaces have more details, e.g., the neck of the yoyo and the upper concave part of the ice
cream cone.
For the pyramid, the reconstructed surfaces with η = 0, 5, 10 and the comparison of
cross sections along y = 25 (a middle section) are shown in Figure 4.21. In this case,
we see limited improvements of capturing the vertices when the curvature constraint is
included.
For the yoyo, the reconstructed surface with η = 0, 5 and the comparison of cross
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Figure 4.21: Reconstruction of the pyramid by OSM with s = 2: (a) Result with η = 0.
(b) Result with η = 10. (c) Comparison of cross section along y = 25.
sections along y = 25 are shown in Figure 4.22. The advantage of the curvature term is
obvious. With η = 0, the solution attains the energy balance between surface area and
distance to the data at some location away from the middle neck part. Since the curvature
at that part is non-zero, given a positive η, the surface further evolves to capture the neck.
For comparison, the reconstructed surface by the algorithm in [274] is shown in Figure 4.22
(a). Similarly to the result by OSM with η = 0, [274] fails to capture the neck part.
The ice cream cone surface consists of two layers and its cross section looks like a
boomerang. For this example, if we use η = 0, the solution shrinks to a point and then
disappears. The reconstructed surfaces with η = 5, 10 and the comparison of cross sections
along y = 25 are shown in Figure 4.23 (b)-(d). The effect of the value of η on this ice
cream cone is similar to that on the boomerang. Results with larger values of η capture
better the features of the underlying surface such as corners. The reconstructed surface by
the algorithm in [274] is shown in Figure 4.23 (a). [274] recovers the bottom corner better
but fails to reconstruct the upper concave part of the surface.
4.5 Summary
In this chapter, we explored the surface reconstruction models based on point cloud data



















Figure 4.22: Reconstruction of the ice cream cone by the algorithm from [274] and OSM
with s = 2: (a) Result by the algorithm proposed in [274] with r1 = r2 = 8, r3 = r4 = 3.
(b) Result by OSM with η = 0. (c) Result by OSM with η = 5. (c) Comparison of cross



















Figure 4.23: Reconstruction of the ice cream cone by the algorithm from [274] and OSM
with s = 2: (a) Result by the algorithm proposed in [274] with r1 = r2 = 8, r3 = r4 = 3.
(b) Result by OSM with η = 5. (c) Result by OSM with η = 10. (c) Comparison of cross
sections of results by OSM along y = 25.
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of submanifold by minimizing a distance-weighted surface area. We described two fast al-
gorithms, SIM and ALM, to reconstruct a codimensional 1 submanifold from unstructured
point clouds in R2 or R3 by minimizing the weighted minimum surface energy (Equa-
tion 4.2). SIM improves the computational efficiency by relaxing the constraint on the
time-step using a semi-implicit scheme. ALM follows an augmented Lagrangian approach
and solves the problem by an ADMM-type algorithm. Numerical experiments show that
the proposed algorithms are superior at the computational speed, and both of them produce
accurate results. Theoretically, we demonstrate the delicate interaction among parameters
involved in ALM and show the connections between SIM and ALM. This explains the
behaviors of ALM from the perspective of SIM.
The second model combines the distance from surface to the point cloud with a global
curvature regularization. Introducing this high-order geometric information allows us to
impose geometric features around the corners and to reconstruct concave features of the
point cloud better. We find that the interactions between two terms of the functional are
subtle. For example, for s = 1, since it allows sharp corners, it may be more relaxed
around the corners and give shorter length reconstruction. For the curvature term in model
(Equation 4.27), larger s gives more weight to the part of the surface which has large cur-
vature, i.e., corners. As a result, the corners of the reconstructed surface are smoothed and
extruded out a little bit. For a fast computation, instead of directly solving the complicated
terms in its Euler-Lagrange equations, we use a new operator splitting strategy and min-
imize the energy by a semi-implicit scheme. We also explore an augmented Lagrangian
method, which has the advantage of having less parameters compared to other ADMM ap-
proaches. Both methods are computationally efficient and produce reliable results in many
cases, including those where the point cloud is noisy or sparse. Comparison between OSM
and ALM shows advances of OSM in flexibility, stability, and efficiency. Comparing the
results of OSM using s = 1 and s = 2, we find that OSM with s = 2 provides better results
when reconstructing features of the point clouds. There are a number of extensions to be
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considered, including different curvature constraints and using additional information such
as surface normal directions to facilitate the reconstruction. Applications to segmentation
and image inpainting can also be considered.
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CHAPTER 5
COMPLEMENTARY ADAPTATION IN UNDERWATER COLOR CORRECTION
Water absorbs light similarly to an optical filter but with higher variations and complexi-
ties [316]. Depending on the dissolved or suspended substances, a liquid medium modifies
the spectral power distribution of the transmitted light, such that a strong bluish or green-
ish color cast dominates the acquired underwater image, e.g., Figure 5.1 (Top). Typically,
underwater images have insufficient contrast and unbalanced color distribution [316, 317,
318, 319, 320], hence many image contents, such as patterns and textures are hardly rec-
ognizable for human observers. An effective color correction method is needed to recover
and enhance these details.
We can understand this task as reversing the process of image formation. The com-
plex factors determining the irradiance on an imaging sensor are often simplified by the
Koschmieder model [322]. It expresses the image colors as a convex combination of the
unattenuated objects’ colors and the veiling light via a scalar transmission map. The veil-
ing light is approximated by various types of dark-channel priors [317, 318, 319], and
the estimation of the transmission map is converted to depth computation based on the
Beer-Lambert law [323]. Hence, for any combination of a veiling light and a transmission
map, the color-corrected image is uniquely determined. These methods are sensitive to the
identified veiling lights such that small perturbations on the estimated RGB values of the
background trigger visually significant results [319]. More sophisticated models along this
direction consider the Jerlov’s water types [324, 320] to improve the stability.
Essentially, the goal is to find a color distribution on the image domain that is favorable
for a human observer. Different from models of physics, many methods in the literature
adjust the image colors based on principles of the human visual system (HVS). One of the
important properties of HVS is color constancy: the appearance of the color of an object
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Figure 5.1: (Top) Underwater image with heavy green cast. (Bottom) Result of the pro-
posed method. In the middle, several zoomed-in regions are displayed for comparison. The
resulted image has enhanced contrast, balanced colors, and many image contents, e.g., the
patterns on the swimming shorts, are more recognizable. In this paper, all the underwater
images are from the benchmark data set [321].
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remains approximately stable under varying illuminations [325]. This chromatic adap-
tation for instance allows an observer to recognize the brown statue and the blue shorts
in Figure 5.1 (Top), even though the image is dominated by a heavy green cast. Theo-
ries [326, 327, 328] have been proposed to explain the underlying mechanism from vari-
ous perspectives including the well-known Retinex theory by Land [53]. It is argued that
HVS perceives a scene based on local variation of image lightness rather than an absolute
lightness, and this theory induces a huge class of algorithmic interpretations of the adapta-
tion process applied in computer vision, e.g., Multiscale Retinex [329, 330], random-spray
Retinex [331], non-local Retinex [332] and many others [54, 55, 333].
In this chapter, we introduce a novel approach for underwater image color correction
which converts Figure 5.1 (Top) to (Bottom), whose color distribution is more balanced
and compatible with HVS. Instead of the Retinex theory, we present a new mathematical
interpretation for the Complementary Adaptation Theory (CAT) first formulated by Gib-
son [334] in 1937. The key principle is that, the quality of a constantly applied stimulus will
be temporarily shifted towards the corresponding complementary quality, thus resulting in
a neutral state. This applies not only to HVS, but also to other bilateral sensory processes,
e.g., temperature perception. Both Retinex theory and CAT emphasize the importance of
relative levels over absolute levels of sensation, yet they are fundamentally different in the
following aspects.
• Mechanism: The Retinex theory ascribes the color constancy to HVS’s ability of es-
timating the reflectance independent from the illumination, while CAT describes the
color constancy as a result from the neutralization of the illumination by a negative
sensory process.
• Role of illuminating color: In Retinex theory, illumination is treated as unknown
and its color can be derived after identifying the reflectance; whereas in CAT, the
illuminating light determines the direction and magnitude of the adaptation process.
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• Adapting time: The Retinex theory was supported by experiments with short-time
adapting; in contrast, recent experiments show that the chromatic neutralization pre-
dicted by CAT occurs after multiple days [335, 336].
Our method captures these features of CAT and produces a color distribution complying
with the long-term chromatic adaptation. Figure 5.2 shows the outline of our method.
The idea is that, we utilize the complementary pairs of the locally approximated color
cast to modify the image colors, such that any image colors similar to the color cast are
muted, while the others keep their differences relative to the color cast. In other words,
we shift the reference color from the chromatic color cast, typically blue and green, to a
neutral gray. The resulted color distribution has softer contrast and lower saturation due to
the long-term adaptation. Hence, for visualization purposes, we enhance the image while
preserving the adapted hues.
In particular, we consider the CIELAB color space and formulate the CAT adaptation
process as a Tikhonov-type optimization problem [337]. As a metric space, CIELAB is a
subspace of the three dimensional Euclidean space, where the distance between any two
colors measures their perceptive difference. Using the CIELAB color difference metric,
our optimization model consists of a fidelity term and a regularization characterizing the
behavior of CAT adaptation. Then we enhance the adapted color distribution for visual-
ization purposes. We also address some technical issues about CIELAB to improve its
uniformity. These modifications are kept minimal so that problematic behaviors are effec-
tively adjusted, and high efficiency is achieved.
5.1 CIELAB Color Space
5.1.1 Basic Notions of CIELAB
Before stating our model, we fix some notations. We denote an arbitrary color by c, which
is specified in the CIELAB color space by its lightness L∗, red-green value: a∗, and yellow-
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Figure 5.2: Pipeline of the proposed method. The result shown here uses η = 10, β = 1/3
as the model parameters.
blue value: b∗, i.e., c = (L∗, a∗, b∗). In particular, the range for L∗ is [0, 100], where
L∗ = 0 yields black and L∗ = 100 yields diffuse white. The a∗-b∗ section specifies the
chromaticity. A positive value of a∗ indicates red while a negative value gives green. A




(a∗)2 + (b∗)2 , (5.1)
which measures the relative saturation of c, and
Hue angle: h◦ = atan2(b∗, a∗) , (5.2)
which defines the hue of c.




i ), i = 1, 2, the CIELAB color difference between
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them is computed by
∆E∗(c1, c2) =
√
(L∗1 − L∗2)2 + (a∗1 − a∗2)2 + (b∗1 − b∗2)2 , (5.3)
which is simply the Euclidean distance between the CIELAB coordinates of the colors to
be compared. This formula suggests that CIELAB color space is designed to be uniform.
The complementary color of c in CIELAB is denoted by c−, which is computed by
c− = (100− L∗,−a∗,−b∗) . (5.4)
On a rectangular image domain Ω = [0,W ] × [0, H] ⊂ R2, W,H > 0, we define a
color image, or a color distribution as a mapping c from Ω to the CIELAB color space
c(x, y) = (L∗(x, y), a∗(x, y), b∗(x, y)) , (x, y) ∈ Ω . (5.5)
For a triplet σ = (σ1, σ2, σ3) ∈ R3 with positive entries, we define the component-wise
Gaussian convolution Gσ applied on a color distribution c as
Gσ ∗ c(x, y) =
(Gσ1 ∗ L∗(x, y),Gσ2 ∗ a∗(x, y),Gσ3 ∗ b∗(x, y)) , (5.6)
where each component is the ordinary Gaussian convolution with intensity specified by
σi, i = 1, 2, 3. We take mirror reflect for computing the convolved values near the image
boundary.
5.1.2 CIELAB Boundary Estimation
The RGB color space is geometrically a cube embedded in the Euclidean space R3, how-
ever, the transformation from RGB to CIELAB maps the RGB cube to an irregular shape.
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See the illustration in Figure 5.3 (a)–(c). Here, we randomly sample 5 × 105 points in
the RGB cube, convert them to the CIELAB space, digitize their lightness coordinates by
taking the ceil function, and compute the convex hull of the chromaticity section for each
digitized lightness. Hence, the CIELAB gamut is approximated by the union of these con-






where Vi(L∗) represents a vertex of the convex hull computed using the color samples
with digitized lightness L∗, and conv{·} computes the convex hull supported by a finite
set of points. This approach offers a simple estimation of the chroma boundary given the




sin(π − θj(h◦) − ρj(h◦))
,
j(h◦) ∈ {1, 2, . . . , N(L∗)} (5.8)
where θj(h◦) < h◦ < θj(h◦)+1, θj(h◦) is the angle from the positive direction of the a∗-
axis to Vj(h◦)(L∗) in a counter-clockwise orientation, θN(L∗)+1 takes θ1, and lj(h◦) is the
distance from Vj(h◦)(L∗) to the origin. Both quantities lj(h◦) and θj(h◦) depend onL∗, and we
suppress this notation in Equation 5.8 for simplicity. See Figure 5.3 (d) for an illustration.
5.2 Complementary Adaptation Model in CIELAB
5.2.1 Tikhonov-type Optimization in CIELAB




0) over Ω, we propose the Complementary Adap-
tation Model by defining the adapted color at (x, y) ∈ Ω as the minimizer of the following
189
Figure 5.3: (a) CIELAB gamut projection on the L∗-a∗ plane. (b) Projection on the L∗-b∗
plane. (c) Projection on the a∗-b∗ plane. (d) Geometry for computing the chroma upper
limit C∗max(L, θ + γi) in the direction of the hue angle θ + γi on the lightness level of L.
Here the chroma direction falls within the sector [γi, γi+1], i = 1, 2, . . . .
optimization problem
cadapt(x, y) = arg min
c∈R3




∆E∗(c(x, y), (Gσ ∗ c0(x, y))−)
)2
, (5.9)
where λ > 0 is a weight parameter, and σ = (σL∗ , σa∗ , σb∗) such that σa∗ = σb∗ and
σL∗ = nσa∗ for some n > 1. This is a Tikhonov-type optimization problem consisting of
two terms. The first term measures the difference between the given color distribution c0
and the adapted color cadapt, thus it imposes the fidelity condition. The second term models
the effect of CAT adaptation process, which acts as a regularization. The proposed color
distribution cadapt is a balance between the original image and the complementary of the
estimated color cast Gσ∗C. In this paper, we fix σa∗ = σb∗ = σ0 := 0.25(max(W,H)/2−1)
so that the size of the filter is roughly max(W,H)/2, n = 3, and λ = 1.
Thanks to the simple formula (Equation 5.3) for computing the color difference, (Equation 5.9)
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has a unique global minimizer obtained by calculus:






adapt(x, y)) , (5.10)
where 
L∗adapt(x, y) = (L
∗
0(x, y) + (100− G3σ0 ∗ L∗0(x, y))) /2
a∗adapt(x, y) = (a
∗
0(x, y)− Gσ0 ∗ a∗0(x, y))) /2
b∗adapt(x, y) = (b
∗
0(x, y)− Gσ0 ∗ b∗0(x, y))) /2
(5.11)
This formulation shows that the adapted color cadapt(x, y) is the midpoint of the image color
c0(x, y) and the complementary pair of the estimated color cast at (x, y) in the CIELAB
space.
Some remarks are needed for the proposed model:
1. Locality principle: The adaptation is spatially dependent [338]. Notice that in the
second term of the model, the complementary operator is applied to the Gaussian
filtered color distribution instead of the original c0. The locality of the adaptation is
adjusted by the parameter σ0. A greater value of σ0 implies a larger field of adaptation
and the estimated color cast is spatially more uniform. In contrast, a smaller value of
σ0 induces a more focused adaptation and the estimated color cast is more variant.
Consequently, the neutralization effect is stronger when σ0 is small; when σ0 → 0,
the adapted color distribution becomes uniformly neutral gray.
2. CIELAB gamut consideration: In practice, the 3-tuple cadapt computed by Equa-
tion 5.11 stay inside the CIELAB gamut. There are two reasons to support this
statement. First, the adapted lightness L∗adapt concentrates around 50, where the chro-
maticity section of the CIELAB gamut has the most extended domain (Figure Fig-
ure 5.3 (a) and (b)). Second, the dominating color casts in underwater images are
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mostly blue or green. Observe that the CIELAB gamut (Figure 5.3 (c)) correspond-
ing to the green-blue region only has limited expansion, hence both Gσ0 ∗ a∗0 and
Gσ0 ∗ b∗0 are relatively small. Consequently, the triangle spanned by (a∗0, b∗0) and
(Gσ0 ∗a∗0,Gσ0 ∗b∗0) is most likely contained in the chromaticity domain at the lightness
L∗adapt. For robustness, in case cadapt(x, y) for some (x, y) falls outside the CIELAB
gamut, we keep its adapted lightness and hue angle while shrinking its chroma to
the corresponding maximal chroma. Other possible solutions can be found in [339]
and [340].
3. Long-term adaptation: The proposed color distribution cadapt is based on the neutral-
ization of dominant colors, which is a long-term chromatic adaptation that can take
multiple days [335, 336]. This is different from the daily experience where the time
of adaptation ranges from seconds to a few minutes [341]. Similarly to the exper-
imental setting [335], the Gaussian filtered color distribution can be considered as
colored lenses, and the long-term adaptation behavior is modeled by the regulariza-
tion term. Hence, our model predicts the perceived colors when the observer wears
the lenses for a long time and the dominant colors are neutralized by their comple-
mentary pairs, respectively.
4. Connection to other works: The proposed model (Equation 5.9) also provides a vari-
ational substitute for the well-known Gray World (GW) assumption [342], which is a
key component in many methods in the literature, e.g., ACE [71]. In [71], Bertalmı́o
et al. connect ACE to the Wilson-Cowan equations [343] from computational neuro-
science, where the GW assumption is used to set an absolute neutral state such that
only deviations from this level are considered meaningful. Noticing the drawback
of using an absolute level, in [344], Bertalmı́o proposes to replace it with a local
average; however, by doing so, no color correction is in action. Our model provides
an elegant solution which maintains an effective color correction while avoiding an
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absolute reference.
5.2.2 Robust Hue-preserving Image Enhancement
The adapted color distribution cadapt represents a long-term result rarely achieved in com-
mon life experience. For visualization purpose, we enhance the lightness L∗adapt and the




adapt, while preserving the adapted hue
h◦adapt (Equation 5.2) where the dominant color cast has been neutralized.
We enhance the adapted lightness by a linear stretch. The enhanced lightness is denoted
by L̂∗adapt. To keep the transform consistent with the CIELAB gamut, we rescale the chroma










× C∗max(L̂∗adapt(x, y), h◦adapt(x, y)) . (5.12)
which preserves the percentage of the relative saturation of cadapt. Here C∗max(L
∗, h◦) de-
notes the maximal chroma in the CIELAB gamut when the lightness is L∗ and the hue
angle is h◦, whose computation is detailed in subsection 5.1.2. Notice that the adapted hue
angles are unchanged during this rescaling.
For the fixed lightness L̂∗adapt, we enhance the chroma of the newly obtained color
distribution (L̂∗adapt, a∗1, b
∗













adapt(x, y)) . (5.13)
We note that this is a gamma correction applied to the percentage of relative saturation.
See Figure 5.4 (a). Here, η ≥ 1 is the enhancing parameter. When η increases, a stronger
enhancement is applied, and when η = 1, the gamma function reduces to the identity map.
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Figure 5.4: (a) Gamma function used for chroma enhancement (Equation 5.13) with vary-
ing values of η. (b) Robust factor (Equation 5.14) for suppressing the noisy hues with
varying values of β.
To improve stability, for some 0 < β ≤ 1, we define






for any θ ∈ [0, 180◦] ,
whose behavior is shown in Figure 5.4 (b). We propose the robust hue-preserving enhance-
ment of the adapted color distribution cadapt by
ĉadapt(x, y) = (L̂∗adapt(x, y), â∗adapt(x, y), b̂∗adapt(x, y)) , (5.15)
where 
â∗adapt(x, y) = F (θ(x, y))a
∗
2(x, y)




and θ(x, y) denotes the hue angle difference between the image color and the estimated
color cast at (x, y). Notice that by multiplying the robust factor, when θ(x, y) ≈ 0◦, i.e.,
the hue angle difference between the image color and the estimated color cast is small,
ĉadapt(x, y) becomes almost achromatic. As for image colors deviating from the estimated
color cast at the same locations, the differences are emphasized.
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5.2.3 Improvement on the Uniformity of CIELAB
The main purpose of the CIELAB as an alternative to RGB is to quantify the perceptive
color difference. This is only approximate due to the intrinsic complexity and non-linearity
of the HVS. In this work, we employ two simple modifications to achieve a better unifor-
mity.
Adjustment in the Blue Region
As known to many researchers [345, 346, 347, 348], the blue region of CIELAB, which
roughly corresponds to the subset of colors with hue angles ranging from 250◦ to 300◦, is
not hue-linear. It means that, with the CIELAB lightness and hue angle fixed, increasing
the CIELAB chroma yields a perceivable hue-shift.
In this work, we propose to address this technical problem by applying the following















This formula is modified from [349], which adjusts the hue angle by a product of three
factors. The first factor µ◦ denotes the maximal distorted hue angle. The second factor
predicts the increase of the hue rotation from neutral, i.e., C∗ = 0 until around C∗ = 10
and remains constant in the high chroma region [349]. The last factor restricts the hue
adjustment within the region 275◦ < h◦ < 300◦. We fix µ◦ = 45◦ and choose m = 7
in this paper. For a more precise hue adjustment based on a look-up-table, we refer the
readers to [347].
For underwater images, the pre-processing (Equation 5.17) is especially important,
since the general color distributions concentrate around the blue region. In Figure 5.5, we
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Figure 5.5: Pre-processing by hue angle adjustment in the blue region of CIELAB. (a) Part
of an underwater image. (b) Proposed method without the pre-processing (Equation 5.17).
(c) Proposed method with the pre-processing. With the adjustment, the blueness on the
strap is preserved.
apply the proposed method to an underwater image (a) without the hue adjustment (Equation 5.17)
and the blue goggle straps turn into purple (b). With the hue correction (c), we observe that
the blueness is correctly preserved. Hence, including the adjustment (Equation 5.17) as a
pre-processing compensates for the distortion of the hue angle as we enhance the chroma.
The Helmholtz-Kohlrausch Effect
The Helmholtz-Kohlrausch (H-K) effect is a perceptual phenomenon where the perceived
lightness of a color with increasing saturation is brighter [350]. To enhance the chroma (Equation 5.16)
while keeping the perceived lightness unchanged, we need to adjust L̂∗adapt. For an arbitrary
color c = (L∗, a∗, b∗) in CIELAB, the perceived lightness L∗H-K when considering the H-K
effect can be estimated by [351]
L∗H-K = L
∗ + (2.5− 0.025L∗)g(h◦)C∗ , (5.18)
where
g(h◦) = 0.116×
∣∣∣ sin(h◦ − 90◦
2
) ∣∣∣+ 0.085 . (5.19)
(5.20)
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Figure 5.6: Post-processing considering the HK-effect. (a) Zoom-in of part of the underwa-
ter image in Figure 5.1. (b) Proposed method without the post-processing (Equation 5.18).
(c) Proposed method with the post-processing. Post-processing considering the HK-effect
reduces over-exposure.
Hence, assuming that L̂∗adapt corresponds to the perceived lightness before the chroma en-
hancement, the associated CIELAB lightness after the chroma enhancement is computed





Similar improvement is also considered in [340] for food image enhancement.
The post-processing in regard to the HK-effect (Equation 5.18) addresses the over-
exposure caused by the enhancing saturation. In Figure 5.6, we focus on a zoomed-in
region of an underwater image (a) and show the result without the post-processing (b) as
well as the processed one (c). Comparing these results, we observe that when the HK-effect




The proposed method is flexible and adaptive to different image contents. It yields improve-
ments on the image contrasts and color balance which are typically degraded in underwater
images. In Figure 5.7, we demonstrate various examples where underwater images are
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Figure 5.7: General examples of the proposed method. (a) A typical underwater image
showing dominating blue cast, and the contrast is relatively low. (b) Result of the proposed
method applied to (a) removes the blue cast and enhances the textures on the riverbed. (c)
A blurry underwater image where objects are hardly visible. (d) Result of the proposed
method applied to (c) which shows vibrant colors and sharp objects’ boundaries. (e) A
deep underwater image commonly seen in field exploration. (f) Result of the proposed
method applied to (e) which renders the details of the structure of interest.
used for (a) submarine biology, (c) recreational purposes, and (e) field exploration. Given
possible differences in the imaging environment and devices, our method shows consistent
and stable behaviors in terms of removing the color casts and enhancing the image quality,
and the corresponding processed results are in (b), (d), and (f).
5.3.2 Different Underwater Color Cast
Underwater imaging environment is complicated and various conditions can affect the
chromatic attributes of the color cast. In Figure 5.8, we show the stability of our pro-
posed method for underwater images with different color casts. The scene in the first row
shows strong blue veiling light (hue angles concentrating around 210◦), the one in the sec-
ond row has a yellow color cast (around 95◦), and the third is dominated by a green color
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Figure 5.8: The proposed method shows consistent performance for underwater images
with different color casts. For each underwater image in the first 3 rows, we show their
hue angle distributions in the second column; in the third columns we show the distribution
of the final results, which are displayed in the last row. In all cases, we have η = 6 and
β = 1/4.
(around 150◦). In the third column, we observe that the hue angles of the processed results
are more spread out, and the resulted images are displayed in the last row. Although the
color casts in the original images are distinct, the colors different from the estimated color
casts are preserved and emphasized in the final results.
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5.3.3 Necessity of the Robust Factor
The procedure (Equation 5.13) enhances the residual colors after the dominating cast is
neutralized. Specifically, the absolute change of the hue angle can be expressed as

















Let C∗G(x, y) =
√
(Gσ0 ∗ a∗0(x, y))2 + (Gσ0 ∗ b∗0(x, y))2 be the chroma of the estimated
color cast at (x, y), ρ(x, y) = C∗0(x, y)/CG(x, y) as the ratio of image chroma and color cast
chroma, and γ(x, y) = (a∗0(x, y)(Gσ∗a∗0)(x, y)+b∗0(x, y)(Gσ∗b∗0)(x, y))/(C∗0(x, y)C∗G(x, y))
as a measure of the hue angle difference between the image color and the color cast,





ρ(x, y)− γ(x, y)√
ρ2(x, y)− 2γ(x, y)ρ(x, y) + 1
)
. (5.23)
Notice that when the image color and the estimated color cast have similar hue angles, i.e.,
γ(x, y) ≈ 1, Equation 5.23 shows that
|h◦adapt(x, y)− h◦0(x, y)| ≈

180◦ , if ρ(x, y) < 1
90◦ , if ρ(x, y) = 1
0◦ , if ρ(x, y) > 1
, (5.24)
which is independent of the lightness. This implies that a direct enhancement as in Equa-
tion 5.13 is very sensitive to the ratio of the image chroma and color cast chroma.
Such instability will cause chromatic noise in areas where the colors are slightly differ-
ent from the estimated color cast, and typically this happens when the underwater image
contains a large portion of background, e.g., Figure 5.9 (a). In Figure 5.9 (b), we show
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Figure 5.9: (a) Original underwater image. (b) Proposed method without applying the
robust factor (Equation 5.14) (η = 8). (c) Proposed method without applying the robust
factor (η = 2). (d) Proposed method with the robust factor (η = 8, β = 1/3). Using the
robust factor suppresses the background noisy colors while enhancing the saturation of the
other regions.
the image resulted from the direct enhancing (Equation 5.13) using η = 8, which presents
noisy colors in the background region. A possible remedy is to use smaller values of η,
however, this will also subdue the saturation of regions which deserve enhancing. For ex-
ample, in Figure 5.9 (c) where we use η = 2, although the noisy colors in the background
are suppressed, the riverbed becomes almost achromatic. By using the proposed robust
factor (Equation 5.14), the corrected image as shown in Figure 5.9 (d) reduces the noise
while maintaining a more saturated rendering outside the background region.
5.3.4 Behaviors of the Saturation Parameter η
The chroma enhancement parameter η (Equation 5.13) allows flexible adjustment of the
image saturation. In Figure 5.10, fixing β = 1/3, we apply the proposed method to the
underwater image (a) using η = 2, η = 4 and η = 10, which are shown in (b), (d), and
(d), respectively. When we increase the parameter η, the saturated green color cast in the
original image keeps muted, as it is neutralized before the chroma enhancement. As for
the objects of colors different from the color cast, e.g., the string and statue, they become
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Figure 5.10: Effect of the chroma enhancement parameter η. (a) Original underwater im-
age. (b) Result with η = 2. (c) η = 4. (d) η = 10. Here we fix β = 1/4.
more recognizable when greater values of η are applied. This example demonstrates two
features of our method.
First, objects of smaller scales compared to the radius of the Gaussian kernel used
in Equation 5.9 are the most distinguishable in the results. This is due to the fact that, the
pixels of these objects have little impact on the estimated color cast, thus the complimentary
pairs of the objects’ colors will not contribute to the neutralization process according to
CAT. Consequently, they preserve most of their chromatic properties and get emphasized
after the neutralization of the color cast and the chroma enhancement. For instance, see the
red string, the white oxymeter, and the texture of the sand.
Second, although enhancing the saturation by Equation 5.13 is global, the background
color remain relatively muted compared to others during this process. When we increase
the value of η, the red string and brown statue become more saturated than the green back-
ground. This can render the objects in the scene more distinguishable and help improve the
image contrast in a global scale.
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5.3.5 Qulitative Comparison
We compare our proposed method to some of the state-of-art approaches in the literature.
They are designed either specifically for underwater images, or for color constancy for gen-
eral color images. On the oirginal image in Figure 5.11 (a), we compare Zhao et al. [352]
(shown in (b)), Peng et al. [319] (shown in (c)), Histogram Equalization (shown in (d)), Li-
mare et al. [353] (shown in (e)), Automatic Color Correction (ACE) [71, 354], Local Color
Correction [355] (shown in (g)), Multiscale Retinex [329, 330] (shown in (h)), and the pro-
posed method in (i). We see that these methods exhibit different chromatic properties in
their results.
Both (b) and (c) are obtained from underwater-image-specific approaches based on the
Koschmieder model. They differ from each other by the techniques used for background
light and transmission map estimation. As pointed out in [319], these estimated quantities
determine the results, and in many cases, such relation is very sensitive. With careful com-
bination of different priors and estimations, the result in (c) shows better color restoration
on some region of the statue and the riverbed compared to (b).
The methods used in the second row manipulate the image histogram. For (d), we
see the typical over-saturation in HE. The method in (e), which aims at enhancing the
dynamical ranges of the RGB-channels, does not show effective color balancing in this
example. As a localized version of HE, (f) renders more realistic colors compared to (d).
The method for (g) is based on a nonlinear filter applied in the HSL color space, which
demonstrate enhancement on the brightness and saturation, yet the green cast is not re-
moved. The Multiscale Retinex used in (h) improves the image brightness and makes
many textures visible, but the colors are still biased toward green.
The proposed method in (i) shows distinct visual perception from the others. First, the
strong green cast in the original underwater image is effectively removed. This renders a
neutral background and recovers realistic tones for the statue, which is perceived as white in
(a). Second, the colors for small-scale textures become apparent. For example, we clearly
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see the brownish mud around the statue and the color variations on the riverbed. Third,
because of the neutralization of the background and the enhancement on the small scale
contents, our result shows better contrast improvement. Notice the head and shoulder of
the statue, as well as the patterns on the pottery.
5.3.6 Quantitative Evaluation and Comparison
In this set of experiments, we evaluate the performances of the proposed algorithm and
other methods in the literature using two measures: Underwater Color Image Quality
Evaluation metric (UCIQE) [317] and Underwater Image Quality Measure (UIQM) [356].
These metrics are specifically designed to evaluate the quality of underwater images. Both
UCIQE and UIQM are linear combinations of certain image attributes such as colorfulness,
saturation, and contrast, whose coefficients are statistically derived. Higher values of these
metrics indicate better image qualities.
Figure 5.12 collectively shows the results from Histogram Equalization, Peng et al. [319],
Automatic Color Enhancement (ACE) [71], and the proposed method, where the underwa-
ter images have various contents and complexities. Our method performs consistently the
best measured by UIQM, and the values of UICQE for some of our results are the highest.
Among all the methods in comparison, HE produces the most colorful results, yet some of
which are overly saturated. The method proposed by Peng et al. performs well when the
veiling light color is correctly estimated. ACE is a local HE in principle, hence we observe
similar chromatic features between them. Compared to HE, ACE produces more natural
color distributions. Among the results from the proposed method, observe that a common
characteristic is that the strong color casts in the original underwater images are neutral-
ized. This feature induces a visual effect that the objects against the original saturated
background have sharper boundaries.
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(a) Original Image (b) Zhao et al. (c) Peng et al.
(d) Histogram Equalization (e) Limare et al. (f) Automatic Color Enhancement
(g) Local Color Correction (h) Multiscale Retinex (i) Proposed Method
Figure 5.11: Qualitative comparison of different methods (a) Original underwater image.
(b) Zhao et al. [352] (c) Peng et al. [319] (d) Histogram Equalization (HE) (e) Limare
et al. [353] (f) Automatic Color Enhancement (ACE) [71, 354] (g)Local Color Correc-
tion [355] (h) Multiscale Retinex [329, 330] (i) Proposed Method.
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Figure 5.12: Quantitative evaluation and comparison. We compare our methods with His-
togram Equalization (HE), Peng et al. [319], and Automatic Color Enhancement (ACE) [71,
354]. The quality of each image is evaluated by UCIQE [317] (left, blue marks the best)
and UIQM [356] (right, red marks the best). In all the cases, we use η = 10 and β = 1/4
for the proposed method.
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5.4 Conclusion
In this chapter, we presented a new mathematical interpretation of the complimentary adap-
tation theory proposed by Gibson in 1937. As an alternative of the well-known Retinex
theory for understanding the color constancy, CAT emphasizes the neutralization function
of the complementary pair of the lasting stimulus rather than HVS’s competence of identi-
fying the reflectance. We modeled this adaptation process as a Tikhonov-type optimization
problem in the CIELAB color space. This is a simple model which produces the adapted
colors as a balance between the original underwater image and the complimentary pair of
the estimated color cast. We overcame the lack of uniformity of CIELAB by employing
two techniques: a pre-processing compensating the hue-distortion in the blue region, and a
post-processing addressing the H-K effect. Numerically, we demonstrated the necessities
of the introduced techniques and qualitatively compared our model with some of the state-
of-art methods for underwater images. The proposed method shows superior stability when
dealing with various underwater environments and recovers realistic colors compatible with
the visual perception.
We also notice a more significant data-dependence in this task compared to the previous
chapters’ materials. The Tikhonov-type optimization model sets up an elegant framework
for characterizing the color-balancing behaviors based on the complementary adaptation
theory. However, the visual effects are determined by the CIELAB colorspace, which was
developed based on experiments. Like other color spaces, CIELAB has its own limitations,
and to address them, additional parameters estimated from experimental data are necessary.
This brings up an important issue of model-based representation in problems with less
structured data: how to take advantage of the data efficiently to improve the model? To
answer this, in the following two chapters, we will discuss data-driven approaches.
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CHAPTER 6
AUTOMATIC PDE IDENTIFICATION FROM NOISY DATA
Partial Differential Equations (PDEs) are used to model various real-world phenomena in
science and engineering. Numerical solvers for PDEs and analysis of various properties of
the solutions have been widely studied in the literature. In this chapter, we focus on the
inverse problem: Given a set of time-dependent noisy data, how to identify the governing
PDE.
Let the given noisy time-dependent discrete data set be
D := {Uni ∈ R | n = 0, · · · , N ; i = (i1, · · · , id) with ij = 0, · · · ,M − 1, j = 1, · · · , d}
(6.1)
for sufficiently large integers N,M ∈ N, where i is a d-dimensional spatial index of a
discretized domain in Rd, and n represents the time index at time tn. The objective is to
find an evolutionary PDE of the form
∂tu = f(u, ∂xu, ∂
2
xu, · · · , ∂kxu, · · · ) , (6.2)
which represents the dynamics of the given data D. Here t is the time variable, x =
[x1, ..., xd] ∈ Rd denotes the space variable, and ∂kxu denotes the set of partial deriva-









| k1, · · · , kd ∈ N,
∑d
j=1 kj = k
}
. We assume that f is a polynomial of its
arguments so that the right-hand side of Equation 6.2 is a linear combination of linear and
nonlinear differential terms. The model in Equation 6.2 includes a class of parametric PDEs
where the parameters are the polynomial coefficients in f .
Parameter identification in differential equations and dynamical systems has been con-
208
sidered by physicists or applied scientists. Earlier works include [357, 358, 359, 360, 361,
362, 363], and among which, [358, 363] considered the PDE model as in Equation 6.2. Two
important papers [364, 365] used symbolic regression to recover the underlying physical
systems from experimental data. Recently, sparse regression and L1-minimization were in-
troduced to promote sparsity in the identification of PDEs or dynamical systems [366, 367,
368, 369]. In [366], Brunton et al. considered the discovery of nonlinear dynamical sys-
tems with sparsity-promoting techniques. The underlying dynamical systems are assumed
to be governed by a small number of active terms in a prescribed dictionary, and sparse re-
gression is used to identify these active terms. This sparse regression approach’s extensions
can be found in [370, 371, 372]. In [367], Schaeffer considered the problem of PDE identi-
fication using the spectral method and focused on the benefit of using L1-minimization for
sparse coefficient recovery. The identification of dynamical systems with highly corrupted
and undersampled data are considered in [373, 374]. In [368], Rudy et al. proposed iden-
tifying PDEs by solving the L0-regularized regression followed by a post-processing step
of thresholding. Sparse Bayesian regression was considered in [375] for the recovery of
dynamical systems. This series of work focused on the benefit of using L1-minimization
to resolve dynamical systems or PDEs with specific sparse pattern [376]. Another related
problem is to infer the interaction law in a system of agents from the trajectory data. In
[377, 378], nonparametric regression was used to predict the interaction function, and a
theoretical guarantee was established. Another category of methods uses deep learning
[379, 380, 381, 382, 383, 384, 385]. In [369], Identifying Differential Equation with Nu-
merical Time evolution (IDENT) was proposed. It is based on the convergence principle
of numerical PDE schemes. LASSO is used to find a candidate set efficiently, and the cor-
rect PDE is identified by computing the numerical Time Evolution Error (TEE). Among all
the PDEs from the candidate set, the one whose numerical solution best matches the given
data dynamics is chosen as the identified PDE. When the given data are contaminated by
noise, the authors used a Least-Square Moving Average method to denoise the data as a
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pre-processing step. When the coefficients vary in the spatial domain, a Base Element
Expansion (BEE) technique was proposed to recover the varying coefficients.
We will first focus on the numerical aspects of the data-driven PDE modeling problem
by introducing the work proposed in [386], and then we switch to the theoretical aspects
where the convergence of `1-norm regularized identification method is concerned.
6.1 Data Organization and Denoising
6.1.1 Data Organization and Notations
Let the time-space domain be Ω = [0, T ] × [0, X]d for some T > 0 and X > 0. Suppose
the noisy data D are given as (Equation 6.1) on a regular grid in Ω, with time index n =
0, · · · , N ,N ∈ N and spatial index i ∈ I, where I = {(i1, · · · , id) | ij = 0, · · · ,M−1, j =
1, · · · , d,M ∈ N}. Denote ∆t := T/N and ∆x := X/(M − 1) as the time and space
spacing in the given data, respectively.
At the time tn and the location xi, the datum is given as
Uni = u(xi, t
n) + εni , (6.3)
where tn := n∆t ∈ [0, T ], xi := (i1∆x, · · · , id∆x) ∈ [0, X]d, and εni is i.i.d. random
Gaussian noise with mean 0. For n = 0, 1, · · · , N − 1, we vectorize the data in all spatial
domains at time tn, and denote it as Un ∈ RM
d . Concatenating the vectors {Un}N−1n=0
vertically gives rise to a long vector U ∈ RNMd .




xu, · · · ∂kxu, · · · ) = c1 + c2∂x1u+ · · ·+ cmu∂x1u+ · · · . (6.4)
where ∂kx denotes all k-th order partial derivatives and ∂xi denotes the partial derivative
210
with respect to the i-th variable. We refer to each term, such as 1, ∂x1u, and u∂x1u, . . . in
Equation 6.4, as a feature. Since f is a finite order polynomial, only a finite number of
features are included. Denote the number of features by K. Under this model, the function
f is expressed in a parametric form as a linear combination of K features. Our objective is
to recover the parameters, or coefficients,
c = [c1 c2 . . . cm . . . cK ]
T ∈ RK ,
where many of the entries may be zero.
From D, we numerically approximate the time and spatial derivatives of u to obtain the
following approximated time derivative vector DtU ∈ RNM
d and approximated feature














0 · · · U0 ◦Dx1U0 · · ·
1Md×1 U
1 · · · U1 ◦Dx1U1 · · ·
...
... . . .
... · · ·
1Md×1 U
N−1 · · · UN−1 ◦Dx1UN−1 · · ·

. (6.5)
In this paper, the time derivatives in DtU are approximated by the forward difference
scheme, and the spatial derivatives, such as Dx1U
n for n = 0, 1, . . . , N − 1 in F are
computed using the 5-point ENO scheme [387]. Our method can be applied if other nu-
merical differentiation schemes are used. The vector 1Md×1 ∈ RM
d denotes the 1-vector of
size Md, and the Hadamard product ◦ is the element-wise multiplication between two vec-
tors. Each column of F is referred to as a feature column. The PDE model in Equation 6.2
suggests that, an optimal coefficient vector c should satisfy the following approximation:
DtU ≈ Fc . (6.6)
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The objective is to find the correct set of coefficients in Equation 6.4. Due to the large size
of K, the idea of sparsity becomes useful.
Throughout this chapter, we denote F0 as the true feature matrix whose elements are
the exact derivatives evaluated at the corresponding time and space location as those in F .




p is the Lp norm of c. In particular, ‖c‖∞ := maxj |cj|.
When p = 0, ‖c‖0 := #{cj : cj 6= 0} represents the L0 semi-norm of c. The support of
c is denoted by supp(c) := {j : cj 6= 0}. The vector c is said to be k-sparse if ‖c‖0 = k
for a non-negative integer k. For any matrix Am×n and index sets L1 ⊆ {1, 2, . . . , n},
L2 ⊆ {1, 2, . . . ,m}, we denote [A]L1 as the submatrix of A consisting of the columns
indexed by L1, and [A]L2 as the submatrix of A consisting of the rows indexed by L2. AT ,
A∗ and A† denote the transpose, conjugate transpose and Moore-Penrose pseudoinverse of
A, respectively. For x ∈ R, bxc denotes the largest integer no larger than x. Moreover,
we use the following notation for asymptotics: For sufficiently large n, we write f(n) =
O(g(n)), if there exists a constant K > 0 such that f(n) ≤ Kg(n), and f(n) = Ω(g(n))
if f(n) ≥ K ′g(n) for some constant K ′ > 0. The notation f(n) = Θ(g(n)) means that
f(n) = O(g(n)) and f(n) = Ω(g(n)). We adopt bold lower-case letters for vectors and





i , and ‖v‖∞ := max
1≤i≤n
|vi|. For a matrix A ∈ Rn×m, AT denotes its transpose,
A2 := max∀‖x‖2=1 ‖Ax‖2, A∞ := max
1≤i≤n
∑m








6.1.2 Noise Amplification during Differentiation
Despite the developments of many useful methods, when the given data are noisy, PDE
identification is still challenging. A small amount of noise can make a recovery unsta-
ble, especially for high order PDEs. It was shown in [369] that the noise to signal ratio
for LASSO depends on the order of the underlying PDE, and IDENT can handle a small
amount of noise when the PDE contains high order derivatives. A significant issue is that
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Figure 6.1: The sensitivity of numerical differentiation to noise. (a) Graph of sin(x), 0 ≤
x ≤ 2π (black), and its noisy version (red) with Gaussian noise of mean 0 and standard
deviation 0.01. (b) The first-order derivatives of the function (black) and the data (red).
(c) The second-order derivatives of the function (black) and the data (red). The derivatives
of data in (b) and (c) are computed using the five-point ENO scheme. As the order of
derivative increases, the noise gets amplified.
the numerical differentiation often magnifies noise, which is illustrated by an example in
Figure 6.1.
In the following, we introduce a class of robust PDE identification methods that can
handle a large amount of noise.
6.1.3 Successively Denoised Differentiation (SDD)
As shown in Figure 6.1, when the given data are contaminated by noise, numerical differ-
entiation amplifies noise. It introduces a large error in the time derivative vector DtU and
the approximated feature matrix F . With random noise, the regularity of the given data is
different from the PDE solution’s regularity. Thus, the denoising plays a vital role in PDE
identification.
We introduce a smoothing operator S to process the data. Kernel methods are good
options for S, such as Moving Average [388] and Moving Least Square (MLS) [389]. In
this paper, the smoothing operator S is chosen as the MLS, where data are locally fit by
quadratic polynomials. In MLS, a weighted least squares problem, in the time domain or
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Figure 6.2: Performance of SDD on the data in Figure 6.1. (a) Graph of sin(x), 0 ≤ x ≤ 2π
(black) and the denoised data (red) using MLS. (b) First-order derivatives of the function
(black) and the denoised data using SDD (red). (c) Second-order derivatives of the function
(black) and the denoised data using SDD (red). Derivatives are computed by the five-point
ENO scheme, and the smoothing operator S is MLS.
the spatial domain, is solved at each time tn and spatial location xi as follows:
S(x) [U
n
i ] = p
n
i (xi), with p
n
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Here h > 0 is a width parameter of the kernel, and P2 denotes the set of polynomials of
degree no more than 2. When data are one dimensional, i.e. d = 1 and for a fixed time index
n, we say that the given data set {Uni }M−1i=0 with the spatial grid length ∆x is a third order
approximation of a smooth function u(x, tn), if |Uni −u(xi, tn)| = O(∆x3) for any i. It has
been shown that if {Uni }M−1i=0 is a third-order approximation of a smooth function u(x, tn),
and if h is properly chosen, the output of MLS also gives a third-order approximation of
u(x, tn) [390, 369]. Such a result also holds for a fixed spatial index iwhen we consider the
third-order approximation of u(xi, t) in terms of the time grid length ∆t. This result can
be generalized to multi-dimensions and higher-order polynomial approximations in MLS.
In practice, the width parameter h is found empirically from data.
We describe the Successively Denoised Differentiation (SDD) procedure to stabilize the
numerical differentiation [386]. For every derivative approximation, smoothing is applied
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Table 6.1: The procedure of SDD, where the spatial and time smoothing operators S(x) and
S(t) are defined in Equation 6.7 and Equation 6.8 respectively. The operator Dt given in
Equation 6.5 represents numerical time differentiation by the forward difference scheme,
and DxiU for i = 0, 1, . . . , N − 1 represents numerical spatial differentiation with respect
to xi given by the 5-point ENO scheme [387].
Successively Denoised Differentiation (SDD)
Expression for Approximation Explanation
u ≈ S(x)[U ] The given data set U is
denoised by MLS.
∂tu ≈ S(t)DtS(x)[U ] Denoising at numerical
time differentiation.
∂kxu ≈ (S(x)Dx1)k1 · · · (S(x)Dxd)kdS(x)[U ], Denoising
where k = (k1, . . . , kd), and at every step of the∑d
i=1 ki = k for k = 1, 2, . . . numerical spatial differentiation.
as described in Table 6.1. The main idea of SDD is to smooth the data at each step (before
and after) the numerical differentiation. This simple idea effectively stabilizes numerical
differentiation. Figure 6.2 shows the results of SDD for the same data in Figure 6.1. The
approximations of the first and second-order derivatives of u are greatly improved.
In subsection 6.3.8, we explore details of SDD when different smoothing operators are
used. We find that MLS has the best performance in terms of preserving the derivative
profiles. Therefore, we set S to be MLS in our numerical experiments.
To simplify the notations, in the rest of this paper, we use U to denote the denoised data
S(x)[U ], and DtU as well as DkxU to denote the numerical derivatives with SDD applied as
above.
6.2 PDE Model Identification Methods: ST and SC
Under the parametric model in Equation 6.4, the PDE identification problem can be reduced
to solving the linear system (Equation 6.6) for a sparse vector c with few nonzero entries.
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Sparse regression can be formulated as the following L0-minimization
min ‖c‖0 , subject to ‖Fc−DtU‖ ≤ ε , (6.9)
for some ε > 0. However, the L0-minimization in Equation 6.9 is NP-hard. Its approximate
solutions have been intensively studied in the literature. The most popular surrogate for the
L0 semi-norm is the L1 norm as applied in image and signal processing [391, 392]. The
L1-regularized minimization is called Least Absolute Shrinkage and Selection Operator
(LASSO) [393], which was used in [369, 367, 368] for PDE identification. The common
strategy in these works is to utilize LASSO to select a candidate set, then refine the results
with other techniques.
We utilize a greedy algorithm called Subspace Pursuit (SP) [394] to select a candidate
set. Unlike LASSO, SP takes the sparsity as an input, allowing direct control of the sparsity
of the reconstructed coefficient. Let k be a positive integer and denote b = DtU . For a
fixed sparsity level k, SP(k;F,b) in algorithm 9 gives rise to a k-sparse vector whose
support is selected in a greedy fashion. It was proved that SP gives rise to a solution of
the L0-minimization (Equation 6.9) under certain conditions of the matrix F , such as the
restricted isometry property [394].
We introduce two new methods based on SP for PDE identification: Subspace pursuit
Time evolution (ST) and Subspace pursuit Cross-validation (SC). ST uses multi-shooting
numerical time evolution and selects the PDE, which yields the least evolution error. From
a different perspective, SC computes the cross-validation error in the least-squares fitting
and picks the PDE that gives the smallest error.
6.2.1 Subspace Pursuit Time Evolution (ST)
We first describe a method combining SP and the idea of time evolution. In [369], Time
Evolution Error (TEE) quantifies the mismatch between the solution simulated from a can-
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Input: F ∈ RNMd×K , b ∈ RNMd and sparsity k ∈ N.
Initialization: j = 0;
G← column-normalized version of F ;





Step 1. Ĩj+1 = Ij ∪ {k indices corresponding to the largest magnitude entries
in the vector G∗bjres};
Step 2. Set cp = G†Ĩj+1b;
Step 3. Ij+1 = {k indices corresponding to the largest elements of cp};
Step 4. Compute bj+1res = b−GIj+1G
†
Ij+1b;
Step 5. If |bj+1res ‖2 > ‖bjres‖2, let Ij+1 = Ij and terminate the algorithm;
otherwise set j ← j + 1 and iterate.
end
Output: ĉ ∈ RK satisfying ĉIj = F
†
Ijb and ĉ(Ij){ = 0.
Algorithm 9: Subspace Pursuit SP(k;F,b)
didate PDE and the denoised data. Any candidate coefficient vector ĉ = (ĉ1, ĉ2 . . . ) defines
a candidate PDE:
ut = ĉ1 + ĉ2∂x1u+ · · ·+ ĉmu∂x1u+ · · · .
This PDE is numerically evolved from the initial condition U0 with a smaller time step
∆̃t  ∆t. Specifically, if r is the highest order of the spatial derivatives, we set the
time step as c(∆x)r with some constant c < 1. Denote Û1, Û2, . . . , ÛN as this numerical
solution at the same time-space location as U1, U2, . . . , UN . The TEE of the candidate






‖Ûn − Un‖2 ,
where Un is the denoised data at time tn. Figure 6.3 (a) and (b) illustrate the idea of TEE.
When there are several candidate PDEs, the one with the least TEE is picked [369].
This TEE idea is based on the convergence principle that a correct numerical approximation
converges to the true solution as the time step ∆̃t goes to zero. The error from the wrongly
identified terms grows during this time evolution process [369]. More specifically, assume
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that the solution u is smooth and decays sufficiently fast at infinity. Consider the following










After taking the Fourier transform for the equation and solving the ODE, one can obtain
the transformed solution:
û(ξ, t) = û(ξ, 0)ea0tea1iξte−a2ξ
2t · · · eam(iξ)mt,
where i =
√
−1 and ξ is the variable in the Fourier domain. If a term with an even-order
derivative, such as a2 ∂
2u
∂x2
, is mistakenly included in the PDE, it will make every frequency
mode grow or decrease exponentially in time; if a term with an odd-order derivative, such
as a1 ∂u∂x , is mistakenly included in the solution, it will introduce a wrong-speed oscillation
of the solution. In either case, the correct solution’s deviation grows fast in time, providing
an efficient way to distinguish the wrong terms.
We introduce a Multi-shooting Time Evolution Error (MTEE). The idea is to evolve a
candidate PDE from multiple time locations with a time step ∆̃t  ∆t using the forward
Euler scheme for a time length of w∆t, where w is a positive integer. Let Û (n+w)|n be the
numerical solution of the candidate PDE at the time (n+w)∆t, which is evolved from the






‖Û (n+w)|n − Un+w‖2 . (6.10)
Figure 6.3 (c) and (d) demonstrate the process of multi-shooting time evolution. While the
TEE evolution starts from the initial condition U0 and ends at T , the MTEE evolution starts
from various time locations, such as tn, n = 0, . . . , N − 1−w, and lasts for a shorter time,
e.g., w∆t in our case.
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Figure 6.3: (a) and (b) illustrate the idea of TEE. (c) and (d) explain MTEE when w = 2.
The blue arrows in (a) and (c) represent time evolution using the forward Euler scheme on
a fine time grid with spacing ∆̃t  ∆t. In (b), two different PDEs (green and red) are
evolved, and the green one has a smaller TEE. In (d), the candidate PDEs are evolved from
multiple time locations, and their numerical solutions are compared with the denoised data
after a time length of w∆t.
MTEE has two advantages over TEE: (1) MTEE is more robust against noise in com-
parison with TEE. If w  N , the noise in the initial condition accumulates for a smaller
amount of time in MTEE, which helps to stabilize numerical solvers.
For example, given a set of noisy solution of the Burgers’ equation ut = −uux gener-
ated with T = 0.05,∆t = 0.001,∆x = 1/256 (as shown in Figure 6.5(a)), if we evolve
the noisy initial condition with the correct PDE, i.e., ut = −uux, the solution blows up at
t = 0.032 (the solution before the blow up at t = 0.03 is shown in Figure 6.5(c)). As a
result, the TEE does not exist and cannot be used. On the other hand, if we evolve the initial
condition for a shorter time, say t = 0.02, we can get a solution (as shown in Figure 6.5(b)).
Thus MTEE can be computed and used for PDE identification.
(2) MTEE is more flexible, and its computation is parallelizable. The flexibility of
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Figure 6.4: An example of the ST iteration. Starting with a large number K, the first
iteration gives rise toK candidate coefficients for k = 1, . . . , K. The PDE with the smallest
MTEE is picked, e.g., SP(3) with cardinality K1 = 3 and support A1. The second iteration
gives rise to the candidate coefficients only supported on A1 using SP(k) with k = 1, 2, 3.
The PDE with the smallest MTEE is found, e.g., SP(2) with cardinalityK2 = 2 and support
A2. The third iteration does not change the support, i.e.,A3 = A2, so the final output is the
coefficient vector of SP(2).
MTEE comes from two aspects: (1) The error accumulation time can be controlled by
the parameter w such that the PDE is evolved for a time length of w∆t. (2) One may
assign different weights in the calculation of the evolution errors in different periods. Since
each time evolution in the multi-shooting is independent, the computation of MTEE can be
parallelized.
The SP algorithm finds a coefficient vector with a specified sparsity, but it is difficult to
know the correct sparsity from the given data. We propose Subspace pursuit Time evolution
(ST), which iteratively refines the selection of features.
As an initial condition, we set K0 = K and A0 = {1, . . . , K}. At the first iteration, all
possible sparsity levels are considered in the SP algorithm. For each k = 1, . . . , K, we run
SP(k;F,DtU) to obtain a coefficient vector ĉ(k) ∈ RK such that ‖ĉ(k)‖0 = k, which gives
rise to the PDE:




























Figure 6.5: Robustness of MTEE over TEE. (a) Noisy solution set of the Burgers’ equation
ut = −uux generated with T = 0.05,∆t = 0.001,∆x = 1/256. By evolving the noisy
initial condition according to ut = −uux, (b) shows the solution at t = 0.02 and (c) shows
the solution at t = 0.03. The solution blows up at t = 0.032.
Input: F ∈ RNMd×K , DtU ∈ RNM
d and a positive integer w.
Initialization: j = 0, K0 = K and A0 = {1, 2, · · · , K}.
while Aj+1 6= Aj do
Step 1. For k = 1, 2, · · · , Kj , run SP(k; [F ]Aj , DtU) to obtain a coefficient
vector ĉ(k) ∈ RK such that
ĉ
(k)




and the associated PDE ut = fSP(k) given in Equation 6.11.
Step 2. Among all the PDEs ut = fSP(k) for k = 1, . . . , Kj , select the one with
the minimum MTEE(ĉ(k);w) and update
Kj+1 = arg min
k=1,2,··· ,Kj
MTEE(ĉ(k);w) and Aj+1 = supp(ĉ(kj+1)) .
If Aj+1 = Aj , terminate the algorithm; otherwise, update j = j + 1.
end
Output: Recovered coefficient ĉKj+1 and the corresponding PDE, denoted by
ST(w).
Algorithm 10: Subspace pursuit Time evolution (ST)
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We then numerically evolve each PDE ut = fSP(k), for k = 1, . . . , K and calculate the
corresponding MTEE. Among these PDEs, the one with the smallest MTEE is selected,
then let
K1 = arg min
k=1,2,··· ,K
MTEE(ĉ(k);w) and A1 = supp(ĉ(K1)) .
If A1 = A0, the algorithm is terminated; otherwise, we continue to the second iteration.
The proposed method requires solving the sparsity-constrained least-squares problems at
least K times. Meanwhile, these computations and the evaluation of MTEE are paralleliz-
able.
At the second iteration, we refine the selection from the index set A1 with cardinality









and the associated PDE ut = fSP(k) as in (Equation 6.11). Among these PDEs, the one
with the smallest MTEE is selected, and we denote
K2 = arg min
k=1,2,··· ,K1
MTEE(ĉ(k);w) , and A2 = supp(ĉ(K1)) .
If A2 = A1, the algorithm is terminated; otherwise, we continue to the next iteration
similarly.
The ST iteration will be terminated when the index set remains the same, i.e., Aj =
Aj+1. The ST outputs a recovered coefficient vector and the corresponding PDE denoted
by ST(w). A complete description of ST is given in Algorithm algorithm 10, and Figure 6.4
illustrates an example of the ST iteration.
6.2.2 Subspace Pursuit Cross Validation (SC)
Our second method utilizes the idea of cross-validation for the linear system in Equa-
tion 6.6. Cross-validation is commonly used in statistics for the choice of parameters in
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order to avoid overfitting [395]. We consider the two-fold cross-validation where data are
partitioned into two subsets. One subset is used to estimate the coefficient vector, and
the other one is used to validate the candidates. If a suitable coefficient vector is found
within one subset, it should yield a small validation error for the other subset because of
consistency.
For some fixed ratio parameter α ∈ (0, 1), we split the rows of DtU ∈ RNM
d (and
F ∈ RNMd×K) into two groups indexed by T1 and T2, such that T1 consists of the indices
of the first bαNMdc rows and T2 consists of the indices of the rest of the rows. Since we
focus on PDEs with constant coefficients, the idea of cross validation is applicable: if a
correct support is identified, the coefficient vector obtained from the data in T1 should be
compatible with the data in T2.
We introduce our Subspace pursuit Cross-validation (SC) algorithm where cross-validation
is incorporated into the SP algorithm. SC consists of the following three steps:
Step 1: For each sparsity level k = 1, 2, ..., K, use SP to select a set of active features:
Ak = supp(SP(k;F,DtU)) .
Step 2: Use the data in T1 to compute the estimator for the coefficient vector, ĉ(k) ∈ RK ,
by the following least squares problem





‖[F ]T1AkcAk − [DtU ]
T1‖22 ,
and then use the data in T2 to compute a Cross-validation Estimation Error (CEE)
CEE(Ak;α, T1, T2) = ‖[DtU ]T2 − [F ]T2 ĉ(k)‖2 . (6.12)
Step 3: Set kmin = arg mink CEE(Ak;α, T1, T2) and the estimated coefficient vector is
223
given as





‖[F ]T1Akmin cAkmin − [DtU ]
T1‖22 .
The identified PDE by SC is denoted as SC(α).
CEE in Equation 6.12 is an effective measure for consistency. If the estimated coeffi-
cient vector’s support matches that of the true one, CEE is guaranteed to be small provided
with sufficiently high resolution in time and space.
Theorem 6.2.1. Assume that DtU → ut and F → F0 pointwise as ∆t,∆x → 0. Let
A0 = supp(c0) where c0 is the coefficient vector of the true PDE. For any set of support
A, we have
CEE(A;α, T1, T2) ≤
∥∥∥([F0]T2A0([F0]T1A0)† − [F0]T2A ([F0]T1A )†) [ut]T1∥∥∥2 + g(A;α, T1, T2) ,
where g > 0 is a summation of residual terms of approximating the partial derivatives and
feature matrix using data, see Equation C.1, which is independent of A0, such that g → 0
as ∆t,∆x→ 0.
Proof. See section C.1.
In Equation 6.12, the data in T1 serve as the training set, and the data in T2 act as
the validation set. One can also use the data in T2 for training and the data in T1 for
validation, which gives rise to the cross validation estimation error CEE(Ak; 1−α, T2, T1).





(CEE(Ak;α, T1, T2) + CEE(Ak; 1− α, T2, T1)) .
In general, one can randomly pick a part of the data as the training set and use the rest
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as the validation set. For simplicity, we split the data according to the row index in this
paper.
The proposed SC algorithm is summarized in algorithm 11. In comparison with ST, SC
does not involve any numerical evolution of the candidate PDE, so the computation of SC
is faster.
Input: F ∈ RNMd×K and DtU ∈ RNM
d; 0 < α < 1 ratio of the training
data.
Step 1. For k = 1, 2, · · · , K, run SP(k;F,DtU) to obtain the support of the
candidate coefficients
Ak = supp(SP(k;F,DtU)) .




(CEE(Ak;α, T1, T2) + CEE(Ak; 1− α, T2, T1)) .
Step 3. Choose the k which gives the smallest cross validation error and denote it
by kmin
kmin = arg min
k
CEE(Ak, α) .
Estimate the coefficients by least squares as





‖[F ]T1Akmin cAkmin − [DtU ]
T1‖22 .
Output: Recovered coefficient ĉ and the identified PDE denoted by SC(α).
Algorithm 11: Subspace pursuit Cross validation (SC) Algorithm
6.3 Numerical Experiments on Robust PDE Identification
In this section, we perform a systematic numerical study to demonstrate the effectiveness
of ST and SC and compare them to IDENT [369]. To measure the identification error, we
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use the following relative coefficient error ec and grid-dependent residual error er:
ec =
‖ĉ−c‖1
‖c‖1 , er =

√
∆x∆t‖F (ĉ− c)‖2 for 1D PDE.
√
∆x∆y∆t‖F (ĉ− c)‖2 for 2D PDE.
. (6.13)
The relative coefficient error ec measures the accuracy in the recovery of PDE coefficients,
while the residual error er measures the difference between the learned dynamics and the
denoised one by SDD. Since each feature vector in F may have different scales, er can be
different from ec in some cases. When the given data contain noise, the features containing
higher-order derivatives have greater magnitudes than the features containing lower order
derivatives. In this case, a small coefficient error in the high order terms may lead to a large
er. We use both ec and er to quantify the PDE identification error.
To measure how well the solution of the identified PDE matches the dynamics of the






|u(xi, tn)− û(xi, tn)|
)
(6.14)
where u and û denote the solution of the exact and identified PDE respectively.
To generate the data, we first solve the underlying PDE by forward Euler scheme
using time and space step δt and δx (and δy) respectively, then downsample the data
with time and space step ∆t and ∆x (and ∆y). In the noisy case, we add Gaussian
noise with standard deviation σ to the clean data. We say that the noise is p% by set-









n))2. In the computation of DtU and the feature matrix
F , we always use SDD with MLS with h = 0.04 as the smoother. When MLS is used to
denoise the data of two dimensional PDEs, one can either fit two-dimensional polynomials
or fit one-dimensional polynomials in each dimension. In this work, we use the second
approach. In ST, without specification, ∆̃t = ∆t/5 is used.
We first consider PDEs containing partial derivatives up to the second order. Let
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the governing equation f be a polynomial with degree up to 2. There are 10 features:
1, u, u2, ux, u
2
x, uux, uxx, u
2
xx, uuxx, uxuxx in the dictionary for one dimensional PDEs. For
two dimensional PDEs, there are 28 features, which contain 1, u, ux, uy, uxx, yxy, uyy and
their pairwise products. In the following examples, the spatial domain [0, 1] is used for
one-dimensional PDEs and [0, 1]2 is used for two-dimensional PDEs. For both cases, zero
Dirichlet boundary condition is used for all examples.
6.3.1 Transport Equation
Our first experiment is a transport equation with zero Dirichlet boundary condition:
ut = −ux , (6.15)
with an initial condition of
u(x, 0) =

sin2(2πx/(1− T )) cos(2πx/(1− T )), for 0 ≤ x ≤ 1− T,
0, otherwise
,
for 0 ≤ x ≤ 1 and 0 < t ≤ T . The clean data D is generated by explicitly solving
Equation 6.15 with δx = ∆x = 1/256, δt = ∆t = 10−3 and T = 0.05. In theory, for
the transport equation, the zero boundary condition should only be applied to the inflow
boundary. We design our initial condition and choose the evolution time T in such a way
that the evolution of the solution is only restricted within the given spatial domain so that
the PDE is well-defined. The same setup is considered in the rest of this section.
Table 6.2 shows the results of ST(20) and SC(1/200) with various noise levels. In
practice, we have no a priori knowledge of whether the given data contain noise, so we
conduct two experiments with and without SDD to check the effect of SDD on clean data.
We observe that SDD makes a small difference in the noise-free case. With clean data, SC
identifies an additional uxx term with a small coefficient, while ST can rule out all wrong
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Table 6.2: Identification of the transport equation (Equation 6.15) with different noise lev-
els. In the noise-free case, applying SDD does not introduce a strong bias. The identifica-
tion results (second column) by ST and SC are stable even with 30% noise. Here w = 20
for ST, and α = 1/200 for SC.
Method 0% noise without SDD ec er
ST ut = −0.9994ux 6.20× 10−4 4.89× 10−4
SC ut = −0.9993ux − 0.0010uxx 1.65× 10−3 1.11× 10−2
0% noise with SDD ec er
ST ut = −0.9997ux 3.36× 10−4 2.64× 10−4
SC ut = −0.9997ux − 0.0010uxx 1.34× 10−3 1.11× 10−2
10% noise without SDD ec er
ST ut = −3.028× 10−4uxx 1.00 5.55
SC ut = 9.4224u− 2.9992uxx 1.04× 10 5.62
10% noise with SDD ec er
ST, SC ut = −1.0357ux 3.57× 10−2 2.67× 10−2
30% noise without SDD ec er
ST ut = 8.0587× 10u− 2.6316× 10−4uxx 8.16× 10 1.88× 10
SC ut = 8.2488× 10u 8.25× 10 1.86× 10
30% noise with SDD ec er
ST, SC ut = −0.9421ux 5.79× 10−2 4.31× 10−2
terms. The corresponding ec and er are both small. For 10% or 30% noise, the results by
ST and SC with and without SDD are also shown. With SDD, both ST and SC identify the
correct PDE with small ec and er values. SDD significantly improves the results.
To further demonstrate the significance of SDD and the effectiveness of ST and SC,
we display the noisy data with 10% and 30% noise, the denoised data, and the recovered
dynamics in Figure 6.6. Even though the given data contain a large amount of noise, the
recovered dynamics are close to the clean data. In the rest examples, SDD is always used
for ST and SC on noisy data.
Figure 6.7 shows how ec, er and ee change when the noise level varies. Each experiment
is repeated 50 times and the error is averaged. We test IDENT, ST(20) and SC(1/200).
Figure 6.7 (a) shows that ec of ST or SC is much smaller than that of IDENT when the noise
level is larger than 20%. Figure 6.7 (b) and (c) shows er and ee versus noise, respectively.
The coefficient error ec by ST and SC is significantly smaller than that of IDENT.
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Figure 6.6: Noisy and denoised data of the transport equation (Equation 6.15), as well as
simulations of the recovered PDE. (a) The clean data, (b) data with 10% noise, (c) the
denoised data Sx[U ], (d) simulation of the PDE identified by ST and SC (identical). (e)
Data with 30% noise, (f) the denoised data S(x)[U ], and (g) simulation of the PDE identified
by ST and SC (identical).
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Figure 6.7: The average error ec, er and ee over 50 experiments for the transport equation
(Equation 6.15) with respect to various noise levels. (a) The curve represents the average
ec for IDENT [369] (Green), ST (Red) and SC (Blue), and the standard deviation is repre-
sented by vertical bars. (b) The average and variation of er for IDENT (Green), ST (Red)
and SC (Blue). (c) The average and variation of ee for IDENT (Green), ST (Red) and SC
(Blue). The coefficient error ec by ST and SC is significantly smaller than that of IDENT.
In Figure 6.8, we explore the robustness of SC with respect to the choice of α. We
present ec and er versus 1/α in (a) and (b) respectively, with 1%, 5%, 10%, 20% noise.
Each experiment is repeated 50 times, and the error is averaged. The result shows that SC,



















































Figure 6.8: Robustness of SC to the choice of α for the recovery of the transport equation
(Equation 6.15). (a) and (b) display ec and er versus 1/α respectively, with 1% (Blue), 5%
(Red), 10% (Orange), 20% (Purple) noise. Each experiment is repeated 50 times, and the
errors are averaged. We observe that SC is not sensitive to α, and there is a wide range of
values for α that give rise to a small error.
We next test ST and SC on data generated from the transport equation with a discontin-
uous initial condition. We set the initial condition as
u(x, 0) =

sin2(2πx/(1− T )) cos(2πx/(1− T )), for 0 ≤ x < (1− T )/3,
− cos2(2πx/(1− T )) + 0.5, for (1− T )/3 ≤ x < 2(1− T )/3,
sin2(2πx/(1− T )), for 2(1− T )/3 ≤ x ≤ (1− T ),
0, otherwise.
(6.16)
The clean data is generated by explicitly solving (Equation 6.15) with δx = ∆x = 1/256, δt =
∆t = 10−3 and T = 0.05. After adding i.i.d. Gaussian noise, we have the noisy data. We
show the clean data and the noisy data in Figure 6.9. The identification results are shown in
Table 6.3. Even with the existence of discontinuities, ST and SC are stable and can identify
the correct PDE with up to 30% noise.
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Figure 6.9: Clean and noisy data of the transport equation (Equation 6.15) with the initial
condition (Equation 6.16). (a) Clean data. (b) Noisy data with 10% noise. (c) Noisy data
with 30% noise.
Table 6.3: Identification of the transport equation (Equation 6.15) with the discontinuous
initial condition (Equation 6.16) and different noise levels. In the noise-free case, applying
SDD does not introduce strong bias. The identification results (second column) by ST and
SC are stable even with 30% noise. Here w = 20 for ST, and α = 1/200 for SC.
Method 0% noise without SDD ec er
ST ut = −1.0091ux + 9.65× 10−4uxx 1.01× 10−2 1.64× 10−1
SC ut = −1.0511ux 5.11× 10−2 4.43× 10−2
0% noise with SDD ec er
ST, SC ut = −1.0274ux 2.74× 10−2 1.95× 10−2
10% noise ec er
ST, SC ut = −0.9913ux 8.72× 10−3 5.90× 10−3
30% noise ec er
ST, SC ut = −0.9239ux 7.61× 10−2 5.36× 10−2
6.3.2 Burgers’ Equation
In the second example, we test our methods on the Burgers’ equation, which is a first-order
nonlinear PDE:
ut = −uux (6.17)
for 0 ≤ x ≤ 1 and 0 < t ≤ T . We use the initial condition
u(x, 0) = sin(4πx) cos(πx) (6.18)
and zero Dirichlet boundary condition. Our data is generated by solving Equation 6.17
with δx = ∆x = 1/256, δt = ∆t = 10−3 and T = 0.05.
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Table 6.4: Identification of the Burgers’ equation (Equation 6.17) with initial condition
(Equation 6.18) and different noise levels. The identification results (second column) by
ST and SC are good with small ec and er for a noise level up to 40%. Here w = 20 for ST,
and α = 1/500 for SC.
Method 0% noise without SDD ec er
ST ut = −1.0023uux − 2.38× 10−5uxuxx 2.35× 10−3 5.07× 10−3
SC ut = −0.9960uux 4.01× 10−3 2.58× 10−3
0% noise with SDD ec er
ST ut = −1.0079uux − 0.0001uxuxx 7.97× 10−3 1.43× 10−2
SC ut = −0.9888uux 1.12× 10−2 7.20× 10−3
10% noise ec er
ST, SC ut = −1.0246uux 2.46× 10−2 1.52× 10−2
40% noise ec er
ST, SC ut = −0.7366uux 2.63× 10−1 1.64× 10−1
Table 6.4 shows the results of ST(20) and SC(1/500) with various noise levels. With
clean data, ST identifies an additional term, but its coefficient is very small, and the corre-
sponding ec and er are small. SC works very well on clean data. With 10% and 40% noise,
both methods identify the same PDE with small ec and er.
Figure 6.10 shows how ec, er and ee change when the noise level varies. Each ex-
periment is repeated 50 times and the errors are averaged. We test IDENT, ST(20) and
SC(1/500). The results in Figure 6.10 show that ST and SC perform better than IDENT.
We then compare SC, ST in this paper with IDENT in [369] and the method proposed in
[367]. The method from [367] uses the spectral method to compute the spatial derivatives,
which requires periodic boundary conditions. For a fair comparison, we use the initial
condition
u(x, 0) = sin(4πx) cos(2πx) (6.19)
and the periodic boundary condition (in which the boundary values are always 0). Our
data is generated by solving Equation 6.17 with δx = ∆x = 1/256, δt = ∆t = 10−3 and
T = 0.05. We set w = 20 for ST, and α = 1/500 for SC. For IDENT, we use SDD to
232
(a) (b) (c)
0 10 20 30 40 50











0 10 20 30 40 50













0 10 20 30 40 50














Figure 6.10: The average error ec, er and ee over 50 experiments for the Burgers’ equation
(Equation 6.17) with respect to various noise levels, where the initial condition is Equa-
tion 6.18. (a) The curve represents the average ec for IDENT [369] (Geeen), ST (Red) and
SC (Blue), and the standard deviations are represented by vertical bars. (b) The average and
variation of er for IDENT (Geeen), ST (Red) and SC (Blue). (c) The average and variation
of ee for IDENT (Geeen), ST (Red) and SC (Blue). The ec, er and ee of ST and SC are
much smaller than those of IDENT.
denoise the data and to compute the partial derivatives, which improves the original IDENT
in [369]. For the method in [367], we use the denoising method specified in [367, Example
3.9]. The identification results are shown in Table 6.5. Table 6.5 shows that ST, SC and
IDENT are more robust than the method in [367] at various noise levels. The errors given
by ST, SC, and IDENT are also smaller.
6.3.3 Burgers’ Equation with Diffusion
Our third example is the Burgers’ equation with diffusion, which is a second order nonlin-
ear PDE:
ut = −uux + 0.1uxx . (6.20)
We use the initial condition u(x, 0) = sin(3πx) cos(πx) and zero Dirichlet boundary con-
dition. We first solve Equation 6.20 with δx = 1/256, δt = 10−5 and T = 0.05. The given
data is downsampled from the numerical solution such that ∆x = 1/64 and ∆t = 10−4.
Table 6.6 shows the results of ST(20) and SC(1/10) with various noise levels. With
clean data, 1% and 5% noise, both methods identify the PDE with small ec and er.
Figure 6.11 shows how ec, er and ee change when the noise level varies from 0.1% to
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Table 6.5: Comparison of ST, SC with IDENT in [369] and the method in [367] for the
identification of the Burgers’ equation (Equation 6.17) with the initial condition (Equa-
tion 6.19), and various noise levels. In this table, we only include the reconstructed terms
with the coefficient magnitudes above 10−2. ST, SC and IDENT are very stable compared
to the method in [367]. The coefficient error ec (Equation 6.13) and the time evolution
error ee (Equation 6.14) are shown. The errors given by ST, SC and IDENT are smaller
than the errors given by the method in [367].Comparison of ST, SC with IDENT in [369]
and the method in [367] for the identification of the Burgers’ equation (Equation 6.17) with
the initial condition (Equation 6.19), and various noise levels. This table only includes the
reconstructed terms with the coefficient magnitudes above 10−2. ST, SC, and IDENT are
very stable compared to the method in [367]. The coefficient error ec (Equation 6.13) and
the time evolution error ee (Equation 6.14) are shown. The errors given by ST, SC, and
IDENT are smaller than the method’s errors in [367].
Method 0% noise ec ee
[367] ut = −0.95uux − 0.01u 6.55× 10−2 1.53× 10−4
ST, SC, IDENT ut = −1.0013uux 1.27× 10−3 2.62× 10−5
1% noise ec e2
[367] ut = −0.89uux − 0.13u+ 0.07u2 3.15× 10−1 3.42× 10−4
ST, SC, IDENT ut = −0.97uux 2.53× 10−2 7.38× 10−5
5% noise ec ee
[367]
ut =− 0.35uux + 0.09u2
+ 0.05u+ 0.06
8.54× 10−1 2.00× 10−3
ST, SC, IDENT ut = −0.98uux 2.03× 10−2 5.95× 10−5
Table 6.6: Identification of the Burgers’ equation with diffusion (Equation 6.20) with dif-
ferent noise levels. The identification results (second column) by ST and SC are good with
small ec and er for a noise level up to 5%. Here w = 20 for ST, and α = 1/10 for SC.
Method 0% noise without SDD ec er
ST, SC ut = −1.0018uux + 0.1001uxx 1.67× 10−3 8.14× 10−4
0% noise with SDD ec er
ST, SC ut = −0.9994uux + 0.1009uxx 1.36× 10−3 7.68× 10−3
1% noise ec er
ST, SC ut = −0.9901uux + 0.1013uxx 1.02× 10−2 1.19× 10−2
5% noise ec er
ST, SC ut = −1.0170uux + 0.0976uxx 1.77× 10−2 2.21× 10−2
10%. Each experiment is repeated 50 times, and the error is averaged. We test IDENT,
ST(20), and SC(1/10). Among the three methods, ST is the best. SC does not perform as
well as ST and IDENT when the noise level is large. For high order PDEs, the high order
derivatives are heavily contaminated by noise, even with SDD, which affects the accuracy
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of cross-validation. While ST and IDENT use time evolution, it is easier to pick correct
features. In general, ST performs better than SC for high order PDEs when the given data
contain heavy noise.
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Figure 6.11: The average error ec, er and ee over 50 experiments of the Burgers’ equation
with diffusion (Equation 6.20) with respect to various noise levels. (a) The curve repre-
sents the average ec for IDENT [369] (Geeen), ST (Red) and SC (Blue), and the standard
deviations are represented by vertical bars. (b) The average and variation of er for IDENT
(Green), ST (Red) and SC (Blue). (b) The average and variation of ee for IDENT (Green),
ST (Red) and SC (Blue). Among the three methods, ST gives the best result.
In Figure 6.12, we explore the effect of α in SC on the Burgers’ equation with diffusion.
Figure 6.12 (a) and (b) show ec and er versus 1/α respectively, with 0.5%, 1%, 3%, and 5%
noise. When the noise level is low, such as 0.5% and 1%, we have a wide range of good
choices of α which gives rise to a smaller error. As the noise level increases, the range of
the optimal α becomes narrow.
6.3.4 The KdV Equation
In this example, we test our proposed algorithm to identify the KdV equation
ut + 6uux + uxxx = 0, (6.21)
on the spatial domain [−10, 10] and the time domain 0 ≤ t ≤ T with T = 0.4. We use the
initial condition u(x, 0) = 5sech2(1.2x). The data is generated with δx = ∆x = 0.1, δt =















































Figure 6.12: Robustness of SC to the choice of α for the recovery of the Burgers’ equation
with diffusion (Equation 6.20). (a) and (b) display ec and er versus 1/α respectively, with
0.5% (Blue), 1% (Red), 3% (Orange), 5% (Purple) noise. Each experiment is repeated 50
times, and the errors are averaged. When the noise level is low, such as 0.5% and 1%, there
is a wide range of values for α, which give a small error. As the noise level increases, the
range of the optimal α becomes narrow.
1, u, ux, uxx and uxxx and their pairwise products. There are 15 terms in the dictionary.
The identified PDE by ST and SC from clean data is shown in Table 6.7. In this example
w = 20, ∆̃t = 100 is used in ST and α = 1/1000 is used in SC. Our results show that both
ST and SC can identify the correct PDE.
Table 6.7: Identification of the KdV equation (Equation 6.21). Both ST and SC can identify
the correct PDE.
Method Identified PDE ec er
ST, SC ut = −6.135uux − 1.0580uxxx 2.77× 10−2 1.21
6.3.5 A Larger Dictionary
The examples above involve a particular set of a dictionary which consists of the leading
terms in the Taylor expansion of the governing equation f(u, ∂xu, ∂2xu). Our method is
general and can be applied if we use other sets of the dictionary.
We next test ST and SC on a larger set of dictionary, including 1, u, ux, uxx and sin(2πu), cos(2πu)
and their pairwise products. Since sin2(2πu) + cos2(2πu) = 1, we exclude the term
cos2(2πu) to guarantee a set of linearly independent features. This dictionary contains
236
20 features. We consider the following PDE
ut = u− 0.1ux sin(2πu) (6.22)
with initial condition
u(x, 0) = 0.8 sin(3πx) cos(πx) (6.23)
and zero Dirichlet boundary condition. The data are generated by solving Equation 6.22
with δx = ∆x = 1/256, δt = ∆t = 4×10−3 and T = 0.2. The identified PDEs by ST and
SC with various noise levels are shown in Table 6.8. On the clean data without SDD, ST
identifies an additional term whose coefficient is very small. The corresponding ec and er
are very small. With noise level up to 10%, both ST and SC identify the correct PDE with
a small ec and er.
Table 6.8: Identification of Equation 6.22 with different noise levels. The identification
results (second column) by ST and SC are good with small ec and er for a noise level up to
5%. Here w = 20 for ST, and α = 1/500 for SC.
Method 0% noise without SDD ec er
ST
ut =0.9994u− 0.0995 sin(2πu)ux
− 2.90× 10−5 cos(2πu)uxx
1.01× 10−3 1.73× 10−3
SC ut = 0.9987u− 0.0992 sin(2πu)ux 1.88× 10−3 1.13× 10−3
0% noise with SDD ec er
ST, SC ut = 0.9903u− 0.0895 sin(2πu)ux 1.83× 10−2 1.49× 10−2
5% noise ec er
ST, SC ut = 0.9909u− 0.0887 sin(2πu)ux 1.85× 10−2 1.56× 10−2
10% noise ec er
ST, SC ut = 1.0646u− 0.1026 sin(2πu)ux 6.11× 10−2 1.33× 10−2
6.3.6 Two Dimensional PDEs
We apply our methods to identify PDEs in a two-dimensional space. The PDEs are solved
with δx = δy = 0.02 and δt = 8 × 10−4. Data are downsampled from the numerical
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solution with ∆x = 0.04 and ∆t = 8 × 10−3. We fix w = 10 for ST and α = 3/200 for
SC.
The identification of two-dimensional PDEs is more challenging and more sensitive to
noise. There are more features in two dimensions, and the directional variation of the data
adds complexity to the problem. We will show that both ST and SC are still robust against
noise.
We first consider the following PDE:

ut = 0.02uxx − uuy for (x, y, t) ∈ [0, 1]2 × [0, 0.1],




) when (x, y) ∈ [0, 0.9]2 and 0 otherwise.
, (6.24)
which has different dynamics along the x and y directions. Table 6.9 shows the identifi-
cation results of ST(10) and SC(3/200) with noise level 0%, 5% and 10%. Both methods
identify the same features with small ec and er.
Table 6.9: Identification of the two dimensional PDE (Equation 6.24) with different noise
levels. The identification results (second column) by ST and SC have small ec and er for a
noise level up to 10%. Here w = 10 for ST, and α = 3/200 for SC.
Method 0% noise ec er
ST, SC ut = 0.0189uxx − 0.9525uuy 4.75× 10−2 2.48× 10−2
5% noise ec er
ST, SC ut = 0.0178uxx − 0.9362uuy 8.43× 10−2 7.45× 10−2
10% noise ec er
ST, SC ut = 0.0134uxx − 0.8674uuy 1.33× 10−1 1.79× 10−1
6.3.7 Identifiability Based on the Given Data
For the PDE identification, especially in high dimensions, the given data U plays an impor-
tant role. When the initial condition has sufficient variations in each dimension, the correct
PDE can be identified. Otherwise, there may be multiple PDEs which generate the same
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dynamics. For example, consider the following transport equation without noise:

ut = −0.5ux + 0.5uy, (x, y) ∈ [0, 1]× [0, 1], t ∈ [0, 0.1]
u(x, y, 0) = f(x, y), (x, y) ∈ [0, 1]× [0, 1]
, (6.25)
where f denotes the initial condition.
Choosing δx = δy = 0.02 and δt = 7 × 10−4, taking the downsampling rate in
space as 2 and in time as 10, we first choose f(x, y) = sin(2πx/0.9))2 sin(2πy/0.9)2 for
(x, y) ∈ [0, 0.9]× [0, 0.9] and 0 otherwise. The identified PDE by SC(1/200) is
ut = −0.5001ux + 0.4800uy ,
where the recovered coefficients are very close to the true coefficients. The same result
is identified by using ST(20). Next we choose f(x, y) = sin(2πx/0.9))2 for (x, y) ∈
[0, 0.9]× R and 0 otherwise, then SC(1/200) gives
ut = −0.4992ux . (6.26)
which is also identified by using ST(20). With the specified initial condition, the PDE in
Equation 6.25 has the exact solution:




)2, x ∈ [0.5t, 0.9 + 0.5t], (x, y) ∈ R× [0, 1], t ∈ [0, 0.1]
0, Otherwise
which also satisfies ut = −0.5ux. The identified PDE in Equation 6.26 approximates this
simpler equation. Since the given data only vary along the x direction, the columns in the
feature matrix related to y, e.g., uy, uxuy, and uyy, are mostly 0. This explains why our
method identifies the PDE in Equation 6.26, instead of Equation 6.25.
In this problem, the original PDE can be identified if the initial condition has sufficient
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variations. The identifiability can be defined as follows: Suppose the original PDE is asso-
ciated with the coefficient vector c0 with sparsity S. This PDE is identifiable if there is a
unique coefficient vector with sparsity no more than S, such that the evolution of the PDE
associated with this coefficient vector, starting from the given initial condition, matches the
given data. We believe it is an open question to investigate the theoretical conditions under
which the PDE problem is identifiable. Roughly speaking, the PDE problem is identifi-
able if the PDE solution with a given initial condition gives rise to the feature matrix F ,
which has a small pairwise coherence, in the sense that any two columns of F have a small
correlation. We refer to [369, Theorem 1] for an identifiability condition in Lasso.
6.3.8 Choice of Smoother in SDD
In this paper, we use Moving Least Square (MLS) as the denoising in SDD. To numerically
justify this choice among Moving Average (MA) [396], cubic spline interpolation [397],
and diffusion smoothing [240], we present the SDD results with these smoothers in Figure
Figure 6.13. We first solve the PDE
ut = −0.4uux − 0.2uuy, (x, y) ∈ [0, 1]× [0, 1], t ∈ [0, 0.15] , (6.27)
with ∆t = 0.005 and ∆x = ∆y = 0.01, where the initial condition is u(x, y, 0) =
sin(3πx) sin(5πy). Then 5% Gaussian noise is added to the numerical solution. Given
the noisy data, we perform SDD denoising with different smoothers to obtain various par-
tial derivatives. In MLS, we take the bandwidth h = 0.04. For MA, the window size for
averaging is fixed to be 3. For Cubic Spline, we use the MATLAB function csaps with
p = 0.5. For the Diffusion denoising, we evolve the noisy surface following the heat equa-
tion ut = uxx + uyy with a time step size (∆x)2/4 for 5 iterations. Figure 6.13 shows the
SDD results of u, ux, uyy, uux at t = 0.15 when different smoothers are used in SDD. All
of them recover U (the first row), while MLS preserves the underlying dynamics the best,
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i.e., the first and second-order derivatives.
6.4 Support Recovery in Statistics
The discussion in the previous sections leads us to consider a theoretical question: what
does sparsity dp during the process of PDE identification? This is directly related to the
support recovery or variable selection problems of Lasso, which have a long and intensive
history in the statistical literature. In the noiseless setting, many researchers [398, 399,
400, 401, 402, 391] established different sufficient conditions for either the deterministic
or random predictors for the support recovery problems of linear systems via the `1-norm.
Since our work falls into the category of noisy setting, we focus more on reviewing
the body of work in the noisy setting. In [403], authors studied the asymptotic behav-
ior of the Lasso-type estimator with fixed dimension K under the general centered i.i.d.
noises with variance σ2 > 0. Both [404] and [400] independently developed sufficient
conditions for the support of Lasso estimator to be contained within true support of the
sparse model. Under a more general setting, when the exterior noise is i.i.d. with finite
moments, [405] showed that the Irrepresentable Condition [406] is almost necessary and
sufficient for Lasso’s signed-support recovery for fixed K and s. Furthermore, under the
Gaussian noise assumption, they showed that Lasso can still achieve signed-support re-
covery when K is allowed to grow exponentially faster than n. In a non-asymptotic set-
ting, [407] established the sharp relationship of n, K, and s, required for the exact sign
consistency of Lasso, where K and s are allowed to grow as n increases under mutual
incoherence condition. Using a similar technique in [407], the paper [408] studied Lasso
under Poisson-like model with heteroscedastic noise and show that irrepresentable condi-
tion can serve as a necessary and sufficient condition for signed-support recovery in their
setting. In the context of graphical model, [409, 410] analyzed the model selection con-
sistency of Gaussian graphical models, and [411] showed the signed-support recovery of
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Figure 6.13: SDD results with different smoothers. The first row is the numerical so-
lution of Equation 6.27 at t = 0.15 (0% noise) with the initial condition u0(x, y) =
sin(3πx) sin(5πy) and its various partial derivatives. The second row shows the noisy
data and its numerical derivatives when 5% Gaussian noise is added to the clean data. The
bottom four rows are the SDD results at t = 0.15 using MA, cubic spline (CS), diffusion
(DF), and MLS in order. While all methods recover U (the first row), the dynamics of the
derivatives, especially in the third and fourth rows, are best preserved by MLS.
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Ising models. See [412] for a more comprehensive overview on this topic.
6.5 PDE Identification via `1-PsLS
6.5.1 Problem Setting
To answer the theoretical question of signed support recovery, we focus on a particular form
of PDE identification setting. Take (x, t) ∈ [0, Xmax)× [0, Tmax) for some finite constants
0 < Xmax, Tmax < ∞. Recall that the underlying mapping F is a degree 2 polynomial1
parametrized by a coefficient vector β∗ = (β∗0 , β
∗
1 , . . . , β
∗
p,q, . . . ) with real entries, that is,
ut(x, t) = F(u, ∂xu, ∂2xu, . . . , ;β∗) := β∗0 + β∗1u+ β∗2ux + β∗3uxx + · · ·+ β∗p,q∂pxu∂qxu+ . . . .
(6.28)
We call the monomials in the right-hand side of Equation 6.28 as feature variables. We
set a finite integer upper-bound, Pmax > 0, for the possible orders of the partial derivatives
of u with respect to x in Equation 6.28. Hence, We assume that β∗ ∈ RK , with K =





; consequently, constant and any term of the form ∂pxu or
∂pxu∂
q
xu, for 0 ≤ p, q ≤ Pmax, are contained in (Equation 6.28). Notice that many entries of
β∗ can be zero. We denote S(β∗) := {0 ≤ j ≤ K | β∗j 6= 0}, or simply S, as the support
of the coefficient vector β∗, i.e., the set of indices of the non-zero entries. Additionally, we
denote s as the cardinality of the set S, i.e., s := |S(β∗)|.






| i = 0, . . . ,M−1;n = 0, . . . , N−1} ⊆ Ω×R
consists of M × N data, where M,N ∈ R, M,N ≥ 1. Each (Xi, tn) ∈ Ω represents a
space-time sampling grid point, and Uni is a representation of u(Xi, tn) contaminated by
additive Gaussian noise:





i.i.d.∼ N (0, σ2) ,
1It should be noted that our setting can be generalized to higher-degrees of polynomials and functions
with multiple spatial dimensions.
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whose second moment is uniformly bounded as follows: supN,M∈R maxn,iE |Uni |
2 :=
η2 <∞. Here N (0, σ2) denotes the centered normal distribution with variance σ2 > 0.
6.5.2 Local-Polynomial Regression Estimators for Derivatives
Given data {(Xi, tn, Uni )} with i = 0, 1, . . . ,M − 1 and n = 0, 1, . . . , N − 1, we employ
a local quadratic regression to estimate ut(Xi, ·) for each fixed space point Xi and use a
Local-Polynomial with degree p + 1 to estimate ∂pxu(·, tn) at each temporal point tn, for








































for n = 0, 1, . . . , N − 1 and p = 0, 1, . . . , Pmax. (6.30)
and set ût(Xi, t) = b̂1(Xi, t) and ∂̂
p
xu(x, tn) = p!ĉ
p
p(x, tn). Here hN and wp,M denote the
window width parameters, and Kw(z) := K(z/w)/w for some kernel function K with
window width w > 0. Specific choices of the order of polynomial fit for the functions ût
and ∂̂pxu are to strike the balance between modeling bias and variance. See Subsections
3.1 and 3.3 of Fan and Gijbels [413] for more rigorous treatments on this topic. Also the
kernel K is assumed to be uniformly continuous and absolutely integrable with respect to
Lebesgue measure on the real-line; K(z) → 0 as |z| → +∞; and
∫
|z ln |z‖1/2|dK(z)| <
+∞.
Optimization problems Equation 6.29 and Equation 6.30 have closed-form solutions
in the form of weighted least square estimator. See Appendix section C.3. However, for
theoretical investigation, we employ the notion of equivalent kernel [413, 414] to write the
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Similarly, for any fixed temporal point tn, n = 0, 1, . . . , N − 1, the estimation for the p-th
















Here, K∗j (z) = eTj S−1(1, z, . . . , zp)TK(z) is called an equivalent kernel, where ej denotes
a unit vector with 1 on the j th position; S = (
∫
zl+sK(z)dz)0≤l,s≤p is the moment matrix
associated with kernel K; and oP(1) denotes a random quantity tending to zero as either N
or M tends to infinity. From here, we will omit the dependency on j for the simplicity of
notation when using the equivalent kernel.
Remark 6.5.1. The most important reason for using the Local-Polynomial fitting for the
estimation of state variables and their derivatives is its rich literature in asymptotic prop-
erties and uniform convergence of the estimator [413, 415, 416, 414]. Specifically, these
results allow us to explore the behavior of the tail-probability of the measurement error τ ,
which is essential for the analysis of the `1-PsLS estimator. See Subsection subsection 6.7.2
for more information.
6.5.3 `1-regularized Pseudo Least Square Model
First, we introduce matrix-vector notations for compact expressions of the problem. We let
ut ∈ RNM denote the vectorization of {ut(Xi, tn)}n=0,...,N−1i=0,...,M−1 in a dictionary order prioritiz-
ing the spatial dimension; that is, uTt =
[
ut(X0, t0) ut(X1, t0) · · ·
]
. Recall the feature
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matrix, F ∈ RNM×K , as the collection of values of feature variables organized as follows:
F :=

1 u(X0, t0) ∂xu(X0, t0) · · · ∂pxu(X0, t0)∂qxu(X0, t0) · · ·
1 u(X1, t0) ∂xu(X1, t0) · · · ∂pxu(X1, t0)∂qxu(X1, t0) · · ·
...
...
... . . .
... · · ·
1 u(XM−1, t0) ∂xu(XM−1, t0) · · · ∂pxu(XM−1, t0)∂qxu(XM−1, t0) · · ·
1 u(X0, t1) ∂xu(X0, t1) · · · ∂pxu(X0, t1)∂qxu(X0, t1) · · ·
...
...
... . . .
... · · ·
1 u(XM−1, tN−1) ∂xu(XM−1, tN−1) · · · ∂pxu(XM−1, tN−1)∂qxu(XM−1, tN−1) · · ·

.
With these notations, Equation 6.28 can be written as ut = Fβ∗. Note that before es-
timating the correct signed-support of β∗, ut and F need to be estimated. Conventional
regression techniques such as Local-Polynomial regression, smoothing spline, and regres-
sion spline, among others, can be used to estimate ut and columns of F. In this paper, we
employ the Local-Polynomial approach. We denote ût ∈ RNM and F̂ ∈ RNM×K by re-
placing the entries of ut and F respectively with the corresponding estimators. (i.e., (̂ut)ni ,





Let ∆ut = ût−ut, ∆F = F̂−F denote the difference between the obtained estimators
ût and F̂ via Local-Polynomial regression and their ground-truth counterparts. With these
notations, we formally obtain a regression model
ût = F̂β
∗ + τ , where τ = ∆Fβ∗ −∆ut . (6.33)
The natural extension for inducing sparsity of the parameter of interest is to add positively
weighted `1-penalty term ‖β‖1 to the squared loss ‖ût−F̂β‖22, which leads to the following
estimator:











where λN > 0 is a regularization hyper-parameter. Note that we normalize the columns of
F̂ such that 1√
NM
maxj=1,...,K ‖F̂j‖2 ≤ 1 while solving (Equation 6.34).
Observe that Equation 6.34 is formally identical to Lasso [393] for high-dimensional
sparsity recovery. We call (Equation 6.34) as `1-Pseudo Least Square method instead of
Lasso. Similarly with [417], the word pseudo comes from the setting of our problem, that
is, β̂λ is not a true `1-least square estimator, but a minimizer of the `1-least square fit with
the estimated ût and F̂.
Additionally, the residual vector τ violates conventional assumptions on residuals in
linear regression, where they are assumed to be centered and independent among entries.
See [405, 407, 403]. If ût and F̂ are unbiased estimators of ut and F, τ is a residual vector
with mean zero, but its entries are not independent. However, if ût and F̂ are biased estima-
tors such as Local-Polynomial estimators in our case, τ is not a mean zero random vector.
Moreover, the unknown signal β∗ makes the distribution of τ completely inaccessible.
These complexities make the study of the proposed estimator β̂λ challenging.
6.6 Recovery Theory for `1-PsLS based PDE Identification
6.6.1 Signed-Support Recovery
The main goal of this paper is to provide provable guarantees that the proposed `1-PsLS
method gives asymptotically consistent estimator of β∗ in the sense of signed-support re-
covery. We can formally state this problem with the adoption of S±(β) notation, that is:
for any vecto r β ∈ RK , we define its extended sign vector, whose each entry is written as:
S±(βi) :=

+1 if βi > 0
−1 if βi < 0
0 if βi = 0,
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for i ∈ {1, . . . , K}. This notation encodes the signed-support of the vector β. Denote β̂λ
as the unique solution of `1-PsLS. Then under some regularity conditions on the design





→ 1 as N,M → +∞,
where N and M denote the grid size of temporal and spatial dimensions, respectively.
6.6.2 Assumptions
We introduce two sufficient conditions frequently assumed in `1-regularized regression
models for the signed-support recovery of the true signal β∗.








Here Λmin(A) denotes the minimal eigenvalue of a square matrix A ∈ Rn×n, and FS
is made of columns of F when the column index is in the support set S. Note that
if this condition is violated, the columns of FS would be linearly dependent, and it
would be impossible to estimate the true signal β∗ even in the “oracle case” when the
support set S is known a priori.
2. Mutual incoherence condition. For some incoherence parameter µ ∈ (0, 1]:
(FTScFS)(FTSFS)−1∞ ≤ 1− µ. (A2)
This condition states that the irrelevant predictors cannot exhibit an overly strong
influence on the relevant predictors. More specifically, for each index j ∈ Sc, the
vector (FTSFS)
−1FTSFj is the regression coefficient of Fj on FS , thus, it is a measure
of how well the column Fj aligns with the columns of FS . A large µ close to 1
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indicates that the columns {Fj, j ∈ Sc} are nearly orthogonal to the columns of FS ,
which is desirable for support recovery.





)−1, and name it as population






and call it sample incoherence matrix. Note that the dependence of the support set S on
quantities Q∗ and Q̂N is suppressed for notational simplicity.
6.6.3 Statement of Main Result
Theorem 6.6.1. Given the observed data set D whose spatial resolution is related to
the temporal resolution via M = Θ(N
2Pmax+5
7 ), we take the bandwidths of the kernels
in (Equation 6.29) and (Equation 6.30) as hN = Θ(N−
1
7 ), wM = Θ(M−
1
7 ), respec-
tively. Under the assumptions (item A1) and (item A2) imposed on the ground-truth fea-
ture matrix F, suppose that the sequence of regularization hyper-parameters {λN} satis-







for some large enough N , some constant C > 0 and 0 < c <
2
7











→ 1 as N →∞:
1. The `1-PsLS method (Equation 6.34) has a unique minimizer β̂λ ∈ RK with its sup-
port contained within the true support, that is S(β̂λ) ⊆ S(β∗), and the estimator
satisfies the `∞ bound:








2. Additionally, if the minimum value of the model parameters supported on S is greater







then β̂λ has a correct signed-support. i.e., S±(β̂λ) = S±(β∗).
The overall proof sketch of Theorem 6.6.1 is described in the subsection 6.6.4, and rel-
evant technical propositions and lemmas are further provided in section 6.6 and section 6.7.
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Here, we give some important remarks about Theorem 6.6.1.
1. The uniqueness claim of β̂λ in (1) seems trivial since the objective function in Equa-
tion 6.34 is strictly convex in the regime of K being fixed and NM →∞. However,
we need to ensure that minimal eigenvalue condition hold over the estimated fea-
ture matrix F̂, given the assumption (item A1) for some Cmin > 0. We defer this
statement as Lemma 6.8.1 in section 6.8 and provide the proof in subsection C.5.1.
2. The first item (1) claims that `1-PsLS does not falsely select the arguments in that
are not in the support of β∗. Also note that part (2) is a consequence of the sup-norm
bound from Equation 6.35: as long as minimum value of |β∗i | over indices i ∈ S is
not small, `1-PsLS is signed-support recovery consistent.
3. The asymptotic orders of M , hN , and wM are specifically chosen for simplification.
Although there is certain flexibility, the spatial resolutionM and the temporal resolu-
tion N (as well as hN and wM ) need to be coordinated well to guarantee the support
recovery property. This was expected in practice since we need sufficient sampling
frequencies both in temporal and space to estimate the underlying dynamics. Here,
the Theorem 6.6.1 present a rigorous justification for a combination of these resolu-
tions which is sufficient for the support recovery.
4. The quantity c is derived from the Tusnady’s strong approximation [416] where the
error of an empirical distribution is compared with a Brownian bridge in tail probabil-
ity. See subsection C.4.1. With a larger value of c, the regularization hyper-parameter
λN needs to remain relatively large, but the convergence is faster. Whereas for a
smaller value of c, we can relax the regularization in the cost of a slower probability
convergence rate.
5. The threshold of λN in the statement of the Theorem shows that when the number of
data increases, there is more flexibility in tuning this parameter. If the incoherence
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parameter µ is small, or equivalently, the group of correct feature variables and the
group of the others are similar, to guarantee that the support of the estimated coeffi-
cient vector is contained in the correct one, it suffices to use a large value of λN . Such
behavior of the threshold is consistent with that described in Theorem 1 of [407].
6. The upper-bound for the `∞-norm of the coefficient error in Equation 6.35 consists
of two components. The first one concerns the grid resolution determined by N , and
the underlying function u as well as the choice of regression kernels encapsulated in
the constant C. AsN increases to∞, this part converges to 0 without explicit depen-
dence on the choice of feature variables selected by `1-PsLS. The second component
is simple: K3/2CminλN . When N increases, this part does not vary. This indicates
that asymptotically, `1-PsLS recovers signed-support of governing PDE, as long as
min1≤i≤s |(β∗S)i| > K3/2CminλN .
6.6.4 Proof Strategy of the Main Theorem
The analysis for the proof of Theorem 6.6.1 is naturally divided into two steps as follows:
In the first step, we prove a result analogous to that of the Theorem 6.6.1 by imposing in-
coherence assumption on the estimated feature matrix F̂. Specifically, since F̂ is a random
matrix, we assume that for some µ ∈ (0, 1], the event, {Q̂N∞ ≤ 1 − µ}, holds with
some probability at least Pµ, for some Pµ ∈ (0, 1]. Under this assumption, we prove that
the success probability of signed-support recovery of `1-PsLS converges to Pµ with an ex-
ponential decay rate. This is formally stated as Proposition 6.7.1 in subsection 6.7.1.
In the second step, we show that the success probability Pµ goes to 1, given that the
ground-truth matrix F satisfies assumptions (item A1) and (item A2). This is equivalent
to proving that, given the assumptions (item A1) and (item A2) for F for some Cmin > 0
and µ ∈ (0, 1], the same assumptions hold for the estimated F̂ in probability. We state these
results formally in Lemmas 6.8.1 and 6.8.2 in Section section 6.8.
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6.7 Analysis Under Sample Incoherence Matrix Assumptions
In this section, we provide a proof overview of Proposition 6.7.1 and the key technical
contribution of our paper. All the detailed statements and proofs of the Proposition 6.7.1
and its relevant lemmas are relegated to the Appendix for the conciseness.
6.7.1 Statement of Proposition
We establish the signed-support consistency of `1-PsLS estimator when the assumptions
are directly imposed on the estimated feature matrix F̂, instead on the ground-truth feature
matrix F. More specifically, we assume that there exist some constants µ ∈ (0, 1] and











≥ Cmin almost surely . (A3)
Here, Pµ ∈ [0, 1] denotes some probability that Q̂N satisfies the incoherence assumption.
Equipped with this assumption, we have the following proposition:
Proposition 6.7.1. Given the observed data set D, where the spatial resolution is related
to the temporal resolution via M = Θ(N
2Pmax+5
7 ), we take the bandwidths of the kernels
in Equation 6.29 and Equation 6.30 as hN = Θ(N−
1
7 ), wM = Θ(M−
1
7 ), respectively.
Under the assumptions in Equation A3 imposed on the estimated feature matrix F̂, suppose







for some constant C > 0 and 0 < c < 2
7
independent of N . Then, the following properties
hold :










→ Pµ as N →
∞, the `1-PsLS method (Equation 6.34) has a unique minimizer β̂λ ∈ RK with its
support contained within the true support, that is S(β̂λ) ⊆ S(β∗).










→ 1 as N →∞, β̂λ
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satisfies the `∞ bound:








3. Additionally, if the minimum value of model parameter supported on S is greater







then β̂λ has a correct signed-support. (i.e., S±(β̂λ) = S±(β∗))
We remark that the first item (1) in Proposition 6.7.1 holds with probability Pµ ≤ 1
asymptotically, while the second item (2) holds with probability 1 asymptotically. They
are not contradictory, since (1) focuses on the estimation errors on entries within the true
support S , whereas (2) describes the support recovery of the coefficient vector over all
indices. Technically speaking, proof of (1) is involved with mutual incoherence condition
in Equation A3, whereas (2) is involved with minimum-eigen value condition on F̂ in
Equation A3.
6.7.2 Proof Overview of Proposition 6.7.1
Readers can find the proof of Equation 6.36 in subsection C.4.6. Here, we focus on pro-
viding the high-level idea on the proof of (1) of Propostion 6.7.1. The most important
ingredient for the success of PDW construction is to establish the strict dual feasibility of
the dual vector ẑ, when ẑ ∈ ∂‖β̂λ‖1, where ∂‖β̂λ‖1 is a sub-differential set of ‖ · ‖1 evalu-
ated at β̂λ. In other words, we need to ensure that ‖ẑSc‖∞ < 1 with high probability. (See
section C.2.) Through Karush–Kuhn–Tucker (KKT) condition of the optimal pair (β̂λ, ẑ)
of Equation 6.34 and settings of PDW construction, we can explicitly derive the expression













where ΠS⊥ is an orthogonal projection operator on the column space of F̂S . By the mu-
tual incoherence condition in Equation A3, the first term of the right-hand side in Equa-
tion 6.37 is upper-bounded by 1−µ for some µ ∈ (0, 1], with some probability Pµ ∈ [0, 1].
The remaining task is to control the tail probability of Z̃j for j ∈ Sc: that is to ensure
P
[
maxj∈Sc |Z̃j| ≥ µ
]
→ 0 with some exponential decay rate. With the help of Lemma







‖∆FSβ∗S −∆ut‖∞ ≥ µ λN√K
]




for some ε > 0
is challenging, since the exact form of the residual distribution τ is unknown. (Note that
τ = ∆FSβ
∗
S −∆ut since ut = Fβ∗.)
We circumvent this difficulty by using the following inequality: for some thresholds
εN > 0 and εM > 0, both of which go to 0 as N and M tends to∞, we have,
P
[

























|∆ut(Xi, t)| ≥ εN
]









The above inequality naturally leads us to study the uniform convergence of Local-Polynomial
estimator to its ground-truth function of interest. Say, for sufficiently large enough grid
size of temporal dimension N , for some εN ≥ 0 that is hN -dependent threshold and





|ût(Xi, t)− ut(Xi, t)| > εN
]
→ 0, (6.38)
with an exponential decay rate. As for obtaining the exponential decay rate in Equa-
tion 6.38, it turns out that thresholds εN and εM are functions of bandwidth parameters
hN and wM in Equation 6.31 and Equation 6.32. We choose correct orders of hN and wM
so that we can ensure that the thresholds εN and εM go to zero. Then, with the proper
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choice on the order of λN together with P
[
‖τ‖∞ ≥ µ λN√K
]
, we conclude the proof.
6.7.3 Technical Challenges
Several researchers have tried to achieve uniform convergence of Local-Polynomial or ker-
nel smoothing estimators in almost sure sense. See the works of Masry [418] and Li and
Hsing [419].
Here, we provide a high-level idea of the proof of Lemma C.4.2. First, we observe that
the higher-order Local-Polynomial smoothing is asymptotically equivalent to higher-order
kernel smoothing through equivalent kernel theory [413]. See Equation 6.31 and Equa-
tion 6.32 for their equivalences in mathematical form with kernel smoothing estimators.
Second, we employ Mack and Silverman’s [415] truncation idea on the Local-Polynomial
estimator and decompose ût(Xi, t)− ut(Xi, t) into three parts as follows:































where B′N is some increasing sequence in N , and ût
B′N denotes the truncated Local-
Polynomial estimator of ut. We control the sup over t ∈ [0, Tmax) on each of these three
components. The last component, Asymptotic bias of ût can be obtained through the classi-
cal result from [413, 414]. The exponential decay rate comes from the first two components
as follows:
1. Asymptotic deviation of truncation error can be decomposed into two parts. The first
part, which is ût − ûtB
′
N , can be easily controlled via chernoff bound of gaussian
random variable. by using the definition of truncated estimator ût
B′N . The second






, can be bounded by some de-
terministic function of B′N and hN using the similar arguments in Proposition 1 of
[415].
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2. Asymptotic deviation of truncated estimator is decomposed into two components as
well: (1) Brownian Bridge and (2) difference between some two-dimensional em-
pirical process and the Brownian Bridge. (1) can be controlled via uniform conver-
gence of Gaussian Process using the arguments similar to [420], together with simple
Markov inequality. (2) can be controlled via Tusnady’s strong uniform approxima-
tion theory [415, 416], stating that the two-dimensional empirical process can be well
approximated by a certain solution path of two-dimensional Brownian-bridge.
Same ideas can be employed for the uniform convergence of ∂̂pxu to ∂pxu for p ≥ 0.
6.8 Uniform Convergence of Sample Incoherence Matrix
In this section, we provide two lemmas that can complete the proof of Theorem 6.6.1. Here,
the minimum-eigenvalue and incoherence assumptions are imposed on the ground-truth
feature matrix F, instead on the estimated feature matrix F̂. See (item A1) and (item A2).








Q∗∞ ≤ 1− µ.
Equipped with the above assumptions, we can formally show that success probability of
the sample incoherence condition Pµ in Equation A3 tends to 1 as N →∞. Note that this
result is not an immediate consequence of classical random matrix theory (see [421, 422]),
since the elements in F̂T F̂ are highly dependent.
To prove the result, we first need the following lemma asserting that if there exists
Cmin > 0 such that the minimum eigen-value condition holds for FS , then the sample
minimum eigen-value condition holds with probability converging to 1 with an exponential
decay rate.
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Lemma 6.8.1. Suppose that the assumption (item A1) holds with some constant Cmin > 0
and 0 < c < 2
7
, then with probability at least 1−O(N exp(−1
6







With the help of Lemma 6.8.1, we can show that the sample incoherence condition holds
with high probability, given that there exists µ ∈ (0, 1] for the ground-truth version of
(item A2).
Lemma 6.8.2. Suppose that the assumption (item A2) holds with some constant µ ∈ (0, 1]
and 0 < c < 2
7
, then with probability at least 1−O(N exp(−1
6
N c)), we have,
Q̂N
∞
≤ 1− µ .
Verification of Lemma 6.8.2 automatically leads to the complete proof of Theorem
Theorem 6.6.1, together with Proposition 6.7.1. Therefore, as long as the two assumptions
(item A1) and (item A2) hold for F, with sufficiently fine-grained grid points over the
function u(X, t), `1-PsLS can always find the correct signed-support of the given PDE
model, with the minimum absolute value of β∗S not too close to zero.
Remark 6.8.1. (Technical Difficulties of Lemma 6.8.1 and 6.8.2.) The proof procedure
is involved with controlling the tail probability of difference between inner-product of two
arbitrary columns of F̂ and inner-product of the two corresponding columns of ground-
truth F. This problem is challenging even if the exact distribution of any entries of F̂ is
known, since the distribution of
∑NM
k=1 F̂kiF̂kj needs to be derived. We circumvent this




In this subsection, we provide detailed descriptions on (1) two popular PDE models that
we are going to work on throughout the experiments, and on (2) how to generate the data
from respective models, and (3) how to design the regression problem for the experiments
to be presented.
We consider the following viscous Burgers’ equation:
ut = −uux + νuxx , 0 < x < 1, 0 < t < 0.1 (6.39)
u(x, 0) = sin2(2πx) + cos3(3πx) , 0 ≤ x ≤ 1 , u(0, t) = u(1, t) , 0 ≤ t ≤ 0.1.
and the Korteweg–de Vries equation whose dimensionless form is given as
ut + uxxx + 6uux = 0 . (6.40)
with the initial condition:





0 ≤ x ≤ 1 , u(0, t) = u(1, t) , 0 ≤ t ≤ 0.1.
For N -size sampling in the temporal dimension, by Theorem Theorem 6.6.1, we take
M = bN (2×Pmax+5)/7c sample size in the space dimension. We numerically solve Viscous
Burgers’ equation (Equation 6.39) by the Lax-Wendroff scheme on a grid with interval
width δt = 0.1/(100N) in temporal and δx = 1/M in space, then we downsampled the
data in the temporal dimension by a factor of 100; thus the resulted clean data is distributed
over a grid with N nodes in temporal and M nodes in space. Lastly, we added i.i.d. Gaus-
sian noise with standard deviation σ = 0.25 to the data. i.e., νni
i.i.d.∼ N (0, 0.252). As
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for solving the KdV equation (Equation 6.40), the same approaches with Viscous Burger’s
equation are applied, with i.i.d. Gaussian noises with standard deviation σ = 0.025.
Constructions of Regression Problems
We employ the Local-Polynomial smoothing for estimating ût and F̂ as described in Sub-
section subsection 6.5.2. Regarding a choice of kernel for constructing ût and F̂, we use
the Epanechnikov kernel defined by:
K(z) = 3
4
(1− z2)+ , z ∈ R ,
where (·)+ := max(0, ·). Bandwidth parameters hN and wM in Equation 6.29 and Equa-
tion 6.30 are chosen in the order of hN = Θ(N−
1
7 ) and wM = Θ(M−
1
7 ), respectively.
As displayed in Table 6.10, for the experiments presented in this Section, we choose spe-
cific constant factors in the order expressions of hN and wM for Viscous Burgers equation
and KdV equation. It is also worth noting that we do not use Equation 6.31 and Equa-
tion 6.32 as solutions of the optimization problems (Equation 6.29) and (Equation 6.30)
for the experiments, since the expressions in Equation 6.31 and Equation 6.32 are derived
in asymptotic settings. For the reader’s convenience, We provide the closed form solutions
of Equation 6.31 and Equation 6.32 in section C.3.
For Viscous Burgers’ equation, on the set of noisy data, Local-Polynomial fitting with
Pmax = 2 is applied to construct ût and F̂. Specifically, our goal is to identify the fifth
and the sixth coefficients, β5 and β6, of a following linear measurement via our proposed
`1-PsLS model (Equation 6.34):
ût = β0 + β1û + β2û
2 + β3ûx + β4û
2
x + β5ûûx + β6ûxx + β7û
2
xx + β8ûxûxx + β9ûûxx.
For KdV equation, after generating the data-points, ût and F̂ are fitted through Local-
Polynomial with Pmax = 3. We want `1-PsLS to select β5 and β10 as non-zero coefficients
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Table 6.10: Specific choices of the constants in the order of hN = Θ(N−
1
7 ) and wM =
Θ(M−
1












in a following linear measurement:
ût = β0 + β1û + β2û
2 + β3ûx+β4û
2
x + β5ûûx + β6ûxx + β7û
2
xx + β8ûxûxx + β9ûûxx
+ β10ûxxx + β11û
2
xxx + β12ûxûxxx + β13ûxxûxxx + β14ûûxxx.
6.9.2 Numerical Verifications of Main Statements
In this subsection, we design an experiment to numerically verify following two main state-
ments of this paper.
1. Under the assumptions (item A1) and (item A2), and with large enough data points,





of an unique PDE that admits the underlying function
as a solution in probability.
2. Given the assumptions (item A2) for some µ ∈ (0, 1], sampled incoherence param-
eter µ′ converges to ground-truth incoherence parameter µ in probability with large
enough data points.
The experiment is conducted over two PDE models, Viscous Burgers’ equation and
KdV equation introduced in subsection 6.9.1. We generate the data by setting ν = 0.03
in Equation 6.39. In Figure 6.14, the probability of signed-support recovery P[S±(β̂) =
S±(β∗)] versus the grid size of temporal dimension N , and ‖ẑSc‖∞ versus N are recorded
on the same plot for respective models. Each point on each curve, which represents
P[S±(β̂) = S±(β∗)], in (a) and (b) corresponds to the average over 100 trials. For each
iteration, the hyper-parameter λN is chosen in an optimal way: we used the value yielding
260
(a) Viscous Burgers (b) KdV














































Figure 6.14: Probability of signed-support recovery P[S±(β̂) = S±(β∗)] versus the grid
size of temporal dimension N , and ‖ẑSc‖∞ versus N are recorded on the same plot for
Viscous Burger’s equation in panel (a) and for KdV equation in panel (b), respectively.
the correct number of nonzero coefficient. With the chosen λN , ẑSc is calculated as given in
Equation 6.37. Note that Equation 6.37 can be calculated only when the `1-PsLS finds λN
that gives the minimizer of Equation 6.34 β̂λ such that β̂λSc = 0 and S(β̂λ) ⊆ S(β∗). For
this reason, boxplots of ‖ẑSc‖∞ in (a) and (b) are drawn from the point when `1-PsLS starts
to find such λN . For both models, P[S±(β̂) = S±(β∗)] goes to 1, as we observe more data
points on finer grid. Furthermore, it is worth noting that the strict dual feasibility condition
(i.e., ‖ẑSc‖∞ < 1) holds for both cases. In Figure 6.15, boxplots of Q̂N∞ versus N are
displayed for Viscous Burgers’ equation and KdV equation respectively. A dotted horizon-
tal line in each panel represents 1 − µ calculated from the ground-truth feature matrix F.
Notice that as the number of observed data gets larger, the sampled incoherence parameter
goes below the dotted lines for both models.
6.9.3 Impact of β∗min in Signed-Support Recovery of `1-PsLS
Theorem 6.6.1 states that as long as β∗min := mini∈S |β∗i | is beyond certain threshold, `1-
PsLS is signed-support recovery consistent. In this subsection, we design an experiment
to numerically confirm this claim. The experiment is performed over Viscous Burgers’
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(a) Viscous Burgers (b) KdV














Figure 6.15: Boxplots of Q̂N∞ versus N are displayed for Viscous Burgers’ equation in
panel (a) and KdV equation in panel (b), respectively.
equation by varying the coefficient ν in Equation 6.39 : we set ν = 0.03, 0.02, 0.01, 0.005.
The Figure Figure 6.16 (a) displays the curves representing P[S±(β̂) = S±(β∗)] versus N
for each of the four cases. Each point on each curve represents the average over 100 trials.
The Figure 6.16 (b) exhibits the range of λN for which `1-PsLS finds the support of β̂λ that
is contained within the true support, when ν is set as 0.005. More specifically, boxplots in
(b) record the range of λN that picks ûxx as the selected argument. In (a), we can check
that, as the magnitude of mini∈S |β∗i | decreases from 0.03 to 0.01, `1-PsLS requires more
data-points for the signed-support recovery, and when mini∈S |β∗i | drops to 0.005, `1-PsLS
fails to recover the governing PDE. On the other hand, (b) says that there exists a range
of λN for which `1-PsLS can still recover a subset of β∗, while the perfect signed-support
recovery is difficult.
6.10 Summary
In the first half of this chapter, we introduced two robust methods for PDE identification
when noisy data are given. First, we described a Successively Denoised Differentiation
(SDD) procedure to stabilize numerical differentiation, which significantly improves the
accuracy in the computation of the feature matrix from noisy data. We then discussed
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Figure 6.16: Left panel (a) displays the curves representing P[S±(β̂) = S±(β∗)] versus
N , when ν = 0.03, 0.02, 0.01, 0.005. Right panel (b) exhibits the range of λN for which
`1-PsLS gives the solution β̂λ such that S(β̂λ) ⊆ S(β∗) with respect to N , when ν is set
as 0.005.
two new robust PDE identification algorithms called ST and SC. These algorithms utilize
the Subspace Pursuit (SP) greedy algorithm to select a candidate set and then refine the
results by time evolution or cross-validation. We presented various numerical experiments
to demonstrate the effectiveness of both methods. SC is more computationally efficient,
while ST performs better for PDEs with high order derivatives. We also provided an error
analysis of ST and SC in the context of PDE identification, which unifies many related
methods in the literature.
In the second half, we provided a formal theoretical analysis on the PDE identifica-
tion via `1-regularized Pseudo Least Square method from the statistical point of view. In
this article, we assume that the differential equation governing the dynamic system can
be represented as a linear combination of various linear and nonlinear differential terms.
We employ the Local-Polynomial fitting and apply the `1 penalty for model selection. A
signed-support recovery of `1-PsLS method with an exponential convergence rate is ob-
tained under the classical mutual incoherence condition on the feature matrix F. We divide
the cases into two for the proof of the Theorem 6.6.1. Firstly, a signed-support recovery
of `1-PsLS method is shown with mutual incoherence assumption being imposed on the
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estimated feature matrix F̂. Then, we show Q̂N gets close to Q∗ under ·∞ ensuring
the statement of the Theorem 6.6.1. We run numerical experiments on two popular PDE
models, and the results from the experiments corroborate our theoretical predictions.
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CHAPTER 7
DEEP SPATIAL-TEMPORAL SYNTHESIZER FOR DYNAMIC PET
RECONSTRUCTION
Positron emission tomography (PET) is a non-invasive imaging technique that measures
various biochemical and physiological activities via capturing gamma rays generated by
annihilation of positrons emitted from the nucleus of radioisotope [423, 424, 425]. Having
no pharmacological actions, these isotopes are injected into the bloodstream as tracers de-
tected by the gamma scanner. The variation of radiotracer concentration provides an enor-
mous amount of physiological information including oxygen consumption rate [426] and
tumor growth rate [427]. Diagnosis and treatment in cancers [428], heart diseases [429],
brain disorders [430] and many other fields have found PET valuable. In terms of the ac-
quired materials, there are mainly two types of PET: static PET [424] and dynamic PET
(dPET) [425]. Contrary to static PET, which renders single images, dPET records the ki-
netic data of the tracer in the body and produces image sequences. dPET is widely applied
in respiratory motion monitoring [431], myocardial blood flow examination [432], and
neurotransmitter response [433].
Reconstruction of the tracer’s distribution, or pixel-wise time activity curves (TACs),
from dPET projection data is a challenging inverse problem, as the decay of biochemical
is very fast compared to that of data acquisition. Typically, the reconstruction methods
involve minimizing a regularized functional [434, 435, 436, 437, 438, 439]. Depending on
the noise model, both L2-norm [440] and Kullback–Leibler divergence [438, 437] are used
for data fidelity. To amend the problem’s ill-posedness, many regularization terms were ex-
plored, such as total variation (TV) norm [437, 441, 442], nonlocal TV [443], and in-class
discrepancy [437]. Considering spatial and temporal relationship between the dynamic im-





















Two-head Camera Projections Reconstruction
Figure 7.1: Workflow of the proposed STIS model.
the reconstructed image sequence is assumed to have a low-rank decomposition into spa-
tial and temporal bases. It often requires multiple regularizers, thus many manually-tuned
parameters, to produce reasonable results due to instability caused by the sparse sampling
and noise [442, 437]. The resulted models are often non-convex and challenging to solve
with guaranteed convergence.
Recently, deep learning shows great success in feature extraction, which inspired re-
searchers to devise many architectures that combine physical model to improve reconstruc-
tion quality in medical images [445, 444]. For example, based on the NMF model, a unsu-
pervised dPET reconstruction paradigm supplied with dense sampling [444] was proposed
to generate regularized spatial bases using parallel U-Nets without CT/MRI references.
However, there is limited work on dPET reconstruction from sparse sampling, e.g., each
frame is only projected by a two-head camera [442].
In this chapter, we take the deep learning perspective and introduce a particularly in-
teresting neural architecture proposed in [446]. It allows to extract spatial and temporal
features of the projection data from PET image sequences in an effective way.
7.1 Workflow Overview
Starting from a preliminary NMF reconstruction, the temporal information is encoded by
a NN, called TAC feature extractor, for identifying the pointwise kinetic features from a
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rough reconstruction. A spatial encoder-decoder, called domain synthesizer, follows to
locally integrate these features and identify homogeneous regions as the spatial bases. The
proposed method is thus named as Spacial and Temporal Information Synthesis (STIS).
The reconstruction of dPET can be obtained by combining the spatial bases and temporal
bases via a non-negative least-square fitting. The updated temporal bases reveal better
underlying TAC dynamics, which facilitate TAC feature extraction; hence we augment the
model by alternatively iterating spatial and temporal bases updates. Figure 7.1 shows the
proposed model’s workflow, where I is the maximal number of iteration and the block for
the i-th iteration is expanded for details.
This method enjoys the interpretability based on NMF and the flexibility of DNNs for
both temporal and spatial feature synthesis. Moreover, the proposed network is easy to
train thanks to the reduced number of parameters resulted from temporal-spatial separa-
tion. The numerical results on sparsely sampled projection validate the proposed method’s
advantages over other state-of-art methods applied for dPET reconstruction.
7.2 Nonnegative Matrix Factorization for dPET
7.2.1 Imaging Model for Sparsely Sampled dPET
Let u(x, t) denote the tracer distribution at location x ∈ Ω and at time 0 ≤ t ≤ Tmax. The
TAC at x refers to the curve {u(x, ·) : 0 ≤ t ≤ Tmax}. Here Ω = [0, H] × [0,W ] is a
rectangular image domain withH,W both positive integers, and Tmax > 0 is the maximum
observing time. dPET projection of u by a single camera initially pointing at angle θ0
and rotating with angular speed ∆θ is modeled by the time-dependent attenuated Radon
transform [441]
Ru(θ0 + t∆θ, s, t) =
∫
L(θ0+t∆θ,s)
u(x, t) exp(−µH(x)) dx . (7.1)
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Here s ∈ R is the collimator coordinate; the projection line L(θ, s) = {tθ + sθ⊥ : t ∈ R}
has angle θ ∈ [0, π); H(x) is the distance from x to the collimator; and µ ≥ 0 is a constant
grade of attenuation of gamma rays. We note that the projection angle in Equation 7.1
varies with time, and the sparsely sampled dPET data refers to a sampling paradigm where
only a limited number of cameras is available.
7.2.2 NMF Reconstruction
As homogeneous tissues present approximately uniform radiotracer concentration through-
out the observation [447], the interplay between temporal and spatial characteristics of
dPET data implies an effective dimension reduction.
Upon discretization, for positive integers N,M , we assume that the original activity
map consists of N frames: {Un}Nn=1, each of which is a 2D image with M pixels. Let
U =
[
vec(U1) vec(U2) · · · vec(UN)
]
, where vec(Un) ∈ RM denotes the vectorization
of the image Un obtained by stacking its columns on top of one another. We assume that
U admits a non-negative factorization U = ABT where A ∈ RM×K whose columns are
the spatial bases and B ∈ RN×K whose columns are the temporal bases, are matrices
with non-negative entries. Here K  N and M , thus it offers a low-rank representation
of U . Suppose there are C ≥ 1 cameras initially posed at angles θc, c = 1, 2, . . . , C,
rotating at a constant angular velocity ∆θ. The NMF method provides the reconstruction
ÛNMF = ÂNMFB̂
T










− vec(Fc)‖22 . (7.2)
Here the inequalities are element-wise,R(θc) is the system matrix approximating (Equation 7.1),
and Fc ∈ RP×N records the projection collected by the c-th camera, whose (i, j)-th entry
is the data on the i-th bin of the collimator at j-th frame.
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7.3 Proposed Model
When the dPET radioactivity maps are observed sequentially, it is natural to identify homo-
geneous regions characterized by similarly varying TACs. Motivated by this observation,
for a fixed number of bases K ≥ 1 and number of iteration I ≥ 1, we propose our model,
STIS, which synthesizes temporal and spatial information for dPET reconstruction ÛSTIS

































for i = 1, 2, . . . , I , and A(0) = ÂNMF, B(0) = B̂NMF. During the i-th iteration, the spa-
tial basis A(i) is obtained by composing two networks: TAC feature extractor N1(·,Θ(i)1 ) :
RM×N → RM×K′ for some integer K ′ such that 1 ≤ K ≤ K ′ < N and domain syn-
thesizer N2(·,Θ(i)2 ) : RM×K
′ → RM×K ; and Θ(i)1 and Θ
(i)
2 denote the network parameters
such as kernel weights and biases for the i-th components. More explicitly, the TAC fea-
ture extractor is defined for any matrix X ∈ RM×N with row vectors xT1 , . . . , xTM , such
that the j-th row of the output matrix N1(X; Θ(i)1 ) is ν(i)(xj) for j = 1, 2, . . . ,M , where
ν(i) : RN → RK′ is described in Figure 7.2 (a). The domain synthesizer is defined in
Figure 7.2 (b), which maps the feature image resulted fromN1 to the learned spatial bases.
In this work, we fix K ′ = 32.
Our network structure is intuitive: spatial bases are naturally induced by identifying
TACs sharing similar dynamic features. The temporal information plays a dominating role
in our work. The TAC feature extractor maps the high dimensional and low-quality TACs in
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RN to a lower-dimensional feature space. In general cases, pixels with similar TACs have
similar feature representations. The method generates spatial bases to imitate the observer’s
impression of homogeneous regions based on intensity variation rather than the underlying
biochemical functionalities or geometric affinity. Based on the resulted spatial bases, we
find that applying a non-negative least-square fitting is sufficient for a stable identification
of the corresponding temporal bases. The domain synthesizer is analogous to a pixel-wise
image classifier. However, we note that in general image classification, an extensive range
of abstract contents, such as shapes and styles, are crucial for robust recognition; hence,
deeper architectures are preferable. In our setting, local affinity in the spatial domain of
Ũ is relevant to the clustering of TAC features. Therefore, we use a shallow U-net [86] to
integrate the kinetic information and compose the spatial bases locally. Finally, our method
provides a new and effective hybrid paradigm that has natural interpretability, enjoys data-
adaptability, and allows various extensibility such as multiple iterations for refinement.
We present the following theorem to justify our motivation for using TACs to assist
spatial basis reconstruction.
Theorem 7.3.1. Let Bn denote the n-th row of the temporal basis B. For i = 1, . . . ,M , let
Ai denote the i-th row of the spatial basis A, and TACi be the i-th row of the radioactivity
map U recording the TAC at the i-th pixel. For any 1 ≤ i, j ≤ M , if there exists a positive
number ζ > 0 such that for all n, the ratio ρi,jn =
‖Ai−Aj‖2
‖Bn‖2 satisfies
1 + | sin θn| < ρi,jn < (3− ζ)/2
or (1 + ζ)/2 < ρi,jn < 1− | sin θn| (7.4)
where θn is the angle between Bn and Ai − Aj , then
√
Nζ‖Ai − Aj‖2 ≤ ‖TACi − TACj‖2 . (7.5)
Proof. When i, j are fixed, to simplify the notations, we let γ = Ai − Aj and denote
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h2 − 2h cos θn + 1
|1− zn|
− h ,
where cos θn =
BTn γ
‖Bn‖2‖γ‖2 . Notice that f can only have positive root if any exists. By the
assumption that (3−ζ)/2 > zn > 1+ | sin θn| or (1+ζ)/2 < zn < 1−| sin θn|, it is readily
























|Hnh+n − h+n |
2
‖γ‖2 ,
which allows us to apply the reverse Cauchy-Schwarz inequality [448] and gives













)2) ‖γ‖22 . (7.6)
We then prove that ‖Bn‖22 > 14‖γ‖
2
2 ((Hn − 1)h+n )
2
+ ζ , hence Equation 7.6 is useful.
Consider the case where 1 < 1 + | sin θn| < zn < (3 − ζ)/2 < 2, indicating that
ζz2n(zn − 2)2 + 2zn − 3 < 0, which can be written as
z2n(zn−1)2
(z2n−2zn)2
+ ζz2n < 1. Notice that
this implies (1 − zn)2 (h+)2 + ζz2n < 1, which by simple computation leads to ‖Bn‖22 >
1
4
‖γ‖22 ((Hn − 1)h+n )
2
+ ζ . Similarly, we can prove for the case where 1 > 1− | sin θn| >
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zn > (1 + ζ)/2 by starting with ζz4n− 2zn + 1 < 0. Therefore, from Equation 7.6, we have
‖TACi − TACj‖22 ≥ Nζ‖γ‖22 .
which completes the proof.
Theorem 7.3.1 implies that, when the sine distance betweenBn andAi−Aj is small, or
equivalently, two vectors are highly correlated, and their scales are comparable, if the i, j
pixels have similar TACs, their spatial bases at these positions need to have close values. In
particular, if we interpret the value Ai,k as the belief of the i-th pixel belonging to the k-th
basis, Theorem 7.3.1 says that pixels can be classified by utilizing their TACs.
7.4 Numerical Experiments
We present different numerical results to validate our model. Our dataset consists of 192
synthetic images from [442]. Each sample contains 90 frames of 64 × 64 images, where
the pixel intensity variations were induced by TAC curves distributed over an anatomic
mask of a rat’s abdomen. The system matrix simulates a two-head camera which projects
to collimators with 95 bins at two orthogonal angles per frame. Initially fixed at the top and
right of the domain of interest, these cameras rotate 1◦ per frame clockwise. To optimize
the network parameters, we used 80% of the data for training and the rest for testing. We
used the Adam optimizer with a learning rate 5 × 10−4, which is factored by 0.8 every 50
epochs. The training consists of 500 epochs in total. In all the experiments, we fix the
decay rate µ = 0.01. Results shown in this paper are from the testing dataset. We trained
our model using Intel(R) Xeon(R) CPU E5-2689 v4 @ 3.10GHz with 10 cores and 20
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Figure 7.2: (a) Structure of a coordinate component of the TAC feature extractor N1. The
input is a TAC in RN (N = 90) and the output is a feature vector in RK′ (K ′ = 32). The
convolution kernels are of size 3 and the zero-paddings are of size 1. The numbers above
Conv are the number of channels,and those above Linear are node sizes. (b) Structure of
the domain synthesizerN2. The input is an image whose channels are TAC feature vectors.
Here H is the image height and W is the image width such that M = HW . The output is




Spatial basis I Spatial basis II Spatial basis III
Temporal basis I Temporal basis II Temporal basis III
Figure 7.3: Interpretability of spatial and temporal bases identified by STIS using a low
rank (K = 3). Each spatial basis roughly corresponds to homogeneous regions with sim-
ilar dynamic features, and the associated temporal basis describes its contribution to the
concentration distribution.
7.4.1 Interpretability of Low-rank Bases
When K is set at a sufficient level to cover the underlying radiotracer concentration, the
proposed STIS model produces low-rank dPET reconstruction with interpretable bases.
With K = 3 and I = 2, Figure Figure 7.3 shows an original dPET sequence in the first
row and the identified spatial and temporal bases in the second and third row, respectively.
STIS generates spatial bases as homogeneous regions with similar radioactivity variations.
For example, the 1st basis corresponds to the high concentration regions. The tumor, which
rapidly accumulates tracers in the early frames is captured by the 2nd basis. The 3rd basis
characterizes the tissue with a slower accumulation rate and lower stabilizing level. Corre-
spondingly, each temporal basis defines the contribution of each spatial basis to the activity
map.
7.4.2 Performance on TAC Reconstruction
As an indicator of the radiotracer concentration measured over time, the TAC plays an es-
sential role in pharmacokinetic analysis and clinical diagnosis. For instance, the slope of
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(a) (b)
Figure 7.4: Performance on TAC reconstruction. (a) Three 3 × 3 square ROIs marked on
the final frame of an original test sample. (b) Average TACs of the respective ROIs in (a).
TAC can be helpful in non-invasive discrimination of brain tumor subtype [449]. Focusing
on a test sample and its three ROIs showed in Figure 7.4(a) and using STIS with K = 3,
I = 2, we recorded the respective reconstructed TACs and the original ones in (b). In this
experiment, each ROI is a 3 × 3 square, and the TACs were averaged within the corre-
sponding regions. For the rapidly accumulating region with a steady high concentration
(R1), STIS recovered the TACs with high accuracy. For the region with a moderate accu-
mulation rate and a lower stabilized level (R2), the reconstructed TACs stay close to the
true ones, especially after frame 20. For the region where the radiotracer’s concentration
rapidly grows and decays (R3), STIS successfully captured this dynamic feature of the
underlying TACs and correctly estimated the peak level and the peak width.
7.4.3 Tests on Hyperparameters
There are two major hyperparameters in the proposed model, i.e., the number of bases
(K), and the number of iterations (I). On the positive side, STIS with a larger K has
higher flexibility and better generalizability; and STIS with a larger I can further refine
the reconstruction results. However, increasing K and I makes the training unstable and
more demanding to converge. In Table 7.1, we quantitatively compare STIS using various
combinations of K and I by the average RMSE of reconstruction based on the testing
dataset. First, we see that STIS models with I ≥ 2 have a clear advantage over those with
I = 1. This was expected, since the spatial bases identified by STIS with I = 1 do not gain
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Table 7.1: Comparison among proposed model with various combinations of hyperparam-
eters: number of bases (K) and number of iterations (I).
Config. RMSE Config. RMSE Config. RMSE
K3I1 3.55e-2 K3I2 2.41e-2 K3I3 2.42e-2
K5I1 2.82e-2 K5I2 2.11e-2 K5I3 2.32e-2
K7I1 2.71e-2 K7I2 2.19e-2 K7I3 2.10e-2
any improvement resulted from the updated temporal bases. Second, except for K7I2, we
observe a general improvement of using larger K when I is fixed. Third, STIS performs
better when both K and I increase coordinately. It means that simply increasing either I or
K while the other fixed may not lead to better results. To cope with the training instability
when I is greater than 3, other network structure modifications are necessary.
7.4.4 Qualitative Comparison
We compare the proposed model, STIS, with some methods in the literature from the visual
perspective. Specifically, we consider two model-based approaches, NMF (Equation 7.2)
and SEMF [450], and two data-driven approaches, DnCNN [451](image domain denois-
ing method) and LEARN [452] (optimization-unrolling-based reconstruction method). For
NMF, we fix the number of bases as 7 and apply the oblique projected Landweber algo-
rithm [453] with 100 outer iterations and 5 inner iterations. For SEMF, the iteration number
is fixed to be 50 as the convergence is observed and the base number 7 (SEMF7) and 16
(SEMF16) are tested. Both DnCNN and LEARN are trained for 200 epochs on our train-
ing dataset. Taking NMF result as input, DnCNN with 17 layers is trained for 3D image
denoising. For LEARN, we consider 50 iterations in the unrolling model and the other
network parameters are the same as [452].
On a projection input data chosen from the test dataset, we added 1% Gaussian noise
and tested these methods whose results are shown in Figure 7.5. As expected, without
regularization, NMF suffered from blurriness in the face of noise and sparse sampling.
DnCNN roughly captured the intensity variation trend and approximately recovered the
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Figure 7.5: Qualitative comparison of different methods on a test dPET image sequence.
The mark region is further examined in Figure 7.6.
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(a) (b) (c) (d) (e)
Figure 7.6: Zoom-in comparisons among (a) Original (b) SEMF7 (c) SEMF16 (d) Proposed
(K3I2) (e) Proposed (K7I3) on the final frame of the tests in Figure 7.5.
(a) (b)
(c) (d)
Figure 7.7: Comparison of different methods on TAC reconstruction. (a) Three 3×3 square
ROIs marked on the final frame of an original test sample. (b) Comparison of the average
TACs in R1 (c) in R2, and (d) in R3.
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regions with high concentration level; however, many geometric details of the underlying
organs were lost. Similarly to DnCNN, LEARN produced false ring patterns due to sparse
sampling, and the reconstructed frames for the earlier frames are unstable. Both SEMF7
and SEMF16 produced satisfying reconstructions for the later frames where TACs vary
slowly, and compared to SEMF7, boundaries rendered by SEMF16 become sharper. Their
reconstructions for earlier frames are less appealing. Observe that there are significant
shadowing artifacts projecting from the identified rapidly glowing regions, whose levels
of concentration are not comparable to the underlying ones. Our proposed method using
either configuration K3I2 and K7I3 successfully recovered both the kinetic and geometric
features of the underlying dPET image sequence. Notice that both K3I2 and K7I3 have
superior performance for the reconstruction during the early stage, immune from prominent
artifacts. With larger numbers of bases and iterations, K7I3 greatly improved the mild
oscillation in the homogeneous regions and loss of fine details by K3I2. This is further
justified by the zoom-in comparison in Figure 7.6, where we also observe that the delicate
tissue recovered by K7I3 has better continuity and a more accurate level of concentration
compared to either SEMF7 or SEMF16.
Figure 7.7 compares different methods in terms of TAC reconstructions in three ROIs
marked in a final frame of a test sample in (a). For the region with a rapid increment and
high stabilizing level (R1), all methods have comparable approximations of the underlying
truth. In R2, where the radiotracer concentration grows slowly and converges to a rela-
tively lower level, TACs reconstructed by NMF and the proposed method with K3I2 and
K7I3 stay close to the underlying one. Although both SEMF7 and SEMF16 stay around
the correct level, they present oscillatory behaviors. This is analogous to the reconstruc-
tion from DnCNN. The concentration in R3 grows first then decays rapidly and converges
to a relatively low level. Both LEARN and NMF fail to capture the concentration peak.
DnCNN, SEMF7 and SEMF16 detect the existence of peak, yet the peak levels are far




For further validation, we quantitatively compared the above methods by measuring the
reconstruction quality using RMSE, PSNR, and SSIM in Table 7.2 and evaluating their
efficiency in Table 7.3 based on the same testing dataset. In particular, for the reconstruction
quality, we evaluate the results grouped by three different ranges of frames: (i) 1 ∼ 5, (ii)
5 ∼ 15, and (iii) 15 ∼ 90, which roughly correspond to (i) the early stage where the
concentration of radiotracer is generally low, (ii) the active stage where abrupt increment
or decay of concentration mostly occurs, and (iii) the final stage where most TACs evolve
slowly or stabilize. For examining the efficiency of data-driven methods, we recorded both
training time and testing time for a fair comparison.
Consistent with the visual inspection, NMF without any regularization performs poorly.
Both DnCNN and LEARN produce better quality in stage (i), and the reconstructions are
unstable in stage (ii) and (iii) in general. In terms of reconstruction quality, the most com-
petitive models are SEMF and STIS. We note that the results by SEMF enjoy higher quality
than those by STIS in stage (iii) using all these metrics. Based on PSNR, SEMF also outper-
forms STIS in stage (ii). However, both RMSE and SSIM, which are less controversial than
PSNR as video quality metrics [454], indicate that STIS provides superior reconstructions
over SEMF in stage (i) and (ii). The variability of TACs during these stages is pertinent
to kinetic parameters such as the tracer exchange rates [455]. Hence, the quality of recon-
struction of these frames is critical in practice. Moreover, when considering the efficiency,
reconstructing a dPET sequence takes about 21.40 minutes for SEMF7, whereas it only






























































































































































































































































































































































































































































































































































































































































































































In this chapter, we described the STIS model, which synthesizes temporal and spatial in-
formation for reconstructing the dPET activity maps from sparsely sampled projections.
There are a limited number of work for dPET reconstruction under the comparable sam-
pling condition, where only two projection angles are availabel for each frame. By our
novel TAC feature extractor and domain synthesizer, the proposed STIS is robust against
deficient samples, and it also renders interpretable spatial and temporal bases for the low-
rank reconstruction of dPET sequences. By comparison studies, we observed that STIS
preserves homogeneous regions and definite boundaries. It captures kinetic features such
as abrupt increment and decay of radiotracer concentration, which are generally challeng-




This thesis showcases diverse types of mathematical pattern representation and illustrates
their applications in various fields. We started with the rigid pattern of lattices represented
by pairs of complex numbers in a quotient space, whose equivalence relations are charac-
terized by the modular group and metric structure is derived from the Poincaré geometry.
This lattice metric space encodes not only the defining properties of every lattice pattern, it
also allows measurement of the visual differences among any two lattices. Then we dived
into a more flexible visual pattern: shapes. Unlike symmetries in rigid patterns, human
perception plays a more critical role. As a consequence, the description of shape pat-
terns is less structural. From region-based and contour-based perspectives, we discussed
two shape representations with different understanding of how human perceives and distin-
guishes shape patterns. To reflect the scale-invariant geometric features deemed as visual
cues, we utilized the affine-shortening PDE to preserve prominent characteristics in pat-
tern recognition. With more versatile data distributions, identifying suitable submanifold
representations of point clouds starts to reflect the importance of regularization, which im-
poses model’s stability against data noise and enforces desired representation properties.
Meanwhile, we discussed the fast algorithms associated with the resulted non-convex op-
timization problems. As moving on to the next topic, underwater color correction, we
introduced a model-based approach: Tikhonov optimization framework in CIELAB moti-
vated by the complementary adaptation theory in psychology, yet the color representation
already shows a strong dependence on experimental data. For example, the correction of
the blue region uniformality and the adjustment for Helmholtz-Kohlrausch effect involve
many parameter fittings. This discussion marks a critical point of transitioning from model-
based approaches to data-driven ones. For the data-driven representations, we started with
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the automatic PDE modeling from noisy data which illustrates how to identify suitable PDE
representations by learning spatial-temporal features of single trajectories. This project re-
veals the influence of data cast on the model selection. Given a fixed underlying PDE, the
data sampled from some trajectories may lead to more accurate identification than the oth-
ers. Theoretically, we also discussed the role of sparsity from the point of view of statistical
sparse signal recovery and proved that the signed support of the underlying PDE features
can be recovered if certain conditions are satisfied by the sample data. Finally, we entered
the topic of deep learning by focusing on an application in medical image reconstruction.
Instead of an end-to-end training paradigm, we described an interesting network structure
based on a low-rank model-based representation of the reconstructed image sequences. By
this hybrid scheme, we gain a considerable dimension reduction on the feature space, thus
leading to a more stable training.
In general, for rigid patterns, the mathematical framework is more definite, and the anal-
ysis on the model can directly lead to knowledge about the pattern. As for more versatile
patterns, it is necessary to supplement reasonable assumptions for an accessible model-
based representation due to the complicated or unclear mechanisms behind the pattern
formation and recognition. From different perspectives, we can introduce various regu-
larization terms or priors to specify desired properties about the solutions and manually
tune the associated parameters to obtain good results. On the positive side, most mathe-
matically defined regularization terms bear clear indication of the enforced conditions, i.e.,
smoothness, and piecewise constant, thus by adjusting the parameters, we foresee what are
the effects on the results. However, many challenging inverse problems require multiple
regularizations, and choosing which combinations as well as the optimal parameters is a
rather involved task. Data-driven approaches, on the other hand, address such challenges by
learning pattern features from data. With sufficiently many data for training, DNNs often
acquire powerful expressivity such that they can approximate large classes of mappings.
When the training data is not enough, end-to-end learning can fail and the training process
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is unstable. A promising direction is to look into hybrid scheme where model-based ap-
proaches can be applied to establish the basic framework, while leaving the unknown or
complicated components learned from data. Therefore, the training only needs to focus
on learning limited number of features, and the fundamental relations among samples are
specified by well-defined models.
Data-driven representations, especially those constructed by deep learning methods,
have been extensively explored in recent years; however, this by no means indicates that
model-based approaches are outdated. For well-studied patterns, model-based representa-
tions provide accurate description, and many more implications can be derived via rigorous
analysis. In other words, model-based methods are white-boxes. In contrast, data-driven
representations yield mappings that reflect various features of the available data, yet it is
demanding to interpret the resulted network; hence data-driven methods are often black-
boxes. There is no universal criteria to decide which approach is absolutely better than
the other. In fact, in some cases, model-based representations noticeably outperform the
data-driven ones, and such situation occurs especially when the training data is expensive





APPENDIX FOR CHAPTER 2
A.1 Psudo-code for computing dL
The definition of dL (Equation 2.11) requires multiple comparisons. For paths passing
through {(β, ρ) | β ∈ K, |ρ| = 1, ρ ∈ P}, the minimal is found by considering all four
paths.
Inputs: two lattice bases (b1, b2) and (b′1, b′2) ∈ C2.
Step 1. Transfer to descriptors: β ← b1, β′ ← b′1, ρ← b2/b1, and ρ′ ← b′2/b′1.
Step 2. Compute D((β, ρ), (β′, ρ′)) as defined in (Equation 2.8).
Step 3. Fix an integer N .
For j = 0, 1, · · · , N :
For k = 0, 1, · · · , N :
Dj,k ← D(β, ρ′, β, ρ′);
Dj,k ← min{Dj,k, D(β, ρ, ei(π/3+kπ/3)β′,−1/ei(π/3+kπ/3))+D(β′, ei(π/3+kπ/3), β′, ρ′)};
Dj,k ← min{Dj,k, D(β, ρ, β, ei(π/3+jπ/3))+D(ei(π/3+jπ/3)β,−1/ei(π/3+jπ/3), β′, ρ′)};
Dj,k ← min{Dj,k, D(β, ρ, β, ei(π/3+jπ/3)) +D(ei(π/3+jπ/3)β,−1/ei(π/3+jπ/3), ...
ei(π/3+jπ/3)β′,−1/ei(π/3+jπ/3)) +D(β′, ei(π/3+jπ/3), β′, ρ′)};
End For
End For




APPENDIX FOR CHAPTER 3
B.1 Dataset and Image Credits for Shape Skeleton
MPEG-
7 Core Experiment CE-Shape-1 Test Set1 [456], provided by Dr. Longin Jan Latecki, Professor,
Department of Computer and Information Sciences, Temple University, US
2 Cat Stretch Silhouette In Black, CC0 Public Domain K
3 4 5 svgsilh.com, Creative Commons CC0
B.2 Silhouette Data Set
In Table Table B.1, we collectively display the 20 silhouettes used in this paper. They are









Table B.1: Silhouette dataset used in the experiments. The last four are used in Figure Fig-
ure 3.13 for computing the average ρ(τe). These silhouettes are chosen from [253], which




APPENDIX FOR CHAPTER 6
C.1 Proof of Proposition Theorem 6.2.1
Proof.
[DtU ]














T2 − [ut]T2︸ ︷︷ ︸
E1
+[ut]










T1 − [ut]T1)︸ ︷︷ ︸
E2
= [ut]













































)† − [F0]T2A ([F ]T1A )†)[ut]T1
























)† − ([F0]T1A )†)[ut]T1︸ ︷︷ ︸
E4










)† − [F0]T2A ([F0]T1A )†)[ut]T1 + E1 + E2 + E3 + E4 .
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Then we have:









)† − [F0]T2A ([F0]T1A )†)[ut]T1‖2
+ ‖[DtU ]T2 − [ut]T2‖2 + ‖
(
[F ]T1A
)†‖2 (‖[F ]T2A ‖2 ‖[DtU ]T1 − [ut]T1‖2





+ ‖[F0]T2A ‖2 ‖
(
[F ]T1A
)†‖2 ‖([F0]T1A )†‖2 ‖[F ]T1A − [F0]T1A ‖2 ‖[ut]T1‖2 .
In the last term on the right hand side of the inequality, we applied the norm bound in
Theorem 4.1 of [457]. Then by setting
g(A;α, T1, T2) = ‖[DtU ]T2 − [ut]T2‖2 + ‖
(
[F ]T1A
)†‖2 (‖[F ]T2A ‖2 ‖[DtU ]T1 − [ut]T1‖2





+ ‖[F0]T2A ‖2 ‖
(
[F ]T1A
)†‖2 ‖([F0]T1A )†‖2 ‖[F ]T1A − [F0]T1A ‖2 ‖[ut]T1‖2 (C.1)
we have proved the theorem.
C.2 Primal-Dual Witness construction
In this Section, we briefly review the PDW construction in [458] for reader’s convenience.
A primal-dual pair (β̂, ẑ) ∈ RK×K is said to be optimal if β̂ is a minimizer of (Equa-
tion 6.34) and ẑ ∈ ∂‖β̂‖1, where ∂‖β̂‖1 denotes a sub-differential set of ‖ · ‖1 evaluated at




F̂T (ût − F̂β̂) + λẑ = 0 , for ẑ ∈ ∂‖β̂‖1 . (C.2)
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Recall that we denote the ground-truth support of β∗ as S, and suppose that we know S
apriori. For the ground-truth support set S and its complement set Sc, PDW is said to be
successful if the constructed tuple, (β̂S , β̂Sc , ẑS , ẑSc), is primal-dual optimal, and act as a
witness for the fact that the LASSO finds the unique optimal solution with correct support
set. We construct the tuple through the following three steps.
1. Set β̂Sc = 0.
2. Find (β̂S , ẑS) by solving the s-dimensional oracle sub-problem










where s is the cardinality of the set S . Thus ẑS ∈ ∂‖β̂S‖1 satisfies the relation
− 1
NM
F̂TS (ût − F̂S β̂S) + λẑS = 0.
3. Solve for ẑSc through the zero-subgradient equation (Equation C.2), and check whether
or not the strict dual feasibility condition ‖ẑS‖∞ < 1 holds.
C.3 Local-Polynomial estimator : Closed-form solutions
Recall that we want to solve following two optimization problems for constructing ût and












































for n = 0, 1, . . . , N − 1 and p = 0, 1, . . . , Pmax. (C.4)
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and set ût(Xi, t) = b̂1(Xi, t) and ∂̂
p
xu(x, tn) = p!ĉ
p
p(x, tn). Then, the standard weighted
least-square theory leads to the solutions of (Equation C.3) and (Equation C.4), respec-
tively:








TWtUi, ∀i = 0, 1, . . . ,M − 1, (C.5)









n, ∀p = 0, 1, . . . , Pmax, ∀n = 0, 1, . . . , N − 1,
(C.6)
where Ui = [U0i , . . . , U
N−1
i ]










































for p = 0, . . . , Pmax, and
Wt := diag
{





KwM (X0 − x), . . . ,KwM (XM−1 − x)
}
,
are N × N and M ×M diagonal matrices of kernel weights, and ξ2 is the 3 × 1 vector
having 1 in the 2nd entry and zeros in the other entries, and ξp,x is the (p + 1) × 1 vector
having 1 in the pth entry and zeros in the other entries.
C.4 Proof of Proposition 3.7.1
By the KKT-condition, any minimizer β̌ of (Equation 6.34) satisfies:
− 1
NM
F̂T (ût − F̂β̌) + λN ž = 0 , for ž ∈ ∂‖β̌‖1 . (C.7)
293
Recall that ∆ut = ût−ut, ∆F = F̂−F denote the error terms. By using the ground-truth
PDE ut = Fβ∗ and definitions of ∆ut and ∆F, we have ût = F̂β∗ −∆Fβ∗ + ∆ut. Thus
from (Equation C.7), we get
F̂T F̂(β̌ − β∗) + F̂T (∆Fβ∗ −∆ut) + λNNMz = 0 . (C.8)
We decompose (Equation C.8) as follows:


















where we used the fact β∗Sc = 0 and β̌Sc = 0 via PDW construction. Solving (Equation C.9),














S −∆ut) + λNNM žSc = 0 (C.11)
Using the minimum eigen-value condition in the assumption (Equation A3), from (Equation C.10),
we have




F̂TS (∆ut −∆FSβ∗S)− λNNM žS
)
. (C.12)










where ΠS⊥ = I − F̂S(F̂TS F̂S)−1F̂TS is an orthogonal projection operator on the column
space of F̂S . By the complementary slackness condition, for j ∈ Sc, |žj| < 1 implies
β̌j = 0, which guarantees the proper support recovery. i.e., S(β̌) ⊆ S(β∗). Now, we can
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focus on proving that, as N,M →∞, for µ in (Equation A3), P
[
maxj∈Sc |Z̃j| ≥ µ
]
→ 0,
for Z̃j = [F̂Sc ]Tj ΠS⊥
∆ut−∆FSβ∗S
λNM
, [F̂Sc ]j is the j-th column of F̂Sc . By the following lemma,
we claim that to prove (1) of Proposition 3.7.1, it suffices to bound `∞-norm of the PDE
estimation error τ .











[∥∥∥F̂TScΠS⊥ τλNM ∥∥∥∞ ≥ ε
]
≤ P


































In the second inequality, we use the definition of spectral norm of matrix, and in the
third inequality, we use the fact ΠS⊥2 = 1. In the fourth inequality, the condition
1√
NM
maxj=1,...,K ‖F̂j‖2 ≤ 1 is used, giving us F̂F ≤
√
KNM . In the last inequality,
we use ‖τ‖2 ≤
√
NM‖τ‖∞.
C.4.1 Sufficient conditions for bounding ût − ut
Lemma C.4.2. Let K∗max = ‖K∗‖∞, BN be an arbitrary increasing sequence BN →∞ as
N → ∞, and B′N = BN + ‖u‖L∞(Ω). For any i = 0, 1, . . . ,M and arbitrary real r, there
exist finite positive constants A(Xi), C∗(Xi), a0, b0, c0, and d0(Xi) which do not depend on
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the temporal sample size N , such that for any α > 1 and



















































Proof. In the following argument, we fix some i = 0, · · · ,M − 1 and omit the dependence
on Xi in the notations. Let B
′
N = BN + ‖u‖L∞(Ω) with BN being a sequence of increasing




























where fN(·, ·) := fN(·, ·|Xi) is the empirical distribution of (tn, Uni ) conditioned on the
space Xi. For any (Xi, t), decomposing the estimation error of the temporal partial deriva-
tive as follows































we will prove that the error is bounded (in probability) by showing each component is
bounded.
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where σ denotes the standard deviation of the Gaussian noise added on the data. On the
other hand, from Proposition 1 of [415]:















|y|f(t, y|Xi) dy with f(·, ·|Xi) as the distribution of (t, U(Xi, t));



















N (Xi, t)− (E(ût(Xi, t)− ûtB
′































































Let T : R2 → [0, 1]2 be the Rosenblatt transformation [459], and define B as the 2-
dimensional solution path of the Brownian Bridge which takes the transformed T (z, y) as













ydyB(T (z, y)). (C.15)


















































In the following, we bound γN and ρN(t)/
√
N respectively.
























∣∣∣∣ZN(z, y)− B(T (z, y))∣∣∣∣. (C.16)
By Tusnady’s strong approximation result [416], there exist absolute positive con-





∣∣∣∣ZN(z, y)− B(T (z, y))∣∣∣∣ >
(






< b0 exp(−c0r) (C.17)
















< b0 exp(−c0r). (C.18)
2. Bound for ρN(t)/
√
























q(ShN |ζ|) |dK∗(ζ)|︸ ︷︷ ︸
:=Q2,N
,
where V is a random variable satisfying EV ≤ 4
√












)1/2 dy, S := supz
∫





which is a positive number independent of either N or M . Consider the following

























































































αd0, there exists a positive integer N(α) such that as long as N > N(α),
we have Q2,N <
√
αd0; hence the second probability in (Equation C.19) becomes 0.
Considering that ε′′2,N now depends on α, we write it as ε
′′
2,N(α), and for sufficiently










Now if we take ε2,N(r, α) = 2 max{ε′2,N(r), ε′′2,N(α)} and combine (Equation C.18)














| > ε2,N(r, α)
)
< b0 exp(−c0r) + 4
√
2η4hαN






− ut = C∗h2N .
for some constant C∗ independent of N . Specifically, since we fit a degree 2 polynomial
to obtain ût(Xi, ·), we plug p = 2 and ν = 1 in the expression of asymptotic bias of the







− ut| > ε3,N
)
= 0.
Combining all the three components above and taking ε∗N(r, α) > 3 max{ε1,N , ε2,N(r, α), ε3,N}
gives the desired result.
C.4.2 Sufficient conditions for bounding (F̂− F)β∗
For the p-th order partial derivative estimators with respect to x, we have results similarly
to Lemma C.4.2.
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Lemma C.4.3. Fix an order p ≥ 0, and let BM be an arbitrary increasing sequence
BM → ∞ as M → ∞, and B
′
M = BM + ‖u‖L∞(Ω). For any n = 0, 1, . . . , N − 1 and
arbitrary r, there exist finite positive constants Ap(tn), C∗(tn), a0, b0, c0, and d0(tn) which
do not depend on the spacial sample size M , such that for any α > 1 and










































+ b0 exp(−c0r) + 4
√
2η4wαM .
Proof. Notice that for any fixed temporal point tn, n = 0, 1, . . . , N − 1, the estimation for












with probability 1 [414]. Hence, we can prove the desired result by substituting h2N with
wp+1M /p! in (Equation C.13) and follow the proof of Lemma C.4.2 and keeping in mind
that the constants now depend on tn and not on M . Notice that the kernel K used for the
spacial dimension may be different from that used for the temporal; this can be addressed
by taking K∗max to be the larger value between their `∞-norms. Finally, given any fixed tn,





− ∂pxu = C∗pw2M






∂p+1x u := C
∗ for any 0 ≤ p ≤ Pmax.
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Here, since we fit the Local-Polynomial with degree `+ 1 to obtain ∂̂`xu, we plug p = `+ 1
and ν = ` in the expression of asymptotic bias in [413].
As for the product terms:
Lemma C.4.4. Fix any two orders p, q ≥ 0, and let BM be an arbitrary increasing se-
quence BM →∞ as M →∞, and B
′
M = BM + ‖u‖L∞(Ω). For any n = 0, 1, . . . , N − 1
and arbitrary r, there exist finite positive constants A(tn), C∗(tn), a0, b0, c0, and d0(tn)
which do not depend on the spacial sample size M , such that for any α > 1 and
ε∗∗M,p,q > max{3‖∂pxu(·, tn)‖∞ε∗M,p, 3‖∂qxu(·, tn)‖∞ε∗M,q, 3(ε∗M,p)2, 3(ε∗M,q)2}













) + b0 exp(−c0r) + 4
√
2η4wαM ,




M ) are the thresholds in Lemma C.4.3 for the sup-norm
bound of the estimator ∂̂pxu and ∂̂qxu, respectively,






































hence the results follow from Lemma C.4.3.
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As for higher degree terms, we can take the similar approach to obtain general results
but with more complicated notations. In this work, we focus on demonstrating the essence
without involving more indices.
C.4.3 Simplification on the Probability Bounds
Before proceeding further, we simplify the expressions for ε∗N as well as the probability





, BN = N
b .
Here a, b > 0 are positive coefficients to be determined.












N b + ‖u‖L∞(Ω)
)
E4(N) =
6K∗max(N b + ‖u‖L∞(Ω))(a0 lnN + r) lnN
N1−2a







When N is sufficiently large, to determine ε∗N , we only need to focus on comparing the
powers of N in Ei(N), i = 1, 2, · · · , 5; this immediately leads to:
E2(N) = O (E4(N)) ,
hence it’s sufficient to only consider E1(N), E2(N), E4(N), and E5(N). The optimal
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choice of a and b is determined by requiring










To summarize the discussion above, we have
Corollary C.4.1. Let hN = N−1/7. For any i = 0, 1, . . . ,M and arbitrary real r, there
exist finite positive constants C∗(Xi), a0, b0, c0, and d0(Xi) which do not depend on the
temporal sample size N , such that for N sufficiently large, any α > 1, and

























+ b0 exp(−c0r) + 4
√
2η4N−α/7 ,
Similarly, we can obtain optimal wM = M−1/(2p+5) and BM = M (p+2)/(2p+5) for
the estimation of p-th partial derivative of u. Consequently, the threshold lower bound
in Lemma C.4.3 becomes
ε∗M,p(tn, r, α) > M
−2/(2p+5) max
{








Notice that the right hand side of the inequality above is non-decreasing with respect to p ≥
0. Moreover, note that for sufficiently large M , if the probability bound in Lemma C.4.3
holds for some wM , then it holds for any smaller window width w′M < wM . Therefore, we
have the following simplified result
Corollary C.4.2. Let wM = M−1/7. For any n = 0, 1, . . . , N − 1 and arbitrary r, there
exist finite positive constants C∗(tn), a0, b0, c0, and d0(tn) which do not depend on the
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spacial sample size M , such that for M sufficiently large, any α > 1, and
ε∗M(tn, r, α) >
M−2/(2Pmax+5) max
{





















+ b0 exp(−c0r) + 4
√
2η4M−α/(2Pmax+5)
for any order 0 ≤ p ≤ Pmax.
Similarly, for the product terms, we have
Corollary C.4.3. Let wM = M−1/7. For any n = 0, 1, . . . , N − 1 and arbitrary r, there
exist finite positive constants C∗(tn), a0, b0, c0, and d0(tn) which do not depend on the
spacial sample size M , such that for M sufficiently large, any α > 1, and
ε∗∗M > max{3‖u(·, tn)‖Pmax,∞ε∗M , 3(ε∗M)2}



















+ b0 exp(−c0r) + 4
√
2η4M−α/(2Pmax+5)
for any orders 0 ≤ p, q ≤ Pmax.
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C.4.4 `∞ Bound for the PDE Estimation Error τ
Notice that in the previous results, although the constants C∗(Xi) and d0(Xi) are indepen-
dent of N , they show dependence on the spacial point Xi. Similarly, C∗(tn) and d0(tn)
are independent of M , yet their values may depend on N . To guarantee that as both
N,M →∞, these constants are uniformly bounded, we prove the following lemma.
Lemma C.4.5. For any integerM ≥ 1, and any i = 0, 1, · · · ,M−1, |C∗(Xi)| and d0(Xi)
in Corollary C.4.1 are bounded by constants that are independent of M . That is, there exist
constants C∗, d0 > 0 such that for any M ≥ 1
max
i=0,··· ,M−1
|C∗(Xi)| ≤ C∗‖∂3t u‖∞, and max
i=0,··· ,M−1
d0(Xi) ≤ d0 .
Proof. From (3.7) in the Theorem 3.1 of [414], we have
|C∗(Xi)| ≤ C∗‖∂3t u‖∞ <∞
where C∗ only depends on the choice of the kernel function and the order of the Local-
Polynomial. Recalling that d0(Xi) = 16S1/2
∫
|ζ|1/2|dK∗(ζ)|where S = supz
∫
y2f(z, y|Xi) dy.






































where 1F1(p, q, w) is Kummer’s confluent hyper-geometric function of w ∈ C with param-
eters p, q ∈ C (See, e.g.[460]) and Γ is the Gamma function. Since 1F1(− s2 ,
1
2
, ·) is an
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which clearly does not depend on M . Taking s = 2, we can obtain that d0(Xi) ≤ d0 for
some d0 that only depends on the choice of kernel K, underlying function ‖u‖L∞(Ω), and
noise level σ.
Note that the same proof can derive that the constants in Lemma C.4.3 and Lemma C.4.4
are also bounded by N -independent constants. This technical lemma allows us to state
Proposition C.4.1. Take hN = N−1/7 in the temporal direction and wM = M−1/7 in the
space direction. There exist constants C, a0, b0, and c0 which do not depend on N nor M
such that for N and M sufficiently large, any r, α > 1, and
εN,M(r, α) > C max
{



































+ 4sb0 exp(−c0r)N + 16
√
2η4sNM−α/(2Pmax+5)
Here K is the number of feature variables in the dictionary.
Proof. By triangle inequality, the `∞-norm of PDE estimation error τ (Equation 6.33) can
be bounded by
‖τ‖∞ ≤ ‖∆Fβ∗‖∞ + ‖∆ut‖∞ .
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By Corollary C.4.1 and Lemma C.4.5, there exists a constant C1 independent of N and
M such that with sufficiently large N and any εN(r, α) > C1N−2/7 max{(a0 lnN +
r) lnN,
√
α lnN}, we have
P
[

























+ b0 exp(−c0r)M + 4
√
2η4MN−α/7 .
On the other hand, if we denote ∆Fk(x, t) as the approximation error of the k-th feature








By Corollary C.4.2 and C.4.3, there exists a constant C2 independent ofN andM such that





























+ 4b0 exp(−c0r)Ns+ 16
√
2η4NsM−α/(2Pmax+5) .
Taking C = max{2C1, 2s‖β∗‖∞C2Pmax!} proves the theorem.
C.4.5 Further Simplification
We further simplify our result by taking M = N b for some coefficient b > 0. Since r and
α are arbitrary, we can vary them as we increase M,N by taking r = N c and α = Nd for
some positive coefficients c > 0 and d > 0, respectively. Consequently, we have the lower
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To guarantee that the lower bound (Equation C.22) converges to 0 as N →∞, we have the
following constraints on positive coefficients b, c, and d

0 < c < 2/7
2/7− d/2 > 0
c < 2b/(2Pmax + 5)
4b/(2Pmax + 5)− d > 0





















and we can focus on the second and fourth term in (Equation C.22). As a result, the optimal
choice for b is computed by 2/7 = 2b/(2Pmax + 5) =⇒ b = (2Pmax + 5)/7. Based on the










































where in the last equality, we plug b0 = 2 and c0 = 16 from [461]. Combining this with
Lemma C.4.1 proves the first part of the Proposition 3.7.1.
C.4.6 Proof of `∞ bound in (Equation 6.36)
Recall that in (Equation C.12), we have




F̂TS (∆ut −∆FSβ∗S)− λNNM žS
)
.
Now, we are ready to bound the
β̂λS − β∗S `∞ bound in (Equation 6.36) as follows:
max
k∈S















































where we use normalized columns of F̂ in the last inequality. Following the set-ups from
Proposition 3.7.1 gives the desired result.
C.5 Proofs of Lemmas 6.8.1 and 6.8.2
Corollary C.5.1. Fix any four orders p, q, k ≥ 0, and let BM be an arbitrary increasing
sequence BM →∞ as M →∞, and B
′
M = BM +‖u‖L∞(Ω). For any n = 0, 1, . . . , N −1
and arbitrary r, there exist finite positive constants A(tn), C∗(tn), a0, b0, c0, and d0(tn)
which do not depend on the spacial sample size M , such that for any α > 1 and
ε∗∗∗M,p,q,k > max
{
3‖∂kxu(·, tn)‖∞ε∗∗M,p,q, 3‖∂pxu(·, tn)∂qxu(·, tn)‖∞ε∗∗M,k, 3(ε∗∗M,p,q)2, 3(ε∗∗M,k)2
}















+ 4b0 exp(−c0r) + 16
√
2η4M−α/(2Pmax+5) ,
Here ε∗∗M,p,q and ε
∗∗
M,k,l (depending on B
′
M ) are the thresholds in Corollary C.4.3 for the
sup-norm bound of the estimator ∂̂pxu∂̂qxu and ∂̂kxu∂̂lxu, respectively,
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‖∂pxu(·, tn)∂qxu(·, tn)‖∞ sup
x∈[0,Xmax)











∣∣∣∂̂kxu(x, tn)− ∂kxu(x, tn)∣∣∣ >√ε3],
hence the results follow from corolloary C.4.3.
Corollary C.5.2. Fix any four orders p, q, k, l ≥ 0, and let BM be an arbitrary increasing
sequence BM →∞ as M →∞, and B
′
M = BM +‖u‖L∞(Ω). For any n = 0, 1, . . . , N −1
and arbitrary r, there exist finite positive constants A(tn), C∗(tn), a0, b0, c0, and d0(tn)




3‖∂pxu(·, tn)∂qxu(·, tn)‖∞ε∗∗M,p,q, 3‖∂kxu(·, tn)∂lxu(·, tn)‖∞ε∗∗M,k,l, 3(ε∗∗M,p,q)2, 3(ε∗∗M,k,l)2
}





|∂̂pxu(x, tn)∂̂qxu(x, tn)∂̂kxu(x, tn)∂̂lxu(x, tn)







+ 4b0 exp(−c0r) + 16
√
2η4M−α/(2Pmax+5) ,
Here ε∗∗M,p,q and ε
∗∗
M,k,l (depending on B
′
M ) are the thresholds in Corollary C.4.3 for the
sup-norm bound of the estimator ∂̂pxu∂̂qxu and ∂̂kxu∂̂lxu, respectively,
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‖∂kxu(·, tn)∂lxu(·, tn)‖∞ sup
x∈[0,Xmax)




‖∂pxu(·, tn)∂qxu(·, tn)‖∞ sup
x∈[0,Xmax)











∣∣∣∂̂kxu(x, tn)∂̂lxu(x, tn)− ∂kxu(x, tn)∂lx0u(x, tn)∣∣∣ >√ε3],
hence the results follow from corolloary C.4.3.
Lemma C.5.1. Let ε∗M , ε∗∗M , ε∗∗∗M , ε∗∗∗∗M be the thresholds defined in corollaries C.4.2, C.4.3, C.5.1,


















then, for 0 < c < 2
7

































[F̂TScF̂S − FTScFSF > NMεmax′M
]
≤ P

































where we use the results from corollaries C.4.2, C.4.3, C.5.1, and C.5.2, and simplication
argument used in the Appendix subsection C.4.5 in the last inequality.
C.5.1 Proof of Lemma 6.8.1














































where y ∈ RK is a unit-norm minimal eigen-vector of 1
NM
























By using a similar argument used in Lemma C.5.1, we can prove 1
NM
F̂TS F̂S − FTSFS
2
→






















[F̂TS F̂S − FTSFSF > NMεmaxM
]
≤ P






























C.5.2 Proof of Lemma 6.8.2







































Since we know T4∞ ≤ 1− µ for some µ ∈ (0, 1], the decomposition reduces the proof
showing Ti∞ → 0 with probability 1−O(N exp(−16N c)) for i = 1, 2, 3.












Then, by taking the advantage of sub-multiplicative property AB∞ ≤ A∞B∞ and
the fact T4∞ ≤ 1 − µ and C∞ ≤
√
NC2 for C ∈ RM×N , we can bound T1∞
as follows:





















Note that we use (F̂TS F̂S)−12 ≤ 1NMCmin with probability 1−O(N exp(−16N c)) in the
last inequality from Lemma 6.8.1.
2. Control of T2: With similar techniques employed for controlling T1∞, we can bound
T2∞ as follows:



























3. Control of T3: To bound
T3∞, we re-factorize the second argument of product in
T3: (
F̂TS F̂S
)−1 − (FTSFS)−1 = (FTSFS)−1[(FTSFS)− (F̂TS F̂S)](F̂TS F̂S)−1
With the factorization, we bound (F̂TS F̂S)−1− (FTSFS)−1∞ by using sub-multiplicative
property and the fact C∞ ≤
√
NC2 for any C ∈ RM×N again:



















































where in the last inequality, we use (Equation C.23) and C∞ ≤
√
NC2 for any
C ∈ RM×N . Take εmax
′′




















for large enough N , we have
P
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[71] M. Bertalmıéo, V. Caselles, E. Provenzi, and A. Rizzi, “Perceptual color correction
through variational techniques,” IEEE Transactions on Image Processing, vol. 16,
no. 4, pp. 1058–1072, 2007.
[72] H. Weyl, Symmetry. Princeton University Press, 2015, vol. 104.
[73] B. C. Van Fraassen, “Laws and symmetry,” 1989.
322
[74] Y. Liu, R. T. Collins, and Y. Tsin, “A computational model for periodic pattern
perception based on frieze and wallpaper groups,” IEEE transactions on pattern
analysis and machine intelligence, vol. 26, no. 3, pp. 354–371, 2004.
[75] E. Hitzer and D. Ichikawa, “Representation of crystallographic subperiodic groups
in clifford’s geometric algebra,” Advances in Applied Clifford Algebras, vol. 23,
no. 4, pp. 887–906, 2013.
[76] H. Hiller, “Crystallography and cohomology of groups,” The American Mathemat-
ical Monthly, vol. 93, no. 10, pp. 765–779, 1986.
[77] C. J. Mulvey, “A generalisation of gelfand duality,” Journal of Algebra, vol. 56,
no. 2, pp. 499–505, 1979.
[78] J. M. Lee, “Smooth manifolds,” in Introduction to Smooth Manifolds, Springer,
2013, pp. 1–31.
[79] J. E. Whitesitt, Boolean algebra and its applications. Courier Corporation, 2012.
[80] S. Awodey, Category theory. Oxford university press, 2010.
[81] M. Barr and C. Wells, Category theory for computing science. Prentice Hall New
York, 1990, vol. 49.
[82] M. D. Resnik, Mathematics as a Science of Patterns. Oxford University Press,
1997.
[83] I. Goodfellow, Y. Bengio, A. Courville, and Y. Bengio, Deep learning, 2. MIT press
Cambridge, 2016, vol. 1.
[84] Y. LeCun, Y. Bengio, and G. Hinton, “Deep learning,” nature, vol. 521, no. 7553,
pp. 436–444, 2015.
[85] J. Long, E. Shelhamer, and T. Darrell, “Fully convolutional networks for seman-
tic segmentation,” in Proceedings of the IEEE conference on computer vision and
pattern recognition, 2015, pp. 3431–3440.
[86] O. Ronneberger, P. Fischer, and T. Brox, “U-net: Convolutional networks for biomed-
ical image segmentation,” in International Conference on Medical image comput-
ing and computer-assisted intervention, Springer, 2015, pp. 234–241.
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[238] L. Álvarez, F. Guichard, P.-L. Lions, and J.-M. Morel, “Axiomes et équations fon-
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