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Abstract
This article is concerned with the existence of solutions of boundary value problems for nonlinear
second-order difference equations of the type [pn(xn−1)δ] + qnxδn = f (n, xn), where δ > 0 is
the ratio of odd positive integers, {pn} and {qn} are real sequences. The authors apply the Linking
Theorem and the Mountain Pass Lemma in the critical point theory and give some new results for
the existence of solutions.
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1. Introduction
In this article we denote by N, Z, R the set of all natural numbers, integers and real
numbers, respectively. For a, b ∈ Z, define Z(a) = {a, a + 1, . . . , }, Z(a, b) = {a, a +
1, . . . , b} when a  b.
Consider the discrete boundary value problems (BVP, for short):
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[
pn(xn−1)δ
]+ qnxδn = f (n, xn), n ∈ Z(1, k), k ∈ Z(1), (1.1)
x0 = A, xk+1 = B, (1.2)
where  is the forward difference operator defined by
xn = xn+1 − xn, 2xn = (xn),
δ > 0 is the ratio of odd positive integers, {pn} and {qn} are real sequences, pn = 0, for all
n ∈ Z(1, k + 1), and A,B are two given constants.
By a solution of BVP(1.1)–(1.2), we mean a real sequence {xn}n∈Z(0,k+1) satisfying
Eq. (1.1) and boundary conditions (1.2). In particular, we are interested in problems where
the forcing term f : Z × R → R is a continuous function in the second variable for all
(n, z) ∈ Z × R.
The boundary value problem of determining the existence of solutions of difference
equations has been a very active area of research in the last ten years, and for surveys of
resent results, we refer the reader to the references by Agarwal et al. [1,3,5,6], A. Cabado
et al. [7], Y. Liou et al. [15], W. Zhuang [21].
We may think of equations of type (1.1) as being a discrete analogue of the second order
differential equation(
p(t)ϕ(u′)
)′ = f (t, u), (1.3)
which arise in the study of fluid dynamics, combustion theory, gas diffusion through porous
media, thermal self-ignition of a chemically active mixture of gases in a vessel, catalysis
theory, chemically reacting systems, and adiabatic reactor (see, for instance, [2,8,11–13]
and their references). For ϕ(u) = |u|δ−2u, Eq. (1.3) has been discussed extensively in the
literature, we refer the reader to the monographs [4,9,14,16,17,19,20].
However, it seems that results on the existence of solutions of boundary value problems
(1.1)–(1.2) by critical point method are very scarce in the literature, see [3]. The main
purpose of this paper is to develop a new approach to the above problem by using critical
point theory.
For the reader’s convenience, we now recall the basic result in [18], which will be fun-
damental in our discussion.
Let X be a real Hilbert space, I ∈ C1(X,R) which implies that I is a continuously
Frechet-differentiable functional defined on X. I is said to be satisfying Palais–Smale con-
dition (P–S condition, for short) if any sequence {I (un)} ⊂ X is bounded and I ′(un) → 0
as n → ∞, possesses a convergent subsequence in X.
Let Bρ be the open ball in X with radius ρ and centered at 0 and let ∂Bρ denote its
boundary.
Lemma 1.1 (Linking Theorem). [18] Let X be a real Hilbert space, X = X1 ⊕ X2, where
X1 is a finite-dimensional subspace of X. Assume that I ∈ C1(X,R) satisfies the P–S
condition and
(G1) there exist constants σ > 0 and ρ > 0 such that
I
∣∣
∂Bρ∩X2  σ ;
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Q = (B¯R1 ∩ X1)⊕ {re | 0 < r < R1}.
Then I possesses a critical value c σ , where
c = inf
h∈Γ maxu∈Q I
(
h(u)
)
, Γ = {h ∈ C(Q¯,X) | h|∂Q = id}
and id denotes the identity operator.
A brief outline of the paper is as follows. Section 2 discusses some of the functional
analytic background which is needed in order to apply the critical point method and then
establishes the variational framework for BVP (1.1)–(1.2). In Section 3 we obtain some
new result on the existence of solutions of the BVP (1.1)–(1.2).
2. Preliminaries
In this section, we are going to establish the corresponding variational framework of
BVP (1.1)–(1.2).
Define the inner product on Rk as follows:
〈x, y〉 =
k∑
i=1
xiyi, ∀x, y ∈ Rk, (2.1)
by which the norm ‖ · ‖ can be induced by
‖x‖ :=
(
k∑
i=1
x2i
)1/2
, ∀x ∈ Rk. (2.2)
Define the functional J on Rk as follows
J (x) = 1
δ + 1
k∑
n=1
pn+1(xn)δ+1 − 1
δ + 1
k∑
n=1
qnx
δ+1
n +
k∑
n=1
F(n,xn)
+ p1Aδx1, (2.3)
where
F(t, z) =
z∫
0
f (t, s) ds,
x = {xn}n∈Z(1,k) = {x1, x2, . . . , xk}T , xk+1 = B.
It is easy to see that J ∈ C1(Rk,R) and for any x = {xn}n∈Z(1,k) ∈ Rk , by using equalities
x0 = A,xk+1 = B and (2.3), we can compute the partial derivative as
∂J = −[pn(xn−1)δ]− qnxδn + f (n, xn), n ∈ Z(1, k).∂xn
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
[
pn(xn−1)δ
]+ qnxδn = f (n, xn), n ∈ Z(1, k).
We have reduced the existence of solutions of boundary value problem (1.1)–(1.2) to that of
critical points of J on Rk. In other words, the functional J is just the variational framework
of BVP (1.1)–(1.2).
Denote
W = {(x1, x2, . . . , xk)T ∈ Rk: xi ≡ v, v ∈ R, i ∈ Z(1, k)}
and W⊥ = Y such that Rk = Y ⊕ W.
Define another norm ‖ · ‖r on Rk as follows (see [10]):
‖x‖r =
(
k∑
i=1
|xi |r
)1/r
, for all x ∈ Rk and r > 1.
We easily see that ‖x‖2 = ‖x‖. Due to equivalence of ‖ · ‖r1 and ‖ · ‖r2 when r1, r2 > 1,
there exist constants ci, i = 1,2,3,4, such that c2  c1 > 0, c4  c3 > 0, and
c1‖x‖ ‖x‖δ+1  c2‖x‖, (2.4)
c3‖x‖ ‖x‖β  c4‖x‖, (2.5)
∀x ∈ Rk, β > 1 and δ > 0.
3. Main results
In this section, we shall state and prove our main results by using critical point method.
Throughout this section we suppose that
pmax = max
{
pn: n ∈ Z(1, k + 1)
}
,
pmin = min
{
pn: n ∈ Z(1, k + 1)
}
,
qmax = max
{
qn: n ∈ Z(1, k)
}
,
qmin = min
{
qn: n ∈ Z(1, k)
}
,
p = max{|pn|: n ∈ Z(1, k + 1)},
q = max{|qn|: n ∈ Z(1, k)}.
Theorem 3.1. Assume that there exist constants a1 > 0, a2 > 0,R > 0 and β > δ + 1 such
that
k∑
n=1
F(n,xn) a1‖x‖β − a2, (3.1)
∀x = (x1, x2, . . . , xk)T ∈ Rk,‖x‖R, then BVP (1.1)–(1.2) admits at least one solution.
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For every x = (x1, x2, . . . , xk)T ∈ Rk,‖x‖R, we have
J (x) = 1
δ + 1
k∑
n=1
pn+1(xn)δ+1 − 1
δ + 1
k∑
n=1
qnx
δ+1
n +
k∑
n=1
F(n,xn) + p1Aδx1
 − p
δ + 1
k∑
n=1
(xn)
δ+1 − q
δ + 1
k∑
n=1
xδ+1n + a1‖x‖β − a2 − p|A|δ‖x‖
 − p2
δ
δ + 1
k∑
n=1
[
xδ+1n + xδ+1n+1
]− qcδ+12
δ + 1 ‖x‖
δ+1 + a1‖x‖β − a2 − p|A|δ‖x‖
 −p2
δ+1
δ + 1
k∑
n=1
xδ+1n −
p2δ
δ + 1B
δ+1 − qc
δ+1
2
δ + 1 ‖x‖
δ+1 + a1‖x‖β − a2
− p|A|δ‖x‖

(
−p2
δ+1 + qcδ+12
δ + 1
)
‖x‖δ+1 + a1‖x‖β − p2
δ
δ + 1B
δ+1 − a2 − p|A|δ‖x‖
→ +∞ (‖x‖ → +∞).
By continuity of J on Rk and above argument, there exist x¯ such that J (x¯) = min{J (x):
x ∈ Rk}. Clearly, x¯ is a critical point of the functional J . The proof of Theorem 3.1 is
complete. 
Corollary 3.1. Suppose that there exist constants a1 > 0, a2 > 0, and β > δ + 1 such that
for any x = (x1, x2, . . . , xk)T ∈ Rk ,
k∑
n=1
F(n,xn) a1‖x‖β − a2.
Then BVP (1.1)–(1.2) admits at least one solution.
Theorem 3.2. Suppose that
(d1) there exists a constant M > 0 such that for any (n, z) ∈ Z(1, k) × R,∣∣f (n, z)∣∣M;
(d2) for any n ∈ Z(1, k + 1), pn > 0; for any n ∈ Z(1, k), qn > 0;
(d3) 2δ+1pmaxcδ+12 < qmincδ+11 , where c1, c2 are two constants in (2.4). Then BVP (1.1)–
(1.2) admits at least one solution.
Proof. By (1), one has∣∣∣∣∣
k∑
F(n,xn)
∣∣∣∣∣M
√
k‖x‖ ∀(n, x) ∈ Z(1, k) × Rk.
n=1
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J (x) pmax2
δ
δ + 1
k∑
n=0
[
xδ+1n + xδ+1n+1
]− qmin
δ + 1‖x‖
δ+1
δ+1 + M
√
k‖x‖ + p1|A|δ‖x‖
 pmax2
δ+1
δ + 1
k∑
n=1
xδ+1n −
qminc
δ+1
1
δ + 1 ‖x‖
δ+1 + M√k‖x‖ + pmax2
δ+1
δ + 1 B
δ+1
+ p1|A|δ‖x‖

pmax2δ+1cδ+12 − qmincδ+11
δ + 1 ‖x‖
δ+1 + M√k‖x‖ + pmax2
δ+1
δ + 1 B
δ+1
+ p1|A|δ‖x‖.
By δ+1 > 1, above inequality implies that when ‖x‖ → +∞, J (x) → −∞. By continuity
of J on Rk , there exists x˜ ∈ Rk such that
J (x˜) = sup
x∈Rk
J (x).
Thus, there exists at least a critical point of the functional J . That is, there exists at least
one solution of BVP (1.1)–(1.2).
Theorem 3.3. Suppose that the following conditions are satisfied:
(h1) for any z ∈ R and any t ∈ Z,
∫ z
0 f (t, s) ds  0 and
lim
z→0
f (t, z)
zδ
= 0;
(h2) there exist constants R2 > 0 and β > δ + 1 such that for any z with |z|R2 and any
t ∈ Z,
zf (t, z) β
z∫
0
f (t, s) ds < 0;
(h3) A = 0, qn = 0, ∀n ∈ Z(1, k) and pn > 0 for any n ∈ Z(1, k + 1).
Then BVP (1.1)–(1.2) admits at least two solutions.
Remark. By (h2), there exist constants a1 > 0 and a2 > 0 such that for any z ∈ R and any
t ∈ Z,
z∫
0
f (t, s) ds −a1|z|β + a2,
then
lim|z|→+∞
f (t, z)
zδ
= −∞.
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Lemma 3.1. Suppose that conditions (h2) and (h3) in Theorem 3.3 are satisfied, then J (x)
defined in (2.3) is bounded from above on Rk .
Proof. By (h2) and (2.5), for any x ∈ Rk, we have
J (x) pmax
δ + 1
k∑
n=1
(
2 max
{|xn+1|, |xn|})δ+1 − a1 k∑
n=1
|xn|β + a2k
 pmax
δ + 1
k∑
n=1
[
2δ+1
(|xn+1|δ+1 + |xn|δ+1)]− a1‖x‖ββ + a2k
 pmax2
δ+2
δ + 1
k∑
n=1
|xn|δ+1 − a1‖x‖ββ +
2δ+1pmax
δ + 1 B
δ+1 + a2k

cδ+12 pmax2δ+2
δ + 1 ‖x‖
δ+1 − a1cβ3 ‖x‖β + N0, (3.2)
where
N0 = a2k + pmax2
δ+1
δ + 1 B
δ+1.
By β > δ+1 and (3.2), there exists a constant M > 0 such that, for any x ∈ Rk, J (x)M.
The proof is complete. 
Lemma 3.2. Assume that conditions (h2) and (h3) in the Theorem 3.3 are satisfied, then J
satisfies P–S condition.
Proof. Let x(l) ∈ Rk, l ∈ Z(1) be such that {J (x(l))} is bounded. Then there exists a con-
stant M1 > 0 such that for any l ∈ N,
−M1  J
(
x(l)
)
M1.
By the proof of Lemma 3.1, we have for l ∈ N,
−M1  J
(
x(l)
)
 pmax2
δ+2
δ + 1 c
δ+1
2
∥∥x(l)∥∥δ+1 − a1cβ3 ∥∥x(l)∥∥β + N0.
That is
a1c
β
3
∥∥x(l)∥∥β − pmax2δ+2
δ + 1 c
δ+1
2
∥∥x(l)∥∥δ+1 M1 + N0, ∀k ∈ N.
By β > δ + 1 and above inequality, there exists a constant M2 > 0 such that for any k ∈ N,∥∥x(l)∥∥M2.
Thus {x(l)} is bounded on Rk . Since Rk is finite-dimensional, there exists a subsequence
of {x(l)}, which is convergent in Rk , and then P–S condition is verified. 
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for any t ∈ Z, we have f (t,0) = 0.
By Lemma 3.1, J is bounded from above. We denote by c0 the supremum of {J (x), x ∈
Rk}. Since (3.2) implies
lim‖x‖→+∞J (x) = −∞,
then −J is coercive. For any c∗ > |c0|, there exists a constant m > 0 such that for any
‖x‖ > m, |J (x)| > c∗ > |c0|. By continuity of J on Rk , there exists x¯ ∈ Rk such that
‖x¯‖  m and J (x¯) = c0. Clearly x¯ is a critical point of J . Now we claim that c0 > 0. In
fact, by (h1), we have
lim
z→0
F(t, z)
zδ+1
= 0,
then for any ε > 0, there exists η > 0 such that∣∣F(t, z)∣∣ ε|z|δ+1,
when |z| η.
It is useful to remind that Y is introduced in Section 2 (analogously with W). For any
x = (x1, x2, . . . , xk)T ∈ Y and ‖x‖ η, we have |xn| η,n ∈ Z(1, k).
When k  2, there exists a constant c5 such that
J (x) = 1
δ + 1
k∑
n=1
pn+1(xn+1 − xn)δ+1 +
k∑
n=1
F(n,xn)
 pmin
δ + 1c5
δ+1
[
k∑
n=1
(xn+1 − xn)2
] δ+1
2
− ε
k∑
n=1
|xn|δ+1
= pmin
δ + 1c
δ+1
5
(
yT D1y
) δ+1
2 − ε
k∑
n=1
|xn|δ+1,
where
yT = (x1, x2, . . . , xk,B),
D1 =
⎛
⎜⎜⎜⎜⎜⎝
1 −1 0 0 · · · 0 0 0
−1 2 −1 0 · · · 0 0 0
0 −1 2 −1 · · · 0 0 0
· · · · · · · · · · · · · · · · · · · · · · · ·
0 0 0 0 · · · −1 2 −1
0 0 0 0 · · · 0 −1 1
⎞
⎟⎟⎟⎟⎟⎠
(k+1)×(k+1)
.
Clearly, λ1 = 0 is an eigenvalue of D1 . Let λ2, λ3, . . . , λk+1 be the other eigenvalues
of D1. By matrix theory, we have λj > 0, ∀j ∈ Z(2, k + 1). Without loss of generality, we
may assume that 0 = λ1 < λ2  · · · λk+1, then for any x ∈ Y, defining
‖y‖ =
(
k+1∑
x2i
) 1
2
= (‖x‖2 + B2) 12 ,
i=1
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‖y‖δ+1 =
(
k+1∑
i=1
xδ+1i
) 1
δ+1
= (‖x‖δ+1δ+1 + Bδ+1) 1δ+1 ,
we have
J (x) pmin
δ + 1c5
δ+1(λ2‖y‖2) δ+12 − ε‖x‖δ+1δ+1
 pmin
δ + 1c
δ+1
5 λ
δ+1
2
2 ‖y‖δ+1 − εcδ+12 ‖y‖δ+1.
Take
ε = cδ+15
pmin
2(δ + 1)
(
1
c2
)δ+1
λ
δ+1
2
2 ,
then
J (x) pmin
2(δ + 1)
(
λ2c
2
5
) δ+1
2 ‖y‖δ+1  pmin
2(δ + 1)
(
λ2c
2
5
) δ+1
2 ‖x‖δ+1.
Let
σ = pmin
2(δ + 1)
(
λ2c
2
5
) δ+1
2 ηδ+1,
we have
J (x) σ > 0, ∀x ∈ Y ∩ ∂Bη.
That is, there exists x ∈ Rk such that
J (x) σ, and c0 = sup
x∈Rk
J (x) σ > 0,
which implies that J satisfies (G1), and the critical point corresponding to c0 is a solution
of BVP (1.1)–(1.2).
In order to exploit Linking Theorem in critical point theory, we need to verify other
conditions of Linking Theorem. By Lemma 3.2, J satisfies P–S condition. So it suffices to
verify the condition (G2).
Take e ∈ ∂B1 ∩ Y. For any w ∈ W, r ∈ R, let x = re + w,v2 = maxn∈Z(1,k+1) pn > 0.
Then we have
J (x) = 1
δ + 1
k−1∑
n=1
pn+1(ren+1 + wn+1 − ren − wn)δ+1 + pk+1
δ + 1 (B − rek − wk)
δ+1
+
k∑
n=1
F(n, ren + wn)
 pmax
δ + 1
k−1∑
rδ+1(en+1 − en)δ+1 + 3δ pk+1
δ + 1
[
Bδ+1 + (rek)δ+1 + wδ+1k
]
n=1
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k∑
n=1
|ren + wn|β + a2k
 2
δ+1(k − 1)pmax
δ + 1 r
δ+1 + 3
δpmax
δ + 1
(
rδ+1 + Bδ+1 + ‖w‖δ+1)
− a1cβ3
(
k∑
n=1
|ren + wn|2
) β
2
+ a2k
 pmax(k − 1)2
δ+1 + 3δv2
δ + 1 r
δ+1 + 3
δpmax
δ + 1
(
Bδ+1 + ‖w‖δ+1)
− a1(c3)β
(
k∑
n=1
(
r2e2n + w2n
)) β2 + a2k
= pmax(k − 1)2
δ+1 + 3δpmax
δ + 1 r
δ+1 + 3
δpmax
δ + 1 B
δ+1 − a1cβ3
(
r2 + ‖w‖2) β2
+ 3
δv2
δ + 1‖w‖
δ+1 + a2k
 pmax(k − 1)2
δ+1 + 3δpmax
δ + 1 r
δ+1 + 3
δpmax
δ + 1 B
δ+1 − a1cβ3 rβ − a1cβ3 ‖w‖β
+ a2k + 3
δpmax
δ + 1 ‖w‖
δ+1.
Let
g1(r) = pmax(k − 1)2
δ+1 + 3δpmax
δ + 1 r
δ+1 − a1cβ3 rβ +
3δpmax
δ + 1 B
δ+1,
g2(t) = −a1cβ3 tβ + a2k +
3δpmax
δ + 1 t
δ+1.
Then
lim
r→+∞g1(r) = −∞, limt→+∞g2(t) = −∞,
g1(r) and g2(t) are bounded from above. It is easy to see that there exists constant R4 > η
such that
J (x) 0, ∀x ∈ ∂Q,
where
Q = (B¯R4 ∩ W )⊕ {re | 0 < r < R4}.
By Lemma 1.1, J possesses critical value c σ > 0, where
c = inf
h∈Γ maxu∈Q J
(
h(u)
)
and
Γ = {h ∈ C(Q¯,Rk): h|∂Q = id}.
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x˜ = x¯, clearly the conclusion of Theorem 3.1 holds; otherwise x¯ = x˜, we have c0 = J (x¯) =
J (x˜) = c, that is
sup
x∈Rk
J (x) = inf
h∈Γ supu∈Q
J
(
h(u)
)
.
Chooses h = id, we have supx∈Q J(x) = c0. Since the choice of e ∈ ∂B1 ∩ Y is arbitrary,
we can take −e ∈ ∂B1 ∩ Y. By a similar argument, there exists constant R5 > η such that
for any x ∈ ∂Q1, J (x) 0, where
Q1 =
(
B¯R5 ∩ W
)⊕ {−re: 0 < r < R5}.
Again by using Lemma 1.1 (Linking Theorem), J possesses critical value c′  σ > 0, and
c′ = inf
h∈Γ1
max
u∈Q1
J
(
h(u)
)
,
where
Γ1 =
{
h ∈ C(Q¯1,Rk): h|∂Q1 = id}.
If c′ = c0, clearly the proof is complete; otherwise c′ = c0, we have supx∈Q1 J (x) = c0.
Due to the fact that J |∂Q  0 and J |∂Q1  0, J attains its maximum at some points in
interior of the set Q and Q1. On the other hand, Q∩Q1 ⊂ W and for any x ∈ W,J (x) 0.
This shows that there must be a point xˆ ∈ Rk such that xˆ = x˜ and J (xˆ) = c′ = c0. The
above argument implies that BVP (1.1)–(1.2) possesses at least two nontrivial solutions
when k  2.
For k = 1, BVP (1.1)–(1.2) has the form
p2(B − x1)δ − p1xδ1 = f (1, x1)
since A = 0. In the case, it is easy to complete the proof of Theorem 3.3.
The proof of Theorem 3.3 is complete. 
If f (n, z) ≡ f (z), qn = 0 for any n ∈ Z(1, k), then (1.1) reduces to

(
pn(xn−1)δ
)= f (xn), n ∈ Z(1, k), (3.3)
where f ∈ C(R,R), pn > 0 for any n ∈ Z(1, k + 1).
Similar to the proof of Theorem 3.3, we can also prove the following result. For sim-
plicity, its proof is omitted.
Theorem 3.4. Suppose that f (z) satisfies the following conditions:
(h4) for any z ∈ R,
z∫
0
f (s) ds  0 and lim
z→0
f (z)
zδ
= 0;
(h5) there exist constant R3 > 0 and β > δ + 1 such that for any z with |z|R3,
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z∫
0
f (s) ds < 0.
Then for any given positive integer k, BVP (3.3)–(1.2) admits at least two solutions.
Now we give an example to illustrate the conclusion of Theorem 3.3.
Example 3.1. Consider the boundary value problem
(xn−1)δ = f (n, xn), n ∈ Z(1, k), (3.4)
x0 = 0, xk+1 = B, (3.5)
where
f (t, z) = −(azδ|z|μ + bzδ|z|ν)(ϕ(t) + M),
and (−1)δ = −1, δ > 0, a > 0, b  0,μ > 0, ν > 0, M > 0, ϕ(t) is a continuous function
with |ϕ(t)| < M.
It can be easily verified that the assumptions of Theorem 3.3 are satisfied and then BVP
(3.4)–(3.5) possesses at least two solutions.
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