The natural gradient, as introduced by [Amari, 1987] , allows for more efficient gradient descent by removing dependencies and biases inherent in a function's parameterization. Several papers present the topic thoroughly and precisely [Amari, 1987 , Amari, 1998 , Amari and Nagaoka, 2000 , Theis, 2005 , Amari, 2010 . It remains a very difficult idea to get your head around however. The intent of this note is to provide simple intuition for the natural gradient and its uses. We review how an ill conditioned parameter space can undermine learning, introduce the natural gradient by analogy to the more widely understood concept of signal whitening, and present tricks and specific prescriptions for applying the natural gradient to learning problems. To our knowledge, this is the first time a connection has been made between signal whitening and the natural gradient.
1 Natural gradient
A simple example
We begin with a simple probabilistic model which has clearly been very poorly parametrized. For this we use a two dimensional gaussian distribution, with means written in terms of the parameters θ ∈ R 2 , q (x; θ) = 1 2π exp − 1 2
As an objective function J (θ) we use the negative log likelihood of q (x; θ) under an observed data distribution p (x)
J (θ) = − log q (x; θ) p(x) .
Using steepest gradient descent to minimize the negative log likelihood involves taking steps like ∆θ ∝ −∇ θ J (θ) .
As can be seen in Figure 1a the steepest gradient update steps can move the parameters in a direction nearly perpendicular to the desired direction. q (x; θ) is much more sensitive to changes in θ 1 than θ 2 , so the step size in θ 1 should be much smaller, but is instead much larger. In addition, θ 1 and θ 2 are not independent of each other. They move the distribution in nearly the same direction, making movement in the perpendicular direction particularly difficult. Getting the parameters here to fully converge via steepest descent is a slow proposition, as shown in Figure 1b .
The pathological learning gradient above is illustrative of a more general problem. A model's learning gradient is effected by the parameterization of the model as well as the objective function being minimized. The effects of the parameterization can dominate learning. The natural gradient is a technique to remove the effects of model parameterization from learning updates.
A metric on the parameter space
As a first step towards compensating for differences in relative scaling, and crossparameter dependencies, the shape of the parameter space θ is first described by assigning it a measure of distance, or a metric. This metric is expressed via a symmetric matrix G (θ), which defines the length |dθ| of an infinitesimal step dθ in the parameters,
G (θ) is chosen so that the length |dθ| provides a reasonable measure for the expected magnitude of the difference of J (θ + dθ) from J (θ). That is, G (θ) is chosen such that |dθ| is representative of the expected magnitude of the change in the objective function resulting from a step dθ. There is no uniquely correct choice for G (θ). If the objective function J (θ) is the log likelihood of a probability distribution q (x; θ), then a measure of the information distance between q (x; θ + dθ) and q (x; θ) usually works well, and the Fisher information matrix (Equation 30 ) is frequently used as a metric. Plugging in the example from Section 1.1, the resulting Fisher information matrix is G = 3 2 + 
the variance in each dimension to unit length -the parameterization of J (θ) can also be "whitened," removing the dependencies and differences in scaling between dimensions captured by G (θ). See Figure 2 for an example of signal whitening.
As a quick review, the covariance matrix Σ of a signal x is defined as
The inverse covariance matrix is frequently used as a metric on the signal x. This is called the Mahalanobis distance. It has the same form as the definition of |dθ| 2 in Equation 5,
In order to whiten a signal x, a whitening matrix W is found such that the covariance matrix for a new signal y = Wx is the identity matrix I. The signal y is then a whitened version of x,
Remembering that Σ −1 is symmetric, one solution 1 to this system of linear equations is
If the covariance matrix for y is the identity, then the metric for the Mahalanobis distance in the new variables y is also the identity (|dy| 2 Mahalanobis = y T y).
1 Choosing W = Σ − 1 2 leads to symmetric, or zero-phase, whitening. In some fields it is referred to as a decorrelation stretch. It is equivalent to rotating a signal to the PCA basis, rescaling each axis to have unit norm, and then performing the inverse rotation, returning the signal to its original orientation. All unitary transformations of Σ − 1 2 also whiten the signal.
Whitening is a common preprocessing step in signal processing. It prevents incidental differences in scaling between dimensions from effecting later processing stages.
"Whitening" the parameter space
If G is not a function of θ, then a similar procedure can be followed to produce a "whitened" parameterization φ. We wish to find new parameters φ = Wθ such that the metric G on φ is the identity I, as the Mahalanobis metric Σ −1 is the identity for a whitened signal. This will mean that a small step dφ in any direction will tend to have the same magnitude effect on the objective J (φ).
Noting that G is symmetric, we find that one solution to this system of linear equations is
Steepest gradient descent steps in terms of φ descend the objective function in a more direct fashion than steepest gradient descent steps in terms of θ, as is illustrated in Figure 1c and 1d. In φ, the steepest gradient is the natural gradient.
G is almost always a function of θ, and for most problems there is no parameterization φ which will be "white" everywhere. So long as G (θ) changes slowly though, it can be treated as constant for a single learning step. This suggests the following as an algorithm for learning in a natural parameter space.
Express J (·) in terms of natural parameters
2. Calculate an update step ∆φ ∝ ∇ φ J (φ t ), where
3. Calculate the θ t+1 = G − 1 2 (θ t ) (φ t + ∆φ) associated with the update to φ.
Repeat.
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The resulting update steps more directly and rapidly descend the objective function than steepest descent steps.
The natural gradient in θ
The parameter updates in Section 1.4 can be performed entirely in the original parameter space θ. The natural gradient∇ θ J (θ) is the direction in θ which is equivalent to steepest gradient descent in φ of J (φ). In order to find∇ θ J (θ), we first write ∆φ in terms of θ, then we write the natural gradient update step in θ,∆θ, in terms of ∆φ,
(where ∂θ ∂φ T is the Jacobian matrix),
Since the natural gradient update step is proportional to the natural gradient,∆θ ∝∇ θ J (θ), the natural gradient can be written as Figure 1a illustrates this gradient applied to the example objective function from Section 1.1. If gradient descent is performed by infinitesimal steps in the direction indicated by∇ θ J (θ), then the parameterization of the problem will have no effect on the path taken during learning (though choice of G (θ) will have an effect).
Recipes and tricks
In this section we present a reference with key formulas for using the natural gradient, as well as approaches useful for applying the natural gradient in specific cases.
Natural gradient
The natural gradient is∇
where J (θ) is an objective function to be minimized with parameters θ, and G (θ) is a metric on the parameter space. Learning should be performed with an update rule
with steps taken in the direction given by the natural gradient.
Metric G (θ)
If the objective function J (θ) is the negative log likelihood of a probabilistic model q (x; θ) under an observed data distribution p (x)
then the Fisher information matrix
is a good metric to use. If the objective function is not of of the form given in Equation 29, and cannot be transformed into that form, then greater creativity is required. See Section 2.8 for some basic hints.
Remember, as will be discussed in Section 2.10, even if the metric you choose is approximate, it is still likely to accelerate convergence!
Fisher information over data distribution
The Fisher information matrix (Equation 30) requires averaging over the model distribution q (x; θ). For some models this is very difficult to do. If that is the case, instead taking the average over the empirical data distribution p (x)
is frequently an effective alternative.
Energy approximation
Parameter estimation in a probabilistic model of the form
is in general very difficult, since it requires working with the frequently intractable partition function integral Z(θ) = e −E(x;θ) dx. There are a number of techniques which can provide approximate learning gradients (eg minimum probability flow [Sohl-Dickstein et al., 2011b , Sohl-Dickstein et al., 2011a , contrastive divergence [Welling and Hinton, 2002, Hinton, 2002] , score matching [Hyvärinen, 2005] , mean field theory, and variational bayes [Tanaka, 1998 , Kappen and Rodriguez, 1997 , Jaakkola and Jordan, 1997 , Haykin, 2008 ). Turning those gradients into natural gradients is difficult though, as the Fisher information depends on the gradient of log Z (θ). Practically, simply ignoring the log Z (θ) terms entirely and using a metric
averaged over the data distribution works surprisingly well, and frequently greatly accelerates learning.
Diagonal approximation
G (θ) is a square matrix of size N × N , where N is the number of parameters in the vector θ. For problems with large N , G −1 (θ) can be impractically expensive to compute and apply. For almost all problems however, the natural gradient still improves convergence even when off-diagonal elements of G (θ) are neglected,
making inversion and application cost O (N ) to perform. If the parameters can be divided up into several distinct classes (for instance the covariance matrix and means of a gaussian distribution), block diagonal forms may also be worth considering.
Regularization
Even if evaluating the full G is easy for your problem, you may still find that G −1 is ill conditioned 3 . Dealing with this -solving a set of linear equations subject to some regularization, rather than using an unstable matrix inverseis an entire field of study in computer science. Here we give one simple plug and play technique, called stochastic robust approximation (Section 6.4.1 in [Boyd and Vandenberghe, 2004] ), for regularizing the matrix inverse. If G −1 is replaced with G −1
where is some small constant (say 0.01), the matrix inverse will be much better behaved.
Alternatively, techniques such as ridge regression can be used to solve the linear equation
for∇ θ J (θ).
2.7 Combining the natural gradient with other techniques using the natural parameter space φ
It can be useful to combine the natural gradient with other gradient descent techniques. Blindly replacing all gradients with natural gradients frequently causes problems (line search implementations, for instance, depend on the gradients they are passed being the true gradients of the function they are descending). For a fixed value of G though there is a natural parameter space.
in which the steepest gradient is the same as the natural gradient. In order to easily combine the natural gradient with other gradient descent techniques, fix θ f ixed to the initial value of θ and perform gradient descent over φ using any preferred algorithm. After a significant number of update steps convert back to θ, update θ f ixed to the new value of θ, and continue gradient descent in the new φ space.
Natural gradient of non-probabilistic models
The techniques presented here are not unique to probabilistic models. The natural gradient can be used in any context where a suitable metric can be written for the parameters. There are several approaches to writing an appropriate metric.
If the objective function is of a form
where · p(x) indicates averaging over some data distribution p(x), then it is sensible to choose a metric based on
2. Similarly, the penalty function can be treated as if it is the log likelihood of a probabilistic model, and the corresponding Fisher information matrix used.
will descend the objective function. If the wrong H is used, gradient descent is performed in a suboptimal way . . . which is the problem when steepest gradient descent is used as well. Making an educated guess as to H rarely makes things worse, and frequently helps a great deal.
