We present the design and implementation of an omnidirectional vision system used for sideways-looking sensing on an autonomous helicopte,: To demonstrate the capabilities of the system, a visual servoing task was designed which required the helicopter to locate and move towards the centroid of a number of visual targets. Results are presented showing that the task was successfully completed by a Pioneer ground robot equipped with the same omnidirectional vision system, and preliminarj testflight results show that the system can generate appropriate control commands for the hFlicopter:
Introduction
The maneuverability of helicopters makes them particularly useful aerial vehicles for a number of tasks, especially where takeoff and landing space is limited, or where steady flight at low speed is needed. The size and high cost of operating helicopters do however limit their use for such tasks. Smaller scale autonomous helicopters could offer a viable alternative to their full scale versions for use in many tasks, such as aerial surveillance and communications bridging.
In order for such an unmanned aerial vehicle (UAV) to navigate safely through an environment with tall obstacles, or to monitor features that are in the same horizontal plane as itself, the UAV must he equipped with sideways-looking sensors of some sort. Laser range finders provide accurate range information and have been used for obstacle avoidance and 3D scene reconstruction [ l , 21. Commercially available laser altimeters are however limited to scanning in ZD, are prohibitively heavy and power hungry. Vision has been used successfully in many feature tracking [31 and navigation tasks, and is particularly useful because of the richness in information that is received. Since CCD camgaurav@robotics.usc.edu eras are passive sensors, they typically draw little current, and are light and compactly packaged. Standard lenses, however, have a limited field of view, so in order to sense a large area, the camera needs to be actuated. This gives only partial information ahout the the scene at any point in time, and so scene stitching techniques are needed.
An omnidirectional lens can he used to give a 360 degree semi-spherical field of view [4] , enabling the vision system to track features in the scene without actuating the camera. Also, multiple features in different parts of the scene can he tracked simultaneously [ 5 ] . The properties of an omnidirectional lens are well suited to the movement characteristics of a helicopter. A helicopter can (essentially) instantaneously move in any direction in 3D space, and the lens allows it to "see" in the direction it is moving, without having to padtilt the camera in that direction first. vision-based control of a helicopter using an omnidirectional lens has been done before.
A UAV with omnidirectional sensing capabilities could be used for various applications. One class of tasks that it could be used for is locating the centroid of a number of features in 3D space, and maintaining position at this centroid. For example, to simultaneously monitor a number of features, the optimal position for monitoring is likely to be at their centroid. If the UAV is acting as a hub, this could he a good position to facilitate communications.
Omnidirectional Vision System
Our image capture system is comprised of a NetVision360 omnidirectional lens by Remote Reality, coupled to a Sony XC-55 black and white CCD camera. The lens has a field of view of 360 degrees in the horizontal, and from 35 to 92.5 degrees in the vertical plane. This gives a semi-spherical field of view, from the horizon down to 35 degrees (if the camera is mounted with the lens pointing downwards). Since the system was designed for sideways looking sensing, the blind spot from 0.35 degrees was considered acceptable. A wireless video transmitter is used to transmit the video signal to a PC equipped with a frame grabber, which captures frames at 640x480 resolution.
Helicopter Platform
Our experimental test-bed AVATAR (Autonomous Vehicle Aerial Tracking And Reconnaissance) [I61 is a gaspowered radio-controlled model helicopter built from a Bergen chassis. The helicopter canies onboard processing power and sensors in the form of two PC104 stacks (one running Linux and one running QNX), a Novatel RT-2 DGPS board, a compass, an Crossbow VGX IMU, a laser altimeter and a CCD camera with the omnidirectional lens. The Linux stack consists of a Pentium 11 233MHz processor and an Imagination PX6lOa frame grabber. This stack will is used for image capturing and running vision code.
The QNX stack includes a Pentium 111 700MHz processor and is used for running the low-level helicopter control code. All the drivers for the sensors are run on this stack, and the input from the sensors is broadcast to a ground station for logging. The ground station is a laptop Nnning QNX. Both stacks are equipped with S02.11b wireless ethemet cards for communication with the ground station. This is used to send high-level control commands and differential GPS corrections to the helicopter. A description of the AVATAR control architecture can be found in [13] . The onboard processing power of the Linux stack was insufficient for running the vision code, so a 1.8GHhz wireless video transmitter was used to transmit the video signal to a second ground station (a 2.4GHz Pentium IV based PC. This introduced transmission noise into the signal, which hampered the feature detection. In the future, the Linux stack will be upgraded to handle the vision code, and running this onboard will eliminate the transmission noise.
Initially the CCD camera was mounted rigidly to the landing gear of the helicopter, but it was found that the high-frequency vibrations from the gas engine caused motion blur in the image. To reduce the vibrations transmitted to the camera, a mount was designed that decoupled the camera from the landing gear. 
Pioneer Platform
For the ground-based experiment, an Active Media Pioneer 2DX was used. The Pioneer was fitted with the omnidirectional camera by mounting the camera at the end of a vettical pod 9Ocm above ground level (as shown in Figure 4 ). The camera was mounted with the lens facing downwards, as it would be on the helicopter. This resulted in a small portion of the FOV being occluded by the mount. which affected the Pioneer's performance in completing the task (there was no such problem with mount on the helicopter however). The Pioneer is equipped with a Pentium U 200 MHz processor, which was used to run the low-level control code. The code was run using the PlayerIStage environment 117, 181. As with the helicopter, a 1.8GHz wireless video transmitter was used to transmit the video signal to a ground station where the vision code was run. This code produced high-level control commands at a rate of 8Hz which were transmitted to the Pioneer via the 802.11b wireless ethemet. 
Centroid Finding Task
In order to illustrate the capabilities of the omnidirectional vision system, a simple task was designed. A number of visual targets are placed in the environment surrounding a robot, and the robot is required to locate and move to the centroid of the targets (a point equidistant from all targets). The task is simplified to two dimensions by placing all the targets on the same horizontal plane.
Image Processing

Preprocessing
Before the feature recognition algorithm is run on the image, various image processing operations are applied to it in an attempt to highlight the salient features. A 3x3 Median-filter is applied to remove white additive noise [I91 and preserve the edge sharpness [20] . Since much of the original image is black, the image is negated, reducing the number of regions it contains. Thresholding is applied to convert the image from greyscale to binary, and the threshold value is chosen manually at run-time such that the desired features are preserved while many undesired features are lost. The image is then unwarped as described in Section 3.2, followed by segmentation and connected component labelling as described in [131. Figure 5 shows the original spherical image, and Figure 6 shows the image once the above processing has been performed.
Unwarping
Our feature detection algorithm (described in Section 3.3) is not invariant to image skew, thus it was nec- If the geometric properties of such a lens a e known, a projection function can be calculated for performing the unwarping [21] . Since these properties were not known for our lens, the unwarping was performed by mapping points on the spherical image (Pz,y) to corresponding points in the perspective image (Pu,,,) using the geometrical properties of both images. (see Figure 7 ). This geometrical mapping was calculated for each quadrant of the spherical image. As an example, the mapping for the first quadrant was: 
Feature Recognition Using Hu's Moments
As discussed in [22] , Hu's moments can he used for feature recognition. Once the system has been trained on a certain feature, this feature can be recognized regardless of its orientation, scaling or translation. Although this technique is not invariant to skewing, it was found that the feature (the letter H) could still be detected when it was skewed to 45 degrees horizontally, and 30 degrees vertically. This technique was previously used successfully for detecting the same feature painted on a helipad during autonomous vision based landing [13].
Centroid Finding Algorithm
In order to find the centroid of the visual targets, it is necessary to know the relative distance to each target. Since the targets were made to be the same size, the area of each target in the image is used as an indication of the distance to the target. The algorithm runs as follows:
For each image: 
Experimental Setup
Although the omnidirectional vision system had been developed for use on an autonomous helicopter, it was decided that the system should first he tested on a ground robot. This would help to eliminate many problems before using the system on the helicopter, as it is easier to conduct experiments and debug the code on a ground vehicle than a helicopter. Experiments were thus first done on the Pioneer robot, and once the robot could complete the centroid finding task consistently, the experiment was conducted on the helicopter. Although autonomous flight
was not yet possible with our new helicopter platform, data could be collected from all the onboard sensors. The helicopter was flown under pilot control in the vicinity of the visual targets while the centroid finding algorithm was run.
The GPS coordinates and heading of the helicopter were logged as well as the commands that were being generated hy the algorithm. After the test fights the data were analyzed to see if appropriate control commands were being generated by the algorithm (the GPS coordinate of the centroid had been recorded, and the helicopter's heading and location were compared to this).
For the Pioneer-based experiment, a 23xI7cm white H on a black background was used'as the visual target. This version of the experiment was designed to be a scaleddown version of the outdoor one ~ since the targets would be much closer to the Pioneer, their size was reduced accordingly . The scale o f the outdoor experiment (i.e. the maximum distance that the targets could he from the helicopter for effective recognition) was determined by the resolution of the camera and size that the outdoor targets could be made (83x70cm). For the outdoor experiment, the targets were placed on the circumference of a circle with a diameter of 12.2m. Forthe indoor experiment, the diameter was reduced to 2.5m. 
Pioneer
The experiment using the Pioneer robot was conducted by placing the robot in a position where it could see the visual targets, but not at the centroid of the targets. The algorithm was then mn as the robot attempted to locate and move towards the centroid of the targets. The task was considered completed when the robot had stabilized within 20 cm of the m e centroid of the targets. 20 such runs were completed. The areas of the detected targets were recorded la1 Is intervals, as well as the time for completing each task.
Since the experiment was conducted indoors, GPS could not be used to determine the position of the robot relative to the centroid. As an alternative indication of the effectiveness of the algorithm, the Average, Minimum and Maximum areas are plotted against time. Figure 11 , is an example of such a plot and shows that the Mar and Min values converge towards the Ave value, indicating that the robot converges to a point approximately equidistant from all the targets.
The effectiveness of the feature recognition algorithm was also evaluated by examining a number of the raw and processed frames captured, and noting the number of H's 
Helicopter
Four test flights were completed as described in Section 5. The data were analyzed by looking for instances where at least 2 H's had been detected, noting the helicopter's position and heading at that time, as well as the control command that was being generated. If the command was trying to move the helicopter towards the centroid of the targets, it was considered to be correct. The analysis showed that appropriate commands were generated 90% of the time. Figure 12 shows a spherical image taken during Right as well as the corresponding processed image. The lines drawn from the center of the processed image to the H's indicates that the H's have been identified. The vertical line shows the desired heading for the control command that has been generated for this image.
As for the ground-based experiment, the effectiveness of the feature recognition technique was evaluated. In a total of 25 frames, 38% of the H's were detected, and 8 false detections were made.
Conclusion and Future Work
We have presented the design and implementation of a sideways-looking sensor for an autonomous helicopter using an omnidirectional vision system. The effectiveness of the system was demonstrated by completing a visual servoing task that required a number of features to be identified simultaneously within a large field of view in the environment. Data from several experiments show that the task was completed successfully on a ground based robot. It of interest (such as a specific window on a building).
