In this work, we include monopole and center vortex sectors in the Petrov-Diakonov representation of the Wilson loop average in SU (2) Yang-Mills theory. In this manner, we are able to discuss the minimal conditions that must be satisfied in order to render the "Wilson surface" in the associated Wess-Zumino term observable. This corresponds to the spontaneous breaking of the closure properties for large transformations of the dual fields, a confining phase that would be naturally driven by correlated monopoles and center vortices.
Introduction
Nowadays, one of the most important and interesting open problems in Physics corresponds to understanding quark confinement. If on the one hand, quantum chromodynamics is completely succesful in describing high energy phenomena, where because of asymptotic freedom the main characters are quarks and gluons, on the other, a theoretical explanation for the confinement of these objects in colorless asymptotic states is still lacking.
With regard to gluon confinement, an important line of research corresponds to studying the effect of the Gribov horizon [1] on the gluon propagator. These ideas indicate that the inclusion of a Gribov-Zwanziger term in the pure Yang-Mills action, so as to avoid Gribov copies, leads to infrared suppressed gluon and ghost propagators [2] - [6] . While the absence of the pole in the gluon propagator would explain why gluons cannot occupy asymptotic states, it is difficult to imagine an explanation for quark confinement in this framework, as the infrared suppression could not produce long range forces.
Therefore, among the possible frameworks for the confinement of (heavy) quarks in pure Yang-Mills theory, those based on the inclusion of a nonperturbative sector represented by magnetic defects become favored, and the problem turns out to be the identification of defects, their associated phases, and how they can imply an area law for the Wilson loop. Although these points have been investigated for many years now, a closed theoretical understanding is still lacking [7] - [9] .
For example, in the mechanism of dual superconductivity [10] - [12] , [13] , the QCD vacuum is expected to behave as a superconductor of chromomagnetic charges, which implies the confinement of chromoelectric charges, in an analogous (dual) manner to what would happen with a type II superconductor, where magnetic monopoles would be confined because of the magnetic flux tube generated between them.
Monopoles can appear, when implementing the Abelian projection [14] , as defects when a gauge fixing that diagonalizes a field that transforms in the adjoint representation of SU(N) is considered. Another possible manner to identify them is as defects when trying to implement the Cho-Faddeev-Niemi decomposition, with the advantage that no particular gauge fixing condition is invoked in this case. For instance, for SU (2) , the monopoles are defects of the local directionn used to decompose the connection in color space (see [15] , [16] - [21] and references therein),
Besides monopoles, Z(N) center vortices are also of great interest, as they could explain the string tension dependence on the representation of the subgroup Z(N) of SU(N) observed in the lattice (N-ality); a property that cannot be explained by the isolated effect of monopoles. In addition, when closed center vortices are included, an area law (confining phase) or perimeter law (deconfining phase) has also been observed, depending on whether these objects percolate or not [22] - [25] .
Moreover, strong correlations between monopoles and center vortices are supported by recent results on the lattice, and they are quite promising to accomodate the different properties of the confining phase [26] - [28] (for a review, see also ref. [7] ).
In this regard, we have recently unified the description of monopoles and center vortices [29] as different types of defects of the complete local color framen a , a = 1, 2, 3 used in the Cho-Faddeev-Niemi decomposition of the SU(2) gauge fields; wheren 3 is identified withn and,
When the elementn contains monopole-like defects, localized on closed strings, necessarily the elementsn 1 ,n 2 contain defects on open surfaces, and these can correspond to Dirac worldsheets or to pairs of center vortex worldsheets, attached to the monopoles. When we go close and around an open center vortex (Dirac) worldsheet, the componentsn 1 ,n 2 rotate once (twice), corresponding to a flux 2π/g (4π/g) carried by them.
In addition, then 1 ,n 2 sector can also describe closed center vortices; this fact has been used in ref. [29] to obtain a large distance effective model that associates Abelian dominance [15, 30, 31] with a phase of nonpercolating closed center vortices.
In fact, in the previous literature about the Cho-Faddeev-Niemi decomposition, the singular terms coming form then 1 ,n 2 sector are missing. In this respect, we would like to point out that effective Skyrme models have been constructed in terms ofn [20, 21] , [17, 32, 33] , guided by the decomposition (1) . Then, while they capture information about monopoles without reference to unobservable Dirac worldsheets, as expected in a well defined effective model, in this heuristic process the information about center vortices in then 1 ,n 2 sector is lost (for a discussion, see refs. [29, 34] ).
In this article, we will initially give a representation for the Wilson loop averageW (C) in SU(2) Yang-Mills theory, similar to the one in refs. [16] , [35] , but including the large distance singular terms for the monopole and the center vortex sectors. For this aim, we will use the Petrov-Diakonov representation of the Wilson loop [36] - [38] , as the natural variables here are those used in the Cho-Faddeev-Niemi decomposition [16] .
In particular, for a given gauge field A µ , the Wilson loop can be written as an integral over U ∈ SU(2) containing an Abelian looking integrand that depends on A (n) µ , the field that appears in the decomposition of A µ , with respect to the local frame induced by U (for a brief review, see section §3). The important point is that in this representation there is also a Wess-Zumino term, concentrated on a "Wilson surface" S(C), whose border is the Wilson loop C, although the initial representation contains no reference to a surface.
In the Petrov-Diakonov representation any surface can be used, up to singular situations where S(C) passes over the monopoles [37] . This raises the problem of how to deal with this surface in the average over fields and ensembles of defects; namely, whether it exists a representation ofW (C) where it can be eliminated in favor of its border or, if on the contrary, because of the proliferation of defects, it becomes observable. In ref. [39] , this type of problem has been discussed in the context of compact QED(3) and QED (4) .
In four dimensions, although the identification of the proper effective models for the defects and associated order parameters is a complex problem, by using our representation forW (C), we will be able to discuss the minimal conditions that must be satisfied by the effective theory in order to render the Wilson surface observable, thus signaling a confining phase.
This article is organized as follows. In section §2, we review how to describe monopoles and center vortices in terms of defects of the complete local color frame used to decompose the gauge fields. Section §3 is devoted to briefly discuss the Petrov-Diakonov representation of the Wilson loop in the presence of defects. In §4, we give a representation forW (C), including the integration over a general ensemble of monopoles and center vortices, while in §5 we give the form of the singular terms, where defects are located, and discuss the independence of the representation on the initially considered Wilson surface.
In §6, we show how to get rid of the Wilson surface S(C) in favor of its border, when the dual fields are closed under large transformations, while in sections §7 and §8, we discuss how this surface becomes observable when this closure property is spontaneously broken, as well as the possible scenarios that can drive this situation. Finally, in section §9 we present our conclusions.
Defects of the local color frame
When studying Abelian projection scenarios, the gauge fields are generally separated into "diagonal" fields, living in the Cartan subalgebra of SU(N), and "off-diagonal" charged fields. For instance, in the case of SU(2), the uncharged sector can be chosen along theê 3 direction in color space, while the components alongê 1 andê 2 correspond to the charged sector.
In the Cho-Faddeev-Niemi decomposition, this separation into charged and uncharged sectors, with respect to an abelian subgroup of SU(2) rotations, is also implemented, with the advantage that it is naturally done along a generaln 3 ≡n local direction in color space.
In ref. [29] , we have unified monopoles and center vortex worldsheets as different classes of defects in the local color framen a = Rê a , R ∈ SO(3), used in the Cho-Faddeev-Niemi decomposition. While monopole-like defects are associated with a nontrivial Π 2 for the space of directionsn, we can think of center vortices as the natural defects a frame can have, due to the nontrivial fundamental group Π 1 = Z(2) of SO(3).
The possibility of matching general nontrivial configurations containing monopoles and center vortices is evidenced by parametrizing the gauge fields in terms of the Cho-Faddeev-Niemi decomposition, based on an extended class of framesn a ,
Here, U is a topologically nontrivial mapping, single valued along any closed loop, representing as usual the monopole sector. It can be parametrized in terms of Euler angles,
where M a are the generators of SO(3). The V part represents the center vortex sector. It is not single valued and satisfies,
where q = 1 or q = 0, depending on whether the center vortex is linked or not.
A general distribution of defects can be obtained by constructing center vortices on top of the monopole configurations. For example, we can choose V inducing a rotation that leavesm invariant,
where γ v changes by 2π when we go around the center vortex once. Let us consider a field whose decomposition is given by,
In the case where V ≡ I, and taking U =Ū = e −iϕT 3 e −iθT 2 e +iϕT 3 , where ϕ and θ are the polar angles definingr, eq. (8) corresponds to a nontrivial "gauge" transformation introducing an anti-monopole [16] ,
More generally, a field decomposed according to eq. (1), with V ≡ I, can be written as a nontrivial transformation of a regular background A µ ,
As is well known, the field strength for A U µ is,
That is, the fields A µ and A µ are not physically equivalent, because of the second term in eq. (11), which is concentrated on the two-dimensional surface whereŪ is singular. This is the Dirac worldsheet, whose borders correspond to the physical gauge invariant location of the monopoles. Now, by considering in eq. (8) a local frame defined by U ≡ I and V =V = e iϕ T 3 , we obtain,
that is, a thin center vortex placed on the two-dimensional surface formed by the z-axis, for every Euclidean time.
Unlike monopoles, that can be also parametrized as in eq. (10), center vortices, even outside the vortex core, cannot be introduced by means of a nontrivial "gauge" transformation. When considering an SU(2) transformation parametrized byV = e iϕ T 3 , as this mapping is not single valued, we would have,
where the additional term (the so called ideal vortex) is localized on the three-volume where the transformation is discontinuous (see refs. [40, 41] ). Then, using eq. (1), configurations containing monopoles and center vortices can be parametrized on an equal footing. On the other hand, they can be written in the form A µ = AVŪ µ only if a region outside the above mentioned three-volumes is considered.
In addition, in ref. [29] we have seen that when a monopole singularity for n occurs, this is accompanied by defects in the componentsn 1 ,n 2 placed on an open Dirac worldsheet, carrying magnetic flux 4π/g, or on pairs of open center vortex worldsheets, carrying flux 2π/g, with the boundaries attached to the monopoles.
Petrov-Diakonov representation
The nonabelian Wilson loop is given by,
There is an alternative representation, due to Petrov and Diakonov [36] - [38] . For quarks in the fundamental representation, it is given by,
Here, the Wilson loop C has been parametrized as,
meaning that the functional integral is done over gauge transformations which are single valued along the Wilson loop. This can be seen as follows. On a given loop it is always possible to write,
so that,
This is the general form that the usual representation of the Wilson loop assumes [36] - [38] . Of course, the Wilson variable takes in general a nontrivial value, that is, Q(1) is not in general Q(0) = 1. In order to see how these expressions work, let us recall that closed center vortices are usually defined as defects in the connection such that the Wilson loop variable, changes sign, when the defect is linked, and it is left unchanged otherwise. For thick center vortices the defining property above is valid for Wilson loops passing up to a given minimum distance δ from them. Then, in this case, we will define M as the Euclidean spacetime minus the vortex cores. Its complement,M = R 4 − M, corresponds to the (thick) worldsheets where these cores are localized.
According to the discussed in the previous section, as the local frames are obtained from the adjoint representation, they are always single valued when we follow a closed loop, so that the center vortices described by the V -sector contain no ideal part. However, on a simply connected region of M they can be written in the form A µ = AVŪ µ .
As is well known, considering a Wilson line x(u), which lives on that region, and then taking the limit where the endpoints are joined to form the usual Wilson loop, it is obtained W (C) = e iqπ W A (C), where W A (C) is the Wilson loop for the gauge field A µ , and we have used that, along a closed loop,V changes by a center element (V link factor characterizing center vortex defects.
On the other hand, we can use the Petrov-Diakonov representation. In this case, on the loop, we have,
where we have defined,
Recalling that on the loop we can always write
Then, using in eq. (19) the cyclic property of the trace, and that
is an odd function, we reobtain the previous result,
Finally, it is important to underline that the second part in the exponent of eq. (15) is a Wess-Zumino term, and it can be rewritten not in terms of a line but in terms of a surface integral. Therefore, in general, we have,
where the source s µν is concentrated on a surface S(C) whose border is the Wilson loop C, and is constructed by requiring
µν through S(C). This surface can be parametrized by x(τ, ξ), and s µν must satisfy,
where
Note that in eq. (23), we have, (25) where we have decomposed the connection by using a framem a , defined on S(C), and induced by U(τ, ξ), namely,
We also note that the possibility of writing,
depends on the single valuedness of U(τ ) (see ref. [37] ). This condition is met, precisely because of the integration measure in eq. (17), which is done over single valued U(τ ) along any closed loop.
Wilson loop average
Now, we will work with thin objects defined on the whole Euclidean spacetime, taking into account the singular terms arising from the color frame defects. Of course, for thick objects, this will serve as a large distance approximation to be supplemented with the contribution onM (inside the defect cores) and the necessary matching conditions, which amount to a correlation between center vortices and charged fields [29] . Let us consider the Wilson loop average,
where F gf is the part of the measure that fixes the gauge, including in general auxiliary fields. Using the Petrov-Diakonov representation, we have,
In fact, as we are interested in discussing the Wilson loop globally, for any closed loop and any associated surface, we will have to consider the extension U(x), defined on the whole Euclidean spacetime, up to possible singularities, such that U(x(τ, ξ)) = U(τ, ξ). Now, as the Wilson loop is written in terms of the Cho-Faddeev-Niemi variables, it is convenient to write the Yang-Mills action also in terms of them, using the extended frames. Given a connection A µ there are many ways to decompose it outside S(C). Then, the procedure is simply including the integration over all these possibilities. In the case of regular fields, this has already been discussed in ref. [16, 35] and amounts to introducing a product of group volumes.
If the field A µ contains monopoles, the globally defined U(x), needed to decompose it, will induce frames containing monopole-like defects inm. On the other hand, if this field also contains center vortex singularities, the components of the charged sector X (m) µ , in the basis induced by the single valued U(x), will contain center vortex defects. For convenience, considering the extension from S(C) to the Euclidean spacetime, when center vortex defects are also present, we will use an extended basisn a , defined byn = m, X
µ , in such a way that the new components
µn 2 have no defects. This can be achieved introducing an appropriate V (x), encoding the center vortex sector, such that V (x(τ, σ)) = V (τ, σ) and inducing then a basis according to eqs. (3), (4) . This is done in order to identify singular objects with singular frames.
Then, we have,
where we have also introduced the integration associated with the vortex ensemble. In ref. [29] , we have identified two types of singular terms, when compared with the field strength tensor computed in refs. [16] - [19] . The first one depends on defects of the third componentn 3 ≡n, and occurs in the charged sector of the field strength tensor. In ref. [29] , this type of term has been nullified by consideringn-configurations having at most monopole defects. In this case, S Y M results,
where,
The second type occurs when trying to express the monopole part h (n)
µν of the dual field strength in terms of the monopole potential C µ . In this case, we obtain, h µν =h
where the singular terms are concentrated on the frame defects, being essential to understand the possible consequences of the ensembles of defects in Yang-Mills theory. Now, we can proceed as we did for the partition function in ref. [29] (for the discussion without defects, see also refs. [35, 42] ). Introducing real and complex lagrange multipliers, λ µν and Λ µν , we get,
Here, we have the action for the charged fields,
minimally coupled to the U(1) color current
The term K µ andF gf appear when fixing an extended maximally Abelian gauge,
[
More precisely,
whereF gf is independent of A (n) µ , and gives the integration measure for lagrange multipliers, ghosts and auxiliary fields, while K µ , besides these fields, also depends on Φ µ .
Then, integrating by parts the term containing f
path integration, a constraint is implicit here,
so that we finally get,
It will also be convenient to discuss the representation in 3D, derived by following the same steps, namely,
Here, in the total charge current J µ c = J µ + K µ , we have a term K µ that receives contributions from the charged fields of the gauge fixing sector and,
The source s µ is concentrated on S(C), and is such that d 3 x s µ (f µ + h µ ) gives the flux of (f µ + h µ ). Also, in eq. (46), we have the implicit constraint,
Finally, d
(n) µ is concentrated on the defects and is obtained from,
In the case of thick center vortices, the relations (44), (49) are defined on M, while, because of the derivatives, the contribution of the corresponding second terms are concentrated on the Wilson loop C, which can be assumed to be contained on M.
Magnetic defects and Wilson surfaces 5.1 Correlated monopoles and center vortices
For a monopole/anti-monopole pair correlated with a pair of center vortices, the terms representing the defects in eqs. (37) and (50) turn out to be,
Here, x α (σ 1 , σ 2 ) (resp. x α (σ)), α = 1, 2, is a pair of open center vortex worldsheets (worldlines) with the same boundaries at C + , C − (resp. x + , x − ), where the monopole and anti-monopole are localized. That is,
For uncorrelated objects, we can write, d
µ [29] , where the first part comes from defects inn 1 ,n 2 concentrated on open Dirac worldsheets or strings, while the second part comes from defects localized on closed center vortex worldsheets or worldlines, thus satisfying,
Wilson surfaces
Up to now, we have seen how to represent the Wilson loop average in the continuum, including the ensemble of defects. The Petrov-Diakonov representation contains a Wess-Zumino term which depends on a surface S(C). However, the initial nonabelian Wilson loop contains no reference to a surface. In this regard, note that if defects were absent, that is d
The appearence of an area law from here would need a special infrared enhanced behavior of the gluon propagator. This is not the case as observed in the lattice and MAG gauges.
On the other hand, when defects are present, we also have the factors,
containing the "magnetic" flux of the defects through the surface S(C).
µ associated with closed center vortices contribute with a flux ±2π/g, for each center vortex crossing the surface. For a fixed Wilson loop C, this contribution is independent of the surface S(C) considered, given a factor (−1) link which depends on the total linking number between the closed center vortices and C. Because of eq. (57), these terms only depend on C, so that it is difficult to imagine a continuum model for the ensemble of closed center vortices directly associated with an area law behavior for the Wilson loop. However, in the lattice, when vortices percolate, this linking gives an area law displaying N-ality (but not other expected properties such as Casimir scaling) [7] .
With regard to monopoles, as we have seen, they can be joined by Dirac worldsheets or by pairs of open center vortices. In the first case, if the Dirac worlsheet crosses S(C) the flux is ±4π/g, but a different surface S ′ (C) can also be considered such that the associated flux is zero. Of course, both situations contribute with a trivial phase ±2π, or zero, respectively. However, we cannot simply disregard the Dirac defect terms in d
(n) µ as they are singular when the surface S(C) passes over the monopole singularities at their borders.
A similar situation occurs with the linking number for chains of correlated monopoles and center vortices. Consider for example a monopole/antimonopole configuration joined by a pair of center vortices. The flux of the vortices leave the monopole and end at the anti-monopole. If the surface S(C) is crossed by one of the center vortices with a flux contribution 2π/g, another surface can be considered, with the same border C, such that it is crossed by the other center vortex, and the flux contribution will be −2π/g. Thus, the effect is independent of the surface, giving a −1 factor associated with the linking between the Wilson loop and the chain. Again, this does not mean that the only effect of center vortex chains is to introduce linking numbers, as there are singularities when the Wilson surface passes on the associated monopoles and anti-monopoles.
Summarizing, the change of surface can be written as the addition of a closed surface ∂ϑ, written as the border of a three-volume ϑ: S(C) → S(C) • ∂ϑ. In this process, the flux associated with the defects through ∂ϑ is a trivial multiple of 2π. That is, the Wilson loop representation in eqs. (45), (46) is invariant under this operation, up for situations where the surface passes over the monopole singularities. This change can also be written in terms of the new sources, s µν + ∆s µν , s µ + ∆s µ , where, as ∂ϑ has no border, the additional pieces verify,
6 Dealing with Wilson surfaces I
Here, we will introduce a treatment to get rid of the Wilson surface S(C) in favor of its border C. In the next section, we will discuss under what conditions it can be effectively applied. Introducing auxiliary fields ζ µ , ζ µν , and a change of variables λ µ + g 2 s µ → λ µ , λ µν + gs µν → λ µν , we have,
(λµν −gsµν )(ζµν +kµν )+(
From eq. (59), we can also write,
Then, as long as x is not on the closed surface ∂ϑ, we have
is piecewise constant. It takes the value ±g/2, when x is inside ϑ, and it is zero outside. The plus or minus sign depends on whether the normal to ∂ϑ has internal or external orientation, respectively. On the other hand, ω 4 µ = ∂ µ ω 4 , where ω 4 is a multivalued phase; when a path linking the surface ∂ϑ is followed, it changes by an amount ∆ω 4 = ±g/2, while it does not change otherwise. Therefore, if we consider in eqs. (60) and (61) the transformation,
the last term containing d
µν gives a phase which is a trivial multiple of 2π, the second term is invariant, while the first term gives a change in the surface, that is, this transformation changes the Wilson surface, keeping its border C fixed.
Then, a natural question that arises is if it is possible, in the integrand of the Petrov-Diakonov representation, to get rid of the surface S(C) in favor of its border, or if the obstruction possed by monopoles, when they proliferate in a condensate, renders the surface observable. This type of discussion resembles the one presented in ref. [34] , about how to get rid of unobservable Dirac strings or worldsheets in favor of their borders, where monopoles are placed.
Then, let us consider the Hodge decomposition,
with,
that permits the identification of C µ , C µν as the fields only coupled to the Wilson loop C, while the fields ψ, ψ µ are the ones coupled with the whole surface S(C). Now, we will show that, in principle, by means of an appropriate change of variables, the Wilson surface could be decoupled, leaving only the effect of its border. For this aim, we leave the integration over the charged fields and ζ µ , ζ µν for the end, and analyze the integral over λ µ , λ µν first. Let us consider the term coupling ψ, ψ µ ,
For the initial Wilson surface, and sources s µ , s µν , we can assume without loss of generality J S(C) > 0. In addition, we can assume that a closed surface ∂ϑ exists, such that,
is nonzero. In this regard, note that it is enough to consider a small ϑ, as in this case J [∂ϑ] is given by the local value of ∂ 2 ψ, ∂ 2 ψ µ . If this value were zero for any ∂ϑ, we would have ψ ≡ 0, ψ µ ≡ 0, and the term coupling the surface would be automatically zero (here, we have supposed that these fields tend to zero at ∞). Now, let us include m times the closed surface ∂ϑ and define the sources s
m . This amounts to the transformation,
Now, we can take ∂ϑ oriented such that,
so that J S ′ (C) can be rendered negative for a large enough value of m. As, S ′ (C) can be continuously deformed into S(C), by shrinking ∂ϑ to zero, in this process an intermediate surface S 0 (C) must exist such that J S 0 (C) = 0 is verified.
Realization of symmetries and closure properties of the fields
There is a close parallel between treatment I, to get rid of the Wilson surface appearing in Petrov-Diakonov representation in favor of its border, where the Wilson loop is placed, and the one we introduced in ref. [34] , to get rid of unobservable Dirac defects in favor of their border, where the physical monopoles are placed. In that reference, we considered the Cho-FaddeevNiemi representation of the partition function in SU(2) Yang-Mills theory, in the Maximally Abelian gauge, which is given by eqs. (45), (46), but without the s-term. In those equations, the analog of the terms coupling the Wilson surface with the fields ψ, ψ µ in eq. (66) are the terms,
coupling the Dirac strings x s (σ) and worldsheets x w (σ 1 , σ 2 ) with the fields B µ and B µν , in the Hodge decomposition of λ µ and λ µν , respectively,
Then, we performed a change of variables associated with a gauge transformation S in the trivial topological sector, along the local third color direction n with multivalued phase χ. As ∂ µ ∂ µ χ = 0, the MAG condition is preserved and the effect is that of introducing a closed Dirac string or worldsheet. In this manner, we showed that it is always possible to choose the Dirac defects so as to nullify the B µ , B µν dependent part, leaving only the coupling between their borders, where the monopoles are placed, and the fields φ, φ µ . Therefore, the phenomenon that would preclude the implementation of treatment I, for Wilson surfaces, is some dual version of the one that would preclude the implementation of the treatment above, for Dirac defects.
In this regard, note that the substitutions,
with ω and ω µ smooth well-defined fields, are always acceptable changes of variables, although, because of the monopoles, the effective theory for the ensemble of defects will not be invariant under them. On the other hand, as we have seen in §6, the possibility of writingW (C) only in terms of C, with no reference to S(C), depends on the possibility of considering the substitutions (74), with ω = ω 3 and ω µ = ω 4 µ , which in terms of the fields in eq. (72) are given by,
as acceptable changes of variables. As we will see in the next subsections, this is not always possible, and depends on how the symmetries of the effective theory for the ensemble of defects is realized.
Three Dimensions
In three dimensions, at large distances, correlated monopoles and center vortices could be replaced by a path-integral over order parameters. As center vortices are the worldlines for point-like objects, these parameters naturally include vortex fields, minimally coupled to λ µ = ∂ µ φ + B µ . In this regard, the model introduced in ref. [10] , written just in terms of a vortex field V (x), would be reobtained as a consequence of Abelian dominance, associated with a gap in the B µ sector, which represents the off-diagonal charged currents (see refs. [29] , [43] ). Because of the Z(2) properties of the vortex sector, the effective model should display a Z(2) global phase symmetry. Therefore, terms of the form V 2 +V 2 are expected, as well asV V , (V V ) 2 (see ref. [10] ). Now, we have seen that a change of surface S(C) can be understood as a local Z(2) transformation of the dual fields. However, the closure properties for the change λ µ + ∂ µ ω 3 depends on those for local Z(2) ω 3 -transformations of the order parameters.
When there is no Z(2) SSB, the places where the phase is discontinuous are not correlated with the order parameters, the transformation above is a closed one, and procedure I can be implemeted. In this case, the theory displays a local Z(2) symmetry, and presumably a perimeter law. For a discussion of local discrete transformations in 3D, see refs. [43] , [44] .
On the other hand, when monopoles and center vortices proliferate, the vaccum is expected to spontaneously break the global Z(2) symmetry. In this case, the vortex fields have to be zero on the phase defects. This is to guarantee the single valuedness of them, a fundamental property that gives all the topological structure to these theories. In other words, when the global Z(2) is spontaneously broken, changes of variables with phases ω 3 are not acceptable, as the fields produced would not verify the above mentioned correlation.
Four dimensions
In §5.2, we have seen that if not for the monopoles, the integrand of the representation ofW (C) would depend on C, and not on S(C). In addition, even when monopoles are present, it seems possible to make a change of variables to decouple S(C) in favor of its border C. However, similarly to the three dimensional case, although at large distances the substitutions in eq. (63) are apparently symmetries of the effective action for the defects, they can be used as a change of variables, to implement the decoupling of S(C), only if they satisfy a closure property. That is, if the closure of φ → φ µ +∂ µ ω 4 is not spontaneously broken by the structure of the vacuum in the effective theory for the defects.
In four dimensions, the discussion about the possible effective theories, order parameters and their symmetries is more difficult than in the 3D case, as the monopoles are string-like and can propagate on pairs of center vortex worldsheets.
One possibility is that, as the dual vector field φ µ is coupled with closed string-like monopoles, the φ µ theory could be considered as gauge invariant under regular gauge transformations φ µ → φ µ + ∂ µ α, with ∂ µ φ µ = 0 in eq. (73) acting as a gauge fixing condition explicitly breaking the local transformations.
A gauge variant operator is a would be order parameter to test SSB for a gauge symmetry. If it happens to exist with the property,
then, necessarily, g|Ω = |Ω , that is, SSB for gauge transformations. However, according to Elitzur theorem [45] , gauge transformations cannot be spontaneously broken. At the nonperturbative level, there is no gauge variant operator with a nonzero expectation value (for a discussion in the context of confinement, see refs. [8, 9] ). What can be spontaneously broken is the subgroup of "global" gauge transformations that remains after a gauge fixing is implemented. An order parameter to explore the realization of this symmetry must be something invariant under gauge transformations and variant under global transformations. This can be constructed for different gauge fixings. In our case, in the dual φ µ -theory it could be considered of the form [8, 9] ,
where D(x) is the Green function for the Laplacian operator, andΦ(x) is an effective complex field minimally coupled to φ µ , representing the loop-like monopoles. This is invariant under local regular phase transformations φ µ → φ µ + ∂ µ α(x),Φ → e iα(x)Φ , while it transforms under spacetime independent ones,Ô → e iαÔ . It is interesting to underline that the explicit form for ∂ µ ω 4 is,
Using Stokes' theorem, this can be written only in terms of ∂ϑ, the manifold where the added closed Wilson surface is placed (for a discussion in the context of thin center vortices and Dirac worldsheets, see refs. [40, 41, 34] ). Therefore, as the index structure in eq. (78) implies ∂ µ ∂ µ ω 4 = 0, the order parameter in eq. (77) also transforms under multivalued transformations
. This means that spacetime independent transformations are spontaneously broken if and only if the large ones, introducing closed Wilson surfaces, are.
In other words, when the vacuum is invariant under spacetime independent phases, the Wilson surfaces are unobservable, as they can be changed by the introduction of closed Wilson surfaces that do not change the vacuum. When the spacetime independent phase transformations are spontaneously broken, the large dual gauge transformations would also be broken. This would imply that the vacua in the presence of different Wilson surfaces are different (observable surfaces).
In terms of the path-integral, the calculations can be done by using, instead of the gauge invariant order parameter without gauge fixing, the path-integral over the complex field Φ and the gauge fixing condition [8, 9] . In our case, from eq. (73), this corresponds to replacing in eq. (45),
When the spacetime independent phase transformations are spontaneously broken, in the language of path-integrals this corresponds to the fact that the boundary conditions imposed on Φ, at infinity, are not closed under global transformations. This occurs together with the spontaneous breaking of the closure properties under multivalued phase ω 4 -transformations, they cannot be accepted as the produced Φ would be nonzero on the closed surface were the phase ω 4 is ill-defined. Again, the necessity of a correlation between places of false vacuum and places where the phases are ill-defined is a fundamental property of SSB theories, and is associated with their topological structure.
On the other hand, if no SSB were present, the ω 4 -transformations would be acceptable changes of variables. As ∂ µ ∂ µ ω 4 = 0, the φ µ gauge fixing in eq. (73) is unaltered, and the only effect in the integrand ofW (C) would be the introduction of closed Wilson surfaces. Then, in this case, we could follow treatment I to decouple the Wilson surface in favor of its border C.
In fact, it could happen that the gauge symmetry in the effective theory for monopoles could be explicitly broken in a manner that cannot be interpreted as a simple gauge fixing. This would be similar to what happens in the effective representation of compact QED(3) in terms of the dual field φ. Although the dual representation seems to display a continuous symmetry φ → φ + const. (cf. eq. (72)), the effective Polyakov model [13] only displays a discrete one, as it already assumes a possible vacuum, belonging to a discrete set, at infinity (for a review, see ref. [46] ).
Another source of confinement is obtained by noting that for correlated defects, in the path-integral in eq. (45) we have products of variables of the form,
that is, the monopole loops create and annhilate pairs of loop-like defects that propagate on the center vortex worldsheets with half the magnetic charge of the monopoles. Under the substitution φ µ → φ µ + ∂ µ ω 4 , the monopole loop variables V 2 (C ± ) change by a factor, exp ±i(4π/g)∆ω 4 = exp ±2πi = 1, when the monopole links the additional closed Wilson surface, and it is also trivial when this surface is not linked. On the other hand, the halfcharge magnetic loop variables V (C ± ) are sensitive to the action of ω 4 -transformations. They change by a factor (−1)
link , depending on whether the magnetic loop is linked or not by the closed Wilson surface.
Therefore, in general, the phase that could spontaneously break the closure properties of ω 4 -transformations will be one combining the effect of monopoles and correlated center vortices. The variables V (C ± ) are dual to the Wilson loop order parameter, for the half-color charge quarks of the fundamental representation, that changes by (−1)
link , depending on whether or not the Wilson loop links the closed center vortices.
Dealing with Wilson surfaces II
Now, the question is what to do in the case where the closure properties for ω 3 and ω 4 transformations are spontaneously broken. The point is that now W in eqs. (45) and (46) contains a particular S(C) that cannot be decoupled by means of treatment I.
In order to answer this question, the natural procedure will be to consider φ and φ µ , in the Hodge decomposition (72), as multivalued fields when the Wilson loop C is linked, enjoying the properties,
Note that these φ, φ µ are a different kind of fields when compared with ω are concentrated on closed surfaces, these pieces satisfy,
In the present case, in three dimensions, because of eq. (84), the integral of ǫ µνρ ∂ ν ∂ ρ φ over an open surface with border P, crossed by the Wilson loop C, gives ±g/2. Then, using Stokes' theorem, the integral of ∂ µ φ along P gives ∆φ = ±g/2, while this change is zero on a path that does not link C.
That is, φ has to be considered as a multivalued field, when we go around the Wilson loop, so that it must be understood locally and on a given branch. This field can be replaced byφ(x), globally defined as a function of the point x on the Euclidean spacetime, and discontinuous at some surfaceΣ whose border is the Wilson loop C. Of course, the derivative of the multivalued phase cannot contain any singular term onΣ, so that the replacement must by done as follows,
where the second term is concentrated onΣ and compensates the δ-distribution onΣ originated when taking the derivatives of the discontinuous functioñ φ(x).
In four dimensions, φ µ must be considered as a vector field differently defined on two hemispheres of the closed surfaces S linking the Wilson loop. These hemispheres meet on a closed path P where the difference between φ µ continued from each one of the hemispheres is ∂ µ α, with α multivalued. This can be visualized by considering, for example, the Wilson loop contained in the x 0 = 0 hyperplane (a three-volume). If we stay on this hyperplane, the loop C is seen to be linked by the path P. If we continuously move to other hyperplanes with x 0 = 0, the Wilson loop will not be seen anymore, while the former path P will be seen to continuously shrink to a point, mapping both hemispheres in four dimensions, for positive or negative x 0 , forming the closed surface linked by C.
Precisely, because of eq. (84), the integral of ǫ µνρσ ∂ ν ∂ µ φ ν , over an open three-volume with border S, gives ±g/2 and can be equated via Gauss' theorem with the integral of ǫ µνρσ ∂ ρ φ σ over the closed surface S linked by C. This surface integral can be done on two hemispheres A and B, sharing the same border P, where φ µ takes the values φ Then, in eq. (72), the multivalued field φ µ must be understood locally and it can be replaced byφ µ (x), defined on the whole Euclidean spacetime as a function of the point x and discontinuous at some surfaceΣ, whose border is the Wilson loop C. Again, the derivatives of φ µ cannot contain any singular term onΣ, so that the replacement must by done as follows,
where the second term is concentrated onΣ and compensates the δ-distribution onΣ originated when taking the derivatives of the discontinuous vector field φ µ (x). As a consequence, thanks to the multivalued character of the fields, the factors containing the defects in eqs. (45), (46) become,
where we used,
In addition, the implicit constraints in eqs. (44), (49) become,
where we used that the sources s µ , s µν are concentrated on S(C), sharing the same border C withΣ. Therefore, using the above results, when considering multivalued dual fields φ, φ µ , we can represent the Wilson loop in eqs. (45), (46) according to,
where F B gf is the part of the measure fixing the condition for B µ , B µν ,
and in 4D Fφ gf is the part of the measure fixing the gauge forφ µ . In this manner,W (C) no longer refers to the particular surface S(C), initially introduced in the Petrov-Diakonov representation. In turn, the pathintegral over multivalued fields is equivalent to the integral over any possible surfaceΣ whose border is C, together with the path-integral over the fields φ,φ µ , discontinuous onΣ.
It is interesting to note that in ref. [39] , in the case of compact QED(3), it has been conjectured a correlation between the intervals where the dual field is defined and the surface independence of the Wilson loop. If the dual field lives on a finite interval, the Wilson surface would become observable. In particular, using a saddle point, the variational surface has been correlated with the places where the dual field jumps. In three dimensions, this can be compared with our procedure II, which is the natural one to apply when the closure properties under local ω 3 -transformations are violated because of Z(2) SSB. On the other hand, if the dual field is defined on the interval [−∞, +∞], it has been conjectured the independence on the initially considered Wilson surface. This can be compared with our procedure I, which in 3D is based on the consideration of closure properties for local transformations of the dual field φ, which accept the addition of phases mω 3 , with a large enough m.
Conclusions
In this work, we have analyzed a possible mechanism for confinement in pure Yang-Mills theories, in three and four dimensions, by discussing the closure properties of field transformations in the dual sector describing the ensembles of defects, as well as their consequences on the observability of the surfaces whose border is the Wilson loop C.
For this aim, we have considered the Petrov-Diakonov representation of the nonabelian Wilson loop W (C), combined with the Cho-Faddeev-Niemi decomposition of SU(2) gauge fields, which permits to write the averagē W (C) as a path-integral over SU(2) mappings. These mappings induce local framesn a in color space, whose defects represent not only the monopole sector [15] , [16] - [21] , but also a Z(2) center vortex sector [29] .
The interesting point is that the Petrov-Diakonov representation contains a Wess-Zumino term that must be written as an integral over a surface S(C), whose border is the Wilson loop.
If monopoles were absent, the Wess-Zumino term could be written just in terms of C, so that it is difficult to imagine an effective model, in the continuum, only based on closed center vortices and displaying an area law. On the other hand, in the presence of monopoles, all we can say is thatW (C) does not depend on the initially considered S(C). Then, a natural question that arises is if it exists some procedure to get rid of the surface S(C) in favor of its border C, in the integrand ofW (C), or if the obstruction possed by monopoles, when they proliferate in a condensate, renders this surface observable.
In order to discuss this question, we introduced dual fields λ µ , λ µν , in 3D and 4D, respectively, which turned out to be coupled with the magnetic defects. If the ensemble integration were performed, this coupling, together with the action for the defects inside the cores, and their interactions, would lead to an effective theory. Because of the monopoles, this theory cannot be symmetric under local smooth transformations of the form,
however, these transformations could be considered as an acceptable change of variables.
On the other hand, the independence ofW (C) on S(C) can be written as an invariance under the local substitutions,
µ , where ω 3 takes a constant value (±g/2) inside a closed surface and it is zero outside, while ω 4 µ = ∂ µ ω 4 , with multivalued ω 4 that changes by ∆ω 4 = ±g/2, when we go around a closed surface.
In four dimensions, in terms of the vector field φ µ appearing in the Hodge decomposition of λ µν , the above transformation reads φ µ → φ µ + ∂ µ ω 4 . In order to consider this substitution as a possible change of variables, it must satisfy a closure property. When this is the case, we have shown that it is possible to decouple, in the integrand ofW (C), the Wilson surface S(C) in favor of its border C (treatment I).
The situation here is quite symmetric with the decoupling of the Dirac worldsheets in the partition function, we have implemented in ref. [34] , based on the consideration of topologically trivial, large gauge transformations along the "diagonal" local directionn, leaving the MAG condition invariant and introducing closed Dirac worldsheets.
In the case where the Yang-Mills vacuum spontaneously breaks the closure properties for ω 4 -transformations, the question turned out to be what can be done to dispose of the initial arbitrary surface S(C). In that case, we were led to consider a different class of fields φ µ , multivalued when following the Wilson loop C (treatment II). That is, the dual vector potential φ µ must be considered as differently defined on two hemispheres of the closed surfaces linking the Wilson loop. This is the dual version of the vector potential C µ , when (chromo)magnetic monopole defects are present in the local framen a to decompose the gauge fields. In other words, φ µ must be thought of as a dual vector potential in the presence of the external (chromo)electric charges propagated on the Wilson loop.
This class of fields can be equivalently replaced by globally defined fields, functions of the point x on the Euclidean spacetime, and jumping at an arbitrary surface whose border is the Wilson loop C, adding an appropriate δ-distribution so as to compensate the effect of the jump on the field derivatives.
In this case, in the Wilson loop average, the initial Wilson surface S(C) is replaced by the integral on any possible surface whose border is C. That is, because of the spontaneous breaking of the closure properties for dual field transformations, the Wilson surfaces have become observable, thus signaling confinement.
A possible scenario for precluding these closure properties can be obtained by noting that φ µ is coupled with string-like monopoles. Then, the φ µ theory seems to be gauge invariant under regular gauge transformations, with ∂ µ φ µ = 0 acting as a gauge fixing condition.
In a gauge theory, gauge transformations cannot be spontaneously broken as according to Elitzur theorem [45] , at the nonperturbative level, there is no gauge variant operator with a nonzero expectation value (for a discussion in the context of confinement, see refs. [8] , [9] ). What can be spontaneously broken is the subgroup of "global" transformations that remains after a gauge fixing is implemented. An order parameter to explore the realization of this symmetry must be invariant under gauge transformations and variant under global ones.
For the condition ∂ µ φ µ = 0, the natural order parameter is variant under spacetime independent phase transformations. We have seen that this parameter is also variant under multivalued ω 4 -transformations. Then, if the vacuum spontaneously breaks one of them, the other will also be spontaneously broken. In this case, in terms of the path-integral, both types of changes of variables would not be acceptable. The spacetime independent phases would change the boundary conditions at infinity, while the large ones would introduce phases ill-defined in places where there is no false vacuum, violating a fundamental property associated with the topological structure of SSB theories.
Besides monopoles, carrying charge 4π/g, we also have a center vortex sector that could be correlated with them. As in four dimensions monopoles are loop-like, they could create pairs of loop-like defects, with half magnetic charge, propagating on pairs of center vortex worldsheets, a situation that can be described in terms of defects of the local color frame. For this reason, the possible effective theories in 4D are more complex than in 3D, where the point-like monopoles would create half magnetic charges propagating on vortex worldlines, that can be associated with effective fields. The variable associated with a half charge (2π/g) magnetic loop, coupled with φ µ , is a variant object. It changes sign when an ω 4 -transformation is performed, if the introduced closed Wilson surface has a nontrivial linking. This is dual to the Wilson loop variable, which is associated with loop sources carrying a half-color charge g/2, for quarks in the fundamental representation. In the latter case, closed center vortex worldsheets give a nontrivial effect when they link the Wilson loop. In addition, as the magnetic loops are created in pairs, the substitution φ µ → φ µ + ∂ µ ω 4 seems to be a local symmetry, although the effective theory for the dual fields, induced by the defects, is the one that will define if this corresponds to an acceptable change of variables or not.
It is also interesting to make a comparision with the disorder operator introduced in ref. [10] . At the canonical level, the algebra for a disorder operator, creating a magnetic loop with charge 2π/g, and a Wilson loop operator, implies that at least one of them must be associated with an observable surface (assuming clustering properties and that no massless particles exist).
On the other hand, in our path-integral representation, the loop variables are written in terms of the border of surfaces from the beginning. Not only the magnetic loops appear as the border of open center vortex worldsheets, coupled to the charged sector, but also the nonabelian Wilson loop is written in terms of S(C), in the associated Petrov-Diakonov representation.
The observability of these surfaces depends on a mechanism that precludes the implementation of treatment I, or some that precludes the decoupling of center vortex worldsheets. In this respect, for the latter case, we could try a treatment similar to that used for Dirac worldsheets, that was based on the closure properties of topologically trivial phase transformations, with multivaluedness ∆χ = 4π/g. However, we note that center vortex worldsheets cannot be changed by means of χ/2 phase transformations of the off-diagonal charged fields, as the associated SU(2) transformations would also introduce ideal center vortex defects on three-volumes. That is, center vortex worldsheets are expected to be observable. Summarizing, unlike the spacetime independent and possible infinitesimal "global" transformations [8, 9] , the ω 4 -transformations we have discussed here are on the one hand intimatelly related with a "global" subgroup in the dual theory for φ µ , and on the other, they are closely related with a dual local center group. The associated closure properties could be spontaneously broken by the effect of correlated monopoles and center vortex worldsheets. If this is the case, confinement would be explained as a phase where the surface in the Wess-Zumino term of the Petrov-Diakonov representation, for the nonabelian Wilson loop, becomes observable.
