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For non-negative real x0 and simple graphG,λx0,1(G) is theminimumspan over all labelings
that assign real numbers to the vertices of G such that adjacent vertices receive labels that
differ by at least x0 and vertices at distance two receive labels that differ by at least 1.
In this paper, we introduce the concept of λ-invertibility: G is λ-invertible if and only if
for all positive x, λx,1(G) = xλ 1
x ,1
(Gc). We explore the conditions under which a graph
is λ-invertible, and apply the results to the calculation of the function λx,1(G) for certain
λ-invertible graphs G. We give families of λ-invertible graphs, including certain Kneser
graphs, line graphs of complete multipartite graphs, and self-complementary graphs. We
also derive the complete list of all λ-invertible graphs with maximum degree 3.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
For simple finite graph G and non-negative real numbers r1, r2, . . . , rk, an L(r1, r2, . . . , rk)-labeling of G is a function L
from the vertex set V (G) into the non-negative reals such that, for 1 ≤ i ≤ k, the absolute difference between L(v) and
L(w) is at least ri if w and v are at distance i. The span of L, denoted as sp(L), is the absolute difference between the largest
and smallest labels assigned by L, and the smallest such span over all L(r1, r2, . . . , rk)-labelings of G is called the λr1,r2,...,rk-
number of G, denoted as λr1,r2,...,rk(G).
Commonly called distance-constrained vertex labelings, such functions arose in the literature as the graph-theoretic
outgrowth of Hale’s channel assignment problem [14] in which we seek the shortest possible interval of frequencies
(represented by vertex labels) from which to make assignments to transmitters (represented by vertices) subject to
the interference-reducing constraint that the smaller the distance between two transmitters, the greater the minimum
difference between their assigned transmission frequencies. It is thus natural that the most common considerations of
distance-constrained vertex labelings of G have required r1 ≥ r2 ≥ · · · ≥ rk, and have focussed on the derivation of
λr1r2,r3,...,rk(G). It is equally natural that the history of results on distance-constrained labelings is reflective of increasingly
general conditions on r1, r2, . . . , rk.
The seminal paper of Griggs and Yeh [13] dealt particularly with L(2r, r)-labelings for positive real r , which are
equivalent to L(2, 1)-labelings due to the fact that L is an L(r1, r2, . . . , rk)-labeling with span sp(L) if and only if cL is an
L(cr1, cr2, . . . , crk)-labeling with span c · sp(L). Therein, the authors derived λ2,1(G) for G in certain classes of graphs and
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cited various results useful in the establishment of λ2,1(G), including relationships between λ2,1(G) and ∆(G). Continuing
the study of L(2, 1)-labelings, Georges, Mauro, and Whittlesey [8] considered the relationship between λ2,1(G) and the
path-covering number q(Gc) of Gc , showing in particular that λ2,1(G) = |V (G)| + q(Gc)− 2 if q(Gc) ≥ 2. Shortly thereafter,
Georges andMauro [5] studied themore general L(j, k)-labelings for integers 1 ≤ k ≤ j, deriving a canonical form for λj,k(G)
and the λj,k-number of graphs in certain classes including cycles, paths, joins, and products. They and other authors have
since considered the λj,k-number of G in additional classes as well as the behavior of λj,k(G) as it relates to graph invariants
including clique-covering number, packing number, domination number, maximum degree, diameter, chromatic number,
and chromatic index; for surveys, see [1,12,19].
Extending the depth to which distance constraints are set, various authors have considered particular L(r1, r2, . . . , rk)-
labelings for which k = dia(G) and ri is the integer dia(G) − i + 1. Such a labeling is called a radio labeling (see [2]). Yet
recent works have relaxed even these conditions, specifying only that r1, r2, . . . , rk are arbitrary non-negative reals and 2 ≤
k ≤ dia(G). Under these general conditions, Griggs and Jin [9] have shown that as a function of (r1, r2, . . . , rk), λr1,r2,...,rk(G)
is continuous, non-decreasing, and piecewise linear with non-negative integer coefficients, thereby enabling new strategies
for the derivation of minimum spans. These results have inspired investigations of λx,1(G) for positive real x and various G
(see [7,10,11,16]). Clearly, by the results in [9], such functions are non-decreasing, continuous, piecewise linear functions of
the single variable x on [0,∞).
This paper continues the development of techniques for the derivation of λx,1-numbers for arbitrary positive real x.
Because the case x < 1 has been less well explored than the case x ≥ 1, we aim to explore graphs G for which there is
a formulaic relationship between λx,1(G) and λ 1
x ,1
(Gc), since knowledge of the latter for 1x > 1 will provide knowledge
of the former for x < 1. To motivate the discussion, we will begin with a brief look at the manner in which a distance-
constrained labeling L of G also serves as a distance-constrained labeling of Gc . Suppose that G is a connected graph that is
not complete and suppose that L is an L(x, 1)-labeling of G. Since V (G) = V (Gc), then L is also an assignment of reals to
the vertices of Gc ; moreover, if r is the smallest difference |L(v) − L(w)| such that v and w are distinct and not adjacent
in G, then L is an L(r, x, x, . . . , x)-labeling of Gc where the vector (r, x, x, . . . , x) has length equal to the greatest diameter
among the components of Gc . Thus 1x L is an L(
r
x , 1, 1, . . . , 1)-labeling of G
c . We also note that if Gc is connected, r ≥ 1, and
L is a λx,1-labeling of Gwith span sp(L), then L is a λr,x,x,x,...,x-labeling of Gc , implying λx,1(G) = xλ rx ,1,1,...,1(Gc). (To see this,
suppose that some L(r, x, x, . . . , x)-labeling L′ of Gc exists with span smaller than sp(L). Then L′ is an L(x, r)-labeling of G.
Since r ≥ 1, L′ is also an L(x, 1)-labeling of G with span smaller than sp(L), a contradiction.) We additionally note that if G
has diameter 2, then r ≥ 1.
The foundational definition of this paper is that of λ-invertible graph, as follows.
Definition 1.1. The simple graph G is λ-invertible if and only if λx,1(G) = xλ 1
x ,1
(Gc) for all positive real x. 
We observe that G is λ-invertible if and only if Gc is λ-invertible. Moreover, the two λ-invertible graphs with smallest
orders are the self-complementary graphs K1 and P4 (since λx,1(P4) = x + 1 for all positive real x, implying λx,1(P4) =
x+ 1 = x( 1x + 1) = xλ 1x ,1(P4) = xλ 1x ,1(P
c
4); see [10]). In fact, K1 is the only λ-invertible complete graph, which implies that
if G is a λ-invertible graph with diameter d, then d ≥ 2 or G is K1. As we shall see later in Theorem 2.2, the Petersen graph
is also λ-invertible.
In Section 2 of this paper, we will develop general properties of λ-invertible graphs, while Section 3 considers λ-
invertibility of graphs of diameter 2. In Section 4, we study the relationship between λ-invertibility and maximum vertex
degree, identifying all λ-invertible graphs of maximum degree 3. Sections 5 and 6 give additional examples of non-self-
complementary and self-complementary invertible graphs, respectively.
Finally, we note that the continuity of λx,1(G) on [0,∞) implies that for any interval of non-negatives [a, b], λx,1(G) on
[a, b] is completely determined by λj,k(G) for positive integers j, k such that jk ∈ (a, b). Thus, throughout the paper, we will
move freely between λx,1-numbers and λj,k-numbers as clarity dictates.
2. General results on invertible graphs
Theorem 2.1. Let G be a λ-invertible graph with order n. Then
(1) λ1,1(G) = λ1,1(Gc);
(2) G and Gc are connected;
(3) G has diameter 2 if and only if Gc has diameter 2;
(4) the diameters of G and Gc are each at most 3. Moreover, dia (G) = 3 if and only if dia(Gc) = 3.
Proof. (1) This follows immediately from Definition 1.1.
(2) Since it cannot be the case that both G and Gc are disconnected, then with no loss of generality we assume to the
contrary that G is connected and Gc is disconnected. Since the disconnectedness of Gc implies that G has diameter 2, it
follows that λ1,1(G) = n − 1. Moreover, since Gc is disconnected, λ1,1(Gc) is bounded from above by one fewer than the
order of the largest component of Gc , contradicting (1).
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(3) If G has diameter 2, then n ≥ 3 and λ1,1(G) = n − 1. Hence by (1), λ1,1(Gc) = n − 1, implying by (2) that Gc has
diameter atmost 2. ButGc cannot be the complete graph Kn since no complete graph but K1 is λ-invertible. Thus dia(Gc) = 2.
A symmetric argument based on the λ-invertibility of Gc proves the result.
(4) With no loss of generality, suppose that G has diameter at least 4, implying n ≥ 5. Then the diameter of Gc is at most
2 (see [18, p. 76]). But since Gc is connected (by (2)) and Gc cannot be the complete graph Kn, it follows that dia(Gc) = 2,
contradicting (3). Thus dia(G) ≤ 3 and (by a symmetric argument) dia(Gc) ≤ 3. But by (2) and the fact neither G nor Gc can
be the complete graph Kn, it follows that G and Gc each have diameter 2 or 3. The result now follows from (3). 
Theorem 2.2. Let G be a graph such that G and Gc have diameter at most 2. Then G is λ-invertible.
Proof. Select arbitrary x > 0 and let L be a λx,1-labeling of Gwith span sp(L). Then due to the diameter assumptions, L is an
L(1, x)-labeling of Gc with span sp(L), implying that 1x L is an L(
1
x , 1)-labeling of G
c with span sp(L)x . Thus λ 1x ,1(G
c) ≤ sp(L)x .
Now suppose that λ 1
x ,1
(Gc) is strictly less than sp(L)x . Then we may find an L(
1
x , 1)-labeling L
′ of Gc with span s′ < sp(L)x .
But by the diameter assumptions, L′ is an L(1, 1x )-labeling of Gwith span s
′, implying that xL′ is an L(x, 1)-labeling of Gwith
span xs′ < sp(L), a contradiction. So λ 1
x ,1
(Gc) = sp(L)x . We therefore have sp(L) = λx,1(G) = x sp(L)x = xλ 1x ,1(Gc). 
In Theorem 2.1, we established a necessary condition for the λ-invertibility of G based upon the λ1,1-number of G. In
Theorem 2.4, we establish a necessary condition for the λ-invertibility of G based upon the λ0,1-number of G.
Definition 2.3. Let G be a graph. Then the clique-covering number ω(G) (respectively path-covering number q(G)) of G is the
cardinality of the smallest set S of vertex-disjoint cliques (paths) such that each vertex of G is incident to some clique (path)
in S. 
Theorem 2.4. Let G be a λ-invertible graph with order n. Then λ0,1(G) = χ(Gc)− 1 = ω(G)− 1.
Proof. By the piecewise linearity results of Griggs and Jin [9], there exist real x0 and non-negative integers a, b such that for
x ≥ x0, λx,1(Gc) = ax+b. Furthermore, due to the continuity results of [9], λ0,1(G) = limx→0 λx,1(G) = limx→0 xλ 1
x ,1
(Gc) =
limx→∞ 1xλx,1(G
c) = limx→∞ 1x (ax+b) = a. But by [5, see Theorems2.10 and5.5], x(χ(Gc)−1) ≤ λx,1(Gc) ≤ x(χ(Gc)−1)+c
where c is a particular graph invariant (constant). So x

χ(Gc) − 1 ≤ ax + b ≤ xχ(Gc) − 1 + c for all x ≥ x0, implying
a = χ(Gc)− 1.
The remainder of the result follows since ω(G) = χ(Gc). 
3. On invertible graphs with diameter 2
If G is a graph with order n and diameter 2, and if L is an L(j, k)-labeling of G, then no two distinct vertices of G receive the
same label under L. Thus, L induces a strictly increasing sequence of labels a1, a2, a3, . . . , an such that ai+1 − ai ≥ min{j, k}
for 1 ≤ i ≤ n− 1. Moreover, we say that L induces the sequence of vertices s =< x1, x2, . . . , xn > if and only if L(xi) = ai for
each i, 1 ≤ i ≤ n.
Theorem 3.1. Suppose G is a graph with order n and diameter 2 such that Gc has path-covering number q ≥ 1. Then
(1) λj,k(G) ≥ (q− 1)j+ (n− q)k for 1 ≤ jk , and
(2) λj,k(G) = (q− 1)j+ (n− q)k for 1 ≤ jk ≤ 2.
Proof. (1) Let L be an L(j, k)-labeling of G and let s = ⟨x1, x2, . . . , xn⟩ be the sequence of vertices induced by L. Let qL denote
the number of distinct pairs (xi, xi+1) of consecutive components of s that are not adjacent in Gc . Since ai+1− ai ≥ j for such
pairs of vertices and ai+1 − ai ≥ k otherwise, then the span of L is at least qLj + (n − 1 − qL)k. But qL ≥ q − 1 and jk ≥ 1,
implying the result.
(2) By (1), it suffices to find an L(j, k)-labeling of Gwith span (q− 1)j+ (n− q)k. Let s = ⟨x1, x2, . . . , xn⟩ be a sequence
of the n distinct vertices of G such that the number of distinct pairs (xi, xi+1) of consecutive components of s that are not
adjacent in Gc is q− 1. Let L be defined recursively as
L(xi+1) =
0 if i = 0
L(xi)+ j if i > 0 and xi and xi+1 are not adjacent in Gc
L(xi)+ k if i > 0 and xi and xi+1 are adjacent in Gc .
Then since jk ≤ 2, it is easily checked that L is an L(j, k)-labeling of Gwith span (q− 1)j+ (n− q)k, establishing (2). 
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Corollary 3.2. Suppose G is a graphwith order n such that G andGc have diameter 2. Suppose also that the path covering numbers
of G and Gc are qG and qGc respectively. Then
λx,1(G) =
(n− qG)x+ qG − 1 if
1
2
≤ x ≤ 1
(qGc − 1)x+ n− qGc if 1 ≤ x ≤ 2.
Proof. By Theorem 3.1, we have that for 1 ≤ jk ≤ 2, λj,k(G) and λj,k(Gc) are respectively (qGc − 1)j + (n − qGc )k and
(qG−1)j+(n−qG)k, implying that for 1 ≤ x ≤ 2, λx,1(G) andλx,1(Gc) are respectively (qGc−1)x+n−qGc and (qG−1)x+n−qG.
By Theorem 2.2, G is λ-invertible, implying that for 12 ≤ x ≤ 1, λx,1(G) = xλ 1x (Gc) = x

(qG − 1) 1x + (n − qG)
 =
(qG − 1)+ (n− qG)x. 
Definition 3.3. Let G be a non-trivial graph and let E ′ ⊆ E(G). Let p be a non-negative integer. Then a p-subdivision of G
along the edges of E ′, denoted as G ∗p E ′, is the graph obtained by inserting p new vertices along each edge in E ′. 
It can be readily checked that each member of the following four classes of graphs and its complement has diameter 2:
: Km,n ∗1{e} for 2 ≤ m ≤ n and e an arbitrary edge of Km,n;
: Kn ∗2{e} for n ≥ 3 and e an arbitrary edge of Kn;
: Kn ∗1 E(v) for n ≥ 3 and Ev the set of edges incident to arbitrary vertex v;
: (Kn × K2) ∗1{s} for n ≥ 2 and s an edge joining corresponding vertices in the two copies of Kn.
We note that C5 is isomorphic to both K3 ∗2{e} and K2,2 ∗1{e}, and that more generally, Kn ∗2{e} is isomorphic to
K2,n−1 ∗1{e}
c
. By Theorem 2.2, we have the following.
Corollary 3.4. The graphs in the four classes given above are λ-invertible. 
Theorem 3.5. For every positive integer except n = 2, 3, there exists a graph G with order n such that G is λ-invertible.
Proof. We exhibit K1 and P4 as λ- invertible graphs with orders 1 and 4. In the case n ≥ 5, we exhibit K2,n−3 ∗1{e} for any
edge e in E(K2,n) as a λ-invertible graph with order n. 
We conclude this section by deriving λx,1

K2,n−3 ∗1{e}

, a graph of order n, for n ≥ 6. To facilitate our discussion of
labelings, it will be convenient to denote K2,n−3 ∗1{e} by Yn and to characterize that graph as follows: Let X = {x1, x2, x3, x4}
and let Y = {y1, y2, . . . , yn−4}where X and Y are disjoint. Then Yn is the graphwith vertex set X Y such that the subgraph
of Yn induced by X is isomorphic to the path x1, x2, x3, x4 and each yi has neighborhood set {x1, x4}.
We observe that the subgraphs of Y cn induced by both Y
{x2} and Y {x3} are isomorphic to Kn−3, and that for
n ≥ 6, χ(Y cn ) = n− 3.
Theorem 3.6. For every n ≥ 6,
λx,1(Yn) =

n− 4+ x if 0 ≤ x ≤ 1
2
n− 6+ 5x if 1
2
< x ≤ 1
n− 1 if 1 ≤ x ≤ 2
n− 3+ x if 2 ≤ x ≤ n− 3
2x if x ≥ n− 3.
Proof. (i) 0 ≤ x ≤ 12 . We show λx,1(Yn) = n − 4 + x for 0 < x ≤ 12 , from which the result will follow by the continuity
of λx,1(Yn) at 0. Since Yn is λ-invertible, it suffices to consider λj,k(Y cn ) for
j
k ≥ 2. We first observe that the labeling L is
an L(j, k)-labeling of Y cn where L(yi) = (i − 1)j, L(x1) = k, L(x2) = (n − 4)j + k, L(x3) = (n − 4)j, and L(x4) = j + k.
Hence λj,k(Y cn ) ≤ (n − 4)j + k. Next we consider the subgraph Un of Y cn induced by Y
{x2, x3}. It is easily seen that Un
is isomorphic to the join of Kn−4 with 2K1. By [5], λj,k(Un) = (n − 4)j + k. Hence, λj,k(Y cn ) = (n − 4)j + k, which implies
λx,1(Y cn ) = (n− 4)x+ 1. Since Y cn is λ-invertible, the result follows.
(ii) 12 ≤ x ≤ 1. As in (i), it suffices to consider λj,k(Y cn ) for 1 ≤ jk ≤ 2. It is easily checked that Yn has path-covering
number q = n−5. So by Theorem 3.1 (2), λj,k(Y cn ) = (n−6)j+5k, implying that λx,1(Y cn ) = (n−6)x+5. The result follows
since Y cn is λ-invertible.
(iii) 1 ≤ x ≤ 2. Since Y cn has hamilton path x1, x3, y1, y2, . . . , yn−4, x2, x4, the path-covering number of Y cn is 1, and hence
by Theorem 3.1, λj,k(Yn) = (n− 1)k for 1 ≤ jk ≤ 2. The result thus follows.
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(iv) 2 ≤ x ≤ n− 3. It is readily seen that the following is an L(j, k)-labeling of Yn with span j+ (n− 3)k:
L(v) =

ik if v = yi
j+ (n− 4)k if v = x1
0 if v = x2
(n− 3)k if v = x3
j+ (n− 3)k if v = x4.
So it suffices to show that no L(j, k)-labeling of Yn exists with span j+ (n− 3)k− 1. Assume to the contrary that L′ is such a
labeling. For each i, 0 ≤ i ≤ n− 3, letΠi denote the partition of [0, j+ (n− 3)k− 1] given by the union of the three sets
Πi,1 =

hk, (h+ 1)k− 1|0 ≤ h ≤ i− 1,
Πi,2 =

hk+ j, (h+ 1)k+ j− 1|i ≤ h ≤ n− 4,
and
Πi,3 =

ik, ik+ j− 1.
Note that we are defining n− 2 distinct partitions of 0, j+ (n− 3)k− 1 and that each partitionΠi has n− 3 elements of
length k − 1 and one element of length j − 1. Now fix i, 0 ≤ i ≤ n − 3. Since Yn has diameter 2, then every element ofΠi
of length k − 1 contains the label of at most one vertex of Yn, implying that the element [ik, ik + j − 1] contains the labels
of at least three vertices. Furthermore, since no three vertices of X form an independent set, then [ik, ik + j − 1] contains
the labels of at most two elements of X and thus the label of at least one element of Y . As a result, neither x1 nor x4 has label
[ik, ik+ j− 1] since each is adjacent to every element of Y . Because iwas arbitrarily fixed, then neither x1 nor x4 has label inn−3
i=0 [ik, ik+ j− 1] = [0, (n− 3)k+ j− 1], contradicting the span of L′. Therefore λj,k(Yn) = (n− 3)k+ j, giving the result.
(v) n− 3 ≤ x. It is readily seen that the following is an L(j, k)-labeling of Yn with span 2j:
L(v) =

ik if v = yi
j+ (n− 4)k if v = x1
0 if v = x2
j if v = x3
2j if v = x4.
Thus λj,k(Yn) ≤ 2j. Since λj,k(C5) = 2j (see [5,10]) and Yn has a subgraph isomorphic to C5, then λj,k(Yn) = 2j. 
Corollary 3.7. For every n ≥ 6,
λx,1

Kn−2 ∗2{e}
 =

2 if 0 ≤ x ≤ 1
n− 3
(n− 3)x+ 1 if 1
n− 3 ≤ x ≤
1
2
(n− 1)x if 1
2
≤ x ≤ 1
(n− 6)x+ 5 if 1 ≤ x ≤ 2
(n− 4)x+ 1 if x ≥ 2.
Proof. It is easily checked that Y cn is isomorphic to Kn−2 ∗2{e}, from which the result follows by Theorem 3.6 and
Corollary 3.4. 
4. Relating λ-invertibility to the maximum degree of graphs
Let I∆(n) denote the collection ofλ-invertible graphswithmaximumdegree∆ and order n. LetI∆ denote
∞
n=1 I∆(n).We
observe that ifG ∈ I∆, then by Theorem2.1, bothG andGc are connected. ThusI0 = I0(1) = {K1}, and for∆ ≥ 1, I∆(m) = φ
for allm ≤ ∆+ 1.
Theorem 4.1. Let G be a graph with order n ≥ 2. Then:
(1) G has diameter 2 if both n ≥ 2∆(G)+ 1 and G is λ-invertible, and
(2) G is not λ-invertible if n ≥ ∆2(G)+ 2.
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Fig. 1. The graphs H1 and H2 .
Fig. 2. The six connected graphs with order 5, degree 3, and connected complement.
Proof. (1) Since∆(G) ≤ n−12 , then δ(Gc) = (n − 1) − ∆(G) ≥ n−12 . Thus, for arbitrary vertices v,w in V (Gc), the distance
between v and w in Gc is at most 2, implying that Gc has diameter at most 2. Since there are no λ-invertible graphs of
diameter 1, the result follows from Theorem 2.1.
(2) Each vertex v in V (G) is at most distance two from at most ∆2(G) + 1 other vertices (including v). Since n ≥
∆2(G)+ 2 ≥ 2∆(G)+ 1, there is a vertex in V (G) at distance 3 or more from v. The results follows from (1). 
Corollary 4.2. If G is a k-regular graph with diameter at least 3, then G is not λ-invertible.
Proof. Suppose to the contrary that G is λ-invertible. By Theorem 2.1, the diameters of G and Gc are each 3. Thus, since Gc is
λ-invertible, Theorem4.1(1) implies that n ≤ 2∆(G) = 2k and n ≤ 2∆(Gc) = 2(n−k−1). Hencewe have the contradiction
n ≤ 2k and n ≥ 2k + 2. (We also note that if G is a k-regular graph, then either G or Gc has diameter at most 2. So if G has
diameter at least 3, then G and Gc cannot have equal diameters, implying that G is not λ-invertible.) 
If G ∈ I∆, then by Theorem 4.1(2), the order of G is less than∆2(G)+ 2, thus implying that I∆ is finite. It readily follows
from Theorems 2.1 and 4.1 that I1 = φ and I2 = {P4, C5}. We next determine I3.
If G has order n and G ∈ I3(n), then by Theorem 4.1(2) and the immediately preceding observation, it follows that
5 ≤ n ≤ 10. Moreover, by Theorem 4.1(1), it also follows that for 7 ≤ n ≤ 10,G has diameter 2. We observe particularly
that if 8 ≤ n ≤ 10, then δ(G) = 3. (A vertex in G with degree 2 would be within distance two of at most 6 other vertices,
contradicting the diameter of the graph.) But the three-regular graphs with diameter 2 and orders 8, 9, or 10 are known
and given in Fig. 1 as H1 (the Petersen graph) and H2, each of which has a complement of diameter 2. Thus by Theorem 2.2,
I3(8) = {H2}, I3(9) = φ, and I3(10) = {H1}.
If G ∈ I3(7), then G and Gc have diameter 2 and hence δ(G) = 2. Noting that the number of vertices of degree 2 in G is
either one, three, or five, it can be checked that the only such graphs in I3(7) are K3,3 ∗1{e}, (K3 × K2) ∗1{s}, and K4 ∗1 E(v),
giving I3(7) =

K3,3 ∗1{e}, (K3 × K2) ∗1{s}, K4 ∗1 E(v)

.
Deferring consideration of I3(6) for the moment, suppose G ∈ I3(5). Then by Theorem 2.1, both G and Gc are connected,
implying that the size of G is 4, 5 or 6. By the compendium of order 5 graphs in [15], it thus follows that G is among the six
graphs pictured in Fig. 2. We show that none of these graphs is λ-invertible, giving I3(5) = φ.
It is easily checked that λ 1
2 ,1
(J1) = 2 and λ2,1(Jc1) = 5. Thus J1 cannot be λ-invertible. Moreover, since Jc1 = J6, J6 is not
λ-invertible.
Since λ2,1(J2) = 4 and λ 1
2 ,1
(Jc2) = 32 , J2 is not λ-invertible. Moreover, since Jc2 = J3, J3 is not λ-invertible.
The graph J4 is notλ-invertible by Theorem2.1, since J4 has diameter 2 and Jc4 (isomorphic to P5) does not have diameter 2.
Noting that J5 is self-complementary, we have λ0,1(J5) = 1 and χ(Jc5) − 1 = χ(J5) − 1 = 3. Thus, by Theorem 2.4, J5
cannot be λ-invertible.
Our investigation of I3(6) is made more complicated by the existence of precisely 27 non-isomorphic connected graphs
of order 6 and maximum degree 3 (see [15]). Only one of these graphs, K3,3 has a disconnected complement, leaving 26
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Fig. 3. The eight graphs in S2 .
Fig. 4. The seventeen graphs of S1 .
graphs for further consideration. Our approach is to partition the set S of these 26 graphs according to δ(G) = 1, 2, and 3;
particularly, for δ = 1, 2, 3, Sδ will denote the elements of S that have minimum degree δ. Noting that the sole element of
S3 is the 3-prism, we give the elements of S2 and S1 in Figs. 3 and 4, respectively.
By Theorem 2.1, the 3-prism G of S3 is not λ-invertible, for G and Gc have unequal diameters.
The eight graphs in S2 contain four complementary pairs: particularly, for 1 ≤ i ≤ 4, graphs Ai and Bi are complementary.
We observe that for i = 1, 2, λ1,1(Ai) = 4 and λ1,1(Bi) = 3, implying that neither Ai nor Bi is λ-invertible. We also note that
neither A3 nor B3 is λ-invertible since A3 and B3 have unequal diameters, 2 and 3 respectively. On the other hand, both A4
and B4 have diameter 2, and are thus λ-invertible. (Note that B4 is isomorphic to Y6, defined in the preceding section.)
There are 17 graphs in S1, which we organize in Fig. 4 according to the number of vertices of degree 2 (necessarily 0, 2,
4). None of these graphs is λ-invertible, for reasons given in Table 1. We have thus shown the following:
Theorem 4.3. There are precisely 7 graphs in I3; two of order 6, three of order 7, one of order 8, and one of order 10. Each graph
has diameter 2. 
5. Some examples of λ-invertible graphs
In this section, we consider two families of graphs, the Kneser graphs and the line graphs of completemultipartite graphs,
within each of which we identify subfamilies of graphs that are λ-invertible. In the former subfamily (a subfamily of Kneser
graphs discussed in section (i)), we use existing results, together with the properties of λ-invertibility, to obtain formulas
for λx,1(G) where G is the line graph of a complete graph. For the latter subfamily (a subfamily of line graphs of complete
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Table 1
Analyses of graphs with order 6 and maximum degree 3.
Graphs λ-invertible Justification
G1 No λ1,1(G1) = 3, λ1,1(Gc1) = 4
G2 No dia(G2) = 3, dia(Gc2) = 2
G3 No dia(G3) = 3, dia(Gc3) = 2
G4 No λ 1
2 ,1
(G4) = 2, λ2,1(Gc4) = 5
G5 No dia(G5) = 4
G6 No dia(G6) = 4
G7 No dia(G7) = 4
G8 No dia(G8) = 4
G9 No λ1,1(G9) = 3, λ1,1(Gc9) = 4
G10 No λ1,1(G10) = 3, λ1,1(Gc10) = 4
G11 No dia(G11) = 3, dia(Gc11) = 2
G12 No λ 1
2 ,1
(G12) = 2, λ2,1(Gc12) = 5
G13 No λ2,1(G13) = 5, λ 1
2 ,1
(Gc13) = 2
G14 No dia(G14) = 4
G15 No dia(G15) = 4
G16 No dia(G16) = 3, dia(Gc16) = 2
G17 No dia(G17) = 4
multipartite graphs discussed in section (ii)), we pay particular attention to L(G)where G is complete bipartite. Noting that
Ka1 × Ka2 is isomorphic to L(Ka1,a2), we then use the properties of λ-invertibility, together with new and existing results on
the λx,1-number of Ka1 × Ka2 , to obtain λx,1(Ka1 × Ka2) and λx,1

(Ka1 × Ka2)c

for all non-negative x.
(i) Kneser graphs and line graphs of complete graphs.
For positive integers n andm such that n > 2m ≥ 4, Kneser graph K(n,m) is the  n−mm -regular graph on  nm  vertices such
that (1) V

K(n,m)

is the set of allm-element subsets of {1, 2, 3, . . . , n}, and (2) two vertices of V K(n,m) are adjacent if
and only if the two vertices are disjoint. It is shown in [17] that the diameter of K(n,m) is ⌈ m−1n−2m⌉ + 1. Thus the diameter
of K(n,m) is 2 precisely for n ≥ 3m− 1. Furthermore, K(n,m)c has diameter 2, giving the following result by Theorem 2.2
and Corollary 4.2.
Theorem 5.1. K(n,m) is λ-invertible if and only if n ≥ 3m− 1. 
The Kneser graph K(n, 2) is therefore λ-invertible for n ≥ 5. Erman et al. [3] established the following result for r ≥ 2:
λx,1

K(2r + 1, 2) =

2r + (r − 1)x if 0 ≤ x ≤ 1
r
(2r2 + r − 1)x if 1
r
≤ x ≤ 1
2r2 + r − 1 if 1 ≤ x ≤ 3
(2r − 2)x+ 2r2 − 5r + 5 if 3 ≤ x
λx,1

K(2r + 2, 2) =

2r + 3rx if 0 ≤ x ≤ 1
r
(2r2 + 3r)x if 1
r
≤ x ≤ 1
2r2 + 3r if 1 ≤ x ≤ 3
(2r − 1)x+ 2r2 − 3r + 3 if 3 ≤ x.
They also note that K(n, 2) is isomorphic to L(Kn)c (the complement of the line graph of Kn). Theorem 5.1 thus implies the
complete behavior of λx,1(L(Kn)) for n ≥ 5.
Corollary 5.2. For r ≥ 2,
λx,1

L(K2r+1)
 =

(2r − 2)+ (2r2 − 5r + 5)x if 0 ≤ x ≤ 1
3
(2r2 + r − 1)x if 1
3
≤ x ≤ 1
2r2 + r − 1 if 1 ≤ x ≤ r
(r − 1)+ 2rx if r ≤ x
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λx,1

L(K2r+2)
 =

(2r − 1)+ (2r2 − 3r + 3)x if 0 ≤ x ≤ 1
3
(2r2 + 3r)x if 1
3
≤ x ≤ 1
2r2 + 3r if 1 ≤ x ≤ r
3r + 2rx if r ≤ x. 
(ii) The line graphs of complete multipartite graphs.
For integer p ≥ 2, let a1, a2, . . . , ap denote positive integers such that a1 ≤ a2 ≤ a3 ≤ · · · ≤ ap andpi=1 ai = n. We
denote the complete p-partite graph with parts of sizes a1, a2, . . . , ap by Ka1,a2,...,ap .
LetG = (V , E) be isomorphic to Ka1,a2,...,ap . It is easily argued that L(G) has diameter atmost 2 as follows: If |E| = 1, thenG
is isomorphic to K2 and L(K2) is isomorphic to K1 which has diameter 0. Thus suppose |E| ≥ 2. Let {a, b} and {c, d} be distinct
edges in E. If
{a, b}{c, d} = 1, then vertices {a, b} and {c, d} in L(G) are adjacent in L(G). And if {a, b}{c, d} = 0,
then either {a, c} or {a, d} is an edge in G, implying the existence of a path of length two in L(G) from vertex {a, b} to
vertex {c, d}. However, since L(K2,3)c is isomorphic to C6, it holds that not all complete p-partite graphs have line graphs
with complements of diameter at most 2. We thus will derive necessary and sufficient conditions on a1, a2, . . . , ap under
which L(Ka1,a2,...,ap)
c has diameter at most 2, which in turn will allow an appeal to Theorem 2.2. for the establishment of
λ-invertibility.
Select G = (V , E) isomorphic to Ka1,a2,...,ap , not K1,1. Then |E| ≥ 2, and hence we may select two distinct vertices {a, b}
and {c, d} of L(G)c . If {a, b}{c, d} = 0, then vertices {a, b} and {c, d} of L(G) are not adjacent in L(G), implying that they
are adjacent in L(G)c . On the other hand, if
{a, b}{c, d} = 1, then with no loss of generality, a = c , and the distinct
vertices a, b, d of G are incident to 2 or 3 parts of G. We show the existence of a path of length 2 from {a, b} to {a, d} in L(G)c
by considering the cases p = 2, p = 3, p = 4, and p ≥ 5.
Case 1. p ≥ 5. Then there exist (at least) 2 distinct parts of G neither of which contains a, b, or d. Thus there exist distinct
vertices g and h in these two respective parts, implying that {g, h} is a vertex of L(G) adjacent to neither {a, b} nor {a, d} in
L(G). Therefore {a, b}, {g, h}, {a, d} is a path of length 2 in L(G)c .
Case 2. p = 4. We show that a path of length 2 exists from {a, b} to {a, d} in L(G)c if and only if a1 + a2 + a3 ≥ 4.
⇐H If a1 + a2 + a3 ≥ 4, then a1 ≥ 1, a2 ≥ 1, a3 ≥ 2 and a4 ≥ 2, implying the existence of vertices g and h in distinct
parts of G such that neither g nor h is in {a, b, d}. Thus the vertex {g, h} in L(G) is adjacent to neither {a, b} nor {a, d} in L(G),
which concludes the argument as in the case p ≥ 5.
H⇒ Now suppose that a1 + a2 + a3 < 4. Then a1 = a2 = a3 = 1 and we may suppose that X, Y and Z are distinct
parts of Gwith cardinality one and respective elements x, y and z. Then in L(G), each vertex is adjacent to at least one of the
adjacent vertices {x, y} and {x, z}, implying that in L(G)c , no vertex is adjacent to both of the non-adjacent vertices {x, y} and
{x, z}. Thus L(G)c cannot have diameter at most 2.
Case 3. p = 3. We show that a path of length 2 exists from {a, b} to {a, d} in L(G)c if and only if a1 + a2 ≥ 4.
⇐H If a1+ a2 ≥ 4, then either a1 = 1 and 3 ≤ a2 ≤ a3 or 2 ≤ a1 ≤ a2 ≤ a3. In either case, we may select vertices g and
h in distinct parts of G so that neither g nor h is in {a, b, d}, which concludes the argument as in the case p ≥ 5.
H⇒ Now suppose a1 + a2 < 4. Then a1 = 1 and a2 = 1 or 2. If a2 = 1, we let distinct parts X and Y of G have
cardinality 1 with respective elements x and y. It is then easily checked that {x, y} is an isolated vertex in L(G)c . On the
other hand, if a2 = 2, then we let distinct parts X and Y of G have cardinality 1 and 2 respectively such that X = {x} and
Y = {y1, y2}. Then in L(G), each vertex is adjacent to at least one of the adjacent vertices {x, y1} and {x, y2}, implying that
in L(G)c , no vertex is adjacent to both of the non-adjacent vertices {x, y1} and {x, y2}. Thus L(G)c cannot have diameter at
most 2.
Case 4. p = 2. We show that a path of length 2 exists from {a, b} to {a, d} in L(G)c if and only if a1 ≥ 3.
⇐H If a1 ≥ 3, then a2 ≥ 3, and we may therefore select vertices g and h in distinct parts of G so that neither g nor h is
in {a, b, d}. Thus the vertex {g, h} in L(G) is adjacent to neither {a, b} nor {a, d} in L(G), which concludes the argument as in
the case p ≥ 5.
H⇒Now suppose that a1 < 3. If a1 = 1, thenG is isomorphic to K1,a2 , fromwhich it is easily seen that L(G)c is isomorphic
to a2K1 of infinite diameter. And if a1 = 2, then we may suppose that G has parts X = {x1, x2} and Y = {y1, y2, . . . , ya2}. It
then follows that {x1, y1} and {x2, y1} are adjacent vertices in L(G) and that every vertex in L(G) is adjacent to either {x1, y1}
or {x2, y1}. Thus {x1, y1} and {x2, y1} are non-adjacent vertices in L(G)c and no vertex in L(G)c is adjacent to both {x1, y1} and
{x2, y1}. Therefore L(G)c does not have diameter 2.
We have thus shown that if G is isomorphic to the complete p-partite graph Ka1,a2,...,ap where a1 ≤ a2 ≤ a3 . . . ≤ ap,
then L(G) has diameter 2 and L(G)c has diameter 2 under particular conditions on a1, a2, a3 and p. We therefore invoke
Theorem 2.2 as follows:
J.-O. Choi et al. / Discrete Applied Mathematics 160 (2012) 2116–2130 2125
Theorem 5.3. Suppose G is isomorphic to Ka1,a2,...,ap , where a1 ≤ a2 ≤ a3 ≤ · · · ≤ ap. Then L(G) is λ-invertible if and only if
either
: p ≥ 5, or
: p = 4 and a1 + a2 + a3 ≥ 4, or
: p = 3 and a1 + a2 ≥ 4, or
: p = 2 and a1 ≥ 3. 
We now turn our attention to λx,1

L(Ka1,a2)

where a1 ≥ 3. We note that since L(Ka1,a2) is isomorphic to Ka1 × Ka2 , it
suffices to consider λx,1(Ka1 × Ka2). (In what follows, we may represent Ka1 × Ka2 as an a1 × a2 array of vertices such that
the vertices in each row are pairwise adjacent and the vertices in each column are pairwise adjacent.) We begin with three
results, the first two of which were proved in [6].
Theorem 5.4 ([6]). For integers 2 ≤ a1 < a2,
λj,k(Ka1 × Ka2) =

(a1a2 − 1)k if 1 ≤ jk ≤ a1
(a2 − 1)j+ (a1 − 1)k if jk ≥ a1. 
Theorem 5.5 ([6]). For integers 2 ≤ a1 = a2,
λj,k(Ka1 × Ka1) =

(a21 − 1)k if 1 ≤
j
k
≤ a1 − 1
(a1 − 1)j+ (2a1 − 2)k if jk ≥ a1 − 1. 
Lemma 5.6. Let L be an L(j, k)-labeling of Ka1 × Ka2 with span sp(L) where 0 < jk ≤ 12 and a1 ≤ a2. Also let l =⟨l0, l1, l2, . . . , la1a2−1⟩ be the strictly increasing sequence of labels assigned to the vertices of Ka1 × Ka2 by L. Then
(1) li+1 − li ≥ j for 0 ≤ i ≤ a1a2 − 2;
(2) in any subsequence ⟨lh, lh+1, . . . , lh+a2⟩ of l, there exist components lx and lx+2 such that lx+2 − lx ≥ k;
(3) sp(L) ≥ a1(a2 − 2)+ 1j+ (a1 − 1)k.
Proof. Let s = ⟨v0, v1, v2, . . . , va1a2−1⟩ be the sequence of vertices of Ka1 × Ka2 such that li = L(vi) for 0 ≤ i ≤ a1a2 − 1.
To prove (1), we merely note that j < k and vi is at most distance two apart from vi+1.
To prove (2) and (3), we fix arbitrary subsequence l∗ = ⟨lh, lh+1, . . . , lh+a2⟩ of l and we let s∗ = ⟨vh, vh+1, . . . , vh+a2⟩.
Proof of (2): It suffices to show the existence of three consecutive components vx, vx+1, vx+2 of s∗ that are not mutually
adjacent. To that end, we observe that if vertices vx, vx+1, vx+2 are mutually adjacent for all x, h ≤ x ≤ h + a2 − 2, then
vh, vh+1, vh+2 are in the same row(column) of Ka1 × Ka2 , and that similarly vh+1, vh+2, vh+3 are in the same row(column) as
well. Hence vh, vh+1, vh+2 and vh+3 are in the same row(column). Proceeding inductively, we see that all a2 + 1 vertices of
s are in the same row(column), a contradiction of the dimensions of Ka1 × Ka2 .
Proof of (3): By (1) and (2), there exists x, h ≤ x ≤ h+ a2 − 2, such that li − li−1 ≥ j for h+ 1 ≤ i ≤ x, lx − lx+2 ≥ k, and
li−li−1 ≥ j for x+3 ≤ i ≤ h+a2. Thus lh+a2−lh ≥ (a2−2)j+k. Since l∗was arbitrary,we have lpa2−l(p−1)a2 ≥ (a2−2)j+k for
1 ≤ p ≤ a1−1, giving l(a1−1)a2−l0 ≥ (a1−1)

(a2−2)j+k
 = (a1−1)(a2−2)j+(a1−1)k.Moreover, by (1), la1a2−1−l(a1−1)a2 ≥
(a2 − 1)j. Thus sp(L) = la1a2−1 − l0 ≥ (a1 − 1)(a2 − 2)j+ (a1 − 1)k+ (a2 − 1)j =

a1(a2 − 2)+ 1

j+ (a1 − 1)k. 
We now state our main result of this subsection.
Theorem 5.7. For integers 3 ≤ a1 ≤ a2,
λx,1(Ka1 × Ka2) =

(a1a2 − 2a1 + 1)x+ a1 − 1 if 0 < x ≤ 12
(a1a2 − 1)x if 12 ≤ x ≤ 1
a21 − 1 if 1 ≤ x ≤ a1 − 1 and a1 = a2
a1a2 − 1 if 1 ≤ x ≤ a1 and a1 < a2
(a1 − 1)x+ 2a1 − 2 if x ≥ a1 − 1 and a1 = a2
(a2 − 1)x+ a1 − 1 if x ≥ a1 and a1 < a2.
Proof. If x ≥ 1, λx,1(Ka1 × Ka2) follows immediately from Theorems 5.4 and 5.5.
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To establish λx,1(Ka1 × Ka2) for 12 ≤ x ≤ 1, we appeal to the λ-invertibility of (Ka1 × Ka2)c , Theorem 3.1, and the fact that
Ka1 × Ka2 has path-covering number 1.
Now suppose 0 < x ≤ 12 . By Lemma 5.6, it suffices to find an L(j, k)-labeling of Ka1 × Ka2 with span

a1(a2 −
2) + 1j + (a1 − 1)k for 0 < jk ≤ 12 . To that end, we denote Ka1 × Ka2 as the indicated a1 × a2 array of vertices
vp,q, 0 ≤ p ≤ a1 − 1, 0 ≤ q ≤ a2 − 1:
v0,0 v0,1 v0,2 . . v0,a2−2 v0,a2−1
v1,0 v1,1 v1,2 . . v1,a2−2 v1,a2−1
v2,0 v2,1 v2,2 . . v2,a2−2 v2,a2−1
. . . . .
. . . . .
. . . . .
va1−1,0 va1−1,1 va1−1,2 va1−1,a2−2 va1−1,a2−1.
Now consider the hamilton path through Ka1 × Ka2 , commencing at v0,0, as indicated:
v0,0 → v0,1 → v0,2 → . . v0,a2−2 → v0,a2−1↓
v1,0 ← v1,1 ← v1,2 . . ← v1,a2−2 ← v1,a2−1↓
v2,0 → v2,1 → v2,2 → . . v2,a2−2 → v2,a2−1↓
v3,0 ← v3,1 ← v3,2 . . ← v3,a2−2 ← v3,a2−1↓
. . . . .
. . . . .
. . . . ..
Denoting this path byw0, w1, w2, . . . , wa1a2−1, we observe that we form an L(j, k)-labeling L of Ka1 × Ka2 if
: L(wi) is a strictly increasing function of i;
: L(wi+1)− L(wi) = jwheneverwi andwi+1 are on the same row;
: L(wi+1)− L(wi) = k− jwheneverwi andwi+1 are not on the same row.
Requiring the additional condition L(w0) = L(v0,0) = 0, such a labeling is given by
L(vp,q) =

p(a2 − 2)+ q

j+ pk if p is even
p(a2 − 2)+ a2 − 1− q

j+ pk if p is odd.
But if a1−1 is even (resp. odd), then the largest label assigned by L occurs at (p, q) = (a1−1, a2−1) (resp. (p, q) = (a1−1, 0))
and equals

a1(a2 − 2)+ 1

j+ (a1 − 1)k in each case, concluding the proof. 
Corollary 5.8. For integers 3 ≤ a1 ≤ a2,
λx,1

(Ka1 × Ka2)c
 =

(a1a2 − 2a1 + 1)+ (a1 − 1)x if 2 ≤ x
(a1a2 − 1) if 1 ≤ x ≤ 2
(a21 − 1)x if
1
a1 − 1 ≤ x ≤ 1 and a1 = a2
(a1a2 − 1)x if 1a1 ≤ x ≤ 1 and a1 < a2
(a1 − 1)+ (2a1 − 2)x if 0 < x ≤ 1a1 − 1 and a1 = a2
(a2 − 1)+ (a1 − 1)x if 0 ≤ x ≤ 1a1 and a1 < a2. 
6. On self-complementary graphs
We next turn our attention to non-trivial self-complementary graphs, which are necessarily of diameter 2 or diameter 3.
Examples include C5, P4, and J5 of Fig. 2. (For λx,1(C5), see [10].)
By Theorem 2.2, all self-complementary graphs of diameter 2 are λ-invertible. We note that if G is such a graph, then the
clique-covering number of G is equal to χ(G). Moreover, λx,1(G) = xλ 1
x ,1
(G), implying that λx,1(G) can be determined for
all positive x if λx,1(G) is known for either 0 < x < 1 or 1 < x. For illustration, we will establish the λx,1-number of each
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Fig. 5. The graphM2 .
member of the infinite family M1,M2,M3,M4, . . . of self-complementary hamiltonian graphs of diameter 2, where Mp is
defined as follows: consider the pairwise disjoint sets
A1 = {a1,1, a1,2, . . . , a1,p};
A2 = {a2,1, a2,2, . . . , a2,p};
B1 = {b1,1, b1,2, . . . , b1,p};
B2 = {b2,1, b2,2, . . . , b2,p};
C = {c}.
ThenMp is the smallest graph with vertex set A1

A2

B1

B2

C and edge set such that
: the subgraph induced by A1

A2 is isomorphic to K2p;
: each vertex in B1 is adjacent to each vertex in A1;
: each vertex in B2 is adjacent to each vertex in A2;
: c is adjacent to each vertex in B1

B2.
Noting that Mp is otherwise known as the C5-join of (Kp, K cp , K1, K
c
p , Kp) (see [4] for a discussion of such joins), we observe
thatM1 is isomorphic to C5 and we illustrateM2 in Fig. 5.
To establish λx,1(Mp), we first give some supporting notation. Suppose L is an L(j, k)-labeling of Mp. Since Mp has
diameter 2, the labels assigned by L must be distinct, forming a strictly increasing sequence l = ⟨l1, l2, . . . , l4p+1⟩ where
l1 = 0. Let lA = ⟨lθ1 , lθ2 , . . . , lθ2p⟩ be the strictly increasing subsequence of labels that are assigned to the vertices in A1

A2
and let lB,C denote the strictly increasing subsequence of labels that are assigned to vertices in B1

B2

C . Denote the
intervals
[0, lθ1), (lθ1 , lθ2), (lθ2 , lθ3), . . . , (lθ2p−1 , lθ2p), (lθ2p , sp(L)]
by I0, I1, . . . , I2p, respectively. (Note that I0 and I2p may be empty.) Clearly if lz is a component of lB,C , then lz ∈ Ih for some h.
Lemma 6.1. Let 2 ≤ jk ≤ 3. Then λj,k(Mp) ≥ (2p− 3)j+ 6k.
Proof. Suppose to the contrary that L is an L(j, k)-labeling with span sp(L) less than (2p− 3)j+ 6k and let l, lA, and lB,C be
defined as above. Observing that the vertices inA1

A2 aremutually adjacent,we note that for 1 ≤ h ≤ 2p−1, lθh+1−lθh ≥ j,
and therefore lθ2p − lθ1 ≥ (2p− 1)j.
We first claim that neither I0 nor I2p contains a label from lB,C . If I0 contains m ≥ 2 labels of lB,C , then lθ1 ≥ mk by
the distance two condition, implying by our initial observation that lθ2p ≥ mk + (2p − 1)j = (2p − 3)j + 2j + mk ≥
(2p− 3)j+ 4k+mk ≥ (2p− 3)j+ 6k. But this contradicts our assumed span of L. Therefore I0 contains at most one label of
lB,C . (A similar argument shows that I2p contains at most one label of lB,C .) Now, if I0 and I2p each contain precisely one label
of lB,C , then lθ1 ≥ k, lθ2p − lθ1 ≥ (2p− 1)j, and l4p+1 − lθ2p ≥ k, giving sp(L) = l4p+1 − l1 ≥ (2p− 1)j+ 2k ≥ (2p− 3)j+ 6k,
again providing a contradiction of the assumed span of L. We thus have that I0

I2p contains at most one label of lB,C . But
if I0 contains such a label and I2p does not, then by the pigeonhole principle, there exists Ih, 1 ≤ h ≤ 2p − 1, such that
Ih contains at least two labels of lB,C . Thus, by the distance conditions, lθ1 ≥ k, lθh − lθ1 ≥ (h − 1)j, lθh+1 − lθh ≥ 3k, and
lθ2p − lθh+1 ≥ (2p− h− 1)j. This gives sp(L) = l4p+1 ≥ (2p− 2)j+ 4k ≥ (2p− 3)j+ 6k, another contradiction. (A similar
argument shows the impossibility of the case in which I2p contains precisely one label of lB,C and I0 contains none.)
Since neither I0 nor I2p contains a label from lB,C , the 2p + 1 labels of lB,C are contained within the union of the 2p − 1
sets I1, I2, . . . , I2p−1. We argue that no set Ih in the union containsm ≥ 3 labels of lB,C . For if the contrary is true, then by the
distance conditions, lθh+1 − lθh ≥ (m+ 1)k, implying sp(L) = lθ2p ≥ (2p− 2)j+ (m+ 1)k ≥ (2p− 3)j+ 6k, a contradiction.
Thus, for 1 ≤ h ≤ 2p − 1, Ih contains at most two labels of lB,C . So by the pigeonhole principle, there exist sets Ih and Ih′
in the union each of which contains precisely two labels of lB,C . The distance conditions then imply lθh+1 − lθh ≥ 3k and
lθh′+1 − lθh′ ≥ 3k. Thus we have the contradiction sp(L) = lθ2p ≥ (2p− 3)j+ 6k. 
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Theorem 6.2. For integer p ≥ 3,
λx,1

Mp
 =

2p− 1 if 0 < x ≤ 1
3
2p− 3+ 6x if 1
3
≤ x ≤ 1
2
4px if
1
2
≤ x ≤ 1
4p if 1 ≤ x ≤ 2
(2p− 3)x+ 6 if 2 ≤ x ≤ 3
(2p− 1)x if x ≥ 3.
Proof. Since Mp is self-complementary and λ-invertible, it suffices to give λx,1(Mp) for x ≥ 1. We consider the cases
1 ≤ x ≤ 2, 2 ≤ x ≤ 3, and x ≥ 3.
Case 1. 1 ≤ x ≤ 2. It can be easily checked thatMp has a hamilton path and hence has path-covering number equal to one.
By Theorem 3.1, λj,k(Mp) = 4pk and the result therefore follows.
Case 2. 2 ≤ x ≤ 3. By Lemma 6.1, it suffices to demonstrate an L(j, k)-labeling of Mp with span (2p − 3)j + 6k. It is easily
checked that L is such a labeling where L(c) = (p− 2)j+ 4k and
L(a1,i) =

(i− 2)j+ 3k if 2 ≤ i ≤ p
0 if i = 1
L(a2,i) =

(2p− 1− i)j+ 3k if 2 ≤ i ≤ p
(2p− 3)j+ 6k if i = 1
L(b1,i) =

(2p− 1− i)j+ 4k if 2 ≤ i ≤ p
(2p− 3)j+ 5k if i = 1
L(b2,i) =

(i− 3)j+ 4k if 3 ≤ i ≤ p
ik if 1 ≤ i ≤ 2.
Case 3. x ≥ 3. We recall that the subgraph induced by A1 A2 is isomorphic to K2p. It follows that λx,1(Mp) ≥ λx,1(K2p) =
(2p − 1)x. It thus suffices to show a λj,k-labeling of Mp with span (2p − 1)j for jk ≥ 3. It is easily checked that L is such a
labeling where L(c) = (p− 1)j+ k, L(a1,i) = (i− 1)j, L(a2,i) = (2p− i)j for 1 ≤ i ≤ p, and
L(b1,i) =

(2p− 2)j+ 2k if i = 1
(2p− i)j+ k if 2 ≤ i ≤ p
L(b2,i) =

(i− 2)j+ k if 3 ≤ i ≤ p
ik if 1 ≤ i ≤ 2. 
We remark that the sequences of vertices induced by the strictly increasing sequences of labels assigned to the vertices
by the labelings of Cases 2 and 3 of Theorem 6.2 are identical. Particularly, this sequence s is the catenation of the following
sequences:
s1 = ⟨a1,1, b2,1, b2,2, a1,2⟩
s2 = ⟨b2,3, a1,3, b2,4, a1,4 . . . , b2,p−1, a1,p−1, b2,p, a1,p⟩
s3 = ⟨c⟩
s4 = ⟨a2,p, b1,p, a2,p−1, b1,p−1, . . . , a2,4, b1,4, a2,3, b1,3⟩.
s5 = ⟨a2,2, b1,2, b1,1, a2,1⟩.
We now complete our investigation of Mp by establishing λx,1(M2). We will be using the notation and terms defined
immediately prior to Lemma 6.1.
Lemma 6.3. Let 2 ≤ jk and p = 2. Then λj,k(Mp) ≥ 2j+ 4k.
Proof. Let L be an L(j, k)-labeling of M2 with span less than 2j + 4k and let τ = {α, β, γ } = {1, 2, 3}. Using arguments
identical to those given in Lemma 6.1, we have that no label of lB,C is in I0

I4, and that no m ≥ 3 distinct labels of lB,C are
in Ih, h ∈ τ . Thus with no loss of generality Iα contains labels of two distinct vertices bi,x and bi′,x′ in B1 B2 and Iβ contains
the labels of two distinct vertices in B1

B2

C . Now, either i = i′ or i ≠ i′. If the latter, then the length of Iα is at least
j + k since at least one endpoint of Iα is assigned to a vertex adjacent to either bi,x or bi′,x′ . Similarly, the length of Iβ is at
least 3k and the length of Iγ is at least j. Since these minimum lengths imply the contradiction sp(L) ≥ 2j + 4k, we have
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Table 2
λj,k-labelings ofM2 .
a1,1 b2,1 b2,2 a1,2 c a2,2 b1,2 b1,1 a2,1
2 ≤ jk ≤ 3 0 k 2k 3k j+ 2k j+ 3k 2j+ 2k 2j+ 3k 2j+4k
3 ≤ jk ≤ 4 0 k 2k j j+ 2k 2j 2j+ 2k 2j+ 3k 2j+4k
4 ≤ jk 0 k 2k j j+ 2k 2j 2j+ 2k 2j+ 3k 3j
that Iα contains the labels of two vertices bi,1, bi,2 in the same set Bi. With no loss of generality, suppose i = 1. Then either Iβ
contains the labels of b2,1 and b2,2 or Iβ contains the labels of b2,x and c . If the latter, then Iβ has length at least j+ 2k, Iα has
length at least 3k, and Iγ has length at least j, implying a contradiction to the assumed span of L as above. Thus we assume
that Iβ contains the labels of b2,1 and b2,2 and, by implication, Iγ contains the label of c .
If at least one endpoint of Iα (resp. Iβ ) is the label of a vertex in A1 (resp. A2), then the length of Iα (resp. Iβ ) is at least
j+ 2k. Since this leads to the immediately previous contradiction, we have that the endpoints of Iα are the labels of vertices
in A2 and the endpoints of Iβ are the labels of vertices in A1. So with no loss of generality
0 = L(a2,1) < L(b1,1) < L(b1,2) < L(a2,2) < L(c) < L(a1,1) < L(b2,1) < L(b2,2) < L(a1,2) = sp(L).
But L(b1,2) − L(a2,1) ≥ 2k, L(c) − L(b1,2) ≥ j, L(b2,1) − L(c) ≥ j, and L(a1,2) − L(b2,1) ≥ 2k, implying the contradiction
sp(L) ≥ 2j+ 4k. 
Theorem 6.4. For integer p = 2,
λx,1

Mp
 = λx,1M2 =

3 if 0 ≤ x ≤ 1
4
4x+ 2 if 1
4
≤ x ≤ 1
2
8x if
1
2
≤ x ≤ 1
8 if 1 ≤ x ≤ 2
2x+ 4 if 2 ≤ x ≤ 4
3x if x ≥ 4.
Proof. As in Theorem 6.2, it suffices to establish λx,1(M2) for x ≥ 1.
Case 1. 1 ≤ x ≤ 2. We appeal to Theorem 3.1 since the path-covering number of (self-complementary)M2 is 1.
Case 2. 2 ≤ x ≤ 4. By Lemma 6.3, it suffices to find an L(j, k)-labeling of M2 with span 2j + 4k. Such a labeling is given in
Table 2 in the two subcases 2 ≤ x ≤ 3 and 3 ≤ x ≤ 4. We note that the sequences of vertices induced by each of these
labelings are each equal to ⟨a1,1, b2,1, b2,2, a1,2, c, a2,2, b1,2, b1,1, a2,1⟩, which equals s (defined following Theorem 6.2).
Case 3. x ≥ 4. Similar to our strategy in Case 3 of Theorem6.2,weobserve that the subgraph inducedbyA1 A2 is isomorphic
to K4. Since λx,1(M2) ≥ λx,1(K4) = 3x, it suffices to show a λj,k-labeling ofM2 with span 3j for jk ≥ 4. Such a labeling is given
in Table 2. We note that the sequence of vertices induced by this labeling is equal to s. 
To close this section,wepoint out that the P4-join of (K cp , Kp, Kp, K
c
p ) (the graphMp−{c}) is a family of self-complementary
graphs of diameter 3 of which P4 is the only λ-invertible graph. It can be easily checked that for p ≥ 2, χ

Mp − {c}

equals
2p and that λ0,1

Mp−{c}
 = 2p−2. (We are aware of self-complementary graphs G of diameter 3 with χ(G)−1 = λ0,1(G),
yet G is not λ-invertible.)
In closing, we give the following:
Conjecture. The only self-complementary λ-invertible graph with diameter 3 is P4.
More generally, we have been unable to find any other diameter 3 graph that is λ-invertible.
Acknowledgments
The authors wish to thank the referees for their constructive comments that resulted in an improved paper.
References
[1] T. Calamoneri, The L(h, k)-labelling problem: a survey and annotated bibliography, Comput. J. 49 (2006) 585–608.
[2] G. Chartrand, D. Erwin, P. Zhang, F. Harary, Radio labelings of graphs, Bull. Inst. Combin. Appl. 33 (2001) 77–85.
[3] R. Erman, S. Jurečič, D. Král, K. Stopar, N. Stopar, Optimal real number graph labelings of a subfamily of Kneser graphs, SIAM J. DiscreteMath. 23 (2009)
1372–1381.
[4] A. Farrugia, Self-complementary graphs and generalisations: a comprehensive reference manual, University of Malta, 1999.
[5] J.P. Georges, D.W. Mauro, Generalized vertex labelings with a condition at distance two, Congr. Numer. 109 (1995) 141–159.
2130 J.-O. Choi et al. / Discrete Applied Mathematics 160 (2012) 2116–2130
[6] J.P. Georges, D.W. Mauro, M.I. Stein, Labeling products of complete graphs with a condition at distance two, SIAM J. Discrete Math. 14 (2000) 28–35.
[7] J.P. Georges, D.W. Mauro, Y. Wang, Labeling the r-path with a condition at distance two, Discrete Appl. Math. 157 (2009) 3203–3215.
[8] J.P. Georges, D.W. Mauro, M.A. Whittlesey, Relating path coverings to vertex labelings with a condition at distance two, Discrete Math. 135 (1994)
103–111.
[9] J.R. Griggs, X.T. Jin, Real number graph labellings with distance conditions, SIAM J. Discrete Math. 20 (2006) 302–327.
[10] J.R. Griggs, X.T. Jin, Real number labellings for paths and cycles, Internet Math. 4 (2007) 65–86.
[11] J.R. Griggs, X.T. Jin, Real number channel assignments for lattices, SIAM J. Discrete Math. 22 (2008) 996–1021.
[12] J.R. Griggs, D. Král’, Graph labellings with variable weights, a survey, Discrete Appl. Math. 157 (2009) 2646–2658.
[13] J.R. Griggs, R.K. Yeh, Labeling graphs with a condition at distance two, SIAM J. Discrete Math. 5 (1992) 586–595.
[14] W.K. Hale, Frequency assignment: theory and application, Proc. IEEE 68 (1980) 1497–1514.
[15] F. Harary, Graph Theory, Addison-Wesley, 1972.
[16] D. Král’, P. Skoda, Bounds for the real number graph labellings and application to labellings of the triangular lattice, SIAM J. Discrete Math. 22 (2008)
1559–1569.
[17] M. Valencia-Pabon, J. Vera, On the diameter of Kneser graphs, Discrete Math. 305 (2005) 383–385.
[18] D.B. West, Introduction to Graph Theory, Prentice Hall, 2001.
[19] Roger Yeh, A survey on labeling graphs with a condition at distance two, Discrete Math. 306 (2006) 1217–1231.
