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 The home advantage is a commonly accepted truth throughout sports 
performances.  This paper investigates the magnitude of the home advantage among 
NCAA Men’s Basketball teams.  It will then look to draw relationships between the 
magnitude of the home advantage and community aspects such as attendance, location, 
past program success, and social media presence.  Univariate and Multivariate models 
will be investigated. 
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CHAPTER 1:  MOTIVATION 
 “Defend this court!” 
 “It’s impossible to win there!” 
 Phrases like these are heard nearly every day in the sports industry among players, 
coaches, fans, and the press.  Discussions about the “home advantage” and how it may 
influence a game are often heard.   It is a phenomenon that most have come to understand as a 
given fact.   
Several studies have been done to prove that the “home advantage” does exist.  Most 
of these studies focus on the four major sports (baseball, basketball, football, and hockey) at the 
professional level.  All have found the similar result of the fact that it does seem to exist, with 
stronger evidence in basketball.   
 “Home advantages exist in nearly every sport. In some sports, those advantages are 
greater than others, but there is just something about playing in front of a home crowd that 
helps some teams play better.  While college football, the NFL and college basketball seem to 
lend themselves most to home advantages, the NBA actually has the highest home-winning 
percentage among the big sports.” (Coleman, 2011) 
What these studies fail to show is what causes this “home advantage” and whether it 
even matters.  Without knowing what may or may not be associated with the home advantage, 
a team can’t exploit it as an advantage.  Knowing that it simply exists provides no true insight in 
to how to adjust a team’s strategy other than accepting that they might have a harder time on 
the road. 
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There have been a few studies investigating the potential reasons why there is such a 
thing as home advantage.  “There are certainly reasons why home advantage exists, but there is 
an overall lack of significance found in studies associated with it. In general, there are six causes 
that have been theorized as the main reasons for home advantage. These causes are the 
advantage of playing in front of a home crowd and having their support, a familiarity with the 
facility, the lack of travel, referee bias, a normal daily routine, and the idea that one must 
protect the home court from the enemy.” (Billman, 2017)  
A few studies have shown that the referee bias is a common factor correlating with 
home advantage.  Others have attempted to quantify the unique environment of a stadium or 
arena with some evidence that it may be related.  Though studies show some relationships, very 
few show any relationship to the magnitude of the home advantage from one team to another 
using a set of variables.  Likely this because “the magnitude of the advantage is itself bound by 
the social context within which the team performs.” (Mizruchi, 1985).  Social context is a difficult 
idea to measure. 
Another area that lacks research is in college sports, specifically NCAA Men’s Basketball.  
College Arenas are often highly regarded.  They take up a large physical presence on college 
campuses.  They are often visited and discussed on any college visit.  They bring potential 
students, current students, and alumni together in one place.  Alumni support often runs deep 
with season tickets being passed down through generations.  Alumni watch parties often 
happen even outside of the college’s city.  College basketball often brings people together in the 
strength of the one thing they have in common: a love for their team.  They don’t even have to 
be a basketball fan, let alone a sports fan to pledge allegiance to their school’s team. 
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 In NCAA Men’s Basketball, it seems home court advantage phraseology runs 
throughout its fanbase.  Take ESPN’s College Gameday:  The college student sections are often 
strong and wild when College Gameday shows up to campus and the hosts give a lot of airtime 
to the importance of the “home advantage” relating it to both the home arena and the home 
crowd. 
This report attempts to quantify the community aspect surrounding an NCAA Men’s 
Basketball team and investigate their relationship with the “home advantage”.  Once it is 
determined what aspects of a team’s performance are affected by home advantage, the 
community measures will be investigated to see if there are any relationships among them 
with the magnitude of the advantage. 
If, in fact, there is a measurable association on a team’s performance based on an 
aspect of the community, the information could be utilized in a variety of ways.  A team could 
use the knowledge to better adjust the strategy for an upcoming game.  The school could use it 
for marketing material to sell more tickets and get more fans involved.  The team could use it to 
help build a case when it comes to picking up recruits.  The school could utilize it to build a case 
for improving an arena, moving an arena, or keeping it the exact same.   
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CHAPTER 2:  INTRODUCTION  
 The term “home advantage”, though commonly used, can mean different things, with 
the general idea being the benefit that a home team has over a visiting team.  In this paper, we 
will strictly define it as a team performing significantly better at home than on the road.  
  Observed values for a variety of variables relating to a team’s community and the 
magnitude of a home team’s advantage (based on performance) will be investigated to 
determine if there is any relationship among them.  As an observational study, results here are 
limited to observed relationships/correlations and no causations will be discovered.  It is 
impossible to know if one leads to the other, or if, in fact, they mutually drive and reinforce one 
another.   However, the information can still provide useful information. 
The relationship between the community measures and the magnitude of the home 
advantage in performance will be evaluated using a variety of statistical techniques which will all 
be compared to draw conclusions.  These techniques include classification trees, canonical 
correlation, and regression. 
  
  
5 
 
 
CHAPTER 3:  DATA 
CHAPTER 3.1:  DATA COLLECTION 
 This study will use NCAA Men’s Basketball teams from the Power 5 conferences (ACC, 
Big 10, Big 12, Pac 12, and SEC) as well as the Big East conference (due to their strong 
performance in basketball each year).  A total of  75 teams will be analyzed using data from the 
past five seasons (2014-2015, 2015-2016, 2016-2017, 2017-2018, 2018-2019). Data from each 
season is limited to only regular season games (no post-season) in which the team of interest 
played one of the other 74 teams. Thus, all in-season conference games are included as well as 
crossover games between the major conferences. 
Men’s NCAA Men’s Basketball Teams: 
ACC (15) Big 10 (14) Big 12 (10) Big East (10) Pac 12 (12) SEC (14) 
Boston College Illinois Baylor Butler Arizona Alabama 
Clemson Indiana Iowa State Creighton Arizona State Arkansas 
Duke Iowa Kansas DePaul California - Berkeley Auburn 
Florida State University Maryland Kansas State Georgetown Colorado Florida 
Georgia Tech Michigan Oklahoma Marquette Oregon Georgia 
Louisville Michigan State Oklahoma State Providence Oregon State Kentucky 
Miami Minnesota TCU Seton Hall Stanford LSU 
North Carolina Nebraska Texas Tech St. John’s California – Los Angeles Mississippi 
North Carolina State Northwestern West Virginia Villanova U of Southern California Mississippi State 
Notre Dame Ohio State Texas Xavier Utah Missouri 
Pittsburgh Penn State   Washington South Carolina 
Syracuse Purdue   Washington State Tennessee 
Virginia Rutgers    Texas A&M 
Virginia Tech Wisconsin    Vanderbilt 
Wake Forest      
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DETERMINING EXPLANATORY VARIABLES 
 There are a lot of aspects of a team’s community that can be considered when trying to 
define and quantify it.  The location of the school: city size, distance to a nearest NBA (National 
Basketball Association) team.  The type of school: private or public.  The size of the school.  The 
conference the school is in.  The size of the arena and how full it gets on game days.  The history 
of the basketball program.  The level of involvement by the fan base.  
 In order to define and quantify a variety of community aspects, the following variables 
were collected: 
CS = City Size 
PP = Public/Private 
SCH=School Size 
Conf=Conference 
YIC = Years in Conference 
Cap=Arena Capacity 
AHT=Average Home Attendance 
Crowd=Average Home Capacity Filled (percent) 
Pro=In State Pro Team (0=no, 1=yes) 
ProD=Distance to nearest pro team 
SSN=Student Section Nickname (0=no, 1=yes) 
CT=Conference Titles 
CTC=Conference Tournament Champions 
NCAA = NCAA Tournament Appearances 
SS=Sweet Sixteen Appearances 
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EE=Elite Eight Appearances 
FF=Final Four Appearances 
W=NCAA Champions 
AFB=Athletics Facebook page Likes 
ATW=Athletics Twitter page followers 
AIG=Athletics Instagram page followers 
BBFB= Men’s Basketball Facebook page likes 
BBTW= Men’s Basketball Twitter page followers 
BBIG= Men’s Basketball Instagram page followers 
DETERMINING RESPONSE VARIABLES 
 With the goal of this analysis being what community metrics are associated with the 
magnitude of the home team advantage, the magnitude must be measured.  There are two 
ways this magnitude is quantified.  The simplest being a single overarching measure of 
performance and the second being multiple variables measuring different aspects of a team’s 
performance.   
Univariate Model 
 Using a single response variable, it is important that it is a simple glance at the 
association of the home advantage from a holistic view.  Win Percentage Differential (WPD): the 
difference between a team’s winning percentage on the road compared to their winning 
percentage at home.  WPD is a good overall measure because it gets at the overall goal of a 
basketball team; to win. 
Win Percentage Differential: 
𝑊𝑃𝐷𝑁𝑒𝑏𝑟𝑎𝑠𝑘𝑎,2014 = 𝑊𝑃̅̅ ̅̅ ?̅?𝑜𝑚𝑒 𝐺𝑎𝑚𝑒𝑠,𝑁𝑒𝑏𝑟𝑎𝑠𝑘𝑎,2014 − 𝑊𝑃̅̅ ̅̅ ?̅?𝑤𝑎𝑦 𝐺𝑎𝑚𝑒𝑠,𝑁𝑒𝑏𝑟𝑎𝑠𝑘𝑎,2014 
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Multivariate Model 
 A more robust way being evaluating home advantage is to look at a variety of 
performance metrics to see if a team performs better regardless of whether they win or not.  
Hundreds of statistics are recorded at every NCAA men’s basketball game, but this paper is 
focused on a set of 34 performance metrics.  Most of the data collected comes from ESPN’s 
online data such as Field Goal Percentage, Assists, and Free Throws made.  Other metrics, such 
as Offensive rating, are calculated using formulas developed by Dean Oliver. (Oliver, 2004) 
Hypothesis Testing 
Method 
The 34 performance metrics collected were evaluated to determine which ones were 
significantly better at home than on the road for most teams.  Hypothesis tests were performed 
on each metric per team per season to determine if there was sufficient evidence to show that 
the metric is affected by the ‘home advantage’.  (This involved 34 x 75 teams, 34 x 6 
conferences, 34 x 1 overall, or 2,788 hypothesis tests.)   Below is a table that identifies for each 
performance metric, the metric abbreviation, the metric name, the histogram of the metric 
responses, the distribution that best fits the metric, and the hypotheses that will be tested to 
determine if the metric indicates a home advantage.  (The distribution is based on background 
knowledge of the metric (count vs ratio) and testing the strength of the distribution.  Some 
metrics although could be count or ratio, fit a normal distribution better than a negative 
binomial or gamma.) 
One-sided hypothesis tests were done on each metric based on the hypotheses related 
to that metric and a p-value is obtained.  The p-value is calculated based on the probability 
distribution of the away games and the probability that the average home metric (or a more 
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extreme value) would come from that distribution.  The null hypothesis is rejected if the p-value 
is less than 0.20. (alpha=0.20)  
𝑝 − 𝑣𝑎𝑙𝑢𝑒 = 𝑃(𝑋 < 𝑥|𝐻0) or 𝑝 − 𝑣𝑎𝑙𝑢𝑒 = 𝑃(𝑋 > 𝑥|𝐻0) (based on hypotheses) 
 With potential concern of independence, there is slight concern of an inflated type 1 
error, but for the purpose of this step (to simply limit the number of variables we look at later in 
the study), the potential for inflated type 1 error is not a major concern. 
 
 
Abbrev 
iation 
Metric Histogram 
Red = Away 
Teal = Home 
Distribution Hypotheses 
Tm Team Points 
 
Negative 
Binomial 
 
H0: TmH = TmA 
HA: TmH > TmA 
Opp Opponent 
Points 
 
Negative 
Binomial 
 
H0: OppH = OppA 
HA: OppH < OppA 
WM Win Margin 
 
Normal 
 
H0: WMH = WMA 
HA: WMH > WMA 
FG Field Goals 
made 
 
Normal 
 
H0: FGH = FGA 
HA: FGH > FGA 
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FGA Field Goals 
attempted 
 
Negative 
Binomial 
 
H0: FGAH = FGAA 
HA: FGAH > FGAA 
FG% Field Goal 
percentage 
 
Gamma 
 
H0: FG%H = FG%A 
HA: FG%H > FG%A 
3P 3-Point Field 
Goals made 
 
Negative 
Binomial 
H0: 3PH = 3PA 
HA: 3PH > 3PA 
3PA 3-Point Field 
Goals 
attempted 
 
Negative 
Binomial 
H0: 3PAH = 3PAA 
HA: 3PAH > 3PAA 
3P% 3-Point Field 
Goal 
Percentage 
 
Normal 
 
H0: 3P%H = 3P%A 
HA: 3P%H > 3P%A 
eFG% Effective Field 
Goal 
Percentage 
 
Gamma 
 
H0: eFG%H = eFG%A 
HA: eFG%H > eFG%A 
3PAr 3-Point 
Attempt Rate 
 
Gamma 
 
H0: 3PArH = 3PArA 
HA: 3PArH > 3PArA 
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TS% True Shooting 
Percentage 
 
Normal 
 
H0: TS%H = TS%A 
HA: TS%H > TS%A 
Ortg Offensive 
Rating 
 
Normal 
 
H0: ORtgH = ORtgA 
HA: ORtgH > ORtgA 
ORB Offensive 
Rebounds 
 
Negative 
Binomial 
 
H0: ORBH = ORBA 
HA: ORBH > ORBA 
ORB% Offensive 
Rebound 
Percentage 
 
Normal 
 
H0: ORB%H = ORB%A 
HA: ORB%H > ORB%A 
AST Assists 
 
Negative 
Binomial 
 
H0: ASTH = ASTA 
HA: ASTH > ASTA 
AST% Assist 
Percentage 
 
Normal 
 
H0: AST%H = AST%A 
HA: AST%H > AST%A 
Opp TOV% Turnover 
Percentage 
 
Gamma 
 
H0: Opp.TOV%H = 
Opp.TOV%A 
HA: Opp.TOV%H > 
Opp.TOV%A 
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DRtg Defensive 
Rating 
 
Normal 
 
H0: DRtgH = DRtgA 
HA: DRtgH < DRtgA 
DRB Defensive 
Rebounds 
 
Negative 
Binomial 
 
H0: DRBH = DRBA 
HA: DRBH > DRBA 
DRB% Defensive 
Rebound 
Percentage 
 
Gamma 
 
H0: DRB%H = DRB%A 
HA: DRB%H > DRB%A 
STL Steals 
 
Negative 
Binomial 
 
H0: STLH = STLA 
HA: STLH > STLA 
STL% Steal 
Percentage 
 
Gamma 
 
H0: STL%H = STL%A 
HA: STL%H > STL%A 
BLK Blocks 
 
Negative 
Binomial 
 
H0: BLKH = BLKA 
HA: BLKH > BLKA 
BLK% Block 
Percentage 
 
Gamma 
 
H0: BLK%H = BLK%A 
HA: BLK%H > BLK%A 
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Opp.TOV% Opponent 
Turnover 
Percentage 
 
Gamma 
 
H0: Opp.TOV%H = 
Opp.TOV%A 
HA: Opp.TOV%H > 
Opp.TOV%A 
Opp.eFG%  Opponent 
effective 
Field Goal 
PErcentage 
 
Gamma 
 
H0: Opp.eFG%H = 
Opp.eFG%A 
HA: Opp.eFG%H < 
Opp.eFG%A 
Opp ORB Opponent 
Offensive 
Rebounds 
 
Negative 
Binomial 
 
H0: Opp.ORBH = 
Opp.ORBA 
HA: Opp.ORBH < 
Opp.ORBA 
Opp TOV Opponent 
Turnovers 
 
Negative 
Binomial 
 
H0: Opp.TOVH = 
Opp.TOVA 
HA: Opp.TOVH > 
Opp.TOVA 
Tm.PF Team 
Personal 
Fouls 
 
Negative 
Binomial 
 
H0: Tm.PFH = Tm.PFA 
HA: Tm.PFH < Tm.PFA 
Opp.PF Opponent 
Personal 
Fouls 
 
Negative 
Binomial 
 
H0: Opp.PFH = 
Opp.PFA 
HA: Opp.PFH > 
Opp.PFA 
Tm.PF% Team 
Personal Foul 
Percentage 
 
Gamma 
 
H0: Tm.PF%H = 
Tm.PF%A 
HA: Tm.PF%H < 
Tm.PF%A 
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Opp.PF% Opponent 
Personal 
Fouls 
Percentage 
 
Gamma 
 
H0: Opp.PF%H = 
Opp.PF%A 
HA: Opp.PF%H > 
Opp.PF%A 
FT Free Throws 
made 
 
Negative 
Binomial 
 
H0: FTH = FTA 
HA: FTH > FTA 
FTA Free throws 
attempted 
 
Negative 
Binomial 
 
H0: FTAH = FTAA 
HA: FTAH > FTAA 
FT% Free Throw 
Percentage 
 
Normal 
 
H0: FT%H = FT%A 
HA: FT%H > FT%A 
FTr Free Throw 
Attempt Rate 
 
Gamma 
 
H0: FTrH = FTrA 
HA: FTrH > FTrA 
Tm.FT/FGA Free Throws 
per Field Goal 
Attempt 
 
Gamma 
 
H0: Tm.FT/FGAH = 
Tm.FT/FGAA 
HA: Tm.FT/FGAH > 
Tm.FT/FGAA 
Opp.FT/FGA  Opponent 
Free Throws 
per Field Goal 
Attempt 
 
Gamma 
 
H0: Opp.FT/FGAH = 
Opp.FT/FGAA 
HA: Opp.FT/FGAH < 
Opp.FT/FGAA 
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Pace Pace 
 
Gamma 
 
H0: PaceH = PaceA 
HA: PaceH > PaceA 
TRB% Total 
Rebound 
Percentage 
 
Gamma 
 
H0: TRB%H = TRB%A 
HA: TRB%H > TRB%A 
Opp STL Opponent 
Steals 
 
Negative 
Binomial 
H0: Opp.STLH = 
Opp.STLA 
HA: Opp.STLH < 
Opp.STLA 
Opp BLK Opponent 
Blocks 
 
Negative 
Binomial 
H0: Opp.BLKH = 
Opp.BLKA 
HA: Opp.BLKH < 
Opp.BLKA 
 
 
Results 
Evaluating all teams, the performance metrics that indicate statistically better 
performance by teams at home games than away games are Win Margin, Field Goals made, 
Three-Point Percentage, Offensive Rating, Offensive Rebound Percentage, Assist Percentage, 
Defensive Rating, and Free Throw Percentage.  The number of teams that had evidence of a 
home advantage with Win Margin was 74 teams, field goals made was 29 teams, three point 
percentage – 26 teams, offensive rating – 67 teams, offensive rebound percentage – 30 teams, 
assist percentage – 41 teams, defensive rating – 62 teams, and free throw percentage – 25 
teams. 
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The following table shows the average difference between Home and Away 
performance for these seven metrics for each conference with a * indicating that the difference 
is statistically significant. 
 ACC Big 10 Big 12 Big East Pac 12 SEC 
WM +7* +8* +9* +6* +10* +7* 
ORtg +4.6* +6.2* +6.2* +4.1* +6.7* +5.1* 
DRtg -5.0* -5.0* -6.1* -4.3* -7.2* -5.1* 
FG +0.5* +0.5* +0.6* 0.4* +1.0* 0.3* 
3P% 0.0% +1.4%* +1.4%* +0.5% +1.9%* +0.4% 
ORB% +0.6%* +0.5%* +0.4% +1.1%* +0.9%* +2.1%* 
AST% +4.7%* +4.6%* +3.3%* +3.4%* +5.7%* +4.2%* 
FT% +7.3%* +1.3%* +1.5%* +0.7%* +1.1%* +0.8% 
 
Transformation on these performance metrics will allow them to represent the 
magnitude of the home team and home court advantage.  In order to do this, the average Away 
performance is subtracted from the average Home performance for each metric.  The metric 
name will have a “D” at the end of it to indicate it is a differential measure.   
For example: Win Margin will become Win Margin Differential 
𝑊𝑀𝐷𝑁𝑒𝑏𝑟𝑎𝑠𝑘𝑎,2014 = 𝑊𝑀̅̅ ̅̅ ̅̅ 𝐻𝑜𝑚𝑒 𝐺𝑎𝑚𝑒𝑠,𝑁𝑒𝑏𝑟𝑎𝑠𝑘𝑎,2014 − 𝑊𝑀̅̅ ̅̅ ̅̅ 𝐴𝑤𝑎𝑦 𝐺𝑎𝑚𝑒𝑠,𝑁𝑒𝑏𝑟𝑎𝑠𝑘𝑎,2014  
One major benefit to doing this transformation is that now all response variables follow 
a normal distribution thanks to the Central Limit Theorem.  Each metrics distribution can be 
seen below with their range, mean, and standard deviation. 
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Univariate model – 1 response variable 
WPD 
?̅?: 0.254, 𝑠: 0.185 
min:-0.22, max:0.80 
 
 
Multivariate model – 8 response variables 
 
WMD 
?̅?:7.524, 𝑠:4.875  
min:-5.87, max:23.30 
ORtgD 
?̅?:5.459 , 𝑠:6.109  
min:-11.59, max:27.73 
DRtgD 
?̅?:-5.379 , 𝑠:6.020  
min:+24.42, max:10.96 
FGD 
?̅?:0.600 , 𝑠:1.952  
min:-4.978, max:5.756 
    
3PPD 
?̅?:0.009, 𝑠:0.052  
min:-0.14, max:0.13 
ORBPD 
?̅?:0.933 , 𝑠:4.241  
min:-12.488, max:14.27 
APD 
?̅?:4.020 , 𝑠:0.7.293 
min:-15.954, max:23.826 
FTPD 
?̅?:0.011 , 𝑠:0.052 
min:-0.166, max:0.155 
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CHAPTER 4: ANALYSIS 
4.1:  CLASSIFICATION TREES 
Method 
 For the purpose of this study, classification trees will provide a rough glimpse as to what 
community metrics may have a strong relationship without deeming whether or not a team has 
a home team advantage.   A regression tree is not a good candidate for the data due to the large 
amount of variance which a regression tree amplifies.  Trees are also not ideal for continuous 
variables. 
 In order to perform a classification tree, a class variable is required.  The class variable of 
home advantage – yes or no must be defined for both the singular response variable, WPD and 
the multiple response variables.  For WPD, the home team advantage variable will be 
considered a yes if a team x season combination has a WPD greater than or equal to zero.  For 
the multiple response variables, the home team advantage variable will be considered a yes if a 
team x season combination has at least five of the eight variables with a home performance 
better than an away performance (greater than or equal to zero). 
 Classification trees are attractive because of their flexibility and their ability to be easily 
interpreted.  A tree contains a number of nodes that represent a particular community variable 
and splits the data into two groups based on the value of that variable.  The value of the variable 
is determined by a cost function.  When a node does not split, it is a terminal node, and will 
provide the prediction for y or in this case, whether or not the team has a home team 
advantage. 
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The cost function to determine splits is Gini Index for simplicity, especially since most 
variables are continuous.   
Gini Index:  𝑔𝑖𝑛𝑖(𝐷) = 1 − ∑ 𝑝𝑖
22
𝑖=1  
Average Gini Index: 𝑔𝑖𝑛𝑖𝐴(𝐷) =
𝐷1
𝐷
𝑔𝑖𝑛𝑖(𝐷1) +
𝐷2
𝐷
𝑔𝑖𝑛𝑖(𝐷2) 
The variable with the lowest Gini index is chosen as a root node.  Then, following one side of the 
node, the Gini Index will again be calculated for all other variables and one again split on the 
variable with the smallest Gini index. This will continue until the notes are too small to split or 
there are no variables to split. 
 A random forest can be created based on a multitude of classification trees and by 
determining the output class based on the mode output from all the trees.  The standard 
number of trees in a forest is 500.  Random forests help correct for the overfitting that is 
common in singular classification trees. 
Performance of a classification tree (and a random forest) are determined from a 
confusion matrix and the associated classification error.  A strong classification tree will have 
minimal misclassification among the categories predicted and the actual categories.  To ensure 
the model is strong, a train and test set is suggested to ensure the tree works outside of the 
data it learned from. 
 Results 
 Univariate Model 
 
 Investigating community metrics and their relationship with WPD utilizing classification 
trees suggested no plausible path.  Only 43 team x season combinations had a WPD less than or 
equal to 0.  An original node to separate these 43 from the other 325 was not attainable thus 
20 
 
 
resulting in all teams being predicted to simply have a home team advantage.  The error rate is 
11.7%.  This is not a helpful error rate because it is based off the single node and cannot be 
applied to future research error. 
 Multivariate Model 
 
 Among the multiple performance metrics classification tree, the important community 
variables when classifying a team as having a home team advantage are school size, city size, 
crowd (capacity filled), NCAA Appearances, and average home attendance.   
 The first node suggesting that large schools, of greater than 64,000 students, do not 
have a home team advantage, with an error rate of 30.8%.  If a school had less than 64,000 
students, the next differentiating factor among teams is city size.  If the city size is greater than 
806,000, the team is predicted to have a home team advantage.  However, teams with a 
moderate city size (greater than 484,000 but less than 806,000) are predicted to have a home 
team advantage if the school size is smaller than 15,000.  If the city size is smaller than 484,000, 
crowd, NCAA tournament appearances, and average home attendance are important in 
determining the home team advantage.  If the stadium is consistently at least 97% full, then the 
team has a home team advantage.  However, if the crowd is less than 97% full, but they have 
been to 20 or less NCAA tournaments, then the team has a home team advantage.  If the crowd 
is less than 97% full, they have attended at least 22 NCAA tournaments, and average home 
attendance was greater than 8,773, then the team has a home team advantage. 
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 All of these nodes lead to an error rate of 23.1%.  There is a 28% classification error 
rates on predicting a team with no home advantage and a 22% classification error rate on 
predicting a team that does.  Suggesting that only 3 out of 4 teams would be correctly classified 
using this tree, it does not seem strong enough to be significant.   
A random forest of 500 trees was implemented to see if rates would improve.  The 
forest resulted in an error rate of 32.9%.  This suggests that machine learning is not useful in 
determining home team advantage, rather it is very particular to the data set tested.   
Based on the classifiers that were created utilizing the response variables, classification 
trees result in suggesting there is little to no evidence suggesting that community variables are a 
good set of metrics to predict if a team has a home team advantage or not. 
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4.2:  CANONICAL CORRELATION 
Method 
For the purpose of this study, canonical correlation, which is similar to classification 
trees, will provide insight on which community metrics are correlated with the performance 
differential metrics as well as the extent and type of correlation.   
 Canonical Correlation is used when there are both independent and dependent 
variables and thus will only be used for the multiple response variables – the performance 
metrics.  It can be used to summarize fundamental relationships between two sets of variables.  
It is more general than the multiple regression method because it does not force a linear model 
upon the data as a whole, but rather gives a broader insight into how the sets are associated 
through a linear combination of variables between both sets.   
 In this study there are 8 performance variables and 24 community variables which 
creates 192 correlations to consider for understanding the relationships between the variables.  
That many correlations can be overwhelming to analyze and grasp an overall understanding of 
the data.  Canonical correlation, which is similar to principal component analysis, allows one to 
gain broad insight into the relationships between the data sets by summarizing the data using 
canonical variates.  It also allows for data reduction by using a linear combination of the 
variables. 
X(1) = (8x1) vector of 8 performance variables 
X(2) = (24x1) vector of 24 community variables 
In determining canonical variables, the linear combinations      
𝑈 = 𝒂′𝑿(𝟏),         𝑉 = 𝒃′𝑿(𝟐) 
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are considered.  Where U is the canoncial variate for performance and V is the canonical variate 
for community.  Values for a and b are determined such that the correlation between U and V is 
maximized giving us the first pair of canonical variables. 
𝐶𝑜𝑟𝑟(𝑈, 𝑉) =
𝒂′∑12𝒃
√𝒂′∑11𝒂√𝒃
′∑22𝒃
 
where ∑11 = cov(𝐗
(𝟏)), ∑22 = cov(𝐗
(𝟐)), and ∑12 = cov(𝐗
(𝟏), 𝐗(𝟐)) 
The second pair of canonical variables is determined the same way, but it maximized 
correlation among all options that are uncorrelated with the first pair of canonical variables.  
This goes on until the 8th pair is found.  
The canonical correlation coefficient ranges between -1 and 1 and represents the 
strength of the relationship between U and V with a value near zero meaning low correlation. 
Performance of a canonical correlation is based on Wilks Lambda which is the 
multivariate generalization of R2.  It ranges between 0 and 1, with a value nearing 1 indicating 
high correlation between U and V. 
 
 Results 
Multivariate model 
∑𝟏𝟏 WMD ORtgD DRtgD FGD 3PPD ORBPD APD FTPD 
WMD 1.00 0.58 -0.58 0.52 0.36 0.13 0.14 0.04 
ORtgD  1.00 0.32 0.76 0.64 0.17 0.08 0.18 
DRtgD   1.00 0.15 0.22 0.02 -0.08 0.13 
FGD    1.00 0.41 0.11 0.04 -0.03 
3PPD     1.00 -0.08 0.21 0.08 
ORBPD      1.00 -0.03 0.04 
APD       1.00 -0.02 
FTPD        1.00 
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∑𝟐𝟐 CS PP SCH Conf YIC Cap AHT Crowd Pro ProD SSN CT CTC 
CS 1.00 -0.24 0.09 0.14 0.14 -0.05 -0.16 -0.17 0.22 -0.25 -0.18 0.15 -0.04 
PP  1.00 0.69 0.09 -0.21 0.04 0.23 0.22 -0.26 0.26 0.21 0.15 -0.02 
SCH   1.00 0.08 -0.07 0.02 0.12 0.13 0.12 -0.01 0.20 0.05 -0.18 
Conf    1.00 0.24 -0.07 -0.17 -0.19 -0.14 0.01 -0.01 0.02 -0.09 
YIC     1.00 -0.13 -0.24 -0.13 0.00 -0.13 0.14 -0.20 -0.34 
Cap      1.00 0.79 -0.15 -0.08 0.26 0.13 0.35 0.40 
AHT       1.00 0.44 -0.16 0.33 0.26 0.47 0.53 
Crowd        1.00 -0.07 0.09 0.16 0.16 0.20 
Pro         1.00 -0.47 -0.11 -0.07 -0.13 
ProD          1.00 0.24 0.16 0.21 
SSN           1.00 0.22 0.07 
CT            1.00 0.70 
CTC             1.00 
 
∑𝟐𝟐 (𝒄𝒐𝒏𝒕) NCAA SS EE FF W AFB ATW AIG BBFB BBTW BBIG 
CS 0.17 0.14 0.11 0.19 0.29 -0.03 -0.14 -0.06 -0.06 -0.14 -0.09 
PP 0.05 0.06 0.11 0.14 0.11 0.37 0.45 0.28 0.09 0.00 -0.07 
SCH 0.02 0.02 0.04 0.10 0.09 0.40 0.26 0.19 0.05 -0.03 -0.07 
Conf -0.16 -0.16 -0.10 -0.14 -0.02 0.14 0.14 0.17 -0.10 -0.23 -0.16 
YIC -0.22 -0.28 -0.30 -0.36 -0.25 -0.23 -0.16 -0.11 0.03 -0.29 -0.20 
Cap 0.53 0.46 0.38 0.36 0.30 0.10 0.22 0.01 0.24 0.15 0.09 
AHT 0.62 0.58 0.50 0.47 0.39 0.26 0.30 0.06 0.39 0.33 0.20 
Crowd 0.24 0.23 0.20 0.18 0.12 0.31 0.12 0.09 0.22 0.26 0.18 
Pro 0.11 0.09 0.07 0.10 0.08 -0.02 -0.17 -0.04 -0.08 0.03 0.51 
ProD 0.05 0.02 0.04 -0.01 -0.06 0.14 0.24 0.11 0.16 0.13 0.12 
SSN 0.10 0.08 0.10 0.12 0.15 0.12 0.12 0.09 0.29 0.17 0.14 
CT 0.70 0.73 0.79 0.79 0.70 0.20 0.22 0.18 0.59 0.49 0.37 
CTC 0.63 0.72 0.74 0.69 0.61 0.21 0.18 0.06 0.63 0.62 0.63 
NCAAA 1.00 0.93 0.96 0.82 0.71 0.19 0.13 0.08 0.56 0.55 0.42 
SS  1.00 0.93 0.90 0.82 0.17 0.13 0.09 0.64 0.62 0.51 
EE   1.00 0.94 0.82 0.28 0.18 0.17 0.64 0.60 0.53 
FF    1.00 0.87 0.30 0.19 0.16 0.64 0.63 0.56 
W     1.00 0.16 0.08 0.10 0.58 0.52 0.45 
AFB      1.00 0.68 0.61 0.19 0.18 0.22 
ATW       1.00 0.79 0.20 0.08 0.10 
AIG        1.00 0.15 0.11 0.14 
BBFB         1.00 0.84 0.81 
BBTW          1.00 0.88 
BBIG           1.00 
 
∑𝟐𝟏
′
= ∑𝟏𝟐 
WMD ORtgD DRtgD FGD 3PPD ORBPD APD FTPD 
CS 0.02 0.01 0.00 -0.01 0.04 0.03 0.02 0.07 
PP 0.09 0.11 -0.01 0.01 0.06 -0.05 0.00 0.04 
SCH 0.06 0.05 -0.03 0.00 0.07 -0.11 0.07 0.01 
Conf 0.06 0.02 -0.04 -0.01 0.01 0.12 0.06 -0.10 
YIC 0.04 0.01 -0.03 0.04 0.02 -0.01 0.06 0.01 
Cap -0.05 -0.04 0.02 -0.08 0.00 -0.04 0.06 -0.09 
AHT -0.02 0.01 0.03 -0.07 0.04 -0.04 0.05 -0.04 
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Crowd 0.01 0.06 0.03 -0.03 0.04 0.02 -0.03 0.09 
Pro 0.01 0.02 0.00 0.05 0.07 -0.03 0.20 -0.01 
ProD 0.05 0.12 0.06 0.02 0.06 -0.04 -0.13 0.01 
SSN 0.13 0.14 -0.03 0.10 0.08 -0.03 0.09 -0.02 
CT 0.08 0.09 0.01 0.09 0.13 -0.01 0.01 -0.04 
CTC 0.01 0.00 0.01 0.05 0.07 0.03 -0.04 -0.07 
NCAA 0.01 0.01 0.00 0.04 0.06 -0.03 0.00 -0.03 
SS 0.04 0.04 -0.01 0.05 0.08 -0.02 0.03 -0.06 
EE 0.06 0.06 -0.02 0.09 0.11 -0.01 0.01 -0.04 
FF 0.06 0.06 0.00 0.09 0.10 -0.04 0.03 -0.06 
W 0.09 0.08 -0.02 0.09 0.11 0.04 0.06 -0.06 
AFB -0.01 0.05 0.07 -0.03 0.04 0.02 -0.07 0.10 
ATW 0.02 0.06 0.04 -0.04 0.04 0.10 -0.06 0.06 
AIG 0.07 0.09 0.00 0.02 0.03 0.08 -0.04 0.09 
BBFB 0.10 0.05 -0.07 0.11 0.04 0.02 -0.01 -0.06 
BBTW 0.07 -0.01 -0.08 0.09 -0.04 0.01 -0.02 -0.07 
BBIG 0.05 -0.01 -0.07 0.09 0.00 0.03 -0.01 -0.07 
 
Tests of Canonical Dimensions 
Dimension 
Canonical 
Correlation 
Wilks 
Lamda 
Multiple  
F 
df1 df2 p  
1 0.440 0.460 1.439 192 2575 0.00013 * 
2 0.364 0.570 1.232 161 2277 0.029 * 
3 0.346 0.657 1.119 132 1973 0.175  
4 0.311 0.746 0.976 105 1662 0.552  
5 0.266 0.826 0.832 80 1343 0.853  
6 0.259 0.889 0.718 57 1017 0.943  
7 0.179 0.953 0.462 36 684 0.997  
8 0.124 0.985 0.316 17 343 0.996  
 
As seen in the table above, the first and second canonical dimensions are statistically 
significant at the 0.05 level.  The null hypothesis is that all p canonical variate pairs are 
uncorrelated.  Significant evidence was found to reject this hypothesis and conclude  that 𝑝1 ≠
0, 𝑝2 ≠ 0, 𝑝3 ≠ 0, 𝑎𝑛𝑑 𝑝4 ≠ 0.  The first canonical dimension explains 19.3% of the variation in 
U1 by the variation in V1 (.4392). The second canonical coefficient explains 13.2% of the variation 
in U2 by the variation in V2. Interpretation comes from investigating the coefficents of the 
canonical coefficients. 
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Raw canonical coefficients.   
𝑈1 = 0.261𝑋𝐶𝑆 − 0.175𝑋𝑃𝑃 − 0.135𝑋𝑆𝐶𝐻 + 0.038𝑋𝐶𝑜𝑛𝑓 − 0.460𝑋𝑌𝐼𝐶 + 0.667𝑋𝐶𝑎𝑝
− 1.368𝑋𝐴𝐻𝑇 + 0.426𝑋𝐶𝑟𝑜𝑤𝑑 − 0.403𝑋𝑃𝑟𝑜 − 0.062𝑋𝑃𝑟𝑜𝐷 − 0.299𝑋𝑆𝑆𝑁
+ 0.028𝑋𝐶𝑇 + 0.451𝑋𝐶𝑇𝐶 + 1.197𝑋𝑁𝐶𝐴𝐴 − 1.311𝑋𝑆𝑆 + 0.351𝑋𝐸𝐸 − 1.038𝑋𝐹𝐹
+ 0.295𝑋𝑊 + 0.240𝑋𝐴𝐹𝐵 + 0.425𝑋𝐴𝑇𝑊 − 0.335𝑋𝐴𝐼𝐺 + 0.777𝑋𝐵𝐵𝐹𝐵
+ 0.169𝑋𝐵𝐵𝑇𝑊 − 0.496𝑋𝐵𝐵𝐼𝐺  
 
𝑉1 = 4.875𝑋𝑊𝑀𝐷 − 4.795𝑋𝑂𝑅𝑡𝑔𝐷 + 1.218𝑋𝐷𝑅𝑡𝑔𝐷 + 0.253𝑋𝐹𝐺𝐷 + 0.178𝑋3𝑃𝑃𝐷 + 0.442𝑋𝑂𝑅𝐵𝑃𝐷  
−0.648𝑋𝐴𝑃𝐷 + 0.262𝑋𝐹𝑇𝑃𝐷 
 
 
𝑈2 = −0.213𝑋𝐶𝑆 − 0.286𝑋𝑃𝑃 + 0.221𝑋𝑆𝐶𝐻 + 0.539𝑋𝐶𝑜𝑛𝑓 + 0.053𝑋𝑌𝐼𝐶 − 0.143𝑋𝐶𝑎𝑝
+ 0.525𝑋𝐴𝐻𝑇 − 0.401𝑋𝐶𝑟𝑜𝑤𝑑 + 0.138𝑋𝑃𝑟𝑜 − 0.527𝑋𝑃𝑟𝑜𝐷 − 0.025𝑋𝑆𝑆𝑁
+ 0.127𝑋𝐶𝑇 + 0.047𝑋𝐶𝑇𝐶 + 0.018𝑋𝑁𝐶𝐴𝐴 − 0.339𝑋𝑆𝑆 + 0.471𝑋𝐸𝐸 − 0.642𝑋𝐹𝐹
+ 0.366𝑋𝑊 − 0.469𝑋𝐴𝐹𝐵 + 0.460𝑋𝐴𝑇𝑊 − 0.388𝑋𝐴𝐼𝐺 − 0.491𝑋𝐵𝐵𝐹𝐵
+ 0.210𝑋𝐵𝐵𝑇𝑊 + 0.773𝑋𝐵𝐵𝐼𝐺  
 
𝑉2 = 1.627𝑋𝑊𝑀𝐷 − 2.387𝑋𝑂𝑅𝑡𝑔𝐷 + 1.339𝑋𝐷𝑅𝑡𝑔𝐷 + 0.600𝑋𝐹𝐺𝐷 + 0.253𝑋3𝑃𝑃𝐷 + 0.434𝑋𝑂𝑅𝐵𝑃𝐷
+ 0.493𝑋𝐴𝑃𝐷 − 0.383𝑋𝐹𝑇𝑃𝐷 
 
The first canonical dimension is most strongly influenced by average home attendance,  
Sweet 16 Appearances, NCAA Appearances, and Final Four Appearances as well as win margin 
differential, offensive rating differential and defensive rating differential.  The second canonical 
dimension is most strongly influenced by the basketball team’s Instagram followers and Final 
Four appearances as well as offensive rating differential. 
In general, it seems that community metrics have a moderate correlation with 
performance metrics, particularly the magnitude of home advantage related to win margin, 
offensive rating and defensive rating.  The past strong performances in the NCAA tournament 
seem to have the strongest influence on these as well as the average home attendance for a 
team and the team’s basketball instagram follower count.   
With a sample size to variable ratio of greater than 10:1, the bias in the analysis is 
minimized, but the significance of the canonical covariates could be inflated due to violating the 
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multivariate normal assumption for the community metrics.  Since this analysis provides a 
generic idea of which variables have the strongest influence on the relationship between the 
community and performance variables, the results are still informative. 
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4.3:  REGRESSION 
Method 
Regression Model 
 For the purpose of this study, regression models will investigate the relationship 
between community metrics and the magnitude of the home team advantage on both WPD and 
the performance metrics.  Regression is a common analysis that can be used to predict “values 
of one or more response (dependent) variables from a collection of predictor (independent) 
variable values.  It can also be used for assessing the effects of the predictor variables on the 
responses.” (Johnson & Wichern, 2007) 
 A least squares fit approach is taken where X1, X2, …., X24 are the 24 community metrics. 
Y is the single response variable, WPD.  Z1, Z2, …., Z8 are the 8 performance metrics. 
For a single response variable, the regression can be represented by the equation 
𝑌 = 𝐵0 + 𝐵1𝑋1 + 𝐵2𝑋2 + ⋯ + 𝐵24𝑋24 + 𝑒 
[𝑊𝑃𝐷] = [𝑚𝑒𝑎𝑛 (𝑑𝑒𝑝𝑒𝑛𝑑𝑖𝑛𝑔 𝑜𝑛 𝑐𝑜𝑚𝑚𝑢𝑛𝑖𝑡𝑦 𝑚𝑒𝑡𝑟𝑖𝑐𝑠)] + [𝑒𝑟𝑟𝑜𝑟] 
Or in the matrix form:  
𝒀 = 𝑿𝑩 + 𝒆 
[
𝑌1
𝑌2
⋮
𝑌375
] = [
1 𝑋11 𝑋12 ⋯ 𝑋1.24
1 𝑋21 𝑋22 ⋯ 𝑋2.24
⋮ ⋮ ⋮ ⋱ ⋮
1 𝑋3751 𝑋3752 ⋯ 𝑋375.24
] ∗ [
𝐵0
𝐵1
⋮
𝐵24
] + [
𝑒1
𝑒2
⋮
𝑒375
] 
Where Y1 is the WPD for Team 1*Season 1, Y2 is the WPD for Team 1*Season 2, Y6 is the WPD for 
Team 2*Season 1, Y11 is the WPD for Team 3*Season 1, and Y375 is the WPD for Team 75*Season 
5, and so on.   
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For multiple response variables assuming no interaction terms, the regression is represented by 
the set of equations 
𝑍1 = 𝐵0 + 𝐵1𝑋1 + 𝐵2𝑋2 + ⋯ + 𝐵24𝑋24 + 𝑒1 
𝑍2 = 𝐵0 + 𝐵1𝑋1 + 𝐵2𝑋2 + ⋯ + 𝐵24𝑋24 + 𝑒2 
      … 
𝑍8 = 𝐵0 + 𝐵1𝑋1 + 𝐵2𝑋2 + ⋯ + 𝐵24𝑋24 + 𝑒8 
Or in the matrix form: 
𝒁 = 𝑿𝑩 + 𝒆 
Where  
𝑍 = [
𝑍11 𝑍12 ⋯ 𝑍124
𝑍21 𝑍22 ⋯ 𝑍224
⋮ ⋮ ⋱ ⋮
𝑍81 𝑍82 ⋯ 𝑍824
] 
𝑋 = [
𝑋10 𝑋11 ⋯ 𝑋124
𝑋20 𝑋21 ⋯ 𝑋224
⋮ ⋮ ⋱ ⋮
𝑋80 𝑋81 ⋯ 𝑋824
] 
𝐵 = [
𝐵01 𝐵02 ⋯ 𝐵124
𝐵11 𝐵12 ⋯ 𝐵224
⋮ ⋮ ⋱ ⋮
𝐵81 𝐵82 ⋯ 𝐵824
] 
𝑒 = [
𝑒11 𝑒12 ⋯ 𝑒124
𝑒21 𝑒22 ⋯ 𝑒224
⋮ ⋮ ⋱ ⋮
𝑒81 𝑒82 ⋯ 𝑒824
] 
 
Lasso Regression model 
With multiple regression including all 24 community variables, a method that reduces 
the complexity of the regression would be of great use.  Lasso Regression, Least Absolute 
Shrinkage and Selection Operator, is a great option to do this.  Lasso regression uses shrinkage 
to create regression models with fewer coefficients.  It does this by “shrinking” some 
coefficients to zero, simplifying the model. 
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The tuning parameter, 𝜆, controls the strength of the L1 penalty which determines the level of 
shrinkage.  As 𝜆 increases, more coefficients go to zero, and bias increases.  As 𝜆 decreases, 
variance increases.  If 𝜆 is equal to zero, it simply recreates the least squares fit as described 
previously.  Lambda, 𝜆, is determined by cross-validation with the goal to minimize residual 
sums of squares. 
∑(𝑦𝑖 − ∑ 𝑥𝑖𝑗𝛽𝑗
𝑗
)2
𝑛
𝑖=1
+ 𝜆 ∑|𝛽𝑗|
𝑝
𝑗=1
 
 For both traditional regression and lasso regression, standardized data needs to be used 
as the size of the coefficients depends on the magnitude of the variable.  Though it is not vital in 
regression, it becomes so in lasso due to the shrinkage process that occurs. 
 Validating the fit of the regression models can be done in a variety of ways.  For the 
single variable, WPD, the models will be evaluated using R2, RMSE, Fstat, and p-value.  The 
multiple regression model will use adjusted R2, RMSE, Fstat, and p-value. 
Validating model 
R-Square: The Coefficient of Determination 
This is a summary of predictive power.  It represents the amount of variance in the outcome 
variable(s) that can be explained through the explanatory variable(s) in the model.  The higher 
the R2, the better the fit of the model. 
Results 
Univariate Model 
Full Model:  
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WPD = −0.273 + 0.105𝑋𝐶𝑆 + 0.295𝑋𝑃𝑢𝑏𝑙𝑖𝑐 − 0.059𝑋𝑆𝐶𝐻 − 0.153𝑋𝐶𝑜𝑛𝑓:𝐵𝑖𝑔10
+ 0.087𝑋𝐶𝑜𝑛𝑓:𝐵𝑖𝑔12 − 0.426𝑋𝐶𝑜𝑛𝑓:𝐵𝑖𝑔𝐸𝑎𝑠𝑡 + 0.068𝑋𝐶𝑜𝑛𝑓:𝑃𝑎𝑐12
− 0.051𝑋𝐶𝑜𝑛𝑓:𝑆𝐸𝐶 − 0.306𝑋𝑌𝐼𝐶 + 0.442𝑋𝐶𝑎𝑝 − 0.506𝑋𝐴𝐻𝑇 + 0.362𝑋𝐶𝑟𝑜𝑤𝑑
+ 0.101𝑋𝑃𝑟𝑜 + 0.029𝑋𝑃𝑟𝑜𝐷 + 0.154𝑋𝑆𝑆𝑁 − 0.085𝑋𝐶𝑇 + 0.017𝑋𝐶𝑇𝐶
− 0.137𝑋𝑁𝐶𝐴𝐴 − 0.003𝑋𝑆𝑆 + 0.021𝑋𝐸𝐸 + 0.011𝑋𝐹𝐹 − 0.022𝑋𝑊 − 0.153𝑋𝐴𝐹𝐵
− 0.650𝑋𝐴𝑇𝑊 + 0.129𝑋𝐴𝐼𝐺 + 0.164𝑋𝐵𝐵𝐹𝐵 + 0.114𝑋𝐵𝐵𝑇𝑊 − 0.270𝑋𝐵𝐵𝐼𝐺  
 
RSE: 0.1824  adj R2: 0.030 Fstat: 1.41 pvalue: 0.085
 Linear regression is an appropriate test based on residuals. However, it does not provide 
useful information when fitting community variables as explanatory variables for WPD.  Only 3% 
of the variation in WPD can be explained by the 24 community metrics.  With an f-statistic of 
1.41 and p-value of 0.085, there is not sufficient evidence suggesting any of the community 
metrics have a statistically significant relationship with WPD.  With WPD having a range of -0.22 
to 0.80, a RSE of .182 is quite a poor performance.   
Lasso Model: 
Lambda = 0.0595 
WPD = −0.010 + 0.033𝑋𝐶𝑜𝑛𝑓:𝐵𝑖𝑔12 − 0.049𝑋𝐶𝑜𝑛𝑓:𝐵𝑖𝑔𝐸𝑎𝑠𝑡 + 0.026𝑋𝐶𝑜𝑛𝑓:𝑃𝑎𝑐12 + 0.001𝑋𝑃𝑟𝑜
+ 0.025𝑋𝑆𝑆𝑁 
RMSE: 0.9704
 A lasso model of WPD suggests that the community metrics that have the strongest 
relationship with WPD are Conferences, a professional team, and a student section nickname.  
Lasso has poor performance with an RMSE of almost 1.  This suggests that an estimate is within 
1 standard deviation of the actual, which is not a strong performance.  
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Multivariate Model 
Below is a table of the coefficients for the regression of each performance metric as well as the 
performance of the model. 
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RSE 0.991 0.994 1.005 1.005 0.996 0.970 0.965 0.992 
Adj R2 0.018 0.012 0.000 0.000 0.009 0.059 0.068 0.016 
Fstat 1.246 1.154 .872 .862 1.115 1.826 1.962 1.216 
pvalue .186 0.273 .657 .671 .317 .008 .003 .212 
Intercept -0.566 -0.246 0.437 -0.165 -0.173 -0.806 -0.200 -0.308 
CS 0.070 0.008 -0.064 -0.058 -0.055 0.145 -0.022 0.169 
Public 0.308 0.332 -0.026 0.114 0.002 0.079 0.125 0.421 
SCH -0.159 -0.160 0.027 -0.084 0.034 -0.252 0.000 -0.182 
Big10 0.275 0.226 -0.127 0.189 0.095 0.624 -0.016 -0.205 
Big12 0.322 0.066 -0.320 -0.002 0.170 0.085 0.438 -0.334 
BigEast -0.080 0.197 0.328 0.057 0.122 0.207 -0.110 -0.204 
Pac12 0.636 0.262 -0.452 0.259 0.138 0.349 0.131 -0.297 
SEC 0.114 -0.048 -0.131 -0.029 -0.163 0.553 0.285 -0.705 
YIC 0.006 -0.042 -0.060 0.008 0.041 -0.245 0.227 -0.029 
Cap 0.202 0.030 -0.194 -0.144 -0.206 0.566 -0.244 0.105 
AHT -0.193 -0.161 0.036 -0.031 0.189 -0.740 0.665 -0.157 
Crowd 0.130 0.115 -0.041 -0.074 -0.061 0.471 -0.288 0.144 
Pro 0.077 0.155 0.066 0.099 0.137 0.010 0.200 0.007 
ProD 0.061 0.215 0.152 0.108 0.129 -0.073 -0.153 0.016 
SSN 0.061 0.075 -0.007 0.042 0.016 0.019 0.092 -0.009 
CT -0.048 0.018 0.080 -0.049 0.144 0.030 0.136 0.080 
CTC 0.048 -0.007 -0.038 0.094 0.016 -0.040 -0.115 -0.097 
NCAA -0.163 -0.159 0.067 0.097 -0.102 0.077 -0.422 -0.008 
SS -0.230 0.173 0.158 -0.176 0.032 -0.155 0.338 -0.118 
EE 0.022 -0.015 -0.456 0.000 0.019 0.066 0.000 0.046 
FF -0.110 0.071 0.214 0.165 0.098 -0.851 -0.039 -0.435 
W 0.069 0.084 0.000 0.022 0.134 0.350 0.070 0.031 
AFB -0.034 0.050 0.100 0.008 0.015 -0.151 -0.072 0.232 
ATW -0.097 -0.085 0.029 -0.139 0.030 0.352 -0.060 -0.038 
AIG 0.100 0.091 -0.038 0.091 -0.033 -0.111 0.026 0.018 
BBFB 0.175 0.232 0.069 0.219 0.008 0.104 -0.478 0.119 
BBTW 0.076 -0.163 -0.228 -0.048 -0.412 -0.003 0.027 0.000 
BBIG -0.120 -0.135 -0.041 -0.125 0.238 0.096 0.385 -0.076 
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Linear regression is an appropriate test based on residuals. Based on an adjusted R2 
value, only ORBPD and APD show a slight relationship with the 24 community metrics of 6% and 
7% respectively.  There is only sufficient evidence to suggest at least one of the community 
metrics has a statistically significant association with ORBPD and APD. Not a single model has a 
decent RSE all being close to or greater than 1.   
Lasso Selection  
 
 Lasso models of the performance metrics suggest poor performance with an RMSE of 
nearly 1 for every metric.  The strongest model is APD, which still has an RMSE of 0.963.  Based 
on the information provided, conference, arena capacity, existence of a student section 
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Lambda 0.056 0.060 0.107 0.113 0.090 0.124 0.041 0.103 
RMSE 0.970 0.984 0.996 0.999 0.994 0.999 0.963 0.999 
Intercept -0.060 -0.032 0.0095 -1.0e-17 1.2e-17 0 -0.031 0 
Public  0.030       
Big12 0.087        
BigEast -0.076      -0.0098  
Pac12 0.37 0.068 -0.059    0.082  
SEC       0.10  
YIC       0.0047  
Cap  -0.0030     0.027  
AHT       0.023  
Pro       0.16  
ProD  0.042     -0.035  
SSN 0.045 0.059     0.069  
CT  0.0058   4.1e-2    
W  0.0080       
AFB       -0.048  
AIG  0.014       
BBFB 0.049  6.9e-17      
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nickname, conference champions and a team’s Facebook followers were the most important 
variables for at least two of the performance variables. 
 Overall, regression was not able to find a relationship between the community metrics 
and WPD or the community metrics and the performance metrics.  With knowledge of the 
model showing no evidence of any community metric having a significant association with the 
response variables, lasso regression was an unnecessary follow up, but it was able to highlight 
some community metrics, though results are not strong enough to make any conclusions that 
the limited variables determined from lasso are the most influential variables. 
 The potential for multicollinearity, especially in past performance metrics such as their 
performance in the NCAA tournament, could lead to particular variables testing as being  less 
significant then they actually might be in the model. 
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CHAPTER 5:  SUMMARY OF RESULTS 
 Summary 
 Among all analyses performed there is not strong evidence suggesting a strong 
relationship between the community metrics investigated and the magnitude of the home team 
advantage as shown in WPD and multiple performance variables. 
 Classification trees provided no insight into the relationship between community 
metrics and determining which teams had a positive WPD.  They were able to find some 
relationship among the community metrics and performance metrics, with a relatively small 
classification error, but the implementation of a forest increasing the classification error 
suggests that the rules determined in the classification tree were specific to the data and not to 
the general population. 
 Canonical correlation determined primary canonical variates that were able to explain 
19.3% of the variance between the two data sets.   The strongest variables being a team’s past 
performance, their average home attendance, and a team’s basketball Instagram followers as 
well as the win margin differential, offensive rating differential and defensive rating differential. 
 Regression found almost no relationship among community metrics and WPD or the 
community metrics and the magnitude of the home advantage in performance metrics.  
Weaknesses 
 Even with little to no evidence to support a relationship between the community 
variables and the home advantage, there are many weaknesses in this study that could be 
affecting the results.  As a purely observational study, there are multitudes of confounding 
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variables that could be at play.  Due to it being observational, there is also a large amount of 
noise that can not be accounted for as it can in a properly set up experiment.   
 Another major concern of using an observational study is the lack of being able to 
measure the PLACEBO effect.  In this study, teams can not play at a home court without the 
knowledge of being on the home court.  Thus, measuring the potential difference based on a 
psychological bias is beyond the scope of this thesis research.. 
 Another major issue is that attendance values are not necessarily consistent in how they 
are reported from school to school.  Each school has a different procedure in reporting 
attendance and could represent sold tickets or scanned tickets and could include students, 
press, or any other support staff in the count. 
 Season ticket holder information, may be a stronger measure of fan loyalty than 
attendance as it has a concrete definition.  However, this information is held close to the belt 
among many teams and thus not included here. 
 Application 
 This study suggests that a community has little to no association with a team’s home 
advantage.  It also suggests that the home advantage, while statistically significant, is not 
practically significant when it comes to performance.  Home advantage may have a slight effect 
on a team’s performance, but unless the game is a close game, it will not matter much. 
 With this knowledge, a team can be unconcerned with home advantage unless they are 
playing an equally talented team at their home court in which it may make a difference that is 
practically significant.  
 Future Research 
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 Continuing this research can take a variety of directions.   
On way the research could be adjusted would be to stratify the data in a different way.  
Since this study determined that the home advantage has a minor effect on team performance, 
it would be interesting to only look at games where teams are matched with a well-matched 
opponent (i.e. a 7-1 team vs a 7-1 team or a 2-5 team vs a 1-6 team).  Stratifying it this way 
could highlight the times when the home advantage, though small, might make a difference in 
the final result.  In its current state, this research is pulling in games where a home team is 
superior to an opponent and thus don’t need a home advantage to push them over that edge.  
The true findings of home advantage could be lost in the noise from mismatched games.    
Another approach would be to look at how different teams perform in different arena’s 
and if the arena may be a factor in team performance.  Rather than evaluating how a team 
performs different in home and away games, the research could look at how away teams 
perform differently at given arenas.  This perspective may be able to quantify the psychological 
effect that an arena has on visiting teams. 
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Appendices 
Explanatory Variables Correlation 
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Classification Trees 
WPD 
 
Multiple variables 
 
Multiple variables – forest 
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Canonical Correlation 
Standardized Canonical Coefficients  
Community Metrics 
Community 
Metrics 
1 2 3 4 5 6 7 8 
x_CS 0.261 -0.213 0.421 0.059 0.157 0.387 -0.675 0.632 
x_PP -0.175 -0.286 0.306 -0.145 0.31 0.62 -0.908 0.195 
x_SCH -0.135 0.221 -0.525 0.097 -0.138 -0.485 0.68 0.748 
x_Conf 0.038 0.539 0.208 -0.678 0.138 -0.012 0.141 0.084 
x_YIC -0.46 0.053 -0.363 0.149 -0.063 -0.054 -0.386 0.034 
x_Cap 0.667 -0.143 1.416 -0.464 -0.042 0.73 0.514 0.73 
x_AHT -1.368 0.525 -1.153 0.437 -0.555 -0.59 -1.055 -0.143 
x_Crowd 0.426 -0.401 1.229 -0.048 0.115 0.274 0.778 0.392 
x_Pro -0.403 0.138 0.195 -0.123 0.352 -0.197 -0.636 -0.354 
x_ProD -0.062 -0.527 -0.102 -0.501 0.422 -0.396 0.197 -0.147 
x_SSN -0.299 -0.025 0.183 0.005 0.263 0.264 0.01 -0.114 
x_CT 0.028 0.127 0.424 0.288 -0.009 -0.582 -0.461 -0.187 
x_CTC 0.451 0.047 -0.677 -0.395 0.237 -0.302 -0.176 0.208 
x_NCAA 1.197 0.018 -1.029 0.219 0.026 -0.477 -0.004 -0.388 
x_SS -1.311 -0.339 0.705 -1.083 -0.9 0.203 0.265 -0.542 
x_EE 0.351 0.471 1.006 2.57 0.901 0.426 0.167 1.81 
x_FF -1.038 -0.642 -2.079 -1.955 -0.139 -0.347 0.623 -0.813 
x_W 0.295 0.366 0.87 0.426 0.276 -0.265 0.164 -0.554 
x_AFB 0.24 -0.469 -0.219 -0.087 -0.334 -0.066 -0.857 -0.641 
x_ATW 0.425 0.46 0.902 0.405 -0.244 -0.441 0.782 -0.015 
x_AIG -0.335 -0.388 -0.308 -0.158 0.358 0.503 -0.206 0.12 
x_BBFB 0.777 -0.491 -0.142 -0.632 0.842 0.094 0.264 -0.151 
x_BBTW 0.169 0.21 -0.131 -0.596 -0.054 1.675 -0.618 0.299 
x_BBIG -0.496 0.773 0.488 1.316 -0.485 -0.819 0.253 0.126 
 
Performance 
Metrics 
1 2 3 4 5 6 7 8 
y_WMD 4.875 1.627 -0.444 -4.837 1.74 -1.281 -3.814 1.257 
y_ORtgD -4.795 -2.387 1.196 2.796 -1.112 1.517 3.43 -0.995 
y_DRtgD 4.218 1.339 -0.534 -4.158 0.984 -1.596 -3.393 0.293 
y_FGD 0.253 0.600 -0.93 0.82 0.489 0.216 -0.168 -0.602 
y_3PPD 0.178 0.253 0.024 0.708 0.271 -1.021 0.113 0.450 
y_ORBPD 0.442 0.434 0.717 0.324 0.054 -0.018 0.173 -0.265 
y_APD -0.648 0.493 0.199 -0.05 -0.146 0.096 -0.561 -0.158 
y_FTPD 0.262 -0.383 0.024 0.597 0.005 0.205 -0.705 0.058 
  
iv 
 
 
Regression  
Models & Residual Diagnostics 
WPD 
Unstandardized 
 
Standardized 
 
Unstandardized 
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