We consider cumulant moments (cumulants) of the thrust distribution using predictions of the full spectrum for thrust including O(α 3 s ) fixed order results, resummation of singular N 3 LL logarithmic contributions, and a class of leading power corrections in a renormalon-free scheme. From a global fit to the first thrust moment we extract the strong coupling and the leading power correction matrix element Ω1. We obtain αs(mZ ) = 0.1140 ± (0.0004)exp ± (0.0013) hadr ± (0.0007)pert, where the 1-σ uncertainties are experimental, from hadronization (related to Ω1) and perturbative, respectively, and Ω1 = 0.377 ± (0.044)exp ± (0.039)pert GeV. The n-th thrust cumulants for n ≥ 2 are completely insensitive to Ω1, and therefore a good instrument for extracting information on higher order power corrections, Ω n /Q n , from moment data. We find (Ω 2 ) 1/2 = 0.74 ± (0.11)exp ± (0.09)pert GeV.
I. INTRODUCTION
The process e + e − → jets plays an important role in precise determinations of α s (m Z ), as well as for probing the nonperturbative dynamics of hadronization in jet production. A wealth of high precision data with percent level uncertainties, is available for jet production in e + e − collisions at the Z-pole, Q = m Z , and with somewhat larger uncertainties at both lower and higher energies Q. For a review of classic work on α s (m Z ) determinations using event shapes and other jet observables, the reader is referred to [1] . Accurate predictions for event shapes are now available which include O(α 3 s ) corrections [2] [3] [4] [5] , a next-to-next-to-next-to-leading-log (N 3 LL) resummation of large logarithms [6, 7] , and a high precision method developed for simultaneously incorporating field theory matrix elements for the power corrections [8] .
The majority of fits for α s (m Z ) from event shapes e make use of cross section distributions dσ/de, in a region where nonperturbative effects enter as power corrections in 1/Q and the theoretical description is the most accurate. In our recent analysis [8] for the event-shape variable thrust τ = 1 − T [9] ,
we obtained a precise determination of α s (m Z ). Our theoretical description is based on Soft-Collinear Effective Theory (SCET) [10] [11] [12] [13] [14] , and has several advanced features, such as:
1. Matrix elements and nonsingular terms at order α 3 s using results from [2] . Non-logarithmic terms in the hard function are included at order α 3 s as well. 2. Resummation of the singular logarithmic terms to all orders in α s up to N 3 LL order.
3. Profile functions (τ -dependent scales µ J , µ S , R, µ ns ) that correctly treat the peak region and account for the multijet boundary condition to ensure that predictions converge properly into the known fixed order result in the multijet endpoint region. They allow an accurate theoretical description over the entire range τ ∈ [0, 0.5].
4. Description of nonperturbative effects with field theory and a fit to a single nonperturbative matrix element of Wilson lines Ω 1 in the tail region (where power corrections are described by an OPE).
5. Definition of Ω 1 in a more stable Rgap scheme [15, 16] rather than in MS. This ensures Ω 1 and the perturbative cross section are free of O(Λ QCD ) renormalon ambiguities. An RGE is used to sum large logarithms in the perturbative renormalon subtractions [17, 18] . The fit gives Ω 1 with an accuracy of 16%.
6. QED final state corrections at O(α) and NNLL (counting α ∼ α 2 s ); bottom mass corrections are included using a factorization theorem with log resummation; O(α 2 s ) axial-singlet terms arising from the large top-bottom mass splitting are included as well.
A two-parameter global fit in the tail of the thrust distribution gives [8] α s (m Z ) = 0.1135 ± (0.0002) exp ± (0.0005) hadr ± (0.0009) pert as well as Ω 1 = 0.323 ± (0.009) exp ± (0.013) Ω2 ± (0.020) αs(mZ) ± (0.045) pert GeV where Ω 1 ≡ Ω 1 (R ∆ , µ ∆ ) is defined in the Rgap scheme at the scales R ∆ = µ ∆ = 2 GeV. For α s the three uncertainties are the experimental uncertainty, hadronization uncertainty coming mainly from the determination of Ω 1 , and the perturbative theoretical uncertainty. This result for α s is one of the most precise in the literature. It is also one of the lowest, being 3.9 σ away from the 2009 world average [19] and 4.0 σ from the 2011 world average [20] . For a detailed discussion of α s (m Z ) determinations see Ref. [21] . The small value of α s (m Z ) is directly connected to the non-negligible correction from Ω 1 [8] , 2 whose fit value is of natural size Ω 1 ∼ Λ QCD . Given the discrepancy, further tests of the theoretical predictions for event shapes are warranted. In this paper we will do so using experimental moments involving the thrust variable.
The property of the N 3 LL + O(α 3 s ) predictions for dσ/dτ in Ref. [8] that we will exploit is that they are valid in both the dijet and tail regions, where singular and large logarithmic terms in need of resummation arise, and in the multijet region, where fixed order results without log resummation should be used. That is, they are valid for all values of τ (an improvement over earlier results at this order). Important ingredients are: the inclusion of the nonsingular terms, important away from the peak region; the use of profile functions that turn off resummation in the far-tail region; and the inclusion of a soft function, which is necessary to describe the peak in the dijet region, where nonperturbative effects are O(1).
We will use the full τ range results to analyze moments M n of the thrust distribution in e + e − → jets,
Unlike for tail fits, the entire physical τ range contributes, providing sensitivity to a different region of the spectrum. Experimental results are available for many values of Q, and the analysis of systematic uncertainties is to a large extent independent from that for the binned distributions. Thus the outcome for a fit of data for the first moment M 1 to α s (m Z ) and Ω 1 serves as an important cross check of the results obtained in Ref. [8] .
The M n moments are also not sensitive to large logarithms, and hence provide a non-trivial check on whether the N 3 LL + O(α 3 s ) full spectrum results, which contain a summation of logarithms of τ with a substantial numerical effect for small τ values, can reproduce this property. We explore this issue both for central values and for theory uncertainty estimates.
The second purpose of this work is to discuss the structure of higher order power corrections in thrust moments. We find that cumulant moments M n (cumulants) are very useful, since they allow for a cleaner separation of the subleading nonperturbative matrix elements compared to the M n moments of Eq. (2) . Cumulants include the variance M 2 and skewness M 3 , and we will consider the first five: In the leading order thrust factorization theorem the power correction matrix elements for the moments M n are called Ω m while for the cumulants M n they are called Ω m . ( The Ω m are also related to the Ω m by Eq. (3) with M n → Ω n . ) In particular, the invariance of the cumulants to shifts in τ implies that the M n≥2 moments are completely insensitive to the leading thrust power correction parameter Ω 1 , and hence can provide nontrivial information on the higher order power corrections which enter as Ω n /Q n and as 1/Q 2 power corrections from terms beyond the leading factorization theorem. In contrast, for each M n≥2 there is a term ∼ α s Ω 1 /Q that for larger Qs dominates over the Ω m /Q m terms.
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A. Review of Experiments and Earlier Literature
Dedicated experimental analyses of thrust moments have been reported by various experiments: JADE [22] measured the first moment at Q = 35, 44 GeV, and in [23] reported measurements of the first five moments at Q = 14, 22, 34.6, 35, 38.3, 43.8 GeV; OPAL [24] measured the first five moments at Q = 91, 133, 177, 197 GeV, and there is an additional measurement of the first moment at Q = 161 GeV [25] ; ALEPH [26] [33] . Finally, the variance and skewness have been explicitly measured by DELPHI [29] at Q = 133, 161, 172, 183 GeV; and OPAL [25] at Q = 161 GeV. All of the experimental moments will be used in our fits, with the exception of the results in Ref. [23] and data with Q ≤ 22 GeV where our treatment of b-quark mass effects may not suffice.
In principle the JADE results in Ref. [23] supersede the earlier analysis of this data reported in Ref. [22] . In the more recent analysis the contribution of primary bb events has been subtracted using Monte Carlo generators.
2 Since the theoretical precision of these generators is significantly worse than our N 3 LL + O(α 3 s ) treatment of massless quark effects and our NNLL + O(α s ) treatment of m b -dependent corrections, it is not clear how our code should be modified consistently to account for 3 these subtractions. Comparing the old versus new JADE data at Q = 44 GeV one finds M 1 = 0.0860 ± 0.0014 versus M 1 = 0.0807 ± 0.0016. This corresponds to a 3.4 σ change assuming 100% correlated uncertainties (or a 2.6 σ change with uncorrelated uncertainties). In our analysis we find that the older JADE data provides more consistent results when employed in a combined fit with data from the other experiments (related to smaller χ 2 values). For this reason our default dataset incorporates only the older JADE moment data. We will report on the change that would be induced by using the new JADE data if we simply ignore the fact that the bb events were removed.
Event shape moments have also been extensively studied in the theoretical literature. The O(α 3 s ) QCD corrections for event shape moments have been calculated in Ref. [34, 35] . The leading Λ/Q power correction to the first moment of event shape distributions were first studied in [36] [37] [38] [39] often with the study of renormalons (see [40] , and [41] for a review). Ref. [42] made a renormalon analysis of the second moment of the thrust distribution, finding that the leading renormalon contribution is not 1/Q 2 but rather 1/Q 3 . Hadronization effects have also been frequently considered in the framework of the dispersive model for the strong coupling [36, 43, 44] 3 . In this approach an IR cutoff µ I is introduced and the strong coupling constant below the scale µ I is replaced by an effective coupling α eff such that perturbative infrared effects coming from scales below µ I are subtracted. In the dispersive model the term µ I α 0 is the analog of the QCD matrix element Ω 1 that is derived from the operator product expansion (OPE). Since in the dispersive model there is only one nonperturbative parameter, it does not contain analogs of the independent nonperturbative QCD matrix elements Ω n≥2 of the operator product expansion. Thus measurements of Ω n≥2 can be used as a test for additional nonperturbative physics that go beyond this framework.
The dispersive model has been used in Refs. [24, 46, 47] together with O(α 2 s ) fixed order results to analyze event shape moments, fitting simultaneously to α s (m Z ) and α 0 . Recently these analyses have been extended to O(α 3 s ) in Ref. [48] , based on code for n f = 5 massless quark flavors, using data from [23, 24] and fitting to the first five moments for several event-shape variables. Our numerical analysis only considers thrust moments, but with a global dataset from all available experiments. A detailed comparison with Ref. [48] will be made at appropriate points in the paper. Theoretically our analysis goes beyond their work by using a formalism that has no large logarithms in the renormalon subtraction, includes the analog of the "Milan factor" [44, 49] in our framework 3 Another approach to hadronization corrections to moments of event shapes distributions based on renormalons is that of Gardi and Grunberg [45] .
at O(α 3 s ) (one higher order than [48] ), and incorporates higher order power corrections beyond the leading shift from Ω 1 . We also test the effect of including resummation.
B. Outline
This article is organized as follows: We start out by defining moments and cumulants of distributions, and their respective generating functions in Sec. II, where we also discuss the leading and subleading power corrections of thrust moments in an OPE framework. In Sec. III we present and discuss our main results for α s (m Z ) from fits to the first thrust moment M 1 . In Sec. VI we analyze higher moments M n≥2 . Sec. VII contains an analysis of subleading power corrections from fits to cumulants M n≥2 obtained from the moment data. Our conclusions are presented in Sec. VIII.
II. FORMALISM A. Various Moments of a Distribution
The moments of a probability distribution function p(k) are given by
The characteristic function is the generator of these moments and is defined as the Fourier transform
with M 0 = 1. The logarithm ofp(y) generates the cumulants (or connected moments) M n of the distribution
and is called the cumulant generating function. For n ≥ 2 the cumulants have the property of being invariant under shifts of the distribution. Replacing
one can derive an all-n relation between moments and cumulants of a distribution:
Here the κ ij are non-negative integers which determine a partition of the integer N through N j=1 j κ ij = N , and p(N ) is the the number of unique partitions of N . ( A partition of N is a set of integers which sum to N . Here κ ij is the number of times the value j appears as a part in the i'th partition, and corresponds to R in Eq. (7). ) As an example we quote the relation for N = 4 which has five partitions, p(4) = 5, giving
In the fourth partition, i = 4, we have κ 41 = 2, κ 42 = 1, and κ 43 = κ 44 = 0, and the factorials give the prefactor of 6. Eq. (8) gives the moments M i in terms of the cumulants M i , and these relations can be inverted to yield the formulas quoted for the cumulants in Eq. (3). M 2 ≥ 0 is the well known variance of the distribution. Higher order cumulants can be positive or negative. The skewness of the distribution M 3 provides a measure of its asymmetry, and we expect M 3 > 0 for thrust with its long tail to the right of the peak. The kurtosis M 4 provides a measure of the "peakedness" of the distribution, where M 4 > 0 for a sharper peak than a Gaussian. 4 The shift independence of the cumulants M n make them an ideal basis for studying event shape moments. In particular, since the leading O(Λ QCD /Q) power correction acts similar to a shift to the event shape distribution [36, 43, [50] [51] [52] , we can anticipate that M n≥2 will be more sensitive to higher order power corrections. We will quantify this statement in the next section by using factorization for the thrust distribution to derive factorization formulae for the thrust cumulants in the form of an operator product expansion.
B. Thrust moments
We will first make use of the leading order factorization theorem, dσ/dτ = dp (dσ/dτ )(τ − p/Q)F τ (p), which is valid for all τ . It separates perturbative dσ/dτ and nonperturbative F τ (p) contributions to all orders in α s and Λ QCD /(Q τ ), but is only valid at leading order in Λ QCD /Q. For this factorization theorem we follow Ref. [8] (except that here we denote the nonperturbative soft function by F τ ). 5 We will then extend our analysis to parameterize corrections to all orders in Λ QCD /Q. 4 The cumulants of a Gaussian are all zero for n > 2, and the cumulants of a delta function are all zero for n > 1. 5 Earlier discussions of shape functions for thrust can be found in Refs. [53, 54] .
Taking moments of the leading order dσ/dτ gives
whereσ is the perturbative total hadronic cross section and all hatted quantities are perturbative. In the last line of Eq. (10) we used θ(
] to obtain the three terms. In Eq. (10) the term in square brackets is our desired result containing the perturbativeM n and nonperturbative Ω n momentŝ
The small "error" terms in Eq. (10) are given by
For the contribution E
(A) n the p-integral is smaller than 10 −30 for any Q for the first five moments, and hence E (A) n 0. This occurs because F τ (p) falls off exponentially for p 2 Ω 1 ∼ 2 Λ QCD [15, 55] , and hence values p ≥ Q τ m = Q/2 are already far out on the exponential tail. The E (B) n term gives a small contribution because the integral is suppressed by either F τ or dσ/dτ : near the endpoint τ ∼ τ m − 2 Λ QCD /Q the p-integration is not restricted and F τ (p) ∼ 1, but dσ/dτ is highly suppressed. For smaller τ the p-integration is restricted and the exponential tail of F τ (p) suppresses the contribution. We have checked numerically that at Q = 91. can also be safely neglected.
Within the theoretical precision we conclude that the leading factorization theorem for the distribution yields an operator product expansion that separates perturbative and nonperturbative corrections in the moments
For M n the terms that numerically dominate areM n andM n−1 Ω 1 /Q. However for the cumulants M n there are cancellations, and Eq. (13) does not suffice due to our neglect so far of (Λ QCD /Q) j suppressed terms in the factorization expression for the thrust distribution.
To rectify this we parameterize the (Λ QCD /Q) j power corrections by a series of power suppressed nonperturbative soft functions,
is the leading soft function from Eq. (10) . We introduced the parameter Λ = 400 MeV ∼ Λ QCD to track the dimension of these subleading soft functions. This parameterization is motivated by the fact that subleading factorization results can in principle be derived with SCET [56] , and at each order in the power expansion will yield new soft function matrix elements.
Both the factorization analysis and calculation of cumulants is simpler in Fourier space, so we let
and likewise for the leading power partonic cross section dσ/dτ (τ ) →σ 0 (y). The factorization-based formula for thrust is then
whereσ j>0 (y) accounts for perturbative corrections in the (Λ QCD /Q) j power correction. The j = 0 term is equivalent to the result used in Eq. (10), F τ (p) = ΛF τ,0 (p/Λ), and the normalization condition for the leading nonperturbative soft function is F τ,0 (z = 0) = 1. The terms in Eq. (15) beyond j = 0 are schematic since in reality they may involve convolutions in more variables in the nonperturbative soft functions (as observed in the subleading b → s γ factorization theorem results [56] [57] [58] [59] [60] [61] ). Nevertheless the scaling is correct, and Eq. (15) will suffice for our analysis where we only seek to classify how various power corrections could enter higher moments or cumulants.
The identities σ(y = 0)/σ = 1 andσ 0 (y = 0)/σ = 1 together with Eq. (15) imply
Using the Fourier-space cross section the moments are
which extends the OPE in Eq. (13) to parameterize the (Λ QCD /Q) j power corrections. Here the perturbative and nonperturbative moments are defined aŝ
whereM n,j is a dimensionless series in α s (µ) and Ω n,j ∼ Λ n+j QCD . In order forM n,j to exist it is crucial that our σ j (y) and its derivatives do not contain ln(y) dependence in the y → 0 limit at any order in α s . In τ -space the perturbative coefficients have support over a finite range, τ ∈ [0, 1/2], and
Therefore the existence of 1/2 0 dτσ j (τ ) implies a well defined Taylor series in y under the integrand in Eq. (19), and hence the existence ofM n,j . This integral is the total perturbative cross section for j = 0. From Eq. (16) we have Ω 0,j>0 = 0, and furthermore Ω n,0 = Ω n and M n,0 =M n .
For the first moment, Eq. (17) yields
where the first two terms are determined by the leading order factorization theorem, while the last term identifies the scaling of contributions from (Λ QCD /Q) 2+j power corrections. Two properties of Eq. (20) will be relevant for our analysis: first, there is no perturbative Wilson coefficient for the leading 2 Ω 1 /Q power correction; and second, terms from beyond the leading factorization theorem only enter at O(Λ 2 QCD /Q 2 ) and beyond. For higher order moments, n ≥ 2, we have
Next we derive an analogous expression for the n-th order cumulants for n ≥ 2, which are generated from Fourier space by
6 Eq. (15) can be conveniently written as the product of three terms
where bars indicate the ratios
From Eq. (16) we have F τ,j (x = 0) = 0 for all j ≥ 1. Taking the logarithm of Eq. (23) expresses the thrust cumulants by the sum of three terms
The first two terms involve the perturbative cumulantŝ M n and the cumulants of the leading nonperturbative soft functions Ω n ,
The third term in Eq. (25) represents contributions from power-suppressed terms that are not contained in the leading thrust factorization theorem. These terms start at O(Λ 2 QCD /Q 2 ). At this order only F τ,1 has to be considered. The terms F τ,i>2 do not contribute due to explicit powers of Λ QCD /Q. Concerning F τ,2 , it must be hit by at least one derivative because F τ,2 (0) = 0, and hence does not contribute as well. Performing the n-th derivative at y = 0 and keeping only the dominant term from the power corrections gives the OPE
Here Ω 1,1 is defined in Eq. (18) . The perturbative coefficient is
and so far unknown. For n = 2 the absence of a 1/Q power correction in Eq. (27) was discussed in Ref. [54] .
The majority of our analysis will focus on M 1 where terms beyond the leading order factorization theorem are power suppressed. For our analysis of M n≥2 we consider the impact of both α s Ω 1 /Q corrections, and power corrections suppressed by more powers of 1/Q. When we analyze M n≥2 we will consider both 1/Q n and 1/Q 2 power corrections in the fits. 
III. RESULTS FOR M1
In this section we present the main results of our analysis, the fits to the first moment of the thrust distribution and the determination of α s (m Z ) and Ω 1 . Prior to presenting our final numbers in Sec. III D we discuss various aspects important for their interpretation. In Sec. III A we discuss the role of the log-resummation contained in our fit code, the perturbative convergence for different kinds of expansion methods, and we illustrate the numerical impact of power corrections and the renormalon subtraction. We also briefly discuss the degeneracy between α s (m Z ) and Ω 1 that motivates carrying out global fits to data covering a large range of Q values. In Sec. III B we present the outcome of the theory parameter scans, on which the estimate of theory uncertainties in our fits are based, and show the final results. We also display results for the fits at various levels of accuracy. Sec. III C briefly discusses the effects of QED and bottom mass corrections. Sec. IV shows the results of a fit in which renormalon subtractions and power corrections are included, but resummation of logs in the thrust distribution is turned off.
For our moment analysis we use the thrust distribution code developed in Ref. [8] , where a detailed description of the various ingredients may be found. We are able to perform fits with different level of accuracy: fixed order at O(α available [62] [63] [64] , so the code is updated to use the fixed parameter s 2 = −40.6804 from Refs. [62, 64] . A feature of our code is its ability to describe the thrust distribution in the whole range of thrust values. This is achieved with the introduction of what we call profile functions, which are τ -dependent factorization scales. In the e + e − annihilation process there are three relevant scales: hard, jet and soft, associated to the center of mass energy, the jet mass and the energy of soft radiation, respectively. The purpose of τ -dependent profile functions for these scales is to smoothly interpolate between the peak region where we must ensure that µ i > Λ QCD , the dijet region where the summation of large logs is crucial, and the multijet region where regular perturbation theory is appropriate to describe the partonic contribution [8] . The major part of the higher order perturbative uncertainties are directly related to the arbitrariness of the profile functions, and are estimated by scanning the space of parameters that specify them. For details on the profile functions and the parameter scans we refer the reader to App. A. We note that our distribution code was designed for Q values above 22 GeV.
A. Ingredients
The theoretical fixed order expression for the thrust moments contain no large logarithms, so we might not expect that the resummation of logarithms in the thrust spectrum will play a role in the numerical analysis. We will show that there is nevertheless some benefit in accounting for the resummation of thrust logarithms. This is studied in Figs. 1 and 2 , where for Q = m Z we compare the theoretical value of moments of the thrust distribution obtained in fixed order with those obtained including resummation. (The error bars for the fixed order expansion arise from varying the renormalization scale µ between Q/2 and 2 Q and those for the resummed results arise from our theory parameter scan method.)
In Fig. 1 we show the total hadronic cross section σ from the fixed order α s expansion (blue points with small uncertainties sitting on the horizontal line) and determined from the integral over the log-resummed distribution with/without renormalon subtractions (red triangles and green squares). Both expansions are displayed including fixed order corrections up to order α s (m Z ), α 2 s (m Z ) and α 3 s (m Z ), as indicated by the orders 1, 2, 3, respectively. We immediately notice that the resummed result is not as effective in reproducing the total cross section as the fixed order expansion. Predictions that sum large logarithms have a substantial (perturbative) normalization uncertainty. On the other hand, as shown in Ref. [8] , the resummation of logarithms combined with the profile function approach leads to a description of the thrust spectrum that converges nicely over the whole physical τ range when the norm of the spectrum is divided out, a property not present in the spectrum of the fixed order expansion.
In Fig. 2 the expansions of the partonic momentsM 1 , M 2 , andM 3 are displayed in the fixed order expansion (blue circles) and the log-resummed result with either the fixed order normalization (green squares) or a properly normalized spectrum (red triangles). We observe that the fixed order expansion has rather small variations from scale variation, but shows poor convergence indicating that its renormalization scale variation underestimates the perturbative uncertainty. ForM 1 the fixed order and log-resummed expressions with a common fixed-order normalization (blue circles and green squares) agree well at each order, indicating that, as expected, large logarithms do not play a significant role for this moment. On the other hand, the expansion based on the properly normalized log-resummed spectrum exhibits excellent convergence, and also has larger perturbative uncertainties at the lowest order. In particular, for the red triangles the higher order results are always within the 1-σ uncertainties of the previous order. The result shows that using the normalized log-resummed spectrum for thrust, which converges nicely for all τ , also leads to better convergence properties of the moments. At third order all the fixed order and resummed partonic moments are consistent with each other. Since the log-resummed moments exhibit more realistic estimates of perturbative uncertainties at each order, we will use the normalized resummed moments for our fit analysis.
8
In Fig. 3 we show how the inclusion of various ingredients (fixed order contributions, log resummation, power corrections, renormalon subtraction) affects the convergence and uncertainty of our theoretical prediction for the first moment of the thrust distribution as a function of Q. From these plots we can observe four points: i) Fixed order perturbation theory does not converge very well. ii) Resummation of large logarithms in the distribution, when normalized with the integral of the resummed distribution, improves convergence for every center of mass energy. iii) The inclusion of power corrections has the effect of a 1/Q-modulated vertical shift on the value of the first moment. iv) The subtraction of the renormalon ambiguity reduces the theoretical uncertainty. This picture for the first moment is consistent with the results of Ref. [8] for the thrust distribution. Another important element of our analysis is that we perform global fits, simultaneously using data at a wide range of center of mass energies Q. This is motivated by the fact that for each Q there is a complete degeneracy between changing α s (m Z ) and changing Ω 1 , which can be lifted only through a global analysis. Fig. 4 shows the difference between the theoretical prediction of M 1 as a function of Q, when α s (m Z ) or Ω 1 are varied by ± 0.001 and ± 0.1 GeV, respectively. We see that the effect of a variation in α s (m Z ) can be compensated with an appropriate variation in Ω 1 at a given center of mass energy (or in a small Q range). This degeneracy is broken if we perform a global fit including the wide range of Q values shown in the figure.
Finally, in Fig. 5 we show α s (m Z ) extracted from fits to the first moment of the thrust distribution at threeloop accuracy including sequentially the different effects our code has implemented: O(α , with Ω1 and no renormalon subtractions, without power corrections, and at fixed order without power corrections or log resummation. The first number in parentheses corresponds to the theory uncertainty, whereas the second corresponds to the experimental and hadronic uncertainty added in quadrature for the first two rows, and experimental uncertainty for the last two rows.
renormalon ambiguity in the Rgap scheme reduces the theoretical uncertainty by a factor of 3, while b-quark mass and QED effects give negligible contributions with current uncertainties. The right panel shows the same results, but with Ω1 defined in the MS scheme, and without renormalon subtractions. In both panels the dashed lines corresponds to an ellipse fit to the contour of the best-fit points to determine the theoretical uncertainty. The respective total (experimental + theoretical) 39% CL standard error ellipses are displayed (solid lines), which correspond to 1-σ (68% CL) for either one-dimensional projection.
B. Uncertainty Analysis
In Fig. 6 we show the result of our theory scan to determine the perturbative uncertainties. At each order we carried out 500 fits, with theory parameters randomly chosen in the ranges given in Table VIII sults in the MS scheme without renormalon subtractions. Each point in the plot represents the result of a single fit. As described in App. A, in order to estimate perturbative uncertainties, we fit an ellipse to the contour of best-fit points in the α s -2 Ω 1 plane, and we interpret this as 1-σ theoretical error ellipse. This is represented by the dashed lines in Fig. 6 . The solid lines represent the combined (theoretical and experimental) standard error ellipses. These are obtained by adding the theoretical and experimental error matrices which determined the individual ellipses. The central values of the fits, collected in Tables I and II, To analyze in detail the experimental and the total uncertainties of our results, we refer now to Fig. 7 . Here we show the error ellipses for our highest order fit, which includes resummation, power corrections, renormalon subtraction, QED and b-quark mass contributions. The green dotted, blue dashed, and the solid red lines represent the standard error ellipses for, respectively, experimental, theoretical, and combined theoretical and experimental uncertainties. The experimental and theory error ellipses are defined by ∆χ 2 = 1 since we are most interested in the 1-dimensional projection onto α s . The correlation matrix of the experimental, theory, and total error ellipses are (i, j = α s , 2 Ω 1 ) (29) it is possible to extract the experimental uncertainty for α s and Ω 1 and the uncertainty due to variations of Ω 1 and α s , respectively: The correlation exhibited by the green dotted experimental error ellipse in Fig. 7 is given by the line describing the semimajor axis
Note that extrapolating this correlation to the extreme case where we neglect the nonperturbative corrections (Ω 1 = 0) gives α s (m Z ) → 0.1255.
C. Effects of QED and the b-mass
The experimental correction procedures applied to the AMY, JADE, SLC, DELPHI and OPAL data sets were typically designed to eliminate initial state photon radiation, while those of the TASSO, L3 and ALEPH collaborations eliminated initial and final state photon radiation. It is straightforward to test for the effect of these differences in the fits by using our theory code with QED effects turned on or off depending on the data set. Using our N 3 LL order code in the Rgap scheme we obtain the central values α s (m Z ) = 0.1143 and Ω 1 = 0.376 GeV. Comparing to our default results given in Tabs. I and II, which are based on the theory code were QED effects are included for all data sets, we see that the central value for α s is larger by 0.0003 and the one for Ω 1 is smaller by 0.001 GeV. This shift is substantially smaller than our perturbative uncertainty. Hence our choice to use the theory code with QED effects included everywhere as the default for our analysis does not cause an observable bias regarding experiments which remove final state photons.
By comparing the N 3 LL (pure massless QCD) and N 3 LL (QCD + m b ) entries in Tabs. I and II we see that including finite b-mass corrections causes a very mild shift of +0.0004 to α s (m Z ), and a somewhat larger shift of −0.033 GeV to Ω 1 . In both cases these shifts are within the 1-σ theory uncertainties. In the N 3 LL (pure massless QCD) analysis the b-quark is treated as a massless flavor, hence this analysis differs from that done by JADE [23] where primary b quarks were removed using MC generators.
D. Final Results
As our final result for α s (m Z ) and Ω 1 , obtained at N 3 LL order in the Rgap scheme for Ω 1 (R ∆ , µ ∆ ), including bottom quark mass and QED corrections we obtain α s (m Z ) = 0.1140 ± (0.0004) exp (34)
where R ∆ = µ ∆ = 2 GeV and we quote individual 1-σ uncertainties for each parameter. Here χ 2 /dof = 1.33. Eq. (34) is the main result of this work.
In Fig. 8 we show the first moment of the thrust distribution as a function of the center of mass energy Q, including QED and m b corrections. We use here the bestfit values given in Eq. (34) . The band displays the theoretical uncertainty and has been determined with a scan on the parameters included in our theory, as explained in App. A. The fit result is shown in comparison with data It is interesting to compare the result of this analysis 13 with the result of our earlier fit of thrust tail distributions in Ref. [8] . This is shown in Fig. 9 . Here the red upper shaded area and corresponding ellipses show the results from fits to the first moment of the thrust distribution, while the blue lower shaded area and ellipses show the result from fits of its tail region. Both analyses show the theory (dashed lines) and combined theoretical and experimental (solid lines) standard error ellipses, as well as the ellipses which correspond to ∆χ 2 = 2.3 (68% CL for a two-parameter fit, wide-dashed lines). We see that the two analyses are compatible.
IV. FIXED ORDER ANALYSIS OF M1
It is interesting to compare the result of our best fit with an analysis where we do not perform resummation in the thrust distribution, but where power corrections and renormalon subtractions are still considered. This is achieved by setting the scales µ H , µ S , µ J , µ ns in our theoretical prediction all to a common scale µ ∼ Q. We use R for the scale of the renormalon subtractions and renormalization group evolved power correction. Finally we will neglect QED and b-mass corrections in this subsection. Up to the treatment of power corrections and perturbative subtractions, the fixed order results used for this analysis are thus equivalent to those used in Ref. [48] .
The OPE formula for the first moment in the Rgap scheme for this situation is given by
In Eq. (35), the Ω 1 with no arguments is the value determined by the fits, which is in the Rgap scheme at the reference scale µ ∆ = R ∆ = 2 GeV. Here∆(R, µ) is the running gap parameter, and∆(R, µ)−∆(R ∆ , µ ∆ ) is used to sum logarithms from (R ∆ , µ ∆ ) to (R, µ) in Eq. (35) . The analytic expression for∆(R, µ) −∆(R ∆ , µ ∆ ) can be found in Eq. (41) of Ref. [8] (see also [16] ). The perturbativeM Rgap 1 is related to the perturbative MS result byM
where the subtractions terms are [8, 16] the coupling expansions in both these objects are done at the same scale, α s (µ), for this cancellation to take place. The relation to the MS scheme power correction is Ω 1 = Ω 1 + δ(R ∆ , µ ∆ ), and the OPE in the MS scheme at this level is
In the MS result there are no perturbative renormalon subtractions (and thus no log resummation related to the renormalon subtractions) and the parameter Ω 1 has a Λ QCD renormalon ambiguity. We will perform fits to the experimental data following the same procedure discussed in the previous section. Using Eq. (35) we consider two cases, i) R ∼ Q where Ω 1 is renormalization group evolved to R and there are no large logarithms in the renormalon subtractions, and ii) fixing R at the reference scale, R = 2 GeV, in which case large logarithms are present in the renormalon subtractions. We will also consider a third case, iii), using the MS-OPE of Eq. (38) . Results for these fits are shown in Tabs. IV and V. For all cases χ 2 /dof 1.32. For case i) we take R ∼ µ ∼ Q, so there are no large logarithms in the δ(R, µ) of Eq. (35), and all large logarithms associated with renormalon subtractions are summed in∆(R, µ) −∆(R ∆ , µ ∆ ). Here we estimate the perturbative uncertainty in α s (m Z ) and Ω 1 by varying the renormalization scale µ and the scale R independently in the range {2 Q, Q/2}. We use one-half the maximum minus minimum variation as the uncertainty, and the average for the central value. The results for both α s (m Z ) and Ω 1 are fully compatible at 1-σ to our final results shown in Eq. (34) . The agree-ment is even closer to the central values for the fits without QED or b-mass corrections in Tabs. I and II, namely α s (m Z ) = 0.1142(07) (14) and Ω 1 = 0.402 (35) (44) . The one difference is that the perturbative uncertainty for Ω 1 in Tab. V is a factor of three smaller. The case i) results in the table also exhibit nice order-by-order convergence, and if one plots M 1 versus Q (analogous to Fig. 2 ) the uncertainty bands are entirely contained within one another. In order to be conservative, we take our resummation analysis in Eq. (34) as our final results (with its larger perturbative uncertainty and inclusion of QED and b-mass corrections).
For case ii) we take R ∼ 2 GeV and µ ∼ Q as typical values, so there are large logarithms, ln(R/Q), in the δ(R, µ) renormalon subtractions. The central value for For case iii), where the Ω 1 power correction is defined in MS we do not have renormalon subtractions (and hence no large logs in subtractions). Due to the poor convergence of the fixed order prediction for the first moment, seen from the blue fixed order points in Fig. 2 , it is not clear whether varying µ in the range {2 Q, Q/2} gives a realistic perturbative uncertainty estimate. Hence we determine the perturbative uncertainty for case iii) in Tabs. IV and V by varying µ in the range {2 Q, Q/2} and multiply the result by a factor of two. The perturbative uncertainties for α s (m Z ) are a factor of two larger than in case ii). The central values for α s (m Z ) in case iii) are also larger, but are compatible with those in case ii) and Eq. (34) within 1-σ.
It is interesting to compare our results to those of Ref. [48] , which also performs a fixed order analysis at O(α 3 s ), and incorporates subtractions based on the dispersive model. 9 Here the subtractions contain logarithms, ln(µ I /µ), where µ I ∼ 2 GeV and µ ∼ Q, that are not resummed. From a fit to M 1 in thrust they obtained α s (m Z ) = 0.1166 ± 0.0015 exp ± 0.0032 th where the first uncertainty is experimental and the second is theoreti- 9 On the experimental side, Ref. [48] uses only the new JADE data from [23] and OPAL data. In our analysis the new JADE was excluded, but we utilized a larger dataset that includes ALEPH, OPAL, L3, DELPHI, AMY, TASSO, and older JADE data. This may have a non-negligible impact on the outcome of the comparison.
cal. Our corresponding result is the one in case ii), and the central values and uncertainties for α s (m Z ) are fully compatible. The perturbative uncertainty they obtain is a factor of 1.6 larger than ours. It arises from varying the renormalization scale µ ∈ {2 Q, Q/2}, the O(α 2 s ) Milan factor M by 20%, and the infrared scale µ I = 2 ± 1 GeV in the dispersive model. In our analysis there is no precise analog of the Milan factor because our subtractions and Rgap scheme for Ω 1 fully account for two and three gluon infrared effects up to O(α 3 s ) that are associated to thrust. Other than this, the difference can be simply attributed to the differences in subtraction schemes which have an impact on the µ scale uncertainty. Finally, note that we have implemented the analytic results of Ref. [48] and confirmed their µ and µ I uncertainties.
V. JADE DATASETS
As discussed in Sec. I our global dataset includes thrust moment results from ALEPH, OPAL, L3, DEL-PHI, AMY, TASSO and the JADE data from Ref. [22] . In this section we discuss the impact on the results in Secs. III and IV of replacing the JADE data from Ref. [22] with moment results from an updated analysis carried out in Ref. [23] , which removes the contributions from primary bb pair production and provides in addition measurements at Q = 14 and 22 GeV. In Fig. 10 we show the data for M 1 , including the JADE results from Refs. [22] and [23] . The most significant difference occurs at Q = 44 GeV. Our analysis will treat these datasets on the same footing without attempting to account for the effect of removing the bb's.
For our analysis here, with theory results at N 3 LL + O(α 3 s ), we continue to exclude center of mass energies Q ≤ 22 GeV as in Sec. III. The dependence of the global fit result on the data set for M 1 is shown in Fig. 11 . Theoretical uncertainties are analyzed again by the scan method giving the central dots and three inner ellipses, while the outer three ellipses show the respective combined 1-σ total experimental and theoretical uncertainties. Using all experimental data but excluding JADE measurements entirely gives the fit result shown by the upper blue ellipse. This result is compatible at 1-σ with the central red ellipse which shows our default analysis, using the Ref. [22] JADE M 1 measurements. Replacing these two JADE data points by the four Q > 22 GeV JADE M 1 results from Ref. [23] yields the lower green ellipse (whose center is 1.5-σ from the central ellipse). For this fit the χ 2 /dof increases from 1.33 to 1.52 demonstrating that there is less compatibility between the data. For this reason, together with the concern about the impact of removing primary bb events with MC simulations, we have used only JADE data from Ref. [22] in our main analysis.
A similar pattern is observed using the fixed order fits of M 1 discussed in Sec. IV. In this case it is also straightforward to include the Q = 14, 22 GeV JADE data from The solid line corresponds to the result from the first row of Tab. IV, and uses a fixed order code with power corrections in a renormalon-free scheme, but no resummation (neither QED nor bottom mass corrections).
Ref. [23] . If these two points are added to our default dataset (which contains Q = 35 and 45 GeV as the lowest Q results for M 1 ) then we find α s (m Z ) = 0.1155 ± 0.0012 and Ω 1 = 0.361 ± 0.035 GeV with χ 2 /dof = 1.3. This is compatible at 1-σ with our final pure QCD result in Tab. I. If we include the entire set of JADE data from Ref. [23] instead of those from Ref. [22] then we find α s (m Z ) = 0.1166 ± 0.0012 and Ω 1 = 0.306 ± 0.033 GeV with χ 2 /dof = 1.6, very similar to the values observed for the green lower ellipse in Fig. 11 . Hence, overall the fixed order analysis does not change the comparison of fits with the two different JADE datasets.
VI. HIGHER MOMENT ANALYSIS
In this section we consider higher moments, M n≥2 , which have been measured experimentally up to n = 5. From Eq. (21) we see that these moments have power corrections ∝ 1/Q k for k ≥ 1. Since for the perturbative moments we haveM n /M n+1 4-9, we estimate that the 1/Q 2 power corrections are suppressed by 9Λ QCD /Q which varies from 1/8 to 1/44 for the Q-values in our dataset, Q ≥ 35 GeV. Hence, for the analysis in this section we can safely drop the 1/Q 2 and higher power corrections and use the form
By using our fit results for α s (m Z ) and Ω 1 from Eq. (34) we can directly make predictions for the moments M 2,3,4,5 . This tests how well the theory does at calculating the perturbative contributionsM 2,3,4,5 . The results for these moments are shown in Fig. 12 spectively, indicating that our formalism does quite well at reproducing these moments. The larger χ 2 /dof for n = 3 is related to a quite significant spread in the experimental data for this moment at Q 190 GeV. Note that we also see that the relation M n /M n+1 4-9 is satisfied by the experimental moments.
An alternate way to test the higher moments is to perform a fit to this data. Since we have excluded the new JADE data in Ref. [23] , we do not have a significant dataset at smaller Q values for the higher moments. With our higher moment dataset the degeneracy between α s (m Z ) and Ω 1 is not broken for n ≥ 2, and one finds very large experimental errors for a two-parameter fit already at n = 2. However we can still fit for α s (m Z ) from data for each individual M n≥2 by fixing the value of Ω 1 to the best fit value in Eq. (34) from our fit to M 1 . For this exercise we use our full N 3 LL + O(α 3 s ) code, but with QED and mass effects turned off. The outcome is shown in Fig. 13 and Tab. VI. We find only a little dependence of α s on n, and all values are compatible with the fit to the first moment within less than 1-σ. This again confirms that our value for Ω 1 and perturbative predictions forM n≥2 are consistent with the higher moment data.
In Ref.
[48] a two-parameter fit to higher thrust moments was carried out using OPAL data and the latest low energy JADE data. For n = 2 to n = 5 the results increase linearly from α s (m Z ) = 0.1202 ± (0.0018) exp ± (0.0046) th to α s (m Z ) = 0.1294 ± (0.0027) exp ± (0.0070) th respectively, and the weighted average for the first five moments of thrust is α s (m Z ) = 0.1208 ± 0.0018 exp ± 0.0045 th . The results are fully compatible within the uncertainties, and there is an indication of a trend towards larger α s (m Z ) extracted from higher moments. In our analysis we do not observe this trend, but our results should not be directly compared since we have only performed a one parameter fit. After further averaging over results obtained from event shapes other than thrust Ref. [48] obtained as their final result α s (m Z ) = 0.1153 ± 0.0017 exp ± 0.0023 th . This is again perfectly compatible with our result in Eq. (34).
VII. HIGHER POWER CORRECTIONS FROM CUMULANT MOMENTS
In this section we use cumulant moments as defined in Eq. (27) to discuss the presence of higher power cor- rections and their constraints from experimental data. There are two types of power corrections that are relevant for the cumulants, those defined rigorously by QCD matrix elements which come from the leading thrust factorization theorem, Ω n , and those from our simple parameterization of higher order power corrections in Eq. (15), Ω n,j≥1 . For the latter a systematic matching onto QCD matrix elements has not been carried out and the corresponding perturbative coefficients have not been determined.
For the second cumulant M 2 both types of power correction contribute to the leading 1/Q 2 term in the combinationΩ
Without a calculation of the perturbative coefficient M 1,1 we cannot argue that either one dominates, and hence we keep both of them. In terms of this parameter the OPE with its leading power correction for the second cumulant becomes simply the power correction from the leading thrust factorization theorem is 1/Q 3 , while that from the subleading factorization theorem is 1/Q 2 , so
where we keep both of these power corrections.
For our analysis we assume that the perturbative coefficients M 1,1 and M 2,1 get contributions at tree-level, and hence that their logarithmic dependence on Q is α s -suppressed. Thus for fits to M 2 and M 3 we consider the three parametersΩ 2 , M 2,1 Ω 1,1 , and Ω 3 . Our theoretical expectations are that (Ω n ) 1/n ∼ Λ QCD and (
Since most of the experimental collaborations provide measurements only for moments we computed the cumulants using Eq. (3). To propagate the errors to the n-th cumulant one needs the correlations between the first n moments, both statistical and systematical. Following experimental procedures we estimate the statistical correlation matrix from Monte Carlo simulations. These matrices are provided in Ref. [65] for 10 The computation of these matrices does not depend on the simulation of the detector and hence can be a priory employed on the data provided by any experimental collaboration. It was found that statistical correlation matrices depend very mildly on the center of mass energy, and our approach is to use the matrix computed at 14 GeV for Q < 60 GeV, the one computed at 91.3 for 60 GeV ≤ Q < 120 GeV and the one at 206.6 GeV for Q ≥ 120 GeV. The systematic correlation matrix for the moments is estimated using the minimal overlap model based on the systematic uncertainties, and then converted to uncertainties for the cumulants. We use this method even for the few cases in which experimental collaborations provide uncertainties for the cumulants directly, since we want to treat all data on the same footing. In these cases we have checked that the results are very similar.
To some extent the prescription we employ lies in between two extreme situations: a) moments are completely uncorrelated, and b) cumulants are completely uncorrelated. Situation a) corresponds to the naive assumption that the moments are independent. Situation b) is motivated by considering that properties like the location of the peak of the distribution (∼ M 1 ), the width of the peak (∼ M 2 ), etc. are independent pieces of information. By assuming moments are uncorrelated one overestimates the errors of the cumulants. This would translate into larger experimental errors for our fit results and very small χ 2 /dof. Assuming that cumulants are uncorrelated induces very strong positive correlations between moments, which then leads to small uncertainties for the cumulants, especially for the variance, and larger χ 2 /dof values. With the adopted prescription we use one finds a weaker positive correlation among moments, which translates into a situation between these two extremes. For our analysis we use our highest order code as described in Sec. III, and take the value α s (m Z ) = 0.1142 obtained in our fit to the first moment data with this code (see Tab. I). Since we are analyzing cumulants M n≥2 the value of Ω 1 is not required, and there is no distinction between having this parameter in MS or the Rgap scheme. Hence in order to fit for higher power corrections we use our purely perturbative code in the MS scheme. Thus all of the power correction parameters extracted in this section are in the MS scheme. The perturbative error is estimated as in Sec. III, by a 500 point scan of theory parameters (see App. A).
Before we fit for the higher power corrections, we will check how well our factorization theorem predicts the experimental cumulants using a simple exponential model systematic correlations are estimated using the minimal overlap model. Unfortunately this can introduce biases, and we thank Christoph Pahl for clarifying this point.
for the nonperturbative soft function (the model with only one coefficient c 0 = 1 from Refs. [8, 55] ). This model has higher power corrections that are determined by its one parameter Ω 1 : Ω 2 = Ω For the M n in Fig. 14 we also observe that M n+1 /M n ∼ 1/10, so the (n + 1)-th order cumulant is generically one order of magnitude smaller than the n-th order cumulant.
Next we will fit for the power correction parameters Ω 2 , M 2,1 Ω 1,1 , and Ω 3 . For this analysis we neglect QED and b-mass effects. To facilitate this we consider the difference between the experimental cumulants M n and the perturbative theoretical cumulantsM n , namely M 2 −M 2 and M 3 −M 3 . From Eqs. (41) and (42) these differences are determined entirely by the power correction parameters we wish to fit. The results are shown in Tab. VII and the upper two panels of Fig. 15 For the fit to M 3 −M 3 there is a strong correlation between Ω 3 and M 2,1 Ω 1,1 even though they occur at different orders in 1/Q. Since the χ 2 is quadratic in these two parameters we can determine the linear combinations that exactly diagonalize their correlation matrix:
Note that these combinations arise solely from experimental data. We have presented the coefficients of these combinations grouping together a factor of (6M 2,1 /0.07), which is close to unity if 6M 2,1 M 1 . The results in Tab. VII exhibit a reasonable uncertainty for Θ 2 , but a large uncertainty for Θ 3 . Hence, at this time it is not possible to determine the original parameters Ω 3 and M 2,1 Ω 1,1 independently. As in the previous case, the fit does not exhibit any evidence for a 1/Q correction, confirming the theoretical prediction for this cumulant.
In Fig. 15 we also show results for cumulant differences M n −M n versus Q for n = 4 and n = 5. In all cases n = 2, 3, 4, 5 the perturbative cumulantsM n are the largest component of the cumulant moments M n , as can be verified by the reduction of the values by a factor of 2-3 in Fig. 15 compared to the values in Fig. 14 . We also observe an order of magnitude suppression between the (n + 1)'th and n'th terms, (M n+1 −M n+1 )/(M n −M n ) ∼ 1/10. For n = 4, 5 the OPE formula in Eq. (27) involves both 2
n Ω n /Q n terms and terms with non-trivial perturbative coefficients: (2 n M n−1,1 Ω 1,1 )/Q 2 +. . . (where here the ellipses are terms at 1/Q 3 and beyond). If the former dominated we would expect a suppression by 2 Λ QCD /Q for the (n + 1)'th versus n'th term. The observed suppression by 1/10 is less strong and is instead consistent with domination by the 1/Q 2 power correction terms in the n = 4, 5 cumulant differences. This would imply [(n+1)M n,1 ]/[nM n−1,1 ] ∼ 1/10 and could in principle be verified by an explicit computation of these coefficients. In Fig. 15 we show fits to a 1/Q 2 power correction, which are essentially dominated by the lowest energy point at the Z-pole. The results are 8 M 3,1 Ω 1,1 = 0.20 ± 0.08 from fits to M 4 and 10 M 4,1 Ω 1,1 = 0.07±0.06 from fits to M 5 . These values agree with our expectation of the ∼ 1/10 suppression between the two M n,1 perturbative coefficients.
In this section we have determined the 1/Q 2 power correction parameterΩ 2 with 25% accuracy, and find it is 3.8 σ different from zero. For the higher moments there are important contributions from a Ω 1,1 /Q 2 power correction, which appears to even dominate for n ≥ 4. Clearly experimental data supports the pattern expected from the OPE relation in Eq. (27) .
VIII. CONCLUSIONS
In this work we have used a full τ -distribution factorization formula developed by the authors in a previous publication [8] to study moments and cumulant moments (cumulants) of the thrust distribution. Perturbatively it incorporates O(α 3 s ) matrix elements and nonsingular terms, a resummation of large logarithms, ln k τ , to N 3 LL accuracy, and the leading QED and bottom mass corrections. It also describes the dominant nonperturbative corrections, is free of the leading renormalon ambiguity, and sums up large logs appearing in perturbative renormalon subtractions.
Theoretically there are no large logs in the perturbative expression of the thrust moments, and when normalized in the same way the perturbative result from the full τ code with resummation agrees very well with the fixed order results. Nevertheless, when the code is properly self normalized it significantly improves the order-by-order perturbative convergence towards the O(α 3 s ) result. In particular, the results remain within the perturbative error band of the previous order, in contrast to what is observed using fixed order expressions. This lends support to the theoretical uncertainty analysis from the code with resummation.
From fits to the first moment of the thrust distribution, M 1 , we find the results for α s (m Z ) and the leading power correction parameter Ω 1 given in Eq. (34) . They are in nice agreement with values from the fit to the tail of the thrust distribution in Ref. [8] . The moment results have larger experimental uncertainties, and these dominate over theoretical uncertainties, in contrast with the situation in the tail region analysis of Ref. [8] . Repeating the M 1 fit using a fixed order code with no ln τ resummation, but still retaining the summation of large logs in the perturbative renormalon subtractions, yields fully compatible results for α s (m Z ) and Ω 1 .
Using a Fourier space operator product expansion we have parameterized higher order power corrections which are beyond the leading factorization formula, and analyzed the OPE both for moments M n and cumulants M n . In the moments M n the Ω 1 /Q power correction from the leading factorization theorem enters with a perturbative suppression in its coefficient, and dominates numerically over higher 1/Q corrections. In contrast, the cumulants M n≥2 depend on higher order cumulant power corrections Ω n /Q n from the leading factorization theorem, and are independent of Ω 1 /Q, . . . , Ω n−1 /Q n−1 . Data on these cumulants appear to indicate that they receive important contributions from a 1/Q 2 power correction that enters at a level beyond the leading thrust factorization theorem. Thus the OPE reveals that cumulants are appealing quantities for exploring subleading power corrections. We performed a fit to the second cumulant and determined a non-vanishingΩ 2 /Q 2 power correction with a precision of 25%.
It would be interesting to extend the analysis performed here, based on OPE formulas related to factorization theorems, to other event shape moments and cumulants. Examples of interest include the heavy jet mass event shape [7, [66] [67] [68] [69] , angularities [70, 71] , as well as more exclusive event shapes like jet broadening [72] [73] [74] [75] [76] . Other event shape moments were considered at O(α 3 s ) in Ref. [48] in the context of the dispersive model for the 1/Q power corrections. In our theory error analysis we vary µ ns to account for our ignorance on the resummation of logarithms of τ in the nonsingular corrections. We consider three possibilities 
The complete set of theoretical parameters and the their ranges of variation are summarized in Table VIII. Besides the parameters associated with the profile functions, the other theory parameters are Γ is estimated via Padé approximants and we assign a 200% uncertainty to this approximation. j 3 and s 3 represent the nonlogarithmic 3-loop term in the position-space hemisphere jet and soft functions, respectively. These two parameters and their variations are estimated via Padé approximations. The last two parameters 2 and 3 allow us to include the statistical errors in the numerical determination of the nonsingular distribution at two (from EVENT2 [77, 78] ) and three (from EERAD3 [2] ) loops, respectively.
At each order we randomly scan the parameter space summarized in Table VIII with a uniform measure, extracting 500 points. Each of the points in Fig. 6 is the result of the fit performed with a single choice of a point in the parameter space. The contour of the area in the α s -2 Ω 1 plane covered by the fit results at each given order is fitted to an ellipse, which is interpreted as a 1-σ theoretical uncertainty. The ellipse is determined as follows: in a first step we determine the outermost points on the α s -2 Ω 1 plane (defined by the outermost convex polygon). We then perform a fit to these points using a χ 2 which is the square of the formula for an ellipse:
Here the sum is over the outermost points. The coordinates for the center of the ellipse, α 0 and Ω 0 , are fixed ahead of time to the average of the maximum and minimum values of α s (m Z ) and Ω 1 in the scan. We then minimize χ 2 ellipse to determine the parameters a, b, c of the ellipse.
One could further express the coefficients a and b by
where ∆α and ∆Ω are just the half of the difference of the maximum and minimum values of α s (m Z ) and Ω 1 , respectively, on the ellipse. Setting ∆α and ∆Ω to the corresponding values obtained from the fit points of the scan (i.e. the perturbative errors) the coefficients a and b can be fixed and only c remains as a free parameter. The minimization of χ
In Fig. 16 we vary a single parameter of Table VIII keeping all the others fixed at their respective default values, and we plot the change of α s (m Z ) and Ω 1 as compared to the values obtained from the first moment thrust fit with the default setup. In the figure, the dark shaded blue area represents a variation where the parameter is larger than the default value, and the light shaded green one where the parameter is smaller. The largest uncertainty is associated with the variation of the hard scale, e H . The value of α s (m Z ) is similarly affected by the uncertainty of the profile function parameters, the statistical error from the numerical determination of the 3-loop nonsingular distribution from EERAD3 [2] , and by the parameter j 3 . It is rather insensitive to the variation of the 4-loop cusp anomalous dimension and the statistical error from the determination of the 2-loop nonsingular contribution to the thrust distribution. The value of Ω 1 is mainly sensitive to the profile function parameters and
