Abstract: A two-layer control algorithm is developed for a class of hybrid (discrete-continuous dynamic) systems comprising important applications such as the economically optimal operation of recipe-driven batch or continuous processes. On the upper layer, the economic optimal control problem is solved rigorously by a slow controller at a low sampling rate, whereas a fast neighboring-extremal controller updates rather than tracks the optimal trajectories to account for disturbances. Consequently, the process is steered to its operational bounds, while the optimal switching times under disturbances can be determined such that the economic potential of the process is fully exploited anytime.
INTRODUCTION
In process control, mathematical models are widely used to optimize the closed-loop behavior of process systems under disturbances. Especially for transient processes, a continuous dynamic nonlinear process model has to be employed which reliably predicts the continuous behavior of the process for a large range of operating conditions, for example, during the start-up of the plant or when a new operating point has to be reached. Furthermore, discrete events often occur during process operations which are caused by time-dependent explicit or state-dependent implicit discontinuities. While explicit discontinuities are triggered by discrete events which occur at given times, implicit discontinuities are triggered based on the system's current state, for example, after a sudden phase change or an activation of a safety valve. In this work, we focus on explicit discontinuities which arise due to operators' choices outside the system such as a sudden change of the operating point. These discontinuities are explicit even if a nonlinear model-predictive controller is used to determine the optimal switching time based on the system's (predicted) state because the discontinuities nonetheless occur at a given time imposed by the controller outside the system.
In order to operate a process under disturbances in an economically optimal way, Helbig et al. [2000] suggested to solve an economic optimal control problem in realtime using, for example, nonlinear model-predictive control (NMPC) with an economic rather than a common setpoint tracking objective. Recently, this single-layer control architecture is simply called economic NMPC (cf. Rawlings and Amrit [2009] ). However, the computational time for the rigorous solution of an economic NMPC problem may not be negligible especially for large-scale systems with strong nonlinearities and fast dynamics as control performance and even stability might be lost as illustrated by Findeisen and Allgöwer [2004] . Hence, a hierarchical two-layer control architecture has been suggested by Helbig et al. [2000] for fast disturbance rejection, where a slow controller on the upper layer solves a nonlinear economic optimal control problem rigorously at a low sampling rate for slow disturbance trends, and where a fast (optimizing) controller on the lower layer provides control moves for fast disturbance rejection at a high sampling rate. The two-layer control architecture will be termed dynamic realtime optimization (DRTO) architecture throughout the paper as introduced by Würth et. al. [2011] . Here, the term DRTO is used because the economic optimal control problem on the upper layer can be interpreted as a generalization of (static) real-time optimization which is well-established in the process industries (for related terminologies cf. Backx et. al. [2000] , Kadam and Marquardt [2004] ). Busch et. al. [2007] have introduced the concept of dynamic predictive scheduling (DPS) for (open-loop) nonlinear optimal control problems with economic objectives and discrete decisions. This concept has been integrated into a DRTO architecture by Elixmann et. al. [2010] in order to include scheduling decisions such that economically optimal operation is feasible for hybrid systems with explicit discontinuities. The slow hybrid controller on the upper layer determines the optimal sequence of modes and the optimal trajectories in each mode by solving a mixed-integer optimal control problem. On the lower layer, the optimal trajectories are then tracked under disturbances by a fast linear time-variant model-predictive controller with a quadratic objective function (LTV-MPC) for the so-called fixed direct sequence of modes provided by the upper-layer controller (cf. Oldenburg and Marquardt [2008] ). Here, a fixed direct sequence refers to a given sequence of modes of non-zero duration separated by discrete events. The dynamics in each of these modes is continuous. If an LTV-MPC is applied on the lower layer, the inconsistency in the control objectives on both layers may lead to conflicts when disturbances arise (cf. Rawlings and Amrit [2009] ). In addition, control performance is lost under strong disturbances because the reference trajectories of the slow controller may no longer be optimal and the optimal duration of each mode cannot be updated by the fast LTV-MPC controller. In order to overcome these inconsistencies and to improve control performance, the two-layer DRTO architecture has been extended by Würth et. al. [2011] for continuous dynamic systems, where a fast neighboring-extremal (NE) controller replaces the LTV-MPC on the lower layer. The NE controller provides sensitivity-based updates, so-called neighboring-extremal updates (NEU), of the optimal solution computed on the upper layer to account for current disturbances such that the previously optimal but now outdated trajectories of the slow controller are updated rather than only tracked. Changes in the active set are handled by solving a parametric QP as suggested by Kadam and Marquardt [2004] . For a one-layer architecture, related fast NMPC schemes have been developed that either rely on fast sensitivitybased updates (cf. Büskens and Maurer [2001] , Zavala and Biegler [2009] ) or apply suboptimal solutions of the nonlinear optimal control problem (cf. Diehl et. al. [2002] ).
Motivated by the shortcomings of the existing two-layer DRTO architecture for the integration of optimal control and scheduling, we propose a two-layer DRTO architecture based on the work of Würth et. al. [2011] , where the fast NE controller is extended to hybrid systems with explicit discontinuities. We do not consider a mixed-integer problem on the upper layer, but assume that the optimal fixed direct sequence has been already determined because the focus is on the beneficial effects of the extended NE controller. The NE controller not only overcomes inconsistencies but also tracks the necessary conditions of optimality rather than the setpoints or trajectories computed for outdated disturbances such that closed-loop economic performance is further improved. Moreover, the optimal duration of each mode can be adjusted to account for the effect of disturbances. Important applications for hybrid systems described by fixed direct sequences are, for example, continuous processes with changeovers and batch processes for which a recipe has been specified. This paper is organized as follows. In Section 2, we introduce the multi-stage optimal control problem representing the class of hybrid control problems considered in this work and present a rigorous sequential solution strategy for the open-loop optimal control problem. Then, the twolayer DRTO architecture is outlined in Section 3, where the controllers on both layers now cover hybrid systems assuming a fixed direct sequence. In Section 4, we present a case study to demonstrate the beneficial effects of the extended NE controller on the overall performance. Finally, conclusions are given in Section 5.
ECONOMIC OPTIMAL CONTROL PROBLEM AND SOLUTION STRATEGY

Problem formulation
We consider hybrid systems consisting solely of explicit discontinuities and a fixed direct sequence, where the (optimal) number and order of modes is known. The continuous-time receding horizon formulation of the optimal control problem can be formulated based on a multistage DAE model of index one, where each stage k represents a mode: min
(1i) The index k denotes the quantities of stage k and the index h the quantities of the current horizon. Since we assume that the number of controls and states are the same for each stage k, u k,h :
represent the trajectories of the controls, the differential and algebraic variables on I k,h , respectively. d k,h : I k,h → R n d denotes the disturbances caused by model mismatch or by external disturbances. The overall economic objective functional of the optimal control problem is assumed to be the sum of the Lagrange-type functionalsΦ k (·) of each stage k, subject to the multi-stage DAE process model of index one, (1b) and (1c), with consistent initial conditions and stage transitions (1d) as well as path and end point constraints, (1e) and (1f), for each stage
andc k (·) are assumed to be at least twice continuously differentiable for each stage k. At each sampling instant t 0,h , the optimal control problem (1) has to be solved on the time horizon
We assume here that a feasible solution to problem (1) exists at each sampling instant. The optimal controls are implemented on the current sampling interval and the horizon is shifted by the sampling time ∆t.
As a discrete event might have occurred during the transition from one horizon to the next, the number of stages may decrease during closed-loop operation. If the final time of the first stage t 1,h > t 0,h +∆t, the number of stages are the same, i.e. the set K h+1 is thus simply set to K h . However, if t 1,h ≤ t 0,h +∆t, the number of stages decreases byk h stages withk h := max({k ∈ K h |t k,h ≤ t 0,h + ∆t}).
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Solution strategy
The solution to (1) is approximated by a sequential strategy using control-vector parametrization. Hence, each control u l,k,h (t), with l = 1, ..., n u , is represented by piecewise constant B-spline basis functions Ψ(t) on each stage horizon I k,h to reduce the infinite number of degrees of freedom to a finite number. The number of basis functions may differ for each control, each stage and each time horizon:
where
Problem (1) can be solved approximately on horizon I h for a given vector of known parameters
T . In order to facilitate sensitivity computation, we introduce the stage duration ∆t k,h = t k,h − t k−1,h and transform the time coordinate t of the multistage model to τ with
(4d) Since the stage duration can be interpreted as a decision variable on stage k, the extended vector of control variables
T is finally obtained for the transcribed optimal control problem. The objective functional, the constraints and their first order sensitivities with respect to ζ h and p h are computed by simultaneous integration of the transformed nonlinear DAE multi-stage model (4) and the associated DAE multi-stage sensitivity equation system by some efficient tailored algorithm such as SLIMEX (cf. Schlegel et. al. [2005] ). Since a fixed direct sequence has been assumed and we consider explicit discontinuities, the first and second order sensitivities of the differential variables ( Fig. 1 . Two-layer DRTO architecture.
at τ k,h and need to be reinitialized at the starting time of each stage k (cf. Galán et. al. [1999] ).
The optimal control problem (1) can thus be transcribed into the NLP
where c k (·), k ∈ K h , are the inequality constraints resulting from control vector parametrization of (1e) and (1f) 
TWO-LAYER DRTO ARCHITECTURE
In order to reduce computational time and to improve closed-loop economic performance, we employ the twolayer DRTO architecture introduced by Würth et. al. [2011] as shown in Fig. 1 , and extend it for hybrid systems assuming a fixed direct sequence. For the sake of simplicity, we consider state feedback without measurement noise throughout the paper and assume that the disturbances are measurable. In the two-layer architecture, the disturbances d(t) are filtered and sent to the slow controller together with the current state x d 0,h . If the slow controller is triggered, a rigorous (approximated) solution to the optimal control problem (1) is computed at a low sampling rate. Hereafter, the slow controller sends the control and state trajectories and the filtered disturbances to the fast controller together with first and second order sensitivities required for the neighboring-extremal update (NEU). The fast controller provides a sensitivity-based update of the optimal trajectories under fast disturbances at a high sampling rate. The sensitivity-based update is immediately sent to the process and first and second order sensitivities are computed for the NEU on the successive horizon I h+1 in case the slow controller is not triggered.
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Incorporation of disturbances and initial conditions
Since the slow controller computes a rigorous solution to (1) at a low sampling rate, a slow disturbance trend d(t) is determined from the measured disturbances d(t) by means of a filter as suggested in Würth et. al. [2011] . Additionally, the filter provides the predictions d h (t) and d h (t) on I h . Finally, the filter approximates
nd is the vector of parameters representing slow disturbances of dimension nd = n d · K k,h . The parameterized disturbances and initial conditions are gathered in the parameter vec-
Slow controller
When the slow controller is triggered, the parameter vector for the slow controller is set to p s :=p h . Then, for a given p s , we approximate the solution to the optimal control problem (1) by a sequential strategy as described in Section 2.2. The NLP of the slow controller is given by
Since the NEU requires (continuous) first and second order sensitivities, an efficient computational method has to be applied that allows the computation of ( Since the evaluation of the Jacobian and Hessian scales essentially linear in the number of parameters, this method is well-suited to calculate the sensitivities of the NLP. Once the optimal solution to (6) is computed, we integrate the multi-stage model (4) and compute its composite adjoints. Hereafter, the control parameter vector ζ s , the predicted state x s , the slow disturbance trendd s , the constraint vector c s and the first and second order sensitivities are sent to the fast controller on the lower layer.
Trigger criteria for the slow controller
The slow controller is triggered when the first order necessary conditions of optimality (NCO) are no longer fulfilled for the current vectorp h (cf. Würth et. al. [2011] ). The trigger criteria are given by
where opt and 1 are the optimality and feasibility residuals of the NCO and ζ s and λ s represent the optimal control parameter vector and the Lagrange multipliers determined in the last rigorous optimization on the upper layer. The slow controller is triggered if the optimality and feasibility residuals exceed the user-specified tolerances e opt and e 1 .
Since the NCO depend on current disturbances and states, the slow controller is triggered asynchronously such that ∆t s is a multiple of the sampling time ∆t of the fast controller, i.e. ∆t s = N s ∆t with N s ∈ N, ∀ s.
Fast neighboring-extremal controller
In order to approximate the solution to the optimal control problem (1) under fast disturbances, the fast NE controller either updates the optimal solution of the slow controller when a new rigorous solution is available or improves its own trajectories from the previous horizon. In order to extend the NE controller for hybrid systems with explicit discontinuities assuming a fixed direct sequence, the stage times must be explicit degrees of freedom and Φ(·), c(·) and L(·) have to be twice continuously differentiable with respect to ζ h and p h , which is fulfilled as described in Section 2.2. Consequently, the NE controller can be applied for this class of hybrid systems if the following assumption also holds:
Assumption 1: The linear independence constraint qualification (LICQ) (cf. Nocedal and Wright [2010] , p. 328) as well as the strong second order sufficient conditions (SSC) of optimality (cf. Nocedal and Wright [2010] , p. 345) are fulfilled.
Under Assumption 1, the following parametric quadratic program provides a fast NEU ζ f := ζ h , which approximates the solution to (5) in the presence of perturbations (cf. Kadam and Marquardt [2004] ): Once the solution to the parametric QP (8) is computed, we again integrate (4) and compute its composite adjoints to determine first and second order sensitivities (
Control algorithm of the two-layer DRTO architecture
The basic control algorithm of the two-layer DRTO architecture can be summarized as follows:
(1) Set h := 1 and s := 1. 
(3) end while.
ILLUSTRATIVE CASE STUDY
In order to illustrate the relevance of the extension of the fast neighboring-extremal controller, we consider the startup of the Williams-Otto continuous stirred tank reactor described by Forbes [1994] . The exothermic reactions are
The objective is to maximize the production of product P and side product E while minimizing the consumption of reactants A and B. The controls are the coolant temperature T W and the cross sectional area A c of a valve controlling the inlet F B of reactant B, where
The nonlinear model consists of material and energy balances as well as reaction kinetic equations and comprises 9 differential and 27 algebraic variables.
During the first mode, the start-up, the inlet flow F A of reactant A as well as the outlet flow F out are set to 0kg/s. The reactant A is already present in the reactor and reactant B is dosed such that a given reactor volume V and a predetermined mass fraction w p of product P are met at the end of the first mode. When these two conditions are fulfilled, the end of the start-up is reached and a sudden switch to the second mode of continuous process operation is triggered. Here, F A := 2 kg/s, F out = F A + F B , and no end point constraints are imposed.
Neglecting the horizon index h for notational simplicity, the objective function of the two-stage problem is
where c A , c B , c E and c P represent the costs of the reactants and the products and w E denotes the mass fraction of side product E. The path constraints for both stages are 0 cm The inlet temperature T B and the flow coefficient C Q of the control valve are the major disturbances. Since the residuals of the NCO (7) are below the user specified tolerances, the slow controller is only triggered at the beginning of the simulation for h = 1. The optimal switching time from the first to the second mode is computed to t 1 = 238. The closed-loop response of the system is examined for two different versions of the two-layer architecture in order to depict the beneficial effects on control performance if the optimal duration of each mode is tracked by the NE controller. In the first version (FST), the stage durations are not incorporated as decision variables in the NE controller and the switching time t 1 is thus fixed to the value computed by the slow controller at the beginning of the simulation, where t 1 = 238.2 s. In the second version (OST), the switching time t 1 is optimized because the stage durations are decision variables of the NE controller as described in Section 3.4. In Figure 2 , the closed-loop response is illustrated for two differential variables, T r and V , and both controls, T W and A c . As expected, both versions of the two-layer architecture steer the process to its operational bounds in order to fully exploit the economic potential. Though the control trajectories for the two versions are similar, the switching times and the scaled profits differ considerably under disturbances as shown in Table 1 . While the fixed switching time remains at the outdated optimal value of the slow controller for FST, the optimized switching time decreases to 215.3 s for OST 8th IFAC Symposium on Advanced Control of Chemical Processes Furama Riverfront, Singapore, July 10-13, 2012 because a higher inlet flow F B can now be achieved and the end point constraint V 1 (t 1 ) is met faster. Thus, OST allows to longer operate the process in the profit-making second mode resulting in an increase in profit of 8.4 %. Furthermore, FST even will become infeasible if C Q ≤ 0.76 in the first mode, because the end point constraint V 1 (t 1 ) cannot be met at the fixed switching time t 1 due to the bounds on the cross sectional area A c . This becomes clear when we compute the maximum volume V and ∆p = 50000 Pa. OST, however, allows to increase the switching time such that V 1 (t 1 ) = 3.01 m 3 can be fulfilled.
RESULTS AND CONCLUSIONS
A two-layer dynamic real-time optimization architecture has been presented for hybrid (discrete-continuous dynamic) systems with explicit discontinuities following a fixed direct sequence. In order to fully exploit the overall economic potential of the process, a fast neighboringextremal controller on the lower layer further improves control performance by steering the process to its operational bounds and by determining the optimal switching time from one to another mode under disturbances. Furthermore, it is of crucial importance to optimize the switching times also on the lower layer in order to avoid infeasibilities which are otherwise caused by the resulting inconsistencies in the formulation of the optimal control problems on both layers. To this end, an important step has been taken to rigorously integrate the scheduling and optimal control tasks in real-time.
In this work, the focus is on the extension of the fast neighboring-extremal controller for hybrid systems following a fixed direct sequence. In future work, a largescale process with frequent changes of the operating point will be considered to demonstrate the advantages of this approach. The slow controller on the upper layer will comprise scheduling decisions (cf. Elixmann et. al. [2010] ). Moreover, the trigger criteria will be extended to initiate the computation of a new production schedule based on information of the fast controller. Furthermore, the twolayer architecture can be generalized for hybrid systems comprising implicit discontinuities.
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