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This thesis aims at providing a solution to Optimum Power Flow (OPF) in practical 
power systems by using a flexible genetic algorithm (GA) model. The proposed 
approach finds the optimal setting of OPF control variables which include generator 
active power output, generator bus voltages, transformer tap-setting and shunt devices 
with the objective function of minimising the fuel cost. The proposed GA is modelled 
to be flexible for implementation to any practical power systems with the given 
system line, bus data, generator fuel cost parameter and forecasted load demand. The 
GA model has been analysed and tested on the standard IEEE 30-bus system and two 
real practical power systems which are an industrial park power system and a gold-
copper mining power system both located in Indonesia. These case studies of real 
power systems have been performed using actual data and demand pattern. The results 
obtained outperform other approaches from the literature which was recently applied 
to the IEEE 30-bus system with the same control variable limits and system data. 
Better results are also found when compared against the configurations used in the two 
real power systems which are heuristic based on the practical expertise of power plant 
engineers. These superior results are achieved due to the robust and reliable algorithm 
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In power system operation and planning, optimum power flow is one of the areas in 
which power engineers focus on in order to minimize the operational cost and system 
losses, while supplying reliable and uninterruptible electricity to the consumers.  
 
Power plant management is required not only to provide uninterruptible and reliable 
power supply but also to achieve the most economic cost. By optimizing the power 
flow and concurrently minimizing the operational cost and taking into account the 
power losses, these objectives can be achieved. Furthermore, by utilizing the 
evolutionary-based approach specifically the Genetic Algorithm (GA), the Optimum 
Power Flow (OPF) will be relatively easier and faster to be analyzed and solved.  
 
This thesis presents the research efforts and the software implementation of the 
efficient and reliable GA approach to solve Optimum Power Flow in practical systems 
namely standard IEEE 30-Bus System, industrial park power system and gold-copper 
mining power system.  
 
The three power systems studied are considered to be practical which means that IEEE 
system is a standard system which can be put into a practical experimentation of the 
proposed technique since there are some works have been done to the system in the 
literature. Therefore, the comparison can be conducted to verify and check the results 
of the proposed algorithm. While the Industrial Park and Gold & Copper Mine Power 
Systems are the real power systems. The proposed algorithm is put into a real problem 
which is faced by the plant engineers. 
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1.1 Literature Review 
 
Since the optimum power flow method was first introduced by Dommel and Tinney in 
1968 [1], a various optimization approaches has been applied to solve the OPF 
problem such as, gradient-based method [2], non-linear and quadratic programming 
[3], linear programming and interior point methods [4] and computational intelligence 
techniques [5]. Conventional methods such as gradient-based method normally 
converges to a local minimum; non-linear programming has disadvantage of 
complicated algorithm; quadratic programming has drawback in piecewise quadratic 
cost approximation and many mathematical assumptions; linear programming has 
disadvantage of restriction to linear objective function only.  
 
In the gradient-based method [2], the optimisation problem which is to minimize the 
total production cost is solved using the gradient projection method. The method 
utilises the functional constraints without the needs of penalty functions or Lagrange 
multipliers. The mathematical models are then developed to presents the relationship 
between dependent and control variable for real and reactive power and optimization 
modules. The gradient-based methods have been tested into two test systems which 
are 6-bus system and IEEE 30-bus system. For the IEEE 30 bus system there are two 
different studies with different objectives functions. The first study is minimising the 
generation cost for the objective function with $804.853/hr optimised cost and 10.486 
MW system losses. The second study is minimising the line losses for the objective 




Computational intelligent, specifically the evolutionary computation, is the latest 
approach which has gained popularity due to its ability to produce better results 
attributable to the robust and parallel algorithm in adaptively searching for the global 
optimum point. 
 
The application of evolutionary computation has given significant contributions in the 
power system optimization [6] such as in maintenance scheduling [7, 8], generation 
scheduling [9], unit commitment [10], optimal reactive power compensation [11] and 
power transmission system planning [12]. This has encouraged further research in 
other application areas such as optimum power flow [13-16].  
 
In the enhanced genetic algorithm method [15], minimizing the fuel cost is used as the 
objective function. A number of functional operating constraints such as branch flow 
limits and load bus voltage magnitude are included as penalties in GA fitness function. 
Advanced and problem specific operators in addition to mutation and crossover are 
introduced to enhance the algorithm. The method is evaluated using two test systems 
namely the IEEE 30-bus system and the 3-area IEEE RTS96.  The best and the worst 
operating cost obtained for the IEEE 30 bus system is $802.06/hr and $802.14/hr. 
 
1.2 Motivation of the Research 
 
In the power system industry, power engineers have been using some programming, 
tools and heuristic approach to find the optimal configuration in operating the power 
systems and this requires a lot of trials and errors as well as experiences in finding the 
best network configuration.  
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This thesis proposes a genetic algorithm model with elitism and non-uniform mutation 
rate as an alternative in providing solution to the problem of optimum power flow. 
The proposed GA is modelled to be flexible for the power engineers to be applied in 
any practical power system. The model was first implemented in the standard IEEE 
30-bus system. The results are then compared to the other methods reported in the 
literature, specifically gradient based method [2] and enhanced genetic algorithm [15] 
with the same control variable limits and system data. The result is also compared to 
the currently available PowerWorld software. 
 
The genetic algorithm model is then applied to two real practical power systems in 
Indonesia: (1) industrial park power system and (2) gold-copper mine power system. 
The existing approach implemented in the two power plants is heuristic, which relies 
mainly on practical expertise of the power plant engineer in finding the best 
configuration still can be improved by using genetic algorithm. Furthermore, the 
existing method requires numerous professional experiences which may vary across 
different power plants and the time required to achieve results are uncertain, which is 
not favourable in practical point of view. These limitations motivate the experiment to 
model the robust genetic algorithm which is flexible across any power system 
platform, relatively easy to use and more time efficient in solving the optimum power 
flow problem.  
 
1.3 Objectives of the Research 
 
This research aims to achieve the following objectives: 
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a) To develop a programming tool in assisting power plant personnel’s daily 
operation in practical power system management 
b) To compare the control variables setting and operational cost with other 
methods in existing literature which applied to IEEE 30-Bus system  
c) To design a flexible GA model for optimum power flow solution which can be 
used in any practical power system 
d) To provide information using which power plant personnel can make a 
decision about the configuration of the generating unit and their running 
capacity in meeting the demands 
e) To provide power flow analysis about the control variable setting 
configuration in minimizing the line losses as well as operational cost and 
improving the power quality and stability 
 
1.4 Organization of the Report 
 
This thesis consists of 6 chapters which comprise various stages of the project. 
Chapter 2 provides the basic knowledge of Optimum Power Flow solution and the 
problem formulation. Chapter 3 gives detail of genetic algorithm development. 
Chapter 4 provides results of observation on the three practical power systems, namely 
IEEE 30-Bus System, industrial park power system and gold-copper mine power 
system. Chapter 5 explains and discuss the simulation results on the proposed 




2 OPTIMUM POWER FLOW SOLUTIONS 
 
Power flow study or also known as load-flow study is an essential tool which involves 
numerical analysis applied to a power system in normal steady-state operation. A 
power flow study normally uses simplified notation such as single-line diagram and 
per-unit system, and it also takes into consideration the reactive and real powers.  
 
The advantages of load flow study to a power system are categorised into two areas 
which are: 
1. In operation, it determines the best configuration of the current system and it 
provides the information on line flows of active and reactive powers, system line 
losses, and voltage throughout the system. In also provides information for 
stability studies on the system. 
2. In project development, it provides important future analysis about the new 
additional generating unit as well as generating stations, new transmission and 
distribution lines, forecasted load demand and also interconnection with other 
power systems.   
 
2.1 Classification of System Nodes 
 
In load flow study, every bus or node of the system will be characterised with active 
and reactive power P and Q respectively and a complex voltage (V) which includes 
two variables magnitude voltage (|V|) and phase angle (δ). Therefore, in each and 
every node of any power systems is associated with four variables which are P, Q, |V| 
and δ. 
The buses can be classified into three categories [17]: 
7 
 
1. Generator bus (voltage-controlled bus), the generating units are connected to this 
buses where the power output (MW) generated can be controlled by adjusting the 
prime mover and the voltage can be controlled by adjusting the excitation of the 
generator. Therefore, in this bus P and |V| are known, however, Q and δ are 
unknown variables. 
2. Load bus, the load buses or non-generator bus can be obtained from historical 
records, measurement or load forecast. In practice, it usually only real power is 
known and the reactive power is then calculated based on assumed power factor 
such as 0.8 or higher. Therefore, in this node, P and Q are known; however, |V| and 
δ are unknown. 
3. Slack bus (reference or swing bus), in order to meet the power balance condition, 
generally, the slack bus is needed which is a generating unit. This slack bus can be 
adjusted to take up whatever is needed to ensure the power balance. The slack bus 
usually identified as bus 1. The voltage magnitude |V| is specified and the other 
known variable is δ which is equal to zero. 
  
Therefore, to summarise, the following table shows general classification of buses for 
conducting load flow studies: 
Table 2-1. Classification of Systems Nodes 
 
No Type of Nodes Number 
of Nodes 
Variables 
P Q |V| δ 
1 Generator Bus m-1 Known Unknown Known Unknown 
2 Load Bus n-m Known Known Unknown Unknown 
3 Slack Bus 1 Unknown Unknown Known Known 
 





2.2 Bus Admittance Matrix 
 
The bus admittance matrix (Ybus) is a fundamental network analysis tool which relates 
the current injections at a bus to the bus voltages. Recalling Kirchoff’s Current Law 
(KCL) which requires that each of the current injections be equal to the sum of the 
current flowing out of the node and into the lines connecting the node to other nodes 
and also recalling the Ohm’s Law, bus admittance matrix can be formulated from the 
node voltage equation as follow: 
I =    Ybus V                                                                                                                   (1) 
Where I is the vector of injected node current and V is the vector of node voltage. 
By inspection to the single-line diagram, the bus admittance matrix can be developed 
as follow: 
1. Symmetric matrix: Ybus (k,m) = Ybus  (m,k)                                                           (2) 
2. Diagonal entries: Ybus (k,k) is the sum of the admittance of all components 
connected to node i 
3. Off-diagonal entries: Ybus (k, m) is the negative of the admittance of all 
components connected between nod i and j. 
 
2.3 Real and Reactive Power Injections 
 
The current injected into the i
th
 node can be obtained from equation 1 as: 
𝐼𝑖 =   𝑌𝑖𝑘𝑉𝑘
𝑛
𝑘=1                                                                                                                     (3)  
The power injected into the i
th
 node is given by: 
Si = Pi + jQi = Vi Ii*                                                                                                      (4) 
The node voltage and the element of the bus admittance matrix are defined as follow: 
Vk  = |Vk| ∟ δk                                                                                                              (5) 
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Yik = |Yik| ∟θik                                                                                                             (6)       
Hence, from equation 1, 2, 3 can be written as:  
𝑆𝑖 =    𝑉𝑖   𝑌𝑖𝑘   𝑉𝑘   ∟ 𝜃𝑖𝑘 +  𝛿𝑖𝑘 −  𝛿𝑘  
𝑛
𝑘=1                                                             (7) 
And the real and reactive power injections into i
th
 node are given by: 
Pi = Re (Si)                                                                                                                    (8) 
Qi = Im (Si)                                                                                                                   (9) 
 
2.4 Line Flow and Losses 
 
After obtaining the bus voltages and their phase angles for all the buses, by assuming 
the normal π representation of the transmission line, the line flows between any buses 
p and q can be calculated as follow: 
𝑖𝑝𝑞  =  𝑉𝑝 −  𝑉𝑞 𝑌𝑝𝑞 +  𝑉𝑝
𝑌′𝑝𝑞
2
                                                                                    (10) 
Where Vp and Vq are the bus voltages at the busses p and q that have been obtained 
from the load flow studies. Then, the power flow or line losses (PT) in the line p-q at 
the bus p is given by:   
PT (V, δ) = Ppq – jQpq = V*pipq                                                                                                                              (11) 
 
2.5 Optimal Power Flow Problem Formulation 
 
The objective function of the OPF problem proposed in this thesis is to minimize the 
fuel cost which accounts to the most of the operational cost in a power plant: 
           Minimize :  𝑓  𝑥, 𝑦                 (12) 
  𝑓 =  (a +  bPG  +  cPG
2𝑁𝐺
𝑖=1 )       (13) 
           Subject to: 𝑔 (𝑥, 𝑦)  =  0       (14) 
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               𝑕𝑚𝑖𝑛   𝑕 (𝑥, 𝑦)  𝑕𝑚𝑎𝑥       (15) 
where NG represents the number of generator; a, b and c are the fuel cost parameters. 
Vector x represents the  dependent or states variables of the power system networks 
which consist of slack bus power (PG1), voltage magnitude of the load buses (VL), 
generator reactive power outputs (QG) and the loads of transmission line (SL). Vector 
y corresponds to the unknown variables which includes real power generator output 
(PG) except for the slack bus PG1, generator voltage magnitudes (VG), transformer tap 
setting (T) and reactive power injection (Q) due to the shunt compensations. 
Therefore, x and y can be expressed as below: 
𝑥 =  𝑃𝐺1 , 𝑉𝐿1 …𝑉𝐿𝑁𝐿 , 𝑄𝐺1 …  𝑄𝐺𝑁𝐺  ,  𝑆𝐿1  …  𝑆𝐿𝑁𝐿  
𝑇  
    (16) 
𝑦 =  𝑃𝐺2 …𝑃𝐺𝑁𝐺 , 𝑉𝐺1 …𝑉𝐺𝑁𝐺 , 𝑇1 …  𝑇𝑁𝑇 ,  𝑄1 …  𝑄𝑁𝑆 
𝑇  
               (17) 
where NL, NG, NT, NS are the number of load, generator, transmission line, 
transformer and shunt compensation respectively. 
 
The OPF problem has two types of constraints: 
1) The equality constraint, g is the set of non-linear power flow equation for the 
power system [18]: 
𝑃𝐺𝑖 − 𝑃𝐿𝑖 − 𝑃𝑇 𝑉, 𝛿 = 0         (18)        
 
𝑄𝐺𝑖 − 𝑄𝐿𝑖 − 𝑄𝑇 𝑉, 𝛿 = 0       (19) 
where 𝑃𝐺𝑖 , 𝑄𝐺𝑖  are  the real and reactive power of the generator at bus i 
respectively, 𝑃𝐿𝑖  and 𝑄𝐿𝑖  are the real and reactive load demand at bus i 





2) The inequality constrains, h is the set of the upper and lower limit of the control 
variables which includes: 
(a) Generator real and reactive power output 
𝑃𝐺𝑖 𝑚𝑖𝑛 ≤  𝑃𝐺𝑖 ≤  𝑃𝐺𝑖 𝑚𝑎𝑥 , 𝑖 =  1, . . . , 𝑁𝐺       (20) 
 𝑄𝐺𝑖(𝑚𝑖𝑛)  ≤  𝑄𝐺𝑖 ≤  𝑄𝐺𝑖(𝑚𝑎𝑥), 𝑖 =  1, . . . , 𝑁𝐺                 (21) 
(b) Magnitudes of bus voltages 
𝑉𝑖 𝑚𝑖𝑛 ≤  𝑉𝑖 ≤  𝑉𝑖 𝑚𝑎𝑥 , 𝑖 =  1, . . . , 𝑁𝐵                 (22) 
where NB is the number of bus. 
(c) Transformer Tap Setting 
𝑇𝑖 𝑚𝑖𝑛 ≤  𝑇𝑖 ≤  𝑇𝑖 𝑚𝑎𝑥 , 𝑖 =  1, . . . , 𝑁𝑇                (23)               
(d) Shunt Compensation 
𝑄𝑖 𝑚𝑖𝑛 ≤  𝑄𝑖 ≤  𝑄𝑖 𝑚𝑎𝑥 , 𝑖 =  1, . . . , 𝑁𝑆                                      (24)          
(e) Loads of Transmission Line 
𝑆𝑖 𝑚𝑖𝑛 ≤  𝑆𝑖 ≤  𝑆𝑖 𝑚𝑎𝑥 , 𝑖 =  1, . . . , 𝑁𝐿                 (25) 
 
The objective function of the OPF is similar to the standard techniques used in 
Reference [2] and [15] where the results of the proposed algorithm will be compared. 
In Reference [2] the objective function is total power production cost or more 
specifically total summation of generator fuel cost while it subjects to the lower and 
upper  limit of the real and reactive of power generators, vector of transmission line 
flows, vector of bus voltage magnitudes and also power supply and demand balance 
equation. In Reference [15], the objective function is also to minimize the total 
generating cost subjects to power balance equality constraints and some inequality 




3 PROPOSED FLEXIBLE GENETIC ALGORITHM MODEL FOR 
OPTIMUM POWER FLOW 
 
Genetic algorithm (GA) refers to a technique of parameter search based on the 
procedure of natural genetics in order to find solution to optimization and search 
problem. It combines the principle of the survival of the fittest, with a random, yet 
structured information exchange among a population of artificial chromosomes [19]. 
The individuals with higher fitness values will survive and will be selected to produce 
a better generation, while the individuals with lower fitness values will be eliminated. 
Therefore, GA simulates the survival of the fittest among a population of artificial 
chromosome and it normally stops when the number of generation specified is met or 
there is no change in maximum fitness value. 
 
The proposed genetic algorithm is modelled to be flexible which means it can be 
implemented to any practical power systems with the given system line, bus data, 
generator fuel cost parameter and forecasted load demand. 
 
In solving the optimization problem, the proposed genetic algorithm approach has the 
following properties: 
1) Multipoint Search Strategy 
 
GA is heuristic population-based search method that incorporates random variation 
and selection. Genetic algorithm is also multipoint search strategy. Due to the parallel 
search utilising the entire populations, optimization search in genetic algorithm can 
escape from local optima. Therefore, GA is not only providing a single solution but 
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providing a population of individual which is essentially a cluster of candidate 
solutions to the problem.  
 
2) Non-uniform Mutation Rate 
 
The role of mutation in GA has been that of restoring lost or unexplored genetic 
material (due to selection and crossover) into the population to prevent the premature 
convergence. Mutation also may guarantee connectedness of search space. In other 
words, if mutation is excluded in evolutionary algorithm, the new offspring will 
always be the combination from the best characteristic from the parents only without 
additional characteristic. Therefore, the lost genetic material will not be restored if 
mutation is excluded.  
 
The proposed GA utilises non-uniform mutation rate which changes across the 
generations. The higher mutation rate is needed at beginning for a larger diversity and 
the smaller mutation rate is preferable to the end of iteration for less alteration to the 
good individual which already has been achieved. 
 
3) Elitism in Directing to the Optimised Solution 
 
In elitism, the best chromosome preserves to the population in the next generation. 
Elitism plays an important role in rapidly increasing the performance of the proposed 
GA into the optimised solution. 
 
The proposed genetic algorithm problem formulation was designed specifically for the 
optimum power flow problem, developed by the following procedures: 
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1) Initial Population 
 
Creating initial population randomly is the starting point in the algorithm. This 
population consists of some individuals with different type of chromosome. The 
crucial factor in this step is in designing the structure, size and type of the 
chromosomes. The binary-value is used as the genes in this problem. 
 
2) Fitness Function 
 
Fitness function is a crucial part in an optimization problem to provide a measure of 
how individuals have performed in the problem domain. The fitness function needs to 
be defined according to the problem. In this problem, the fitness function needs to be 
maximised. The random population created in the first step, is evaluated to find out 
their values of objective  
 




                        (26) 
𝑃𝑐 = 1000 ×    𝑃𝐺𝑖 −
𝑁𝐺




𝑖=1                   (27) 
C is a constant 
f is the objective function which is the fuel cost 
Pc is the penalty cost to make sure the equality constraints is taken care of. 
NBr  is the total number of branches 
 
This penalty cost will make sure the power balance in the equality constraint is met as 
shown in Equation 18 and 19. The voltage angle of the generators can be calculated 
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from the real and reactive power of the generator obtained from this power balance 
equation. The transmission line losses (PT) are calculated based on the Equation 10 
and 11 where complex voltage is considered. 
 
3) Chromosome Structure 
 
The chromosome structure is actually the unknown vector (y). The chromosome is 





Figure 3-1. Chromosome Structure 
 
Hence, more units and control variables in a power system will have longer 
chromosome. 
 
4) Decoding Process 
 
5-bit binary is formulated to provide encoding to decimal number for the continuous 
control variables such as generator real power output (P), and voltage (V). 
 
The formula for the decoding process is as follow: 
𝑦𝑖 = 𝑦𝑖 min +
 𝑦𝑖 max  −𝑦𝑖(min ) 𝐷
 2𝑏𝑖𝑡 −1 
                  (28) 
D is the decimal number to which the binary number in a gene is decoded     
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bit is the number of bits used for encoding 
𝑦𝑖(min) is the lower bound of control variable  
𝑦𝑖 max  is the upper bound of control variable. 
 
In the algorithm, these lower and upper bound of the control variable takes into 
account the inequality constraints as shown in the Equation 20-25. 
 
5) Parent Selection 
 
The better fitness values among the population are selected as the parents to produce a 
better generation. This fittest test is accomplished by adopting a selection scheme in 
which higher fitness individuals are being selected for contributing offspring in the 
next generation.  A roulette wheel mechanism selects individuals based on some 
measurement of their performance probabilistically. Roulette-wheel parent selection 




This step is actually the basic operators for producing new offspring. Crossover is one 
of variation operator which has typically arity (number of input) of two. Crossover 
combines two chromosomes to produce a new chromosome with characteristic 
inherited from its parent. The crossover is a very crucial process in GA in order to 
escape from the local optima to the global optima by choosing the correct method and 
crossover rate. A selected chromosome is divided into two parts and recombining with 
another selected chromosome, which has also been divided at the same crossover 
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point. Single point crossover with higher crossover rate (0.9) is chosen as it gives a 




Mutation provides a secondary role in a GA to alter the value of a gene at a random 
position on the chromosome string, discovering new or restoring lost genetic material, 
to produce a new genetic structure. This assists in keeping the diversity in the 
population and searching the neighbouring solution space, leading to an optimal 
answer. The bit-flip mutation method is chosen in the algorithm.  
 
The mutation rate which is non-uniform is chosen and it changes across the 
generations (during the run). Initially, the mutation rate is high, and decreases over 
time. The higher mutation rate is needed at beginning so that the larger diversity is 
obtained. And the smaller mutation rate is preferable to the end of iteration so that it 
will not destroy the good individual which already has been achieved. This allows for 
more effective local search. 
 
The time-dependent mutation rate is formulated as below: 
 
𝑀𝑈𝑇𝑅 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛 = 𝑀𝑈𝑇𝑅 𝑖𝑛𝑖𝑡𝑖𝑎𝑙 × 𝑒𝑥𝑝 −𝛽 × 𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛               (29) 
 
MUTR (generation) is the mutation rate at respected number of generation 
MUTR (initial) is the initial mutation rate (0.9) 
β is a constant value of 0.05 
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After evaluating the objective function values of the new chromosomes generated, the 
better offspring are inserted in the population replacing the weaker individuals based 
upon their objective function value.  Afterwards, the fitness function is evaluated, and 
the process is repeated until the maximum generation is achieved. Generational 
replacement strategy will replace all the parents with new off-springs. However, the 
Elitism will keep the best individual to the next generations. 
 
Elitism is preferable than generational replacement method as it always maintain the 
best individual to the next generation. Therefore the best individual is always 
preserved and the solution is continuously improved across the generations. 
 








Comparing to the algorithm with the reference [15], the proposed algorithm is easier 
to be implemented and utilises the two genetic operators in GA which are mutation 
and crossover. It does not require advance and problem specific genetic operators 
which are implemented in reference [15]. There are five additional genetic operators 
which are Gene Swop Operator, Gene Cross-Swap Operator, Gene Copy Operator, 
Gene Inverse Operator and Gene Max-Min Operator. These sets of enhanced genetic 
operators were added to increase its convergence speed and maintain the correct 
chromosome structures. In the proposed method, the non-uniform mutation rate which 
is higher in the beginning and decreasing across the generations is implemented to 
increase the convergence speed and maintain the chromosome structure.  
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4  PRACTICAL POWER SYSTEMS  
 
4.1 Standard IEEE 30-Bus System 
 
4.1.1 Single-Line Diagram of IEEE 30-Bus System 
 
As shown in Figure 4-1, the IEEE 30-bus system network consists of 6 generator-
buses, 21 load-buses and 41 branches of which 4 branches are under load tap setting 
transformer branches.  And, 9 buses have been selected in the simulation as shunt 
VAR compensation buses. The transmission line data and load data of the IEEE 30-
bus system are obtained from the Ref. [2] and shown in the Table 4-1 and 4-2. 
 













Line Impedence Tap 
Setting R (p.u) X (p.u) 
1 1 2 0.0192 0.0575 - 
2 1 3 0.0452 0.1852 - 
3 2 4 0.0570 0.1737 - 
4 3 4 0.0132 0.0379 - 
5 2 5 0.0472 0.1983 - 
6 2 6 0.0581 0.1763 - 
7 4 6 0.0119 0.0414 - 
8 5 7 0.0460 0.1160 - 
9 6 7 0.0267 0.0820 - 
10 6 8 0.0120 0.0420 - 
11 6 9 0.0000 0.2080 1.078 
12 6 10 0.0000 0.5560 1.069 
13 9 11 0.0000 0.2080 - 
14 9 10 0.0000 0.1100 - 
15 4 12 0.0000 0.2560 1.032 
16 12 13 0.0000 0.1400 - 
17 12 14 0.1231 0.2559 - 
18 12 15 0.0662 0.1304 - 
19 12 16 0.0945 0.1987 - 
20 14 15 0.2210 0.1997 - 
21 16 17 0.0824 0.1932 - 
22 15 18 0.1070 0.2185 - 
23 18 19 0.0639 0.1292 - 
24 19 20 0.0340 0.0680 - 
25 10 20 0.0936 0.2090 - 
26 10 17 0.0324 0.0845 - 
27 10 21 0.0348 0.0749 - 
28 10 22 0.0727 0.1499 - 
29 21 22 0.0116 0.0236 - 
30 15 23 0.1000 0.2020 - 
31 22 24 0.1150 0.1790 - 
32 23 24 0.1320 0.2700 - 
33 24 25 0.1885 0.3292 - 
34 25 26 0.2544 0.3800 - 
35 25 27 0.1093 0.2087 - 
36 28 27 0.0000 0.3960 1.068 
37 27 29 0.2198 0.4153 - 
38 27 30 0.3202 0.6027 - 
39 29 30 0.2399 0.4533 - 
40 8 28 0.6360 0.2000 - 





Table 4-2. IEEE 30-Bus System Load Data 
 
Bus No Load 
P (MW) Q (MVAr) 
1   
2 21.7 12.7 
3 2.4 1.2 
4 7.6 1.6 
5 94.2 19.0 
6   
7 22.8 10.9 
8 30.0 30.0 
9   
10 5.8 2.0 
11   
12 11.2 7.5 
13   
14 6.2 1.6 
15 8.2 2.5 
16 3.5 1.8 
17 9.0 5.8 
18 3.2 0.9 
19 9.5 3.4 
20 2.2 0.7 
21 17.5 11.2 
22   
23 3.2 1.6 
24 8.7 6.7 
25   
26 3.5 2.3 
27   
28   
29 2.4 0.9 
30 10.6 1.9 
 
4.1.2 Generator Cost Coefficient of IEEE 30-Bus System 
 
The generator units are connected to the bus number 1, 2, 5, 8, 11 and 13. The 










Cost Coefficient Min 
MW 
Max 
MW a b c 
1 0.0 2.00 0.00375 50 200 
2 0.0 1.75 0.01750 20 80 
5 0.0 1.00 0.06250 15 50 
8 0.0 3.25 0.00834 10 35 
11 0.0 3.00 0.02500 10 30 
13 0.0 3.00 0.02500 12 40 
 
4.2 Industrial Park Power System 
 
The second test system for the proposed method is on a real industrial park power 
plant which consists of six diesel generators (Total 21MW), two generator voltages 
(6.6kV and 11kV) and five loads (Sub Station A, B, C and the Powerhouse 
auxiliaries). The integrated industrial park has a concept of a one stop service which 
includes factories, utilities, dormitories, condominium, amenities and a small 
township.   
 
Actual data of the fuel cost coefficient, power system network and demand patterns 
are obtained by observation and research which were conducted at the industrial park 
power plant. 
 
4.2.1 Single-Line Diagram of Industrial Park Power System 
 







Figure 4-2. Industrial Park Single-Line Diagram 
 
4.2.2 Generator Cost Coefficient of Industrial Park Power System 
 
To develop a total cost incurred in producing the electric power, the actual abc 
parameter is developed from the estimated flow of the fuel per hour in respect to a 
different loads starting from a small load up to the maximum load. The estimated flow 
of fuel is obtained from the actual fuel consumption per year and the manufacture 










Table 4-4. Fuel Flow Rate (liter per hour) based on Load Percentage 
 
Unit Load Fuel Flow 
Rate (LPH) 
Fuel Cost 
($/hr) Percentage MW 
DG1 25% 0.525 180.05 99.03 
50% 1.050 308.05 169.43 
75% 1.575 445.70 245.14 
100% 2.100 609.00 334.95 
DG2 25% 0.525 182.20 100.21 
50% 1.050 306.40 168.52 
75% 1.575 450.30 247.67 
100% 2.100 608.00 334.40 
DG3 25% 0.525 183.09 100.70 
50% 1.050 310.45 170.75 
75% 1.575 449.40 247.17 
100% 2.100 611.00 336.05 
DG4 25% 0.525 183.08 100.69 
50% 1.050 310.05 170.53 
75% 1.575 445.70 245.14 
100% 2.100 609.00 334.95 
DG5 25% 1.625 420.00 231.00 
50% 3.250 730.15 401.58 
75% 4.875 1002.00 551.10 
100% 6.500 1411.00 776.05 
DG6 25% 1.525 400.15 220.08 
50% 3.050 690.00 379.50 
75% 4.575 980.00 539.00 
100% 6.100 1320.00 726.00 
 
Note: Fuel Cost: 0.55 liter/$ 
 
Figure 4-3 shows the trend line which is added from the plots of the of the actual fuel 
cost which include the transportation of the fuel to the power plant, against Power 
produced (MW).  
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Figure 4-3. Fuel Consumption Cost Chart 
 
 
The formula of the trend line can be obtained which shows the polynomial with a, b 
and c parameters. 
 
Therefore, from the daily record of power output against the fuel consumed as well as 
the maintenance schedule, the specifications and fuel cost coefficients and the status 
of each generator are given in Table 4-5. While, the total power for the auxiliaries 
such as fuel system, lubrication oil system and the actual load demand is 10.9MW.   
 
Table 4-5. Generator Data for Industrial Park Power System 
 





a b c 
1 40.54 103.01 17.61 1.05 2.1 Operation 
2 40.30 105.03 16.71 1.05 2.1 Operation 
3 41.59 104.20 17.08 1.05 2.1 Operation 
4 43.46 100.50 18.12 1.05 2.1 Operation 
5 111.73 68.01 0.0250 3.25 6.5 Standby 




4.3 Gold-Copper Mine Power System 
 
The larger power plant consists of 20 Diesel Generators (Total 80MW),  18 Loads 
(S/S, Concentrator Grinding Loads, Concentrator SAG Loads, Stacking Loads, 2 
Station Services, Concentrator Flotation Loads, & Concentrator Pebble Crusher 
Loads).  
 
4.3.1 Single-Line Diagram of Gold-Copper Mine Power System 
 
The single line diagram of Gold-Copper Mine Power System is depicted in the 
following Figure 4-4. 
 
 
Figure 4-4. Gold-Copper Mine Single-Line Diagram 
28 
 
4.3.2 Generator Cost Coefficient of Gold-Copper Mine Power System 
 
Based on the maintenance schedule and daily record of power output against the fuel 
consumed, the specifications and fuel cost coefficients can be developed with the 
same method as the Industrial Park Power System. The fuel cost coefficients and the 
status of each generator are given in Table 4-6. The total power load including the 
auxiliaries such as fuel system, lubrication oil system and mining load demand is 
27.56W.   
 
Table 4-6. Generator Data for Gold-Copper Mine Power System 
 





a b c 
1 68.96 100.64 4.79 2.0 4.0 Operation 
2 174.17 2.32 24.40 2.0 4.0 Operation 
3 169.99 5.73 25.88 2.0 4.0 Operation 
4 39.48 114.80 2.21 2.0 4.0 Maintenance 
5 169.99 5.73 25.88 2.0 4.0 Operation 
6 194.74 0.57 25.08 2.0 4.0 Standby 
7 188.41 8.75 25.04 2.0 4.0 Maintenance 
8 107.84 71.33 10.27 2.0 4.0 Operation 
9 169.99 5.73 25.88 2.0 4.0 Standby 
10 176.28 21.23 20.60 2.0 4.0 Operation 
11 169.99 5.73 25.88 2.0 4.0 Maintenance 
12 136.39 52.90 15.30 2.0 4.0 Standby 
13 169.99 5.73 25.88 2.0 4.0 Operation 
14 128.74 44.39 16.67 2.0 4.0 Operation 
15 146.36 48.14 15.54 2.0 4.0 Operation 
16 144.54 38.57 18.12 2.0 4.0 Operation 
17 181.47 9.95 23.66 2.0 4.0 Maintenance 
18 146.36 48.14 15.54 2.0 4.0 Maintenance 
19 18.29 121.40 0.85 2.0 4.0 Standby 







5 SIMULATION RESULTS 
 
5.1 Parameter Tuning and Parameter Control 
 
Parameter tuning [20] is the normally practiced method which aims in finding 
desirable values for the parameters before the simulation of the algorithm and then 
running the algorithm using these predetermined values, which remain unchanged 
during the simulation. While, in parameter control [20], it starts with initial parameter 
values which are changed during the simulation of the algorithm. 
 
The parameter tuning where parameters are set before the run as well as parameter 
control where parameter changes during the run have been implemented in the 
proposed GA. In order to obtain the best results, numerous parameter tuning have 
been simulated for different techniques of mutation, crossover, selection and 
population replacement. Different mutation and crossover rates have been simulated 
as well.  
 
The initial values of parameters tuning are based on the parameter setting normally 
used in the literature [7-9]. Some simulations were conducted in finding the optimal 
value of the parameter as well as the choice of various GA parameters. To improve the 
performance of the proposed GA, parameter control of non-uniform mutation rate 
which changes across the generation is chosen to be implemented. This choice of non-
mutation rate is preferable based on the simulations results from the parameter tuning 
which shows that the higher mutation rate is needed at beginning for a larger diversity 
and the smaller mutation rate is preferable to the end of iteration for less alteration to 
the good individual which already has been achieved. 
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5.1.1 Parameter Tuning 
 
The IEEE 30-Bus System is used for the purpose of parameter tuning as well as 
parameter control. Initially, a canonical binary encoded Genetic Algorithm is 
implemented with the following parameters: 
Table 5-1. Initial Parameters Configuration 
    
a Encoding 5 bit binary encoding for each variable 
b Population size 100 chromosomes 
c Stopping criterion 200 generations 
d Parent selection roulette wheel 
e Mutation Bit flip with probability 0.01 
f Recombination Single point crossover with probability 0.9 
g Replacement strategy Generational replacement 
 
The implementation was simulated for few times. The best and average fitness values 
as well as the operational cost across the generations are plotted below.  
 








Figure 5-3. Operational Cost of Initial Parameters 
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5.1.1.1 Higher Mutation Rate 
 
Now, the mutation rate is set to 0.1 instead of 0.5. The other parameters are as 
depicted in the following table. 
Table 5-2. Parameter Tuning Configuration 1 
 
A Encoding 5 bit binary encoding for each variable 
b Population size 100 chromosomes 
c Stopping criterion 200 generations 
d Parent selection Roulette wheel tournament 
e Mutation Bit flip with probability 0.5 
f Recombination Single point crossover with probability 0.9 
g Replacement strategy Generational replacement 
 
The implementation was simulated for few times. The best and average fitness values 
as well as the operational cost across the generations are plotted below.  
 






Figure 5-5. Average Fitness Values for Higher Mutation Rate 
 
 
Figure 5-6. Operational Cost for Higher Mutation Rate 
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When the mutation rate is increased from 0.01 to 0.5, from the graphics it is observed 
that the individual fitness function deteriorates and fluctuates across the generations. 
And the average fitness function also very low which tell us that the different between 
best and worst chromosome is very high. The solution also may trap in the local 
optima due to the jumping around among the hills when we set the mutation rate high. 
 
5.1.1.2 Smaller Recombination Rate 
 
Now, the mutation rate is reduced back to 0.01, however the crossover rate is 
decreased to 0.2 instead of 0.9. The other parameters are shown in the table below. 
 
Table 5-3. Parameter Tuning Configuration 2 
 
a Encoding 5 bit binary encoding for each variable 
b Population size 100 chromosomes 
c Stopping criterion 200 generations 
d Parent selection Roulette wheel tournament 
e Mutation Bit flip with probability 0.01 
f Recombination Single point crossover with probability 0.2 
g Replacement strategy Generational replacement 
 
The implementation was simulated for few times. The best and average fitness values 
















The performance of the GA drops slightly when we reduce the Crossover rate from 
0.9 to 0.2 with small mutation rate (0.01). It is observed that the best fitness value is 
more fluctuating compared to the higher Crossover rate.  
 
5.1.1.3 Elitism instead of Generational Replacement 
 
Now, the Elitism rank-based replacement is used instead of Generational replacement. 






Table 5-4. Parameter Tuning Configuration 3 
 
a Encoding 5 bit binary encoding for each variable 
b Population size 100 chromosomes 
c Stopping criterion 200 generations 
d Parent selection Roulette wheel tournament 
e Mutation Bit flip with probability 0.01 
f Recombination Single point crossover with probability 0.9 
g Replacement strategy Elitism replacement 
 
The implementation was simulated for few times. The best and average fitness values 
as well as the operational cost across the generations are plotted below.  
 
 




Figure 5-11. Average Fitness Values of Elitism 
 
 
Figure 5-12. Operational Cost of Elitism 
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Elitism gives a better performance than the generational replacement method, as it 
keep the best individual to the next generations. Therefore, the best fitness value is 
always increasing across the generations. This feature is desirable so that the solutions 
offered are directed to a better solution. 
 
5.1.1.4 Binary-Tournament Selection instead of Roulette-Wheel  
 
A tournament mechanism will randomly select two individuals from the evolving 
population. The fitter individual will be chosen and added to the mating pool. This 
will be repeated for population size times until the mating pool is full. 
 
In binary-tournament selection a group of two individuals is randomly chosen from 
the population. They may be drawn from the population with or without replacement. 
This group takes part in a tournament; that is, a winning individual is determined 
depending on its fitness value. The best individual having the highest fitness value is 
usually chosen deterministically though occasionally a stochastic selection may be 
made. 
 
Now, the binary tournament is used instead of roulette wheel selection method. The 
other parameters are shown in the table below. 
Table 5-5. Parameter Tuning Configuration 4 
 
A Encoding 5 bit binary encoding for each variable 
B Population size 100 chromosomes 
C Stopping criterion 200 generations 
D Parent selection binary tournament 
E Mutation Bit flip with probability 0.01 
F Recombination Single point crossover with probability 0.9 




The implementation was simulated for few times. The best and average fitness values 
as well as the operational cost across the generations are plotted below.  
 




Figure 5-14. Average Fitness Values of Binary-Tournament Selection 
 
 
Figure 5-15. Operational Cost of Binary-Tournament Selection 
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Roulette-wheel parent selection method is more suitable for this problem compared to 
the binary tournament method as it converge faster for this specific problem. This is 
due to the initial population is created randomly with high variance in the fitness 
values. Roulette wheel selection is a higher selection pressure than binary tournament 
selection when there are some highly fit individuals in the population. 
 
5.1.2 Parameter Control with Non-Uniform Mutation Rate 
 
So far, standard GA based on bit representation, one-point crossover, bit-flip mutation, 
and roulette wheel selection (with or without elitism) was considered. Algorithm 
design was limited to so-called control parameters or strategy parameters such as 
mutation rate, crossover rate and generation size before the run. The choices are based 
on tuning the control parameter “by hand” that is experimenting with different value 
and selecting the one that gives the best result. 
 
For the second parameter setting, a parameter controlled is implemented instead of 
parameter tuning. The mutation rate is non-uniform and it changes across the 
generations (during the run). Initially, the mutation rate is high, and decreases over 
time. The higher mutation rate is needed at beginning so that the larger diversity is 
obtained. And the smaller mutation rate is preferable to the end of iteration so that it 
will not destroy the good individual which already has been achieved. This allows for 
more effective local search. 
 
The time-dependent mutation rate is formulated as below as shown in Equation 29. 





Figure 5-16. Non-uniform mutation rate across the generations 
 
A parameter control has been simulated in this proposed GA with the following 
parameter control.   
Table 5-6. Parameter Control Configuration 
 
A Encoding 5 bit binary encoding for each variable 
B Population size 100 chromosomes 
C Stopping criterion 200 generations 
D Parent selection roulette wheel 
E Mutation Bit flip with initial probability 0.99 
F Recombination Single point crossover with probability 0.9 
G Replacement strategy Elitist replacement 
 
The implementation was simulated for few times. The best and average fitness values 




Figure 5-17. Best Fitness Values of Parameter Control 
 
 




Figure 5-19. Operational Cost of Parameter Control 
 
 
From the graphics, the optimised operational cost is $805.154/hour. The best and 
average values are improving across the generations. 
 
5.1.3 Larger Number of Generations 
 
To examine the effect of larger number of generation to the quality of the solution, the 
number of the generation is increased to 250 and the other parameters remain the same 
as shown in the following table. 
Table 5-7. Larger Generations Number Configuration 
 
A Encoding 5 bit binary encoding for each variable 
B Population size 100 chromosomes 
C Stopping criterion 250 generations 
D Parent selection roulette wheel 
E Mutation Bit flip with initial probability 0.99 
F Recombination Single point crossover with probability 0.9 
G Replacement strategy Elitist replacement 
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The implementation was simulated for few times. The best and average fitness values 
as well as the operational cost across the generations are plotted below.  
 
 








Figure 5-22. Operational Cost of Larger Generations 
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Comparing the results of 250 generations to the 200 generations, the optimised operational 
cost obtained is better which is $800.831/hours compared to $805.154/hour. This results 
show that the optimised valued can be improved when the number of generations is increased. 
In other words, for this specific problem, in 200 generations simulation, the optimised value 
has not been reached yet. The optimised value is obtained when the number of generation is 
increased to 250. 
 
5.2 Justifications in Preferences to the Setting Chosen 
 
Based on the simulation results of parameter tuning as well as parameter control, the 
summary of the parameter setting chosen is where the best result is achieved is shown 
in Table 5.8.  
 
Table 5-8. Parameters Setting for the Proposed GA OPF 
 
A Encoding 5 bit binary encoding for each variable 
B Population size 50 chromosomes 
C Stopping criterion 250 generations 
D Parent selection Roulette-wheel 
E Mutation Bit flip with initial probability 0.9 
F Recombination Single point crossover with probability 0.99 
G Replacement strategy Elitist replacement 
 
a. Roulette-wheel parent selection method is chosen for this problem compared to 
the binary tournament method as it converges faster. Roulette wheel selection 
with replacement results is a higher selection pressure than binary tournament 
selection when there are some highly fit individuals in the population or when 
individuals’ fitness has a high variance. The high variance can be seen from the 
average fitness function in the beginning of the generation. This is due to the 




b. From the previous simulations, higher crossover rate (0.9) gave a better 
performance, and when we reduce the rate to 0.2, the best fitness value fluctuated 
so high, even though the average fitness values did not fluctuate as high as in the 
smaller mutation rate. 
 
c. Elitism is preferable than generational replacement method as it always keep the 
best individual to the next generation. Therefore the best individual is always 
preserved and the solution is better and better across the generations. 
 
d. Non-uniform Mutation Rate is favourable, as shown in the graphics above, the 
performance of the GA is much better than what we have obtained previously. 
The average fitness value is much better as well. Initially the average fitness value 
is very small and then it increases. This shows that the variation is high in the 
beginning and then the variation is very small towards the end where the optimum 
chromosome is already found. This is due to the non-uniform mutation rate which 
is high (0.9) in the beginning to provide larger diversity and it is very small 
towards the end of iteration so that it will not destroy the chromosome. 
 
To shows the robustness of the proposed algorithm by using this final parameter 
tuning based on the standard IEEE 30-bus system, this final parameters tuning is then 
used for the implementation of the two real practical power systems, specifically 
industrial park power system and gold-copper mining power system with the same 
population size (100 chromosome), stopping criterion (200 generations), parent 
selection method (roulette wheel), non-uniform mutation rate with initial probability 
of 0.99, crossover rate (0.9) and the replacement strategy (Elitism).  
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5.3 IEEE 30-Bus System 
 
The IEEE 30 bus system has 24 control variables which consist of five generator 
power outputs, six generator bus voltage magnitudes, four transformers tap setting and 
nine reactive power injection due to the shunt compensations. Each control variable is 
encoded into 5-bit strings, therefore the length of the chromosome in the GA is 120 
bits. 
 
From the simulation results, the best as well as average fitness values are depicted in 
Figure 5-23 and 5-24 below. From Figure 5-23, the best continuously improved across 
the generations. This is due to the elitism strategy where it keeps the best individual to 
the next generations. From Figure 5-24, the average fitness functions are relatively 
improved across generation as well. This is due to the correct choices of cross over 
rate and mutation rate which is non-uniform. The higher mutation rate is needed at 
beginning for a larger diversity and the smaller mutation rate is preferable to the end 
of iteration for less alteration to the good individual which already has been achieved. 
The simulation time takes only 1,352.8 seconds. The operational cost across the 





Figure 5-23. The Best Fitness Value for IEEE 30-Bus System OPF 
 
 




Figure 5-25. Operational Cost for IEEE 30 Bus System OPF 
 
 
The GA OPF results of the control variables optimum setting, generation cost and the 
real power loses are compared with other published literature applied to IEEE 30-bus 
system namely gradient based methods [2] and other genetic algorithm [15]. To 
further verify the simulation results, PowerWorld software is also implemented. The 









Table 5-9. Results of the Optimal Setting of Control Variable Compared with EGA 
and Gradient-Based Approach for IEEE 30 Bus System 
 








P1 (MW) 50 200 184.7177    187.219 176.20 197.99 
P2 (MW) 20 80 47.0968 53.781 48.75 44.00 
P5 (MW) 15 50 19.5161 16.955 21.44 22.00 
P8 (MW) 10 35 10.8065 11.288 21.95 10.00 
P11 (MW) 10 30 13.8710 11.287 12.42 10.00 
P13 (MW) 12 40 16.5161 13.353 12.02 12.00 
V1 0.95 1.10 1.0661 1.10 1.050 1.00 
V2 0.95 1.10 1.0000 1.08 1.038 1.00 
V5 0.95 1.10 1.0565 1.03 1.012 1.00 
V8 0.95 1.10 1.0000 1.04 1.020 1.00 
V11 0.95 1.10 1.0613 1.08 1.082 1.00 
V13 0.95 1.10 1.0323 1.08 1.067 1.00 
T11 0.90 1.10 1.0613 1.072 1.0125 0.90 
T12 0.90 1.10 1.0484 1.070 0.9500 0.90 
T15 0.90 1.10 1.0419 1.032 1.0000 1.00 
T36 0.90 1.10 0.9065 1.068 0.9625 1.00 
Q10 0.00 0.05 0.0113 0.00692 0.05 0.00 
Q12 0.00 0.05 0.0097 0.00046 0.05 0.05 
Q15 0.00 0.05 0.0016 0.00285 0.03 0.049 
Q17 0.00 0.05 0.0419 0.00287 0.05 0.05 
Q20 0.00 0.05 0.0306 0.00208 0.05 0.05 
Q21 0.00 0.05 0.0000 0.0000 0.05 0.00 
Q23 0.00 0.05 0.0323 0.00330 0.04 0.048 
Q24 0.00 0.05 0.0387 0.00938 0.05 0.048 
Q29 0.00 0.05 0.0468 0.00269 0.03 0.047 
PT (MW)   9.1240 10.486 9.3900 12.59 
Fuel Cost 
($/hr) 
  800.831 804.853 802.06 811.55 
 
 
The PowerWorld Single Line Diagram which shows the hourly operational cost is 




Figure 5-26. Single Line Diagram from PowerWorld Simulation 
 
The result is then compared to other approaches from the literature which was recently 
applied to the IEEE 30-bus system with the same control variable limits and system 
data and also the PowerWorld Software Simulation.  The optimal operational cost 
achieved by the proposed model is $800.831 per hour. In comparison, the total fuel 
costs per hour from gradient based method [2], enhanced genetic algorithm [15] and 
PowerWorld Simulation are $804.853 per hour, $802.06 per hour and $811.55 per 
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hour respectively.  This demonstrates that the performance of the proposed GA OPF 
model is superior to the gradient-based, enhanced genetic algorithm and PowerWorld 
Simulation.  
 
These superior results are achieved due to the robust and reliable algorithm of the 
proposed GA which utilises the elitism and non-uniform mutation rate. Elitism 
ensures the solution is directed to the optimised solution while the higher mutation 
rate is needed at beginning for a larger diversity and the smaller mutation rate is 
preferable to the end of iteration for less alteration to the better individual which has 
already been achieved. 
 
It is observed that from the results, the generator active powers are in their optimised 
values and are far from the minimum and maximum limits. It is also clear from the 
optimum solution that the GA easily prevent the violation of all the constraints. The 
voltage magnitudes, transformer tap-setting and the bus admittances are within their 
minimum and maximum limits. This shows that the proposed algorithm meets all the 
constraints. 
5.4 Industrial Park Power System 
 
From the simulation results, the best as well as average fitness values are depicted in 
Figure 5-27 and 5-28 below. From Figure 5-27, the best continuously improved across 
the generations. This is due to the elitism strategy where it keeps the best individual to 
the next generations. From Figure 5-28, the average fitness functions are relatively 
improved across generation as well. This is due to the correct choices of cross over 
rate and mutation rate which is non-uniform. The higher mutation rate is needed at 
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beginning for a larger diversity and the smaller mutation rate is preferable to the end 
of iteration for less alteration to the good individual which already has been achieved. 
The best operational costs across the generations are described in Figure 5-29. 
 
 




Figure 5-28. Average Fitness Values for Industrial Park Power System 
 




The GA OPF results of the control variables optimum setting compared with the 
actual setting for the industrial park power system are given in Table 5-10. Currently 
in practice at the industrial park power system, the actual setting is obtained by power 
plant engineers using heuristic approach which is based on trial and error basis. The 
power plant engineer takes into account the actual load demand and estimated system 
losses. After checking the status of the available units as well as the maintenance units 
and also the running hours of each unit, the engineer will then run the unit based on 
the total loads. The engine with the same rating will take the load almost 
proportionally. However, based on his experience on the condition of the engines for 
example for the units which are just completed the routine maintenance, the units will 
take a higher load. The units with lower running hours which are comparatively newer 
engines will also take higher loads. The generator load setting can be adjusted in the 
governor which is located in the Control Panel and the actual loads of the units are 
shown in the monitoring system. The shortcoming of this method is that the engineer 
does not take into consideration the fuel cost parameters and calculation of the total 
operational cost. 
Table 5-10. Results of the Optimal Setting of Control Variable Compared with the Actual 
Settings for Industrial Park Power System 




PG1 (MW) 1.05 2.1 1.1177 1.0323 
PG2 (MW) 1.05 2.1 1.4565 1.4600 
PG3 (MW) 1.05 2.1 1.2194 1.2190 
PG4 (MW) 1.05 2.1 1.1177 1.2050 
PG6 (MW) 3.05 6.1 6.1000 6.1000 
VG1 (kV) 6.27 7.26 6.6617 6.6000 
VG1 (kV) 10.45 12.1 11.000 11.000 
PT (MW)   0.1113 0.1113 





The optimal operational cost achieved is S$1,394.13 per hour. This result outperforms 
the actual fuel cost in meeting the same load demand which was implemented in the 
industrial park, amounted to $1,395.03. Hence, the proposed approach may generate 
$7,884.00 of annual cost saving to the industrial park. Moreover, compared to the 
actual OPF implementation in the power plant which required approximately half hour 
for the power plant engineers in deciding the best parameter settings, the proposed GA 
OPF takes only 163.23 seconds of simulation time.  
 
From the results, it shows that the generators active powers are in their optimised 
values and are far from the minimum and maximum limits. It is also clear from the 
optimum solution that the GA easily prevents the violation of all the constraints.  
 
Since the industrial park power plant is operating in droop speed control to base load, 
these optimal generator power settings in practical can be achieved by changing the 
base load to the results of generator output from the simulation. This setting of the 
base load is to be done in the Governor which is located in the Generator Control 
Panel. 
 
5.5 Gold-Copper Mine Power System 
 
To prove the robustness and flexibility of the proposed GA to the OPF problem, a 





From the simulation results, the best as well as average fitness values are depicted in 
Figure 5-30 and 5-31 below. From Fig 5-30, the best continuously improved across 
the generations. This is due to the elitism strategy where it keeps the best individual to 
the next generations. From Figure 5-31, the average fitness functions are relatively 
improved across generation as well. This is due to the correct choices of cross over 
rate and mutation rate which is non-uniform.  The best operational cost across the 
generation is described in Figure 5-32. 
 
 






Figure 5-31. Average Fitness Values for Gold-Copper Mine Power System 
 
 
Figure 5-32. Fuel Cost for the Gold-Copper Mine Power System OPF 
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The GA OPF results of the control variables optimum setting compared with the 
actual setting for the gold-copper mine power plant are given in Table 5-11. Currently 
in practice at the industrial park power system, the actual setting is obtained by power 
plant engineers using heuristic approach which is based on trial and error basis. 
Table 5-11. Results of the Optimal Setting of Control Variable Compared with the 
Actual Settings for Gold-Copper Mine Power System 
 




PG1 (MW) 2.0 4.0 2.5161 2.511 
PG2 (MW) 2.0 4.0 2.5806 2.494 
PG3 (MW) 2.0 4.0 2.3226 2.507 
PG5 (MW) 2.0 4.0 2.3226 2.492 
PG8 (MW) 2.0 4.0 2.8387 2.673 
PG10 (MW) 2.0 4.0 2.1935 2.594 
PG13 (MW) 2.0 4.0 2.3871 2.580 
PG14 (MW) 2.0 4.0 2.0645 2.572 
PG15 (MW) 2.0 4.0 2.5806 2.230 
PG16 (MW) 2.0 4.0 2.2581 2.627 
PG20 (MW) 2.0 4.0 3.9355 2.720 
V(kV) 13.11 15.18 13.82 13.8 
Total PG   28.00 28.00 
Total PT (MW)   0.4403 0.4405 
Total Load (MW)   27.56 27.56 
Fuel Cost ($/hr)   S$3.882.40 $3,887.23 
 
The optimal operational cost attained is $3.882.40 per hour. Similar to the test run for 
the industrial park, this result is better compared to the actual cost of fuel in fulfilling  
the same load demand implemented in the gold-copper mine power plant which is 
$3.887.23 per hour. Hence, the annual cost saving which may be generated by the 
proposed approach is $42,310.80. Moreover, compared to the actual OPF 
implementation in the power plant which takes about half hour for the power plant 
engineers to decide the best parameter settings, the proposed GA OPF only needs 
195.45 seconds of simulation time.  This shows that the proposed approach ensures 
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more optimal configuration of control variable, lower operational cost, more time 
efficient, and versatile to changing environment. 
 
From the results, it also shows that the generators active powers are in their optimised 
values and are far from the minimum and maximum limits. It is also clear from the 
optimum solution that the GA easily prevents the violation of all the constraints.  
 
Similar to the industrial park power plant, the gold-copper power plant is operating in 
droop speed control to base load, therefore, similar to the Industrial Park Power Plant, 
these optimal generator power settings are practically attainable by changing the base 
load to the results of generator output from the simulation. This setting of the base 
load is to be done in the Governor which is located in the Generator Control Panel. 
 
However, comparing the execution time between the industrial park power system 
(163.23 seconds) and the gold-copper mine power system (195.45 seconds), the gold-
copper power system which is a larger size requires a longer time in providing the 
optimised solution. This shows that execution time increases considerably as the 
system size increases. This is due to the longer chromosome length which affects a 







In this thesis, the flexible GA model has been successfully implemented on the 
standard IEEE-30 bus system, industrial park power plant and the gold-copper mine 
power system with the actual data and demand pattern. The proposed genetic 
algorithm is modelled to be flexible for implementation to any practical power 
systems with the given system line, bus data, generator fuel cost parameter and 
forecasted load demand. The results achieved are superior when compared the existing 
literature for the IEEE 30-bus system and the actual implementation for the two 
practical power plants.  This is due to the robust and reliable algorithm of the 
proposed GA which utilises the elitism and non-uniform mutation rate. Elitism 
ensures the solution is directed to the optimised solution while the higher mutation 
rate is needed at beginning for a larger diversity and the smaller mutation rate is 
preferable to the end of iteration for less alteration to the better individual which has 
already been achieved. Therefore, the proposed approach ensures more optimal 
configuration of control variables, provides a solution with lower operational cost and 
more time efficient. Moreover, it is versatile to changing environment. 
 
For future research, a larger power network can be tested using the same algorithm. 
The parameters tunings which have been obtained in the thesis are not required to be 
repeated. The detail of lines parameters, forecasted load demand and generators cost 
coefficients should be available in order to use the proposed OPF algorithm. The 
number of the chromosome will be longer depends on the number of control variables. 
Some additional control variable may be included in the chromosome depend on the 
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