Abstract-To screen differentially expressed genes quickly and efficiently in breast cancer, two gene microarray datasets of breast cancer, GSE15852 and GSE45255, were downloaded from GEO. By combining the Logistic Regression and Random Forest algorithm, this paper proposed a novel method named LR-RF to select differentially expressed genes of breast cancer on microarray data by the Bonferroni test of FWER error measure. Comparing with Logistic Regression and Random Forest, our study shows that LR-FR has a great facility in selecting differentially expressed genes. The average prediction accuracy of the proposed LR-RF from replicating random test 10 times surprisingly reaches 93:11 percent with variance as low as 0:00045. The prediction accuracy rate reaches a maximum 95.57 percent when threshold value a ¼ 0:2 in the random forest algorithm process of ranking genes' importance score, and the differentially expressed genes are relatively few in number. In addition, through analyzing the gene interaction networks, most of the top 20 genes we selected were found to involve in the development of breast cancer. All of these results demonstrate the reliability and efficiency of LR-RF. It is anticipated that LR-RF would provide new knowledge and method for biologists, medical scientists, and cognitive computing researchers to identify disease-related genes of breast cancer.
INTRODUCTION

B
REAST cancer is the most common cancer in women worldwide. Across the globe, breast cancer is the second most common type of cancer and the second leading cause of cancer death in women. According to the latest statistics, every 26 seconds, there is a woman diagnosed with breast cancer. New breast cancer worldwide each year is up to 1.2 million, with an average annual increase in 500,000 [1] . For the prevention of breast cancer, early diagnosis and treatment, different ways from biomedical, bioinformatics, and so on are urgently needed in identifying the cancer-causing genes.
With the rapid development of sequencing technologies, a large amount of biological information has been stored in the gene expression data. Gene chip, also known as DNA microarray, is one of the most important technologies in the field of life science researches [2] , [3] , [4] . In fact, based on the extensive application of gene chip technology, the network of public databases in the growing gene chip expression data can provide an enormously powerful tool for breast cancer gene expression analysis. At the same time, the abnormal expression of polygene is the crucial biological factor of the occurrence and progression of breast cancer. The analysis of differential expression genes and their interaction networks of breast cancer are of practical significance to study the pathogenesis of breast cancer in depth, guide the individual treatment and improve the prognosis of breast cancer patients.
One of the important tasks of gene chip profiling data analysis is to screen for differentially expressed genes. For example, by comparing the differences in gene transcription and expression between normal and disease states in the study of the pathogenesis of the disease, doctors can conduct early diagnosis and treatment of the disease, and even predict the prognosis for patients.
Currently, those methods suitable for different study design and data type gene expression profiles to screen differentially expressed genes for gene expression profiles include SAM (significance analysis of microarrays) [5] , twosample t-test [6] , Bayes moderated t-statistics methods [7] , and so on. However, false positive of the differential expression genes by using the SAM and two sample t-test are too high. Actually, earlier researchers have tried to select differentially expressed genes by Logistic Regression (LR) [8] , [9] , [10] , or Random Forest (RF) [11] , [12] , [13] . Although LR is one of the classical methods and has been widely used for classification, the traditional LR model employs all (or most) variables for predicting and screening the differentially expressed genes, so requires selecting many redundant genes. On the other hand, some researchers applied RF to classify genes from microarray data and did not preselect genes but result in over fitting due to the availability of gigantic gene data and dimensionality.
To take account of different consequences of existing methods in identifying differentially expressed genes related to breast cancer, a new method, named LR-RF method, is proposed based on microarray data in this article. First, we preselect genes by LR and get a series of differentially expressed genes based on the Bonferroni test [14] of the Family Wise Error Rate (FWER) [15] error measure. Then, best-related genes of differentially expressed of breast cancer are identified by RF method. Finally, by analyzing gene interaction networks, the LR-RF method is found to have an excellent performance for identifying differentially expressed genes.
MATERIALS AND METHODS
Materials
In this paper, we have downloaded two sets of breast cancer datasets from Gene Expression Omnibus (GEO) [16] . The accession numbers were GSE15852 and GSE45255, and the chip platform was GPL96. Dataset GSE15852 included 43 paired normal persons and breast cancer patients. Dataset GSE45255 consisted of 139 breast cancer patients. By integrating data, there were 182 breast cancer patients and 43 normal cases for subsequent analysis and each of them contains 22215 genes.
In general, each gene has a different expression level, and gene expression value does not have a unified norm due to differences in the experiments on the microarray data. Thus, we normalize the microarray data by MAPMINMAX function in the MATLAB. The MAPMINMAX processes matrices by normalizing the minimum and maximum values of each row to ½y min ; y max . The formula is in the following
In this study, we set y min ¼ 0, y max ¼ 1 and standardize the data to the interval [0, 1].
Methods
In this section, the Bonferroni test of FWER measure is briefly reviewed first. Further, we introduce the typical LR model and RF model. Lastly, a novel method LR-RF is proposed to screen differentially expressed genes. For all of the microarray data, we pre-select genes by LR method to reduce the dataset dimensions and then use a RF classifier to identify cancer-causing genes.
Bonferroni Test of FWER Error Measure
Regression analysis for a single hypothesis usually has a straightway interpretation of the testing result, but this may become much complicated for multiple hypotheses in a regression model based analysis. While each test of the multiple hypotheses has its type I and type II errors, and then it becomes unclear how to measure the overall error rate. FWER, which is the probability of making one or more type I errors among all the hypotheses, is the first measure being suggested for dealing with this issue. In this paper, the Bonferroni test based on the FWER measure was used to screen the differentially expressed genes.
The Bonferroni inequality [17] is often used when conducting multiple tests of significance to set an upper bound on the overall significance level a. If T 1 ; . . . ; T n is a set of n statistics with corresponding p-values P 1 ; . . . ; P n for testing hypothesis H 1 ; . . . ; H n , the classical Bonferroni multiple test procedure is usually performed by rejecting H 0 ¼ fH 1 ; . . . ; H n g if any p-values is less than a=n. Furthermore, the specific hypothesis H i is rejected for each P i a=n (i ¼ 1; :::; n). The Bonferroni inequality is in the following.
It is to ensure that the probability of rejecting at least one hypothesis when all true is no greater than a.
Logistic Regression Model
LR [18] models are the most widely used models in the generalized linear models family. A LR model is used when the response Y is a binary variable taking only two possible values, such as the binary classification between normal and tumor considered in this paper.
Because the dependent variable Y only takes two discrete values 0, 1, it is not suitable for the regression model as a dependent variable. The basic idea of LR is that it does not regress to Y directly, but rather defines a probability function:
Where there requires 0 p 1. Directly seeking the expression of p is a very difficult, we consider
where 0 < k < þ1. Then, let
p is a Logistic type of function, where a > 0; b n > 0. Then, we deform it and get a new function as follow:
The form of the logistic function lg is
where fðxÞ is a continuous curve limited to the ½0; 1 interval. In this article, the regression is relatively column by column, so the probability equation is:
where X i is the ith gene value information, and p is the probability of being sick, a > 0; b 1 > 0.
Random Forest Model
RF is an algorithm for classification developed by Breiman [19] that uses an ensemble of classification trees. Each of the classification trees is built using a bootstrap sample of the data, and each split the candidate set of variables is a random subset of the variables. Thus, RF uses both bagging (bootstrap aggregation), a successful approach for combining unstable learners, and random variable selection for tree building. Each tree is un-pruned (grown fully) to obtain low-bias trees. At the same time, bagging and random variable selection result in the low correlation of the individual trees. The algorithm yields an ensemble that can achieve both low bias and low variance.
Logistic Regression-Random Forest Model
In this section, the LR-RF model is proposed. The model can be divided in two steps as follows:
Step 1: We pre-select genes by LR, based on the Bonferroni test of FWER error measure, and we get a series of differentially expressed genes roughly.
Step 2: We use the RF algorithm for the second screening and get the top potential genes related to breast cancer. As a matter of fact, RF can identify which genes were important in building a forest of trees and get the genes' importance score ranking to determine whether it is used in the model. So setting a threshold and determining the importance, we delete any genes with an importance below the threshold. Through the two steps, the differentially expressed genes in breast cancer can be obtain, and its process is seen in Fig. 1 .
RESULTS AND ANALYSIS
Differentially Expressed Genes
For these three methods, we conducted 10 random tests and each test took 80 percent data of the two datasets respectively as a training set, and the remaining 20 percent data of the two datasets as a testing set.
By screening, each method yielded a different number of differentially expressed genes, as showed in Table 1 .
The number of the differentially expressed genes selected by the three methods is listed in Table 1 . A large number of genes selected by LR method are redundant genes. Although the RF method can screen out few differentially expressed genes, the model may cause over fitting and then lost quite essential genes due to the high dimensionality of the microarray data. In contrast, the LR-RF method can select significant genes from the cancer-causing genes that have been pre-selected by the LR method, and guarantee the assurance of the veracity of identifying differential expression genes according to RF model.
Stability Analysis of the Three Methods
Using the differential expression genes screened to predict whether the testing set samples are breast cancer patients. In the LR method, we can get a series of regression value close to 0 or 1, and 0 represents the normal person while 1 represents the patient. For the RF and LR-RF method, the classification derives directly from the RF trees. In this paper, the Rand index [20] is applied to calculate the prediction accuracy rate. It is computed in the following:
where a is the patient is predicted to be a patient, b is the patient is predicted to be normal, c is the normal person is predicted to be a patient, d is the normal person is predicted to be normal. Through validating and comparing the models, we can get the prediction accuracy rate of the three methods and evaluate the stability of the method by using the variance of accuracy. The smaller the variance is, the more stable the method is. The prediction accuracy rate and stability of the three methods are showed in Table 2 .
Seen from Table 2 , the average prediction accuracy rate of the LR-RF method is 93.11 percent, which is higher than LR and RF methods. The variance of the LR-RF method is 0:00045, and the variances of the LR and RF are 0:0011, 0:0014, respectively. LR-RF method's variance is smaller than the other methods' variances. Obviously, comparing with the other two methods, the method LR-RF we proposed is more stable on the premise that selecting differentially expressed genes effectively. Remark 1. In Table 1 , we set 0.1 as the threshold for selecting genes when using the RF method and LR-RF method. Determining the threshold value is important. In general, the higher threshold value a is, the fewer selected genes are. If the threshold value is set to 0.15, 0.2 or greater value, the differentially expressed genes selected by the RF method will be too few and it can reduce the prediction accuracy rate of the algorithm further. For comparison, the same threshold value a ¼ 0:1 is applied in the RF method and LR-RF method.
Remark 2. The average prediction accuracy rate of the RF method is 85.99 percent, it is because the differentially expressed genes selected by the RF method are too few including some true disease-related genes have been deleted, and ones selected by the LR method are too many. The average prediction accuracy rate does not vary much between LR method (92.37 percent) and LR-RF method (93.11 percent), but the number of the genes selected by the LR-RF method is smaller than the LR method. Compared with the LR method, the differentially expressed genes system built by the LR-RF is simpler. In order to further improve the proposed LR-RF and reduce the noise produced by the redundant genes, different threshold values a are set in the LR-RF method. By setting the different a, the number of the differentially expressed genes selected by the LR-RF method and the prediction accuracy rate of the method can be got in the Table 3 .
Seen from Table 3 , as the threshold increases, the number of the differentially expressed genes selected by the LR-RF method has dwindled. When the threshold value a increases from 0.1 to 0.3, the prediction accuracy rate of LR-RF method first increases and then decreases. The prediction accuracy rate reaches a maximum when a ¼ 0:2, and the differentially expressed genes are relatively few in number. So, we choose 0.2 as the threshold value to select the differentially expressed genes in LR-RF method.
Remark 3. When a increases from 0.1 to 0.2 with the step 0.05, the prediction accuracy rate of LR-RF method increases from 93.11 percent to 95.57 percent and the number of the differentially expressed genes decreases. That is to say, a large number of genes selected are redundant genes when a ¼ 0:1. So the prediction accuracy rate increases when a was marked up to 0.2. When a increases from 0.2 to 0.3 with the step 0.05, the prediction accuracy rate of LR-RF method decreases from 95.57 percent to 93.35 percent, this is because some important differentially expressed genes have been deleted.
Hierarchical Clustering Analysis
We took the union of the differentially expressed genes selected by LR-RF methods ten times, and the clustering analysis was performed by using R software. The hierarchical clustering chart was as Fig. 2 . The 225 samples are clustered into two groups using differentially expressed genes selected by the LR-RF method. The 139 samples ahead of the figure are breast cancer patients and the remaining samples are 43 normal specimens. It can be seen that a significant difference between the two groups in Fig. 2 . This indicates these genes can distinguish the normal samples from and patient ones.
The Analysis of Genes Interaction Networks
Top 20 differentially expressed genes related to breast cancer selected by LR-RF method are listed in Table 4 . The most exciting results from Table 4 , majority of genes had been described in accumulating papers of breast cancer.
Previous research has identified a highly deregulated gene Keratin 19 (KRT19) in breast cancer. Furthermore, KRT19 expression was associated with breast tumor subtyping, among estrogen receptor (ER) and Luminal B, and KRT19 expression correlated with poor overall survival [21] , [22] , [23] , [24] , [25] . PDZ domain containing 2(PDZD2) does not possess an intrinsic enzymatic activity through a number of direct and indirect interactions with breast tumor suppressors. It inhibits the activities of P and PDZ proteins, or enhances the activity of telomerase [26] . Other studies suggest that the CD36 gene [27] is located on the chromosome 7q11.2, and its encoded protein CD36 molecule is a transmembrane glycoprotein expressed on the surface of platelets and a variety of tumor cells. Seewaldt et al. [28] found that inhibition of CD36 gene expression in normal breast cells can lead to a decrease in adipocyte surrounding cells and an increase in extracellular matrix collagen deposition, which is a key factor in increased mammalian gland density, and the lack of CD36 gene infection may be an important event in the early development of breast cancer. To further demonstrate the predictive ability of LR-RF, we annotated the differentially expressed genes screened by LR-RF method to Gene MANIA database and found that most of these genes were significantly enriched in pathways related to the breast cancer, such as adipocytokine signaling pathway, neurotrophin signaling pathway. This demonstrates these genes play important roles in the cancers.
In Fig. 4 , the differentially expressed genes are involved in many known pathways and harbor many physical interactions. From Figs. 3 and 4 , we can see that these differentially expressed genes are densely connected which several, such as PDZD2, LPL and CD36 have been confirmed to be closely related to breast cancer. Fig. 4 also shows that the interaction network of PDZD2 gene with other genes can be seen clearly.
CONCLUSIONS
It is well known that many cancer-causing genes of breast cancer are still unclear. However, it is crucial to select the differentially expressed genes by bioinformatics methods from the availability of huge DNA microarray data. We have found candidate genes related to breast cancer based on microarray data and proposed a method for screening differentially expressed genes of breast cancer by combining LR and RF as a machine-learning technique. From 22215 genes of breast cancer, we pre-select a series of differentially expressed genes, and then screen breast cancer genes again. LR and RF have been trained before and after screening differentially expressed genes. The LR-RF method greatly improves not only the accuracy of the screening of cancercausing genes but also the speed.
Via replicating a random experiment ten times, two microarray datasets related to breast cancer have been used to measure the stability of methods by using variance. The analyses show that the proposed mixed model can produce almost similar pattern of results for all considered selections, and select differentially expressed genes successfully.
Although some genes including in the results have not been identified, LR-RF is shown to have the potential to screen differentially expressed genes related to breast cancer efficiently in a short time. It is anticipated that LR-RF would provide new knowledge and method for biologists, medical scientists, and cognitive computing researchers to identify disease-related genes of breast cancer.
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