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Abstract
We derive a U(1)B−L-extension of the Standard Model from a gener-
alized Connes-Lott model with algebra C⊕C⊕H⊕M3(C). This general-
ization includes the Lorentzian signature, the presence of a real structure,
and a weakening of the order 1 condition. In addition to the SM fields,
the model contains a Z′B−L boson and a complex scalar field σ which
spontaneously breaks the new symmetry. This model is the smallest one
which contains the SM fields and is compatible with both the Connes-Lott
theory and the algebraic background framework.
1 Introduction
Particle physics has for long been in search of a unifying principle. With the non-
detection of proton decay or supersymmetric partners, it is not an overstatement
that GUT and String theory inspired models are now facing a crisis. However,
a few physicists and mathematicians have been developping another research
program, known as Noncommutative Geometry, around the deep ideas set forth
by Alain Connes since the 90’s (see [1] for a recent survey of the historical
development of this program). Let us summarize its most salient features:
• It is based on the notion of real, even, spectral triples : multiplets con-
taining an algebra A, a Hilbert space H, a Dirac operator D, a chirality
operator χ and a real structure J . They can be seen as the dual objects
to virtual noncommutative Riemannian spin manifolds [2].
• A particle physics model is obtained in 3 steps:
1. A finite-dimensional spectral triple SF is chosen and tensorized with
the canonical Spectral Triple of the manifold M , defining a virtual
product M × F , known as an almost-commutative manifold.
2. The (bosonic) configuration space of the model is defined to be the
space of fluctuated Dirac operators, of the form Dω = D+ω+JωJ
−1
where ω is a noncommutative 1-form.
3. A bosonic action functional Sb(Dω) is defined. It is supplemented by
a fermionic action of the form Sf (Dω,Ψ) = (Ψ, DωΨ), where (., .) is
a suitable hermitian form.
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• One thus obtain a classical field theory on an almost-commutative mani-
fold.
The approach is conceptually satisfactory for several reasons:
a) The Higgs and gauge sectors are unified: the space of noncommutative 1-
forms on an almost-commutative manifold naturally decomposes into two
parts, one which can be identified with gauge fields and the other with
Higgs fields.
b) Model building in NCG is far more constrained than in usual gauge theory,
essentially because one starts with algebras instead of groups.
c) It is possible to find a finite triple SF so that the configuration space contains
all the fields of the Standard Model.
d) It is possible to find an action of Yang-Mills type, i.e. given by the norm
of curvature of the noncommutative 1-form ω, which reproduces all the
bosonic terms of the SM [3]. In particular the Higgs and gauge terms have
the same origin: all the bosonic fields of the SM are unified.
e) It is possible to find an action, the Spectral Action, which depends on ω only
through Dω, and which yields the Einstein-Hilbert action in addition to
the SM terms.
f) There are less free parameters entering the action as in the usual SM. This
yields to predictions at high energy (among which, the same prediction on
gauge coupling as in GUT).
It is also very striking that all the intricacies of the SM, such as a the
Higgs mechanism, neutrino oscillations and see-saw mechanism do not have to
be added by hand: they ultimately follow from the form of the finite Dirac
operator DF which is allowed by general principles having a geometric origin.
This can be illustrated by the case of neutrino oscillations: in the first models
they did not appear because some matrix elements of DF were set to zero by
hand to match the physics known at the time. Now that neutrino oscillations
are known, the finite Dirac is not tinkered anymore and the theory looks all the
better for it. Moreover, the said matrix elements are constrained by the axiioms
of spectral triples to have a symmetry which is precisely the one which allows
for the usual see-saw mechanism. It must be said, however, that in the current
models DF still does not have the most general possible form. Some elements
are still set to zero by hand (though there exist certain algebraic prescriptions
which seek to explain these zeroes, such as the massless photon condition [4] or
the second-order condition [5], [6]). Yet, the noncommutative sky is not free of
clouds. The most obvious problems are the following:
1. The first signature problem. The theory of spectral triples is funda-
mentally Euclidean.
2. The fermion doubling problem. The definition of the finite Hilbert
space includes degrees of freedom, which are needed to obtain the correct
representation of the gauge group, but end up multiplying by four the
dimension of the space of fermions fields.
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3. The Higgs mass problem. Under the big desert hypothesis, the Spec-
tral Action can be used to predict the mass of the Higgs boson, but it
turns out to be about 40% too high.
4. The second signature problem. The Spectral Action is only defined
in a Euclidean context.
5. The unimodularity problem. In c) above, the configuration space un-
fortunately contains an additional field, a U(1)X -boson, which is anoma-
lous. One has to require an unimodularity condition in order to remove it
along with the extra U(1)-symmetry.
A lot of work [7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19] has been devoted
to the first signature problem over the years. Though no complete formalism
is universally accepted yet, partial solutions, and a working replacement for
spectral triples in non-Euclidean signature exist.
The fermion doubling problem has been pointed out in [20]. It is maybe the
best understood by now. Two independent solutions have been given [21, 22],
which, quite strikingly, are only available in the precise KO-dimension which
allows for neutrino mixing terms in the finite Dirac. Interesting links with the
first signature problem have been found [23]. It was also shown that Barrett’s
solution is unique under a natural symmetry principle, and is equivalent to a
simple modification of the fermionic action [24].
The Higgs mass problem is probably the less severe of all for the noncom-
mutative geometry program, since it relies on the big desert hypothesis, which
is not exactly compelling. However, it has been found [25] that the addition of
a scalar field σ to the model, already known to stabilize the electroweak vac-
uum [26, 27] and for being a good dark matter candidate [28], can push the
prediction down to a value very close to that obtained at the LHC. In [25], σ
is obtained by turning the neutrino mixing part of the finite Dirac into a field,
which is not natural since this part remains constant under fluctuations. Since
then, two approaches to this question have emerged: Boyle-Farnsworth theory
([5], [29]), and twisted Spectral Triples theory ([30], [31], [32]). Both require
important modifications to the usual formalism of NCG.
No solution for the two last problems have been proposed yet1. However,
the second signature problem can be completely by-passed at the price of giving
up on unifying gravity with the other forces. Indeed, the Connes-Lott action
can be extended to the Lorentzian noncommutative SM with no problem [15].
We will explain this idea in the present paper, in a form more suitable for
generalizations.
In addition to the above problems, there is another, maybe less visible, one:
6. The background problem. What are exactly the background structures
in NCG ?
In particular, one can wonder if the Dirac operator around which we fluctu-
ate is a background structure. If it is, then diffeomorphism invariance is broken.
If it’s not, then one can guess that fluctuated Dirac are just a part of a larger
configuration space. Another way to consider the question is to ask about the
1The unimodularity problem does not show up when complex algebras are used [33], but
the Standard Model is unfortunately formulated with real algebras.
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automorphism group of a spectral triple. It is generally defined to be the set
of unitary operators which commute with the real structure and the chirality,
and stabilize the algebra. If one stops there and look at the canonical spectral
triple of a manifold, then one finds more examples than just diffeomorphisms
and local Lorentz transformations. If we also require the commutation with the
Dirac, we find only isometries. This is too many or too few. In [18], we argued
that the solution is leave the Dirac operator away from the background and
include instead the bimodule of noncommutative 1-forms. The automorphisms
of this new structure, called algebraic background, turn out to be exactly what
one expects, diffeomorphism and local Lorentz transformations, in the manifold
case. In the algebraic background framework, the bosonic configuration space
is no longer restricted to the fluctuations around a given Dirac, it is the space
of all the Dirac operators compatible with the bimodule of 1-forms, complying
fully to the spirit of Kaluza-Klein theories. However, there is a twist when we
apply this idea to the manifold case: we obtain more than just metrics. The
additional fields fields are called centralizing because they commute with the
algebra. The configuration space is thus the direct sum ∆ ⊕ Z of Dirac op-
erators associated with metrics and centralizing fields. Remarkably, these two
parts are separately invariant under the symmetry group, and it is thus possible
to project to ∆. The application of these ideas to the SM leads to an inter-
esting conclusion: the SM alone cannot be obtained in this framework ! More
precisely, using the usual SM algebra and space of noncommutative 1-forms, it
is found that the automorphism group of the algebraic background has an extra
U(1) factor which can be identified with a (gauged) B − L-symmetry group.
The configuration space contains, in addition to the SM fields, a vector boson
associated to the B − L symmetry, another one associated to the anomalous
U(1) part of the gauge group (the one which is removed by unimodularity), the
σ scalar boson, and flavour changing fields. The latter can be eliminated by a
gauge-invariant projection. This is already an interesting result since it shows
that the resolution of problem 6 provided by the algebraic background frame-
work points towards the U(1)B−L-extension of the SM which has long been
attracting physicists’ attention, and makes the σ-field appear naturally. Alas
this model is not entirely satisfactory. Indeed, while it is perfectly possible to
use the Spectral Action in the Euclidean signature, the Connes-Lott action can-
not be used in the Lorentzian case since it only applies to 1-forms, and neither
the σ-field nor the Z ′B−L boson are 1-forms.
For this reason, we will consider in this paper a simple modification of the
model which consists only of extending the algebra by a factor of C. Doing
so, the unification of the Higgs and gauge sector is recovered and all fields
(except gravity) become 1-forms subject to a common action principle. Abelian
extensions of the Noncommutative Standard Model have been studied in the
past, in particular in [34]. However, they were always constrained by the order 1
condition, while our model, which is a sub-model of Pati-Salam, does not satisfy
this condition. Nevertheless, it satisfies a weaker condition which proves to be
sufficient to apply the generalized Connes-Lott formalism. Hence our model is
new as far as NCG is concerned2. On the other hand U(1) extensions of the SM
with an additional Higgs to break the new symmetry is one of the best motivated
2It must be stressed, though, that the exact same field content has been considered in [35],
in the context of Non-associative Geometry, and with a Euclidean signature. For a summary
of this approach, see [5].
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BSM model and has been extensively studied from a phenomenological point
of view [36, 37, 38, 39, 40, 41, 42, 43]. See also the very useful pedagogical
introduction [44].
Hence we see that algebraic backgrounds, initially formulated to solve prob-
lem 6 also provide a solution to problem 3.
The present paper is organized as follows. In section 2 we recall the main
points of the algebraic background framework, and give the example of the
manifold and SM backgrounds. We also define the J-symmetrization of a back-
ground. In section 3 we recall Connes’ theory of noncommutative 1-forms, and
explain how to compute their curvature in the presence of a real structure by
embedding them into the J-symmetrized background. Section 4 is devoted
to the different bosonic configuration spaces which will be used in the paper.
In section 5 we show that a Connes-Lott theory of the SM in the Lorentzian
signature is perfectly well-defined, though it is inconsistent with the algebraic
background framework. To solve this inconsistency, we extend the finite back-
ground in section 6, and compute the bosonic action in section 7. Section 8
helps identifying the fields written in the NCG way with those known by physi-
cists, and derive some relations between particle masses and couplings. Section
9 is devoted to the fermionic action, and section 10 offers a conclusion. The
cumbersome calculations of junk and J-symmetrized junk bimodules are given
in the appendices.
In the whole text we use the following general notations: a diagonal or block-
diagonal matrix with diagonal entries a, b, c, . . . will be written [a, b, c, . . .], the
complex conjugate of an object A will be written A∗, the Hilbert adjoint A†,
and the Krein adjoint A×.
2 Algebraic backgrounds
2.1 General definitions
In this paper we will use the general settings of algebraic backgrounds introduced
in [18], which we will now briefly review3.
First, a pre-Krein space is a vector space K equipped with a non-degenerate
indefinite metric, which is decomposable into the direct sum K = K−⊕K+ of a
positive and negative definite subspaces. Such a decomposition is equivalent to
a fundamental symmetry η, which in turns defines a corresponding norm ‖.‖η.
Note that in contrast with the case of Krein spaces, the η-norms need not be
all equivalent [17].
We will need to equip our pre-Krein spaces with more structures: a chirality
and a real structure. This yields the following definition.
Definition 1 A Z2-graded real pre-Krein space is a pre-Krein space K equipped
with a linear operator χ (chirality) and an antilinear operator J (graded real
structure) such that
χ2 = 1, J2 = ǫ, Jχ = ǫ′′χJ, J× = κJ, χ× = ǫ′′κ′′χ (1)
3In this paper, and contrarily to [18], we will use the graded real structure J instead of
the real structure C since this convention is more common in particle physics applications of
NCG.
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where ǫ, κ, ǫ′′, κ′′ are signs (“KO-metric signs”). A fundamental symmetry η is
said to be compatible with χ and J iff
χη = ǫ′′κ′′ηχ and Jη = ǫκηJ (2)
We recall that ǫ, ǫ′′ are given in terms of n, an integer modulo 8 called
the KO-dimension, by the formulas ǫ = (−1)n(n+2)8 , ǫ′′ = (−1)n/2, while κ =
(−1)m(m+2)8 , κ′′ = (−1)m/2, where m is another integer modulo 8 called the
metric dimension (for more details see [16]). For convenience the values of the
signs ǫ, ǫ′′, κ, κ′′ in terms of m,n are gathered in table 1.
m,n 0 2 4 6
κ, ǫ 1 -1 -1 1
κ′′, ǫ′′ 1 -1 1 -1
Table 1: Signs ǫ, ǫ′′, κ, κ′′ in terms of m,n.
Definition 2 Let A be a linear or anti-linear operator on K. Let ‖A‖η be the
operator norm of A subordinated to the η-norm. We say that A is universally
bounded if supη ‖A‖η < ∞ where the supremum extends over all compatible
fundamental symmetries.
In particular J and χ are universally bounded. Let Bu(K) be the space of
linear universally bounded operators on K. It is clear that Bu(K) is a unital
algebra and that the universal operator norm
‖A‖u := sup
η
‖A‖η (3)
defines a sub-multiplicative norm on it. Moreover, A× is universally bounded
if A is, with the same universal norm, and for every compatible fundamental
symmetry η, (Bu(K), ∗η, ‖ ‖η) is a pre-C∗-algebra.
The Z2-graded real pre-Krein space K can be decomposed into even and odd
subspaces, K = K0 ⊕K1, which are the eigenspaces of χ. An operator A which
commutes with χ will respect this decomposition and will be called even. If A
anticommutes with χ it will exchange K0 and K1 and be called odd. We also
say that A is J-real if it commutes with J , and J-imaginary if it anticommutes
with it. Note that if ǫ′′κ′′ = 1 then χ× = χ and this implies that K0 and K1
are orthogonal with respect to (., .). In this case we will say that the Krein
product is even. On the contrary if ǫ′′κ′′ = −1, K0 and K1 are self-orthogonal
(Ki = K⊥i ) and we say that the Krein product is odd.
Definition 3 An algebraic background is a tuple B = (A,K, (., .), π, χ, J,Ω1)
where:
1. (K, (., .), χ, J) is a Z2-graded real pre-Krein space,
2. A is an algebra and π is a representation of it on K by universally bounded
operators,
3. the chirality operator χ commutes with π(a) for all a ∈ A,
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4. the “bimodule of 1-forms” Ω1 is an A-bimodule of universally bounded
operators on K such that for any ω ∈ Ω1, ωχ = −χω.
The most important example is the canonical background over a spin semi-
Riemannian manifold [18]. Let us describe here the only case we will need. Let
(M, g) be an open anti-Lorentzianmanifold of dimension 4 (signature (+,−,−,−)),
which is space and time orientable and has a spin structure. In this case, as
shown in [45], there exists a global orthonormal tetrad (ea)0≤a≤3. The spinor
bundle will be S =M ×S, where S = C4 and the action of TM on S is defined
by the assignment γ(ea) := γa, where gamma matrices are chosen to be
γ0 = γ0 =
(
0 12
12 0
)
; γk = −γk =
(
0 −σk
σk 0
)
, k = 1, 2, 3
with σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
(4)
Note that γ uniquely extends to the Clifford bundle. The chirality χM and
charge conjugation JM are defined by (χMΨ)(x) = χSΨ(x), (JMΨ)(x) =
JSΨ(x), where the “local” chirality and real structure χS and JS are defined
as follows: χS is the multiplication by the matrix γ5 = iγ
0 . . . γ3 = [I2,−I2],
and the real structure JS is ψ 7→ γ2ψ∗, where ψ∗ is the complex conjugate of
ψ in the chosen basis. One can easily check that χ×S = −χS , JS anticommutes
with gamma matrices and satisfies J2S = 1, J
×
S = −JS. Let AM be the algebra
C˜∞c (M,R) := C∞c (M,R)⊕R.1, where 1 is the constant function. The pre-Krein
space KM is the space of smooth spinor fields with compact support equipped
with the indefinite product:
(Ψ,Φ) =
∫
M
(Ψ(x),Φ(x))Svolg (5)
where (φ, ψ)S := φ
†γ0ψ for any φ, ψ ∈ S. The algebra AM is represented on KM
by multiplication, i.e. (πM (f)Ψ)x = f(x)Ψx, with obvious notations. Finally,
the bimodule of 1-forms Ω1M is generated by commutators [DM , πM (f)] where
DM = iγ
µ∇µ, is the canonical Dirac operator. It is thus the space of fields of
the form ifµγ
µ, where fµ is a smooth real function with compact support. The
canonical algebraic background defined by all these data on the manifold is then
BM = (AM ,KM , (., .), πM , χM , JM ,Ω1M ).
An isomorphism between the algebraic backgrounds B = (A,K, . . .) and B′ =
(A′,K′, . . .) is a Krein-unitary transformation U such that Uπ(A)U−1 = π′(A′),
UJU−1 = J ′, UχU−1 = χ′ and UΩ1U−1 = (Ω1)′. An important particular case
is the group Aut(BM ) of automorphisms of the canonical background described
above. It is generated by two kinds of elements [18]:
1. Diffeomorphisms of the base, acting on spinor fields by pullback and rescal-
ing according to:
(UθΦ)x =
√
volθ∗g
volg
Φθ−1x (6)
where θ is a diffeomorphism, Φ ∈ KM , and x ∈M .
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2. Spinomorphisms, i.e. local change of spin structure, acting by:
(UΣΦ)x = ΣxΦx (7)
where Σ is a smooth map of M to the neutral component of Spin(1, 3).
These can also be viewed as local Lorentz transformations lifted to the
spin group.
Let us return to the general case. We define the linear anti-automorphism
A 7→ Ao of End(K) by:
Ao = JA×J−1 (8)
There is thus a right representation of A on K, defined by
πo(a) := π(a)o = Jπ(a)×J−1 (9)
A background will be said to satisfy the order 0 condition (C0) if for all a, b ∈ A
one has
[π(a)o, π(b)] = 0 (10)
It will be said to satisfy the order 1 condition (C1) if for all a ∈ A and ω ∈ Ω1,
one has
[π(a)o, ω] = 0 (11)
This condition turns out to be too restrictive for our purpose and we will have
to replace it with the weak order 1 condition (weak C1): for all invertible a ∈ A,
π(a)oΩ1π(a−1)o = Ω1 (12)
It is worthy of note that while the canonical background over a manifold satisfies
C1, the canonical background over a finite graph only satisfies weak C1 (see [14]
for the definition). All the backgrounds considered in this paper will satisfy C0
and at least weak C1. Moreover, if A is a ∗-algebra (resp. pre-C∗-algebra), and
π is a ∗-representation (π(a∗) = π(a)×), then B will be called a ∗- (resp. pre-
C∗-) algebraic backgrounds. All the backgrounds in this paper will be pre-C∗.
In that case, one can define the unitary group of A: U(A) = {a ∈ A|uu∗ = 1}.
The image of the unitary elements of A under π are not automorphisms of
the background in general, since they do not commute with J . Instead, for
a ∈ U(A) one defines
Υ(a) = π(a)Jπ(a)J−1 = π(a)πo(a−1) (13)
Thanks to C0 and weak C1, one has Υ(a) ∈ Aut(B), so that GA := Υ(U(A)) is a
subgroup of Aut(B) called the gauge group, using the notation and terminology
of [46].
We will also make use of the following notion: let B be a background satis-
fying C0. Then the J-symmetrized background Bˆ is obtained by replacing:
• A with the algebra Aˆ generated by π(A) and π(A)o,
• π with πˆ = Id,
• Ω1 with Ωˆ1, which the Aˆ-bimodule generated by Ω1 and (Ω1)o,
all the other pieces of data remaining unchanged. Note that, using C0, Aˆ is the
image of the envelopping algebra A⊗Ao under a⊗ bo 7→ π(a)π(b)o.
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Definition 4 A Dirac operator on the algebraic background B is a symmetric
operator on K which is odd, J-real, and such that for all a ∈ A, [D, π(a)] ∈ Ω1.
It is said to be regular if Ω1 is generated as an A-bimodule by the commutators
[D, π(a)], a ∈ A.
The space of all Dirac operators is called the configuration space of B, and
written DB. Note that DB ⊂ DBˆ and that this inclusion preserves regular
elements.
2.2 The algebraic background of the Lorentzian Noncom-
mutative Standard Model
The Lorentzian NCSM is based on an almost-commutative background B =
BM ⊗ˆBF , where BM is the canonical background over a Lorentzian 4-manifold,
and BF := (AF , . . . ,Ω1F ) is a finite background which we are now going to
describe. In order to define KF , we first define a space K0 = (C2 ⊕ C2 ⊗ C3c)⊗
CNg . The integer N is the number of generations, which is here arbitrary. The
canonical basis of K0 is labeled as follows: the basis of the first C2 is (ν, e), the
basis of the second one is (u, d), the basis of the color C3 is (r, b, g), and the
basis of the generation C3 is (e1, e2, e3). We also introduce I ≃ C4, the vector
space generated by the four symbols R,L, R¯, L¯. We decompose KF as the direct
sum KF = KR ⊕ KL ⊕ KR¯ ⊕ KL¯, where Kσ = K0 ⊗ σ. A vector of the form
ψ⊗σ ∈ Kσ will often be written ψσ. We will often see operators on KF as block
4× 4-matrices with entries in End(K0). Another useful piece of notation is the
following. Identify K0 with C2⊗C4⊗CNg (seeing lepton as a fourth color, as in
the Pati-Salam model). Then for any element a ofM2(C) we write a˜ = a⊗1⊗1.
Returning to the first decomposition of K0 we have a˜ = (a ⊕ a ⊗ 1) ⊗ 1. It
will also be convenient to introduce a notation for Krein selfadjoint projectors
on subspaces of KF corresponding to different types of particles. The general
notation will be ps where s is a particle symbol. For instance, pq, the projector
on quark space is pq = [0 ⊕ 12 ⊗ 13, 0 ⊕ 12 ⊗ 13, 0, 0] ⊗ 1N . The meaning will
always be clear by the context.
We denote by 〈., .〉 the canonical scalar product on KF . We define the Krein
product with the following fundamental symmetry ηF , which we also call the
internal metric:
ηF = [1,−1, s,−s] (14)
where s = ±1 and where 1 means the identity of K0. We are thus considering
two cases. In order to recover the correct fermionic action we must take s = 1
if we consider commuting fermion variables, and s = −1 if we consider them to
be anti-commuting, as in traditional QFT [15].
The finite algebra is AF = C⊕H⊕M3(C). Its representation is:
πF (a)(λ, q,m) = [q˜λ, q˜, λ⊗ 1N ⊕ 12 ⊗m⊗ 1N , λ⊗ 13 ⊕m⊗ 1N ] (15)
where qλ =
(
λ 0
0 λ∗
)
for any λ ∈ C. The finite chirality and real structure are
χF = [1,−1,−1, 1] (16)
JF (φ ⊗ σ) = φ∗ ⊗ σ¯ (17)
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for all φ ∈ K0 and σ = R,L, R¯, L¯, with the convention that σ¯ = −σ. One can
check that ǫF = −1, ǫ′′F = −1, κ′′F = −1, κF = −s, so that the KO-metric
dimension pair (mF , nF ) is (2, 2) if s = 1 and (6, 2) if s = −1.
The bimodule Ω1F is defined as follows. Let DF be:
DF =


0 −Y †0 sM †0 0
Y0 0 0 0
M0 0 0 −Y T0
0 0 Y ∗0 0

 (18)
where
Y0 =
(
Yν 0
0 Ye
)
⊕
(
13 ⊗ Yu 0
0 13 ⊗ Yd
)
(19)
and
M0 =
(
1 0
0 0
)
⊗m0 := pν ⊗m0 (20)
where m0 ∈ MN(C) is non-vanishing and satisfies mT0 = −sm0. We ask DF to
be a regular Dirac operator. It follows easily that
Ω1F = {


0 Y †0 q˜1 0 0
q˜2Y0 0 0 0
0 0 0 0
0 0 0 0

 |q1, q2 ∈ H} (21)
In the sequel, themass matrices YνY
†
ν := YνY
†
ν , . . . , YdY
†
d := YdY
†
d andm0m
†
0 :=
m0m
†
0 will play an important role. In particular, we will need to assume the
following genericity hypothesis :
1. Y0 is invertible,
2. any element of M2(C) (resp. M3(C)) commuting with YνY
†
ν and YeY
†
e
(resp. YuY
†
u and YdY
†
d ) is scalar.
Remark The choice of DF is severely constrained by the axioms of Noncommutative
Geometry (see [4], [5] for the Euclidean case, and [15] for the indefinite case). Note
also that for the usual see-saw mechanism to occur, a symmetric m0 is needed, which
implies s = −1.
Let us now look at the gauge group GAF . Its elements have the form U =
[A,B,A∗, B∗]⊗ 1N where
A = (
(
1 0
0 e−2iθ
)
⊕
(
eiθ 0
0 e−iθ
)
⊗ m¯)
B = (e−iθq ⊕ q ⊗ m¯)⊗ 1N (22)
with q,m unitary quaternions and 3 × 3 matrices, and θ a real number. The
unimodular gauge group SGAF is the subgroup of GAF defined by the condition
det(πF (u)) = 1. Its elements are of the form
A =
(
1 0
0 e−2iθ
)
⊕
(
e4iθ/3 0
0 e−2iθ/3
)
⊗ g¯
B = qe−iθ ⊕ qeiθ/3 ⊗ g¯ (23)
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with g ∈ SU(3). For more details see [15]. Since BF satisfies C1, GAF is a
subgroup of Aut(BF ). The latter also contains U(1)B−L, the group of automor-
phisms of the form:
gB−L(t) = [A(t), A(t), A(t)
∗, A(t)∗]⊗1N , with A(t) = e−it12⊕e it3 12⊗13. (24)
Using the genericity hypothesis, one can prove that Aut(BF ) is generated by
GAF and U(1)B−L [19].
The total algebraic background B = (A, . . . ,Ω1) of the Standard Model
is the graded tensor product of BM with BF . According to the general rules
exposed in [19], we thus have A = C˜∞c (M,AF ), K = Γ∞c (S⊗KF ), χ = χM⊗χF ,
π = πM ⊗πF , J = JMχM ⊗ˆJFχF = JM ⊗JFχF , and the bimodule of 1-forms is
obtained from (33). The less obvious part is the Krein product on K = KM⊗KF ,
which is defined by the integral over M of the following “local Krein product”
defined on S ⊗KF :
(ψ ⊗ φ, ψ′ ⊗ φ′) = (ψ, ψ′)S〈φ, ωφ′〉 (25)
where the “effective internal metric” ω is
ω = χF ηF = [1, 1,−s,−s] (26)
For the explanation of this strange-looking rule, see [16]. Let us turn to the
group Aut(B). It is proven4 in [19] that it is generated by Aut(BM )⊗ˆIdKF as
well as
• local gauge symmetries, i.e. elements of the gauge group GA, which are of
the form Υ(u), where u ∈ U(A) is a field with values in U(AF ),
• local B − L symmetries, of the form Uϕ, where ϕ is a real field, and
Uϕ(Φ⊗ ψ)x = Φx ⊗ gB−L(ϕ(x))ψ, for all Φ ∈ KM and ψ ∈ KF .
We end this section with some useful formulas. Let A ∈ End(KM ) and
B ∈ End(KF ). Then:
J(A⊗ˆB)J−1 = JMAJ−1M ⊗ˆJFBJ−1F
(A⊗ˆB)× = (−1)|A||B|A×⊗ˆB×
(A⊗ˆB)o = (−1)|A||B|Ao⊗ˆBo (27)
and
JF
(
A B
C D
)
J−1F =
(
D∗ −C∗
−B∗ A∗
)
3 The curvature of noncommutative forms
In Connes-Lott gauge theory we will have to compute the curvature of noncom-
mutative 1-forms, and in this section we briefly recall how this is done. The
general theory of noncommutative forms of all degrees in Euclidean NCG can
be found in [47], chap. VI. Here we focus only on forms on degree 0, 1, 2 and on
the small modifications introduced by the presence of a real structure and the
4The proof uses the hypothesis that H1(pi1(M),Z) = {1}, which is obviously satisfied here.
Counter-examples exist without this hypothesis.
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replacement of a Hilbert space by a pre-Krein space. We defines forms directly
in representation.
Let B = (A, . . . ,Ω1) be an algebraic background. Any Dirac operator D for
B defines a derivation dD : π(A) → Ω1 by dD(π(a)) = [D, π(a)]. We seek to
extend this derivation to the A-bimodule Ω1. For this, let J 1D be the subspace
of elements of End(K) of the form∑
j
[D, π(aj)][D, π(bj)], with aj , bj ∈ A s.t.
∑
j
π(aj)[D, π(bj)] = 0 (28)
These elements are called junk 2-forms, and J 1D is an A-bimodule.
If D is regular, any 1-form ω can be written as ω =
∑
j π(aj)[D, π(bj)],
though not in a unique way. However, the expression
dD(ω) =
∑
j
[D, π(aj)][D, π(bj)] + J 1D (29)
is a well-defined class modulo junk forms and satisfies the graded Leibniz rule,
i.e. dD(π(a)ω) = dD(π(a))ω + π(a)dD(ω) and dD(ωπ(a)) = dD(ω)π(a) −
ωdD(π(a)), as well as d
2
D(π(a)) = 0, for all a ∈ A, ω ∈ Ω1. If B is a ∗-
background, we have the following properties with respect to the involution:
dD(π(a
∗)) = −dD(π(a))×, and dD(ω×) = (dDω)×. All these identities hold
modulo junk forms. Finally, the curvature of the 1-form ω is defined to be
ρD(ω) := dDω + ω
2 (30)
Each invertible element u ∈ A defines a gauge transformation on Ω1 which is
the map
ω 7→ ωu := uωu−1 + u[D, u−1] (31)
Then for all 1-form ω, the curvature ρD(ω) is gauge-covariant, i.e.
ρD(ω
u) = uρD(ω)u
−1 (32)
Note that we do not need the order 0 or 1 condition to derive this result, so
that we can in particular apply it on the J-symmetrized background Bˆ.
Let us now consider the case of an almost-commutative ∗-algebraic back-
ground B = BM ⊗ˆBF . The bimodule of 1-forms of B is obtained from that of
BM and BF by
Ω1 = Ω1M ⊗ πF (AF )⊕ πM (AM )⊗ Ω1F . (33)
This decomposition is such that if DM and DF are regular Dirac operators on
BM and BF respectively, then D = DM ⊗ˆ1 + 1⊗ˆDF is a regular Dirac operator
on B. Moreover, for such a D, there is a similar decomposition of the junk
2-forms [48], [49], [6], [15]:
J 1D = J 1DM ⊗ πF (AF )⊕ πM (AM )⊗ J 1DF
= C˜∞c (M,R)⊗ πF (AF )⊕ C˜∞c (M,R)⊗ J 1DF
= C˜∞c (M,πF (AF ) + J 1DF ) (34)
where in the second line we used the fact that a regular Dirac on BM is the
canonical Dirac plus a zero-order term [18].
Now let ω ∈ Ω1. Let us compute the curvature of ω + ωo ∈ Ωˆ1. We express
the result as a lemma for future reference.
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Lemma 1 We have ρD(ω + ω
o) = ρD(ω) + ρD(ω)
o + {ω, ωo}. Moreover, if B
satisfies C1, then {ω, ωo} = 0.
Proof: First we note that if ω = a[D, b] then ωo = [D, b]oao = −[D, bo]ao =
bo[D, ao] − [D, boao], from which it follows that dD(ωo) = [D, bo][D, ao] =
(dDω)
o, modulo Jˆ 1D. By linearity we thus obtain that
ρD(ω + ω
o) = dDω + (dDω)
o + ω2 + (ω2)o + ωωo + ωoω
= ρD(ω) + ρD(ω)
o + {ω, ωo} (35)
Now if B satisfies C1, we obtain from ao[D, b] = [D, b]a0 that a0[D, b]+b[D, ao]−
[D, bao] = 0. Hence [D, ao][D, b]+ [D, b][D, ao] is in the junk. Thus 1-forms and
opposite 1-forms anticommute up to junk. ¶
For any two operators Ai, i = 1, 2 on a finite-dimensional Krein space W ,
we can define their Krein-Schmidt product by
(A1, A2) = Tr(A
×
1 A2) (36)
The adjoint of an operator T on End(W ) with respect to this product will
be denoted by T×. This is consistent since L×A = LA× and R
×
A = RA×
where LA and RA are the left and right multiplication by A ∈ End(W ). The
Krein-Schmidt product extends by integration to the endomorphisms of the pre-
Krein space of an almost-commutative background which are of the special form
(AiΨ)x = Ai(x)Ψx with Ai(x) ∈ End(S ⊗ KF ), where S is the space of Dirac
spinors. Hence we define the integral Krein-Schmidt product by
(A1, A2) :=
∫
M
Tr(A×1 (x)A2(x))volg (37)
In the sequel we will not remind whether the Krein-Schmidt products are inte-
gral or not, since this will be clear by the context. We can also define the real
Krein-Schmidt products by (., .)R := Re(., .). It is a symmetric bilinear form on
End(S ⊗ KF ) considered as a real space. Since Ω1, Ωˆ1, etc. are all real vector
subspaces of End(K), this will be the privileged tool in what follows. Note that
the real Krein-Schmidt product on KF satisfies the property
(Ao1, A2)R = (A1, A
o
2)R (38)
Now, and for the rest of this section, we suppose that the real Krein-Schmidt
product is non-degenerate on the subspace V = πF (AF )⊕J 1DF of End(S⊗KF ).
Then V ∩ V ⊥ = {0} and there is a well-defined projection operator P (which
depends on DF ) on V
⊥ with respect to V , which satisfies5 P = P× = P 2.
Moreover, for all a ∈ AF , v ∈ V and w ∈ V ⊥ we have
(v, πF (a)w)R = (πF (a)
×v, w)R, by property of the Krein-Schmidt product
= (πF (a
∗)v, w)R, since BF is a ∗ −background
= 0, since V is an AF − bimodule (39)
5Here × is the adjoint with respect to the real Krein-Schmidt product. Note that the
adjoint of a C-linear operator with respect to the real and complex Krein-Schmidt products
coincide, so that this notation is consistent.
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Thus V ⊥ is a left AF -module, and we can similarly prove that it is a right
AF -module. It follows that for any a, b ∈ πF (AF ) and T ∈ End(S ⊗ KF ), we
have
P (aT b) = aP (T )b (40)
Now, let ω ∈ Ω1. The curvature ρD(ω) is a function on M with values in
End(S ⊗ KF )/V . Thus for all x ∈ M , P (ρD(ω)x) is a well-defined element of
V ⊥ ⊂ End(S ⊗KF ), and the generalized Connes-Lott bosonic action
Sb(ω) := −(P (ρD(ω)), P (ρD(ω))) = −
∫
M
Tr(P (ρD(ω)x)
×P (ρD(ω)x))volg
(41)
is a well-defined function on Ω1, which is invariant under gauge-transformations
(31) by virtue of (32) and (40).
Let us consider an origin Dirac operator D and the following subspaces of
the configuration space:
DΩˆ1 := Ωˆ1 ∩ DB
DΩ1 := {ωˆ ∈ DΩˆ1 |∃ω ∈ Ω1, ωˆ = ω + ωo}
Dirac operators of the form D+ ωˆ with ωˆ ∈ DΩ1 (resp. with ωˆ ∈ DΩˆ1) are called
fluctuations (resp. generalized fluctuations) of D. It is easy to see that the affine
space of generalized fluctuations is invariant under GA, since Υ(u)DΥ(u)−1 −
D = Υ(u)[D,Υ(u−1)] ∈ DΩˆ1 for any u ∈ U(A). The action of AdΥ(u) on the
element D+ ωˆ of DΩˆ1 is the gauge-transformation ωˆ → ωˆΥ(u) given by formula
(31), and the discussion above applied to the J-symmetrized background Bˆ
shows that the Connes-Lott action is invariant under these transformations. We
thus see that there is a well-defined theory, with configuration space D + DΩˆ1
and action (41), under the hypotheses C0 (which have used all along) and weak
C1, which ensures that GA ⊂ Aut(B). If the order 1 condition holds, then the
affine space of fluctuations is also invariant under GA, and thanks to C1 we have
(ω + ωo)Υ(u) = ωu + (ωu)o.
4 The configuration space of the NCSM
The total configuration space of the algebraic background B of the Lorentzian
NCSM has been computed in [19]. It is of the form
DB = DGravity ⊕DΩ1 ⊕DB−L ⊕Dσ ⊕Dflavour. (42)
The gravity part contains Dirac operators of the form δe⊗ˆ1, where δe is the
(rescaled, see [18]) canonical Dirac operator associated with a tetrad e.
As for DΩ1 , it can be decomposed according to (33) into DGauge ⊕ DHiggs.
The gauge part contains the gauge fields, that is, gauge fields of the Standard
Model, plus an anomalous field coming from the extra U(1) part of the unitary
group of AF , which we write U(1)X in what follows. The elements of DGauge
are of the form
iγµ⊗ˆAµ + (iγµ⊗ˆAµ)o = iγµ⊗ˆ(Aµ −Aoµ) = iγµ⊗ˆ(Aµ + JFAµJ−1F ) (43)
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where Aµ is a field with values in πF (AF ) which is Krein anti-selfadjoint. Hence
Aµ + JFAµJ
−1
F is in the Lie algebra of GAF , which has the following basis:
tX = [
(
0 0
0 −2i
)
⊕
(
0 0
0 −2i
)
⊗ 13,−i12 ⊕−i12 ⊗ 13, c, c]⊗ 1N
tY = [
(
0 0
0 −2i
)
⊕
(
4i
3 0
0 − 2i3
)
⊗ 13,−i12 ⊕ i
3
12 ⊗ 13, c, c]⊗ 1N
taW = [0, iσ
a ⊕ iσa ⊗ 13, c, c]⊗ 1N , a = 1, 2, 3
taC = [0⊕ 12 ⊗ iλa, 0⊕ 12 ⊗ iλa, c, c]⊗ 1N , a = 1, . . . , 8 (44)
where c, c stand for the complex conjugates of the two first entries (hence all
matrices have the form [a, b, a∗, b∗]), and where we may choose the bases σa
and λa of Pauli and Gell-Mann matrices, respectively. Moreover, we can show
by direct inspection that (tY , t
a
W , t
b
C) is an orthogonal basis with respect to the
Krein-Schmidt product, which restricts to an invariant scalar product on the
Lie algebra of GAF . Let us now introduce some notations. We write:
Aµ + JFAµJ
−1
F = Bµ = B
Y
µ tY + B
W
µat
a
W + B
C
µat
a
C (45)
Remark Note that the field Bµ is Lie algebra-valued and thus anti-selfadjoint,
whereas the fields used by physicists are selfadjoint and defined by Aµ = iBµ. The
definition of curvature must change accordingly. For Bµ it is
Fµν = ∂µBν − ∂νBµ + [Bµ,Bν ] (46)
so that Fµν = −i(∂µAν − ∂νAµ − i[Aµ,Aν ]), and the definition of the curvature of A
used by physicists is the expression between parentheses. This change of convention
from what is usual in physics is imposed on us by the factor of i which is included in
the elements of Ω1M .
Let us now consider the elements of DHiggs. They can be written 1⊗ˆ(Φ(q)+
Φ(q)0) where
Φ(q) =


0 −Y †0 q˜† 0 0
q˜Y0 0 0 0
0 0 0 0
0 0 0 0

 (47)
is a generic Krein selfadjoint finite 1-form, and q is a H-valued field.
Let us turn to the elements of DB−L. They are of the form
iγ(v)⊗ˆtB−L, (48)
where v is a vector field and the tB−L is the anti-selfadjoint generator of B−L
symmetry, that is
tB−L = i[−12⊗1
3
12⊗13,−12⊗1
3
12⊗13, 12⊗−1
3
12⊗13, 12⊗−1
3
12⊗13]⊗1N (49)
To describe the elements of Dσ, first define σ(m) for m ∈MN (C), by
σ(m) =


0 0 spν ⊗m† 0
0 0 0 0
pv ⊗m 0 0 0
0 0 0 0

 (50)
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Then the elements of Dσ are of the form 1⊗ˆσ(m) where m is smooth field of
matrices satisfying mT = −sm.
Finally we come to Dflavour. It contains multivector flavour changing fields
which we do not need to describe precisely here. For more details see [19].
Now let us consider the effect of the symmetries on the decomposition (42).
First, diffeomorphisms and spinomorphisms preserve all the summands. Local
gauge symmetries stabilize DGauge and DHiggs and commute with elements of
DB−L,Dσ and Dflavour. Moreover, for a given tetrad e, we have, using C0 and
C1:
Υ(u)δe⊗ˆ1Υ(u)−1 = δe⊗ˆ1 + ω + ωo (51)
with ω = π(u)[δe⊗ˆ1, π(u−1)] ∈ Ω1. Thus Υ(u)δe⊗ˆ1Υ(u)−1 ⊂ δe⊗ˆ1 +DGauge.
LocalB−L symmetries commute with the elements ofDGauge, DB−L, DHiggs,
Dflavour, and with the notations of section 2,
Uϕδe⊗ˆ1U−1ϕ = δe⊗ˆ1− iγ(∇ϕ)⊗ˆt1B−L
⊂ δe⊗ˆ1 +DB−L (52)
Their action on 1⊗ˆσ(m) ∈ Dσ is
Uϕ1⊗ˆσ(m)U−1ϕ = 1⊗ˆσ(e2iϕm) (53)
We are now going to define several restricted configuration spaces which will
be of interest in this paper. First, since we are not concerned here with the
dynamics of the gravitational field, we will consider only a single tetrad e and
the corresponding element DM ⊗ˆ1 := δe⊗ˆ1 ∈ DGravity. This forces us to restrict
the symmetry group by suppressing spinomorphisms and allowing only the dif-
feomorphisms which preserve the metric ge defined by e. Next we set all flavour
fields to 0: we see that it is allowed by the symmetries. We also consider at
most one complex σ-scalar field in this paper, which we can do thanks to (53).
We do this out of simplicity, and also because only one such field appears in the
extended model we will define below. Hence we fix a non-zero matrix inMN (C),
which for consistency must be m0, and consider the 2-dimensional real subspace
DCm0 of Dσ containing only the elements which are of the form 1⊗ˆσ(zm0), z ∈ C.
In the sequel we write them simply 1⊗ˆσ(z), m0 being understood. We have thus
restricted the configuration space to
DextSM+X := DM ⊗ˆ1⊕DGauge ⊕DB−L ⊕DHiggs ⊕DCm0 (54)
and the symmetry group to global isometries, local gauge and B − L transfor-
mations. However, DGauge contains an anomalous part coming from tX . Hence
we enforce the unimodularity condition, which amounts to set the X-field to
zero by hand. We are then forced to restrict the local gauge symmetries to
unimodular ones, that is, those of the form Υ(u) with detπF (u(x)) = 1 for all
x ∈M . Doing so we obtain the 19-dimensional real affine space
DextSM := DM ⊗ˆ1⊕DTracefreeGauge ⊕DB−L ⊕DHiggs ⊕DCm0 . (55)
This is the configuration space of the extended NCSM which is the main subject
of this paper. The bosonic fields it contains are the gauge bosons of the Standard
Model plus a Z ′B−L-boson and a complex scalar field of charge 2 under B − L.
It is interesting to observe that the exact same field content has been derived
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from a non-standard version of NCG in [29]. The corresponding model had been
previously studied in [43].
The NCSM itself has the bosonic configuration space
DSM := (DM ⊗ˆ1 + 1⊗ˆσ(1)) ⊕DTracefreeGauge ⊕DHiggs (56)
It is only stable under the group generated by global ge-isometries and local
unimodular gauge symmetries. Though it is not very natural from the point of
view of algebraic backgrounds, we will consider it as a benchmark.
5 The bosonic action of the Lorentzian NCSM
The elements of DSM can be written in the form
(DM ⊗ˆ1 + 1⊗ˆσ(1)) + iγµ⊗ˆBµ + 1⊗ˆ(Φ(q) + Φ(q)o)
= (DM ⊗ˆ1 + 1⊗ˆDF ) + iγµ⊗ˆBµ + 1⊗ˆ(Φ(q − 1) + Φ(q − 1)o)
= D + ω + ωo (57)
where ω is a Krein selfadjoint element of Ω1. Thus, the bosonic fields can be de-
scribed as fluctuations of D = DM ⊗ˆ1+1⊗ˆDF . Moreover it can be checked that
Ω1 ∩ (Ω1)o = {0}, so that the bosonic degrees of freedom can be parametrized
by a Krein selfadjoint 1-form ω. Hence, to define the bosonic action of the
Lorentzian NCSM we could use
Sb(ω) = −(P (ρD(ω)), P (ρD(ω))) (58)
just as in the Euclidean Connes-Lott theory. However it should be clear from
the above discussion that the true bosonic variable is ωˆ := ω + ωo. Moreover
this is precisely ωˆ which couples to fermions, and anyway in the B-L theory
we will no longer have the choice since Ω1ext ∩ (Ω1ext)o 6= {0}. We thus prefer
to use ωˆ directly. This means that we need to compute its curvature, which is
meaningful in the J-symmetrized algebraic background Bˆ. We thus define the
bosonic action of the NCSM to be the generalized Connes-Lott action given by
formula (41) which we repeat here:
Sb(ωˆ) = −(P (ρD(ωˆ)), P (ρD(ωˆ))) (59)
Despite the apparent similarity between (58) and (59), they involve quite dif-
ferent calculations since both the junk and the algebra are different. It is thus
remarkable that these two expressions actually agree up to an overall factor of
2, and a numerical factor in front of the Higgs term (the reason is essentially
lemma 1). It yields the exact terms of the SM bosonic action, with the correct
signs. This will be clear from the calculations of section 7, which are more
general, but can be checked independently as an exercise.
6 The extended algebraic background
As previously remarked, DSM is not very natural and we would prefer to use
DextSM, but since its elements are not fluctuations or even generalized fluctuations,
we cannot use Connes-Lott action on it. However, there is a simple extension
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BextF of the finite background which is such that the total background Bext =
BM ⊗ˆBextF has the following remarkable properties: its configuration space and
automorphism group are the same as that of the NCSM, except that local B−L
symmetries belong to the gauge group and DextSM only contains fluctuations of
D, so that one can use the Connes-Lott action.
The finite background BextF only differs from BF by the algebra, represen-
tation, and bimodule of 1-forms. Let us first define the extended finite algebra
AextF := AF ⊕ C. It is represented on KF by
πextF (λ, q,m, µ) = [q˜λ, q˜, µ⊗ 1N ⊕ 12 ⊗m⊗ 1N , µ⊗ 13 ⊕ 12 ⊗m⊗ 1N ] (60)
The bimodule of extended 1-forms (Ω1F )
ext is defined by the requirement that
DF still be a regular Dirac. Hence (Ω
1
F )
ext is the πextF (AextF )-bimodule generated
by [DF , π
ext
F (b)], b ∈ AextF . Let us describe more precisely the extended 1-
forms. Since the projector on anti-lepton space pℓ¯ is equal to π
ext
F (0, 0, 0, 1), we
have πextF (AextF ) = πF (AF ) ⊕ Cpℓ¯. Moreover pℓ¯ commutes with πF (AF ) and
pℓ¯ω = ωpℓ¯ = 0 for any ω ∈ Ω1F . An extended finite 1-form is thus a sum of
terms of the form:
a[DF , b] + zpℓ¯[DF , c] + z
′d[DF , pℓ¯] + z
′′pℓ¯[DF , pℓ¯] :=
ω1 + z
′d


0 0 2sM †0 0
0 0 0 0
−2M0 0 0 0
0 0 0 0

+ z′′pℓ¯


0 0 0 0
0 0 0 0
−2M0 0 0 0
0 0 0 0

 =
ω1 +


0 0 2z′λsM †0 0
0 0 0 0
−2z′λM0 0 0 0
0 0 0 0

+


0 0 0 0
0 0 0 0
−2z′′M0 0 0 0
0 0 0 0

 (61)
where a, b, c, d ∈ πF (AF ), λ, z, z′, z′′ ∈ C, ω1 ∈ Ω1F . Hence we conclude that :
Proposition 1 We have (Ω1F )
ext = Ω1F⊕Ω1σ, where Ω1σ ≃ C⊕C is the bimodule
of elements of the form 

0 0 z2M
†
0 0
0 0 0 0
z1M0 0 0 0
0 0 0 0

 (62)
with z1, z2 ∈ C.
Observe that (Ω1σ)
o = Ω1σ, so that Ω
1
σ is both a π
ext
F (AextF ) and a πextF (AextF )o-
bimodule. Note also that the 1-form (62) is Krein-self adjoint iff z2 = sz¯1,
hence is of the form σ(z), z ∈ C (see (50)). Another interesting property is
σ(z)o = σ(z). Let us now show that BextF satisfies C0 and weak C1. A general
element of πextF (AextF )o is of the form
[µ′ ⊗ 1N ⊕ 12 ⊗m′ ⊗ 1N , µ′ ⊗ 1N ⊕ 12 ⊗m′ ⊗ 1N , q˜λ′ , q˜′] (63)
which clearly commutes with (60). Such an element also commutes with Ω1F , but
its commutator with (62) is found to be


0 0 (µ′ − λ′)z2M †0 0
0 0 0 0
(λ′ − µ′)z1M0 0 0 0
0 0 0 0

.
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Hence BextF does not satisfy the order 1 condition. Instead we have the relation
[πextF (AextF )o, (Ω1F )ext] = [poℓ¯ ,Ω1σ] = Ω1σ, (64)
from which the weak C1 condition immediately follows.
Let us now compute the extended gauge group, which we write GextAF instead of
GAext
F
, for ease of reading. Let u = (eiθ, q,m, eiϕ) ∈ U(AextF ), with q ∈ SU(2) and
m ∈ U(3). In order to correctly identify the U(1) of weak hypercharge, we write
ϕ = θ+ t. We will also need to decompose (non uniquely) m as m = eiξg, with
g ∈ SU(3) and ξ ∈ R. With these notations we have Υ(u) = [A,B,A∗, B∗]⊗1N ,
where
A = qeiθe
−i(t+θ) ⊕ qeiθe−iξ ⊗ g¯ =
(
e−it 0
0 e−i(t+2θ)
)
⊕
(
ei(θ−ξ) 0
0 e−i(θ+ξ)
)
⊗ g¯
B = qe−i(t+θ) ⊕ qe−iξ ⊗ g¯ (65)
Writing f(eiθ, q, g, eit, eiξ) = Υ(u), we see that f is a surjective homomorphism
from U(1)× SU(2)× SU(3)×U(1)×U(1) to GextAF . One readily computes that
det(πextF (u)) = e
4Ni(t+θ+3ξ). After the choice of a cubic root of unity, we can
write
f(eiθ, q, g, eit, eiξ) = f(eiθ, q, g, eit, e−i
θ+t
3 )f(1, 1, 1, 1, ei(ξ+
θ+t
3 )) (66)
where the first factor belongs to the unimodular extended gauge group SGextAF
and can be further decomposed into
f(eiθ, q, g, eit, e−i
θ+t
3 ) = f(eiθ, q, g, 1, e−i
θ
3 )f(1, 1, 1, eit, e−i
t
3 ) (67)
Using (23), we see that it is the product of an element of SGAF with gB−L(t).
Hence, the extended gauge group is generated by the subgroups SGAF , U(1)B−L
and U(1)X , which commute with one another. However, there is an ambiguity
in the decomposition of an element of GextAF into the product of factors belonging
to these subgroups, which corresponds to taking the quotient by a finite abelian
group. We do not need more precision since we will soon deal with the Lie
algebra.
Remark The abelian factor of the extended gauge group can be identified with U(1)3
(modulo the quotient by a finite group), in an infinite number of ways. However, the
unimodularity condition singles out the decomposition U(1)X × (U(1)Y × U(1)B−L).
Observe that GextAF = Aut(BF ). But what is Aut(BextF ) ? An element
U ∈ Aut(BextF ) induces an automorphism of BextF , which must be inner. There
thus exists a g ∈ GextAF such that U ′ = Ug−1 commutes with πextF (AextF ). By
proposition 15 in [19], U ′ is a flavour symmetry, i.e. U ′ = [A,B,A∗, B∗], with
A = (pν ⊗ gν + pe ⊗ ge)⊕ (pu ⊗ 13 ⊗ gu + pd ⊗ 13 ⊗ gd)
B = 12 ⊗ gℓ ⊕ 12 ⊗ 13 ⊗ gq (68)
where gν , . . . , gq are unitary matrices. Now AdU ′ must preserve (Ω
1)ext, and it is
immediate that it must preserve Ω1F and Ω
1
σ separately. From proposition 17 in
[19], we obtain from this that U ′ ∈ GextAF , so that Aut(BextF ) = GextAF = Aut(BF ).
We thus see that the extension of the finite background unifies the symme-
tries, which are now all of gauge type. It can also be shown, by copying verbatim
the calculation of Aut(B) in [19], section 6.5, that Aut(Bext) = Aut(B).
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Let us now turn to the extended gauge fields. They are by definition of the
form ω + ωo where ω is a selfadjoint extended 1-form in the manifold part of
Ω1ext, that is Ω
1
M ⊗ˆπextF (AextF ). For the same reason as for the Standard Model,
it means that they are of the form
iγµ⊗ˆBµ,ata (69)
where ta runs through a basis of the Lie algebra of the extended gauge group,
and Bµ,a are real fields. The basis t
a we will use (in order to recover the
usual fields) is tX , tY , t
a
W , t
a
C , tB−L already defined in equations (44) and (49).
The Krein-Schmidt product restricts to an invariant scalar product on this Lie
algebra. The scalar products among basis elements will be important later. As
already noted, tY , t
a
W and t
a
C are orthogonal to each other, and it is immediate
that tB−L is orthogonal to taW and t
a
C . However tY and tB−L are not orthogonal.
Their scalar product is
Tr(t×Y tB−L) = −Tr(tY tB−L)
= −2Tr(
(
0 0
0 −2
)
+
(−4/9 0
0 2/9
)
⊗ 13 + (−1)12 + (−1
9
)12 ⊗ 13)N
=
32N
3
(70)
Other useful traces are (using Tr(λa)2 = 2):
Tr(t×Y tY ) =
80
3
N
Tr((taW )
×taW ) = 16N
Tr((taC)
×taC) = 16N
Tr(t×B−LtB−L) =
32
3
N (71)
We will write Z ′ for the component along tB−L with respect to the basis ta, so
that an unimodular extended gauge field of the form (69) can be written:
iγµ⊗ˆ(Bµ + Z ′µtB−L) = iγµ⊗ˆ(BYµ tY + BWµataW + BCµataC + Z ′µtB−L) (72)
When ω is in the finite part of Ω1ext, the fluctuation ω + ω
o will contribute by
scalar fields of the form 1⊗ˆΦ(q′) + 1⊗ˆΦ(q′)o + 1⊗ˆσ(z′), where q′ and z′ are
quaternion and complex fields respectively. Hence, a general fluctuation of the
Dirac operator D = DM ⊗ˆ1 + 1⊗ˆDF will be
D + ω + ωo = D + iγµ⊗ˆ(Bµ + Z ′µtB−L) + 1⊗ˆΦ(q′) + 1⊗ˆΦ(q′)o + 1⊗ˆσ(z′)
= DM ⊗ˆ1 + iγµ⊗ˆ(Bµ + Z ′µtB−L) + 1⊗ˆΦ(q) + 1⊗ˆΦ(q)o + 1⊗ˆσ(z)
(73)
with q′ = q − 1 and z′ = z − 1, and where ω is a general selfadjoint element of
Ω1ext. We thus see that D(Ω1)ext = DextSM+X. Since Bext does not satisfy C1, this
space is not guaranteed to be stable under local extended gauge transformations.
However, we know it is thanks to (52) and (53). Note that a local B − L
transformation 1⊗ˆeϕtB−L will boil down to
Z ′µ → Z ′µ − ∂µϕ
z → e2iϕz (74)
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so that z′ goes to e2iϕ(z′ + 1)− 1. As usual we will remove the X-field by the
unimodularity condition, and we will obtain a configuration space (DextSM) and
symmetry group (the unimodular extended gauge transformations) such that
the generalized Connes-Lott action is well-defined and invariant.
Remark 1 We see that the success of the approach is kind of accidental. However
it can be put in another perspective. Since Bext satisfies weak C1, we know from
section 3 that the generalized Connes-Lott action is well-defined and gauge-invariant
on D(Ωˆ1)ext . However, it can be shown that D(Ωˆ1)ext = D(Ω1)ext ⊕ Z, where Z is
a 3 dimensional space of abelian gauge fields, which are all gauge-invariant and do
not appear under gauge transformations. It thus follows that D(Ω1)ext itself is gauge-
invariant.
Remark 2 In [50], a theory of inner fluctuations in the absence of the order 1
condition (the perturbation semi-group) has been developped. In brief, in such a
context one ought to supplement the usual terms ω + ωo, where ω is a self-adjoint
1-form, with an additional term of the form
ωs =
∑
j
Jaj [ω
o, bj ]J
−1 (75)
where ω =
∑
j aj [D, bj ]. There is thus a non-linear map from the 1-forms to the
configuration space, and it can be shown that in the present context the linearity
boils down to the replacement of z by z2. In the Euclidean case, the spectral action
can then be computed on D + ω + ωo + ωs. One would obtain a submodel of the
noncommutative Pati-Salam theory considered in [51] and it would be interesting to
compare the results with the ones we obtain below.
7 The bosonic action
7.1 The extended J-symmetrized algebras and forms
In this section we just quote results which are proved in appendix A. The J-
symmetrized algebras AˆF and AˆextF contain, respectively, the elements of the
form
a = [
(
zν 0
0 ze
)
⊕
(
mu 0
0 md
)
, α⊕β,
(
zν 0
0 z∗e
)
⊕
(
mu¯ 0
0 md¯
)
, γ⊕δ]⊗1N (76)
where zν , ze ∈ C, mu, . . . ,md¯ ∈ M3(C), α, γ ∈ M2(C) and β, δ ∈ M2(C) ⊗
M3(C), and
b = [
(
zν 0
0 ze
)
⊕
(
mu 0
0 md
)
, α⊕β,
(
zν¯ 0
0 ze¯
)
⊕
(
mu¯ 0
0 md¯
)
, γ⊕δ]⊗1N (77)
where now zν , ze, zν¯ , ze¯ are four independent complex numbers. The elements
of Jˆ 1DF are of the form
Φ = [0, α′⊗(YνY †ν −YeY †e )⊕β′⊗(YuY †u−YdY †d ), 0, γ′⊗(Y ∗ν Y Tν −Y ∗e Y Te )⊕δ′⊗(Y ∗u Y Tu −Y ∗d Y Td )]
(78)
with α′, γ′ ∈ M2(C), and β′, δ′ ∈ M2(C) ⊗ M3(C). An element of the total
junk Jˆ 1D is a function with values in AˆF +J 1DF , that is, with values of the form
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[A,B,C,D] with
A =
(
zν 0
0 ze
)
⊗ 1N ⊕
(
mu 0
0 md
)
⊗ 1N ,
B = (α⊗ 1N + α′ ⊗ (YνY †ν − YeY †e ))⊕ (β ⊗ 1N + β′ ⊗ (YuY †u − YdY †d )),
C =
(
zν 0
0 z∗e
)
⊗ 1N ⊕
(
mu¯ 0
0 md¯
)
⊗ 1N ,
D = (γ ⊗ 1N + γ′ ⊗ (Y ∗ν Y Tν − Y ∗e Y Te ))⊕ (δ ⊗ 1N + δ′ ⊗ (Y ∗u Y Tu − Y ∗d Y Td )).
Let us first remark that since these elements are diagonal, they commute with
the fundamental symmetry, hence the Krein-Schmidt product is positive definite
on them. We can also see that the genereticity hypothesis ensures that the
sum AˆF + Jˆ 1DF is direct, but it is orthogonal only if TrYeY †e = TrYνY †ν and
TrYuY
†
u = TrYdY
†
d . In this special case, the projection on the orthogonal of the
junk will have a different form. In the sequel we suppose that TrYeY
†
e 6= TrYνY †ν
and TrYuY
†
u 6= TrYdY †d . Let us also introduce the following useful notation: for
any matrix A ∈MN(C), we write:
A˜ = A− Tr(A)
N
1N (79)
for the traceless part of A.
Let us turn to (Jˆ 1DF )ext. One can show that (Jˆ 1DF )ext = Jˆ 1diag ⊕M, where
the sum is orthogonal, Jˆ 1diag contains the elements of the form [A,B,C,D] with
A =
(
zν 0
0 ze
)
⊗ 1N ⊕
(
mu 0
0 md
)
⊗ 1N ,
B = (α⊗ 1N + α′ ⊗ (YνY †ν − YeY †e ))⊕ (β ⊗ 1N + β′ ⊗ (YuY †u − YdY †d )),
C =
(
zν¯ 0
0 ze¯
)
⊗ 1N ⊕
(
mu¯ 0
0 md¯
)
⊗ 1N ,
D = (γ ⊗ 1N + γ′ ⊗ (Y ∗ν Y Tν − Y ∗e Y Te ))⊕ (δ ⊗ 1N + δ′ ⊗ (Y ∗u Y Tu − Y ∗d Y Td )),
and M≃M2(C)4 is the module of antidiagonal elements of the form
ρ =


0 0 0 M †0Y
T
ℓ γ1
0 0 α1YℓM
†
0 0
0 M0Y
†
ℓ γ2 0 0
α2Y
∗
ℓ M0 0 0 0

 (80)
with α1, . . . , γ2 ∈M2(C).
7.2 The curvature 2-form
Let us write the field ωˆ in the form
ωˆ = ωSM + ω
o
SM + ωσ (81)
where
ωSM = iγ
µ⊗ˆAµ + 1⊗ˆΦ(q′), with q′ = q − 1
22
ωσ = iγ
µ⊗ˆZ ′µtB−L + 1⊗ˆσ(z′) with z′ = z − 1 (82)
using the notations of section 4. Note that here Tr(Aµ) = 0 so that Bµ = Aµ−Aoµ
is an unimodular gauge field. Let us now prove a useful lemma.
Lemma 2 Let A1, A2 be two commuting subalgebras of A3. Suppose that for
all a1 ∈ A1 and a2 ∈ A2 one has a1[D, a2] = [D, a2]a1. Then the 1-forms of A1
and A2 respectively, are anticommuting modulo the junk 2-forms of A3.
Proof: One has a1[D, a2] − [D, a2]a1 = a1[D, a2] − [D, a2a1] + a2[D, a2] = 0,
hence [D, a1][D, a2] + [D, a2][D, a1] is a junk 2-form for A3. Moreover, from
[D, a1a2 − a2a1] = 0 and a1[D, a2] = [D, a2]a1 one gets a2[D, a1] = [D, a1]a2.
Then for any 1-forms ω1 =
∑
ai1[D, b
i
1] and ω2 =
∑
ai2[D, b
i
2], one has
{ω1, ω2} =
∑(
ai1[D, b
i
1]a
j
2[D, b
j
2] + a
j
2[D, b
j
2]a
i
1[D, b
i
1]
)
=
∑
ai1a
j
2{[D, bi1], [D, bj2]} ∈ junk of A3 (83)
¶
We can now express the curvature of ωˆ in terms of the curvatures of ωSM and
ωσ. We recall that all expressions involving curvature 2-forms are modulo junk.
Proposition 2 We have ρ(ωˆ) = ρ(ωSM ) + ρ(ωSM )
o + ρ(ωσ).
Proof: We can apply lemma 2 to the caseA3 = C˜∞c (M, AˆextF ), A1 = C˜∞c (M, AˆF )
and A2 = C˜∞c (M,Cpℓ ⊕ Cpq ⊕ Cpℓ¯ ⊕ Cpq¯). Since ω + ωo is a 1-form of A1 and
σ is 1-form of A2, we obtain that they anti-commute modulo junk. Thus
ρ(ωˆ) = dωˆ + ωˆ2
= ρ(ωSM ) + ρ(ωSM )
o + {ωSM , ωoSM}+ ρ(ωσ) + {ωσ, ωSM + ωoSM}
= ρ(ωSM ) + ρ(ωSM )
o + ρ(ωσ) + junk, by lemmas 1 and 2
¶
Let us now compute ρ(ωσ). To compute d(iγ
µ⊗ˆZ ′µtB−L) we write Z ′µ =
∑
ai∂µbi,
with ai, bi some smooth functions. We obtain, using [D, bi⊗ˆ1] = iγµ∂µbi⊗ˆ1:
d(iγµ⊗ˆZ ′µtB−L) = d
(∑
i
ai⊗ˆtB−L[D, bi⊗ˆ1]
)
=
∑
i
[D, ai⊗ˆtB−L][D, bi⊗ˆ1]
=
∑
i
[DM , ai][DM , bi]⊗ˆtB−L +
∑
i
ai⊗ˆ[DF , tB−L][DM , bi]⊗ˆ1
= −
∑
i
∂µai∂νbiγ
µγν⊗ˆtB−L −
∑
i
ai[DM , bi]⊗ˆ[DF , tB−L]
= −1
4
[γµ, γν](∂µZ
′
ν − ∂νZ ′µ)⊗ˆtB−L − iγµ⊗ˆ[DF , Z ′µtB−L]
One computes that [DF , tB−L] = σ(−2i). Hence we see that for any complex
number z′ = x + iy we have σ(z′) = 12 (xtB−L[DF , tB−L] − y[DF , tB−L]). We
can use this decomposition to compute the differential of 1⊗ˆσ(z′):
1⊗ˆσ(z′) = 1
2
(
x⊗ˆtB−L)(1⊗ˆ[DF , tB−L]− (y⊗ˆ1)(1⊗ˆ[DF , tB−L]
)
(84)
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Thus
d(1⊗ˆσ(z′)) = 1
2
(
[DM , x]⊗ˆtB−L[DF , tB−L] + x⊗ˆ[DF , tB−L]2 − [DM , y]⊗ˆ[DF , tB−L]
)
= iγµ⊗ˆ∂µσ(z′) + 1
2
x⊗ˆ[DF , tB−L]2 (85)
The second term is just the finite differential 1⊗ˆdDF σ(z′) (see appendix C for
more details). We notice that if m0m
†
0 is a scalar matrix this term is in the
junk. Now for the computation of ω2σ. We have
ω2σ = −γµγνZ ′µZ ′ν⊗ˆt2B−L + 1⊗ˆσ(z′)2 + iγµ⊗ˆ[Z ′µtB−L, σ(z′)] (86)
where we have used the rules for the graded tensor product. By the Clifford
relations, the first term is a real function with values in AˆextF , hence it is in the
junk. Gathering these results we obtain
ρ(ωσ) = −1
4
[γµ, γν]FZ
′
µν tB−L + iγ
µ⊗ˆDµσ(z) + 1⊗ˆ(σ(z′)2 + dFσ(z′))
:= −1
4
[γµ, γν]FZ
′
µν tB−L + iγ
µ⊗ˆDµσ(z) + 1⊗ˆρσ (87)
where FZ
′
µν = ∂µZ
′
ν − ∂νZ ′µ is the curvature of the Z ′-field, and the covariant
derivative of the σ-field is defined by
Dµσ(z) = ∂µσ(z
′)− [DF + σ(z′), Z ′µtB−L]
= ∂µσ(z) + [Z
′
µtB−L, σ(z)] (88)
A completely similar computation, which can be found in [15], yields the cur-
vature of the SM part:
ρ(ωSM ) = −1
4
[γµ, γν ]⊗ˆFµν + iγµ⊗ˆDµΦ(q) + 1⊗ˆ(Φ(q′)2 + dFΦ(q′))
:= −1
4
[γµ, γν ]⊗ˆFµν + iγµ⊗ˆDµΦ(q) + 1⊗ˆρHiggs (89)
where Fµν = ∂µAν − ∂νAµ + [Aµ, Aν ], and
DµΦ(q) := ∂µΦ(q
′)− [DF +Φ(q′), Aµ]
= ∂µΦ(q) + [Aµ,Φ(q)] (90)
We then obtain, using (27):
ρ(ωSM )
o = −1
4
[γµ, γν]o⊗ˆF oµν + (−1)(iγµ)o⊗ˆ(DµΦ(q))o + 1⊗ˆ((Φ(q′)o)2 + dF (Φ(q′)o))
=
1
4
[γµ, γν ]⊗ˆF oµν + iγµ⊗ˆDµΦ(q)o + 1⊗ˆρoHiggs
where DµΦ(q)
o := ∂µΦ(q)
o − [Aoµ,Φ(q)o]. Gathering all the terms we obtain:
ρ(ωˆ) = −1
4
[γµ, γν ]⊗ˆ
(
Fµν + F
Z′
µν tB−L
)
+iγµ⊗ˆDµΘ(q, z) + 1⊗ˆ(ρHiggs + ρoHiggs + ρσ) (91)
with Θ(q, z) = Φ(q) + Φ(q)o + σ(z). We notice that all terms in (91) but the
last are already orthogonal to the junk. The projection of ρHiggs + ρ
o
Higgs + ρσ
is computed in appendix C. One finds
P (ρHiggs) = −(|q|2 − 1)[C1, C2, 0, 0]
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P (ρoHiggs) = P (ρHiggs)
o
P (ρσ) = s(|z|2 − 1)[D1, 0, D∗1, 0] (92)
with
C1 =

˜Y †ν Yν 0
0
˜
Y †e Ye

⊕ 13 ⊗

˜Y †u Yu 0
0
˜
Y †d Yd


C2 =

˜YνY †ν − 1k2ℓ ReTr(TℓYνY †ν )Tℓ 0
0
˜
YeY
†
e − 1k2
ℓ
ReTr(TℓYeY
†
e )Tℓ


⊕13 ⊗

˜YuY †u − 1k2qReTr(TqYuY †u )Tq 0
0 ˜YdY
†
d − 1k2qReTr(TqYdY
†
d )Tq


D1 =
(
˜
m†0m0 0
0 0
)
(93)
7.3 The bosonic action
There now only remains to calculate the Krein-Schmidt squared norm of P (ρ(ωˆ)).
From the previous section we have P (ρ(ωˆ)) = R0 +R1 +R2, with
R0 = 1⊗ˆ(P (ρHiggs) + P (ρHiggs)o + P (ρσ))
R1 = iγ
µ⊗ˆDµΘ(q, z)
R2 = −1
4
[γµ, γν ]⊗ˆ
(
Fµν + F
Z′
µν tB−L
)
(94)
The 3 terms R0,1,2 are orthogonal to each other thanks to the properties of
the Hodge product on forms. Let us focus first on R0. The trace over KF of
the square of the projected finite curvature is computed in appendix C. Here
we must also trace the identity matrix over the Dirac spinor space, yielding an
additional factor of four. We thus obtain (compare with equation (192)):
(R0, R0)R = 8V0(|q|2 − 1)2 + 8W0(|z|2 − 1)2 − 16sK(|q|2 − 1)(|z|2 − 1)
(95)
where
V0 = Tr(C
2
1 + C
2
2 )
= ‖˜YνY †ν ‖2 + ‖˜YeY †e ‖2 + 3‖˜YuY †u ‖2 + 3‖˜YdY †d ‖2
+2
‖˜YνY †ν ‖2‖˜YeY †e ‖2
‖˜YνY †ν −˜YeY †e ‖2
sin2(θℓ) + 6
‖˜YuY †u ‖2‖˜YdY †d ‖2
‖˜YuY †u −˜YdY †d ‖2
sin2(θq)
W0 = Tr(D
2
1) = ‖˜m0m†0‖2
K = ReTr(C1D1) = ReTr(
˜
Y †ν Yν
˜
m†0m0) (96)
where the angles θℓ and θq are defined up to sign by
(
˜
YνY
†
ν ,
˜
YeY
†
e )R = ‖˜YνY †ν ‖‖˜YeY †e ‖ cos(θℓ)
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(
˜
YuY
†
u ,
˜
YdY
†
d )R = ‖˜YuY †u ‖‖˜YdY †d ‖ cos(θq). (97)
Remark In the (non-extended) NCSM, V0 has the same value as above except that
the two last terms containing sines are suppressed.
Let us now look at R2. We have
(R2, R2) =
1
16
Tr([γµ, γν]×[γλ, γρ])Tr((Fµν + FZ
′
µν tB−L)
×(Fλρ + FZ
′
λρ tB−L))
= (−gµρgνλ + gµλgνρ)Tr((Fµν + FZ
′
µν tB−L)
×(Fλρ + FZ
′
λρ tB−L))
= 2Tr((Fµν + F
Z′
µν tB−L)
×(Fµν + FZ
′µνtB−L)) (98)
To compute these terms, we write:
Fµν = F
Y
µνtY + F
W
µνat
a
W + F
C
µνat
a
C . (99)
Thanks to the scalar products obtained in section 6 we find that
(Fµν + F
Z′
µν tB−L,Fλρ + F
Z′
λρ tB−L) =
80
3
NFYµνF
Y
λρ + 16NF
W
µνaF
W
λρa
+16NFCµνaF
C
λρa +
32
3
NFZ
′
µνF
Z′
λρ
+
64
3
NFYµνF
Z′
λρ (100)
The last term, known as kinetic mixing, is a generic feature of U(1)′ extensions
of the SM [36]. Thus we obtain:
(R2, R2) = 2(
80
3
NFYµνF
Y µν + 16NFWµνaF
Wµνa + 16NFCµνaF
Cµνa
+
32
3
NFZ
′
µνF
Z′µν +
64
3
NFYµνF
Z′µν) (101)
Let us now look at R1:
(R1, R1) = (iγ
µ⊗ˆDµΘ, iγν⊗ˆDνΘ)
= (γµ⊗ˆDµΘ, γν⊗ˆDνΘ)
= Tr((γµ⊗ˆDµΘ)×γν⊗ˆDνΘ)
= −Tr(((γµ)×⊗ˆDµΘ×)γν⊗ˆDνΘ), since (A⊗ˆB)× = (−1)|A||B|A×⊗ˆB×
= −Tr((γµ⊗ˆDµΘ)γν⊗ˆDνΘ)
= Tr(γµγν⊗ˆDµΘDνΘ)
= Tr(γµγν)Tr(DµΘDνΘ)
= 4gµνTr(DµΘDνΘ)
= 4Tr(DµΘD
µΘ) (102)
We now observe that DµΦDνΦ
o = 0. Moreover DµΦDνσ is off-diagonal, hence
traceless. Thus we obtain
(R1, R1) = 4 (2Tr(DµΦ(q)D
µΦ(q)) + Tr(Dµσ(z)D
µσ(z))) (103)
The generalized Connes-Lott bosonic Lagrangian for the extended SM is thus:
Lb = −160
3
NFYµνF
Y µν − 32NFWµνaFWµνa − 32NFCµνaFCµνa
−64
3
NFZ
′
µνF
Z′µν − 128
3
NFYµνF
Z′µν
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−8Tr(DµΦ(q)DµΦ(q))− 4Tr(Dµσ(z)Dµσ(z))− V (q, z) (104)
where
V (q, z) = 8V0(|q|2 − 1)2 + 8W0(|z|2 − 1)2 − 16sK(|q|2 − 1)(|z|2 − 1) (105)
Note that V (q, z) is non-negative by definition (see appendix C). The sign in
front of the kinetic term of Φ(q) and σ(z) may look suspicious, but we will see in
the next section that it yields the correct sign for the kinetic term of the Higgs
and complex scalar when we develop the matrix products, the fundamental
reason being that Φ(q) and σ(z) are Krein selfadjoint and not Hilbert selfadjoint.
Hence at this point the non-triviality of the finite metric ηF plays a fundamental
role. It is striking that it yields all the correct signs for both the bosonic and
the fermionic Lagrangians.
We see that we obtain all the gauge invariant terms of the SM coupled with
a B-L Z’ boson and a complex scalar. What is gained is that the relative signs of
the couplings are fixed, as well as the form of the quartic potential of the Higgs,
complex scalar fields and the particular form of the coupling between them
(where all fourth degree polynomials in |z| and |q| would be gauge-invariant).
8 Identification of the physical fields
We now need to identify the physical fields appearing in (104). For this we
develop the kinetic terms. We use the same notations as [46].
We obtain:
Tr(DµΦ(q)D
µΦ(q)) = −2a|DµH |2 (106)
where
a = Tr(YeY
†
e + YνY
†
ν + 3Mu + 3Md), (107)
H is the first column of the quaternion q, Dµ is the operator
Dµ = ∂µ + iB
W
µ,aσ
a − iBYµ , (108)
and |DµH |2 = |D0H |2 −
∑3
i=1 |DiH |2.
RemarkWe see from (108) thatH has hypercharge−1 and weak isospin 1/2. It is the
conjugate of the Higgs field. Clearly |DµH | = |D
∗
µH
∗| withD∗µ = ∂µ−iB
W
µ,a(σ
a)∗+iBYµ ,
so we could have written (106) in terms of the Higgs field H∗, but it is more natural
to use H which is a column of q.
We must now compute the kinetic term for the σ-field. We find:
Dµσ(z) = ∂µσ(z) + [Z
′
µtB−L, σ(z)]
= σ(∂µz + 2iZ
′
µz)
:= σ(Dµz) (109)
From which we obtain
Tr(Dµσ(z)D
µσ(z)) = 2bs|Dµz|2 (110)
with b = Tr(m0m
†
0) and Dµz = ∂µz + 2iZ
′
µz. Introducing this into (104), we
get:
Lb = −160N
3
FYµνF
Y µν − 32NFWµνaFWµνa − 32NFCµνaFCµνa
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−64
3
NFZ
′
µνF
Z′µν − 128
3
NFYµνF
Z′µν
+16a|DµH |2 − 8bs|Dµz|2
−8V0(|H |2 − 1)2 − 8W0(|z|2 − 1)2 + 16sK(|H |2 − 1)(|z|2 − 1)(111)
We see that in order to have the correct sign in front of the kinetic term for
z we must suppose s = −1. We will do it from now on. Let us introduce the
normalized fields Y,W,G, H˜ and Zˆ ′:
BYµ =
1
2
gY Yµ, B
Wa
µ =
1
2
gwW
a
µ
BCaµ =
1
2
gsG
a
µ, Z
′
µ =
1
2
gZ′Zˆ
′
µ
H = kH˜, z = lz˜ (112)
The constants are defined in order to obtain normalized kinetic terms6:
LSMb = −
1
4
|Yµν |2 − 1
4
|W aµν |2 −
1
4
|Gaµν |2 −
1
4
|Zˆ ′µν |2 −
κ
2
YµνZˆ ′
µν
+|DµH˜|2 + |Dµz˜|2 − V (H˜, z˜) (113)
Hence
g2w = g
2
s =
5
3
g2Y =
2
3
g2Z′ =
1
32N
, κ = 64
N
3
gY gZ′ =
√
2
5
k2 =
1
16a
, l2 =
1
8b
(114)
To deal with the kinetic mixing term we must change basis in the (Y, Z ′)-
space and several choices are possible. We can do a π/4-rotation followed by
a normalization [38] or a triangular transformation [44] to obtain new fields Y˜
and Z˜. In the first case we do(
Y
Zˆ ′
)
=
√
2
2
(
1√
1+κ
− 1√
1−κ
1√
1+κ
1√
1−κ
)(
Y˜
Z˜ ′
)
(115)
and in the second case (
Y
Zˆ ′
)
=
(
1 − κ√
1−κ2
0 1√
1−κ2
)(
Y˜
Z˜ ′
)
(116)
In both cases the change of basis depends on κ, hence on the coupling constants,
and will not be invariant under the renormalization flow. To understand the
coupling constant of the new field, we can look at the part of the Dirac op-
erator which depends on them, since it is the Dirac operator which gives the
interactions between fermions. We have (dropping the overall factor 12γ
µ⊗ˆ):
gY YµtY + gZ′Zˆ
′
µtB−L = gY Y˜µtY + Z˜
′
µ(
−κ√
1− κ2 gY tY +
1√
1− κ2 gZ
′tB−L)
:= gY Y˜µtY + Z˜
′
µ(g˜tY + g
′tB−L) (117)
where we have used the same notations as in [38].
6The normalizations are the same as in Peskin-Schroder /Langacker. To obtain Weinberg
normalization just replace H˜ with
√
2H˜
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Remark The procedures just described are natural in a setting where one just plugs
in all the gauge-invariant terms in the Lagrangian. However in the NCG setting,
it would be natural to change basis right from the start. Removing the orthogonal
projection of tB−L onto tY , one obtains the vector
tZ′ := tB−L − (tB−L, tY )
tY
‖tY ‖2
= tB−L −
2
5
tY
= [
(
−i 0
0 − 1
5
i
)
⊕
(
− 1
5
i 0
0 3
5
i
)
⊗ 13,
−3
5
i12 ⊕
1
5
i12 ⊗ 13, c, c]⊗ 1N(118)
which is orthogonal to tY . Its squared norm is −Tr(t
2
Z′) =
32N
5
. Hence we define
the new field components7 BY¯µ = B
Y
µ +
2
5
Z′µ and Z¯
′
µ = Z
′
µ such that B
Y¯
µ tY + Z¯
′
µtZ′ =
BYµ tY + Z
′
µtB−L. Since the curvature is linear in the abelian fields, one also gets
FY¯µνtY +F
Z¯′
µν tZ′ = F
Y
µνtY + F
Z′
µν tB−L. Redoing the computation of (100), we now find
Lgaugeb = −
160
3
NFY¯µνF
Y¯ µν − 32NFWµνaF
Wµνa − 32NFCµνaF
Cµνa −
64N
5
F Z¯
′
µν F
Z¯′µν
(119)
writing BY¯ = 1
2
gY Y˜ and Z¯
′ = 1
2
gZ¯′Z˜
′, the kinetic term for the gauge fields is nor-
malized with the same values of the gY , gw, gs, and g
2
Z¯′ =
5
64N
, so that the following
relation holds:
g2w = g
2
s =
5
3
g2Y =
2
5
g2Z¯′ (120)
This way of removing the kinetic mixing is easily shown to be completely equivalent
to (116).
Let us now look at the scalar sector. The potential is (using the same
notations as [39]):
V (H˜, z˜) = 8V0(k
2|H˜|2 − 1)2 + 8W0(l2|z˜|2 − 1)2 + 16K(k2|H˜ |2 − 1)(l2|z˜|2 − 1)
= m21|H˜ |2 +m22|z˜|2 + λ1|H˜|4 + λ2|z˜|4 + λ3|H˜ |2|z˜|2 + µ (121)
where
λ1 = 8k
4V0 =
V0
32a2
λ2 = 8l
4W0 =
W0
8b2
λ3 = 16Kk
2l2 =
K
8ab
m21 = −16k2(V0 +K) = −
V0 +K
a
m22 = −16l2(W0 +K) = −2
W0 +K
b
µ = 8V0 + 8W0 + 16K (122)
By construction, the minimal of the potential is zero, since it is originally of
the form Tr(A2), with A some matrix (this is one of the advantages of the
Connes-Lott approach). It is thus obtained for |H | = |z| = 1, which correspond
to
|H˜ |2 = 1
k2
= 16a :=
v2
2
, |z˜|2 = 1
l2
= 8b :=
(v′)2
2
(123)
7The basis is of course more important than the components since it is the basis which
allows to physically interpret the fields. Hence, even if Z¯′ and Z′ have the same components,
they are different fields, with different charges.
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Using gauge invariance we bring H˜ and z˜ into the form H˜ =
(|H˜ |
0
)
and z˜ = |z˜|
and expand around the minimum, defining the real fields h and h′ such that
|H˜ | = 1√
2
(v + h) and |z˜| = 1√
2
(v′ + h′). The quadratic term8 comes out as
q(h, h′) = λ1v2h2 + λ2v′
2
h′2 + λ3vv′hh′ (124)
To compute the masses of the scalar fields we must move to a basis where
this quadratic form is diagonal. We write(
h1
h2
)
=
(
cosα − sinα
sinα cosα
)(
h
h′
)
(125)
such that
q(h1, h2) =
1
2
m2h1h
2
1 +
1
2
m2h2h
2
2 (126)
computing the eigenvalues of the matrix of the quadratic form (124), we find
(after many others, see [39], [38]):
m2h1/h2 = λ1v
2 + λ2v
′2 ∓
√
(λ1v2 − λ2v′2)2 + (λ3vv′)2
=
V0
a
+
2W0
b
∓
√
(
V0
a
− 2W0
b
)2 +
8K2
ab
(127)
From q(h, h′) = q(h1, h2) we then see that 2α satisfies
cos(2α) =
λ2v
′2 − λ1v2√
(λ1v2 − λ2v′2)2 + (λ3vv′)2
sin(2α) =
λ3vv
′√
(λ1v2 − λ2v′2)2 + (λ3vv′)2
(128)
We can invert these relations to obtain the parameters of the Lagrangian in
terms of mass and mixing angle9:
λ1 =
1
4v2
(m2h1(1 + cos(2α)) +m
2
h2(1− cos(2α))
λ2 =
1
4v′2
(m2h1(1− cos(2α)) +m2h2(1 + cos(2α))
λ3 =
m2h2 −m2h1
2vv′
sin(2α) (129)
Let us now look at kinetic term of the scalar fields. We have
DµH˜ = (∂µ + iB
W
µ,aσ
a − iBYµ )H˜
= (∂µ +
1
2
igwWµ,aσ
a − 1
2
igY Yµ)H˜
= (∂µ +
1
2
igwWµ,aσ
a − 1
2
igY (Y˜µ − κ√
1− κ2 )Z˜
′
µ)H˜
8Note that in the Connes-Lott approach there is no constant term, hence no contribution
to the cosmological constant.
9Note a sign problem in [38] eq. 41, which is inconsistent with eq 40. There is the same
problem in [39], eq 13,14
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= (∂µ +
1
2
igwWµ,aσ
a − 1
2
igY Y˜µ − 1
2
ig˜Z˜ ′µ)H˜ (130)
Similarly,
Dµz˜ = ∂µz˜ + igZ′Zˆ
′
µz˜
= ∂µz˜ + ig
′Z˜ ′µz˜ (131)
The kinetic term is thus
|DµH˜ |2 + |Dµz˜|2 = 1
2
|∂µh|2 + 1
2
|∂µh′|2 + 1
8
(v + h)2g2w|Wµ,1 + iWµ,2|2
+
1
8
(v + h)2|gwWµ,3 − gY Y˜µ − g˜Z˜ ′µ|2 +
1
2
g′2(v′ + h′)2|Z˜ ′µ|2
(132)
The W -bosons are not affected by the extension. Charge eigenstates W±µ are
introduced as usual and their tree-level mass is
MW =
1
2
vgw (133)
For the remaining fields, the mass term to be diagonalized is thus:
q(Y˜µ,Wµ,3, Z˜µ) =
1
8
(v2|gwWµ,3 − gY Y˜µ − g˜Z˜ ′µ|2 + 4v′2g′2|Z˜ ′µ|2) (134)
We first rotate the orthogonal basis (tY , tZ , tZ′) around tZ of an angle θw (weak
mixing angle) in order to identify the photon and Z states. The transformation
is thus

AµZµ
Z˜ ′µ

 =

 cos θw sin θw 0− sin θw cos θw 0
0 0 1



 Y˜µWµ,3
Z˜ ′µ

 with tan θw = gYgw . The
quadratic form becomes
q(Aµ, Zµ, Z˜
′
µ) =
1
8
(v2|
√
g2w + g
2
Y Zµ − g˜Z˜ ′µ|2 + 4g′2v′2|Z˜ ′µ|2) (135)
Now we do a second rotation around the photon axis (since the photon must re-
main massless). Defining the ZZ ′-mixing angle10 θ′ and the new fields Znewµ , Z
′new
µ ,
the transformation is thus
 AµZnewµ
Z
′new
µ

 =

1 0 00 cos θ′ sin θ′
0 − sin θ′ cos θ′



AµZµ
Z˜ ′µ

 (136)
and θ′ satisfies11:
tan(2θ′) =
2g˜
√
g2w + g
2
Y
g˜2 + 4g′2
(
v′
v
)2 − g2w − g2Y (137)
10This angle is already constrained by experimental data to be less than 0.01, according to
[52], and ignoring kinetic mixing.
11At this point it is useful to know that the angle of rotation for the diagonalization of the
symmetric matrix
(
a c
c b
)
satisfies tanα = 2c
a−b
.
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The masses of Z and Z ′ squared are the eigenvalues of
1
4
(
v2(g2w + g
2
Y ) −v2g˜
√
g2w + g
2
Y
−v2g˜
√
g2w + g
2
Y g˜
2v2 + 4g′2v′2
)
The masses of the different gauge bosons thus satisfy (at unification scale):
M2W =
1
4
v2g2w
M2Z +M
2
Z′ =
1
4
(g2wv
2 + g2Y v
2 + g˜2v2 + 4g′2v′2)
M2ZM
2
Z′ =
1
4
v2v′2(g2w + g
2
Y )g
′2 (138)
One can then solve for v and v′ in the first and last equations, and use the
solution in the expression for the Higgs masses. The second equation is then
seen as a relation between gauge bosons masses. We get
M2Z +M
2
Z′ =
g2w + g
2
Y + g˜
2
g2w
M2W +
g2w
g2w + g
2
Y
M2ZM
2
Z′
M2W
m2h1 +m
2
h2 =
4M2W
g2w
λ1 +
M2ZM
2
Z′
M2W
g2w
(g2w + g
2
Y )g
′2 λ2
m2h1m
2
h2 = (λ1λ2 −
1
4
λ3)
4M2ZM
2
Z′
(g2w + g
2
Y )g
′2 (139)
Remark The mass eigenvalues for the Z and Z′ bosons have quite complicated
expressions. In order to write them down, let us introduce [44]:
gZ =
√
g2w + g
2
Y
M0Z′ =
1
2
√
g˜2v2 + 4g′2v′2
M0Z =
1
2
vgZ (140)
where M0Z and M
0
Z′ would be the masses of the Z and Z
′ bosons in the absence of
kinetic mixing. Then one has:
M2Z/Z′ =
1
2
(M0Z)
2

1 +(M0Z′
M0Z
)2
∓
√√√√(1− (M0Z′
M0Z
)2)2
+ 4
g˜2
g2Z

 (141)
which in terms of coupling constants and vev gives
M2Z/Z′ =
1
8
(
g2wv
2 + g2Y v
2 + g˜2v2 + 4g′
2
v′
2
∓
√
(g2wv2 + g
2
Y v
2 − g˜2v2 − 4g′2v′2)2 + 4g˜2(g2w + g
2
Y )v
4
)
=
1
8
(
g2wv
2 + g2Y v
2 + g˜2v2 + 4g′
2
v′
2
∓
√
(g2wv2 + g
2
Y v
2 + g˜2v2 − 4g′2v′2)2 + 16g˜2g′2v2v′2
)
9 The fermionic action
Traditionally, the fermionic action is taken to be12
Sf (ω, ψ) =
1
2
(ψ,Dωψ) (142)
12We use the Lorentzian definition here. In the Euclidean case, the action is Sf (ω, ψ) =
1
2
〈Jψ,Dωψ〉.
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where Dω = D + ω + ω
o and ψ is a Grassmann field with values in S⊗ˆKF .
Since S⊗ˆKF has four times too many degrees of freedom, there is a fermion
quadrupling problem which can be taken care of by imposing the Majorana-
Weyl conditions on ψ:
χψ = ψ
Jψ = ψ (143)
It has been shown in [24] that, apart from a phase which we ignore here, (143)
defines the only real subspace of the correct physical dimension which is invariant
under the symmetry group of the fermionic action. However, it has also been
observed that instead of restricting to this subspace one can start with the
symmetrical fermionic action
Ssym(ω, ψ) =
1
16 [(ψ,Dωψ) + (Dωψ, ψ) + (Dωψ, Jψ) + (Jψ,Dωψ)
+(χψ,Dωψ) + (Dωψ, χψ) + (Dωψ, χJψ) + (χJψ,Dωψ)](144)
which can be rewritten
Ssym(ω, ψ) =
1
2
(πψ,Dωπψ) (145)
where π = 14 (1 + J)(1 + χ), and using ǫ = ǫ
′′ = 1, κ = κ′′ = −1 and
(φ,Aψ) = −(ψ,A×φ) for an anti-linear operator A. Now π is the Krein self-
adjoint projector on the space defined by (143), so that using the action (145)
is in effect equivalent to using (142) with ψ submitted to (143). Seeing ψ as a
field with values in S ⊗K0 ⊗ C4, one sees that
ψ =
∑
p
ψpR ⊗ p⊗R+ JMψpR ⊗ p⊗ R¯+ ψpL ⊗ p⊗ L− JMψpL ⊗ p⊗ L¯ (146)
where p runs through the elementary particle orthonormal basis νi, ei, u
j
i , d
j
i
where i and j are the generation and color indices, respectively.
We recall that
Dω = (iγ
µ∂µ⊗ˆ1) + (iγµ⊗ˆ(Bµ + Z ′µtB−L)) + (1⊗ˆ(Φ(q) + Φ(q)o + σ(z))
where the bracketing yields the decomposition of the fermionic action into a
kinetic, gauge and Higgs part, which we will compute separately.
The “ket-bra” notation
Φ(q) = Y (q)⊗ |L〉〈R| − Y (q)† ⊗ |R〉〈L|
Φ(q)o = −Y (q)T ⊗ |R¯〉〈L¯|+ Y¯ (q)⊗ |L¯〉〈R¯|
σ(z) = σo(z) = zM0 ⊗ |R¯〉〈R| − z∗M †0 ⊗ |R〉〈R¯| (147)
where Y (q) = q˜Y0, will be useful.
For the kinetic part, we obtain the usual expression
Skinf =
∑
p
(
(ψpR, iγ
µ∂µψ
p
R) + (ψ
p
L, iγ
µ∂µψ
p
L)
)
(148)
Note that it is crucial in this calculation that the internal metric be [1,−1,−1, 1].
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We now compute the Higgs part of the fermionic action. We note that
(ψ, 1⊗ˆΦ(q)oψ) = (ψ, 1⊗ˆJFΦ(q)×J−1F ψ)
= (ψ, J(1⊗ˆΦ(q)×)J−1ψ)
= (1⊗ˆΦ(q)×J−1ψ, Jψ)
= ((1⊗ˆΦ(q))×ψ, ψ)
= (ψ, 1⊗ˆΦ(q)ψ) (149)
Now, we have, using 1⊗ˆΦ(q) = χM ⊗ Φ(q):
(ψ, 1⊗ˆΦ(q)ψ) = (ψ, χM ⊗ (Y (q)⊗ |L〉〈R| − Y (q)† ⊗ |R〉〈L|)ψ)
=
∑
p,p′
(ψpL ⊗ p⊗ L,ψp
′
R ⊗ Y (q)p′ ⊗ L) +
∑
p,p′
(ψpR ⊗ p⊗R,ψp
′
L ⊗ Y (q)†p′ ⊗R)
=
∑
p,p′
(
(ψpL, ψ
p′
R )〈p, Y (q)p′〉+ (ψpR, ψp
′
L )〈p, Y (q)†p′〉
)
=
∑
i,i′
(
α(ψνiL , ψ
νi′
R )(Yν)ii′ + β(ψ
νi
L , ψ
ei′
R )(Ye)ii′
−β∗(ψeiL , ψνi′R )(Yν)ii′ + α∗(ψeiL , ψei′R )(Ye)ii′
+α(ψuiL , ψ
ui′
R )(Yu)ii′ + β(ψ
ui
L , ψ
di′
R )(Yd)ii′
−β∗(ψdiL , ψui′R )(Yu)ii′ + α∗(ψdiL , ψdi′R )(Yd)ii′
)
+ h.c. (150)
where q =
(
α β
−β∗ α∗
)
. We notice that the only form of ηF which gives the
correct kinetic term gives the correct sign for the Higgs term.
Finally, the neutrino mixing term is:
2SMf = (ψ, 1⊗ˆσ(z)ψ)r
=
∑
p,p′
(ψpR ⊗ p⊗R+ JMψpR ⊗ p⊗ R¯,
(χM ⊗ zM0 ⊗ |R¯〉〈R| − χM ⊗ z∗M †0 ⊗ |R〉〈R¯|)(ψp
′
R ⊗ p′ ⊗R+ JMψp
′
R ⊗ p′ ⊗ R¯))
=
∑
p,p′
(ψpR ⊗ p⊗R, JMψp
′
R ⊗ z∗M †0p′ ⊗R) +
∑
p,p′
(JMψ
p
R ⊗ p⊗ R¯, ψp
′
R ⊗ zM0p′ ⊗ R¯)
=
∑
p,p′
(ψpR, JMψ
p′
R )〈p, z∗M †0p′〉+
∑
p,p′
(JMψ
p
R, ψ
p′
R )〈p, zM0p′〉
=
∑
i,i′
(ψνiR , JMψ
νi′
R )〈νi, z∗m†0ν′i〉+
∑
i,i′
(JMψ
νi
R , ψ
νi
′
R )〈νi, zm0ν′i〉
= z
∑
i,i′
(JMψ
νi
R , ψ
νi
′
R )(m0)ii′ + h.c. (151)
To obtain the mass term, we expand around the minimum of the Higgses po-
tential which is attained for q = 1 and z = 1 by construction. We thus see
that Yν , Ye, Yu, Yd are directly the physical Dirac mass matrices, and m0 is the
Majorana mass matrix of the neutrinos. The singular values of these matrices
are the masses of the fermions.
Remark The Connes-Lott and Spectral action here give different results. With the
latter, the Dirac operator entries Yx have to be redefined in terms of the physical
mass matrices mx, and must be supposed to be anti-hermitian (see [46] p 206). The
interpretation is here more direct, but in return we do not get any relation between
fermion masses as in 12.1.3 in [46].
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10 Conclusion, Outlook
In this paper, we have shown that a U(1)-extension of the SM, where the addi-
tional symmetry is broken by a new complex scalar field, comes out naturally of
the algebraic background framework applied to the NCSM. It is a real strength
of the NCG point of view that all the correct charges, signs and symmetries
pop out by themselves by just “turning a crank”. In particular, we have noted
at several places that the single choice of ηF makes plenty of independent signs
right (fermionic kinetic terms and Yukawa couplings, symmetry of Majorana
matrix m0). But this choice is precisely the one which makes the finite back-
ground effectively Euclidean when it is combined with a quite complicated rule
for graded tensor product of algebraic backgrounds, modelled on Clifford alge-
bras ! This adds to several other “little miracles” already well-known in the
NCG approach such as the fact that the single KO-dimension in which fermion
doubling can be solved is precisely the one in which the usual see-saw mecha-
nism is possible. Even the Grassmann nature of the fermionic variables can be
seen in a new light: at first we had left the two possibilities s = ±1 open, but
eventually the choice s = 1 led to an inconsistent sign for the kinetic term of
the new Higgs.
However, the feeling that everything seems to fall in place, as intellectually
satisfactory as it may be, is far from sufficient, and model has to be checked
against experiment. As is apparent from (114), (122), (138) and (139), the model
presented here makes some predictions at the unification scale. For instance,
since a is the sum of the squared Dirac masses of the fermions we obtain a
relation between the mass of the W -bosons and the mass of the fermions:
M2W =
1
4
v2g2w
=
1
4
1
32N
32Tr(YeY
†
e + YνY
†
ν + 3Mu + 3Md)
=
1
4N
∑
squared masses of fermions (152)
In particular for N = 3, we obtain this bound for the mass of the top quark:
Mtop ≤ 2MW (153)
This prediction is different from the one obtained with the Spectral Action,
which is Mtop ≤
√
8/3MW . The values obtained for the quartic couplings are
quite striking: λ2 is the square of the quotient of the standard deviation of
the eigenvalues of m0m
†
0 by its mean, i.e., it is the relative standard deviation
squared of the Majorana masses of the neutrinos ! The value for λ1 is similar
up to corrective terms coming from the angles θℓ and θq. What remains to be
done is to run down the coupling constants from the unification scale and obtain
predictions for the masses of the Higsses and Z ′ boson, the value of the kinetic
mixing. This will be the subject of a forthcoming paper.
A Computation of Jˆ1DF
A general element of AˆF can be written
b = [
(
zν 0
0 ze
)
⊕
(
mu 0
0 md
)
, α⊕β,
(
zν 0
0 z∗e
)
⊕
(
nu 0
0 nd
)
, γ⊕δ]⊗1N (154)
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where α, γ ∈ M2(C) and β, δ ∈ M2(C) ⊗M3(C). We now want to calculate
the finite junk 2-forms. For this we need to compute the elements of the form
b′[DF , b]. With obvious notations we have
b′[DF , b] =


0 b′R[DF , b]RL 0 0
b′L[DF , b]LR 0 0 0
0 0 0 b′¯
R
[DF , b]R¯L¯
0 0 b′¯
L
[DF , b]L¯R¯ 0

 (155)
with
b′R[DF , b]RL =
(
z′ν 0
0 z′e
)[(
zν 0
0 ze
)
Y †ℓ − Y †ℓ α
]
⊕
(
m′u 0
0 m′d
)[(
mu 0
0 md
)
Y †q − Y †q β
]
b′L[DF , b]LR = α
′
[
Yℓ
(
zν 0
0 ze
)
− αYℓ
]
⊕ β′
[
Yq
(
mu 0
0 md
)
− βYq
]
b′¯R[DF , b]R¯L¯ =
(
z′ν 0
0 (z′e)
∗
)[(
zν 0
0 z∗e
)
Y Tℓ − Y Tℓ γ
]
⊕
(
n′u 0
0 n′d
)[(
nu 0
0 nd
)
Y Tq − Y Tq δ
]
b′¯L[DF , b]L¯R¯ = γ
′
[
Y ∗ℓ
(
zν 0
0 z∗e
)
− γY ∗ℓ
]
⊕ δ′
[
Y ∗q
(
nu 0
0 nd
)
− δY ∗q
]
(156)
where we have suppressed the ⊗1N . Now the Y matrices are diagonal and
act only on generations, hence they commute with the diagonal matrices act-
ing trivially on generations. It follows that the leptonic and baryonic parts
of b′R[DF , b]RL can be factorized on the left by Y
†
ℓ and Y
†
q respectively, and
similarly for the other matrix elements. We thus have
Ωˆ1F =


0 Y †ℓ M2(C)⊕ Y †q M6(C) 0 0
M2(C)Yℓ ⊕M6(C)Yq 0 0 0
0 0 0 Y Tℓ M2(C)⊕ Y Tq M6(C)
0 0 M2(C)Y
∗
ℓ ⊕M6(C)Y ∗q 0


(157)
Let Φ be a finite junk 2-form. It is an element of the form Φ =
∑
i[DF , b
′
i][DF , bi]
with
∑
i b
′
i[DF , bi] = 0. Let us write
Φ = diag(ΦℓRR ⊕ ΦqRR,ΦℓLL ⊕ ΦqLL,ΦℓR¯R¯ ⊕ ΦqR¯R¯,ΦℓL¯L¯ ⊕ Φ
q
L¯L¯
) (158)
where
ΦℓRR = Y
†
ℓ
∑
i
[(
ziν
′
0
0 zie
′
)
− αi′
] [(
ziν 0
0 zie
)
− αi
]
Yℓ,
ΦqRR = Y
†
q
∑
i
[(
miu
′
0
0 mid
′
)
− βi′
] [(
miu 0
0 mid
)
− βi
]
Yq (159)
and so on, submitted to the conditions
Y †ℓ
∑
i
(
ziν
′
0
0 zie
′
)[(
ziν 0
0 zie
)
− αi
]
= 0
∑
i
αi
′
[(
ziν 0
0 zie
)
− αi
]
Yℓ = 0
∑
i
βi
′
[(
miu 0
0 mid
)
− βi
]
Yq = 0
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Y †q
∑
i
(
miu
′
0
0 mid
′
)[(
miu 0
0 mid
)
− βi
]
= 0
Y Tℓ
∑
i
(
ziν
′
0
0 (zie
′
)∗
)[(
ziν 0
0 (zie)
∗
)
− γi
]
= 0
∑
i
γi
′
[(
ziν 0
0 (zie)
∗
)
− γi
]
Y ∗ℓ = 0
Y Tq
∑
i
(
niu
′
0
0 nid
′
)[(
niu 0
0 nid
)
− δi
]
= 0
∑
i
δi
′
[(
niu 0
0 nid
)
− δi
]
Y ∗q = 0 (160)
Thanks to the first four conditions, we easily obtain ΦRR = 0, and we can prove
similarly that ΦR¯R¯ = 0.
To deal with the LL-part, we first use the new variables α˜ = α−
(
zν 0
0 ze
)
.
Thanks to the genericity hypothesis, the two first equations of (160) are equiv-
alent to
∑
i
(
ziν
′
0
0 zie
′
)
α˜i = 0∑
i
α˜i′α˜i = 0 (161)
Rewriting ΦℓLL with the new variables we obtain:
ΦℓLL =
∑
i
α˜i′YℓY
†
ℓ α˜
i (162)
Since we can always choose zν = ze = 0 in the first condtion of (161), the set of
all elements in the form (162) submitted to the two conditions of (161) is the
same as the set of the elements submitted only to the second condition. Hence,
suppressing the tildes, we conclude that the ΦℓLL part of the finite junk 2-forms
is of the form
ΦℓLL =
∑
i
αi′YℓY
†
ℓ α
i, with
∑
i
αi′αi = 0 (163)
In a completely similar manner, we obtain
ΦqLL =
∑
i
βi′YqY †q β
i, with
∑
i
βi′βi = 0 (164)
Now let us make the following general observation. Let A be an N -dimensional
unital R-algebra, let r be an element of A and define mr : A ⊗R A → A by
a⊗ b 7→ arb. What we are looking for in the case of ΦℓLL is mr(Ker(m1)), with
A =M2(C) and r = YℓY
†
ℓ . First we know that Ker(m1) is generated as a vector
space over R by the elements of the form x⊗ y− xy⊗ 1 (Indeed, a =∑ xi ⊗ yi
with
∑
xiyi = 0 can be rewritten a =
∑
(xi⊗yi−xiyi⊗1)). Thus, if (xi)1≤i≤N
is a R-basis of A, then the set xi⊗xj−xixj⊗1 is generating for Ker(m1). Hence,
if we suppose that xN = 1, we conclude that (xi[r, xj ]) 1≤i≤N
1≤j<N
is a generating
set for mr(Ker(m1)). (Let us remark that this set has (at most) N(N − 1)
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elements, and this is precisely the dimension of Ker(m1) since m1 is surjective.
Thus (xi ⊗ xj − xixj ⊗ 1) 1≤i≤N
1≤j<N
is a basis of Ker(m1).)
Applying the above observation, we obtain that ΦqLL is a general linear
combination of xi[YℓY
†
ℓ , xj ] where xi and xj run through a R-basis of M2(C).
Considering that basis (Eij , iEij), where Eij the elementary matrix with 1 in
position (i, j), we easily obtain that
ΦℓLL = α
′ ⊗ (YνY †ν − YeY †e ) (165)
where α′ is any element of M2(C) and YνY †ν = YνY
†
ν , YeY
†
e = YeY
†
e . Similarly
we have
ΦqLL = β
′ ⊗ (YuY †u − YdY †d ), β′ ∈M2(C)⊗M3(C)
ΦℓL¯L¯ = γ
′ ⊗ (Y ∗ν Y Tν − Y ∗e Y Te ), γ′ ∈M2(C)
Φq
L¯L¯
= δ′ ⊗ (Y ∗u Y Tu − Y ∗d Y Td ), δ′ ∈M2(C)⊗M3(C) (166)
An element of the total junk Jˆ1 is a function with values in AˆF + Jˆ 1DF , that is,
with values of the form
[
(
zν 0
0 ze
)
⊗ 1N ⊕
(
mu 0
0 md
)
⊗ 1N , (α⊗ 1N + α′ ⊗ (YνY †ν − YeY †e ))⊕ (β ⊗ 1N + β′ ⊗ (YuY †u − YdY †d )),(
zν 0
0 z∗e
)
⊗ 1N ⊕
(
nu 0
0 nd
)
⊗ 1N , (γ ⊗ 1N + γ′ ⊗ (Y ∗ν Y Tν − Y ∗e Y Te ))⊕ (δ ⊗ 1N + δ′ ⊗ (Y ∗u Y Tu − Y ∗d Y Td )](167)
We now look for an orthonormal basis of AˆF + Jˆ 1DF . For this, let us consider
orthonormal R-bases (αi)1≤i≤8 of M2(C) and (βi)1≤i≤9 of M3(R). We also
consider the family λi ⊕ λ′i ∈M2(C)⊕M2(C) defined by
λ1/2/3/4 =
(
1 0
0 0
)
,
(
i 0
0 0
)
,
(
0 0
0 1
)
,
(
0 0
0 i
)
, respectively, (168)
and
λ′1/2/3/4 =
(
1 0
0 0
)
,
(
i 0
0 0
)
,
(
0 0
0 1
)
,
(
0 0
0 −i
)
, respectively. (169)
Lemma 3 The family consisting of
1. Zi =
1√
2N
diag(λi ⊕ 0, 0, λ′i ⊕ 0, 0)⊗ 1N ,
2. Mij =
1√
N
diag(0⊕ λi ⊗ βj ⊗ 1N , 0, 0, 0),
3. Ai =
1√
N
diag(0, αi ⊗ 1N ⊕ 0, 0, 0)
4. Bij =
1√
N
diag(0, 0⊕ αi ⊗ βj ⊗ 1N , 0, 0),
5. A′i =
1
kℓ
diag(0, αi ⊗ Tℓ ⊕ 0, 0, 0),
6. B′ij =
1
kq
diag(0, 0⊕ αi ⊗ βj ⊗ Tq, 0, 0),
where Tℓ =
˜
YνY
†
ν −˜YeY †e , Tq = ˜YνY †ν −˜YeY †e , kℓ = ‖˜YνY †ν − ˜YeY †e ‖KS =
(TrT 2ℓ )
1/2, and kq = ‖˜YuY †u − ˜YdY †d ‖KS = (TrT 2q )1/2, together with Moij , Aoi ,
etc., is an orthonormal basis of AˆF + Jˆ 1DF for the Krein-Schmidt product.
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B Computation of (Jˆ 1F )ext
A general element of AˆextF is of the form
b = [
(
zν 0
0 ze
)
⊕
(
mu 0
0 md
)
, α⊕β,
(
zν¯ 0
0 ze¯
)
⊕
(
mu¯ 0
0 md¯
)
, γ⊕δ]⊗1N (170)
where now zν, ze, zν¯, ze¯ are four independent complex numbers. Hence AˆextF =
AˆF⊕CpνR¯⊕CpeR¯ , though the decomposition AˆextF = AˆF⊕Cpν¯⊕Cpe¯, with pν¯ =
[0, 0,
(
1 0
0 0
)
⊕0,
(
1 0
0 0
)
⊕0]⊗1N and pe¯ = [0, 0,
(
0 0
0 1
)
⊕0,
(
0 0
0 1
)
⊕0]⊗1N
will be more useful in the sequel.
Repeating the calculation (155) with now b, b′ ∈ AˆextF , we find
b′[DF , b] =


0 b′R[DF , b]RL b
′
R[DF , b]RR¯ 0
b′L[DF , b]LR 0 0 0
b′¯
R
[DF , b]R¯R 0 0 b
′¯
R
[DF , b]R¯L¯
0 0 b′¯
L
[DF , b]L¯R¯ 0

 (171)
with
b′R[DF , b]RL = Y
†
ℓ
(
z′ν 0
0 z′e
)[(
zν 0
0 ze
)
− α
]
⊕ Y †q
(
m′u 0
0 m′d
)[(
mu 0
0 md
)
− β
]
b′L[DF , b]LR = α
′
[(
zν 0
0 ze
)
− α
]
Yℓ ⊕ β′
[(
mu 0
0 md
)
− β
]
Yq
b′¯R[DF , b]R¯L¯ = Y
T
ℓ
(
z′ν¯ 0
0 z′e¯
)[(
zν¯ 0
0 ze¯
)
− γ
]
⊕ Y Tq
(
m′u¯ 0
0 m′¯
d
)[(
mu¯ 0
0 md¯
)
− δ
]
b′¯L[DF , b]L¯R¯ = γ
′
[(
zν¯ 0
0 ze¯
)
− γ
]
Y ∗ℓ ⊕ δ′
[(
mu¯ 0
0 md¯
)
− δ
]
Y ∗q
b′R[DF , b]RR¯ = sz
′
ν(zν¯ − zν)M †0 ⊕ 0
b′¯R[DF , b]R¯R = z
′
ν¯(zν − zν¯)M0 ⊕ 0 (172)
Hence we see that
(Ωˆ1F )
ext =


0 Y †ℓ M2(C)⊕ Y †q M6(C) CM †0 0
M2(C)Yℓ ⊕M6(C)Yq 0 0 0
CM0 0 0 Y
T
ℓ M2(C)⊕ Y Tq M6(C)
0 0 M2(C)Y
∗
ℓ ⊕M6(C)Y ∗q 0


(173)
We notice that [DF , pe¯] = 0 and [DF , pν¯ ] =


0 0 M † 0
0 0 0 0
−M 0 0 0
0 0 0 0

, and from
(157) and (170) we get AˆextF Ωˆ1F = Ωˆ1F . Let a′, b′ ∈ AˆextF . Using AˆextF = AˆF ⊕
Cpν¯ ⊕ Cpe¯, we write b′ = b+ zpν¯ + wpe¯, so that
a′[DF , b′] = a′[DF , b+ zpν¯ + wpe¯]
= a′[DF , b] + a′[DF , zpν¯]
and we thus obtain (Ωˆ1F )
ext = Ωˆ1F ⊕ Ω1σ.
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Let us compute the finite junk 2-forms. With obvious notations let us con-
sider a vanishing sum
0 =
∑
i
a′i[DF , bi + zipν¯ + wipe¯] =
∑
i
a′i[DF , bi] + a
′
i[DF , zipν¯ ]
∈ Ωˆ1F ⊕ Ω1σ
with a′i ∈ AˆextF and bi ∈ AˆF . Since the two terms must vanish, the bimodule of
junk 2-forms is the direct sum of two types of elements:
1. ρ1 =
∑
[DF , a
′
i][DF , bi] with
∑
a′i[DF , bi] = 0,
2. ρ2 =
∑
[DF , a
′
i][DF , zipν¯ ], with
∑
a′i[DF , zipν¯ ] = 0,
An element of the first type is of the form Φ + Φ′, where Φ is
Φ = diag(ΦℓRR ⊕ ΦqRR,ΦℓLL ⊕ ΦqLL,ΦℓR¯R¯ ⊕ ΦqR¯R¯,ΦℓL¯L¯ ⊕ Φ
q
L¯L¯
) (174)
as in (158), except that the complex numbers on the particle and anti-particle
blocks are now independent, and
Φ′ =
∑
i


0 0 0 [D, a′i]RR¯[D, bi]R¯L¯
0 0 0 0
0 [D, a′i]R¯R[D, bi]RL 0 0
0 0 0 0

 (175)
The analysis of the Φ part stays the same as before: some complex numbers
are now independent but since they were never used together, nothing changes.
The components of the Φ′ part are
[DF , a
′
i]RR¯[DF , bi]R¯L¯ = sM
†
0Y
T
ℓ
∑
i
(
(ziν¯)
′ − (ziν)′ 0
0 (zie¯)
′ − (zie)′
)[(
ziν 0
0 (zie)
∗
)
− γi
]
[D, a′i]R¯R[D, bi]RL = −M0Y †ℓ
∑
i
(
(ziν¯)
′ − (ziν)′ 0
0 (zie¯)
′ − (zie)′
)[(
ziν 0
0 zie
)
− αi
]
submitted to the conditions
∑
i
(
ziν¯
′
0
0 zie¯
′
)[(
ziν 0
0 (zie)
∗
)
− γi
]
= 0
∑
i
γi
′
[(
ziν 0
0 (zie)
∗
)
− γi
]
= 0 (176)
We finally find that Φ′ has the form
Φ′ =


0 0 0 M †0Y
T
ℓ γ1
0 0 0 0
0 M0Y
†
ℓ γ2 0 0
0 0 0 0

 (177)
where γ1, γ2 ∈ M2(C) are arbitrary (this can be seen for instance by taking
special elements of the form [DF , a
′][DF , b] with a′ = [
(
z′ν 0
0 z′e
)
⊕ 0, 0, 0, 0]
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and b = [0, 0, 0, γ ⊕ 0]). Let us now look at the elements of the second type.
Writing the C4 factor of AˆextF in the form Cν ⊕Ce ⊕Cν¯ ⊕Ce¯, let us write (ziν)′
and (ziν¯)
′ the coordinates of a′i in the Cν and Cν¯ factors, respectively. The
condition
∑
a′i[DF , zipν¯ ] = 0 is the equivalent to
∑
i(z
i
ν)
′zi =
∑
i(z
i
ν¯)
′zi = 0.
The corresponding element ρ2 is
ρ2 =
∑


−[DF , a′i]RR¯ziM0 0 0 0
0 0 [DF , a
′
i]LRziM
†
0 0
0 0 [DF , a
′
i]R¯RziM
†
0 0
−[DF , a′i]L¯R¯ziM0 0 0 0

 (178)
with
−[DF , a′i]RR¯ziM0 = −
∑
((ziν¯)
′ − (ziν)′)ziM †0M0 = 0
[DF , a
′
i]R¯RziM
†
0 =
∑
((ziν)
′ − (ziν¯)′)ziM0M †0 = 0
[DF , a
′
i]LRziM
†
0 =
∑[
Yℓ
(
(ziν)
′ 0
0 (zie)
′
)
− α′iYℓ
]
ziM
†
0 = −
∑
α′iziYℓM
†
0
−[DF , a′i]L¯R¯ziM0 = −
∑[
Y ∗ℓ
(
(ziν¯)
′ 0
0 (zie¯)
′
)
− γ′iY ∗ℓ
]
ziM0 = −
∑
γ′iziY
∗
ℓ M0
(179)
Thus, ρ2 has the form
ρ2 =


0 0 0 0
0 0 α1YℓM
†
0 0
0 0 0 0
α2Y
∗
ℓ M0 0 0 0

 (180)
where α1, α2 are any 2 × 2 matrices (whose first columns only count). Hence
the junk 2-forms of AˆextF are the junk 2-forms of AˆF plus an extra antidiagonal
part of the form:
Φ′ + ρ2 =


0 0 0 M †0Y
T
ℓ γ1
0 0 α1YℓM
†
0 0
0 M0Y
†
ℓ γ2 0 0
α2Y
∗
ℓ M0 0 0 0

 (181)
We callM the module (isomorphic toM2(C)4) of these antidiagonal junk forms.
With this notation, the total junk 2-forms of Bˆext are functions with values in
AˆextF + Jˆ 1F +M, that is, with values of the form
[
(
zν 0
0 ze
)
⊗ 1N ⊕
(
mu 0
0 md
)
⊗ 1N , (α⊗ 1N + α′ ⊗ (YνY †ν − YeY †e ))⊕ (β ⊗ 1N + β′ ⊗ (YuY †u − YdY †d )),(
zν¯ 0
0 ze¯
)
⊗ 1N ⊕
(
mu¯ 0
0 md¯
)
⊗ 1N , (γ ⊗ 1N + γ′ ⊗ (Y ∗ν Y Tν − Y ∗e Y Te ))⊕ (δ ⊗ 1N + δ′ ⊗ (Y ∗u Y Tu − Y ∗d Y Td )](182)
plus an additional antidiagonal part. The basis is changed accordingly, and we
obtain
Lemma 4 The family consisting of
1. Zi =
1√
N
diag(λi ⊕ 0, 0, 0, 0)⊗ 1N ,
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2. Mij =
1√
N
diag(0⊕ λi ⊗ βj ⊗ 1N , 0, 0, 0),
3. Ai =
1√
N
diag(0, αi ⊗ 1N ⊕ 0, 0, 0)
4. Bij =
1√
N
diag(0, 0⊕ αi ⊗ βj ⊗ 1N , 0, 0),
5. A′i =
1
kℓ
diag(0, αi ⊗ Tℓ ⊕ 0, 0, 0),
6. B′ij =
1
kq
diag(0, 0⊕ αi ⊗ βj ⊗ Tq, 0, 0),
together with Zoi ,M
o
ij , A
o
i , etc., is an orthonormal basis of AˆextF + Jˆ 1F for the
Krein-Schmidt product.
Note that the antidiagonal part is orthogonal to AˆextF + Jˆ 1F and its basis will
not matter.
Remark If s = −1 the Krein-Schmidt product is positive definite on matrices which
have a diagonal + antidiagonal form, hence on AˆextF + Jˆ
1
F
ext
. If s = 1 it has neutral
signature on these matrices. In both cases the Krein-Schmidt is non-degenerate on
AˆextF + Jˆ
1
F
ext
as required.
C Projection of the Higgs and σ-curvature
We first compute the finite curvature of Φ(q′). For this, we remark that we can
write
Φ(q′) = πextF (1, 0, 0, 0)[DF , πF (0, (q
′)†, 0, 0)]+πextF (0, 1, 0, 0)[DF , π
ext
F (0,−q′, 0, 0)]
(183)
We infer from this the finite differential:
dDFΦ(q
′) = [DF , πextF (1, 0, 0, 0)][DF , π
ext
F (0, (q
′)†, 0, 0)] + [DF , πextF (0, 1, 0, 0)][DF , π
ext
F (0,−q′, 0, 0)]
=


−Y †0 (q˜′ + q˜′
†
)Y0 0 0 0
0 −Y0Y †0 (q˜′ + q˜′
†
) 0 0
0 −M0Y †ℓ q˜′
†
0 0
0 0 0 0


= −2Re(q′)[Y †0 Y0, Y0Y †0 , 0, 0] + junk (184)
Now we also have
Φ(q′)2 = −[Y †0 q˜′
†
q˜′Y0, q˜′Y0Y
†
0 q˜
′†, 0, 0]
= −|q′|2[Y †0 Y0, Y0Y †0 , 0, 0] + junk (185)
where in the last line we have used the following trick: q′q′† − |q′|212 = 0 ⇒
[0, q˜′Y0Y
†
0 q˜
′†−Y0Y †0 q˜′q˜′
†
, 0, 0] ∈ (Jˆ 1DF )ext, from (163) and (164). We thus obtain
ρHiggs = −(|q|2 − 1)2[Y †0 Y0, Y0Y †0 , 0, 0] := −(|q|2 − 1)2φ (186)
We compute P (φ) by the formula P (φ) = φ−∑i(ei, φ)Rei, where ei runs through
the basis of lemma 4, and (., .)R is the real Krein-Schmidt product which is a
scalar product in restriction to block-diagonal matrices. We find:
P (φ) = φ− [ 1√
N
(TrYνY
†
ν )Z1 +
1√
N
(TrYeY
†
e )Z3 +
√
3
N
Tr(YuY
†
u )M11
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+√
3
N
Tr(YdY
†
d )M31 +
1√
2N
Tr(YνY
†
ν + YeY
†
e )A1 +
1√
2N
Tr(YνY
†
ν − YeY †e )A2
+
√
3
2N
Tr(YuY
†
u + YdY
†
d )B11 +
√
3
2N
Tr(YuY
†
u − YdY †d )B21
+
1
kℓ
√
2
(YνY
†
ν + YeY
†
e , Tℓ)RA
′
1 +
1
kℓ
√
2
(YνY
†
ν − YeY †e , Tℓ)RA′2
+
1
kq
√
3
2N
(YuY
†
u + YdY
†
d , Tq)RB
′
11 +
1
kq
√
3
2N
(YuY
†
u − YdY †d , Tq)RB′21
]
Replacing the basis element with their expression, we find that
P (ρHiggs) = −(|q|2 − 1)2[C1, C2, 0, 0] (187)
where
C1 =

˜Y †ν Yν 0
0
˜
Y †e Ye

⊕ 13 ⊗

˜Y †uYu 0
0
˜
Y †d Yd


C2 =

˜YνY †ν − 1k2ℓ (Tℓ, YνY †ν )RTℓ 0
0
˜
YeY
†
e − 1k2
ℓ
(Tℓ, YeY
†
e )RTℓ


⊕13 ⊗

˜YuY †u − 1k2q (Tq, YuY †u )RTq 0
0
˜
YdY
†
d − 1k2q (Tq, YdY
†
d )RTq

(188)
Let us now calculate the projection of ρσ. To compute the finite differential of
σ(z), we use the decomposition13 (see (85)):
σ(x+ iy) =
1
2
(xtB−L[DF , tB−L]− y[DF , tB−L]) (189)
Thus
ρσ =
1
2
x[DF , tB−L]2 + σ(z′)2
= s(|z|2 − 1)
[
M †0M0 ⊕ 0, 0,M0M †0 ⊕ 0, 0
]
= s(|z|2 − 1)
[(
m†0m0 0
0 0
)
⊕ 0, 0,
(
m0m
†
0 0
0 0
)
⊕ 0, 0
]
(190)
which is remarkably similar to the Higgs curvature. The projection is easy to
calculate, as this matrix is orthogonal to every basis element except Z1 and Z
o
1 .
It just remove the trace of M †0M0 and M0M
†
0 . We thus have:
P (ρσ) = s(|z|2 − 1)
[(
˜
m†0m0 0
0 0
)
⊕ 0, 0,
(
˜
m0m
†
0 0
0 0
)
⊕ 0, 0
]
:= s(|z|2 − 1)[D1, 0, D∗1 , 0] (191)
where we have used (m†0m0)
∗ = mT0m
∗
0 = sm0m
∗
0 = m0m
†
0. The last computa-
tion we need is the Krein-Schmidt norm of the projection of the curvature. We
have:
ReTr(P (ρHiggs + ρ
o
Higgs + ρσ)
2) = ReTr(−(|q|2 − 1)[C1, C2, C∗1 , C∗2 ]
13Note that this decomposition is meaningful in Ωˆ1ext only.
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+s(|z|2 − 1)[D1, 0, D1, 0])2)
= (|q|2 − 1)2ReTr(C21 + C22 + (C∗1 )2 + (C∗2 )2)
+(|z|2 − 1)2ReTr(D21 + (D∗1)2)
−2s(|z|2 − 1)(|q|2 − 1)ReTr(C1D1 + C∗1D∗1)
= 2(|q|2 − 1)2Tr(C21 + C22 ) + 2(|z|2 − 1)2Tr(D21)
−4s(|z|2 − 1)(|q|2 − 1)ReTr(C1D1)
:= 2V0(|q|2 − 1)2 + 2W0(|z|2 − 1)2 − 4sK(|z|2 − 1)(|q|2 − 1)
(192)
One then obtains
V0 = Tr(C
2
1 + C
2
2 )
= ‖˜YνY †ν ‖2 + ‖˜YeY †e ‖2 + 3‖˜YuY †u ‖2 + 3‖˜YdY †d ‖2
+2
‖˜YνY †ν ‖2‖˜YeY †e ‖2
‖˜YνY †ν −˜YeY †e ‖2
sin2(θℓ) + 6
‖˜YuY †u ‖2‖˜YdY †d ‖2
‖˜YuY †u −˜YdY †d ‖2
sin2(θq)
W0 = Tr(D
2
1) = ‖˜m0m†0‖2
K = ReTr(C1D1) = ReTr(
˜
Y †ν Yν
˜
m†0m0) (193)
where the angles θℓ and θq are defined up to sign by
(
˜
YνY
†
ν ,
˜
YeY
†
e )R = ‖˜YνY †ν ‖‖˜YeY †e ‖ cos(θℓ)
(
˜
YuY
†
u ,
˜
YdY
†
d )R = ‖˜YuY †u ‖‖˜YdY †d ‖ cos(θq). (194)
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