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Modern data collection in bioinformatics and other big-data paradigms often incorporates
traits derived from multiple different points of view of the observations. We call this data
multi-view data or multi-block data. The emergent field of data integration develops and applies
new methods for studying multi-block data and identifying how different data blocks relate and
differ. One major frontier in contemporary data integration research is methodology that can
identify partially-shared structure between sub-collections of data blocks. This thesis presents
our method for locating partially-shared structure among multi-block data: Data Integration Via
Analysis of Subspaces (DIVAS). DIVAS combines new insights in angular subspace perturbation
theory with recent developments in matrix signal processing and convex-concave optimization
into one algorithm for parsing partially-shared structure.
An ever-present yet under-examined aspect of statistical analysis, integrative or otherwise,
is data matrix centering. We find that additional forms of centering can produce novel modes of
variation in functional data analysis (FDA) or data integration. We propose a unified framework
and new terminology for centering operations. We clearly demonstrate the intuition behind
and consequences of each centering choice with informative graphics. We also propose a new
direction energy hypothesis test as part of a series of diagnostics for determining which choice
of centering is best for a data set.
Both DIVAS and additional centerings are illustrated throughout using multi-block data
sets concerning cancer genomics and 20th century mortality.
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Rarely does data come from a single experiment, source, or process in modern settings. More
often a single group of subjects are observed across multiple views or data blocks, each with their
own trait sets (variables) and methodologies. We call data collected this way multi-block data.
Some data analysis approaches use multiple data blocks of observations as a single set of traits
in a single black box model, but these approaches ignore idiosyncrasies between the views and
don’t attempt to understand which information comes from which data block. We specifically
aim to parse multi-block data into distinct components shared between subcollections of the
data blocks. Most methods with similar goals distinguish “joint” structure shared between
all views and the leftover “individual” structure in each separate view. This thesis presents a
new method, dubbed Data Integration Via Analysis of Subspaces (DIVAS), which incorporates
state-of-the-art advances in matrix perturbation theory to provide insights about both shared
and partially-shared joint structure between several data blocks.
Chapter 2 explores the practice of data matrix centering in modern statistical analysis.
Centering is a crucial part of preprocessing in almost every modern integrative method, so we
feel the topic deserves more attention than it may first appear to warrant. We present detailed
graphics describing the effects of different forms of centering, propose a nonparametric hypothesis
test for determining when additional centering is warranted, and highlight the importance of
considering centering in data integration tasks specifically via analyses of synthetic data and
real data examples using partial least squares (PLS).
Chapter 3 presents the technical details of the methodology for DIVAS. We derive bounds
on angles between perturbed subspaces to serve as the basis for an algorithm for locating shared
and partially-shared structure between multiple data blocks. We describe a novel rotational
bootstrap procedure for estimating angle bounds, detail how the method’s optimization procedure
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incorporates information from both the data objects and traits of each data block, and propose
diagnostic measurements and graphics to evaluate the resulting decomposition from DIVAS.
Chapter 4 discusses two current problems in matrix non-signal component estimation. Before
signal can be extracted from a noisy data matrix, the background noise level must first be
estimated. We evaluate two background noise level estimators in scenarios with moderately
large amounts of signal. We also identify shortcomings of näıve estimates of non-signal residual
matrices after signal is extracted from a data matrix. DIVAS relies on sensible estimators of
the residual matrix for the rotational bootstrap, so we explore several alternative methods for
estimating the non-signal component of a data matrix.
Chapter 5 contains analyses of two four-block data sets with DIVAS. The first is a collection
of data on 20th century mortality rates for men and women in Switzerland and Spain. We use
DIVAS to find common patterns across countries and genders over the course of the last 113
years. The second is a collection of genomic observations of breast cancer patients. We use
DIVAS to confirm biological assumptions and search for new genetic markers for identifying
subtypes of breast cancer.
1.1 Literature Review
A time-honored multi-block data analysis method is Canonical Correlations Analysis (CCA),
first proposed in (Hotelling, 1936). Given two blocks of data X(d1 × n) and Y(d2 × n), CCA
seeks to find the d1-dimensional unit vector a and the d2-dimensional unit vector b which
maximize the correlation between the projections aTX and bTY. The pair of derived traits
aTX and bTY are called the first pair of canonical variables of X and Y. CCA can then
search for subsequent pairs of canonical variables in an appropriately orthogonal fashion. The
fundamental ideas of CCA have been thoroughly extended to function in more general settings.
In (Kettenring, 1971) the author introduces generalized CCA, a procedure for locating sets of
canonical variables between more than two data blocks. Recently some have experimented with
a kernel method for CCA, as in (Akaho, 2007). The introduction of kernel transformations
enables the detection of more broad associations between the data blocks, whereas the original
is based on correlation which is solely a measurement of linear association. Furthermore, CCA
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is often included as a component of a larger machine learning method. In SVM-2K (Farquhar
et al., 2005), CCA is used for dimension-reduction before using the support vector machine
(SVM) classification algorithm on each block. In fact the authors combine the CCA and SVM
optimizations into a single, global step.
In the context of machine learning, methods like CCA are termed multi-view methods. Multi-
view learning broadly includes methods like co-training for semi-supervised learning (Blum
and Mitchell, 1998), the aforementioned SVM-2K (Farquhar et al., 2005), subspace learning
(White et al., 2012), and other multi-view extensions of many other common machine learning
paradigms such as active learning and ensemble learning. See (Sun, 2013) and (Xu et al., 2013)
for more details on these extensions.
Any CCA-based method is ultimately focused on finding jointly shared structure between
each available block or view of the data. Oftentimes, given low-rank approximations of each
data block we are instead interested in a full factorization of the signal present in each block
into a joint component shared between all blocks and an individual component unique to each
block. One algorithm that produces such a factorization is Joint and Individual Variation
Explained (JIVE) (Lock et al., 2013). After initially choosing a signal rank for each data matrix
using a permutation testing approach, the algorithm seeks to minimize residual energy by
alternating between determining joint structure and individual structure. Broadly the algorithm
accomplishes its goal, but the optimization problem can proceed quite slowly and there is no
underlying justification for the chosen boundary between joint and individual structure beyond
whatever particular factorization is determined by the algorithm.
An extension of JIVE, dubbed Angle-Based JIVE (AJIVE) (Feng et al., 2018), was proposed
to address the above shortcomings. Selection of joint structure happens in a quick, single step
based on principal angle analysis (see Section 1.2.2) and the delineation between joint and
individual structure is based on a bound on the angles between original and perturbed subspaces
found in Wedin (1972). Initial rank selection, however, is performed manually in a separate
initial step, and as described in Feng et al. (2018) the perturbation angle bounds used can
become extremely conservative under rank mis-specification. Additionally, neither JIVE nor
AJIVE consider partially-shared joint structure between subsets of blocks.
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Decomposition of data blocks into partially-shared joint structure components is one of
the primary frontiers in contemporary data integration research. Two early approaches to
the problem, (Gaynanova and Li, 2019) and (Zhao et al., 2016), both model partially-shared
information via structured sparsity in a basis matrix for the concatenated data blocks. The data
is then fit to the model set forth by the chosen structured sparsity. Gaynanova and Li (2019)
determine sparse structure via bi-cross-validation, while Zhao et al. (2016) determine sparse
structure via a collection of Bayesian priors. Our method locates partially-shared structure
through a distinct workflow based on the subspaces spanned by each data block. Information
from each block is used in a sequential search for partially-shared structure between each possible
subset of data blocks. We achieve computational efficiency by only checking each block subset
once for shared structure rather than having to predetermine all of the block subsets with
potential structure.
Another recent pursuit in data integration research is more complete incorporation of
information about loadings, as defined in principal component analysis (PCA), from the data
blocks. In most cases the data blocks share the same number of observations n, so integrative
analysis often takes place primarily in Rn, score space, with corresponding information about the
contributions of certain traits to the shared structure being determined subsequently. In many
cases, information about the contributing traits is just as pertinent as the shared structure itself,
including if data blocks are bi-dimensionally linked as in (Lock et al., 2020) or bi-dimensionally
matched as in (Yuan and Gaynanova, 2021). Bioinformatics data sets often fall into one of the
two aforementioned categories, and even in the simpler case of uni-dimensionally matched data
blocks, the traits of each block typically represeted measurements of particular genes and the
primary goal is to identify genes or other biological factors that contribute to patterns observed
across the data blocks. The above papers each propose their own method for incorporating trait
information in the situations where the data blocks are appropriately matched and/or linked.
Another methodology found in (Shu and Qu, 2021) attempts to incorporate trait information for
uni-dimensionally matched data blocks, but it relies on a computationally-taxing row-matching
algorithm as part of its procedure and the method cannot parse partially-shared joint structure.
Our method utilizes subspace perturbation theory that applies in both the score spaces and
loadings spaces of uni-dimensionally matched data blocks, so it naturally incorporates loadings
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space information throughout the algorithm even in cases where traits are not matched across
data blocks.
1.2 Review of Random Matrix Theory
1.2.1 Marchenko-Pastur Theory
The classical result from (Marchenko and Pastur, 1967) on the distribution of the eigenvalues
of random matrices, as defined in the next paragraph, plays a key role in recently proposed
adaptive signal matrix extraction procedures. We restate their result here.
Let E be a d × n random matrix. The entries of E are independent and identically




T and let λ1, . . . , λd denote the eigenvalues of Σn. Consider the empirical measure
µd(A) =
1
d#{λj ∈ A}, A ⊂ R representing the empirical distribution of the eigenvalues of Σn
as random variables themselves. Define an indicator fuction I{K} for a given condition K as a
function that returns 1 when condition K is satisfied and returns 0 otherwise.
Theorem 1.1 (Marchenko and Pastur (1967)). If d, n→∞ such that dn → β ∈ (0,+∞), then




















1λ=0 β > 1
(1.1)


















If d < n, then β < 1 for E and Σn is rank d. In this case, since Σn is full-rank, all eigenvalues
are nonzero, and in fact fall between σ2(1 −
√
β)2 and σ2(1 +
√
β)2. The Marchenko-Pastur
density curve for β = 0.1 and σ2 = 1 is shown in Figure 1.1.
5
Figure 1.1: Marchenko-Pastur Density for β = 0.1 and σ2 = 1. As β approaches 0, the shape of
the density approaches a semicircle centered around 1.
Alternatively, if d > n, then β > 1 for E and Σn is rank n. In this case Σn is not full rank
so the eigenvalues λn+1 . . . λd are all 0. In cases where β > 1 the Marchenko-Pastur density is
therefore a mixture between a point mass of 1− 1β at zero and a continuous portion bounded
between σ2(1 −
√
β)2 and σ2(1 +
√
β)2 with total area 1β . The density curve for β = 10 and
σ2 = 1 is shown in Figure 1.2.
We wish to leverage the results of Theorem 1.1 to establish a similar limiting distribution for
the singular values of E. However, the distribution of the eigenvalues of the sample covariance
matrix of E (d × n) is different from that of ET (n × d) even though the non-zero singular
values of E and ET are identical. In order for the non-zero singular values ν1, . . . , νd∧n to
correspond to the square roots of the non-zero sample covariance matrix eigenvalues λ1, . . . , λd∧n
the eigenvalues must come from a full-rank matrix. The full-rank covariance matrix will be
1
nEE
T if d < n and it will be 1dE
TE if n < d. Note that we always scale the covariance matrix by
the number of columns in what we treat as the original matrix. After a Jacobian transformation
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Figure 1.2: Left: Marchenko-Pastur Density for β = 10 and σ2 = 1. Right: Continuous portion
of the density. The contiuous portion of the density has the same overall shape as the density in
Figure 1.1. As β approaches infinity, the shape of the continuous portion approaches a semicircle
with a center trending towards infinity and an area approaching 0.


















Since the association between singular values and sample covariance matrix eigenvalues
ν2i = λi only holds for the full-rank covariance matrix, β must fall in the interval (0, 1] for the
singular value distribution. Understanding this distribution enables detection of singular values
that fall outside the expected behavior of purely random singular values.
1.2.2 Principal Angle Analysis
The following review is based on the survey paper (Zhua and Knyazev, 2012). We can
consider the principal angles between two subspaces X and Y in Rn through singular value
decomposition. Let WX and WY be orthonormal bases for X and Y respectively. Then the
singular value decomposition of WTXWY finds both the principal angles between X and Y and
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the corresponding principal vectors. The jth pair of principal vectors have an angle between
them equal to the jth principal angle. Write the singular value decomposition of WTXWY as
WTXWY = UDV
T , where U and V are orthonormal matrices containing the principal vectors
of X and Y respectively, and D is a diagonal matrix. The inverse cosines of the nonzero entries
of D give the principal angles between X and Y , and in particular the angles between each pair
of corresponding principal vectors. This perspective also demonstrates the result of principal
angle analysis when the dimensions of X and Y differ. Let the dimensions of X and Y be p and
q respectively, with p < q. In this case some of the singular values will be zero as the matrix
WTXWY is non-square, and the inverse cosine of zero is 90
◦. If p < q, the principal angles
θp+1 . . . θq are all 90
◦.
Furthermore, this perspective demonstrates that principal angle analysis is orthogonally
invariant. The principal angles between X and Y will be identical to the principal angles between
OX and OY, where O is an orthogonal matrix and OX = {Ox|x ∈ X}. The matrices OWX
and OWY represent orthonormal bases for OX and OY , so the principal angle structure between
the two rotated subspaces is found by taking a singular value decomposition of WTXO
TOWY ,




Many data processing pipelines involve transformations such as centering : the subtraction
of the mean of a set of values resulting in the transformed data having 0 mean. Despite the
pervasiveness of such transformations, there are surprising misunderstandings concerning their
meaning and implications. In this chapter we present a survey of the effects of different forms
of centering on a data matrix and the consequences of those effects within widely-used data
analysis methods. We first seek to disambiguate the terminology used to discuss centering
colloquially by putting forth a carefully-considered nomenclature framework. With a unified
lexical understanding we discuss the geometric effects of each centering in all relevant vector
spaces. We find overall that new and more complete data insights are available via a new
mode of variation derived from non-standard centering. The case studies and hypothesis tests
presented in this chapter provide a blueprint for how to determine which centering to ultimately
opt for in new analyses. This material follows arguments and examples from (Prothero et al.,
2021).
In Functional Data Analysis (FDA), data are commonly organized in a d× n matrix with
one of rows or columns considered as curves. In this thesis, we follow the convention in (Marron
and Alonso, 2014) of columns representing those curves. We refer to each d-dimensional column
vector as a data object (i.e. experimental unit, data point, observation, case). This terminology
appropriately reflects the full generality of the kinds of data collected and stored in matrix form
in modern settings. We refer to each n-dimensional row vector as a trait (i.e. feature, variable).
While this term is non-standard, it avoids potential ambiguity in using the more popular term
”feature.” In some areas of data science, ”feature vector” refers to what are called data objects
here. Because vectors along both dimensions of data matrices are critical to our discussion,
we need an appropriately distinct name for each. As one of the main goals of this chapter is
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disambiguating the terminology surrounding centering, we prefer the term ”trait vector” to
represent the vectors in the dimension opposite the data objects.
Some researchers and software packages opt for the transpose of our convention: using
columns as traits and rows as data objects. In fact, the legacy of structural limitations of data
analysis software reverberates through our choices of matrix orientation to this day. Many tools
placed stricter limits on the number of columns a data table could have, mirroring mathematical
preferences for ”long and skinny” matrices. Most fields during this time period analyzed data
with many more objects than traits, so data was typically entered and stored such that objects
were rows and traits were columns. Bioinformatics and related fields were in the opposite
position and often collected data on a very large number of traits from a relatively small group
of objects. This led to data matrices being stored with the opposite orientation: data objects
as columns and traits as rows. We follow the bioinformatics convention here. An agreement
as to whether rows or columns are data objects is important to facilitate discussion of data
analysis between fields. As we’ll see shortly, ambiguity in matrix orientation choice has an
acutely confounding effect when discussing centering choices.
A time-honored, broadly-used tool in FDA is principal component analysis (PCA). PCA
decomposes the data into modes of variation about the mean of the data objects. These modes
can be calculated from an eigenanalysis of the covariance matrix of the data. To construct the
covariance matrix one must first center the data matrix such that the data objects have a mean
vector of 0. While this choice of centering is very natural, it is unclear whether it should be
called ”column centering” or ”row centering” regardless of matrix orientation convention. In
our convention one might first consider this a vector operation and call it ”column centering”.
However, the operation is equivalent to finding the mean value of each trait row vector and
subtracting it from each of that trait row vector’s entries. From this perspective the operation
could be called ”row centering” as the entries of each row have mean zero after the operation.
In the other matrix orientation convention, the same could be said of ”column centering.” We
propose new terminology specifically aimed at avoiding this sort of ambiguity. As this translation
of the data objects in Rd (data object space) such that they are centered at the origin is an
important effect of this centering operation, we will refer to this operation as object centering
a data matrix. Referring to the intended target of the centering (object vs trait) as opposed
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to the matrix dimension (column vs row) clarifies the intended meaning while also unifying
terminology regardless of choice of matrix orientation.
Including object centering the matrix, there are in fact four total centerings available besides
leaving the matrix uncentered.
 Trait centering is the dual operation to object centering. From a vector point of view, the
trait vectors are translated in Rn such that their mean vector is at the origin. As a result,
the entries of each individual data object have a mean of 0.
 Grand mean centering finds the mean of all entries of the data matrix (the grand mean)
and subtracts that value from each entry.
 Double centering is the result of performing object centering followed by trait centering
(or vice versa, the operations commute) on the matrix. The resulting matrix has all the
properties of both object-centered matrices and trait-centered matrices.
(Zhang et al., 2007) examine the effects of each centering on the quality of low-rank matrix
approximations. Here our purpose is more focused on the interpretability and insights from the
data gained or lost by using these different forms of centering in statistical analyses. Notably,
that manuscript opts for the ambiguous convention of referring to different centerings according
to matrix dimension (”row” and ”column”) rather than according to the goal of the centering
operation. We submit that our nomenclature allows for clearer explorations of these kinds of
topics.
Figures 2.1-2.4 visually explore the centerings listed above through different points of view
of a common synthetic data set. The synthetic data matrix is 50× 25; we display its contents
in Figure 2.1. The left panel shows a heatmap view of the data matrix. In a heatmap view,
the numerical value of each entry is encoded as a color, with hue indicating a positive (blue)
or negative (red) entry and saturation indicating magnitude. The heatmap reveals strong
patterns across both the traits and the data objects. We alternatively display these patterns
with functional data views of both the data objects and the traits in the center and right panels
respectively. The data objects (heatmap columns, center panel curves) are a bundle of distorted
and vertically shifted cubic functions with a cubic function mean (center panel green dashed
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line). The traits (heatmap rows, right panel curves) are a bundle of distorted linear functions
with a linear function mean (right panel green dashed line). Curve height in the center & right
panels corresponds with pixel color in the heatmap.
Figure 2.1: Heatmap (left) and functional data (center, right) views of synthetic data example.
Heatmap shows a clear undulating pattern. Data object functions are distorted cubic functions
and trait functions are distorted linear functions. Green dashed lines are mean curves.
In subsequent views of this data we will perform three of the four centerings on the original
matrix and examine the changes in the visual patterns of the data matrix. Each view will
substantially and uniquely alter which aspects of the data are prominent and which are hidden.
We omit grand mean centering as it amounts to a simple modification of the heatmap colors
and a vertical shift of the curves in the functional data plots.
We first perform object centering, with results shown in Figure 2.2. The center panel now
shows a series of vertical shifts and amplitude scalings of a sine wave as the cubic structure was
removed with the object mean (green dashed line in center panel of Figure 2.1). The right panel
shows a strong vertical shift of each of the trait curves, bringing them together around their
linear function mean. The heatmap in the left panel is now dominated by the linear effect in
each row. We have kept the heatmap color saturation scale and vertical axes in the center &
right panel identical to those in Figure 2.1 for effective comparison.
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Figure 2.2: Heatmap and functional data view of object-centered synthetic data example. Cubic
effect in data objects is removed and linear effect now dominates. Columns are now shifted and
scaled low-amplitude sine waves.
Next we examine the effects of trait centering. As this is the dual operation to object
centering, Figure 2.3 displays effects dual to those from Figure 2.2. The right panel now shows a
series of vertically shifted waves as the sloped linear structure was removed with the trait mean.
The center panel shows a strong vertical shift of each of the data object curves, bringing them
together around their cubic function mean. The heatmap in the left panel is now dominated
by the cubic effect in each column, with some columns containing small, higher-frequency
oscillations reflecting the sine wave distortion that was hard to see in Figure 2.1. Once again,
this figure uses the same scalings as those in Figure 2.1.
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Figure 2.3: Heatmap and functional data view of trait-centered synthetic data example. Linear
effect in traits is removed to reveal another small-scale wave effect. Heatmap generally driven
by cubic structure in data objects (columns) with faint additional patterns due to underlying
sine waves.
Finally, we perform double centering, which will remove both the cubic function mean
among the data objects as well as the linear function mean among the traits. In Figure 2.4, the
residual curves along both dimensions are pure sine waves, and the resulting heatmap in the left
panel shows a very clear planar wave pattern. This underlying mode of variation was obscured
in Figure 2.1 by the mean effects along either dimension. In this figure the curve plots use the
same vertical axes as Figures 2.1-2.3 but the color saturation scale of the heatmap is adjusted
because the pattern would appear too faint otherwise.
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Figure 2.4: Heatmap and functional data view of double-centered synthetic data example. Curve
bundles are clear sine waves along either dimension. Heatmap shows a clear planar wave pattern
due to the outer product of the sine waves along each dimension. Scale of the heatmap color
bar is changed to emphasize this subtle but meaningful effect.
The fundamental point is that each form of centering leads to a substantially different
interpretation of the prominent traits of the data matrix. The visual impression of the raw data
differs greatly from each of the centered versions. The distinct and interesting pattern that
remains in the double-centered data is largely hidden in views containing either the object mean
or the trait mean. An important premise of this chapter is that paying more attention to this
phenomenon can lead to improved insights from exploratory analysis. In particular, we propose
a new, insightful mode of variation based on the trait mean for FDA decompositions.
In Section 2.1, we will analyze mortality and genomic data sets under multiple centering
regimes to demonstrate the value of exploring non-standard centerings. In both cases we
find enhanced visual interpretability after additional centering operations. In Section 2.2 we
mathematically investigate the geometry of different forms of centering in the dual data object
and trait spaces. Combining insights from both of these analyses, in Section 2.3 we develop a
novel statistical test which determines whether a significant mean effect is lurking as a substantial
portion of a mode of variation. Finally, in Section 2.4, we examine how these lessons on centering
can be applied in a multi-block data integration context.
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2.1 FDA Case Studies
In FDA, the data objects are typically vectors representing digitized curves. As with other
kinds of data objects we’re interested in how the objects vary in the space they occupy. We can
use traditional tools like PCA and singular value decomposition (SVD) to discover informative
modes of variation in the data, and then use the functional interpretation of the data in question
to produce insightful visualization of those modes of variation. In the following subsections
we present functional data analyses of two data sets: a collection of mortality rates in Spain
during the 20th century and a cohort of base-pair level RNAseq observations. In both cases
we’ll examine the effects that different centering choices have on the visual interpretation of the
analysis.
2.1.1 Spanish Mortality
(Marron and Alonso, 2014) consider a data matrix containing mortality rates (proportion of
the population of a given age that died in a year) of Spanish males from 1908 to 2002. We are
interested in how mortality rates, as a function of age from 0 (birth) to 98, changed over this
time span. Hence, we will treat each year as a data object (column) and the mortality rates of
each age as a trait (row). We first conduct a classical FDA based on object centering. We then
compare those results to a naive uncentered SVD and a double centered FDA.
Figure 2.5 displays the data curves for the Spanish mortality data. Each curve represents
a year of data, and the points along each curve encode the mortality rates for each age in
that particular year. The curve colors represent chronology, with earlier years displayed in
cooler colors and later years displayed in warmer colors. Each entry was adjusted by a log10
transformation because mortality rates tend to vary across several orders of magnitude.
Prominent details include higher mortality rates for newborns and the elderly as well as
overall improvement in mortality rate over the course of the 20th century. We observe systematic
spikes every 10 years, reflecting strong decadal rounding in death records for older men in the
earlier half of the century.
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Figure 2.5: Data curve view of the log10 Spanish mortality data.
We conduct a conventional FDA to find interesting modes of variation in mortality rates
over the course of the 20th century. Insights into these modes of variation come from considering
both loadings and scores of a PCA. Figure 2.6 shows the loadings vectors as curves scaled by the
scores. The top panel shows the object mean curve as a function of age, and subsequent panels
show additional modes of variation about that mean. The second panel (first mode of variation)
shows an overall decrease in mortality rate over time which benefitted younger individuals more
strongly. The year 1918 is visually distinct at the top of the plot due to the global flu pandemic
that year. The third panel (second mode of variation) shows a contrast in mortality rate trends
between 18-49 year olds and the rest of the population. This reflects three bursts in mortality
for this age group, including the flu pandemic, the Spanish Civil War, and automobile fatalities.
Throughout the first and third modes of variation there are remnants of ”age-rounding” due to
imprecise records. This manifests visually as a repeating pattern over time of length 10.
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Figure 2.6: Data curve view of the mean and first three principal modes of variation for the
Spanish mortality data. Component 1 (second panel) shows overall improvement over time and
component 2 (third panel) shows differences between young/middle-age adults and children/the
elderly. Note that for each year adding the corresponding curves from each plot together results
in an approximation of the original data curves in Figure 2.5.
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While Figure 2.6 explores the modes of variation of the data via loadings, Figure 2.7 explores
relationships between the data objects by looking at scatter plots of projections of the data
onto score vectors. We generate one-dimensional views of each score vector with score value on
the horizontal axis and chronology on the vertical axis overlaid with a smooth histogram. We
also plot two-dimensional views showing projections onto the two-dimensional planes generated
by each pair of score vectors. These are all organized into a matrix of plots with 1D views
on the diagonal and corresponding 2D views in respective off-diagonal slots. The year-based
coloring in each plot is consistent with other views. In the 2D scatter plots, we connect the
dots in chronological order. The 2D plot between components 1 and 2 shows many of the
trends discussed previously. We can track overall improvement over time with obstacles to that
improvement arising in the early 20th century (small cluster of blue points in the bottom right)
and late 20th century (cluster of orange points in the top right). Notably the correlation in each
2D scatterplot is zero. As we will show in greater detail in Section 2.2, this is a consequence of
the object centering operation that takes place as the first step of a conventional FDA.
Figure 2.7: Scatter plot view of Spanish mortality data. Most explainable and interpretable
trends appear in the two-way plot of components 1 and 2. Due to the object centering performed
for conventional FDA, all 2D plots display 0 correlation.
The above PCA can be viewed either as an eigenanalysis of a covariance matrix or as an
SVD of the data matrix after it has been object-centered. The right-singular vectors from
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the SVD are the score vectors and the left-singular vectors are the loadings vectors in our
matrix orientation convention. The SVD formulation suggests potential use of other centerings.
We could examine left and right singular vectors for an uncentered version of the matrix or a
differently-centered version of the matrix. In such cases, the interpretation of the decomposition
into modes of variation will typically change substantially.
For instance, Figure 2.8 shows the modes of variation for the uncentered version of the data
matrix. The first component contains information about both the general mortality pattern
across ages and the overall improvement over time. The second component has a new contrast
between young children and everyone else, and the third component combines many of the
patterns separating young adults from older adults with an additional infant effect. Finally, the
fourth component reveals a new contrast between younger middle-aged men (ages 25-40) and
the rest of the population. The first component contains much of the information taken out by
the object mean in the conventional FDA in Figure 2.6, but it also contains much of what is
found in that analysis’s first mode of variation.
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Figure 2.8: Data curve view of uncentered Spanish mortality data. Different centering dramati-
cally changes the visual analytic impression.
Next, the double-centered FDA is studied in Figure 2.9. The rank 2 double mean (first
panel) contains both the differences across ages found in the object mean and the constant
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component of the overall improvement over time found in the trait mean. This visualization of
the double mean matrix provides further meaning and context to the first component of the
uncentered FDA in Figure 2.8. We can now see that component is a slightly perturbed and
lower-rank version of the double mean matrix. Subsequent panels of Figure 2.9 then each show
one additional effect, and each panel’s effect roughly corresponds to the respective panel from
Figure 2.8. The second panel shows stronger improvement over time for younger people, which
was also shown in the second panel of the previous figure, but for a more lopsided age group.
The third shows differences between the 18-49 year-olds and the rest of the population, which
again lines up well with the effect shown in the third panel of the previous figure. The fourth
panel shows a difference between older and younger individuals within the 18-49 age range,
representing a clearer picture of the contrast hinted at in the fourth panel of Figure 2.8. Each
component is cleanly interpretable and untethered from interference due to mean effects. The
one aspect of the data still spread throughout components is the age-rounding effect for older
individuals, though this happens regardless of the centering chosen.
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Figure 2.9: Data curve view of double-centered Spanish mortality data. Both the overall
improvement over time and differences across ages are contained within the mean, leaving more
specific effects for each subsequent mode of variation. The double mean matrix is the sum of
the object and trait mean matrices, and is typically rank 2.
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The distribution of interpretable effects varies uniquely with each form of centering. To
summarize the differences, Table 2.1 displays for each centering (columns), which phenomena
(rows) are contained in which component (numbers). For instance, the first component of the
object-centered analysis contains information about both overall mortality improvement and
the stronger improvement in mortality rate for younger people, whereas those two phenomena
are split up in the double-centered analysis. The former is contained in the mean and the latter
is contained in the first component.
Centering Type →
↓ Phenomenon,
None Grand Object Trait Double
Mortality rate
differences across ages
1 1 Mean 1 Object Mean
Overall mortality
improvement
1 2 1 Mean Trait Mean
Stronger improvement
for younger people
2 1 1 1,2 1
Contrast between
18-49 and others




Infant Effects 3,4 3 2,3 3 2,3
Age Rounding 1,2,3 1,2 Mean,1,3 1,2,3 Object Mean,1,3
Table 2.1: Phenomena in FDA components after different forms of centering. Missing phenomena
are indicated by empty cells.
The table shows that choice of centering determines in which component different phenomena
appear. Different analysts may well have different preferences. We prefer double centering for
this data set because it provides the cleanest separation of phenomena into individual modes of
variation. Object centering fails to find the additional contrast among the younger adults found
with no centering and double centering. While most of the effects are present in the uncentered
FDA, double centering allows for clearer attribution of each phenomenon to a specific effect,
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centering or otherwise. The contrast among younger men is also more prominent and more
straightforward in the third mode of variation of the double-centered FDA as compared to the
fourth mode in the uncentered FDA.
Often the two most meaningful decompositions into modes of variation will derive from
object-centered and double-centered data. In Section 2.3, we present a statistical test to help
determine whether object centering or double centering may be more appropriate for a given
data set. As will be seen in Section 2.2, these two centerings result in mutually uncorrelated score
vectors, and double centering additionally results in mutually uncorrelated loadings vectors.
2.1.2 Lung Cancer Data
The default form of centering (usually object centering) can sometimes be the best choice
depending on the goals of the analysis. One such situation is clustering in the context of RNAseq
lung cancer gene expression data from (Kimes et al., 2014). Here our data matrix contains 180
observations from lung cancer patients of 1709 base pairs along the gene CDKN2A. Figure 2.10
displays the data as a curve bundle. The horizontal axis represents base pair location on the
chromosome and for each location the vertical axis displays the log10 of the counts of RNA reads
plus 1. Because these reads overlap, traits near one another appear to be strongly correlated.
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Figure 2.10: Data curve view of lung cancer RNAseq data. Important relationships in the
data are hard to discern. The large steps at the bottom are an artifact of the shifted log
transformation.
To look for relationships within the data, we perform a traditional FDA. In particular, we
project the data onto the subspace defined by the first few modes of variation as shown in the
left half of Figure 2.11. The four panels on the left are 1D and 2D scores plots laid out in a
similar format to Figure 2.7. The first two modes of variation suggest three distinct clusters.
We study those clusters via brushing : manually coloring data based on visual information in the
left side of Figure 2.11 and then transferring those colors to the curve bundle plot in the right
panel of Figure 2.11.
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Figure 2.11: (Left) Brushed scores view of traditional FDA of lung cancer base pair RNA
expression data. We have three prominent clusters among the first two modes of variation.
(Right) Curve view colored with clusters. Red cluster has low expression everywhere, blue &
gold clusters differ between base pairs 1000 and 1400, suggesting alternate splicing as discussed
in (Kimes et al., 2014).
The brushed clusters have a clear, obvious visual interpretation in the curve view of the
data. The red individuals have low expression levels across the entire gene (these are classically
called unexpressed), while the blue & gold individuals are similar but differ in an important way
within the range of base pairs between 1000 and 1400. This event is called alternate splicing
and is very important in cancer research. Focusing on such differences has led to new discoveries
by (Kimes et al., 2014). This data has a clear correspondence between clusters and modes of
variation. In particular, the first mode separates the red observations from the others, while the
second mode separates blue from gold with red in the middle.
Given this straightforward and interpretable analysis from traditional FDA, what happens
when we double-center the matrix instead? Figure 2.12 displays a matrix of 1D and 2D scores
plots for the trait mean component and first two orthogonal modes of variation. Note that the
three clusters are less visually distinct in these views and the correspondence between modes and
clusters is less clear. The separation of the red observations is spread over the trait mean and
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first orthogonal component, and the separation between blue & gold is spread across all three
directions. Choosing new clusters by brushing this figure would also be much more challenging
as no single two-dimensional view shows three clearly distinguished point clouds like those seen
in Figure 2.11.
Figure 2.12: (Left) Scores view of double-centered FDA of lung cancer base pair sequencing
data. Clusters are made less distinct by involving the trait mean in the visualization.
In this case, introducing an additional form of centering reduced the interpretability of
the results without adding any additional insights. The three-dimensional subspace from the
double-centered FDA does no better of a job delineating clusters than the two-dimensional
subspace from the typical FDA, and the separation of each group is spread across multiple modes
of variation in the double-centered FDA. Opting for double centering over object centering can
either enhance interpretability, as in the mortality data, or obscure it, as in the lung cancer
data.
2.2 Formalism
2.2.1 Consequences of Different Forms of Centering
We investigate the effects of grand mean, object, trait, and double centering on a small
example data matrix X with 2 traits (rows) and 25 data objects (columns). We can then
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think of R2 as the object space, and R25 as the trait space. Figure 2.13 shows the entries of
X as they exist in both object space and trait space. The left panel shows the 25 ordered
pairs (circles) as a scatter plot in R2. Visualization in R25 is more challenging. For studying
centering, the constant function direction, i.e. vector of 1’s, and the subspace it generates
are pivotal. Therefore, the right panel shows the two 25-dimensional trait vectors (asterisks)
projected into the three-dimensional subspace of R25 generated by the constant function direction
(z-coordinate), and the two orthogonal trait space principal components (x and y coordinates).
Note that the subspace orthogonal to the constant function direction contains every vector
whose entries have mean 0. The mesh plane represents the projection of that subspace of R25
into the chosen three-dimensional subspace. Also note that in both spaces, the mean vectors of
the points (× in object space, + in trait space) are nonzero. In the right panel, the two data
points and their mean are shown as vectors from the origin. In addition to a different symbol,
the mean vector is distinguished with a dashed line type.
Figure 2.13: Uncentered data matrix X shown in both object space (R2, left) and the three-
dimensional subspace of trait space generated by the constant function direction and the data
(R25, right). Notably, the asterisks and plus sign in the right panel do not lie in the mesh plane
orthogonal to the constant function direction (vertical axis).
The following subsections each discuss the results of a different centering on this data. Each
subsection has an accompanying figure that visually demonstrates the impacts of each type of
centering on the example data matrix in both spaces. Each accompanying figure is formatted
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similarly to Figure 2.13: the left panel will show object space, and the right panel will show a
projection onto the same subspace of trait space. In each subsection we will also discuss how
each centering can be interpreted in a third space: Rd×n, the space of d× n matrices endowed
with the Frobenius norm.
2.2.1.1 Grand Mean Centering
We begin our geometric exploration of centering with grand mean centering: the form of
centering that finds the scalar grand mean value of all the entries of the matrix and subtracts
that value from each entry.
We calculate the grand mean matrix MG = 1d×nµG, where µG is the average of all entries of
X. The grand-mean-centered version of X is then denoted XG = X−MG. While this centering
is not often performed on its own in data analysis, it serves as an appropriate first step for
analyzing the geometric implications of each subsequent centering. Figure 2.14 shows the results
of this centering in both object space and trait space, where the point clouds retain their shapes
but have been translated to different locations. In both spaces, the data are translated parallel
to their corresponding constant function direction such that each mean (× in R2 and + in R25)
lies in the subspace orthogonal to their constant function direction.
Figure 2.14: Data matrix XG, centered version of X such that all the entries have mean 0,
shown in both object space (R2, left) and trait space (R25, right). Shows grand mean centering
is a translation of point clouds in both spaces.
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While we have described the geometric implications of grand mean centering in both object
space and trait space, grand mean centering alone is typically not useful in data analysis. The
interpretation and consequences of grand mean centering are better studied in Rd×n. In this
space MG lies in the constant function direction. Therefore when we subtract MG from X,
the resulting matrix XG is orthogonal to the constant function in the space of matrices. This
property then enforces a further orthogonal relationship between the object mean and trait
mean matrices, denoted MO and MT respectively. We calculate MO = µd1
T
n and MT = 1dµ
T
n ,
where µd is the d-dimensional vector whose entries are the mean of each trait of X and µn is
the n-dimensional vector whose entries are the mean of each data object of X. Each of MO
and MT are rank 1, and MO has identical columns while MT has identical rows. If these mean
matrices are calculated with respect to XG rather than X, both of these matrices have entries
that sum to 0. In this case each column of MO sums to 0 and each row of MT sums to 0. This
means that with respect to the Frobenius inner product in Rd×n, MO and MT are orthogonal
after grand mean centering.
2.2.1.2 Object Centering
Now we explore the centering which is performed on data matrices as a part of typical FDA.
We calculate XO, the object-centered version of X such that the data objects have a mean of
the d-dimensional 0 vector. Figure 2.15 shows the results of this form of centering on X. As
shown in the left panel, the points in object space now have a mean vector at exactly the origin.
The points have all been translated from their locations in Figure 2.13 by the same amount and
in the same direction. The two trait vectors undergo a different transformation in R25. Each
vector, as well as their vector mean, is projected into the 24-dimensional subspace which is
orthogonal to the constant function direction. This 24-dimensional subspace is again represented
by the mesh plane.
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Figure 2.15: Data matrix XO, centered version of X such that the data objects have mean
vector 0, shown in both object space (R2, left) and trait space (R25, right). The trait vectors
are projected onto the subspace orthogonal to the constant function direction.
To facilitate a PCA-like decomposition into modes of variation of XO, consider an SVD of
XO = UODOV
T
O. In our matrix orientation convention, UO is associated with loadings and
VO is associated with scores. As the trait vectors are rows of XO and therefore now lie in the
subspace orthogonal to the constant function direction, the orthonormal basis for their span,
i.e. the columns of VO, will also be composed of vectors orthogonal to the constant function
direction. These entries represent the scores of each observation along each direction, and
centering this way guarantees that each set of scores has mean 0.
2.2.1.3 Trait Centering
The second centering is the dual of the centering used in PCA. We calculate XT : the
centered version of X such that the traits have a mean of the n-dimensional 0 vector. Figure 2.16
shows the results of this centering on the data matrix X from Figure 2.13. The left panel shows
that the points in object space have been projected onto the subspace orthogonal to the R2
constant function direction, while the right panel shows that the points in trait space have been
translated such that their mean is at exactly the origin. This result is of course the dual of the
previous form of centering. Note that the resulting matrix XT is now rank 1 instead of rank 2.
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Figure 2.16: Data matrix XT , centered version of X such that the traits have mean vector 0,
shown in both object space (R2, left) and trait space (R25, right). As a consequence, the objects
are projected onto the subspace orthogonal to the respective constant function direction. This
projection demonstrates that XT is of lower rank than X.
To similarly find the modes of variation of XT , consider an SVD of XT = UTDTV
T
T . As
the data object vectors now lie in the subspace orthogonal to the constant function direction in
R2, the orthonormal basis for their span (columns of UT ) will also be composed of vectors in
this subspace. These entries represent the unweighted loadings of each trait within each mode
of variation of the data objects, and centering this way guarantees that each set of loadings has
mean 0.
2.2.1.4 Double Centering
The final mode of centering combines the operations of both previous forms into a single
transformation. We calculate XD, the double-centered version of X where the traits have a
mean of the n-dimensional 0 vector and the data objects have a mean of the d-dimensional 0
vector. Figure 2.17 shows the results of double centering the matrix X from Figure 2.13. In both
panels, the original points have been translated so that their mean lies at the origin and they
are projected onto the subspace orthogonal to the corresponding constant function direction.
The double-centered ordered pair objects in the left panel and corresponding double-centered
trait vectors are all shown in green.
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Note that these two operations, projection and translation, are commutative. Projecting
the first-translated points results in the same transformed data as translating the first-projected
points. We can see this commutation in both panels of Figure 2.17. In the left panel we can
arrive at the green points either by projecting the previously-translated blue points onto the
line orthogonal to the constant function direction or by translating the previously-projected red
points such that their vector mean now lies at the origin. In the dual situation in the right panel,
we can arrive at the green points either by projecting the previously-translated red points onto
the mesh plane indicating the subspace orthogonal to the constant function or by translating
the previously-projected blue points such that their vector mean now lies at the origin.
This matrix is also of lower rank than X.
Figure 2.17: Data matrix XD, centered version of X such that the data objects and traits both
have mean vector 0, shown in both object space (R2, left) and trait space (R25, right). As a
consequence, both the data objects and traits are projected onto respective subspaces orthogonal
to the constant function direction.
To similarly find the modes of variation of XD, consider an SVD of XD = UDDDV
T
D.
Both the data objects and trait vectors lie in subspaces orthogonal to their respective constant




There is a strong connection between mutual orthogonality of vectors and correlation in
corresponding scatterplots that is driven by the means of the entries of each vector. For two











(yi). Since FDA scores and loadings vectors are mutually
orthogonal in their respective spaces, we will always have
∑
(xiyi) = 0. Therefore a sufficient
condition for the entries of two scores and/or loadings vectors to be uncorrelated is for the
entries of one vector to have mean zero.
Table 2.2 summarizes how this condition enforces uncorrelatedness in scores and loadings
vectors found via FDA of differently-centered matrices. Whether FDA of a single matrix is
treated as an eigenanalysis of a covariance matrix or as an SVD of a (possibly centered) data
matrix, the scores and loadings vectors will always be mutually orthogonal. This fact combined
with the projection operations involved in different centerings can produce mutually uncorrelated
scores and/or loadings vectors. This uncorrelatedness is most prominent and important when
forming scatter plots like those shown in Figure 2.7.
↓ Effect, Centering Type → None Object Trait Double
Orthogonal Score Vectors X X X X
Uncorrelated Score Vectors X X
Orthogonal Loadings Vectors X X X X
Uncorrelated Loadings Vectors X X
Table 2.2: Summary of which centerings produce which outcome for sets of scores and loadings
vectors in FDA.
As a remark, some of the centerings resulted in loss of rank in our synthetic data matrix.
Recall that the matrix was 2 × 25, and the matrix became rank 1 after trait centering and
double centering. The centerings that involved translation in R25, and therefore projection in
R2, were the ones that reduced the rank of the matrix. In general, the centering that involves
projection in the lower-dimensional space out of the trait vector and object vector spaces will
result in loss of rank.
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2.3 Quantifying Double Centering in Functional Data Analysis
As discussed in Sections 2.1 and 2.2, object centering is the standard default for FDA. This
is recommended because interesting structure is often found in variation about that mean vector
so its dominating effect is removed and treated separately. As seen in the transition between
the left panels of Figures 2.13 and 2.15, subtraction of the object mean results in a translation




so their mean vector becomes the origin. The FDA
modes of variation among the now-translated point cloud are then readily calculable via SVD.
However, in cases like the Spanish Mortality data studied in Section 2.1, an additional
dominating effect due to the trait mean can remain within the point cloud even after removal of
the object mean. In object space, the trait mean manifests through projection onto the constant
function direction. Each entry of the trait vector mean is the signed magnitude of the projection
of a corresponding data object vector onto the constant function direction. If a substantial
proportion of the object-centered point cloud energy lies along the constant function direction,
the trait mean effect may be concealing more interesting structure.
In this section we develop a direction-energy hypothesis test to determine when the proportion
of energy in the constant function direction becomes ”substantial” enough to warrant potential
separate consideration of the trait mean mode of variation and the remaining (double centered)
modes. In particular, this separation is warranted when the energy proportion along the constant
function direction (after object centering) is larger than what is typical for this data. For this,
we select B d-dimensional unit vectors in object space uniformly at random from the subspace
generated by the data, and calculate the proportion of total point cloud energy that lies in
each direction. We compare the energy in the constant function direction to the empirical null
distribution of energies in random directions. If the constant function energy proportion is a
high percentile (95th or above) of that empirical null distribution, we reject the null hypothesis
that the energy congregated around the constant function direction is there due to random
chance. If there is systematic variation near the constant function, it is often better to remove
the trait mean and treat it separately from other modes of variation.
Figure 2.18 visually displays the results of the hypothesis test described above for two data
sets. The left panel shows the test as administered to the mortality data, and the right panel
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shows the test administered to a synthetically generated matrix of 100 observations from a
100-dimensional standard normal distribution. We plot energy proportion on the horizontal axis
with the vertical axis representing density of the randomly generated energy proportions The
black dots in each panel represent the B = 500 energy proportions of each randomly chosen
direction. The black curve in each panel is a smooth histogram representing the empirical
null distribution of random direction energy proportions. The red dot-dash line in each panel
represents the energy proportion in the constant function direction. For the Spanish mortality
data in the left panel, nearly 65% of the energy is congregated around the constant function
direction, as is apparent from Figures 2.6, 2.8, and 2.9. This proportion is much higher than
that in any random direction, whose energy proportions are shown with the black circles. This
result indicates that substantial gains in interpretability are possible for this data set via opting
to double-center the data matrix before performing FDA, as demonstrated in Figure 2.9 and
Table 2.1. Contrastingly, in the right panel, the energy proportion in the constant function
direction is not remarkable in any way in the spherically-symmetrical synthetic data displayed.
Figure 2.18: Left Panel: Direction Energy Hypothesis Test on Spanish Mortality data. Energy
proportion in constant function is much larger than what would be expected due to random
chance. Right Panel: Direction energy hypothesis test on n = 100 synthetic 100-dimensional
Gaussian observations. Energy proportion in constant function direction is not distinct from
empirical null distribution.
We can further study the effects of removal of the trait mean by plotting the energies in
each FDA component before and after double centering. Figure 2.19 shows such a breakdown
for the Spanish mortality data (left panel) and breast cancer RNAseq data studied in (Ciriello
et al., 2015) (right panel). The solid blue lines show how much energy is accounted for in each
object-centered FDA component; components are shown in the order they’re found from bottom
to top in the figure. The red dashed lines show how much energy is accounted for in each
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double-centered FDA component; and they’re displayed in a similar fashion to the blue lines.
All energy proportions are in terms of the total energy in the object-centered data matrix, so
the constant function direction energy is included in the total for the double-centered FDA.
Consequentially, there is less energy to be allocated for the double-centered components. The
blue lines in the left panel correspond with the components shown in Figure 2.6 while the red
dashed lines in the left panel correspond with the components shown in Figure 2.9.
In the object-centered FDA of the mortality data, the first component accounted for more
than 95% of the energy in the data, but after double centering that energy is split between the
constant function direction and the first orthogonal component. In fact the drop in energy share
of the first component between object-centered & double-centered FDA accounts for 99.3% of
the energy share of the constant function direction. This corresponds with the interpretation
of this operation in Section 2.1, where the first object-centered FDA component contained
information about both overall improvement and greater improvement for young people, while
the first double-centered FDA component is only about greater improvement for young people
as the overall improvement is sequestered to the constant function mode.
The effect of the constant function direction is much less pronounced in the RNAseq data.
While it appears to include a statistically significant amount of the overall matrix energy, its
energy proportion is still trumped by those of several orthogonal principal components, including
the three shown in the right panel. This is likely because a procedure of a similar flavor to
removal of the trait mean has already been performed on this data. The columns of this data
are normalized such that each has an identical upper quartile. While this operation doesn’t
entirely remove the effect of the trait mean, it still removes much of the variation in the data
objects not explained by the traits.
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Figure 2.19: Direction energy hypothesis tests on Spanish Mortality (left) and Breast Cancer
RNAseq (right) with energy breakdowns by FDA component. Left Panel: Constant function
direction almost entirely takes energy from the first component. Right Panel: Constant function
direction contains significant information, but its spread across many components and its total
energy share is small relative to the first several components.
2.4 Centering in Data Integration
In data integration tasks, two or more data matrices that share common row and/or column
dimensions are analyzed in tandem. The goals of such tasks are to reveal what information is
shared between the data matrices and to combine the information from each data block to arrive
at a more complete picture of the population and/or traits in question. Data matrix centering
can play an even more complex role in these situations than in single-matrix FDA as both data
objects and traits play critical roles in the analysis. Depending on the chosen methodology,
different centering choices may affect the outputs in surprising ways.
We explore the integrative analysis of two data blocks using partial least squares (PLS)
under different centering regimes. We choose PLS as a simple and direct method that takes into
account potential scaling differences between data blocks.
2.4.1 Partial Least Squares
PLS as a data integration procedure derives shared information from the cross-covariance
matrix Σ1,2 between the two data blocks. Here, the cross-covariance matrix refers to the
submatrix of the grand covariance matrix of all traits in either data block associated with the











We can also find the cross-covariance matrix by multiplying object-centered versions of the two




2O. As PLS operates on covariance matrices, it chooses
pairs of score vectors for each data block with maximal covariance between them.
Importantly, as discussed in (Rosipal and Krämer, 2005), different variations of PLS lead
to different centering-based consequences. As is the case in many data integration methods,
one piece of information, either scores or loadings, is calculated first while the other is found
subsequently with a projection operation involving the first piece of information and the original
data blocks. Whichever set of vectors is found first will be predictably affected by centering
choices during preprocessing of the data blocks, but the subsequently found set of vectors are
typically not even mutually orthogonal due to the projection.
One approach is to directly take a singular value decomposition of the cross-covariance
matrix; the resulting left and right singular vectors then constitute the estimated loadings
vectors for X1 and X2 respectively. This results in loadings vectors that are uncorrelated only
when the data blocks are double centered. As per Table 2.2, trait centering and double centering
are the two choices that result in loadings vectors with uncorrelated entries. We do not consider
trait centering as a possible choice since object centering is required to correctly form the
cross-covariance matrix in the first place.
Another approach is to sequentially and algorithmically calculate each score vector, then
its corresponding loadings vector, then remove the one-dimensional subspace approximation
defined by those vectors before searching for subsequent scores and loadings vectors. As this
procedure calculates score vectors first, we can guarantee that the calculated score vectors will
be uncorrelated due to object-centering the data blocks. We opt for this approach to mirror
other data integration methods that first locate score vectors, including canonical correlations
analysis (CCA) from (Hotelling, 1936) and angle-based joint and individual variation explained
(AJIVE) from (Feng et al., 2018).
2.4.2 Synthetic Data Example
To demonstrate the additional complexities involved in centering choice for data integration,
we first use the synthetic two-block data set shown in Figure 2.20. The first block, X1, is
300× 200, and the second block X2, is 500× 200. Note that each block has the same number of
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data objects (columns) but different numbers of traits (rows). For example, one could represent
demographic data and the other could represent various biomarker observations about a cohort
of patients. Each data block is formed by adding a rank-two signal matrix to a full-rank Gaussian
noise matrix. The underlying components of each signal matrix lie in the same common subspace
of trait space, representing shared information between the blocks. However, the overlapping
subspaces are obscured by object and trait mean effects in each matrix.
Figure 2.20 uses heatmaps to display the construction of the synthetic data example we
will use to demonstrate the value of exploring double centering in data integration contexts.
The left panels show the observed data matrices, which are formed by additively combining the
other matrices in each respective row. The heatmaps in the second column display a shared,
underlying rank-two signal in both X1 and X2. By construction, this underlying rank-two joint
signal is double centered. The heatmaps in the third column show the mean effects added to
each matrix. The matrix added to X1 is rank 1 and represents an object mean matrix as each
column is identical. The matrix added to X2 is rank 2 and represents a double mean matrix
with both object mean and trait mean components. Finally, the heatmaps in the fourth column
display the i.i.d. Gaussian noise added to the observations. The color scale is kept constant
across all heatmaps in Figure 2.20 to appropriately convey differences in effect size between the
shared signal and mean effects.
The object mean vector added to columns of X1 increased the values in the top 100 rows
and decreased the values in the bottom 100 rows. An object mean vector was added to X2, but
its visual impression is swamped by that of the trait mean effect. The trait mean vector has
entries that gradually increase from the first observation’s entry to the last. This creates the
color gradient visual effect seen in the third panel of the second row.
We perform PLS on this two block data set after object centering and after double centering.
Figure 2.21 displays the first two PLS components of each data block found using the object-
centered versions of the matrices. The top panels show the X1 components and the bottom
panels show the X2 components. Each estimated X1 component roughly corresponds with
one of the rank one underlying signal components shown in the left panels of Figure 2.20, as
expected. This is because X1 only had an object mean added to its shared signal. However,
the first X2 component is completely dominated by the large linear trend in the trait mean
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Figure 2.20: Three stages of synthetic data example construction. Underlying rank-two signal
(left), underlying signal with added mean effect perturbation (middle), noise perturbation (right).
rather than one of the underlying shared effects. This is a consequence of PLS choosing score
vectors to maximize covariance rather than correlation. The trait mean effect is much larger in
magnitude than the underlying shared structure, so the best way to maximize covariance is to
choose a score vector close to the trait mean effect for X2.
Figure 2.22 displays the first two PLS components of each data block found using the double
centered versions of the matrices. The top panels show the X1 components and the bottom
two panels show the X2 components. Now that the strong trait mean effect in X2 has been
removed, the recovery of the underlying shared signal is greatly improved in both blocks. The
first component in both blocks is distinctly the long-checkered pattern and the second component
in both blocks is distinctly the short-checkered pattern.
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Figure 2.21: First two PLS components of each object centered synthetic data block. Recovery
and parsing of distinct underlying signal pieces is reasonable for X1 but the trait mean effect
dominates the first component of X2.
Figure 2.22: First two PLS components of each double centered synthetic data block. Recovery
and parsing of distinct underlying signal pieces is strong for both blocks.
In this synthetically constructed example, a strong trait mean effect dominated the calculated
components from data integration. Removal of the trait means of each block in addition to
the typical and necessary removal of the object means of each block drastically improved
interpretability of results.
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2.4.3 Spanish Mortality: Males versus Females
We return to the Spanish mortality data from Section 2.1 to further explore the implications
of additional centering in data integration tasks. Here we combine the observations of male
mortality rates from 1908 to 2002 with corresponding measurements of female mortality rates
over the same time period. We perform PLS on these two data blocks to locate the shared
information between them. We opt for the algorithmic approach outlined in Section 2.4.1
to ensure score vectors are orthogonal. We will compare the analysis after object centering
and double centering. In both of these centering regimes, the score vectors will be mutually
uncorrelated (See Table 2.2).
Figure 2.23 shows the results of PLS on the two data blocks after each has been object
centered. We display the loadings vectors scaled by the scores of each observation in a similar
fashion to Figures 2.6, 2.8, and 2.9. The object mean and first three joint modes of variation for
males are shown on the left, and the corresponding modes for females are shown on the right.
While each mode of variation manifests differently in each data block, the same broad trends
are identifiable for each gender. The first mode shows overall improvement and more dramatic
improvement for younger people, and the second mode shows a contrast between younger adults
and the rest of the population. This contrast highlights ages 18-50 for males and ages 15-45
for females. The third mode is much harder to interpret as there is no obvious commonality
between the patterns for each gender outside of the appearance of age rounding. Overall these
modes correspond with those found via the PCA analysis of male mortality in Section 2.1. Since
PCA finds modes of maximal variation and PLS tries to find directions with maximal covariance
between blocks, this correspondence between PCA and PLS modes of variation is not surprising.
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Figure 2.23: Object-centered PLS of male and female mortality rates. First and second mode
show expected trends, but third mode is challenging to interpret.
Figure 2.24 shows the results of PLS on the two data blocks after each has been double
centered, organized in a similar fashion to Figure 2.23. Again the first two modes of variation
match expectations. The first mode shows stronger improvement for younger individuals as the
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overall improvement has been removed with the trait mean, and the second mode again shows
a contrast between younger adults and the rest of the population. The third mode now more
clearly pertains to age rounding for both males and females. In addition to large spikes every
ten years, we also see smaller spikes every five years, further reflecting a bias towards rounder
numbers on death certificates of older individuals.
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Figure 2.24: Double-centered PLS of male and female mortality rates. First and second mode
show expected trends, and third mode highlights record-keeping anomalies in each gender.
As in previous analyses of this kind of data, we feel the choice to double-center each data




Let X1, . . . ,XB be data blocks constituting B different matrices of n observations (columns).
Each block may have different numbers of traits (rows) d1, . . . , dB . In our data model, shown in
Equation (3.1), each data block is assumed to be a low-rank signal matrix A plus a full-rank
noise matrix E. We further assume each entry of E has mean 0, identical variance σ2, and
that the distribution of E acts in a spherically symmetric fashion upon A. These assumptions
sufficently result in an important rotational invariance property of the principal angles between
object and trait subspaces of X and A, which is used in the estimation of those principal angles
in Section 3.2. Hence, for i = 1, . . . , B, each data block has the form.
Xi = Ai + Ei. (3.1)
Throughout the description of methodology, we will use a synthetic three-block data example
to illustrate each step of DIVAS. Each block includes a different set of traits associated with 400
observations. To mimic common bioinformatics data situations, block 1 has 200 traits, block 2
has 400 traits, and block 3 has 10000 traits. Figure 3.1 displays this synthetic data set using
matrix heatmaps. Heatmaps are a graphical display of the magnitude of the entries of a matrix
using color. Negative entries are shown in shades of blue and positive entries are shown in red,
with color saturation indicating the magnitude of each entry. Naturally this means that entries
close to zero are shown with a low-saturation white color. The color scaling ranges of each
heatmap are shown in the color bar below each individual plot.
Each row demonstrates the formation of one of the data blocks via the data model in
Equation (3.1). The left-most column of heatmaps shows the observed data blocks Xi, and the
right-most column of heatmaps shows the noise matrices Ei, which in this example are i.i.d.
Gaussian matrices. The middle columns display the various components of each block’s signal
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matrix Ai. Each signal matrix is comprised of a rank 1 fully-shared component (second column)
and rank 1 partially-shared components between two of the three data blocks (third, fourth,
and fifth columns). These fully-shared and partially-shared components are constructed such
that the trait space subspace of the fully-shared component is orthogonal to the corresponding
trait space subspaces of each partially-shared component, but the partially-shared subspaces are
not mutually orthogonal in trait space. In fact, the partially-shared trait subspaces each have
an angle of 60 degrees between them in R400. Adding the matrices across each row combines
the signal components into rank 3 signal matrices, and along with the noise matrices produce
the observed data blocks.
Figure 3.1: Heatmap view of B = 3 synthetic example construction. The three blocks in the
first column are the observed data. The three blocks in the second column show the rank
1 fully-shared structure common to each block. The next three columns show the rank 1
partially-shared structure common to each subset of two blocks. The final column shows the
additive noise matrices for each data block. Each observed block is then formed by adding all
the other matrices in each row, respectively.
The procedure of DIVAS takes the observed data matrices as input, extracts and estimates
the dimension, magnitude, and direction of each block’s signal subspace, combines the information
from each block to locate shared directions between subspaces, and uses those shared directions
to reconstruct an estimated breakdown of the signal component of each block akin to the middle
columns of Figure 3.1.
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3.1 Angular Subspace Perturbation
Both the magnitude and direction of a block’s signal matrix A are perturbed when the
noise matrix E is added. If we only wanted to estimate the signal matrix for a single block, we
could simply follow the signal extraction procedure described subsequently in Section 3.2 to
effectively identify the magnitude and accept that any directional perturbation is unrecoverable
due to the assumptions on E. However, once we identify each block’s signal subspace, we also
want to identify potential shared directions between block subspaces. This means we need to
quantify the potential range of locations of the true signal subspace given our estimated signal
subspace. We do this by estimating a perturbation angle bound for each subspace such that
for any candidate direction v? with an angle to the subspace less than the perturbation angle
bound, it cannot be statistically ruled out as potentially lying in the true signal subspace.
The following argument and construction of this angle perturbation bound, including
Theorem 3.1, comes from (Jiang, 2018). The vectors, subspaces, and projections described below
are demonstrated visually in example graphics in Figure 3.2
For any v? ∈ Rn (green lines in Figure 3.2) to be a good candidate direction for the Trait
Space of the signal matrix TS(A) (translucent purple planes in Figure 3.2), the angle θ between
v? and the subspace TS(A) should be small. We define V as an orthonormal basis for TS(A)
and denote the projection of v? onto TS(A) as v?proj (red lines in Figure 3.2). We calculate θ




‖ v? ‖‖ v?proj ‖
)
; v?proj = VV
Tv?.
In practice A is unobservable, and therefore V and θ are also unobservable. Given an
estimate of A, denoted Â, we wish to bound the range of θ and perform inference on whether
v? lies in TS(A) based on that range. Analogously to the above definitions, let V̂ be an
orthonormal basis for TS(Â) (solid gold planes in Figure 3.2), let v̂?proj (blue lines in Figure 3.2)




‖ v? ‖‖ v̂?proj ‖
)
; v̂?proj = V̂V̂
Tv?.
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We can construct bounds involving θ and θ̂ by considering projections between TS(A) and
TS(Â). The total angle traversed by projecting v? to TS(A) and then projecting that result,
v?proj , onto TS(Â) (red dashed line in left panel of Figure 3.2) is at least as large as θ̂, the
angle between v? and TS(Â). Define θ?1 as the angle between v
?
proj and TS(Â). By a triangle
inequality argument , this gives the bound θ̂ ≤ θ+ θ?1. Via an analogous projection (blue dashed
line in right panel of Figure 3.2), define θ?2 as the angle between v̂
?
proj and TS(A). Then θ, the
angle between v? and TS(A), is no larger than the total angle traversed by projecting v? onto
TS(Â) and then projecting that result, v̂?proj , onto TS(A): θ ≤ θ̂ + θ?2.
Figure 3.2: Locations of θ, θ̂, θ?1, and θ
?
2 in a low-dimensional example. Each panel demonstrates
a different angle bound. Left: θ̂ ≤ θ + θ?1. Right: θ ≤ θ̂ + θ?2.
The above discussion of angles between subspaces summarizes the ideas behind the proof of
Theorem 3.1.
Theorem 3.1 (Jiang (2018)). Let X = A + E be a d × n data matrix which is a sum of a
non-random signal matrix A and a noise matrix E. Given θ, θ̂, θ?1, and θ
?
2 defined as above,
then we have:
(θ̂ − θ?1)+ ≤ θ ≤ θ̂ + θ?2. (3.2)
The angle θ?1 has the desired properties of the angle perturbation bound. If the angle to
the estimated signal subspace θ̂ for a given candidate direction v? is less than θ?1, then the
lower bound for the angle to the true signal subspace is 0, indicating strong evidence that this
51
direction can’t be ruled out as lying in the true signal subspace. As noted in (Jiang, 2018),
θ?1 is not directly estimable for a given direction. However, θ
?
1 is bounded from above by the
maximum principal angle between TS(A) and TS(Â) (see Section 1.2.2). We can estimate the
maximum principal angle between TS(A) and TS(Â) via a rotational bootstrap as described
in Section 3.2.
The upper bound θ̂ + θ?2 also has inferential utility for a candidate v
? by measuring its
similarity to a pure noise direction. We can simulate the empirical distribution of the angle
between a randomly chosen direction in Rn and TS(A) by generating M random n-dimensional
unit vectors and recording each direction’s angle to a fixed r-dimensional subspace of Rn, where
r is the rank of A. We call the 5th percentile of this empirical distribution the random direction
angle bound, and denote it θ0. If the upper bound for θ exceeds θ0, then v
? is statistically
indistinguishable from a pure noise direction or a direction chosen completely at random, so
meaningful candidate directions for TS(A) should have upper bounds θ̂ + θ?2 below the random




















2 is directly estimable. The only unknown quantity in Equation (3.3) is the matrix
VT V̂, and we sample from the distribution of this matrix as part of the rotational bootstrap in
Section 3.2. Therefore by recording the samples we can generate an empirical distribution of θ?2
for use in DIVAS diagnostics.
As an additional remark, while the above geometric arguments for an angle perturbation
bound and other angle-based inference were carried out in the trait space of a hypothetical
data matrix, the exact same arguments hold in object space as well. While we primarily use
the angle perturbation bounds to locate potential shared structure between subspaces in trait
space, the basis vectors found in trait space have corresponding basis vectors in each individual
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block’s object space. These object space vectors are often the primary source of useful insights
about the data in bioinformatics and other applications. Therefore, we also use object space
perturbation bounds in our shared structure search to ensure that the information found can be
considered statistically significant in object space as well as trait space.
3.2 Matrix Signal Extraction
The first step of DIVAS is to estimate the object space and trait space of the signal matrix
for each data block. We use these estimated subspaces both to choose the perturbation angle
bounds for each data block and in the algorithm to locate shared structure between data blocks.
We utilize recent developments in matrix signal processing to arrive at our estimates.
3.2.1 Signal Subspaces
Shabalin and Nobel (2013) demonstrated that any procedure for extracting signal from a
data matrix X under the assumptions of model (3.1) need only consider the singular values
of the data matrix. We perform SVD on X to find X = UDV. The columns of matrices U
and V are orthonormal bases for the object space and trait space of X respectively, and the
diagonal entries of D are the singular values of X. Denote these singular values as ν1, . . . , νd∧n.
Estimations of the signal matrix Â typically take the following form, where ui and vi denote








Common choices for η include soft thresholding : ηsoft(ν) = (ν − c) ∨ 0, and hard thresholding :
ηhard(ν) = νI{ν≥c}, for some constant c, and where I{•} represents an indicator function. In
either case, any singular value smaller than c is set to 0. This means both procedures have
dimension-reducing effects on the estimated Â, an only subspaces associated with nonzero
transformed singular values contribute to the estimate. Gavish and Donoho (2014) outline
optimal choices for c for both soft and hard thresholding in terms of the aspect ratio of the
matrix β = d∧nd∨n and the standard deviation σ of the noise matrix E.
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In additive noise data matrix models, the presence of the noise is known to inflate the
singular values associated with the signal component of the data matrix. Hard thresholding does
not account for this phenomenon at all and soft thresholding often overcorrects by applying the
same amount of shrinkage to each nonzero singular value. Shabalin and Nobel (2013) and Gavish
and Donoho (2017) each propose optimal thresholding functions based on the Marchenko-Pastur
distribution (see Section 1.2.1) under a variety of matrix norms. We use the operator-norm-
optimal function η∗ from (Gavish and Donoho, 2017), shown below in Equation (3.5) and






ν2 − β − 1 +
√
(ν2 − β − 1)2 − 4β, ν ≥ 1 +
√
β




Figure 3.3 demonstrates how this shrinkage function (blue solid line) compromises between
soft and hard thresholding for singular values with different magnitudes for a matrix with
β = 1 and σ = 1. Small values are thresholded according to optimal soft thresholding (magenta
dot-dash line), but the shrinkage function approaches optimal hard thresholding (black dashed
line) for larger values.
Figure 3.3: Functions for hard thresholding, soft thresholding, and optimal shrinkage under
operator norm loss for a square matrix. The optimal shrinkage function compromises between
the other two approaches. Figure produced with code from (Gavish and Donoho, 2017).
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Equation 3.5 assumes the singular values input are from a data matrix with noise standard
deviation σ = 1. To use the shrinkage function in general settings, we must appropriately
scale the singular values before and after shrinkage according to the standard deviation of the
noise. Let ξη(•, σ) denote the function that scales the input singular values by σ and then
transforms them according to η: ξη(ν, σ) = ση(ν/σ). Using ξη therefore requires an estimate
of the noise standard deviation. Shabalin and Nobel (2013) use a grid search over several
candidate values for σ̂ to find a value that minimizes the Kolmogorov-Smirnov distance between
the non-signal singular values and the appropriate Marchenko-Pastur distribution. Gavish and
Donoho (2017) opt for the simple, robust, closed-form estimate σ̂ = νmedian√
MP (β)0.5
, where νmedian
denotes the median singular value of X and MP (β)0.5 denotes the median of the Marchenko-
Pastur distribution with parameter β (see Section 1.2.1). We use the method from (Gavish and
Donoho, 2017) for DIVAS noise standard deviation estimation; an exploration of the merits and
shortcomings of both options can be found in Section 4.
Combining the previous equations, our estimate for the signal matrix Â for a given data












Let ν̂i = ξη∗(νi, σ̂) be the ith shrunken singular value of X. Let r̂ be the number of nonzero
shrunken singular values, and therefore the estimated rank of A. Let Û and V̂ be matrices
containing the first r̂ columns of U and V, respectively. Using this notation and defining the
matrix D̂ as the r̂ × r̂ diagonal matrix with diagonal entries equal to ν̂1, . . . , ν̂r̂, we can also
write Â = ÛD̂V̂T . Note that Û is therefore an orthonormal basis for the object space of Â
and V̂ is an orthonormal basis for the trait space of Â.
3.2.2 Angle Perturbation Bounds
Given subspace estimates, we can estimate perturbation angle bounds for the object space
and trait space of a data block. We do so with a novel rotational bootstrap that aims to
estimate the distribution of principal angles between object and trait subspaces of X and A
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through rotationally random generation of replication object and trait signal subspaces. The
full algorithm is detailed in Algorithm 1 below.
If Û and V̂ are replaced with respective random d× r̂ and n× r̂ orthonormal matrices U◦
and V◦, we can form a randomly rotated version of a signal matrix A◦ = U◦D̂V◦T . Using
this randomly rotated signal matrix along with an estimate of the original noise matrix Ê, we
can form a randomly rotated version of the data matrix X◦ = A◦ + Ê. With an appropriate
noise matrix estimate Ê and the assumptions on E in the data model (3.1), this construction
produces replication signal and data matrices with principal angle structure drawn from the
same distribution as the distribution of the principal angle structure between the true signal
and data matrices. See Theorem 7 of (Jiang, 2018) for a proof of this statement. Notably,
the näıve noise matrix estimate Ê = X − Â is not appropriate for use in this construction.
A full treatment of noise matrix estimation including our proposed alternative estimate and
shortcomings of the näıve estimate can be found in Section 4.
As mentioned in Section 3.1, we will use estimates of the maximum principal angles between
the object and trait spaces of X and A as perturbation angle bounds. Through repeated
replications of the formation of randomly rotated signal and data matrices described in the
previous paragraph, we generate bootstrap samples from the distribution of principal angles
between object and trait spaces of X and A. With a sufficiently large collection of samples
(we use M = 400 for DIVAS) we can choose a high quantile (we use 0.95) of the empirical
distribution of maximum principal angles to use as perturbation angle bounds.
When choosing perturbation angle bounds, we must carefully consider the statistical inference
framework laid out in Section 3.1. In particular if the lower bound (θ̂ − φ̂)+ is 0 and the upper
bound θ̂ + θ?2 is simultaneously greater than θ0 for a given candidate direction v
?, the inference
procedure says there is evidence that v? is both significantly close to the true signal subspace
and indistinguishable from noise. This inference outcome is completely non-informative. To
avoid selecting non-informative directions, we filter the estimated signal subspace during the
rotational bootstrap to ensure that potential angles between estimated and true signal subspaces
can’t grow too large. For a candidate direction with a lower bound on θ of 0, both θ̂ and θ?2 must
be bounded from above by the maximum principal angle between estimated and true signal
subspaces (note that in this case θ̂ < θ?1 and θ
?
1 is bounded from above by the maximum principal
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angle). Therefore, if we filter the estimated dimension until the rotational-bootstrap-estimated
maximum principal angle is smaller than θ0/2, then the upper bound on θ can never exceed θ0
if the lower bound is 0.
The above description of the rotational bootstrap algorithm is formalized below in Algo-
rithm 1. During each replication, random subspaces are generated from i.i.d. standard Gaussian
matrices and centered if needed. As a remark, orthogonalization of an i.i.d. random matrix
in this fashion is identical to sampling from a rotationally uniform distribution of subspaces,
according to Theorem 2.2.1 from (Chikuse, 2012). The inner for loop records maximum principal
angles at each possible filtered rank from 1 to r̂. The final steps outside of the outer for loop
filter the estimated signal rank to align with the inference procedure and choose perturbation
angle bounds for both object and trait space. Denote the trait space perturbation angle bound
as φ̂, the object space perturbation angle bound as ψ̂, and the filtered signal rank as ř. Let Ia×a
be the a× a identity matrix, 1a×b, be an a× b matrix of ones, and randa×b be an a× b matrix
of i.i.d. Gaussian observations with variance 1. The notation [U,d,V] = SVD(X) assigns the
left singular vectors, vector of singular values, and right singular vectors of X to U, d and V
respectively.
Once the filtered rank is selected, M replication copies of ř × ř versions of U◦TU◦ and
V◦TV◦ can be generated and stored for use in the calculation of θ?2 as part of diagnostics on
chosen partially-shared directions. We also filter the columns of estimated basis matrices for the
signal object and trait spaces to correspond with the reduced rank. Let Ǔ = U1:ř and V̌ = V1:ř
be the final estimates of the signal object and trait spaces respectively.
The results of signal space extraction on the synthetic data example are shown in Figure 3.4.
Each heatmap shows the estimated signal matrix Â for the respective data block. The signal
rank is correctly chosen as 3 for all three blocks. The trait space perturbation angle bounds
are 11.8◦, 8.7◦, and 2.8◦. The object space perturbation angle bounds are 8.6◦, 8.6◦, and 13.1,
respectively.
Since we know the true signal object and trait subspaces, we can compare the perturbation
angle bounds to the actual angles between estimated and true signal subspaces to check the
performance of the bounds. Tables 3.1 and 3.2 display the perturbation angle bounds and
angles to the true subspaces in trait space and object space respectively. The calculated bounds
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Algorithm 1 Rotational Bootstrap
objectAngles← 90 ∗ 1M×r̂; traitAngles← 90 ∗ 1M×r̂
for all m ∈ {1, . . . ,M} do
U◦ ← randd×r̂; V◦ ← randn×r̂
. Replications must reflect initial centering choices.












U◦ ← orth(U◦); V◦ ← orth(V◦); A◦ ← U◦D̂V◦; X◦ ← A◦ + Ê
[U◦,∼,V◦]← SVD(X◦).
for all j ∈ {1, . . . , r̂} do
. Smallest singular value equal to cosine of largest angle.








objectAngles[m, j]← arccos(min(~νobj)); traitAngles[m, j]← arccos(min(~νtrait))
end for
end for







ψ̂ ← objectAnglesSort[0.95M, ř]; φ̂← traitAnglesSort[0.95M, ř]
exceed the true angles in all cases, so the true basis directions as candidate directions would
be classified as statistically significant shared structure. Using the 95th percentile from the
rotational bootstrap maximum principal angle empirical distributions, we would expect the angle
between a true signal direction and the estimated signal subspace to exceed the perturbation












1 11.7 9.2 8.5 6.1
2 8.6 6.9 5.6 4.0
3 2.8 2.5 1.0 1.0
Table 3.1: Table of angles between estimated signal trait spaces and true signal trait spaces. All
angles are within the calculated perturbation angle bounds.
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Figure 3.4: Estimated signal matrices for each block in the toy example defined in Figure 3.1.
The heatmaps show good recovery of the original signal patterns. The trait and object spaces of












1 8.6 4.5 4.9 4.7
2 8.6 5.8 6.6 4.0
3 13.1 7.9 4.6 4.7
Table 3.2: Table of angles between estimated signal object spaces and true signal object spaces.
All angles are within the calculated perturbation angle bounds.
3.3 Joint Subspace Estimation
We wish to find the joint structure and partially-shared joint structure between a set of B
data blocks. We assume there is some possible structure shared between all B blocks, some
shared between subsets of B − 1 blocks, and so on. We index the collection of all possible
subsets of blocks with t ∈ {1, . . . , 2B−1}. For organizational considerations, the subset of blocks
indexed by t contains block b if the binary representation of the integer t has a 1 in the 2b−1
place. Let It be the set of indices of blocks in collection t. The heuristic optimization problem
for locating joint structure among blocks It is shown in Equation (3.7).
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For any given collection of blocks It, the joint subspace should be near each of the included
blocks in some sense. In DIVAS, proximity is evaluated in terms of angles between candidate
directions and subspaces. Therefore, in each phase of joint subspace estimation we minimize the
angle between candidate directions v? and the estimated trait spaces of included blocks as our
objective. This objective is expressed in terms of angle cosines in line 1 of Equation (3.7). To
ensure that a candidate direction lies in the true signal subspace of an included block Xk, k ∈ It
with high significance, the angle between a candidate direction and an included block in trait
space should be at most the angle perturbation bound φ̂k, and correspondingly the angle in
object space should be at most ψ̂k. Likewise the angle between a candidate direction and an
excluded block should be at least the trait space angle perturbation bound. These requirements
are expressed as constraints for the optimization problem in lines 2-6 in Equation (3.7). Crucially,
our dimensionally flexible subspace-based angle perturbation approach to signal extraction allows
object space information to be incorporated very naturally into the joint subspace estimation
algorithm. This innovation enhances the significance and interpretability of loadings vectors
found using DIVAS.
We determine each block collection’s potential joint structure in turn, starting with larger
block collections and ending with singleton block collections. Within a joint structure search for
a given block collection, each solve of the optimization problem either produces a new direction
for that block collection’s shared basis or produces no feasible new direction. If no feasible new
direction is found, the search among the current block collection ends and the search among
the next block collection begins. Candidate directions for a particular block collection must be
orthogonal to all directions chosen earlier in that block collection’s sequence, as the directions
must form an orthonormal basis for the shared structure between the blocks. Additionally, we
enforce orthogonality between joint structure of a block collection that is a proper subset of
a collection already explored. For instance, all subsequent structure will be orthogonal to the
joint subspace found between all B blocks. Outside of the case where It ⊆ It′ , we do not enforce
orthogonality. The orthogonality constraints are summarily expressed in line 7 of Equation (3.7).
The above ideas are summarized in the heuristic optimization problem in Equation (3.7).
Subscripts T and O on angles indicate angles in trait space and object space respectively. We
denote the current trait space basis for the shared structure among block collection It with the
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θ̂Tk ≤ φ̂k ∀k ∈ It
θ̂Tk > φ̂k ∀k ∈ Ict
θ̂Ok ≤ ψ̂k ∀k ∈ It
v? ⊥ Vt′ ∀It′ ⊇ It
(3.7)
In practice this problem is solved via an iterative penalty convex-concave procedure as
described in (Ismailova and Lu, 2016) as the objective function and constraints can all be
expressed as differences of convex functions: f(v?)− g(v?) ≤ 0. These differences can then be
linearized at a given initial condition point v0: f(v
?) −
(
g(v0) +∇g(v0)T (v? − v0)
)
≤ 0. In
any iteration besides the first of any solve, v0 is set to the previous iteration’s intermediate
solution. For the initial iteration of the solve for the ith basis direction for a block collection,
we assign to v0 the ith flag mean from an AJIVE-esque SVD of the stacked trait spaces of the
included blocks (Feng et al., 2018). The initial condition is also projected to obey the current
solve’s orthogonality constraint as necessary.
The exact iterative procedure described in (Ismailova and Lu, 2016) requires a feasible
solution to execute. Our choice of initial condition will rarely be feasible, and finding a feasible
initial condition is challenging in this setting, so instead we introduce positive slack variables
on the right-hand-side of every constraint and penalize the slack variables in the objective. In
particular the slack variables are penalized with a weight τ which changes on each iteration of
the optimization problem, not unlike a learning rate in a machine learning algorithm.
Notably, the values of the quadratic forms involved in the object space constraints are often
much larger than those for the trait space constraints as the object space constraints include the
full-energy data matrices Xk. Therefore, we downweight the slack penalty on those constraints
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by the leading singular value ν1,k of Xk so the optimization problem is not overly restricted by
the object space constraints.
With locally linearized angle proximity constraints, we must also enforce via additional
constraints that candidate directions v? have unit length. While these constraints are necessary
to ensure the objective function can be treated as a measurement of angles between v? and
included trait subspaces during solving, we can still convert each intermediate solution into a
unit vector as we only care about angular relationships between the candidate direction and the
subspaces. Therefore, for further computational efficiency, if the algorithm reaches a point where
all the angle-constraint slack variables are zero, it will stop early and add to the current basis a
unit vector that points in the same direction as the current iteration’s intermediate solution.
The full implementation with penalized slack variables, early stopping conditions, and object
space information is displayed in Equation (3.8). The algorithm is implemented in Matlab and
solved using CVX, a package for specifying and solving convex programs (Grant and Boyd,
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) ≤ sB+k/ν1,k ∀k ∈ It
1− 2vT0 v? + vT0 v0 ≤ s2B+1
v?Tv? − 1 ≤ s2B+2
VTt′v
? = 0 ∀It′ ⊇ It
(3.8)
Figure 3.5 shows the iterative process of the optimization problem for the synthetic data
example. On each panel, the horizontal axis represents number of iterations and the vertical
axis represents angles in degrees to the panel’s respective trait space. Each horizontal green
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line represents the trait space perturbation angle bound, the blue paths represent the angle to
the estimated trait subspaces at each iteration, and the red dashed paths represent the angle
to the true trait subspaces at each iteration. The swell at the start of each path indicates the
algorithm’s ability to make the objective function small by picking high-magnitude v? while the
slack variable penalty is still small. The algorithm finds a direction that’s quite close to both
the estimated trait subspaces and true trait subspaces for each block collection.
3.4 Reconstruction and Diagnostics
Once we have located all possible joint structure, the remaining task is to reconstruct the
signal matrix components for each data block. Denote the orthonormal basis for the joint
structure between the subset of blocks indexed by t as Vt. For a given data block k, we
horizontally concatenate all joint structure found involving block k in one matrix [Vt]t|k∈It and
form a series of systems of linear equations [Vt]t|k∈It Lk = X
T
k . Each row of the solution matrix
Lk contains a loadings vector that corresponds to the scores vector found in the respective
column of [Vt]t|k∈It . We can partition the rows of L by the joint structure they correspond to,
so each Vt has a corresponding Lk,t. The estimated signal component Âk,t of block k associated
with the joint structure shared between the block subset It is found via a product of Lk,t and





For each estimated score vector and loadings vector the angle to each estimated signal θ̂
and the upper bound on the angle to the true signal θ̂ + θ?2 for each direction in both trait
space and object space are of primary diagnostic interest. To calculate the upper bound for
one of the vectors, we choose the 95th percentile of an empirical distribution of θ?2 generated
using Equation (3.3) and the cached matrices from the rotational bootstrap. In trait space
we calculate angles for both included and excluded blocks for each block collection, as if some
structure has an upper bound below the random direction bound θ0 for an excluded block, it
may indicate that unidentified shared structure exists between the current block collection and
the excluded block that was made infeasible due to orthogonality constraints. In object space,
angles to excluded blocks carry less meaning as each block’s object space can have different
dimension.
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Figure 3.5: Iterative steps of the sequential optimizations locating joint structure between each
possible combination of data blocks. The horizontal axes display iterations of the optimization
problem and the vertical axes display angles between the candidate direction and TS(Â) (blue)
and TS(A) (red). From top to bottom: three-way joint, joint between blocks 1 and 2, joint
between blocks 1 and 3, joint between blocks 2 and 3.
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The need for an additional diagnostic for the quality of chosen partially joint directions
beyond angle bounds emerged after observing certain phenomena in genomic data. Some chosen
directions would occasionally appear to entirely depend on a small number of outlier observations.
If a small number of a direction’s entries are large while the rest are close to zero, then those few
corresponding observations had an inordinate amount of influence on the particular direction
chosen and that direction likely won’t generalize well. Conversely if nearly all of the direction’s
entries are of similar size then this direction potentially captures structure present among a
majority of the observations. We quantify the involvement of observations with a metric called
the Effective Number of Cases (ENC) based on ideas in importance sampling from (Kish, 1965).
Let vk for k ∈ {1 . . . n} be the entries of a chosen direction v?. Note that the entries are scaled







If one entry vk is ±1 while the rest are 0, meaning a single observation determines the
direction, then the ENC evaluates to 1. If all entries vk have the same magnitude ± 1√n , meaning
all observations have equal influence on the direction, then the ENC evaluates to n. Any chosen
direction will fall somewhere between the two extreme situations described above.
We compile both the perturbation angle upper bounds and effective numbers of cases for
each chosen direction in a single summarizing graphic. Such a summary for the trait space
angles in the synthetic data example is shown in Figure 3.6. Each row in the graphic except the
final row represents a data block and each column represents a different block combination with
included blocks highlighted in color. The number in each colored block specifies the rank of the
estimated joint subspace between the blocks included in each column. Block collections where
no partially shared joint structure was found are labeled with a 0 and grayed out. The total
rank of each subspace determined in the Signal Subspace Extraction step is given in the final
“Totals” column. The integer values across each row add to the respective values shown in the
Totals column.
Within each box, each candidate direction found for that column’s joint structure is repre-
sented by two points: × and •. The × represents the angle θ̂ between the candidate direction
65
and the corresponding data block, and the • represents the upper bound on θ, the angle between
the direction and the true subspace: θ̂ + θ?2. Recall that we only choose candidate directions
which display strong evidence for lying in included blocks and preferably strong evidence for not
lying in excluded blocks. This means that every × in a colored box will be below the dashed
line, representing the perturbation angle bound φ̂, and every × in a white box will be above the
dashed line. If the • is above the dot-dash line, representing the random direction angle bound
θ0, then that candidate direction is indistinguishable from noise with respect to that data block.
Because of the rank filtering procedure during the rotational bootstrap, no direction has both a
× below the dashed line and a • above the dot-dash line. The numerical values of the dashed
and dot-dash lines are provided outside of the colored blocks.
The final row of the graphic displays the ENC for each chosen direction. Each direction’s
ENC is depicted with a +. Depending on the sizes of the data blocks, ENC can either be
displayed on a linear scale or logarithmic scale, with reference values displayed outside of the
colored blocks. In the example trait space diagnostic graphic, we use a logarithmic scale.
We can generate a corresponding graphic for the object space angle diagnostics. Figure 3.7
displays this graphic for the synthetic data example. The final row of the graphic displays a
metric corresponding to the ENC for loadings, the Effective Contribution of Traits (ECT). We
normalize each loadings vector and calculate the ECT for the scaled entries. As each block
can have a distinct object space dimension and loadings vector, each ECT is calculated as a
percentage of that block’s object space dimension. Each included block’s loading ECT percentage
is plotted in the last box of each column, with each ECT marked by that block’s row number
in the graphic. For example, in the shared structure between blocks 1 and 2, 50% of block 1’s
traits contribute and 25% of block 2’s traits contribute. These values align very closely with the
number of nonzero rows in the true two-way signal component shared between these two blocks,
as seen in the third column of Figure 3.1. Half of the rows are nonzero in block 1 and a quarter
of the rows are nonzero in block 2 in the signal matrices associated with this shared structure.
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Figure 3.6: Joint structure breakdown for the trait spaces of the synthetic data example. The
first three rows show the angle bounds for each direction determined as joint or partially joint
structure. Each box is scaled from 0◦ at the bottom to 90◦ at the top. Each chosen direction is
quite close to its respective included blocks and all upper bounds are quite low. The last row
shows displays the effective sample size for each direction. Values are plotted within each box
on a logarithmic scale with 0 at the bottom and n at the top. Each direction has an ENC very
close to n, indicating each has entries that are all nearly identical in magnitude. This pattern
matches up with the row spaces of the true subspaces used to construct each component of
partially shared joint structure in the toy example.
Figure 3.7: Joint structure breakdown for the object spaces of the syntheic example. Final row
shows the proportion of energy that each loadings vector accounts for in its respective data
block. The loadings vectors explain a smaller energy proportion for block X3, than the other




The signal extraction procedures we use rely on asymptotic Marchenko-Pastur random
matrix theory discussed in Section 1.2.1. The convergence of eigenvalues under that theory
varies based on the shape of the matrix: the ratio of the number of rows to the number of
columns, denoted by β. Therefore, to illustrate our experiments with matrix signal extraction
we employ two synthetic data matrices: a square matrix and a non-square matrix.
The square data matrix X1 ∈ R500×500 is created by combining a non-random signal matrix
A = U1DV
T with additive noise E1: X1 = A + E1. Let D ∈ R50×50 be fixed a diagonal matrix
with equally-spaced entries from 0.1 to 5. The entries of D are the singular values of the signal
matrix and the main goal of our signal extraction procedure is to recover as many of them as
accurately as possible. Let U1 and V be arbitrary, fixed, orthonormal bases of 50-dimensional
subspaces of R500. These orthonormal matrices are the directional counterpart to the magnitude
information contained in D. Finally, let E1 be a matrix of i.i.d. Gaussian noise with variance
σ2
500 . This noise matrix serves to inflate and obfuscate the signal. We divide σ
2 by 500 to induce
a signal-to-noise ratio under which most of the signal is feasibly recoverable. Such rescaling is
common in matrix signal extraction literature, and the result is columns with expected norm σ.
Along with matrix size β, σ determines the theoretical minimum where signal singular values
are distinguishable from noise singular values. We choose σ = 1 so the majority of the singular
values in D are distinguishable from noise.
The non-square data matrix X2 ∈ R5000×500 is constructed analogously using matrices U2
and E2 with 5000 rows rather than 500 in place of U1 and E1 respectively. The variance of the
entries in E2 is
σ2
5000 to maintain the same signal-to-noise ratio as the square matrix example.
We divide by the number of rows in the matrix to again produce columns with expected norm σ.
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4.1 Initial Noise and Rank Estimation
The operative assumption of the optimal shrinkage procedures from (Gavish and Donoho,
2014) and (Gavish and Donoho, 2017) is that a very small amount of signal is present in a large,
noisy matrix. Even in situations where as little as one-tenth of the ranks of the data matrix




can easily overestimate the noise present in the data and shrink the empirical singular values
too aggressively.
Figure 4.1 shows shrinkage of the singular values of X1 under several different noise level
estimates. The blue points show the sorted singular values of the data and the black points show
the true signal singular values. Note that the largest observed singular value is greater than
the largest signal singular value; the presence of noise necessitates shrinkage of singular values
declared as signal. The red points show the shrunken singular values for each noise level. The
matrix shape parameter β and particular noise level estimate determine the threshold at which
observed singular values are declared as signal or noise, as shown in the formula for optimal
shrinkage under operator norm loss (3.5). Observed singular values (blue) below the threshold
σ(1 +
√
β), shown in Figure 4.1 as a dashed red line are set to 0. Observed singular values above
that threshold are shrunk according to the formula in (3.5). The solid green line shows the
minimum cutoff where a signal singular value can be distinguished from noise. In general this
cutoff is at σβ1/4, which for X1 is 1. We hope to recover every signal singular value (black) that
lies above this cutoff.
The left panel shows the results after using the default noise level estimate in the shrinkage
procedure. Overall the largest true singular values are well-estimated but subsequent values are
underestimated. Furthermore, several true singular values above the theoretically recoverable
minimum are declared noise and shrunk to zero.
The shrinkage in the middle panel used a slightly smaller noise level estimate. We observed
that by slightly deflating the background noise level estimate we could improve the amount of
signal recovered in our synthetic example. Through ad-hoc experimentation we chose to use
the 46th percentile of the empirical singular values rather than the median in the numerator of
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Figure 4.1: Singular value shrinkage of the square matrix X1 using three different background
noise level estimates. The shrinkage in the left panel was performed using the default Gavish-
Donoho noise level estimate. The slightly deflated quantile estimate used in the middle panel
appears to capture more signal without including extra noise. The right panel shows the result
of underestimating the noise level; all signal singular value estimates are still inflated and far
too many singular values are kept as signal overall.
the Gavish-Donoho estimator. The procedure now recovers nearly all of the signal above the
theoretically recoverable minimum without including extra noise energy in the signal estimate.
Notably, if the noise level is deflated further the shrinkage procedure starts to overestimate
the signal present and could even choose a signal rank higher than the true signal rank. The right
panel of Figure 4.1 shows one such instance using the 40th percentile of the empirical singular
values in the numerator of the noise estimate. Even the largest singular value is overestimated
and more than 60 singular values are kept as signal even though the true signal is only rank 50.
Noise levels found using the grid search method from (Shabalin and Nobel, 2013) also
frequently resulted in plots similar to the right panel of Figure 4.1. Between high sensitivity to
the largest singular values of the data matrix and therefore candidate points selected, as well
as systematic noise underestimation when 1/β is comparable in magnitude to the dimensions
of the data matrix, this noise level estimation procedure didn’t seem appropriate for use in
DIVAS. Therefore, while the median-matching formula from (Gavish and Donoho, 2017) can
overestimate the noise level in matrices where a substantial proportion of the directions are
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signal directions, it tends to perform slightly better overall, and is much more computationally
efficient for matrices with many observations.
4.2 Non-Signal Energy Corrections
As discussed in Section 3.2.2, the rotational bootstrap depends heavily on an effective
estimator of the non-signal component E. In the following section we discuss the shortcomings
of the näıve estimate Ê = X− Â and propose potential paths to a better estimator.
One way to check the efficacy of an estimator for E is to see how well its eigenvalues align
with the Marchenko-Pastur distribution (see Section 1.2.1). We can compare the observed values
to the prescribed theory using a quantile-quantile (Q-Q) plot. On the horizontal axis, we plot
the sorted observed eigenvalues for a non-signal component estimate Ê, and on the vertical
axis we plot evenly-spaced quantiles of the Marchenko-Pastur distribution with parameter β.
Typically, if the plotted points on a Q-Q plot roughly follow the 45◦ line, the conclusion is that
the observed data aligns well with the theoretical distribution. To get a sense of how much
variability to expect about the 45◦ line, we generate M = 100 i.i.d. Gaussian matrices and plot
their eigenvalues as markerless lines underneath the main Q-Q plot points. These traces about
the 45◦ line create a visually striking region of acceptable variability which can be used to judge
the plotted points at a glance.
Figure 4.2 displays such a Q-Q plot of the näıve non-signal component estimate for the
non-square example data matrix X2. The Q-Q points are plotted as connected magenta dots,
the 45◦ line is plotted as a black dashed line, and the region of acceptable variability is plotted
in green. For this matrix and other non-square data matrices the näıve estimated non-signal
component tends to display unexpectedly low energy in directions associated with the estimated
signal subspace. Most of the points run parallel to the 45◦ line just outside of the acceptable
variability region, but the bottom several eigenvalues form an obtruse “J” shape that falls well
outside the bounds of the Marchenko-Pastur distribution for this matrix aspect ratio.
This phenomenon appears often in plots of näıve non-signal component estimates, and leads
to Q-Q plots that are challenging to interpret. In the case of the non-square example data matrix
used to generate Figure 4.2, the estimated signal rank is 44, and the bottom 44 eigenvalues
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Figure 4.2: Q-Q plot for the residual error matrix after shrinking the singular values of the non-
square matrix X2. The first r̂ eigenvalues fall entirely outside the range determined by Theorem
1.1, signaling that the naive noise matrix estimate is flawed. These eigenvalues are also scaled
using the original noise level estimate to retain some interpretability. Scaling using the apparent
noise level in the estimated error matrix produces an even worse fit to the Marchenko-Pastur
distribution because the apparent noise level is too low.
of the error matrix completely deviate from the theoretical Marchenko-Pastur distribution.
Importantly, this phenomenon occurs regardless of the noise level estimate used. The aberration
in this graphic calls into question the formation of the residual matrix Ê by simply subtracting
Â from the data as described above. The rotational bootstrap procedure to estimate principal
angle structure, perturbation angle bounds, and the rank of the subspace passed to subsequent
steps of DIVAS depends on effective estimation of the underlying non-signal component E.
To explain this behavior and motivate our proposed estimators, we consider our data model
(3.1) in a special case where the signal is rank one, and the signal, noise and data are all vectors
in R2. Corresponding graphics demonstrating this example are shown in Figure 4.3. The signal
(green) and noise (red) vectors each lie in distinct one-dimensional subspaces. The two vectors
are added together to form the data vector (blue). When we form our estimate of the signal
Â (green-blue dashed) our shrinkage procedure gives us a good estimate of signal magnitude.
However, since we cannot hope to recover any directional information about A, the estimate
Â lies in the same subspace as the data. When we next subtract Â from the data X, the
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subtraction occurs entirely in the data subspace so we don’t account for the angle between
the initial signal and noise vectors at all. This leads to an underestimation of noise energy Ê
(red-blue dashed): the length of the estimated noise within the data subspace is distinctly shorter
than the length of the original noise vector (red). This length discrepancy is the one-dimensional
analog to the phenomenon shown in Figure 4.2 where many of the eigenvalues are smaller than
expected.
Figure 4.3: Example of noise underestimation for a rank-one signal subspace in R2. Left: Signal
space (green), noise space (red), and data space (blue). When we remove energy equal to that
of the signal space from the data space the leftover energy is noticeably smaller than the true
noise energy. Note that the black arc indicates a rotation rather than a projection, so the green
dashed line has the same length as the green line. Right: Demonstration of proposed correction
based on estimation of the typical angle between signal and noise (θ). Using such an angle along
with the known length of the blue line and estimated length of the green line we can estimate
the noise magnitude by solving the resulting triangle for the length of the dashed red line.
Based on Figure 4.3, we propose a correction for noise underestimation within the estimated
signal subspace. We know the magnitude of the data, and singular value shrinkage provides
a good estimate of the magnitude of the signal. If we can estimate one of the angles of the
triangle formed by the origin, signal, and data (in other words, the triangle with green, blue,
and red dashed edges in Figure 4.3), we can then solve for the correct magnitude of the noise.
One option is to estimate the angle between the signal and noise vectors, denoted θ. As
seen in Figure 4.3, the angle 180− θ appears in the triangle of interest. We assume in our data
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model that the direction of the noise vector was chosen uniformly at random. This assumption
allows us to write down, or simulate, the distribution of angles between a random noise vector
and a fixed signal vector. We can then choose a sensible percentile from this distribution as
an estimate of θ. Equipped with an estimate for θ, we can use the law of sines to estimate the
angle between the signal and data θ̌ as:






and then find the corrected noise energy as
||Ê|| = ||X|| sin(θ̌)
sin(180− θ)
. (4.2)
Given the potential demonstrated by angle estimation in the rank-one example, we now
consider the parallel procedure in higher-dimensional subspaces. Consider the data matrix as a




i . Once we estimate
the signal singular values, we can split the energy in the associated singular vector directions















The Gavish-Donoho shrinkage procedure gives us good estimates for the first r̂ signal singular
values ν̂1:r̂ while confirming many of the uiv
T
i subspaces and associated singular values as




i from X we are again overestimating the
influence of the signal within the data subspace, as we’ll be left with r̂ terms in Ê which have
inordinately small energy νi − ν̂i in directions associated with the estimated signal.
We found that using the random direction angle bound θ0 defined in Section 3.1 for an
r̂-dimensional subspace in Rd∨n worked well as an approximate principal angle between signal
and noise subspaces for synthetic data, as estimation of the non-signal component occurs before
the rotational bootstrap so we have no estimate of any principal angle structure between signal,
noise, and/or data. Using the procedure described above for the one-dimensional case we correct
every deficient error singular value of the residual matrix. For every underestimated error
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singular value we calculate a possible angle between the jth principal components of signal and
noise with a formula analogous to (4.1):























A comparison of the Q-Q plot before and after performing this energy correction is shown in
Figure 4.4. The magenta points from Figure 4.2 are included for comparison to the corrected set
of eigenvalues produced with the above procedure (shown in black). After correcting the singular
values, the eigenvalues of the reconstructed residual matrix follow the expected Marchenko-
Pastur distribution quite closely; nearly all of them fall within the acceptable variability envelope.
Furthermore, the residual matrix as a whole now has a more appropriate apparent noise level
for graphical scaling. We used the median from the simulated distribution of random direction
angles as θ in formulas (4.3) and (4.4) to produce these results.
Another option is to directly replace energy-deficient non-signal singular values with singular
values sampled from the appropriate Marchenko-Pastur distribution. Form the imputed non-












where MPk(β) is the kth percentile of the Marchenko-Pastur distribution with parameter β,
U1:r̂ are i.i.d. standard uniform random variables, and σ̂ is the initial background noise level
estimate. This non-signal matrix noise estimate can be used to generate informative Q-Q plots
for evaluating the initial background noise level estimate.
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Figure 4.4: Q-Q plot for the residual error matrix after shrinking the singular values of the
non-square matrix X2 and correcting for noise energy loss using the method based on estimating
the typical angle between signal and noise demonstrated in Figure 4.3. The corrected eigenvalues,
which largely remain within the green acceptable variability envelope, appear in black.
A third option is to leverage the estimated signal energy and the assumed rotational
invariance property of the noise matrix. Figure 4.3 highlights the issue that even if we knew the
exact magnitude of the signal, we could never recover its original direction. However, to execute
the rotational bootstrap, we don’t need an estimate of the true noise matrix, we only need an
estimate of some noise matrix that could have produced the observed data when added to some
fixed matrix with an identical principal-angle relationship to the data as the true signal.
Let X◦ and A◦ be replication data and signal matrices respectively generated via the
first half of Algorithm 1. Here we use either Êangular or Êimpute as the noise estimate to
generate X◦. If we could find left and right orthogonal rotation matrices O and Q such that
OX◦Q ≈ X, then those same rotation matrices could be applied to A◦ to create a fabricated
signal matrix A? = OA◦Q. We can then form a new fabricated non-signal matrix estimate
Efabricate = X−A?.
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We find orthogonal matrices O and Q by minimizing the Frobenius norm between X and
the rotated replicated data matrix X◦ according to the optimization problem in Equation (4.5):
min
O,Q




We solve this optimization problem in two variables with an alternating iterative scheme.
We start with initial values for O and Q, then solve for the optimal Q given the current O, then
solve for the optimal O given the new Q, and so on until convergence. Notably, the objective
function is equivalent to maximizing Tr(XTOX◦Q) in Q for a given O and Tr(X◦QXTO) in
O for a given Q, so these objectives are used for each iteration as gradients of traces in one
variable are easy to calculate. Each iteration of the algorithm is solved using a gradient descent
method for the manifold of orthogonal matrices outlined in (Wen and Yin, 2010).
The mathematical argument for using Êfabricate follows below.
‖Êfabricate‖2 = ‖A + E−OA◦Q‖2, (4.6)
= ‖A‖2 + ‖OA◦Q‖2 + ‖E‖2 + 2〈A,E〉 − 2〈A + E,OA◦Q〉. (4.7)
≈ ‖A‖2 + ‖OA◦Q‖2 + ‖E‖2 + 2〈A,E〉 − 2〈A + E,A〉, (4.8)
= ‖A‖2 + ‖OA◦Q‖2 + ‖E‖2 + 2〈A,E〉 − 2〈A,E〉 − 2‖A‖2, (4.9)
= ‖OA◦Q‖2 − ‖A‖2 + ‖E‖2, (4.10)
‖Êfabricate‖2 ≈ ‖E‖2. (4.11)
We move from (4.7) to (4.8) by asserting that the rotational replication procedure preserves
the angular relationship between signal and data well, i.e. 〈A + E,OA◦Q〉 ≈ 〈A + E,A〉. We
move from (4.10) to (4.11) by assuming the initial signal extraction produces a good estimate of
the magnitude of the true signal matrix, i.e. ‖OA◦Q‖2 = ‖Â‖2 ≈ ‖A‖2. As a remark, while
this argument shows this estimation scheme works under certain assumptions, Êfabricate will
also always be similar in energy to whichever non-signal matrix estimate Ê is used to generate
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the rotational replications:
Êfabricate = X−OA◦Q ≈ OX◦Q−OA◦Q = O(X◦ −A◦)Q = OÊQ
While the fabrication of non-signal matrix estimation was a worthwhile exploration into
constrained optimization and angular geometry, this method is likely not practical for DIVAS.
The assumption between (4.7) and (4.8) is often violated as any individual replication will do a
poor job approximating principal angle structure between signal and data. We only achieve
effective approximations of that structure in the aggregate via something like the rotational
bootstrap. Furthermore, the optimization algorithm quickly becomes intractable for larger data
matrices, even with simplifications via QR factorization.
Ultimately we use Êimpute for non-signal matrix estimate correction in DIVAS. Calculating
Marchenko-Pastur percentiles is computationally cheap compared to any kind of random
rotation and it relies only on assumptions already made in the data model rather than additional
assumptions about approximate relationships between certain angles in high dimensions. Directly
involving the background noise level estimate σ̂ also enhances its utility in diagnostics about




In this section we utilize DIVAS to explore the relationships between data blocks in two
multi-block settings: Swiss and Spanish mortality and breast cancer genomics.
5.1 Twentieth Century Mortality Rates
We expand the Spanish mortality data set explored in Chapter 2 by incorporating additional
years of data up to 2018 with corresponding data for Swiss males and females to form a four-block
data set. Each block has 99 rows (traits), corresponding to each age from 0 to 98, and 111
columns (data objects) corresponding to each year from 1908 to 2018. Data was downloaded on
April 8, 2021 from the Human Mortality Database (Wilmoth and Shkolnikov, 2021).






accentuate differences in small-magnitude mortality rates. Some recent years had zero observed
deaths in children of certain young ages in Switzerland (three entries for Swiss males, six entries
for Swiss females). These entries in the data blocks were set to the minimum of their four
adjacent values in the data block before the logit transformation. After the logit transformation,
each data block was double-centered. As discussed in Section 2.4, we feel that double centering
is the most appropriate for this kind of data, even in integrative analysis. The object and
trait means for each data block are displayed in Figure 5.1. In the object means, we see the
overall mortality profile across ages for each country and gender. Males exhibit a slightly higher
increase in mortality upon entering adulthood than females in both countries. We also observe
systematic anomalies in the mortality rates for older Spanish individuals that are not present in
the Swiss data. These anomalies are manifestations of the “age-rounding” effect discussed in
Section 2.1, and reflect differences in medical record keeping practices during the early 20th
century between the two countries. Each trait mean portrays overall decreases in mortality rate
79
over time. Earlier years in this and subsequent figures are shown in purple and blue while later
years are shown in orange and red. The worst year of the 20th century flu pandemic, 1918,
appears prominently at the top of each trait mean panel in violet. Spanish data blocks have
light blue lines, corresponding with the late 1930s, out of sequence in their plots due to the
country’s civil war in that time frame.
Figure 5.1: Object means (top row) and trait means (bottom row) for each data block. Both
male data blocks have a more dramatic increase in mortality for young adults than the female
data blocks. Both Spanish data blocks display effects of record-keeping round-offs absent from
Swiss data blocks. All trait means capture the overall improvement in mortality rate over time
across the population.
When analyzing this data set with DIVAS, we expect to see joint information shared between
all four data blocks related to the specific improvements in mortality rate for younger people
observed throughout the 20th century. We subsequently expect to find partially-shared structure
between certain pairs of data blocks, namely the pairs that have either country or gender in
common.
Table 5.1 shows the estimated ranks and perturbation angles for each block in the mortality
data set. Importantly, for signal extraction for this data set, we used a rank filtering percentage




, approximately 38.2%, rather than the default maximum
of 50%. We find that additional filtering enhances interpretability of results when data blocks
are expected to have a high amount of signal with components of varying magnitude. Since all
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four data blocks have identical trait and object dimensions and relatively similar background










Swiss Male 22 13 21.0◦ 20.2◦
Swiss Female 28 16 20.2◦ 18.6◦
Spanish Male 24 11 20.7◦ 19.5◦
Spanish Female 27 14 19.6◦ 18.7◦
Table 5.1: Table of estimated ranks and perturbation angle bounds for four block mortality
data.
Figure 5.2 shows the scores diagnostic graphic for the DIVAS decomposition of the mortality
data (see Section 3.4). DIVAS finds a two dimensional four-way shared component, a one
dimensional partially-shared component between each block besides Swiss females, and a variety
of partially-shared components between pairs of data blocks, including a five dimensional shared
subspace between Spanish males and females. Most of these findings are not surprising, but
finding significant three-way partially-shared structure was not anticipated before the analysis.
Many of the two-way score vectors are also significantly not orthogonal to the non-included
blocks, indicated by black dots below the random direction angle bound dot-dash line. This
can be interpreted as structure that’s correlated with the excluded block but not angularly
close enough to be considered for inclusion. Figure 5.3 shows the angle diagnostics for the
corresponding loadings vectors.
We can further investigate the joint relationship between collections of blocks by plotting
the loadings and scores vectors in a similar manner to the plots from Section 2.1. We first
plot each block’s two loadings vectors associated with the fully shared joint structure, shown
in Figure 5.4. In this and subsequent loadings figures, each row of panels corresponds to a
different component and each column of panels corresponds to a different data block. As
in previous analyses of double-centered mortality data matrices, the first modes of variation
found demonstrate that improvements in mortality were more prominent among young people.
However, here that phenomenon has been split into two highly-related pieces: the first highlights
changes since 1974 and includes the increase in automotive deaths in young adults in the 1990s,
and the second highlights changes from 1908 to 1974 and includes the flu pandemic along with
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Figure 5.2: Joint structure breakdown and diagnostics for the mortality data score vectors.
Three-way shared structure is surprising to find.
specific improvements for infant mortality. Recall that due to our reconstruction methodology
in Section 3.4, calculated loadings vectors are not guaranteed and in fact not expected to be
orthogonal even though the score vectors are orthogonal. This consequence follows for the same
reasons as in PLS (see Section 2.4). The two DIVAS joint score vectors produce loadings vectors
that are angularly close in every data block, with angles ranging from 15◦ to 35◦.
Of particular interest is the three-way joint component found between Swiss males, Spanish
males, and Spanish females. We didn’t anticipate locating significant structure shared between
three blocks as opposed to two or four blocks. Figure 5.5 displays the loadings vectors for each
included data block in this collection. This mode of variation appears to indicate a contrast
between the mortality rates of young adults and the rest of the population during the late 1980s
and early 1990s. Considering that the automobile effect already appeared in the fully joint
component, we suspect this mode of variation is capturing a different effect. Our hypothesis
given the time frame and groups affected is that this component is capturing increased mortality
from the HIV/AIDS pandemic in the late 20th century. Further research and consultation with
subject matter experts is necessary to confirm these hypotheses. Notably this effect is not fully
orthogonal to the Swiss female block according to diagnostic Figure 5.2, so the effect of this
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Figure 5.3: Joint structure breakdown and diagnostics for the mortality data loadings vectors.
pandemic still exists in that data matrix, just in a way that isn’t quite similar enough to the
other data blocks to be included by DIVAS.
To focus on the distinctive patterns located by each joint score vector, we plot the entries of
the score vectors corresponding with each of the previously shown loadings vectors in a matrix
of jitter and scatter plots. To aid in visual interpretation, we also include a simple average of the
trait means from each block as a fourth component of the scatter plot matrix. The composite
trait mean is plotted in the upper-left corner, with subsequent plots corresponding to the four
way and three way score vectors. In these plots we can identify which years are being associated
with high mortality in each mode of variation by using the location of the distinct violet 1918
flu pandemic point in each plot. The two-dimensional scatter plot between the two four-way
directions shows a rotated version of the automobile mortality effect observed in the middle
panel of Figure 2.7. While a PCA of a single double-centered data block would likely identify this
effect as its own component, DIVAS separated out the effect into two separate components that
affected different age groups at different times. Component 1 highlights most of the automobile
effect, while component 2 highlights improvements in infant and child mortality earlier in the
century. Infant effects were spread across multiple FDA components in the analysis of Spanish
male data in Section 2.1, but DIVAS chose to collect all of that information into one shared
component rather than all of the automobile effect information. In the three-way component,
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Figure 5.4: FDA curve plots of loadings vectors calculated from four-way joint score vectors.
Modes of variation capture stronger improvements in mortality for younger people over time
and the rise and fall of automobile fatalities.
an effect in the late 1980s and early 1990s is driving shifts in mortality. As mentioned above, we
suspect that the emergence of HIV/AIDS in this time frame is the primary driver of this mode
of variation.
To round out the analysis, we examine the shared modes of variation found between blocks
that share a country in common. Figure 5.7 shows the loadings plots for the two shared
directions between Swiss males and Swiss females. These directions both focus almost entirely
on variation in mortality of younger children in recent years. We believe these modes manifested
as a consequence of our logit transformation and data imputation in concordance with the
nature of the data on recent Swiss mortality. Either due to a currently incomplete mortality
record in the database or due to recent societal shifts, very, very few young Swiss children were
recorded has having died in the 2010s. When we logarithmically transform these extremely low
mortality rates, small differences become more exaggerated. Furthermore, the pattern of spikes
in component 2 is very distinctive. Recall that three Swiss male values and six Swiss female
values were imputed to be nonzero for the sake of the logit transformation. In each loadings
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Figure 5.5: FDA curve plots of loadings vectors calculated from the three-way joint score vector.
Mode of variation contrasts mortality in young adults with others around 1990. Potentially
related to the emergence of HIV/AIDS.
plot, we can count roughly three major spikes in the male panel and roughly six major spikes in
the female panel, likely at ages corresponding to the locations of our imputations.
Finally, Figure 5.8 displays the loadings vectors calculated from each two-way joint score
vector shared between the two Spanish blocks. Components 2 and 3 primarily correlate with
the remaining age rounding effects present in both blocks, with spikes at at round ages divisible
by both 5 and 10. Component 4 is primarily about the Spanish Civil War, which took place
in years corresponding to medium-light blue on the color-chronological scale. Components 1
and 5 are harder to interpret. We hypothesize that component 1 is related to various separatist
activities that occurred in the late 20th century in Spain, but we have not been able to identify
a particular event in the mid-1990s that could relate to the specific years driving the mode
of variation. Component 5 could be a similar effect to the shared Swiss components, where a
combination of the choice of transformation and potential incompleteness of the recent mortality
record lead to contrasts between individual recent years.
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Figure 5.6: Scores scatterplot matrix of four-way joint directions, three-way joint direction, and
composite trait mean of the data blocks. The two-dimensional four-way joint subspace captures
the typical automobile mode of variation seen previously in Section 2.1.
5.2 TCGA Breast Cancer Subtypes
Our other test case for DIVAS is a four-block data set containing different views of genetic
data from 616 breast cancer patients from The Cancer Genome Atlas (TCGA) (Network et al.,
2012). We have a gene expression (GE) data block containing 16615 genes, a gene copy number
(CN) data block with 24174 variables, a protein expression (RPPA) data block containing 187
proteins, and a 0-1 mutation detection (Mut) block containing data on 18256 genes. Each patient
is labeled as one of four breast cancer subtypes: Luminal A, Luminal B, Basal, or Her2-enriched.
To reduce noise and outlier cases in the mutation block, we first remove any trait from the
matrix with a 1 in fewer than 2.5% of the data objects. This drastically reduces the number of
traits in the mutation data block to 128.
We wish to obtain the entire hierarchy of joint structure among the four data blocks. Of
particular interest are the four-way joint structure, three-way partially-shared joint structures,
and partially-shared structure involving proteins or mutations. The biological understanding of
the protein production pathway dictates that after accounting for the gene expression and gene
copy number there should be no additional variation shared between mutations and proteins.
Once all joint structure is cataloged, further conclusions can be drawn from loadings of the
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Figure 5.7: FDA curve plots of loadings vectors calculated from two-way joint score vectors
between Swiss data blocks. Modes primarily driven by accentuated differences in recent child
mortality rates.
joint structure in the gene expression data block. As with any other statistical analyses of gene
expression data, we ultimately want to know which genes are driving the variation of interest. In
this case we want to know which genes are driving the manifestation of different cancer subtypes.
We do not give DIVAS access to the observation labels in our procedure at present; our analysis
is completely unsupervised.
As in the analysis of the mortality data, we double-center each data block and perform
signal extraction with the golden-ratio-derived rank filtration percentage. Table 5.2 displays the
filtered ranks and perturbation angle bounds for each data block. Since we only have 616 data
vectors defining the data subspaces in the very high-dimensional object spaces for the GE and
CN data blocks, the object space perturbation angles become quite high for those data blocks.
Figures 5.9 and 5.10 show the DIVAS decomposition and angle diagnostics for the scores
and loadings vectors respectively. DIVAS finds a single shared component between all four data
blocks, a seven-dimensional subspace shared between all data blocks besides mutation, and lots
of shared structure between pairs of data blocks not involving mutation. This result aligns well
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Figure 5.8: FDA curve plots of loadings vectors calculated from two-way joint score vectors
between Spanish data blocks. Modes primarily driven by age-rounding record-keeping anomalies
and the Spanish Civil War.
with biological expectations, particularly the large amount of structure shared uniquely between
gene expression and copy number.
Figure 5.11 displays a scores scatterplot matrix of directions from the four-way joint and
three-way joint components of the data. We chose to include the first three directions in the
basis for the three-way joint subspace along with the four-way joint direction for ease of visual
interpretation. The four-way joint component separates basal cases from other cases. This is
typically the first component found in any analysis of the modes of variation in breast cancer
patients, as basal cell cancers have a very different gene expression profile than the other subtypes.
The two-dimensional plot of the scores along the first two directions in the three-way joint
subspace separates Her2 cases from Basal cases primarily, and from Luminal A cases secondarily.
This indicates the potential for identifying useful genes, proteins, and copy number regions that














GE 16615 210 135 19.5◦ 47.4◦
CN 24174 272 214 17.3◦ 42.6◦
RPPA 187 58 34 26.4◦ 16.0◦
Mut 128 20 3 25.4◦ 13.4◦
Table 5.2: Table of estimated ranks and perturbation angle bounds for four block cancer genomics
data.
Figure 5.9: Joint structure breakdown and diagnostics for the cancer genomic score vectors.
Figure 5.10: Joint structure breakdown and diagnostics for the cancer genomic loadings vectors.
89
Figure 5.11: Scores scatterplot matrix of four-way joint direction and first three three-way
joint directions. The four-way joint subspace distinguishes basal from other subtypes and the
three-way joint subspace distinguishes Her2 from other subtypes.
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