Best possible upper and lower bounds, as defined by quantum mechanics through the Wigner function, are determined for the quasiprobability mass which can occur on any circular disk or annulus in the phase-plane of a 1-dimensional system in an arbitrary state. Violation of these bounds by experimentally measured quasiprobability distributions would signal deviations from quantum mechanics.
Wigner function [7, 8, 9, 10, 11] , which determines the wavefunction of the associated system up to an unimportant constant phase. (More generally, it determines the density operator.) These experiments are therefore probing the validity of quantum mechanics directly at the level of complex wavefunctions.
At the length scales of the present experiments, quantum mechanics has been extremely well-established by indirect measurements, and it can be argued therefore that no unexpected results will be found, at least until these or similar experiments are extended to very much smaller length scales, with very much greater accuracy. Nevertheless, the recent experiments have introduced a new level of observations, and it would seem wise to develop techniques by which theory can be checked directly against experiments of this type. It is sensible to ask the question: What features of a measured quasiprobability distribution would signify a breakdown of quantum mechanics?
There are two attitudes one can adopt to this. The first is to say that an observed distribution should simply be checked against the corresponding Wigner function predicted by quantum mechanics. But this requires certain knowledge of the state being measured; if a disagreement is found between theory and experiment, it may not be clear if it is due to a breakdown of the theory, or to partial ignorance of the state. The second attitude is to say that an observed distribution is consistent with quantum mechanics if a square-integrable wavefunction (more generally, a density operator) can be found which defines a Wigner function consistent with the data. But this too is far from a trivial matter to check. In the 1-dimensional case, if the quasiprobability density P (q, p) corresponding to a pure state has been measured, it is possible in theory [10] to choose a wavefunction defined by ψ * (a)ψ(x) = ρ(x, a) for any fixed constant a, where
ip(x−y)/h dp .
However, evaluation of this integral requires accurate knowledge of P on the whole phase-plane. Furthermore, it is necessary to show that every choice of a leads to the same wavefunction (up to a constant phase), or equivalently, that ψ(x) defined in this way for any one choice of a, reproduces the measured density function P (q, p) when inserted into the defining relation (2) for the Wigner function. These operations are quite unsuitable for defining a consistency check; as Tatarskii has shown [10] , they implicitly involve checking that ∂ 2 ln ρ(x, y)/∂x∂y = 0 on the whole (x, y)-plane, which is quite impracticable with experimental data containing noise.
We propose a simple consistency check. For a system with one degree of freedom, it is based on the idea of estimating the amount of experimentally determined quasiprobability located on circular discs or annuli with varying radii and varying centers in the phase-plane, and checking that in each case this amount lies within upper and lower bounds which are defined by quantum mechanics, but which are independent of the state of the system under consideration.
As we shall show, energy eigenstates of the simple harmonic oscillator lead theoretically to the exact attainment of these upper and lower bounds, over continuous ranges of values of the disk or annulus radii. Consequently, the strongest tests of quantum mechanics by the method we suggest here seem likely to occur with quasiprobability distributions measured for oscillator stationary states (or single frequency light modes). Such states are perhaps the easiest to establish experimentally, and it is just such a state for which the quasiprobability distribution has been measured in one of the experiments mentioned above [3] .
The concepts underlying the definition of the Wigner function are the Hilbert space of states, the Born interpretation and the canonical relations between coordinates and momenta. The observation of any violation of the proposed consistency check would therefore indicate a breakdown of at least one of these basic concepts of quantum mechanics. (In some experiments conducted so far, assumptions have also been made as to the time-evolution of the Wigner function for linear dynamics, and such assumptions would also be called into question by any observed violation.)
In what follows we consider the best possible upper and lower bounds determined by quantum mechanics, on the quasiprobability mass which can appear on a given subregion of phase-space. We restrict attention for simplicity to pure states of a system with one degree of freedom, with a Cartesian coordinate q and its conjugate momentum p ; it is obvious that the same bounds apply to mixed states. The Wigner function is considered at a particular instant, so that results are independent of any particular dynamics. We work in dimensionless variables. Appropriate dimensional factors will appear in what follows if each coordinate q there is replaced by q/L, each momentum p by Lp/h, each wavefunction ψ by L −1/2 ψ, each phase space area A by A/h, and each Wigner function W byhW , where L is a suitable constant with dimensions of a length.
For each normalized wavefunction ψ, the Wigner function is
Then [7] Γ W ψ dq dp = 1 ,
where Γ denotes the (q, p) phase-plane. It is known that the Wigner function is bounded [8] :
for all normalized ψ, for all (q, p) ∈ Γ. Obvious checks of a measured quasiprobability distribution are that it respects (3) and (4); we shall assume that this is so. Note that in the second of (3), the integral of the square of the Wigner function will be less than 1/2π if the underlying state is mixed, but according to quantum mechanics, can never be greater. The problem of interest here is to find bounds on the quasiprobability functional
where S is some subregion of Γ, and χ S is the function with the value 1 on S, and the value 0 on the complement of S. It follows at once from (4) and (5) that
where A S = S dq dp is the area of S. In order to obtain stronger bounds than (6), recall that each real-valued function T (q, p) on Γ can be associated with a selfadjoint operatorT such that (ψ,T ψ) = Γ T (q, p)W ψ (q, p) dq dp ,
where (ψ 1 , ψ 2 ) is usual scalar product of wavefunctions. HereT can always be written as a Fredholm integral operator,
with hermitian kernel given in terms of the real-valued function T (q, p) as
T ((x + y)/2, p) e ip(x−y) dp .
Consider now the case when T (q, p) = χ S (q, p). Comparison of (5) and (7) shows that
χ S ((x + y)/2, p)e ip(x−y) dp .
It follows at once from (10) that the extremal values of Q S [W ψ ] are determined by the eigenvalue problemK S ψ = λψ withK S as in (11) . In particular,
inf
where λ min and λ max are the minimum and maximum eigenvalues ofK S respectively (or more generally, the infimum and supremum of the spectrum ofK S ). Thus the problem of interest now becomes the determination of λ min and λ max .
[Remark: It also follows from (10) that if the Wigner function is associated with a particular quantum system whose wavefunction ψ(x, t) evolves in time according to Schrödinger's equation with some Hamiltonian operatorĤ, then the value of Q S , that is the quasiprobability mass on S, evolves in the familiar way for expectation values,
Determination of the evolution of inf Q S and sup Q S for particular systems might be considered, and in principle tested against experiment as checks of the laws of quantum dynamics.] In order to proceed, suppose that the subregion S ⊂ Γ has the general form shown in Fig. 1 . Here F 1 and F 2 are real-valued functions defined for a ≤ q ≤ b, and satisfying
, and F 2 (q) ≥ F 1 (q) for a < q < b. Each function need only be piecewise continuous, and a = −∞ and/or b = ∞ is allowed. For such a subregion, the characteristic function has the form
and the kernel (12) becomes
e ip(x−y) dp
for 2a < (x + y) < 2b, and 0 otherwise. Note that the singularity at x = y is only apparent. Then (11) becomes
More generally, the subregion S may consist of several nonintersecting parts S 1 , S 2 , . . . of the same general type, even on overlapping q-intervals. It is easily seen that in such a caseK S =K S 1 +K S 2 + . . . However, in general [K S 1 ,K S 2 ] = 0, etc., so that the bounds associated with different subregions cannot be added.
Note also that the extremal values of Q S and Q S ′ are the same if S is transformed into S ′ by a canonical transformation of Γ of the form
where α, β, γ, µ, ν and ρ are real constants satisfying αµ − βν = 1. In particular, the case of any circular or elliptical region of area πa 2 can be reduced to the case of a circular disk of radius a, centred at the origin.
In this case, the operatorK S (letK a denote it now) is given from (17) by
for −∞ < x < ∞, and it is not hard to check thatK a commutes with the simple harmonic oscillator Hamiltonian operatorĤ defined bŷ
It follows that for every value of a the eigenfunctions ofK a are the oscillator eigenfunctions
where H n is the Hermite polynomial [12] . According to (10) , the eigenvalue λ n (a) ofK a corresponding to the eigenfunction (21), must equal the quasi-probability mass on the disk of radius a, as determined by the Wigner function W n (say) corresponding to that eigenfunction. Since it is known [11] that
where L n is the Laguerre polynomial [12] , it follows that
Thus λ 0 (a) = 1 − e −a 2 , λ 1 (a) = 1 − (1 + 2a
a 6 )e −a 2 , etc. In summary:
with ψ n as in (21) and λ n as in (23). We have been able to check the remarkable formula (24) numerically, but have no more direct analytic proof than the one we have given. Fig. 2 shows the graphs of λ n versus a for n = 0, 1, 2, 3, and also the graphs of λ max and λ min (bold lines). Note that λ max (a) = λ 0 (a) = 1 − e −a 2 , whereas the graph of λ min has the peculiar scalloped shape shown, because λ min (a) = λ 1 (a) for 0 ≤ a < a 1 , λ min (a) = λ 2 (a) for a 1 ≤ a < a 2 , etc., where a 1 is the greatest value of a at which λ 1 (a) = λ 2 (a), a 2 is the greatest value of a at which λ 2 (a) = λ 3 (a), etc. Thus a 1 = 1, a 2 = (3 + √ 3)/2, etc. We emphasize that according to quantum mechanics, on any circular or elliptical region with area πa 2 in the phase-plane, the amount of quasiprobability mass must lie between λ min (a) and λ max (a). If an accurately measured distribution of quasiprobability fails this test, then quantum mechanics fails with it.
In applying the test to a measured distribution, we envisage that disks with various radii would be considered, centered on regions where the quasiprobability is most negative or most positive. The quasiprobability mass on those disks would be estimated [5, 13] , and compared with the theoretical bounds.
This test defines necessary conditions for a quasiprobability distribution to be describable by a Wigner function. It is interesting to speculate that passing the test for all possible circular disks, or perhaps even all possible disks with center at one fixed point, might also be a sufficient condition.
The eigenvalue problems corresponding to other simple shapes such as squares and triangles do not seem to be exactly solvable. However, the results for circular disks can easily be extended to the case of a circular annulus (and more generally the case of several concentric annuli), because the operatorŝ K a commute for different a, and have common eigenfunctions. This may be particularly useful in testing distributions determined by the 'ring method' [3] .
These ideas can be extended to systems with more degrees of freedom, and to systems with spin.
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