Radiative transfer numerical modeling provides a powerful means of separating and understanding the effects of various types of microbial particles on oceanic light fields. We illustral:e the methodology for achieving this separation and provide various idealized examples. We begin with a database of the single-particle optical properties of marine microbial particles and then construct the total absorption and! scattering properties of natural waters for given concentrations of the various particle types. When used as input to the Hydrolight radiative transfer numerical model, these absorption and scattering properties generate underwater light fields. Because this modeling process rests upon the optical properties of the individual microbial components, rather than just on the total absorption and scattering properties of a water body, it is possible to analyze the e:ffects of the various particulate components on quantities such as diffuse attenuation coefficients and remote-sensing reflectances. We find that different microbial compositions in two water bodies can give considerably different optical properties, even though the chlorophyll concentration is the same in each of the water bodies. Our simulations show how variability in chlorophyll concentrations obtained from remotely sensed ocean color signals can be explained by the detailed composition of the water body. This approach suggests that it may be possible to distinguish between blooms of small picophytoplankton and larger nanophytoplankton by using remotely sensed signals.
referred to as SM) described a database of single-particle optical properties for five types of microbial particles. These particle types were marine viruses (VIR), heterotrophic bacteria (BAC), cyanobacteria (CYA), small nanophytoplanktonic diatoms (DIA), and nanophytoplanktonic chlorophytes (CHLO). In the present paper, the particular microbes found in the database are viewed as representatives of broader classes of particles. For example, the particular species of DIA in the database (Thalussiosiru pseudonana) has cells with diameters of -4 Frn, and the particular species of CHL0 (Dunaliella tertiolecta) has cells -8 p,m in size. We thus take DIA as representative of small nanophytoplankton of size 4 pm, and we take CHL0 as representative of nanophytoplankton of size 8 pm. The particular species involved are not important for the purposes of this paper. Moreover, it is sufficient for our present purposes to consider only five types of microbial particles, even though realistic simulations of actual water bodies might require more microbial types (such as prochlorophytes, larger bloom-forming species, or coccolithophores). We do include detritus (DET) and colored dissolved organic matter (CDOM) in some of our examples.
The database includes, among other things, the single-particle absorption and scattering cross sections, o,(X) and a,(X), respectively, and the scattering phase functions p(0,
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h) for each microbial type. Here A is the wavelength and 8 is the scattering angle. These cross sections and phase functions allow us to determine the individual contributions of the various microbial particles to the bulk inherent optical properties (IOPs) of a water body, given the concentrations of the various particle types. It is the bulk IOPs-in particular the total absorption coefficient a, the total scattering coefficient b, and the total scattering phase function B-that determine how light interacts with the water body. We first describe how the bulk IOPs are constructed from the single-particle quantities found in the database and from additional information about water components such as detritus and CDOM. As an example, we discuss in some detail the IOPs obtained when the microbial components are present at concentrations typical of productive coastal waters (although our general methods are equally applicable for any concentrations). The bulk IOPs are the input required by any radiative transfer model that is used to simulate underwater spectral radiance distributions. In our simulations, we use the Hydrolight radiative transfer numerical model (Mobley 1994 ), which we briefly describe.
Finally, we discuss several radiative transfer simulations chosen to illustrate the power of our approach for understanding the effects of microbial particles and other substances on oceanic light fields. The first of these simulations shows the effects of the different microbial types on in-water scalar it-radiances and diffuse attenuation functions and on remote-sensing reflectances. We then illustrate how water bodies with the same chlorophyll concentrations but with different microbial compositions can have different remotesensing reflectances; such water bodies would be regarded as identical by a bio-optical model that attempts to parameterize quantities of interest in terms of the chlorophyll concentration alone. We end with an example showing how our approach can be used to develop or evaluate algorithms for the interpretation of remotely sensed ocean color data. These radiative transfer simulations are intended only to illustrate our approach for understanding the underlying relationships between the composition of a water body and its optical properties. Such simulations do not yield general conclusions. General conclusions can be obtained only from more extensive simulations involving a larger number of microbial particle types and a wider range of environmental conditions than can be presented in this initial paper.
Bulk inherent optical properties
The total IOPs of a water body are the sums of the IOPs attributable to the each of the various constituents of the water body. Thus, the total absorption coefficient is the sum of the absorption coefficients of the water itself, of each microbial component, and of any other component present in the water, such as mineral particles, detritus, or dissolved substances. Corresponding sums give the total scattering coefficient and the total volume scattering function in terms of the constituent contributions.
In the simulations discussed below, we consider hypothetical water bodies composed of eight constituents: the water itself, the five microbial types contained in the database (VIR, BAC, CYA, DIA, and CHLO), DET, and CDOM. The total absorption coefficient a(~, X), which has units of inverse meters and in general depends on both depth z and wavelength A, can then be written as
The absorption coefficient for water, a,(X), is taken from Smith and Baker (1981) . C,(z) is the concentration in particles per cubic meter of the ith microbial component (the concentration in general depends on depth). The single-particle absorption cross section of the ith microbial type is denoted by [a,(X)]i and has units of meters squared per particle. The absorption cross sections [aa(X)li are taken from the database (e.g. see fig. 5A of SM). The absorption by DET is modeled with an empirical formula from Roesler et al. (1989) , chA2, A> = a,,&~, 400)exp[-0.011(X -400)], which represents an average detrital absorption as determined from various waters. This model requires an independent determination of the detrital absorption as a function of depth at some reference wavelength, which we take to be 400 nm. The absorption by CDOM is modeled by a similar formula (Bricaud et al., 1981) :
Once again, this model represents an average and requires an independent determination of a,--&, 400). In the simulations described below, we vary u&z, 400) from 20 to 60% of the total microbial absorption at 400 nm, and we allow a cDOM(z, 400) to vary from 20 to 40% of the total microbial absorption at 400 nm. These ranges are chosen only to illustrate how DET and CDOM are included in simulations. The exact values chosen for ur,&, 400) and %0&9 400) are not crucial for our examples.
The total scattering coefficient b(z, A), with units of inverse meters, is determined from
CDOM is assumed to be nonscattering. Thus, b,,,, = 0 and is not shown in the equation. As for absorption, the purewater scattering coefficient b,(A) is taken from Smith and Baker (198 1). The single-particle scattering cross sections for the five microbial components, [a,(A)J, are taken from the database (see fig. 6A in SM). For the simulations described below, the scattering coefficient for detritus is allowed to vary from 20 to 60% of the total microbial scattering at 400 nm. Its magnitude is taken to be independent of wavelength, although a A-l dependence would also be realistic. Once again, the exact form used for b&z, A) is not crucial for our examples.
The total volume-scattering function B(z, 0, A), with units of m-l sr-I, is likewise a sum of the volume-scattering functions of the various components. Each of the component volume-scattering functions can be written as the product of the corresponding scattering coefficient and scattering phase function. Because the phase functions are determined by the particle types, it is reasonable to take the component phase functions to be independent of depth. The depth dependence of the total phase function is then determined by the depth dependencies of the component scattering coefficients. The total phase function is then computed as a weighted sum of the component phase functions:
The phase function for molecular scattering by water is &O) = 0.06225(1 + 0.835 cos20).
The phase functions for the microbial components are taken from the database (selected examples of these phase functions were seen in figs. 8 and 9 of SM). Because detrital particles are generally polydisperse, we take the detrital phase function to be an average particle phase function computed from volume-scattering functions measured in situ by Petzold (1972) in various waters. The determination of this average particle phase function is described by Mobley et al. (1993) . This phase function is plotted in Fig. 4 below. In order to evaluate Eq. 1 and 2, we must specify the concentrations Ci of the various microbial components. In our studies of ocean waters we are using the range of concentrations shown in Table  1 , the corresponding chlorophyll concentration is Chl -0.1 mg mM3. The highest concentrations found in Table 1 are representative of values found in productive coastal waters; we call these high coastal concentrations. The corresponding chlorophyll concentration is Chl -4.2 mg rnm3. The ranges of microbial concentrations in Table 1 were chosen based on data available in the literature. For example, concentrations of viruses in the marine environment were reported by Proctor and Fuhrman (1990) and Maranger and Bird (1995) ; the concentrations of nanophytoplankton, heterotrophic bacteria, and cyanobacteria were based on Takahashi and Bienfang (1983) , Davis et al. (1985) , Cho and Azam (1990) , Li et al. (1992) , and Li (1995) . Table 1 . The figure also shows the corresponding total microbial absorption coefficient (the sum of the five microbial absorption coefficients) and the total absorption coefficient given by the bio-optical model of Morel (1991) :
(4) In Eq. 4, a&,(X) is the chlorophyll-specific absorption coefficient (units of m2 per mg Chl), which is tabulated by Morel (199 1) . The top curve in Fig. 1 is Eq. 4 evaluated for a value of Chl = 4.2 mg Chl m-3, which, as already noted, corresponds to the high coastal concentration of the chlorophyllbearing microbes.
phytoplanktonic species (here represented by DIA) is the major microbial contributor to the total absorption. The cyanobacteria, which are 10 times more numerous than the diatoms, contribute only about half as much to the absorption because the per-cell absorption cross sections are much less for CYA than for DIA (see fig. 5A of SM). The larger nanophytoplankton (here represented by CHLO) contribute even less. Although CHL0 has a much higher absorption cross section than does DIA, the cell concentration of CHL0 is less than that of DIA by a factor of 25. The heterotrophic bacteria contribute still less; furthermore, by hypothesis, the viruses are nonabsorbing. The total microbial absorption at these conlcentrations is about two-thirds of the total absorption predicted by Eq. 4. This difference occurs because the Morel model is derived from samples of ocean waters that contain additional absorbing phytoplanktonic components as well as detritus and dissolved substances, which are not included in our sum-of-microbes values. Note that in Eq. 4, 20% of the total absorption at 440 nm is assumed to come from CDOM, which in that model covaries with the chlorophyll concentration. The remaining difference in the Morel and sum-#of-microbes curves is easily accounted for by detritus, which is implicitly contained in the Morel model, and by additional microbial components not included in our sum. It is, in fact, remarkable that two-thirds of the absorption can be accounted for by including only four absorbing components (one of which, BAC, is weakly absorbing) in the microbe sum. We comment in passing that the difference between the sum-of-microbes and Morel absorptions is greater at lower chlorophyll concentrations (that is, at lower microbial concentrations). This is consistent with the general rule that detritus contributes proportionately more to the total absorption in oligotrophic waters than in productive waters. The figure shows that when these five components are
We emphasize that our discussion of Fig. 1 is valid only present at the high coastal concentrations, the small nanofor the particular microbe types and concentrations used in evaluating Eq. 1. In particular, this example does not imply that small diatoms always dominate absorption in coastal waters. Indeed, had our database contained 4-km chlorophytes and 8-p,rn diatoms, we might have found that the chlorophytes dominated the absorption. The relevant point is that a knowledge of single-particle optical properties allows us to understand precisely how different types of particles with different optical properties and concentrations each contributes to the total absorption. In this example, we saw how moderately sized particles with moderate absorption cross sections had a greater influence than did more numerous smaller particles or more absorbing larger particles. Later examples will show how this detailed understanding of the absorption (and scattering) properties of a water body, when combined with radiative transfer modeling, can yield a correspondingly detailed understanding of the light field of a water body. This caveat about the generality of the conclusions also applies to each of those examples. Figure 2 shows the individual and total microbial scattering coefficients for the high coastal concentrations. Once again, for these concentrations, small nanophytoplankton (DIA in our database) are the major microbial contributor to the scattering coefficient, although now the heterotrophic bacteria are the second most important. The larger nanophytoplankton (CHLO), which are the most efficient scatterers on a per-cell basis (see fig. 6A of SM), now contribute very little to the total scattering because of their relatively small numbers. The top curve in Fig. 2 shows the scattering coefficient predicted by the bio-optical model of Gordon and Morel (1983) :
The difference between the sum-of-microbes and the Gordon-Morel values is accounted for by the fact that Eq. 5 was derived from oceanic water samples containing detritus and other microorganisms not included in our five-component
10 100 scattering angle 19 (deg) Fig. 3 . Phase functions at 400 nm for microbes and water. The heavy solid line is the total phase function computed by Eq. 3 when each microbe is present at the high coastal concentration. The light solid line is the phase function for pure water; the patterned lines are for individual microbes.
sum. Although the scattering properties of detritus have not been rigorously studied, polydisperse detrital particles are likely to be efficient scatterers, thus contributing significantly to the total scattering (Stramski and Kiefer 1991) . Figure 3 shows the microbe phase functions at 400 nm. The virus phase function is similar to that of pure water, although forward scattering is noticeably stronger than backscattering for VIR. As the particle size increases, the phase functions typically become more strongly scattering at small scattering angles and less scattering at large angles. The total phase function shown in the figure was computed from Eq. 3 for the high coastal concentrations. This total microbe phase function is replotted in Fig. 4 , where it is compared with the average particle phase function derived from Pet- zold's (1972) measurements, as mentioned previously. The average Petzold phase function of Fig. 4 is based on measurements of several ocean waters, which likely included mineral as well as detrital and microbial particles. This average phase function is the one used for l&,(0), as previously mentioned. Figure 5 shows the backscattering coefficient b,,(X). This information is implicitly contained in b(h) and p(0, A), but it is worth consideration because of its importance for the interpretation of remotely sensed ocean color data. We see that even for the relatively high microbe concentrations considered here, the water itself is the dominant backscatterer at the blue end of the spectrum. The heterotrophic bacteria are the single most important microbe in the determination of the backscatter coefficient; they were much less important in the determination of the total scattering coefficient (Fig.  2) . The nanophytoplankton (DIA and CHLO) are rather unimportant in the determination of b,,(A), although DIA dominated the total scattering b(X). The origins of these results are seen in the backscattering ratios of fig. 10A of SM. The smaller particles contribute relatively more of their scattering to backward directions, and the spread in the backscattering cross sections is not as great as for the total scattering cross sections (figs. 11A and 6A of SM), so that the relative contributions of the various microbe types can be different for b and for b,. Viruses, which have by far the highest backscattering ratio, do contribute somewhat to backscattering at blue wavelengths, but even there the contribution by VIR is small compared to that of BAC and water, because of the very small backscattering cross section of VIR.
Remember that the curves seen in Figs. l-5 hold only for the particular microbe concentrations used in their construction. At other concentrations, the curves will be different. In a given natural water body, with its particular concentrations for the various kinds of microbes, both the magnitudes and the relative contributions of the different microbial types can be different from that seen above. These figures are intended only to shlow the reasonableness of our IOP models. In particular, we have seen that we can obtain reasonable values for the total absorption and scattering properties even if only a few broad classes of microbes (rather than innumerable individual species) are considered.
The total absorption and scattering coefficients and the total scattering phase function give us all of the information about the water body that is needed to solve the radiative transfer equation. We next discuss a numerical model for effecting 1:his solution.
The Hydrolight radiative transfer model Hydrolight is a radiative transfer numerical model that computes spectral radiance distributions within and leaving natural water bodies. In brief, the model solves the timeindependent, depth-dependent radiative transfer equation (RTE) by using accurate and computationally efficient techniques based on invariant imbedding theory. Input to the model consists of information about the absorbing and scattering properties of the water body, about the sky radiance incident onto the water surface, about the wave state of the wind-blown sea surface, and about the bottom of the water column. The water-inherent optical properties can vary arbitrarily with wavelength and depth; that is, Hydrolight is not a layered model, in which depth profiles of IOPs are approximated by a number of homogeneous layers. The model includes internal sources such as bioluminescence (not used in this study), as well as inelastic-scattering effects owing to Raman scattering by the water itself and to fluorescence by chlorophyll and by dissolved organic matter. Standard output from the model includes the spectral radiance as a :Function of depth, direction, and wavelength within the water body, as well as the water-leaving radiance in all upward directions. Derived quantities such as u-radiances, reflectances, and diffuse attenuation functions are computed from their definitions by using the radiance distribution obtained from the solution of the RTE.
To compute the spectral radiance, Hydrolight solves the integro-di fferential radiative transfer equation subject to boundary conditions at the sea surface and at the bottom of the water column of interest. Because of their mathematical complexity, these equations must be solved numerically for any realistic situation. To solve the RTE, Hydrolight requires the following specific information:
Inherent optical properties of the water body-The IOPs must be specified as functions of depth and wavelength. In this study, the IOPs are provided via the absorption and scattering coefficients and the scattering phase function, but any equivalent set of information (such as the beam attenuation coefficient, the albedo of single scattering, and the phase function) can be used. We have seen in the previous section how the IOPs are determined for the present simulations (although actual measured values can be used as input to the model, if such data are available).
State ojF the wind-blown sea surJace-Hydrolight models the sea surface using the Cox-Munk capillary wave slope statistics, which adequately describe the optical reflection and transmission properties of the sea surface for moderate wind speeds and for solar angles and lines of sight away from the horizon. In this case, only the wind speed needs to be specified.
Sky spectral radiance distribution-The sky radiance can have any wavelength or directional dependence (describing the background sky, clouds, and the sun). In the present simulations, the sky radiance distribution incident onto the sea surface is obtained from semi-empirical models that are built into Hydrolight. These sky models are based on the work of Gregg and Carder (1990) and Harrison and Coombes (1988) .
Nature of the bottom boundary--In the present simulations we consider only infinitely deep water, in which case only the IOPs of the water column need to be given. Hydrolight then uses the IOPs to compute the needed bi-directional radiance reflectance of the water body below the maximum depth at which the radiance is to be computed. For opaque bottoms at finite depths, the required bottom reflectance can be given in terms of the irradiance reflectance of the bottom.
Hydrolight uses mathematically sophisticated invariant imbedding techniques to solve the RTE. The details of this solution method are given in Mobley (1994) . For many applications, invariant imbedding is computationally extremely fast compared to other solution methods. Computation time is almost independent of the depth variability of the IOPs, and computation time depends only linearly on the depth to which the radiance is desired. All quantities are computed with equal accuracy, and there is no statistical noise in the results. Hydrolight has been compared with Monte Carlo and discrete ordinates models by Mobley et al. (1993) .
Example simulations
The combination of Hydrolight and our database of microbial optical properties gives us a powerful tool for the detailed study of the effects of microbial particles on oceanic optical properties. We next present several simulations, which are primarily intended to illustrate the power of our modeling and analysis methodology. Additionally, we obtain some interesting insights into how microbial particles influence oceanic light fields. In so doing, we also learn something about one of the origins of the natural variability in chlorophyll concentrations as retrieved from remote-sensing reflectance measurements.
For simplicity, a common set of environmental conditions was imposed for all of the simulations discussed below. In particular, the sky was modeled as being cloudless. Various atmospheric parameters (such as relative humidity, aerosol type, and ozone concentration) used by the semi-empirical sky radiance model were set to values typical of the North Atlantic in summer. The sun was placed at a zenith angle of 30". The wind speed was 5 m s-l. The water was taken to be homogeneous and infinitely deep. Thus, the concentrations seen in Eq. 1 and 2 were independent of depth, as were the values of the absorption and scattering coefficients for DET and CDOM. Constant-depth IOPs are unrepresentative of most natural waters, but we used depth-independent IOPs for the present simulations in order to highlight the effects of different microbial types on the light fields. Depth-dependent effects must of course be included in any exhaustive study.
Scalar irradiance-Our first example illustrates how our approach can isolate the effects of different microbial types on the scalar irradiance E,,(z, A). We performed a series of simulations for which the IOPs were built up first from water alone, then from water plus a single microbial component at its high coastal concentration, and finally from water plus all microbial components together at their high coastal concentrations. Fig. 6 shows selected results from these simulations. The upper dotted line gives the downwelling scalar irradiance owing to the sky radiance incident onto the sea surface; this curve is computed solely from the sky radiance distribution. The upper solid curve gives the downwelling scalar irradiance just beneath the sea surface, when the water body consists only of pure water. This curve represents both the downwelling sky light that is transmitted through the sea surface and that part of the upwelling light just below the surface that is reflected downward by the surface. This curve therefore can be obtained only after the RTE is solved. Upwelling scalar irradiances just below the surface are <lo% of the downwelling scalar irradiances at blue wavelengths and are much less at red wavelengths. The fraction of the upwelling scalar irradiance that is reflected downward by the surface is smaller still. Thus, these two curves give a good idea of how much incident scalar irradiance is lost in passing through the wind-blown air-water surface.
The remaining curves in Fig. 6 are of more interest; they show the total scalar irradiance at a depth of z = 20 m. The two E,(20, A) curves for water alone and for water plus VIR are indistinguishable in the figure. This shows that viruses, even at the high concentration of lOI particles per cubic A slight exception to the general trends just discussed is seen in the curve for water plus BAC. We see that at wavelengths between 450 and 510 nm, E,(20, A) is actually slightly greater for water plus BAC than it is for water alone. This may seem counterintuitive on the grounds that heterotrophic bacteria are absorbing particles (albeit weakly absorbing), and thus their presence should decrease the amount of light reaching any depth. How, then, could the presence of these particles increase E,(20, A)? The resolution of this paradox is obtained from a close examination of the digital output from these two simulations. Table 2 shows several quantities needed to understand the effects of BAC on the underwater light field. Data are presented for two wavelengths: 410 nm, where the presence of BAC decreases E,(20, A) by 12%, and 480 nm, where the presence of BAC increases E,(20, A) by 8%. Comparing corresponding quantities for these two wavelengths, we see that the absorption coefficient a increases at both wavelengths when BAC are added to the water, as expected, but that the percentage increase over the pure water a value is much less at 480 nm (13%) than at 410 nm (47%). On the other hand, adding BAC to the water increases the scattering coefficient b by a factor of 34 at 480 nm, but only by a factor of 21 at 410 nm. The albedos of single scattering, o,, are thus almost equal at the two wavelengths for the water-plus-BAC system, which is highly scattering. However, pure water is much more of an absorbing medium at 480 nm than it is at 410 nm. One consequence of this transition from a predominately absorbing to a predominately scattering medium is seen in the downwelling and upwelling plane irradiances. At 410 nm both Ed and E, decrease, but at 480 nm Ed decreases and E, increases. Another consequence is that the horizontal radiance perpendicular to the plane of the sun's incident rays, denoted by LP in the table, increases by only 21% at 410 nm but by a factor of 2.5 at 480 nm.
We can now deduce what is causing the increase in E, at 480 nm. At 480 nm the huge increase in scattering due to the BAC is redirecting much of the downwelling radiance into roughly horizontal or upward directions. (Recall from Figs. 3 and 5 that BAC are efficient scatterers at large scattering ang (es.) This horizontal and upwelling radiance causes the increases in E, and E, (recall that radiance of a given magnitude: in any direction contributes equally to E,,, whereas EU has a cosine weighting factor that prevents nearly horizontal radiances from contributing greatly to E,). This redirection of the radiance by scattering is so strong that it outweighs the losses due to absorption in the computation of E, and E,, However, at 410 nm the redirection by scattering is less pronounced, so that the absorption effects dominate and both EU and E, decrease with the addition of BAC. We note another consequence of the relative changes in absorption and scattering at these two wavelengths: the remotesensing reflectance, R,,, decreases at 410 nm and increases at 480 nnr.
Such a detailed discussion of these effects is admittedly of only academic interest, because a body of pure water or pure water plus heterotrophic bacteria never occurs in nature. However, we want to show that our database and modeling methodology allow us to dissect and thoroughly understand any feature of the light field that attracts our attention. In particular, understanding the effects of microbial particles on oceanic light fields requires the ability to understand the complex effects of absorption and scattering on radiative transfer within the water body. This ability will prove valuable in studies of more realistic situations.
DifSuse attenuation-Another example can be derived from the simulations just discussed. Hydrolight derives various diffuse attenuation functions (Kd, Ku, and so on) as functions of depth and wavelength by integration of the computed radiance distribution. The asymptotic diffuse attenuation function K,(X) is also computed directly from the inherent optical properties. To avoid the complications of surface boundary effects, we discuss here only the asymptotic K function. By using the simulations of pure water alone and pure water plus a single microbial component, which have already been discussed in connection with This equation is applied at each wavelength. Fig. 7 shows the KJi) obtained when the microbial components are present at their respective high coastal concentrations.
The K,(i) curves of Fig. 7 can be understood if we recall that the asymptotic K function is related to the absorption coefficient a and the asymptotic average cosine of the radiance distribution, pm, by K, = aljI&,,. To the extent that K, is an absorption-like parameter (as is often stated), the curves for K,(i) should correlate with those for a(i) seen in Fig. 1 . Although these correlations are apparent, they are by no means perfect. Note, for example, that the KJBAC) curve increases noticeably with wavelength, whereas the BAC absorption curve seen in Fig. 1 decreases with wavelength. This difference in behaviors is due to the jj+ factor, which is largely determined by scattering (Berwald et al. 1995) . In essence, high scattering in combination with a significant probability of scattering at large scattering angles effectively redirects the radiance distribution (from its initial 0.006 ' ' 7""""""""""
. downward direction) and thereby reduces the average cosine. A sufficient decrease in p-'m can cause an increase in K,, even though a is also decreasing. This is precisely the situation here. The BAC are very highly scattering relative to their absorption, especially at red wavelengths (recall fig. 7 from SM), and their phase functions are very broad (Fig. 3, or fig.  9A from SM). Thus, we again see how the combination of our database and radiative transfer modeling allow us to obtain a detailed understanding of the effect of a particular microbial component on the underwater light field.
Remote-sensing reflectance- Figure  8 shows R,, for the same series of simulations discussed in Fig. 6 . We now see that adding viruses to pure water increases R,, slightly at all wavelengths. This makes sense because we are modeling VIR as being nonabsorbing but scattering particles. The strong backscattering ratio for VIR (see fig. 10A of SM) means that viral particles are likely to scatter downwelling radiance into upward directions (as does the water itself), and R,, consequently increases. (Recall that, to a first approximation, R,, is proportional to b,/a.) The increase in R,, is small because the magnitude of scattering by VIR is small, even at high concentrations. We have already commented on the effects of BAC on R,, at 410 and 480 nm; the full curve is seen here. The curve for water plus DIA is very close to the curve for water plus all microbes together. Thus, phytoplankton cells of roughly 4 p,rn in size have by far the dominant influence on the remote-sensing reflectance at these concentrations.
The above examples have all been based on one set of microbial concentrations, namely the high coastal concentrations shown in Table 1 . Our modeling and analysis methodology is equally applicable for any set of concentrations. Of course, the particular conclusions drawn from a simulation will vary with concentrations and external environmental conditions, just as do light fields in natural water bodies. In the following examples, we vary the microbial concentrations and also include DET and CDOM in the simulations. coefficients correOne of the important uses of the remote-sensing reflectance (in essence, a normalized water-leaving radiance) is the retrieval of chlorophyll concentrations from remotely sensed spectral radiances via semi-empirical algorithms (Gordon and Morel 1983; Gordon et al. 1988) . However, it is well known that there is considerable variability in the retrieved values of chlorophyll when compared to sea truth measurements, even when the algorithms are applied to case 1 waters for which they were developed. We think that this natural, seemingly random variability can be understood through a detailed examination of the optical effects of the different components of the water body.
We next present two simulations that illustrate how variability in the microbial composition of a water body can give different remote-sensing reflectances, even though the water bodies have the same chlorophyll concentrations. To do this, we used moderate concentrations of all microbial types except for one, which was given a high concentration corresponding to a bloom. These simulations also included DET and CDOM, as well as fluorescence by chlorophyll and CDOM. In particular, the concentrations of VIR, BAC, CYA, DIA, and CHL0 were given base values of 1013, lo'*, lOto, 7.4 X 108, and 3 X lo7 particles per cubic meter, respectively. To simulate a cyanobacteria bloom, we increased the CYA concentration from 10'" to 1.56 X 10"; all other concentrations were kept at their base values. The resulting chlorophyll concentration was then 1.0 mg m-", as can be seen from Table 1 . To simulate a chlorophyte bloom, we increased the concentration of CHL0 from 3 X lo7 to 4.25 X lo*; all other concentrations were kept at their base values. The resulting chlorophyll concentration was still 1.0 mg m-3. In both simulations, the absorption by DET at 400 nm, a&400)
as seen in Eq. 1, was set to 20% of the absorption by the microbes at 400 nm, and b,,,,,(400) was set to 30% of the scattering by microbes at 400. Finally, a,,,,(400) was set to 40% of the absorption by microbes at 400 nm. These particular percentage contributions by DET and CDOM were arbitrarily chosen so that DET and CDOM would be signif- icantly present in the hypothetical water bodies being simulated; the exact values chosen for these quantities are unimportant in these examples.
Figure !> shows R,, for the two simulations just defined. The two R., curves are clearly different, although they should be the same if regarded from the viewpoint of bio-optical models that attempt to parameterize such quantities in terms of the chlorophyll concentration alone. Chlorophyll retrieval algorithms usually use a ratio of water-leaving radiances at two wavelengths to obtain a chlorophyll value from a statistically derived relationship between the ratio and the chlorophyll concentration. For example, an algorithm commonly used with ICoastal Zone Color Scanner (CZCS) data uses the ratio of the water-leaving radiances in bands centered at 443 and 550 nm. The ratio of R,,(440)/R,,(550) for the simulations of Fig. 9 is 1.7 for the CYA bloom and 2.9 for the CHL0 bloom. These different ratios, if used in a CZCS-type algorithm, would yield different chlorophyll concentrations. We thus see in this simple example how variability in the microbial composition of a water body can give rise to variability in chlorophyll concentrations derived from remotely sensed signals.
Also note that in these simulations, R,, for the CHL0 bloom generally decreases with increasing wavelength, whereas R,, for the CYA bloom reaches a minimum at 440 nm and then rises to a relative maximum at 470 nm, after which it decreases again. (The bumps in the two curves near 680 nm arise from chlorophyll fluorescence.) The origin of the local maximum at 470 nm in the CYA curve can be immediately understood when the contributions of all of the components to the absorption are considered. Fig. 10 shows the contributions of water, CYA, the other microbes, DET, and CDOM to the total absorption coefficient. We see that the total absorption is determined primarily by CYA and by the water itself. To a first approximation, R,, is inversely proportional to the absorption coefficient. Thus, the bump in R,, is now seen to be due to the dip in the total absorption coefficient, which arises from the high CYA absorption near 440 nm and the increase in water absorption beyond 500 nm.
The presence of the bump in the CYA-bloom R,, curve near 470 nm and the absence of such a bump in the CHLObloom curve suggests that it might be possible to distinguish between CYA and CHL0 blooms from R,, signals (if the cyanobacteria are rich in phycourobilin pigment). Thus, we consider the ratio 'R,,(440)/R,,(470) as a potential means of distinguishing these two situations. Fig. 9 indicates that this ratio might be less than one for CYA bloom and greater than one for CHL0 blooms. To test this simple hypothesis, we performed a sequence of simulations in which either the CYA or CHL0 concentrations were held at the bloom values given above, while the concentrations of the nonbloom microbial components and of DET and CDOM were varied over a broad range of values. (The DET and CDOM a and b coefficients at 440 nm were varied over the ranges shown in Table 1 .) The corresponding chlorophyll concentrations ranged from 0.5 to 1.7 mg m-". Fig. 11 shows the R,, curves generated in these simulations. The curves represent more realistic conditions with various degrees of noise than do the idealized blooms shown in Fig. 9 . Figure 12 shows the R,,(440)/R,,(470) values as a function of the chlorophyll concentration. As anticipated, the two groups of points for CYA blooms and CHL0 blooms separate reasonably well in such a plot, even though the nonbloom components vary considerably in their contributions to the IOPs. Moreover, we note that for a given value of chlorophyll, there is no unique value of the R,,(440)/R,,(470) ratio. Once again we see how water composition can lead to difficulties in the retrieval of chlorophyll from a simple ratio algorithm.
The examples discussed above were based on idealized situations chosen to highlight the capabilities of our approach to separate and understand the effects of different types of microbial particles on various measures of oceanic light fields. Studies leading, for example, to improved algorithms for the interpretation of ocean color signals must be based on much more realistic simulations. In particular, depth dependence of component concentrations must be included, and a wide range of external conditions such as solar angle and sensor viewing direction must be considered. Intraspecies variability in the optical properties of microorganisms (such as the diel variability illustrated in fig. 12 of SM) must be included in simulations, because such variability is an additional source of noise in the interpretation of field data. All of these effects can be studied with the existing database and Hydrolight model. However, to make our simulations more realistic, we must expand the database of single-particle optical properties. As pointed out by Stramski and Mobley (1997) , additional microbial categories need to be included in order to adequately represent all optically significant microbial types. Mineral particles characteristic of terrestrial runoff and resuspended sediments must be added to the database, especially if we are to address the optics of case 2 waters. Such additions to the database are under way.
