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1. はじめに 
高速フーリエ変換（FFT）は時間領域に
おける関数を周波数領域に変換するフーリ
エ変換を計算機上で高速に行うためのアル
ゴリズムであり、音声や画像の解析、医療
における CT などに広く利用されている。
大量のデータを高速に処理することが求め
られ、その要求に応える方法の一つが FFT
の並列処理である。本論文では、周波数間
引き型 FFT の並列処理について述べ、さら
に FFT を実現するものとしてバタフライ
演算を処理するプロセッシングエレメント
(PE)とデータを格納したメモリバンク
(MB)とを間接2進n-キューブで接続した構
成を示す。その構成を元に、各 PE の負荷
を均等化するための方法について述べ、均
等化後の PE 内で処理されるバタフライ演
算のスケジューリング、パイプライン化、
並列化効率について述べる。 
 
2. FFT の原理 
有限の離散的なデータに対するフーリエ
変換を離散フーリエ変換（DFT）という。 
 
・DFT の定義 
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e は自然対数の底, j は虚数単位, πは円周
率である。 
そして、この DFT を計算機上で高速に計
算するためのアルゴリズムが高速フーリエ
変換(FFT)である。FFT の原理はデータ数
N の DFT を最終的に 2 点の DFT まで分割
す る こ と に よ り 演 算 回 数 を
2N か ら
NN 2log⋅ に減らすことである。 
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ここで、 N
j
ew
π2
−
= は回転子と呼ばれ、単位
円を N 分割した点として定義される。 
例としてデータ数 N=8 の FFT の演算の
流れ図を表す。 
 
 
 
 
 
 
 
 
 
 
 
 
 
図 1 N=8 の FFT の流れ図 
 
3. バタフライ演算の構成 
このアルゴリズムを構成している基本演
算をバタフライ演算と呼ぶ。バタフライ演
算は図 2 のような形で構成される。バタフ
ライ演算は 2 つのデータの和と差を演算し
差の方のみに回転子を乗算する演算を行う。
よって、1 つのバタフライ演算は 1 回の乗 
算と 2 回の加減算で構成される。実際には
入力が複素数なので 4 回の乗算と 6 回の加
減算が必要となる。図 1 の流れ図は全てこ
のバタフライ演算で構成されている。また、 
 
 
 
 
 
 
 
 
図 2 バタフライ演算の構成 
 
各ステージにおけるバタフライ演算は独立
しており、並列に実行できる。これを利用
して FFT の並列処理を行う。 
 
4. 間接 2 進 n-キューブ網によ
る FFT の実現 
間接 2 進 n-キューブ網は送受信ノード数
N に対して logN 段に配置された交換スイ
ッチで構成されている。各 i 段のスイッチ
には送受信ノードを 2 進数で表した場合の
第 i 桁目のビットのみが異なる 2 つのノー
ド同士が結合される。ルーティングは送信
ノードと受信ノードのビットを下位ビット
から排他的論理和を取り、0 のときは直通
させ、1のときスイッチによる交換を行う。
間接 2 進 n-キューブ網を用いて 8 個の MB
と 8 個の PE を接続することにより FFT を
実現したのが図 3 になる。MB から取り出
したデータを間接 2 進 n-キューブ網によっ
て各 PE に転送し、バタフライ演算を行っ
た後、PE ごとに固定された MB へ書き戻
す。この動作を繰り返すことによって FFT
を実現する。MB から PE へのデータ転送
は間接 2 進 n-キューブ網によって効率的に
行うことができる。図 4 は図 3 の構成によ
る FFTの最初の MB-PE 間のデータ転送の
様子である。3 段目のスイッチのみを交換
に設定することによって全てのデータ転送
が達成できる。 
 
5. PE の負荷均等化 
図 1 を見ると、各バタフライ演算におい
て加減算のみを行う部分と回転子の乗算が
必要な部分とに分かれているのが分かる。
加算のみを行う部分は 2 回の実数加算、回
転子を乗算する部分は実数加減算 4 回、実
数乗算が 4 回必要となり、演算回数の負荷
が不均衡であることが分かる。そこで、こ 
 
 
 
 
 
 
 
 
 
 
 
 
 
図 3 8MB, 8PE の間接 2 進 n-キューブ網
による FFT の実現 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
図 4 FFT におけるデータ転送の様子 
 
の不均衡を解消する方法として、上の流れ
図を中心を基点に折り返すようにして再構
成する。つまり、データ数 N の FFT に対
して N/2 の構成を用いる。各 MB にデータ
を図 5 のような折り返した形で格納し、加
減算のみ必要なデータと回転子の乗算が必
要なデータを合わせて処理を行うことによ
って、各 PE の演算の負荷を均等化するこ
とができる。 
 
6. バタフライ演算のスケジュ
ーリング 
負荷均等化後の各 PE のバタフライ演算
の処理のスケジューリングを考える。1 つ
のバタフライ演算で行われる演算は次のよ
うになる。演算 1 がバタフライ演算におけ
る上段、演算 2 が下段の演算に対応する。 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
図 5 PE の負荷均等化 
 
演算 1 
ca + ・・・f0r（実部） 
db + ・・・f0i（虚部） 
演算 2 
( ) ( ) fdbeca −−− ・・・f1r（実部） 
( ) ( ) fcaedb −+− ・・・f1i（虚部） 
 
スケジューリングには演算器の数や各時
刻への演算の割り当て方により様々なもの
が考えられる。ここでは例として加減算器
1、乗算器 1 を用いたバタフライ演算のスケ
ジューリングを考える。ここで乗算は加減
算の 2 倍時間がかかると仮定する。スケジ
ューリングは ASAP(As Soon As Possible)
を用いる。ASAP は演算をできるだけ早い
時刻に割り当てる方法である。色の違う演
算はそれぞれ別のデータに対する演算であ
ることを表している。図 6 で示すような構
成にすることによって、演算 1 と演算 2 を
平行しながら処理するようなスケジューリ
ングをすることができ、演算の効率化を図
ることができる。また、次のデータにおけ
る最初の減算を最初のデータの加減算器の
待ち時間で処理することにより、次のデー
タの乗算を 2 クロック早く進めることがで 
ク 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
r0, r1, r2, r3, r4, r5：計算用レジスタ 
f0r, f0i, f1r, f1i：出力用レジスタ 
図 6 バタフライ演算のスケジューリング 
 
る。これにメモリアクセスやデータ転送を 
考慮しそれをパイプライン化したシステム
全体のスケジューリングが図 7 になる。こ
こでメモリの読み込み、書き込み、データ
転送の処理にそれぞれ 2 クロックかかると
仮定する。パイプライン化によりメモリア
クセスとデータ転送を PE の実行中に処理
することができ、メモリアクセス、データ
転送時間が乗算器相当であっても、それら
の処理時間は PE の処理時間に隠れること
が分かる。 
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MR：Memory Read NW：データ転送 
PE：バタフライ演算 MW：Memory Write 
図 7 システム全体のスケジューリング 
 
7. 高速化率・並列化効率 
7.1 高速化率の定義 
 
高速化率とは、ある処理が並列化前に比
べてどれだけ高速化されたかを表すもので
ある。高速化率 ( )pS は次の式で表される。 
( )
pT
T
pS 1=  
1T ：1台の PE でかかる処理時間 
pT ： p台の PE でかかる処理時間 
PE 数 p に対して ( )pS が p に近いほど、効
果的に高速化が行われていることを表す。 
 
7.2 並列化効率の定義 
並列化効率とは、並列化がどれだけ効率
よく行われたかを表すものである。並列化
効率 ( )pE は次の式で与えられる。 
 
( ) ( )
p
pSpE =  
p：並列化に用いた PE の数 
 
並列化効率が 1 に近いほど、並列化が効果
的に行われていることを表す。 
N=1024における負荷均等化後の FFTの
並列化効率を表したグラフが図 8 になる。 
PE 数が 64 までは並列化効率約 0.9 を維持
している。PE 数 128 で並列化効率は約 0.8
になり、PE 数 512 で並列化効率は約 0.5
まで落ちる。PE 数を増やすごとに並列化効
率の減少の幅が大きくなっているのが分か
る。これは、PE 数が増えることによって、
各 PE が処理を行うデータ数が減少するこ 
 
 
 
 
 
 
 
 
 
 
 
 
図 8 並列化効率 
 
とにより、パイプライン処理における最初 
のデータの処理にかかる時間の割合が大き 
くなり、並列化効率の減少に繋がっている 
と思われる。 
 
8. まとめ 
本論文では FFT の原理、間接 2 進 n-キ
ューブによる FFT の実現、PE の負荷均等
化の方法、PE 内におけるバタフライ演算の
スケジューリング、メモリアクセス、デー
タ転送を考慮したパイプライン化、並列化
効率について述べた。並列化効率について
は、N=1024 においては PE 数を 128 ほど
までにしておけば悪くない並列化効率を保
てると思われる。今回はメモリアクセスや
データ転送の速度をある一定の値と仮定し
てパイプライン化を考えたが、今後の課題
としてメモリアクセス速度を変えた場合の
スケジューリングを考えることが挙げられ
る。データ転送速度も同様に考える必要が
ある。またハードウェア記述言語などによ
る設計、検証の必要もある。 
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