There has been considerable research on relative predictive accuracy (i.e., discrimination) in offender risk assessment (e.g., are high risk offenders more likely to reoffend than low risk offenders), but virtually no research on the accuracy or stability of absolute recidivism estimates (i.e., calibration). The current study aimed to fill this gap by examining absolute and relative risk estimates for certain STATIC sex offender assessment tools. Logistic regression coefficients for Static-99R and Static-2002R were combined through metaanalysis (8,106 sex offenders; 23 samples). The sexual recidivism rates for typical sex offenders are lower than the public generally believes. Static-99R and Static-2002R both demonstrated remarkably consistent relative predictive accuracy across studies. For both scales, however, the predicted recidivism rates within each risk score demonstrated large and significant variability across studies. We discuss how the variability in recidivism rates complicates the estimation of recidivism probability in applied assessments.
Absolute recidivism rates predicted by Static-99R and Static-2002R sex offender risk assessment tools vary across samples: A meta-analysis Sex offending invokes considerable public concern, particularly when it appears that it should have been predicted and could have been prevented. In the past 20 years there have been considerable advances in risk assessment for sex offenders. The major risk factors have been identified (Hanson & Morton-Bourgon, 2005 ; Mann, and combined into structured risk scales demonstrating at least moderate predictive accuracy (Hanson & Morton-Bourgon, 2009 ). Virtually all of this research, however, has focussed on relative risk (also referred to as discrimination by Gail & Pfeiffer, 2005) , which considers the extent to which recidivists can be differentiated from non-recidivists (i.e., are high risk offenders more likely to reoffend than low risk offenders?).
There is surprisingly little research examining calibration, which is the ability of risk scales to estimate absolute recidivism rates (i.e., what is the likelihood of recidivism associated with each risk score?). This is concerning given the importance of absolute recidivism estimates for certain contexts, such as civil commitment in the United States (e.g., see Doren, 2002) . Numeric information such as absolute probability estimates is also important for risk communication given the inconsistency with which nominal labels (e.g., 1989) , membership in such subgroups (typically represented by a score on a risk scale) is then linked to a table of expected recidivism rates.
Previous research has found that the overall sexual recidivism base rate is lower than commonly expected -often in the 10% to 15% range (Hanson & Bussière, 1998; Hanson & Morton-Bourgon, 2005 ; A. J. R. Harris & Hanson, 2004) . Nevertheless, the rates vary considerably across settings and samples. Figure 1 displays sexual recidivism rates (weighted by sample size) from 53 studies in the Hanson and Bussière (1998) metaanalysis and a random sample of 20 newer studies drawn from Hanson and Morton-Bourgon (2009) . For example, large studies in the United States have found rates as low as 3% (Boccaccini, Murrie, Caperton, & Hawes, 2009 ) and as high as 35% (Knight & Thornton, 2007) . Such differences are difficult to interpret, especially given the differences in followup time and that many samples were preselected on risk relevant variables (e.g., evaluated for civil commitment).
The purpose of this study was threefold. First, we examined the accuracy with which absolute recidivism rates can be estimated by two of the most commonly used actuarial risk tools for sex offenders, namely Static-99R (Hanson & Thornton, 2000; However, in contrast to the large number of studies documenting their ability to discriminate between recidivists and non-recidivists (see meta-analyses by Campbell, French, & Gendreau, 2009; Hanson, Helmus, & Bourgon, 2007; Hanson & Morton-Bourgon, 2009 ), there have been only a handful of studies examining the stability of the recidivism rate estimates (G. T. Harris, Rice, & Cormier, 2002 ; G. T. Harris et al., 2003; Mills, Jones, & Kroner, 2005; Snowden, Gray, Taylor, & MacCulloch, 2007) .
How Should We Evaluate Absolute and Relative Accuracy?
Given the limited research attention to absolute recidivism rates, it is not surprising that psychology has yet to develop conventions for testing absolute predictive accuracy. The most commonly recommended statistic for reporting predictive accuracy is the area under the receiver operating characteristic curve (AUC for ROC; Mossman, 1994; Rice & Harris, 2005; Swets, Dawes, & Monahan, 2000) . The AUC, however, is a measure of relative accuracy (i.e., the extent to which recidivists differ from non-recidivists), and is independent of absolute recidivism base rates. Even as an effect size for relative accuracy, the AUC (as well as Cohen's d) is influenced by the variance in the scores used to predict recidivism (Hanson, 2008; Humphreys & Swets, 1991) , suggesting that other statistics should also be considered.
For absolute accuracy, useful statistics for comparing predicted and observed values include the global chi-square goodness-of-fit significance test (Pearson, 1900) and the E/O effect size index (Gail & Pfeiffer, 2005; Rockhill, Byrne, Rosner, Louie, & Colditz, 2003) .
When these are non-significant (indicating good fit), researchers can have increased confidence in the generalizability of the predicted values. When they are significant, these statistics provide little information concerning the reasons for the poor fit.
In agreement with Mossman (2006), we believe that evaluating the accuracy of absolute recidivism rate estimates for risk tools should consider separately a) the ability of the test to discriminate between recidivists and non-recidivists, and b) the stability of base rates across studies and samples. Given that individuals can change from non-recidivists to recidivists without changing their initial risk scores, the meaning of risk scores must include a sense of enduring relative risk. Inferences concerning absolute recidivism rates must, therefore, combine inferences concerning relative risk with inferences concerning the expected base rate. Consequently, it is beneficial to use statistical methods that provide separate estimates of the discrimination ability of the scores and the stability of estimated base rates.
Mossman (2006) recommended likelihood ratios as a base-rate independent measure of the detection properties of risk assessment instruments. A likelihood ratio is defined as P(S+|D+)/P(S+|D-), or the probability of a symptom being present among diseased cases divided by the probability of that symptom among non-diseased cases. Likelihood ratios are invariant to disease base rates when the probability of symptoms being present are consistent within diseased and within non-diseased cases. In medicine, for example, a patient who becomes diseased would be expected to increase their likelihood of displaying a particular symptom. In contrast, offenders become a recidivist without changing their initial risk scores. Consequently, likelihood ratios associated with specific risk scores vary with changes in the recidivism base rate within the same study (e.g., when extending the followup period; see similar criticism by G. T. Harris & Rice, 2007) . Likelihood ratios for specific risk scores would also be expected to change depending on the distribution of risk scale scores in different samples, even if the probability of recidivism per risk score remains identical. Consequently, likelihood ratios are not a useful indicator for evaluating the stability of relative or absolute estimates.
Logistic regression is a promising approach to estimating base rates while controlling for risk levels (Hosmer & Lemeshow, 2000) . In logistic regression, the dichotomous dependent variable (recidivism) is transformed into log odds (also called logits). With one predictor variable (Static-99R or Static-2002R) , logistic regression estimates two regression coefficients (B 0 and B 1 ). B 1 (the slope) is an estimate of relative predictive accuracy, or the average change in recidivism rates for each one-unit increase in risk scores, expressed as a log odds ratio. B 0 is an estimate of the recidivism base rate for offenders with a score of 0 (also expressed in logit units). Unlike AUCs, logistic regression B 1 coefficients are not expected to be influenced by restriction of range in the predictor variable (Hanson, 2008) .
Purpose of Current Study
The current study is a meta-analysis examining the stability of the absolute recidivism rates and relative predictive accuracy of Static-99R and Static-2002R across diverse samples and settings. The primary metric used to index the absolute recidivism rates was the logistic regression estimates of the base rates while controlling for risk levels.
The logistic regression estimate of the slope was used to examine relative predictive accuracy. Given that the necessary information for this meta-analysis was rarely reported in the original studies, the analyses were conducted using datasets graciously provided by the authors of previous validation studies. empirically derived actuarial risk assessment tool designed to predict sexual recidivism in adult male sex offenders (see also www.static99.org). It has ten items and the total score (ranging from -3 to 12) can be used to place offenders in one of four risk categories: low (-3 to 1), moderate-low (2 to 3), moderate-high (4 to 5), and high (6+). The Static-99R items are identical to Static-99 with the exception of updated age weights.
Method

Static-2002R (Hanson & Thornton, 2003; Helmus et al., 2011). Similar to
Static-99R, Static-2002R is an empirical actuarial risk assessment tool for adult male sex offenders (see also www.static99.org). It has 14 items grouped into 5 main subscales: age at release, persistence of sex offending, sexual deviance, relationship to victims, and general criminality. The total score (ranging from -2 to 14) can be used to place offenders in one of five risk categories: low (-2 to 2), low-moderate (3 to 4), moderate (5 to 6), moderate-high (7 to 8), and high (9+). The items are identical to Static-2002 with the discrimination for the original k = 23, n = 8, 106 versus d = .67, k = 63, n = 20, 010) . This was expected given that the current cases were drawn from appropriate populations and had complete information. In contrast, Hanson and Morton-Bourgon (2009) included studies that only approximated Static-99 scores and those that applied the scale to offenders outside of its intended sampling frame (e.g., juveniles). Tables 1 and 2 provide descriptive information for the studies included. For additional information, readers are encouraged to obtain a more detailed report of this project (Helmus, 2009) or to refer to the original studies. The total sample included 8,106 sex offenders with Static-99R scores and 2,609 with Static-2002R scores. Ten samples were from Canada, six were from the United States, two were from the United Kingdom, and there were one each from Denmark, Austria, Sweden, Germany, and New Zealand. Of the 13 studies that could be classified in terms of their treatment status, 7 samples were mostly treated (defined as more than 75% of the offenders), whereas 5 were mixed in their treatment exposure, and only 1 sample was mostly untreated (less than 25%). The average age at release was 40 years old (SD = 12). Offenders were released between 1957 and 2007, although 83% were released in 1990 or later. All samples used official criminal records to measure recidivism, but 13 samples used charges as the recidivism criteria and 11 used convictions. Note that either definition underestimates the true rate of recidivism due to underreporting (e.g., Dobash & Dobash, 1995) . Table 2 presents average Static-99R/2002R scores per sample (for Static-99R, M = 2.7, SD = 2.6; for Static-2002R, M = 4.3, SD = 2.7). Offenders were followed up for an average of 8.2 years (SD = 5.1). Table 2 also includes sexual recidivism rates overall (not controlling for follow-up time) and rates from fixed 5 and 10 year follow-up periods. Note that these data do not control for Static scores. The observed sexual recidivism rate for all cases was 12.4%, with a 5 year rate of 11.1% and 10 year rate of 16.6%. From the full samples, approximately 70% of cases had at least a five year follow-up, whereas only 30% had 10 year follow-up data. Consequently, more fluctuation across samples was expected (and observed) at 10 years than at 5 years.
Overview of Analyses
All data analyses were conducted independently by the first and fourth author to ensure accuracy. Analyses examined both relative and absolute risk. To evaluate differences between recidivists and non-recidivists (discrimination, or relative risk), we used slope coefficients from logistic regression (Hosmer & Lemeshow, 2000) . Slope coefficients (i.e., B 1 ) are log odds ratios, but can also be transformed to odds ratios for easier interpretation.
To evaluate absolute predictive accuracy, we used the intercept (i.e., B 0 ) from logistic regression, which estimates the recidivism rate (as a logit) for offenders with a score of 0. Re-centering the scales can produce B 0 s that examine predicted base rates for any score. Examining base rates at multiple scores provides a more accurate picture of variability because base rate differences may exist at all scores or at restricted ranges (e.g., only among the highest scores). We used B 0 coefficients centered on Static-99R scores of 0, 2, and 5, and Static-2002R scores of 1, 3, and 6. For Static-99R, the score of 2 was chosen because it is the median (Hanson, Lloyd, Helmus, & Thornton, in press) and is, therefore, considered to describe the "typical" sex offender. Static-99R scores of 0 and 5 were chosen because they are approximately one standard deviation away from the median, and, therefore, represent higher and lower ranges of scores while still being a somewhat common (i.e., high frequency) value. Static-2002R scores of 1, 3, and 6 were chosen because they were the closest equivalent (in terms of percentiles) to the Static-99R scores (Hanson et al., in press ). Logistic regression is appropriate for dichotomous outcome variables where the relationship between the predictor(s) and the outcome follows a logistic distribution. In the sample-level logistic regression analyses, this assumption (tested with the Hosmer and
Lemeshow test in SPSS) was met in 43 of 45 analyses. Given that we would expect 2/40 tests to be significant merely by chance, the assumption was considered upheld.
For samples in which there were no recidivists, logistic regression coefficients could not be computed. Rather than deleting these low base rate samples, the recidivism base rate (p) was estimated as 1/4n (i.e., Bartlett's adjustment, see Eisenhart, 1947, §4.3; Cohen, 1988, p. 183) , with an estimated variance of 1/(np(1-p)) (see Fleiss, Levin, & Paik, 2003, §2.6) . In this formula, n refers to the total number with follow-up information, not just those with a particular score, because if there were any recidivists in the sample, B 0
would not equal zero. For meta-analysis, the proportions were transformed into log odds. B 1 coefficients (discrimination) could not be computed with zero variance in the outcome variable.
Findings across studies were aggregated using fixed-effect and random-effects metaanalysis (Borenstein, Hedges, Higgins, & Rothstein, 2009) . Whereas the results of fixedeffect meta-analysis are conceptually restricted to the particular set of studies included in the meta-analysis, random-effects meta-analysis estimates effects for the population of which the current sample of studies is a part (Hedges & Vevea, 1998) . More specifically, random-effects meta-analysis incorporates variability across samples into the error term, whereas fixed-effect meta-analysis separates that variability. When variability across studies is low (Q < degrees of freedom), random-effects and fixed-effect meta-analysis produce identical results. As the variability across studies increases, the confidence intervals for random-effects meta-analysis get wider than the fixed-effect results, and the randomeffects method gives more weight to smaller studies. Conceptually, as variability across studies approaches infinity, the random-effects mean approaches the unweighted average.
To test the variability of findings across studies, we used Cochran's Q statistic and the Ia chi-square with k -1 degrees of freedom (k = the number of studies). Following Hanson and Morton-Bourgon (2009), a finding was considered an outlier if it was the single extreme value and accounted for more than 50% of the total variance (Q).
Although the Q statistic is commonly used to measure variability across studies, it provides a significance test and is dependent on the number of studies included in the analysis, which makes it difficult to compare to other analyses. To describe the magnitude of variability using a k-independent statistic, the I 2 was used. The I 2 statistic describes the proportion of the overall variability (the Q) that is beyond what you would expect by chance from sampling error (i.e., the proportion of variability that can be considered "true" For Static-99R, Tables 3 and 4 present the logistic regression results per sample at 5 and 10 year fixed follow-up periods, with B 0 s centered on Static-99R scores of 0, 2, and 5. Figure 2 graphs the variability across samples in the Static-99R B 0(2) at 5 years. Table 5 presents logistic regression results at both 5 and 10 years for the samples with Static-2002R scores, with B 0 s centered on scores of 1, 3, and 6. The meta-analysis results are displayed in Table 6 (for Static-99R) and Table 7 (for Static-2002R).
Static-99R
The weighted average odds ratio for Static-99R at 5 years was 1.34 (95% CI of 1.29 to 1.40 for both fixed-effect and random-effects, k = 21, n = 5,692; see Table 6 ), meaning that for each one-point increase in Static-99R score, the odds of recidivism increases by 1.34. The Q indicated nonsignificant variability (Q = 20.34, p = .437), and the I 2 indicated that only 2% of the variability across studies was more than would be expected by chance (i.e., true variability).
The B 0 s, however, showed significant and large variability across samples regardless of where they were centered on Static-99R (see Table 6 ), with I 2 statistics ranging between 74% and 86%. Among the individual studies (Table 3) , the predicted recidivism rate for a Static-99R score of 0 varied between 0.04% and 18.8%, with a weighted average of 5.2%
(95% CI of 4.5 to 6.2) from fixed-effect analyses and 4.3% from random-effects analyses (95% CI of 3.0 to 6.2). The predicted recidivism rate for a Static-99R score of 2 varied between 0.3% and 33.5%, with a weighted average of 8.9% (95% CI of 8.0 to 9.9) from fixed-effect analyses and 7.3% from random-effects analyses (95% CI of 5.3 to 10.1). Hanson, Harris, and colleagues (2007) . In these base rate analyses, more than half of the observed values fell outside the 95% confidence interval for the random-effects metaanalysis.
One study (Saum, 2007) This study involved archival file coding from treatment settings, but based on the cohort of offenders and the completion date for the thesis, all files were likely 6-16 years old at the time of data collection. Saum (2007) noted that some treatment programs lost or destroyed some of their records in the process of changing locations. It is plausible that the purged records disproportionately included inactive files (i.e., non-recidivists). Disproportionate data purging in Canadian national records has been found to artificially increase base rates when records are retrospectively sampled (Hanson & Nicholaichuk, 2000) .
Analyses were re-run with Saum (2007) excluded. From Table 6 , the B 1 results were virtually unaltered, although the aggregated B 0 s were slightly lower. Most notably, the variability in the B 0 s across studies was reduced, but was still significant for B 0(0) , B 0(2) , and B 0(5) . The I 2 statistics changed from a range of 74%-86% to 51%-77%, indicating a clear reduction, but still moderate to large variability across studies. There were no cases from Saum (2007) for the 10-year follow-up analyses or for the Static-2002R analyses.
Fewer samples had follow-up information at 10 years (k = 13) and most of the samples had substantially fewer cases (n = 2,373). At 10 years, the weighted average odds ratio for Static-99R was 1.30 (95% CI of 1.23 to 1.36) for fixed-effect analyses, and 1.31 (95% CI of 1.23 to 1.39) for random-effects analyses (k = 13, n = 2,373; see Table 6 ). The variability across studies for relative predictive accuracy was small and nonsignificant (Q = 15.10, p = .236; I 2 = 20%). One study (Wilson, Cortoni, & Vermani, 2007; Wilson, Picheca, & Prinzo, 2007) was excluded from the 10-year analyses because the logistic regression model (with 16 cases and only 1 recidivist) was misspecified.
Similar to the findings at 5 years, the B 0 s showed significant variability across samples regardless of where they were centered on Static-99R (see Table 6 ), with I 2 statistics ranging between 64% and 78%, demonstrating large variability across studies.
Among the individual studies, the predicted 10 year recidivism rate for a Static-99R score of 0 varied between 0.5% and 14.6%, with a weighted average of 7.7% (95% CI of 6.2 to 9.5) from fixed-effect analyses and 6.5% from random-effects analyses (95% CI of 4.2 to 9.8). The predicted recidivism rate for a Static-99R score of 2 varied between 2.5% and 20.2%, with a weighted average of 12.3% (95% CI of 10.7 to 14.1) from fixed-effect analyses and 10.8% from random-effects analyses (95% CI of 7.8 to 14.8). The predicted recidivism rate for a Static-99R score of 5 varied between 11.1% and 74.4%, with a weighted average of 24.6% (95% CI of 22.4 to 27.1) from fixed-effect analyses and 21.7% from random-effects analyses (95% CI of 16.9 to 27.4). For B 0(0) and B 0(2) , the highest base rate was from Knight and Thornton (2007) and the lowest base rate was from Epperson 
Static-2002R
The 5 and 10 year findings for Static-2002R (presented for individual samples in Table 5 and aggregated in Table 7) 
Discussion
The current study demonstrates the value of separating relative risk from absolute risk for criterion-referenced measures of sex offender recidivism risk. The two measures examined in this study (Static-99R, Static-2002R) were remarkably consistent across diverse settings and samples when used to determine which sex offenders were riskier than others (i.e., discrimination, or relative predictive accuracy). In contrast, there was substantial variation in the absolute recidivism rates associated with the same risk score (i.e., calibration) across the 23 samples examined in this meta-analysis. The range in absolute recidivism rates across studies was sufficiently large that values within the observed range could lead to meaningfully different conclusions concerning an offender's likelihood of recidivism.
The results also highlight the utility of using logistic regression to separate the discriminative properties of a measure from selection and base rate effects. Based on the standard AUC analyses (which do not control for selection effects), the between-sample variation in relative predictive accuracy for Static-99R was moderate (I 2 = 42.6%); once selection effects were controlled with logistic regression, the amount of between-sample variation was trivial (I 2 = 1.7%). Consequently, we believe that B 1 coefficients from logistic regression are a more robust effect size indicator for relative predictive accuracy than AUCs, and should be routinely reported.
The stability of the relative risk estimates suggests that the same risk factors are important for diverse samples of sex offenders. This is not surprising, given that the items for Static-99R and Static-2002R were developed based on previous meta-analyses of large, diverse samples (e.g., Hanson & Bussière, 1998) . The stability of the relative risk estimates also supports the cumulative, stochastic model used to combine the items. Rather than considering complex interactions, items are assumed to be additive; each unit increase in the score is expected to be associated with approximately the same increase in the risk of recidivism (on a logit scale). In the current study, a one-unit increase was associated with an increase of approximately 1.3 in the odds of recidivism (for both Static-99R and Static-
The stability in relative risk was not matched, however, by a similar stability in absolute recidivism rates. For example, the predicted 10-year sexual recidivism rate for a Static-99R score of 2 was as low as 3% in some samples and as high as 20% in other samples. Similarly, the Static-99R score associated with a 15% predicted recidivism rate after 5 years ranged from 2 to 8 (a difference greater than 2 standard deviations). The reasons for this variation are not fully understood. Our preliminary analyses suggest that relatively small amounts of this base rate variation can be explained by cohort effects (i.e., year of release), country, recidivism criteria, quality of recidivism information, offender type, or treatment participation (Helmus, 2009) . Of the possible explanations examined so far, the most promising appears to be systematic differences in the density of unmeasured risk factors external to Static-99R and Static-2002R. The highest base rates were found, for example, in samples that were explicitly preselected as high risk (e.g., Bengston, 2008; Haag, 2005; Knight & Thornton, 2007) ; in contrast, the lowest recidivism rates were observed in routine, unselected samples (e.g., Boer, 2003; Långström, 2004 Hanson et al., 2010) . To our knowledge, the only other scale with multiple validations of the absolute recidivism estimates is the VRAG. Two studies found nonsignificant differences between the estimated and observed recidivism rates (G. T.
Harris et al., 2002; G. T. Harris et al., 2003)
; however, both studies used samples of offenders that were similar in jurisdiction and setting to the samples on which the scale was developed (G. T. Harris, Rice, & Quinsey, 1993) . Two other studies found that VRAG estimates were higher than the observed rates, although the follow-up periods in both studies were shorter than VRAG norms. Neither of these independent, external replications used goodness-of-fit statistical tests (Mills et al., 2005; Snowden et al., 2007) . Further examination of the absolute risk properties of other actuarial scales is sorely needed.
Despite the variation in base rates, the absolute recidivism rate for the typical sex offender (defined as the median value) did not exceed 15% after 5 years for all samples (with the exception of one outlier previously discussed). Based on the most extreme values of the 95% confidence intervals for Static-99R or Static-2002R (random-effects), a plausible range for the 5 year recidivism rate for the typical sex offender would be between 4% and 12%, and, for 10 years, 6% to 22%. Most sex offenders would be expected to have 5 year sexual recidivism rates of 7% or less. These values are lower than the 10-15% sexual recidivism rate after about 5 years found in previous meta-analyses (e.g., Hanson & Bussière, 1998; Hanson & Morton-Bourgon, 2005 ; A. J. R. Harris & Hanson, 2004) .
A plausible explanation for the higher estimates in previous studies is that they oversampled from higher risk settings. This could be an issue of convenience; good research requires comprehensive information, which is more readily available for offenders serving long sentences or subject to special measures (e.g., high intensity treatment, civil commitment). For example, criminal court statistics for Canada suggest that no more than 11% of all convicted sex offenders receive prison sentences greater than two years (typically reserved for serious offences or offenders with lengthier criminal histories) or are selected for specialized measures for high-risk offenders (Canadian Centre for Justice Statistics, 2008 ), yet 60% of the offenders from the 10 Canadian samples in the current study fell into this category. In support of this interpretation, readers will notice that the unadjusted recidivism average across all the samples in the current study was 11% after 5 years and 17% after 10 years (see Table 2 ). These values are very similar to the unadjusted averages found in previous research summaries. Nevertheless, even the high end of the range of plausible recidivism rates is considerably lower than the public commonly believes (Levenson, Brannon, Fortney, & Baker, 2007) .
Implications for Researchers
For researchers specifically concerned with predicting sex offender recidivism, the next obvious step is to explain the between-sample variation in base rates. More generally, the stability of absolute recidivism rate estimates is an important topic for offender risk prediction. Almost all previous research in offender risk assessment has focussed solely on relative risk (e.g., r, Cohen's d, AUC).
Conventions have yet to be developed for evaluating the accuracy of recidivism rate estimates. Our research team (e.g., Helmus et al., 2011) has drawn some inspiration from the research on predicting breast cancer, where the distinction between relative and absolute prediction is considerably advanced (Bondy, Lustbader, Halabi, Ross, & Vogel, 1994; Costantino et al., 1999; Gail et al., 1989; Spiegelman, Colditz, Hunter, & Hertzmark, 1994) . In particular, the E/O index (the ratio of expected to observed values) has considerable intuitive appeal (Gail & Pfeiffer, 2005; Rockhill et al., 2003) and can be used to examine the prediction of recidivism (for an example, see Helmus et al., 2011) .
The current results demonstrate the value of using logistic regression to separate the discriminative properties of a measure from the sample base rate. The generalizability of each of these parameters can then be tested using conventional meta-analytic techniques (Borenstein et al., 2009; Hanson & Broom, 2005) . As well, there may be circumstances in which researchers would want to simultaneously test both parameters using multivariate meta-analysis (Arends, 2006) .
Further research is needed to determine the extent to which the general results are unique to these measures. Other fields of study have similarly found stability in relative risk, but not absolute rates (e.g., car accidents [Ingre et al., 2006; Rosén, Stigson, & Sander, 2011] ; suicide risk [Paterson et al., 2008] ). Consequently, it is possible that this pattern is based on more general psychometric principles. Certain criterion-referenced measures may intrinsically index relative risk, with base rates being largely determined by external factors, such as site-specific variation in the difficulty of preventing (or detecting) the outcome of interest. Alternately, another possibility is simply that the incorporation of additional risk factors in these scales may adequately account for this variability.
Implications for Practitioners
The finding of meaningful variation in absolute recidivism rates complicates the interpretation of these Static risk measures. The original study of Static-99 did not find significant differences in the overall recidivism rates across three development samples (Hanson & Thornton, 2000) ; consequently, there was only one recidivism estimates table linking the scores to recidivism rates (N = 1,086). This turned out to be a gross simplification. The current findings indicate that evaluators cannot, in an unqualified way, associate a single reliable recidivism estimate with a single score on the Static-99/R or Static-2002/R risk scales. Evaluators interested in reporting absolute recidivism rate estimates must not only calculate a Static score, but they must also make a separate professional judgement concerning which sample the offender most closely resembles(resources for this task are currently available from www.static99.org).
For the lower scores, the observed differences in the recidivism rates were not huge, and may result in the same applied decisions regardless of the reference group used (all estimates were less than 10% at 5 years). For the higher scores, however, the absolute differences were often large enough to matter. For example, the 5 year sexual recidivism for a score of 5 was 10% in a large, representative sample of Swedish sex offenders (Långström, 2004 ), compared to a rate of 25% in a large, US civil commitment sample (Knight & Thornton, 2007) . The absolute differences for more extreme scores were even larger.
One approach to addressing this variability would be to collect local norms. Given that many jurisdictions routinely collect (and digitize) Static-99 scores for administrative purposes, the research could be conducted with relatively little cost. Local norms, however, may not be superior to those derived from meta-analytic averages. For researchers constructing local norms, we recommend that revisions to the norms are based on at least 100 sexual recidivists from a clearly defined sample, and that the reliability of both the Static scoring and the recidivism information is verified.
Another approach to addressing base rate variability is to ignore it. In many contexts, precise estimates of absolute risk are not needed because decisions can be based on relative risk (which was found to be stable). For example, probation officers may only have the resources to conduct home visits for 20% of the highest risk offenders. In this context, other quantitative metrics for communicating risk (such as percentile ranks;
Hanson et al., in press) may have more utility than absolute recidivism rate estimates.
Our view, however, is that no single Static table will ever fully capture the potential range of recidivism risk. The Static measures were never intended to measure all relevant risk factors. These external risk factors need to be considered when estimating absolute recidivism rates. Review of the recidivism base rates suggests that samples can be clustered into three qualitatively different groups (see www.static99.org). The highest recidivism rates are found in samples that have been explicitly preselected on risk relevant variables.
The lowest recidivism rates are found in routine correctional samples with little or no preselection (e.g., consecutive cases). Samples of offenders referred for treatment demonstrate recidivism rates intermediate between these two groups (i.e., routine and high risk/high need).
Our interpretation is that this between-sample variability can be largely explained by unmeasured, external risk factors . These risk factors Beech, Friendship, Erikson, & Hanson, 2002; Eher, Rettenberger, Matthes, & Schilling, 2010; Thornton, 2002) , and it is possible to create large within-sample differences in absolute recidivism rates based on the density of risk factors external to Static-99 (e.g., Eher, Matthes, Schilling, Haubner-MacLean, & Rettenberger, 2011; Hanson, A. J. R. Harris et al., 2007; Olver, Wong, Nicholaichuk, & Gordon, 2007; .
The implication of this interpretation is that evaluators seriously interested in estimating absolute recidivism rates must extend their assessment beyond these Static measures to consider other important, risk-relevant factors. Given the superiority of structured judgement over unstructured professional judgement, we recommend that decisions concerning the density of external risk factors are also based on structured, empirically validated risk tools (e.g., Eher et al., 2011; Olver et al., 2007; . --1957-2007 1996 Note. CSC = Correctional Service Canada (administers all sentences of at least two years). 
