The model of low-dimensional manifold and sparse representation are two well-known concise models that suggest each data can be described by a few characteristics. Manifold learning is usually investigated for dimension reduction by preserving some expected local geometric structures from the original space to a low-dimensional one. The structures are generally determined by using pairwise distance, e.g., Euclidean distance. Alternatively, sparse representation denotes a data point as a linear combination of the points from the same subspace. In practical applications, however, the nearby points in terms of pairwise distance may not belong to the same subspace, and vice versa. Consequently, it is interesting and important to explore how to get a better representation by integrating these two models together. To this end, this paper proposes a novel coding algorithm, called Locality-Constrained Collaborative Representation (LCCR), which improves the robustness and discrimination of data representation by introducing a kind of local consistency. The locality term derives from a biologic observation that the similar inputs have similar code. The objective function of LCCR has an analytical solution, and it does not involve local minima. The empirical studies based on four public facial databases, ORL, AR, Extended Yale B, and Multiple PIE, show that LCCR is promising in recognizing human faces from frontal views with varying expression and illumination, as well as various corruptions and occlusions.
Introduction 1
Sparse representation has become a powerful method to address problems in pattern recognition and computer 2 version, which assumes that each data point x ∈ R m can be encoded as a linear combination of other points. In math- The first column includes three images which correspond to the points A, B and C in Figure 1 (a); The second column shows the Eigenface feature matrices for the testing images; The third column includes two parts: the left part is the coefficients of SRC [10] , and the right one is of CRC-RLS [18] . From the results, we could see that the representations of nearby points are more similar than that of non-neighboring points, i.e., local consistency could be defined as the similar inputs have similar codes.
tion based on data representation, i.e., SRC [10] , LRC [17, 19] and CRC-RLS [18] . Section 3 presents our LCCR 67 algorithm. Section 4 reports the experiments on several facial databases. Finally, Section 5 contains the conclusion. 
Preliminaries

69
We consider a set of N facial images collected from L subjects. Each training image, which is denoted as a vector 
Sparse representation based classification
73
Sparse coding aims at finding the most sparse solution of P 1,1 . However, in many practical problems, the constraint 74 x = Da cannot hold exactly since the input x may include noise. Wright et al. [10] relaxed the constraint to x−Da 2 ≤ 75 ε, where ε > 0 is the error tolerance, then, P 1,1 is rewritten as:
76
(P 1,2 ) : min a 1 s.t. x − Da 2 ≤ ε.
77
Using Lagrangian method, P 1,2 can be transformed to the following unconstrained optimization problem: where the scalar λ ≥ 0 balances the importance between the reconstruction error of x and the sparsity of code a. Given 80 a testing sample x ∈ R M , its sparse representation a * ∈ R N can be computed by solving P 1,2 or P 1,3 .
81
After getting the sparse representation of x, one infers its label by assigning x to the class that has the minimum 82 residual: where the nonzero entries of δ i (a * ) ∈ R N are the entries in a * that are associated with ith class, and identity(x) denotes 87 the label for x.
88
Input: x
Figure 2: Overview of the coding process of LCCR, which consists of three steps separated by dotted lines. First, for a given input x, find its neighborhood Y(x) from training data. Then, code x over D by finding the optimal representation a (see bar graph) which produces the minimal reconstruction errors for x and Y(x) simultaneously. Finally, conduct classification by finding which class produces the minimum residual. In the middle part of the figure, we use a red rectangles to indicate the basis vectors which produce the minimum residual.
ℓ 2 -minimization based methods
89
In where λ > 0 is a balance factor.
101
LRC and CRC-RLS show that ℓ 2 -norm based data models can achieve competitive classification accuracy with 102 hundreds of times speed increase, compared with SRC. Under this background, we aim to incorporate the local 103 geometric structures into coding process for achieving better discrimination and robustness. 
Locality-Constrained Collaborative Representation
105
It is a big challenge to improve the discrimination and the robustness of facial representation because a practical 106 face recognition system requires not only a high recognition rate but also the robustness against various noise and 107 occlusions. 
Algorithm Description
109
As two of the most promising methods, locality preservation based algorithm and sparse representation have been 110 extensively studied and successfully applied to appearance-based face recognition, respectively. Locality preservation 111 based algorithm aims to find a low-dimensional model by learning and preserving some properties shared by nearby 112 points from the original space to another one. Alternatively, sparse representation, which encodes each testing sample as a linear combination of the training data, depicts a global relationship between testing sample with training ones.
114
In this paper, we aim to propose and formulate a kind of local consistency into coding scheme for modeling facial 115 data. Our objective function is in the form of
where p = {1, 2}, E L is the locality constraint, λ ≥ 0 and γ ≥ 0 dictate the importance of · p and E L , respectively.
118
Then the key is to formulate the shared property of the neighborhood with E L .
119
E L could be defined as the reconstruction error of the neighborhood of the testing image, i.e.,
121 where, for an input x ∈ R M , its neighborhood Y(x) ∈ R M×K is searched from the training samples according to prior 122 knowledge or manual labeling. For simplicity, we assume that each data point has K neighbors, and c i ∈ R N denotes 123 the optimal code for y i (x).
124
To bridge the connection between the objective variants a and c i , it is possible to assume that a could be denotede
125
as a linear combination of with a but vice versa.
131
Motivated by a biological experiment of Ohki [29] as discussed in Section 1, we present a simple but effective 132 method to solve the problem by directly replacing c i with a. It is based on an observation (Figure 1 ) that the represen-
133
tation of x also can approximate the representation of y i , i.e.,
whereā denotes the representation of the point which is not close to y i .
136
Thus, the proposed objective function is as follows: or occluded by disguise, a larger γ will yield better recognition results.
141
On the other hand, the locality constraint in (6) is a simplified model of the property that similar inputs having 142 similar codes. We think this might be a new interesting way to learn local consistency.
143
Consider the recent findings, i.e., ℓ 1 -norm based sparsity cannot bring a higher recognition accuracy and better 144 robustness for facial data than ℓ 2 -norm based methods [17, 18], we simplify our objective function (6) as follows:
146 Clearly, (7) achieves the minimum when its derivative with respect to a is zero. Hence, the optimal solution is
148 neighbors of x, where K > 0 can be specified as a constant or determined adaptively.
157
Once the neighborhood of the testing image x is obtained, LCCR just simply projects x and its neighborhood Y(x) 158 onto space P via (8). In addition, the matrix form of LCCR is easily derived, which can used in batch prediction.
where the columns of X ∈ R M×J are the testing images whose codes are stored in A * ∈ R N×J , and
denotes the collection of ith-nearest neighbor of X.
162
The proposed LCCR algorithm is summarized in Algorithm 1, and an overview is illustrated in Figure 2 . 
5: Compute the regularized residuals over all classes by
where i denotes the index of class. Output: identity(x) = argmin i {r i (x)}. 
Discussions
164
From the algorithm, it is easy to see that the performance of LCCR is positively correlated with that of K-NN 165 searching method. Thus, it is possible to assume that LCCR will be failed if K-NN cannot find the correct neighbors 166 for the testing sample. Here, we give a real example (Figure3) to illustrate that LCCR would largely avoid such 167 situations from happening. In the example, the classification accuracy of LCCR is about 94% by using 600 AR 168 images with sunglasses as testing image and 1400 clean ones as training samples. 
Computational Complexity Analysis
175
The computational complexity of LCCR consists of two parts for offline and online computation, respectively.
176
Suppose the dictionary D contains n samples with m dimensionality, LCCR takes O(mn 2 + n 3 ) to compute the projec- 
Experimental Verification and Analysis
188
In this section, we report the performance of LCCR over four publicly-accessed facial databases, i. For a extensive comparison, we investigate the performance of the tested methods except SRC over two cases.
205
We solved the ℓ 1 -minimization problem in SRC by using the CVX [39], a package for solving convex optimization 206 problems, and got the results of LRC, CRC-RLS and CESR by using the source codes from the homepages of the 207 authors. All experiments are carried out using Matlab 32bit on a 2.5GHz machine with 2.00 GB RAM.
208
Parameter determination is a big challenge in pattern recognition and computer vision. As did in [7, 6] , we report find the best values for LCCR can be inferred from Figure 4 , and these possible values of λ also are tested for SRC
211
and CRC-RLS. In all tests, we randomly split each data set into two parts for training and testing, and compare the 212 performance of the algorithms using the same partition to avoid the difference in data sets. 
Recognition on Clean Images
214
In this sub-section, we examine the performance of 7 competing methods over 4 clean facial data sets. clean images, 6 images with sunglasses and 6 images with scarves. As did in [10, 18] , a subset that contains 1400 231 normal faces randomly selected from 50 male subjects and 50 female subjects, is used in our experiment. For each 232 subject, we randomly permute the 14 images and take the first half for training and the rest for testing. Limited by the 233 recognition rates with the difference less than 1% across various feature spaces. 
Recognition on Partial Facial Features
264
The ability to work on partial face features is very interesting since not all facial features play an equal role in 265 recognition. Therefore, this ability has become an important metric in the face recognition researches [40] . We 266 examine the performance of the investigated methods using three partial facial features, i.e., right eye, nose, as well as 267 mouth and chin, sheared from the clean AR faces with 2580D (as shown in Figure 5(a) ). For each partial face feature,
268
we generate a data set by randomly selecting 7 images per subject for training and the remaining 700 for testing. It
269
should be noted that [10] conducted the similar experiment on Extended Yale B which includes less subjects, smaller 270 irrelevant white background, and more training samples per subject than our case. 
Face Recognition with Block Occlusions
276
To examine the robustness to block occlusion, similar to [10, 17 , 18], we get 700 testing images by replacing a 277 random block of each clean AR image with an irrelevant image (baboon) and use 700 clean images for training. The 278 occlusion ratio increases from 10% to 50%, as shown in Figure 6 (a). We investigate the classification accuracy of the 279 methods across Eigenface space with 300D ( Figure 6(b) ) and cropped data space with 2580D ( Figure 6(c) ). of computational cost when the original data is available and the occluded ratio ranges from 20% to 40%.
289
On the other hand, it is easy to find that LRC, CRC-RLS and LCCRs are more robust than SRC and SVM, which 290 implies that the ℓ 1 -regularization term cannot yield better robustness than the ℓ 2 -regularization term, at least for the
291
Eigenface space. Moreover, the models achieve better results in higher dimensional space, even though the difference 292 of classification accuracy between higher dimensional space and lower ones is less than 1% except CESR has an 293 obvious improvement. 
Face Recognition with Real Occlusions
295
In this sub-section, we examine the robustness to real possible occlusions of the investigated approaches over the 296 AR data set. We use 1400 clean images for training, 600 faces wearing by sunglasses (occluded ratio is about 20%) 297 and 600 face wearing by scarves (occluded ratio is about 40%) for testing, separately. In [10] , Wright et al. only used 298 a third of disguised images for this test, i.e., 200 images for each kind of disguises. In addition, we also investigate 299 the role of K-NN searching in LCCR.
300
We examine two widely-used feature schemes, namely, the holistic feature with 300D and 2580D, as well as with Cityblock distance and CESR achieve remarkable results with the holistic feature scheme, their recognition ac-306 curacy are nearly double that of the other methods. This considerable performance margin contributes to the accuracy 307 of K-NN searching based on Cityblock distance (see Figure 7(b) ).
308
For the images occluded by scarves, LCCR achieves the highest recognition rate over the full dimensional space,
309
and the second highest rates using Eigenface. However, the difference in rates between LCCR and other non-iterative 310 algorithms (LRC, CRC-RLS) is very small due to the poor accuracy of K-NN searching as shown in Figure 7 (d).
311
Furthermore, the partitioned feature scheme produces higher recognition rates than the holistic one for all competing 312 methods, which is consistent with previous report [10] . (e) From the above experiments, it is easy to conclude that the preservation of locality is helpful to coding scheme,
314
especially when the real structures of data cannot be found by traditional coding scheme. Moreover, the performance 315 ranking of LCCR with five distance metrics is same with that of K-NN searching with the used metrics. 
Face Recognition with Corruption
317
We test the robustness of LCCR against two kinds of corruption using the AR data set containing 2600 images 318 of 100 individuals. For each subject, we use 13 images for training (7 clean images, 3 images with sunglasses, and 319 3 images with scarves), and the remaining 13 images for testing. Different from [10] which tested the robustness to 320 corruption using the Extended Yale B database, our case is more challenging for the following reasons. Firstly, AR the worst case (the white gaussian noise corruption ratio is 90%, the best result of LCCR is about 90.54% (Table 6) , 344 compared to 82.92% of SVM (Table 6 ), 2.62% of LPP (Table 5) , 84.08% of SRC (Table 7) , 73% of CESR (Table 5) , 345 87.15% of LRC (Table 8) , and 88.39% of CRC-RLS (Table 6 ). In the case of random pixel corruption, one can see 346 when the corruption ratio reaches 70%, all methods fail to perform recognition except LCCR in the two data spaces 347 and CESR in the full dimensional space.
348
Secondly, all investigated algorithms perform worse with increased corruption ratio and achieve better results in 349 white noise corruption (additive noise) than random pixel corruption (non-additive noise 
Conclusions and Discussions
360
It is interesting and important to improve the discrimination and robustness of data representation. The traditional 361 coding algorithm gets the representation by encoding each datum as a linear combination of a set of training samples,
362
which mainly depicts the global structure of data. However, it will be failed when the data are grossly corrupted.
363
Locality (Local consistency) preservation, which keeps the geometric structure of manifold for dimension reduction,
364
has shown the effectiveness in revealing the real structure of data. In this paper, we proposed a novel objective function 365 to get an effective and robust representation by enforcing the similar inputs produce similar codes, and the function 366 possesses analytic solution.
367
The experimental studies showed that the introduction of locality makes LCCR more accurate and robust to various 368 occlusions and corruptions. We investigated the performance of LCCR with five basic distance metrics (for locality).
369
The results imply that if better K-NN searching methods or more sophisticated distance metrics are adopted, LCCR 370 might achieve a higher recognition rate. Moreover, the performance comparisons over two different dictionaries show 371 that it is unnecessary to expand the dictionary D with I for ℓ 2 -norm based coding algorithms.
372
Each approach has its own advantages and disadvantages. Parameter determination maybe is the biggest problem 373 of LCCR which requires three user-specified parameters. In the future works, it is possible to explore the relationship 374 between locality parameter k and the intrinsic dimensionality of sub-manifold. Moreover, the work has focused on 375 the representation learning, however, dictionary learning is also important and interesting in this area. Therefore, an 376 possible way to extend this work is exploring how to reflect local consistency in the formation process of dictionary. 
