Symmetries and physical functions in general gauge theory by Gitman, D. M. & Tyutin, I. V.
ar
X
iv
:h
ep
-th
/0
50
32
18
v1
  2
8 
M
ar
 2
00
5
Symmetries and physical functions in general gauge theory
D.M. Gitman∗ and I.V. Tyutin†
May 9, 2018
Abstract
The aim of the present article is to describe the symmetry structure of a general gauge
(singular) theory, and, in particular, to relate the structure of gauge transformations with
the constraint structure of a theory in the Hamiltonian formulation. We demonstrate that the
symmetry structure of a theory action can be completely revealed by solving the so-called sym-
metry equation. We develop a corresponding constructive procedure of solving the symmetry
equation with the help of a special orthogonal basis for the constraints. Thus, we succeed
in describing all the gauge transformations of a given action. We find the gauge charge as a
decomposition in the orthogonal constraint basis. Thus, we establish a relation between the
constraint structure of a theory and the structure of its gauge transformations. In particular,
we demonstrate that, in the general case, the gauge charge cannot be constructed with the
help of some complete set of first-class constraints alone, because the charge decomposition
also contains second-class constraints. The above-mentioned procedure of solving the sym-
metry equation allows us to describe the structure of an arbitrary symmetry for a general
singular action. Finally, using the revealed structure of an arbitrary gauge symmetry, we give
a rigorous proof of the equivalence of two definitions of physicality condition in gauge theories:
one of them states that physical functions are gauge-invariant on the extremals, and the other
requires that physical functions commute with FCC (the Dirac conjecture).
1 Introduction
Most of the contemporary particle-physics theories are formulated as gauge theories. It is well-
known that within the Hamiltonian formulation gauge theories are theories with constraints, in
particular, first-class constraints (FCC). This fact is the main reason for a long and intensive study
of the formal theory of constrained systems. The theory of constrained systems, initiated by the
pioneering works of Bergmann and Dirac [1, 2] and then developed and presented in various review
books [3, 4, 5, 6, 7], still attracts a great attention of researchers. Relatively simple were the first
steps of the theory in formulating the dynamics of constrained systems in the phase space, thus
elaborating the procedure of finding all the constraints (Dirac’s procedure) and reorganizing the
constraints to FCC and second-class constraints (SCC). From the very beginning, it became clear
that the presence of FCC among the complete set of constraints in the Hamiltonian formulation
is a direct indication that the theory is a gauge one, i.e., its Lagrangian action is invariant under
gauge transformations, which, in the general case, are continuos transformations parameterized
by arbitrary functions of time (of the space-time coordinates, in the case of field theory). It
was demonstrated that the number of independent gauge parameters is equal to the number µ1
of primary FCC, and the total number of nonphysical variables is equal to the number µ of
all FCC, despite the fact that the equations of motion contain only µ1 arbitrary functions of
time (undetermined Lagrange multipliers to the primary FCC); see [6] and references therein. At
the same time, we proved that for a class of theories for which the constraint structures of the
complete theory and of its quadratic approximation are the same, and for which the constraint
structure does not change from point to point in the phase-space (we call such theories perturbative
ones), physical functions in the Hamiltonian formulation must commute with FCC. In a sense, this
statement can be identified with the so-called Dirac conjecture. All models known until now in
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which the Dirac conjecture does not hold are nonperturbative in the above sense. After this
preliminary progress in the theory of constrained systems, it became clear that a natural and very
important continuation of studies is the attempt to relate the constraint structure and constraint
dynamics of a gauge theory in the Hamiltonian formulation to specific features of a theory in
the Lagrangian formulation, especially to relate the constraint structure to the structure of gauge
transformations for a Lagrangian action. One of the key problems here is the following: how to
construct a general expression for the gauge charge if the constraint structure in the Hamiltonian
formulation is known? Another principle question closely related to the latter is: can one identify
the physical functions defined as those commuting with FCC in the Hamiltonian formulation (the
so-called physicality condition in the Hamiltonian sense, well-known as the Dirac conjecture) with
the physical functions defined as gauge-invariant functions? (In what follows, we refer to the latter
definition of physical functions as the physicality condition in the gauge sense.) Many efforts
have been made in attempting to answer these questions: see, for example, [8]. All previous
considerations contain some restricting assumptions about the structure of a theory (in particular,
about the constraint structure), so that rigorous answers to all of the above questions are still
unknown for a general gauge theory (even one belonging to the above-mentioned perturbative
class). The aim of the present work is to answer the above questions for perturbative gauge
theories in terms of rigorous statements.
In this connection, it should be noted that there exists an isomorphism between the symmetry
classes of the Hamiltonian and Lagrangian actions of the same theory, since they are dynamically
equivalent1 (see [9]). It is then convenient to study the symmetry structure by considering the
simpler Hamiltonian action (this is what we do in the present article), since it is a first-order
action. The symmetries of the Lagrangian action can be obtained as a reduction of the Hamiltonian
action symmetries by substituting all the Lagrange multipliers and momenta for coordinates and
velocities. We demonstrate that the symmetry structure of the Hamiltonian action (and, hence,
that of the Lagrangian action) can be completely revealed by solving the so-called symmetry
equation. Choosing a special orthogonal basis for the constraints (introduced in [10] and described
in sec. 3), one can analyze the symmetry equation algebraically. We develop the corresponding
constructive procedure of solving the symmetry equation. Thus, we succeed in describing all the
gauge transformations of a given action (sec. 4). We find the gauge charge as a decomposition in
the orthogonal constraint basis. Thus, we establish the relation between the constraint structure
of a theory and the structure of its gauge transformations. In particular, we demonstrate that,
in the general case, the gauge charge cannot be constructed with the help of some complete set
of FCC alone, since the decomposition also contains SCC. The above-mentioned procedure of
solving the symmetry equation allows one to analyze the structure of any infinitesimal Noether
symmetry. In doing this, we constructively demonstrate that any infinitesimal Noether symmetry
can be represented as a sum of three kinds of symmetries: global, gauge, and trivial (sec. 5). In
particular, we can see that the global part of a symmetry is a canonical transformation, which
does not vanish on the extremals, and the corresponding conserved charge (the generator of this
transformation) does not vanish on the extremals either. The gauge part of a symmetry does
not vanish on the extremals, but the gauge charge does vanish on them. The trivial part of
any symmetry vanishes on the extremals, and the corresponding charge vanishes quadratically on
the extremals. In our procedure of solving the symmetry equation, the generators of canonical
global and gauge symmetries may depend on Lagrange multipliers and their time derivatives. This
happens in the case when the number of stages in the Dirac procedure is more than two. In
addition, we prove that any infinitesimal Noether symmetry that vanishes on the extremals is a
trivial symmetry (sec. 6). Finally, using the established structure of an arbitrary gauge symmetry,
we strictly prove an equivalence of the two definitions of physicality condition in gauge theories:
one of them states that physical functions are gauge-invariant on the extremals, and the other
requires that physical functions commute with FCC (the Dirac conjecture) (sec. 7). In sec. 2, we
present the basic notation and definitions.
1Suppose that an action S[q, y] contains two groups of coordinates q and y, such that the coordinates y can
be expressed as local functions y = y¯
(
q[l], l <∞
)
of q and their time derivatives with the help of the equations
δS/δy = 0. We call y auxiliary coordinates. The action S[q, y] and the reduced action S [q] = S[q, y¯] lead to the
same equations for the coordinates q, see [14, ?]. The actions S[q, y] and S [q] are called dynamically equivalent
actions.
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2 Basic notation and definitions
We consider finite-dimensional systems described by a set of generalized coordinates q ≡ {qa; a =
1, 2, ..., n}. The following notation is used:
qa[l] = (dt)
l
qa , l = 0, 1, ...,
(
qa[0] = qa
)
, dt =
d
dt
. (1)
We recall that the space of qa[l], a = 1, ..., n, l = 0, 1, ..., Na , regarded as independent variables, is
called the jet space [11]. The majority of physical quantities in classical mechanics are described by
so-called local functions (LF) which are defined on the jet space. LF depend on qa[l], l ≤ Na, where
Na <∞ . We often denote LF as
2
F
(
qa[0], qa[1], qa[2], ...
)
= F
(
q[]
)
. (2)
In our considerations, we use so-called local operators (LO). An LO UˆAa is a matrix operator
which acts on columns of LF fa producing columns FA of LF, FA = UˆAaf
a . Such LO have the
form
UˆAa =
K<∞∑
k=0
ukAa (dt)
k
, (3)
where ukAa = u
k
Aa
(
q[]
)
are LF. The operator
(
UˆT
)
aA
=
K<∞∑
k=0
(−dt)
k
ukAa (4)
is called the operator transposed to UˆAa. The relation
FAUˆAaf
a =
[(
UˆT
)
aA
FA
]
fa + dtQ , (5)
where Q is an LF, holds for any LF FA and fa. The LO Uˆab is symmetric (+) or antisymmetric
(−), respectively, if
(
UˆT
)
ab
= ±Uˆab . Thus, for any antisymmetric LO Uˆab, relation (5) implies
faUˆabf
b = dQ/dt .
We say that FA
(
q[]
)
= 0 and χα
(
q[]
)
= 0 are equivalent sets of equations (and denote this fact
as F = 0 ⇐⇒ χ = 0) whenever they have the same sets of solutions. By O (F ) we denote any
LF that vanishes on the equations Fa
(
q[]
)
= 0. More exactly, we define O (F ) = Vˆ aFa , where Vˆ
b
are LO. Besides, we denote via Uˆ = Oˆ (F ) any LO that vanishes on the equations Fa
(
q[]
)
= 0.
That means that LF u that enter into the representation (3) for such an operator vanish on these
equations, u = O (F ), or, equivalently Uˆf = O (F ) for any LF f.
We consider Lagrangian theories given by an Lagrangian action S [q] ,
S [q] =
∫ t2
t1
Ldt , L = L
(
q[]
)
, (6)
where the Lagrange function L is defined as an LF on the jet space. The Euler–Lagrange equations
are
δS
δqa
=
∑
l=0
(−dt)
l ∂L
∂qa[l]
= 0 . (7)
Any LF of the form O (δS/δq) is called an extremal.
An infinitesimal transformation q → q′ = q+ δq, with δq = δq
(
q[]
)
, being an LF, is a symmetry
of S in case
δL = dtF , (8)
where F
(
q[]
)
is an LF (such transformations are called Noether symmetries).
2Functions F may depend on time explicitly; however, we do not include t in the arguments.
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Any infinitesimal symmetry implies a conservation law (Noether theorem):
δqa
δS
δqa
+ dtG = 0 , G = P − F . (9)
Here, the LF F and P are
δL = dtF , P =
∑
a
Na∑
m=1
pma δq
a[m−1] , pma =
Na∑
s=l
(−dt)
s−m ∂L
∂qa[s]
, (10)
and the local function G (which is constant on the extremals) is referred to as a conserved charge
related to the symmetry δq. In what follows, we call (9) the symmetry equation. The quantities
δq, S, and G are related by the symmetry equation. Here and elsewhere, we often call the set δq,
G a symmetry of the action S.
Noether infinitesimal symmetries can be global, gauge and trivial. Global symmetries have
nonzero (on the extremals) conserved charges; they are parameterized by a set of time-independent
parameters να, α = 1, ..., r, and have the form δqa(t) = ρaα(t)ν
α, where ρaα(t) are generators of
the global symmetry transformations. Gauge symmetries have zero (on the extremals) conserved
charges; they are parameterized by time-dependent gauge parameters να (t), α = 1, ..., r, which
are arbitrary functions of time (in the case of field theory, the gauge parameters depend on all
space-time variables). Infinitesimal gauge transformations have the form
δqa(t) = ℜˆaα (t) ν
α(t), (11)
where the operators ℜˆaα (t) are called generators of gauge transformations.
For any action, there exist trivial symmetry transformations δtrq,
δtrq
a = Uˆab
δS
δqb
, (12)
where Uˆ is an antisymmetric LO,
(
UˆT
)ab
= −Uˆab.
Trivial symmetries have zero (on the extremals) conserved charges; see below. Trivial symmetry
transformations do not affect genuine trajectories. Two symmetry transformations δ1q and δ2q
are called equivalent (δ1q ∼ δ2q) whenever they differ by a trivial symmetry transformation:
δ1q ∼ δ2q ⇐⇒ δ1q − δ2q = δtrq . Thus, all the symmetry transformations of an action S can be
divided into equivalence classes.
3 Symmetry equation and orthogonal constraint basis
We consider here the Hamiltonian formulation of a singular theory [6, 12]. The corresponding
Hamiltonian action is denoted by SH. We denote all irreducible constraints of the theory via
Φ = (Φl (η)), where η = (x, p) are all phase-space variables
3,
ηA = (xa, pa) , A = (α, a) , α = 1, 2, a = 1, ..., n ,
such that : η1a = xa , η2a = pa . (13)
We suppose that the constraints of the theory are reorganized so that they can be divided into
FCC, χ (η), and SCC, ϕ (η) . Thus, Φ = (χ, ϕ) . The Hamiltonian action and the corresponding
equations of motion are
SH [η] =
∫ [
px˙−H(1) (η)
]
dt , η = (η, λ) ,
H(1) (η) = H (η) + λΦ(1) (η) ;
δSH
δη
= 0 =⇒
{
η˙ = {η,H(1)}
Φ(1) (η) = 0
, (14)
3In the general case of theories with higher derivatives, the space of x is larger than the space of generalized
coordinates q, see, e.g. [12].
4
where H(1) is the total Hamiltonian, Φ(1) are primary constraints, and λ are Lagrange multipliers
to the primary constraints.
In the general case, the Hamiltonian H and the constraints Φ can depend on time t explicitly.
We take such a possibility into account. However, the argument t will not be written explicitly in
what follows. Using Eq. (14), we can write the total time derivative of a function f (η) as
dtf = ∂tf + η˙∂ηf =
{
f ,H(1) + ǫ
}
+ (η˙ − {η,H(1)})∂ηf .
Here, ǫ is the (formal) momentum conjugate to time t, and the Poisson brackets are defined in
the extended phase space of the variables η; t, ǫ; for details, see [6].
If δη = (δx, δp, δλ) is a symmetry of the Hamiltonian action SH, then the symmetry equation
is
δη
δSH
δη
+ dtG = 0 , (15)
where G is the corresponding conserved charge. One can study the symmetry of the action SH
by solving this symmetry equation. If δη is a symmetry of the Hamiltonian action SH, then
symmetries δqL
(
q[]
)
of the Lagrangian action S can be obtained by writing the Hamiltonian
symmetries δq
(
η[]
)
, δq ∈ δx, as functions on the jet space q[], see [9].
For further consideration, especially for solving the symmetry equation, it is convenient to
accept that the set of all the constraints Φ is already reorganized to the special form consistent
with the Dirac procedure; see [10]. We call such a reorganized set of constraints an orthogonal
constraint basis. In this case,
Φ =
(
Φ(i)
)
, Φ(i) = (ϕ(i);χ(i)) , i = 1, ...,ℵ . (16)
Such χ(i) and ϕ(i) are, respectively, the FCC and SCC of the i-th stage of the Dirac procedure,
while ℵ is the number of the final stage. The total Hamiltonian is
H(1) = H + λΦ(1) = H + λϕϕ
(1) + λχχ
(1) , (17)
where χ(1) are the primary FCC, and ϕ(1) are the primary SCC; λ = (λϕ, λχ), while λϕ and λχ
are the corresponding Lagrange multipliers to the primary SCC and FCC, respectively. At each
stage of the Dirac procedure, the constraints are divided into groups:
ϕ(i) =
(
ϕ(i|s)
)
, s = i, ...,ℵϕ ;
χ(i) =
(
χ(i|a)
)
, a = i, ...,ℵχ , (18)
where ℵϕ and ℵχ stand for the numbers of the final stages at which SCC and new FCC, respectively,
still appear. We can write4:
[ϕ(i)] = 0, i > ℵϕ ; [χ
(i)] = 0 , i > ℵχ , ℵ = max (ℵϕ, ℵχ) .
In what follows, we often use the notation
λϕ(1|s) = λs , λχ(1|a) = λ
a ,
so that
H(1) = H + λsϕ
(1|s|) + λaχ(1|a|) . (19)
The division (18) produces chains of constraints. All constraints in a chain are of the same class.
One ought to say that the numbers of constraints at each stage in the same chain are equal. At
the same time, each chain may either be empty or contain several functions. Therefore, whenever
there exist FCC (SCC), the corresponding primary FCC (SCC) exist as well.
4The following notation is used: suppose that Fa (η) , a = 1, ..., n, are some functions, then [F ] is the number of
these functions, [F ] = n. Note that the brackets [] are also used to denote time derivatives (q[l] = (dt)
l q ) and the
arguments of an action functional (e.g. S [q]).
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There exist ℵϕ chains of SCC,
ϕ(...|s) =
(
ϕ(i|s) , i = 1, ..., s
)
, s = 1, ...,ℵϕ ,
labeled by the index s, and ℵχ chains of FCC,
χ(...|a) =
(
χ(i|a), i = 1, ..., a
)
, a = 1, ...,ℵχ ,
labeled by the index a. The length of the longest chain of SCC is ℵϕ, and the length of the longest
chain of FCC is ℵχ. The orthogonal constraint basis has the following properties:
{
ϕ(i|s), H¯ + ǫ
}
= ϕ(i+1|s) +O
(
Φ(...i)
){
ϕ(i|s),Φ(1)
}
= O
(
Φ(...i)
) } , i = 1, ...,ℵϕ − 1, s = i+ 1, ...,ℵϕ ,{
χ(i|a), H¯ + ǫ
}
= χ(i+1|a) +O
(
Φ(...i)
)
, i = 1, ...,ℵχ − 1 , a = i+ 1, ...,ℵχ ,{
χ(i|i), H¯ + ǫ
}
= O
(
Φ(...i)
)
, i = 1, ...,ℵχ ,{
χ(i|a),Φ(1)
}
= O
(
Φ(...i)
)
, i = 1, ...,ℵχ , a = 1, ...,ℵχ ,{
ϕ(i|s), ϕ(j|v)
}
= δs,vδi,s+1−jθ
(s) + O (Φ) , i ≤ s , j ≤ v , s, v = 1, ...,ℵϕ . (20)
Here, Φ(...i) =
(
Φ(1), ...,Φ(i)
)
,
H¯ = H + λ¯sϕ
(1|s|) , (21)
where λ¯s = λ¯s (η) are expressions for the Lagrange multipliers to the primary SCC that are
determined by the Dirac procedure, and θ(s) is a nonsingular matrix. It should be noted that the
Hamiltonian H¯ differs from the total Hamiltonian H(1) by terms quadratic in the extremals and
by FCC:
H(1) = H¯ + Λsϕ
(1|s|) + λaχ(1|a|) , Λs = λs − λ¯s = O
(
δSH
δη
)
. (22)
From the properties of the orthogonal constraint basis, one can see that the Poisson brackets of
SCC from different chains vanish on the constraint surface. Within the Dirac procedure, the group
ϕ(1|s) of primary SCC produces SCC of the second stage, third stage, and so on, which belong to
the same chain, ϕ(1|s) → ϕ(2|s) → ϕ(3|s) → · · · → ϕ(s|s). The chain of SCC labeled by the number
s ends with the group of the s-th-stage constraints. The consistency conditions for the SCC ϕ(i|i)
of the i-th stage determine the Lagrange multipliers λi to be λ¯i . We stress that the consistency
conditions for the SCC ϕ(i|s), s > i, of the i-th stage produce SCC ϕ(i+1|s) of the i+ 1-th stage.
At the same time, the group χ(1|a) of primary FCC produces FCC of the second stage, third
stage, and so on, which belong to the same chain, χ(1|a) → χ(2|a) → χ(3|a) → · · · → χ(a|a). The
consistency conditions for the FCC χ(i|s), s > i, of the i-th stage produce the FCC χ(i+1|s) of the
i + 1-th stage. The chain of FCC labeled by the number a ends with the group of the a-th-stage
constraints. The consistency conditions for the FCC χ(i|i) of the i-th stage do not produce any
new constraints and do not determine any Lagrange multipliers. Thus, the Lagrange multipliers
λχ are not determined by the Dirac procedure (or by the complete set of equations of motion).
The described hierarchy of constraints in the orthogonal basis (within the Dirac procedure)
looks schematically as follows:
ϕ(1|1) → λ¯1
ϕ(1|2) → ϕ(2|2) → λ¯2
... →
... →
...
...
...
ϕ(1|ℵ−1) → ϕ(2|ℵ−1) → ϕ(3|ℵ−1) · · · ϕ(ℵ−1|ℵ−1) → λ¯ℵ−1
ϕ(1|ℵ) → ϕ(2|ℵ) → ϕ(3|ℵ) · · · ϕ(ℵ−1|ℵ) → ϕ(ℵ|ℵ) → λ¯ℵ
χ(1|ℵ) → χ(2|ℵ) → χ(3|ℵ) · · · χ(ℵ−1|ℵ) → χ(ℵ|ℵ) → O(Φ)
χ(1|ℵ−1) → χ(2|ℵ−1) → χ(3|ℵ−1) · · · χ(ℵ−1|ℵ−1) → O(Φ(...ℵ−1))
... →
... →
...
...
...
χ(1|2) → χ(2|2) → O(Φ(...2))
χ(1|1) → O(Φ(1))
.
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We note that the properties of the orthogonal constraint basis are extremely helpful in ana-
lyzing the symmetry equation; in particular, this equation in the orthogonal basis can be solved
algebraically (see below). The properties of the basis allow one to conjecture (and then strictly
prove) the form of the conserved charges as decompositions in the orthogonal constraint basis.
For example, these properties imply that the SCC ϕ(i|i) cannot enter linearly into the conserved
charges. At the same time, one can see that only the FCC χ(i|i) enter the gauge charges multiplied
by independent gauge parameters; other FCC χ(i|a), a > i, are multiplied by factors that must
contain derivatives of the same gauge parameters.
It is also important to recall that there exists a canonical transformation from the initial phase-
space variables η to the special phase-space variables ϑ = (ω,Q,Ω); see [6]. The variables ω are
physical, and the variables Ω define the constraint surface by the equations Ω = 0. The dynamics
of the physical variables ω is governed by the physical action SPh [ω] ,
SPh [ω] = SH|Ω=0 . (23)
The variables Q are nonphysical. In theories with FCC, the actions S and SH are dynamically
equivalent, while are both dynamically nonequivalent to the physical action SPh.
In what follows, we use a set of LF, Γ,
Γ = (Φ, J) = O
(
δSH
δη
)
, J = (I, Λ), I = η˙ −
{
η, H¯
}
−
{
η, χ(1|a|)
}
λa , (24)
for the complete set of extremals. Taking (14) into account, one can easily verify that the set Γ is
equivalent to the complete set of extremals δSH/δη. We also note that the set of variables η
[], λ
[]
s ,
λa[] is equivalent to the set η, J [], λa[]. Further, we often use the latter variables to analyze the
symmetry equation.
4 Gauge symmetries
Analyzing the symmetry equation, we prove below the following assertion.
In theories with FCC, there exist nontrivial symmetries δνη, Gν of the Hamiltonian action
SH that are gauge transformations. These symmetries are parameterized by gauge parameters ν.
These parameters are arbitrary functions of time5 and arbitrary LF of η[],
ν = ν(a)σa
(
t,η[]
)
, a = 1, ...,ℵχ .
The gauge parameters are labeled by an index a (the number of the corresponding FCC chain) and
by a fine index6 σa that labels FCC in the chain a. The complete number of all gauge parameters
is equal to the number of all primary FCC:
[ν] =
[
χ(1)
]
. (25)
The corresponding conserved charge (gauge charge) is an LF, Gν = Gν
(
η, λ[], ν[]
)
, which vanishes
on the extremals. The gauge charge has the following representation in terms of the orthogonal
constraint basis:
Gν =
ℵχ∑
a=1
ν(a)χ
(a|a) +
ℵχ−1∑
i=1
ℵχ∑
a=i+1
Cχ
i|aχ
(i|a) +
ℵχ−1∑
i=1
ℵ∑
s=i+1
Cϕ
i|sϕ
(i|s) . (26)
Here, Cϕ
i|s = C
ϕ
i|s
(
η, λ[], ν[]
)
and Cχ
i|a = C
χ
i|a
(
η, λ[], ν[]
)
are some LF, which can be determined
from the symmetry equation in an algebraic way. The gauge charge depends both on the gauge
parameters and on their time derivatives up to the order ℵχ − 1,
Gν =
ℵχ∑
a=1
a−1∑
m=0
Gam(η, λ
[])ν
[m]
(a) . (27)
5We have included t in the arguments of the functions ν explicitly, in contrast to other cases, to emphasize this
dependence.
6Sometimes, the fine index σi is omitted, but summation over the index i always assumes the summation over
σi as well.
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Here, Gam(η, λ
[]) are some LF. The total number of independent gauge parameters, together with
their time derivatives that essentially enter in the gauge charge, is equal to the number of all FCC:∑
m=0
[ν[m]] = [χ] . (28)
The gauge charge is the generating function for the variations δη of the phase-space variables:
δνη = {η,Gν} =
{
η, ηA
} ∂Gν
∂ηA
. (29)
(Note that the Poisson bracket in (29) acts only on the explicit dependence of the gauge charge
of η .) Therefore, the total number of independent gauge parameters, together with their time
derivatives that essentially enter in the variations δνη, is also equal to the number of all FCC. The
variations δνλ contain an additional time derivative of the gauge parameters, namely, they have
the form
δνλ =
ℵχ∑
a=1
a∑
m=0
Υam ν
[m]
(a) , (30)
where Υam = Υ
a
m(η, λ
[]) are some LF.
The above assertion is proved below. At the same time, we present a constructive procedure
of finding the gauge transformations, based on solving the symmetry equation in terms of the
orthogonal constraint basis.
Consider the symmetry equation (15). Taking into account the action structure (14) and the
anticipated form (29) of the variations δη, we rewrite this equation as follows:
HˆG− λa
{
χ(1|a|), G
}
− Λs{ϕ
(1|s|), G} = ϕ(1|s|)δˆΛs + χ
(1|a|)δλa , δˆΛs = δλs − {λ¯s, G} , (31)
where the operator Hˆ is defined on any LF F (η, λ[], ν[]) as
HˆF =
{
F, H¯ + ǫ
}
+
∂F
∂λ[m]
λ[m+1] +
∂F
∂ν[m]
ν[m+1] . (32)
Let us try to solve equation (31) with the gauge charge Gν of the form (26). Thus, we obtain
the following equation for the LF Ci =
(
Cϕ
i|s , C
χ
i|a
)
:
ℵχ−1∑
i=1
(
Ci
[
Φ(i+1) +O
(
Φ(...i)
)]
+Φ(i)
[
HˆCi − λ
a
{
χ(1|a|),Ci
}
− Λs{ϕ
(1|s|),Ci}
])
+Πℵχ = ϕ
(1|s|)δˆΛs + χ
(1|a|)δλa , (33)
where
Πℵχ =
ℵχ∑
a=1
[
Za + χ(a|a)dt
]
ν(a) , Z
a = Hˆχ(a|a)−λb
{
χ(1|b|), χ(a|a)
}
−Λs{ϕ
(1|s|), χ(a|a)} = O
(
Φ(...a)
)
.
Considering equation (33) on the constraint surface Φ(...ℵχ−1) = 0, we obtain
Cℵχ−1Φ
(ℵχ) + ν(ℵχ)κΦ
(ℵχ) + ν
[1]
(ℵχ)
χ(ℵχ|ℵχ) = 0
with allowance made for the relation
Zℵχ
∣∣
Φ(...ℵχ−1)=0
= O
(
Φ(ℵχ)
)
= κΦ(ℵχ) . (34)
where κ is a matrix with elements that are LF. Therefore, we can determine Cℵχ−1 as linear
combinations of ν(ℵχ) and ν
[1]
(ℵχ)
to obey the latter equation. Substituting thus determined Cℵχ−1
into (33), we arrive at the equation
ℵχ−2∑
i=1
[
Ci[Φ
(i+1) + O
(
Φ(...i)
)
] + Φ(i)[HˆCi − λ
a
{
χ(1|a|),Ci
}
− Λs{ϕ
(1|s|),Ci}]
]
+Πℵχ−1 = ϕ
(1|s|)δˆΛs + χ
(1|a|)δλa , (35)
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where
Πℵχ−1 =
ℵχ−1∑
a=1
[
Za + χ(a|a)dt
]
ν(a) +
2∑
k=0
φkν
[k]
(ℵχ)
, φk = O
(
Φ(...ℵχ−1)
)
.
Considering equation (35) on the constraint surface Φ(...ℵχ−2) = 0, we obtain
Cℵχ−2Φ
(ℵχ−1) + ν
[1]
(ℵχ−1)
χ(ℵχ−1|ℵχ−1)
+
(
ν(ℵχ−1)Z
ℵχ−1 +
2∑
k=0
φkν
[k]
(ℵχ)
)∣∣∣∣∣
Φ(...ℵχ−2)=0
= 0 . (36)
By analogy with (34), we find that all matrix LF Zℵχ−1 and φk are proportional to the constraints
Φ(ℵχ−1). Therefore, we can determine Cℵχ−2 as linear combinations of ν(ℵχ−1), ν
[1]
(ℵχ−1)
, and
ν(ℵχ), ν
[1]
(ℵχ)
, ν
[2]
(ℵχ)
to obey Eq. (36). Proceeding in the same manner, we determine any Ci as the
following linear combinations of the gauge parameters and their time derivatives:
Ci =
ℵχ∑
a=i+1
a−i∑
m=0
Saimν
[m]
(a) . (37)
Here, Saim = S
a
im
(
η, λ[]
)
are some LF.
In addition, we can see that
Cϕ = O(Γ) . (38)
Indeed, Eq. (38) follows from the relations (we recall that symmetry variations of extremals are
proportional to extremals)
δˆϕ(s+1−i|s) = O(Γ) =
{
ϕ(s+1−i|s), Gν
}
= Cϕ
i|s
{
ϕ(s+1−i|s), ϕ(i|s)
}
+O(Φ) ,
with allowance made for (20).
Finally, we conclude that the gauge charge Gν has the following representation:
Gν =
ℵχ∑
m=1
ℵχ∑
a=m
Gmaν
[m−1]
(a) . (39)
Here, Gma = Gma(η, λ[]) are LF of the form
Gma =
ℵχ∑
k=1
ℵχ∑
b=k
χ(k|b)Cmakb +O
(
Γ2
)
= O (χ) +O
(
Γ2
)
, (40)
where Cmakb = C
ma
kb (η, λ
[]) are some LF. Then the form of the variations δνη follows from (29),
δνη =

 ℵχ∑
k=1
ℵχ∑
b=k



 ℵχ∑
m=1
ℵχ∑
a=m

{η, χ(k|b)} Cmakb ν[m−1](a) +O (Γ) . (41)
After substituting the obtained functions Ci back into equation (33), its left-hand side turns
out to be proportional to primary constraints. Since these constraints are linearly independent by
construction, we can find all the variations δνλ from this equation. Their general structure is given
by Eq. (30). In particular, one can see that
δνλ
a =
ℵχ∑
b=1
Dabν
[b]
(b) +O(ν
[l]
(j) , l < j) , (42)
where Dab = Dab(η, λ[]) are some LF. Note that the LF Gma and Υam (as well as C
ma
kb and D
ab) do
not depend on the gauge parameters and are, in this sense, universal.
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The matrices C and D are nonsingular. Indeed, as was demonstrated in [13], they are constant
matrices of the form
Cmbka = δb,aδm,b−k+1 , D
ab = δa,b
in the quadratic approximation. Since these matrices are nonsingular in the quadratic approxima-
tion, they are nonsingular in the exact perturbative theory at least in a vicinity of the consideration
point, which can be chosen as the zero point of the jet space of η[].
The gauge charge and the variations δνη essentially depend on all gauge parameters and their
time derivatives ν
[m]
(a) , m = 0, ..., a− 1, a = 1, ...,ℵχ , while the variations δνλ
a essentially depend
on all derivatives ν
[a]
(a). Indeed,
∂Gν
∂ν
[m]
(a)
= P(a−m|a) +O
(
η2
)
, m = 0, ..., a− 1 ,
∂ (δνλ
a)
∂ν
[b]
(b)
= δa,b + O (η) , a, b = 1, ...,ℵχ .
As one can see from the structure of the gauge charge (in the special phase space variables
ϑ = (ω,Q,Ω); see [6]), the gauge transformations, taken on the extremals, transform only the
nonphysical variables Q and λa .
Below, we are going to study the structure of arbitrary symmetry of the general Hamiltonian
action SH. In particular, we prove that, with accuracy up to a trivial transformation, any gauge
transformation can be represented in the form (29), (30), with the gauge charge (26).
5 Structure of arbitrary symmetry
We prove below the following assertion.
Any symmetry δη, G of the Hamiltonian action SH can be represented as the sum of three
types of symmetries, (
δη
G
)
=
(
δcη
Gc
)
+
(
δν¯η
Gν¯
)
+
(
δtrη
Gtr
)
, (43)
such that:
The set δcη, Gc is a global symmetry, canonical for the phase-space variables η. The corre-
sponding conserved charge Gc does not vanish on the extremals.
The set δν¯η, Gν¯ is a gauge transformation presented in the previous section, with fixed gauge
parameters (i.e., with a specific form of the functions ν = ν¯
(
t,η[]
)
) that do not vanish on the
extremals (in what follows, we call such a symmetry a particular gauge transformation). The
corresponding conserved charge Gν¯ vanishes on the extremals, whereas the variations δν¯η do not.
The set δtrη, Gtr is a trivial symmetry. All the variations δtrη and the corresponding conserved
charge Gtr vanish on the extremals. The gauge charge Gtr depends on the extremals as Gtr =
O
(
Γ2
)
.
Below, we prove the above assertions and present a constructive way of finding the components
of the decomposition (43). The procedure can be divided into the four steps:
5.1 Constructing the function GJ (η)
Supposing that δη, G is a symmetry, and taking into account the structure of the total Hamiltonian
(22), we can write the symmetry equation (15) as
δηE−1I − ϕ(1|s|)δˆΛs − Λsδˆϕ
(1|s|) − χ(1|a|)δλa + dtG = 0 , δˆΛs = δλs −
∂λ¯s
∂η
δη . (44)
In our consideration, we use the set of variables η, J [], λa[], see sec. 3. We denote via δJη, G
′
J the
corresponding zero-order terms in the decomposition of the quantities δη, G with respect to the
extremals J [], (
δη
G
)
=
(
δJη +O(J)
G′J +BmJ
[m] +O(J2)
)
, (45)
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where δJη =δJη(η, λ
a[]), G′J = G
′
J(η, λ
a[]), and Bm = Bm(η, λ
a[]). We then rewrite equation (44),
retaining only the terms of zero and first order with respect to the extremals J []. Such an equation
has the form
δJηE
−1I − χ(1|a|)δJλ
a = −HˆG′J +
{
χ(1|a|), G′J
}
λa + Λs{ϕ
(1|s|), G′J}
+ {η,G′J}E
−1I − J [m]HˆBm + λ
a
{
χ(1|a|), Bm
}
J [m] −BmJ
[m+1] +O(ΦΓ) . (46)
Contributions from the terms ϕ(1|s|)δˆΛs and Λsδˆϕ
(1|s|) are accumulated in O(ΦΓ), and the operator
Hˆ is defined by (32).
Analyzing the terms with the extremals J [] (starting from the highest derivative) in Eq. (46),
we can see that Bm = O(Φ) for every m. Considering then the terms proportional to I in Eq.
(46), we get the following expression:
δJη = {η,G
′
J}+O(Φ)
for the variations δJη. We then see that
{Φ, G′J} = O(Φ) (47)
with allowance made for the relations
δˆΦ = O(Γ) =⇒ δˆJΦ = O(Φ) = {Φ, G
′
J}+O(Φ) .
We can check that {χ,G′J} are first-class functions, which implies that
{χ,G′J} = O(χ) +O(Φ
2) . (48)
Considering the remaining terms in Eq. (46), we get the equation
χ(1|a|)δJλ
a = HˆG′J + λ
a
{
χ(1|a|), G′J
}
+O(Φ2) , (49)
which relates δJλ
a and G′J . This equation allows us to study the function G
′
J in more detail. To
this and, we rewrite the equation as
{
G′J , H¯ + ǫ
}
+
∂G′J
∂λa[m]
λa[m+1] = O(χ) +O(Φ2) ,
taking into account (32) and (48). Analyzing terms with the Lagrange multipliers λ
[]
χ (starting
from the highest derivatives) in this equation, we can see that these multipliers can enter only the
terms that vanish on the constraint surface. For example, considering the terms with the highest
derivative λ
[M+1]
χ in the latter equation, we obtain
∂G′J
∂λa[M ]
= O(χ) +O(Φ2) =⇒ G′J = G
′
J (· · ·λ
a[M−1]) +O(χ) +O(Φ2) .
Similarly, we finally conclude that G′J has the structure
G′J = GJ (η) +O(χ) +O(Φ
2) = GJ(η) + Bχχ+O(Φ
2) , (50)
where Bχ = Bχ(η, λ
a[]). For the function GJ , we obtain
{ϕ,GJ} = O(Φ) , {χ,GJ} = O(χ) +O(Φ
2) (51)
with allowance made for (47) and (48).
The relation
δΛ = O(Γ) =⇒ δJλs −
{
λ¯s, GJ +Bχχ
}
= O(Γ) = O(Φ) ,
defines the variations δJλs, taken in the lowest order with respect to the extremals.
In addition to relations (51), the function GJ(η) also obeys{
GJ , H¯ + ǫ
}
= O(χ) +O(Φ2) (52)
Thus, the above consideration allows one to represent a refined version of the representation
(45) 

δη
δλs
δλa
G

 =


{η,GJ +Bχχ}+O(Γ){
λ¯s, GJ +Bχχ
}
+O(Γ)
δJλ
a +O(J)
GJ +Bχχ+O(Γ
2)

 , (53)
where δJλ
a = δJλ
a(η, λb[]).
5.2 Constructing the function GΓ (η)
We now select from the function GJ a part GΓ that does not vanish on the constraint surface:
GJ (η) = GΓ (η) +G1 (η) , GΓ = GJ |Φ=0 . (54)
The function G1 vanishes on this surface. Certainly, this decomposition is not unique. We fix the
procedure of such a decomposition in the special variables ϑ = (ω,Q,Ω). To this end, we write
GJ(η) = G˜J (ϑ) = g (ω) + g1 (ω,Q)Q+O (Ω) . (55)
Considering the second relation of (51) in the special variables, we can see that the function
g1 (ω,Q) must be zero. Moreover, the last term O (Ω) in (55) can be specified to have the form
O (Ω) = O (P) +O
(
Ω2
)
. We define GΓ (η) as
GΓ (η) = g (ω) . (56)
Then,
GJ (η) = GΓ(η) +G1(η), G1(η) = O(χ) +O(Φ
2) ,
and, therefore,
G = GΓ(η) +O(χ) +O(Γ
2) ,
HˆGΓ = O(Φ), {ϕ,GΓ} = O(Φ), {χ,GΓ} = O(χ) +O(Φ
2) , (57)
in virtue of (51).
We now define the variations δΓη as
δΓη = {η,GΓ} , δΓλs =
{
λ¯s, GΓ
}
, δΓλ
a = 0 . (58)
5.3 Constructing the global canonical part of a symmetry
The set δΓη, GΓ is an approximate symmetry of the action SH. Indeed, it obeys the equation
δΓη
δSH
δη
+ dtGΓ = O(χ) + O(Γ
2) .
However, this approximate symmetry can be modified to become an exact symmetry δcη, Gc, such
that
δcη = {η,Gc} , Gc = GΓ +O (χ) +O (ΦΓ) . (59)
To justify this assertion, we are going, first of all, to demonstrate that the symmetry equation has
a solution with Gc of the form
Gc = GΓ +
ℵ−1∑
i=1
ℵ∑
s=i+1
Cϕ
i|sϕ
(i|s) +
ℵ−1∑
i=1
ℵ∑
a=i+1
Cχ
i|aχ
(i|a) ≡ GΓ +
ℵ−1∑
i=1
CiΦ
(i) ,
Ci =
(
Cϕ
i|s , C
χ
i|a
)
= Ci
(
η, λ[]
)
.
In the case under consideration, the symmetry equation (44) can be rewritten as
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HˆGc − λ
a
{
χ(1|a|), Gc
}
− Λs{ϕ
(1|s|), Gc} = ϕ
(1|s|)δˆcΛs + χ
(1|a|)δˆcλ
a , δˆcΛs = δcλs − {λ¯s, Gc} ,
and then transformed to the form
ℵ−1∑
i=1
(
Ci
[
Φ(i+1) +O
(
Φ(...i)
)])
+Φ(i)HˆCi +A = ϕ
(1|s|)δˆcΛs + χ
(1|a|)δcλ
a ,
A = HˆGΓ − λ
a
{
χ(1|a|), GΓ
}
− Λs{ϕ
(1|s|), GΓ} = O (χ) +O
(
Φ2
)
, (60)
by using (57). Equation (60) can be analyzed by analogy with equations (33). For example, on
the constraint surface Φ(...ℵ−1) = 0, we obtain
Cℵ−1Φ
(ℵ) + a(ℵ)Φ(ℵ) = 0, a(ℵ)Φ(ℵ) = A|Φ(...ℵ−1) .
We can choose Cℵ−1 = −a
(ℵ). In the same manner, we can find all the coefficients C. After
substituting these coefficients back into equation (60), we can see that its LHS is proportional to
Φ(1), and, thus, the variations δcλ can be found. The coefficients C and the variations δcη have
the properties
Ci|GΓ=0 = δcη|GΓ=0 = 0 .
In addition, the relation δˆcϕ = O(Γ) = {ϕ,Gc} implies C
ϕ = O(Γ). Therefore, the charge Gc
has the structure
Gc = GΓ +O (χ) +O (ΦΓ) . (61)
Note that, in general, the charge Gc depends on λ
[] if the Dirac procedure has more than two
stages, i.e., ℵ > 2; see examples in the Discussion.
5.4 Constructing the gauge and trivial parts of a symmetry
At this stage, we represent the symmetry δη, G as
δη = δcη + δrη , G = Gc +Gr . (62)
Since δcη, Gc is a symmetry, it is obvious that δrη, Gr is a symmetry as well. With the help of
Eqs. (51) and (61), we can prove the following relations:
Gr =
ℵχ∑
i=1
ℵχ∑
a=i
Ki|aχ
(i|a) +O
(
Γ2
)
,
δrη =
ℵχ∑
i=1
ℵχ∑
a=i
{
η, χ(i|a)
}
Ki|a +O (Γ) , (63)
where Ki|a = Ki|a
(
η, λ
[]
χ
)
are some LF that do not vanish on the constraint surface.
In turn, we represent the symmetry δrη, Gr in the form
δrη = δν¯η + δtrη , Gr = Gν¯ +Gtr , (64)
where the set δν¯η, Gν¯ is a particular gauge transformation with specific gauge parameters,
ν(a) = ν¯(a) = Ka|a , (65)
which do not vanish on the constraint surface. This implies
Gν¯ = O (χ) +O
(
Γ2
)
, δν¯η = {η,Gν¯} . (66)
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From Eqs. (63) it follows that δtrη, Gtr is a symmetry with the conserved charge of the form
Gtr = G
′
tr +O(Γ
2) , G′tr =
ℵχ−1∑
i=1
ℵχ∑
a=i+1
Ki|aχ
(i|a) .
We can show that δtrη, Gtr is a trivial symmetry. To this end, we can write for the symmetry
δtrη, Gtr the decomposition of the form (45), taking into account that Bm = O(Φ),(
δηtr
Gtr
)
=
(
δtrJη +O(J)
G′trJ +O(J
2) , G′trJ = G
′
tr +O(Φ
2)
)
. (67)
Here, δtrJη =δtrJη(η, λ
[]
χ) and G′trJ = G
′
trJ(η, λ
[]
χ). All the relations that take place for the quan-
tities δJη, GJ hold for the quantities δtrJη, G
′
trJ as well. In particular, the charge G
′
tr obeys the
equation
χ(1|a|)δ′trλ
a = HˆG′tr + λ
a
{
χ(1|a|), G′tr
}
+O(Φ2) ,
δ′trλ
a = δtrλ
a|Γ=0 = δtrJλ
a +O(Φ) , (68)
which is similar to (49). Equation (68) implies
ℵχ−1∑
i=1
ℵχ∑
a=i+1
(
χ(i|a)HˆKi|a +Ki|a[χ
(i+1|a) +O(Φ(...i))]
)
= χ(1|s|)δ′trλs +O(Φ
2)
for the LF Ki|a , a = i + 1, ...,ℵχ. Considering the latter equation on the constraint surface
Φ(...ℵχ−1) = 0, we obtain
Kℵχ−1|ℵχχ
(ℵχ|ℵχ) = O(Φ2) =⇒ Kℵχ−1|ℵχ = O(Φ) .
Substituting the above expression for Kℵχ−1|ℵχ into (68) and considering the resulting equation
on the constraint surface Φ(...ℵχ−2) = 0, we obtain Kℵχ−2|ℵχ = O(Φ), and so on. Thus, we can see
that Ki|a = O(Φ), a = i+ 1, ...,ℵχ, and therefore
Gtr = O(Γ
2) . (69)
It follows from (68) that
χ(1|a|)δ′trλ
a = O(Φ2) =⇒ δ′trλ
a = O(Φ) =⇒ δtrλ
a = O(Γ) . (70)
By construction, the transformation δtrJ is completely similar to δJ . Therefore, relation (51)
holds for this transformation and implies
δtrJη = {η,G
′
tr}+O (Φ) = O(Φ) , δtrJλs = {λ¯s, G
′
tr}+O (Φ) = O(Φ) .
Therefore,
δtrη = O(Γ) , δtrλs = O(Γ) . (71)
In the following section, we show that any symmetry of a Hamiltonian action that vanishes on
extremals is a trivial symmetry. Therefore, relations (69)–(71) prove that the symmetry δtrη, Gtr
is trivial.
We can also prove that the reduction of symmetry variations δω to the extremals yields global
canonical symmetries δphω of the physical action with the conserved charge g(ω) that is a reduction
of the complete conserved charge to the extremals. In addition, any global canonical symmetry
δphω, g(ω) of the physical action can be extended to a nontrivial global symmetry δcη, Gc of the
Hamiltonian action SH. Therefore, classes of nontrivial global symmetries of a singular action are
isomorphic to classes of nontrivial global canonical symmetries of the corresponding Hamiltonian
action. At the same time, these classes are isomorphic to classes of nontrivial global canonical
symmetries of the corresponding physical action.
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6 Trivial symmetries
In this section, we are going to prove that any symmetry of the Hamiltonian action that vanishes
on the extremals is a trivial symmetry. First, we prove this assertion for a nonsingular Hamiltonian
action, and then for the general singular case.
6.1 Nonsingular case
We recall that the Hamiltonian action SH of any nonsingular theory has the canonical Hamiltonian
form
SH [η] =
∫
[px˙−H (η)] dt ,
δSH
δη
= 0 =⇒ η˙ = {η,H} . (72)
Eqs. (72) follow from (14) in the absence of constraints. Below, we are going to prove that:
Symmetries of the canonical Hamiltonian action that vanish on the extremals are trivial sym-
metries.
To prove this statement, we note that any symmetry δη, G of the Hamiltonian action SH has
to obey the symmetry equation
δSH
δη
δη + dtG = 0 . (73)
To analyze the symmetry equation (73), we are going to use, instead of the variables η[], the
equivalent set of variables η,Γ[]; see the comments in the end of sec. 3. Here,
ΓA =
δSH
δηA
= E−1AB η˙
B −
∂H
∂ηA
, EAB =
{
ηA, ηB
}
, E−1ABE
BC = δCA . (74)
In terms of the new variables, the total time derivative of any LF F
(
η,Γ[]
)
reads
dF
dt
= ∂tF + E
AB
(
ΓB +
∂H
∂ηB
)
∂F
∂ηA
+
∑
k=0
Γ
[k+1]
A
∂F
∂Γ
[k]
A
, (75)
and the symmetry equation takes the form
{G,H + ǫ}+
(
δηA +
∂G
∂ηB
EBA
)
ΓA +
∑
k=0
Γ
[k+1]
A
∂G
∂Γ
[k]
A
= 0 . (76)
Let us now suppose that a symmetry δη vanishes on the extremals, i.e., δη = O (Γ) . Represent-
ing the charge G as
G = G0 +G1 , G0 = G|Γ=0 = G0 (η) , G1 =
∑
m=0
BAm (η) Γ
[m]
A +O
(
Γ2
)
,
and considering the terms of zero and first order with respect to the extremals only, we obtain
from (76)
{G0, H + ǫ} = 0 ,
∂G0
∂ηB
EBAΓA +
∑
m=0
[{
BAm , H + ǫ
}
−BAmdt
]
Γ
[m]
A = 0 . (77)
Analyzing the terms with the extremals Γ[] (starting from the highest time derivative) in the second
equation (77), we can verify that all functions BAm are zero. This fact implies that ∂tG0 = 0. Indeed,
BAm = 0 =⇒
∂G0
∂ηB
= 0 =⇒ {G0, H + ǫ} = {G0, ǫ} = ∂tG0 = 0 .
Taking into account that, in fact, the charge G is defined up to a constant, we can assume G0 ≡ 0.
Thus, for any symmetry δη that vanishes on the extremals, the corresponding conserved charge
also vanishes on the extremals and has the form G = G1 = O
(
Γ2
)
.
Let us represent this charge as follows:
G =
N<∞∑
m=0
gAmΓ
[m]
A , (78)
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where gAm = g
A
m
(
η,Γ[]
)
are some LF. Substituting the representation (78) into (76), we obtain the
equation
N+1∑
m=0
fAmΓ
[m]
A = 0 , (79)
where
fA0 = δη
A + dtg
A
0 ; f
A
m = g
A
m−1 + dtg
A
m , m = 1, ..., N ; f
A
N+1 = g
A
N . (80)
The general solution of equation (79) reads
fAk =
N+1∑
m=0
V ABk,mΓ
[m]
B , (81)
where LF V ABk,m = V
AB
k,m
(
η,Γ[]
)
are antisymmetric, V BAm,k = −V
AB
k,m . Relation (81) implies for the
functions gAk the following expressions:
gAk = −
N−k∑
s=0
(−dt)
s
N+1∑
m=0
V ABk+s+1,mΓ
[m]
B . (82)
Then Eqs. (80)-(82) determine δη to be
δηA = UˆABΓB = Uˆ
AB δSH
δηB
,
UˆAB =
N+1∑
m,k=0
(−dt)
m
V ABm,k (dt)
k
,
(
UˆT
)AB
= −UˆAB , (83)
where UˆAB is an antisymmetric LO. Expression (83) implies that δη is a trivial symmetry of the
action SH .
6.2 Singular case
We consider here the general case of a singular theory. We are going to prove that the symmetries
of the corresponding Hamiltonian action that vanish on the extremals are trivial symmetries.
First of all, we recall that:
a) The Hamiltonian action SH [ϑ] of a singular theory (in the special phase-space variables
ϑ = (ω,Q,Ω)) has the following structure:
SH [ϑ] = Sph [ω] + Snon−ph [ϑ] , ϑ = (ϑ, λ) ,
Sph [ω] =
∫
[ωpω˙x −Hph (ω)] dt ,
Snon−ph [ϑ] =
∫ [
PQ˙+ UpU˙x −Hnon−ph (ϑ)
]
dt , (84)
where
Hnon−ph (ϑ) = λPP
(1) + λUU
(1) + (Q(1)A+Q(2...)B + ωC)P(2...)
+ P(2...)DP(2...) + P(2...)EU (2...) + U (2...)GU (2...) +O
(
ϑ3
)
. (85)
and A, B, C,E and G are some matrices (see [6]). We recall that the variables ω are canonical
pairs, ω = (ωx, ωp), of physical variables; the variables Q are nonphysical coordinates; and the
variables Ω define the constraint surface by the equations Ω = 0. At the same time, the variables
Ω are divided into two groups: Ω = (P , U), where U stands for the complete set of SCC (they
consist of canonical pairs U = (Ux, Up)) and P denotes the complete set of FCC. The momenta P
are conjugate to the coordinates Q. The special variables can be chosen so that Ω =
(
Ω(1),Ω(2...)
)
,
where Ω(1) are primary and Ω(2...) are secondary constraints. Respectively, Ω(1) = (P(1), U (1)),
Ω(2...) = (P(2...), U (2...)); P =(P(1),P(2...)), U = (U (1), U (2...)); P(1) are primary FCC; P(2...) are
secondary FCC; U (1) are primary SCC; U (2) are secondary SCC.
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b) One can prove that the special phase-space variables can be chosen so that the quadratic
part of the non-physical part of the total Hamiltonian takes a simple (canonical) form (see [13]):
Hnon−ph =
ℵχ∑
a=1
(
a−1∑
i=1
Q(i|a)P(i+1|a) + λaPP
(1|a)
)
+ λUU
(1) + U (2...)FU (2...) +O
(
ϑ3
)
. (86)
Here, (Q,P) =
(
Q(i|a),P(i|a)
)
, λP = (λ
a
P) , a = 1, ...,ℵχ , i = 1, ..., a , and F is a matrix.
We recall that ℵχ is the number of stages of the refined Dirac procedure (see [10] and sec. 3)
that is necessary to determine all independent FCC from the orthogonal constraint basis. We
call such special phase-space variables the superspecial phase-space variables. In the superspecial
phase-space variables, the non-physical part of the Hamiltonian action can be written as
Snon−ph = S
0
non−ph + S
int
non−ph ,
S0non−ph =
∫ PΛˆQ+ ℵχ∑
i=1
P(i|i)Q˙(i|i) + UBˆU

 dt , Sintnon−ph = O (ϑ3) , (87)
where Λˆ and Bˆ are first-order LO with constant coefficients, and
Q = (λaP , Q
(i|a) , i = 1, ..., a− 1 , a = 1, ...,ℵχ) , U = (λU , U) .
It is important to stress that [Q] = [P ] , due to the fact that [λP ] =
[
P(1)
]
. One can see that there
exist LO Λˆ−1 and Bˆ−1 such that
ΛˆΛˆ−1 = Λˆ−1Λˆ = 1, BˆBˆ−1 = Bˆ−1Bˆ = 1 .
Proceeding to the proof of the statement, we consider the Hamiltonian action S˜H (87) in the
superspecial phase-space variables. The equations of motion that follow from this action have the
form
δS˜H
δU
= 0 =⇒ U = −Bˆ−1
δSintnon−ph
δU
, Sintnon−ph = O
(
ϑ3
)
,
δS˜H
δQ
= 0 =⇒ P = −
(
ΛˆT
)−1 δSintnon−ph
δQ
,
δS˜H
δP
= 0 =⇒ Q = −Λˆ−1
(
δSintnon−ph
δP
+ T
)
, T =
(
T (i|u) = δiuQ˙
(u|u)
)
. (88)
These equations allow one to express all the variables U ,P , and Q as some LF of ω and Q(i|i),
at least perturbatively. Note that, in any case, the exact solution of equations (88) has the form
U = P = 0, Q = ψ
(
ω,Q(i|i)
)
, where ψ is an LF of the indicated arguments. Therefore, the
variables U , P , and Q are auxiliary ones; see [14, 12]. Excluding these variables from the action
S˜H, we obtain a dynamically equivalent action S¯H
[
ω,Q(i|i)
]
. Taking into account the fact that
U = P = 0 =⇒ Ω = 0, and relation (23), we obtain
S¯H
[
ω,Q(i|i)
]
= S˜H
∣∣∣
U=P=0,Q=ψ
= Sph [ω] . (89)
One ought to keep in mind that equality (89) does not imply the dynamical equivalence of the
actions S¯H and Sph (and, therefore, equivalence of S˜H and Sph); see [9].
Let a transformation δϑ, δλ, vanishing on the extremals of S˜H, be a symmetry of the action S˜H
. Consider the reduced transformation δ¯ω, δ¯Q(i|i),
(δ¯ω, δ¯Q(i|i)) = (δϑ, δλ)|U=P=0,Q=ψ .
Obviously, the reduced transformation vanishes on the extremals of the reduced action S¯H and is
a symmetry transformation of the action S¯H. This implies
δ¯ω = mˆ
δSph
δω
, δ¯Q(i|i) =
(
nˆ
δSph
δω
)(i|i)
,
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where mˆ and nˆ are some LO. The transformation δ¯ω is obviously a symmetry transformation
of the nonsingular action Sph that vanishes on its extremals. Therefore, according to the asser-
tion that was proved in the previous subsection, mˆ is an antisymmetric LO. Thus, the complete
transformation δ¯ω, δ¯Q(i|i) can be represented in the form
(
δ¯ω
δ¯Q(|)
)
= Mˆ
(
δS¯H
δω
δS¯H
δQ(|)
)
, Mˆ =
(
mˆ −nˆT
nˆ 0
)
.
Here, obviously, Mˆ is an antisymmetric matrix.
Finally, the transformation δ¯ω, δ¯Q(i|i) is a trivial symmetry of the action S¯H. This implies that
the extended transformation δϑ is a trivial symmetry of the extended action S˜H, according to the
general statement presented in [9].
7 Physical functions in gauge theories
Despite a functional arbitrariness in solutions of the equations of motion for gauge theories, such
theories can be used to describe physics. To ensure the independence of physical quantities from
the arbitrariness inherent in solutions of a gauge theory, one imposes restrictions on a possible
form of physical functions that describe physical quantities.
It was demonstrated (see [6]) that physical LF Aph
(
η[]
)
in the Hamiltonian formulation (we
recall that η = (η, λ) , η = (q, p)) have the following structure:
Aph
(
η[]
)
= a (η) +O
(
δSH
δη
)
, (90)
where χ stands for the complete set of FCC in the theory, and a (η) is a function of the phase-space
variables that obeys the following condition:
{a, χ} = O (Φ) . (91)
We are going to call conditions (90) the physicality conditions in the Hamiltonian sense. It is
precisely in this sense that one must understand the usual statement that physical functions must
commute with FCC on extremals. In fact, these conditions of physicality are those which are
usually called the Dirac conjecture.
On the other hand, it is known that physical functions must be gauge-invariant on the extremals;
see, e.g., [6]. Let δνη be a gauge symmetry of the Hamiltonian action. Then, the gauge variations
of the LF Aph
(
η[]
)
must be proportional to the extremals:
δνAph
(
η[]
)
= O
(
δSH
δη
)
. (92)
Such a condition will be called the physicality condition in a gauge sense. Until now, it has not
been strictly proved whether the two definitions (90), (91) and (92) are equivalent. Using the
structure of arbitrary gauge transformation established in Section 4, we are going to prove below
an equivalence of these two definitions.
Let an LF Aph
(
η[]
)
be physical in the Hamiltonian sense, i.e., it obeys (90) and (91). Consider
its gauge variation δνAph. Such a variation has the form
δνAph = δνa (η) +O
(
δSH
δη
)
. (93)
Here, we have used the fact that gauge variations of extremals are proportional to extremals. Taking
into account (29) and (39), we can see that the variation δνaph is proportional to extremals:
δa = {a,Gν} = O ({a, χ}) +O
(
δSH
δη
)
.
Then condition (91) implies (92).
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Let an LF Aph
(
η[]
)
be now physical in the gauge sense, i.e., it obeys (92). We can always
represent any LF of η[] in terms of a function of the variables η and λ
[]
χ =
(
λa[]
)
and a function
proportional to extremals of the type J (see (24)). Thus, one can always write
Aph
(
η[]
)
= f(η, λ[]χ) +O(J) . (94)
The condition (92), with allowance made for (29) and (39), implies the equation
{f,Gν}+
mmax∑
m=0
∂f
∂λa[m]
δνλ
a[m] = O
(
δSH
δη
)
(95)
for the function f . We recall that the variations δνλ
a are given by expression (42). Let us consider
such terms in the LHS of (95) that contain (proportional to) the highest time derivatives ν
[a+mmax]
(a)
of the gauge parameters ν(a). Since the gauge charge does not contain such derivatives (see (39)),
these terms have the form
ℵχ∑
a,b=1
∂f
∂λa[mmax]
Dabν
[b+mmax]
(b) = O
(
δSH
δη
)
, (96)
and are proportional to extremals due to (95). In turn, (96) implies the relation
∂f
∂λa[mmax]
= O
(
δSH
δη
)
due to the nonsingularity of the matrix D. Similarly, we can verify that on extremals, the function
f does not depend on the variables λ
[]
χ, i.e.,
f(η, λ[]χ) = a (η) + O
(
δSH
δη
)
. (97)
Therefore, a physical (in a gauge sense) LF Aph
(
η[]
)
must have the form (90). Considering equation
(92) for such a function, and taking into account (42), we obtain
{a,Gν} = O
(
δSH
δη
)
, (98)
which implies 
 ℵχ∑
k=1
ℵχ∑
a=k



 ℵχ∑
m=1
ℵχ∑
b=m

{a, χ(k|a)} Cmbka ν[m−1](b) = O
(
δSH
δη
)
. (99)
Taking into account the facts that the matrix C is invertible, the gauge parameters ν are arbitrary
functions of time, and thus all ν[] are independent, one can derive from relation (98)
{a, χ} = O
(
δSH
δη
)
=⇒ {a, χ} = O(Φ) . (100)
Relations (94), (97) and (100) imply that an LF Aph
(
η[]
)
which is physical in the gauge sense is
physical in the Hamiltonian sense as well. Thus, the equivalence of the two definitions of physicality
condition is proved.
8 Examples
I. As an example of how gauge symmetries can be recovered from the constraint structure in the
Hamiltonian formulation, we consider a field model which includes a set of Yang–Mills vector fields
Aaµ , a = 1, ..., r, and a set of spinor fields ψ
α = (ψαi , i = 1, ..., 4) ,
S =
∫
Ldx , L = −
1
4
GaµνG
µνa + iψ¯αγµ∇αµβψ
β − V (ψ, ψ¯) ,
Gaµν = ∂µA
a
ν − ∂νA
a
µ + f
a
bcA
b
µA
c
ν , ∇
α
µβ = ∂µδ
α
β − iT
α
aβA
a
µ , (101)
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where V is a local polynomial in the field, which contains no derivatives. The model is based on a
certain global Lie group G,
ψ (x)
g
→ exp (iναTa)ψ (x) , g ∈ G , ν
a, a = 1, ..., r,
Ta = T
+
a , [Tα, Tb] = if
c
abTc , f
k
abf
n
kc + f
k
bcf
n
ka + f
k
caf
n
kb = 0 .
For V = 0, the action is invariant under the gauge transformations (νa = νa (x))
δAaµ = D
a
µbν
b , δψ = iTaψν
a , Daµb = ∂µδ
a
b + f
a
cbA
c
µ . (102)
We assume the polynomial V to be such that the entire action (101) is invariant also under the
transformations (102). Below, we relate the symmetry structure of the model to its constraint
structure. To this end, we first reveal the constraint structure.
Proceeding to the Hamiltonian formulation, we introduce the momenta
p0a =
∂L
∂A˙0a
= 0 , pia =
∂L
∂A˙ia
= Gai0 , pψ =
∂rL
∂ψ˙
= iψ¯γ0 , pψ¯ =
∂rL
∂
·
ψ¯
= 0 .
Hence, there exists a set of primary constraints Φ(1) =
(
χ
(1)
a , ϕ
(1)
σ , σ = 1, 2
)
= 0, where
χ(1)a = p0a , ϕ
(1)
1 = pψ − iψ¯γ
0 , ϕ
(1)
2 = pψ¯ .
The total Hamiltonian reads H(1) =
∫
H(1)dx,
H(1) =
1
2
p2ia +
1
4
Ga2ik − pψγ
0γk∇kψ +A
0a(Daibpib − ψ¯γ
0Taψ) + V + λ
a
χχ
(1)
a + λ
σ
ϕϕ
(1)
σ .
By performing the Dirac procedure, one can verify that there appear only secondary constraints
χ
(2)
a = 0,{
ϕ(1)σ , H
(1)
}
= 0 =⇒ λσϕ = λ¯
σ
ϕ
(
A, ψ, ψ¯
)
,{
χ(1)a , H
(1)
}
= 0 =⇒ χ(2)a = D
a
ibpib + i
(
pψTaψ + pψ¯T¯aψ¯
)
,
(
T¯a
)α
β
= −γ0 (T ∗a )
α
β γ
0 .
All constraints ϕ are of second-class, and all constraints χ are of first-class. It turns out that the
complete set of constraints already forms an orthogonal constraint basis, namely,
ϕ(1|1) ≡ ϕ(1), χ(1|2) ≡ χ(1) , χ(2|2) ≡ χ(2),
and there are no constraints χ(1|1),
ϕ(1|1) → λ¯
χ(1|2) → χ(2|2) → O (Φ)
.
According to the general considerations, we chose the gauge charge in the form
G =
∫ [
νaχ(2|2)a + C
aχ(1|2)a
]
dx , Ca =
(
cabν
b + dab ν˙
b
)
.
Solving the symmetry equation, we obtain Ca = ν˙a − νcA0bfacb = D
a
0bν
b . Thus,
G =
∫ [
pµaD
µa
b ν
b + i
(
pψTaψ + pψ¯T¯aψ¯
)
νa
]
dx ,
δAaµ =
{
Aaµ, G
}
= Daµbν
b , δψ = {ψ,G} = iTaψν
a .
II. Below, we represent a gauge model in which the gauge charge must be constructed with the
help of both FCC and SCC.
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Consider a Hamiltonian action SH that depends on phase-space variables qi, pi, i = 1, 2, and
xa, πa, α = 1, 2, and on two Lagrange multipliers λpi and λp ,
SH =
∫ [
piq˙i + παx˙α −H
(1)
]
dt , H(1) = H
(1)
0 + V ,
H
(1)
0 =
1
2
π22 + x1π2 +
1
2
p22 +
1
2
q22 + q1p2 + λpiπ1 + λpp1 , V = x1q
2
2 . (103)
In what follows, we denote all the variables by η = (x, π, q, p, λ) . The model has two primary
constraints π1 and p1. One can consider V as the interaction Hamiltonian. It is easy to verify that
a complete set of constraints can be chosen as χ = (π1, π2) and ϕ = (q1, q2, p1, p2) . Here, χ are
FCC and ϕ are SCC. As was already mentioned, gauge symmetries of the action SH have gauge
charges that must be constructed with the help of both FCC and SCC. To demonstrate this fact,
let us try to solve the symmetry equation with the gauge charge that is proportional only to FCC.
The general form of such a charge can be written as
G = Aaχ˜a . (104)
Here, χ˜a , a = 1, 2, are FCC,
χ˜a = πa + ψa +O(η
3) , ψa = ψa(q, p) = O(q
2, qp, p2) , (105)
and Aa are some functions of the form
Aa = Aa0 +A
a
1(η
[]) +O(η2) , (106)
where Aa0 are some functions of time only,
7 and Aa1 are certain linear LF of the indicated arguments.
Thus,
G = G0 +G1 +O(η
3) , G0 = A
a
0πa , G1 = A
a
0ψa +A
a
1πa .
The symmetry equation in the case under consideration reads
∂ˆtG+ {G,H
(1)} = O
(
Φ(1)
)
, ∂ˆt = ∂t + λ
[m+1] ∂
∂λ[m]
. (107)
Considering this equation in the zero and first order with respect to the interaction V , we obtain
∂ˆtG0 + {G0, H
(1)
0 } = O
(
Φ(1)
)
, (108)
∂ˆtG1+{G0, V }+ {G1, H
(1)
0 } = O
(
Φ(1)
)
. (109)
Equation (108) implies
π1∂ˆtA
1
0 + π2∂ˆtA
2
0 − π2A
1
0 = O(π1) =⇒ A
1
0 = ∂ˆtA
2
0 . (110)
We can see that A20 enter in the solution of the symmetry equation as an arbitrary function of
time. In fact, we can identify this function with a time dependent gauge parameter. Taken on the
constraint surface πa = 0, equation (109) reads
ψ1∂ˆ
2
tA
2
0 +
(
∂ˆtψ1 + ψ2 − q
2
2 + {ψ1, H
(1)
0 }
)
∂ˆtA
2
0 +
(
∂ˆtψ2 + {ψ2, H
(1)
0 }
)
A20 = O(p1) . (111)
Since the constraints ψ and the Hamiltonian H
(1)
0 do not depend on the gauge parameter, we
obtain from (111) and (105)
ψ1 = O(p1) = (α1q1 + α2q2 + α3p1 + α4p2)p1 ,
where α are some functions of time. With allowance for this result, we obtain from (111) and (105)
ψ2 = q
2
2 + (α1q1 + α2q2 + α4p2)p2 + (β1q1 + β2q2 + β3p1 + β4p2)p1 , (112)
7We recall that all LF under consideration may depend on time explicitly; however, we do not include t in the
arguments.
21
where β are some functions of time. Similarly, we have
∂ˆtψ2 + {ψ2, H
(1)
0 } = (2 − α1)q1q2 + α1λpp2 +∆ = O(p1) , (113)
where ∆ does not contain terms of the form q1q2 and λpp2. Therefore, relation (113) is contradic-
tory.
Thus, we have demonstrated that the symmetry equation has no solutions for the gauge charge
of the form (104). The gauge charge must depend on all constraints, both FCC and SCC. An
example of such a charge (solution of the symmetry equation (107)) is
G = (π2 + q
2
2 + 2q1p2 + 2q2p1 + 2λpp1)ν (t) + (π1 + 2q1p1)ν˙ (t) +O(η
3) , (114)
where ν (t) is the gauge parameter.
III. As another example, we present below a model with FCC. Here, any nontrivial gauge
symmetry of the Hamiltonian action SH has a gauge charge which depends on Lagrange multipliers.
The Hamiltonian SH and Lagrangian action S of the model have the form
SH =
∫
dt
(
pxi x˙
i + pyi y˙
i + pzi z˙
i −H(1)
)
,
S =
1
2
∫
dt
[
(y˙i + xi)2 + (z˙i + yi + gǫijkx
jyk)2
]
, (115)
where
H(1) = H + λiΦ
(1)
i , H =
1
2
(
p2yi + p
2
zi
)
− xipyi − y
ipzi − gǫ
i
jkx
jykpzi ,
Φ
(1)
i = pxi , ǫ
i
jk = −ǫ
i
kj , ǫ
i
12 = 1, ∀i ; i, j, k = 1, 2 ,
and g is a constant.
Considering the consistency conditions for the primary constraints Φ
(1)
i , we find second-stage
constraints Φ
(2)
i ,
{Φ
(1)
i , H} = pyi + gǫ
j
ily
lpzj = 0 =⇒ Φ
(2)
i = pyi + gǫ
j
ily
lpzj .
Similarly, we find third-stage constraints Φ
(3)
i ,
Φ
(3)
i = {Φ
(2), H} =
(
δji + 2gǫ
j
lix
l + gǫjilpyl
)
pzj .
No more constraints appear from the consistency conditions. All the constraints are FCC. We can
replace the constraints Φ
(1)
i , Φ
(2)
i , and Φ
(3)
i by an equivalent set of FCC, T
(1)
i , T
(2)
i , and T
(3)
i , which
is
T
(1)
i = pxi , T
(2)
i = pyi , T
(3)
i = pzi .
Let us suppose that a δη = {η,G} and δλ is a gauge transformation of the action SH, with the
gauge charge G that does not depend on λ. We can present such a charge as
G =
N∑
l=0
u[l](t)Gl(η) . (116)
where u (t) is a function of time. The symmetry equation, in the case under consideration, has the
form
∂tG+ {G,H}+ {G, pxi}λ = O(px) .
Since the gauge charge does not depend on λ, for λ = 0, we obtain from this equation
{G,H}+ ∂tG = O(px) . (117)
Then
{G, pxi}λ = O(px) =⇒ {G, pxi} = O(px) . (118)
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It follows from (117) that the function GN (η) can be represented in the form
GN = A
ipxi +O(Φ
2) ,
where Ai are functions of the coordinates only. Then, considering the terms proportional to u[N ]
in the symmetry equation, we can see that the function GN−1(η) can be presented in the form
GN−1 = −A
iΦ
(2)
i +B
ipxi +O(Φ
2) ,
where Bi are functions of the coordinates only. Relation (118) implies ∂xjA
i = 0. Considering the
terms proportional to u[N−1] in the symmetry equation, we can see that the function GN−2(η) can
be presented in the form
GN−2 = −D
iΦ
(2)
i +A
i(δji + 2gǫ
j
lix
l)pzj + C
ipxi +O(Φ
2) ,
where
Di ≡ Bi − ∂tA
i − (xl∂yl + y
l∂zl + gǫ
l
mnx
myn∂zl)A
i ,
and Ci are functions of the coordinates only. Considering the terms proportional to u[N−2] in the
symmetry equation, we obtain
ǫlijA
i = 0 =⇒ Ai = 0 =⇒ Di = Bi ; ∂xjD
i = 0 =⇒ ∂xjB
i = 0 .
Therefore,
GN−2 = −B
iΦ
(2)
i + C
ipxi +O(Φ
2) .
Proceeding in the same manner, we obtain, at the final stage of the procedure,
G0 = −M
iΦ
(2)
i +K
ipxi +O(Φ
2),
where M i and Ki are functions of the coordinates only. Substituting the functions G0, ..., GN−1,
and GN in the above form back to the symmetry equation, we obtain
u(t)
[
M iΦ
(3)
i + (K
i +O(M))Φ
(2)
i
]
+O(Φ2) = O(px).
Since the constraints Φ(2) and Φ(3) are independent, we conclude thatM = K = 0, which means, in
turn, that the charge (116) vanishes quadratically on the extremals, i.e., G = O(Φ2). Therefore, the
symmetry under consideration is trivial, and a real gauge charge must contain Lagrange multipliers.
IV. Finally, we present below a model with SCC, in which the canonical charge depends on
Lagrange multipliers. This model is described by a Hamiltonian action SH that depends on phase-
space variables qa, pa, a = 1, 2, and xa, πa, α = 1, 2, 3, as well as on a Lagrange multiplier λ ,
SH =
∫ [
paq˙a + παx˙α −H
(1)
]
dt , H(1) = H
(1)
0 + V , V = fq1x1x
2
3 ,
H
(1)
0 =
1
2
(
q2a + p
2
a
)
+ x1π2 + x2π3 +
1
2
x23 +
1
2
π22 +
1
2
π23 + λπ1 , (119)
The model has one primary constraint, ϕ(1) = π1. One can consider V as the interaction Hamil-
tonian with a coupling constant f . To demonstrate that the symmetries of the action SH have
charges that must depend on Lagrange multipliers, one has to find all the constraints of the model
and then to analyze the symmetry equation. We leave this problem to the reader’s consideration.
9 Summary
Below, we summarize the main results of the present article:
A constructive procedure of solving the symmetry equation with the help of a so-called orthog-
onal constraint basis is proposed.
Using such a procedure, we can determine all the gauge transformations of a given action. In
particular, we represent the gauge charge as a decomposition in constraints of the theory; see (26).
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Thus, we establish a relation between the constraint structure of the theory and the structure of its
gauge transformations. We stress that, in the general case, the gauge charge cannot be constructed
with the help of some complete set of FCC alone, since its decomposition contains SCC as well.
The gauge charge necessarily contains a part that vanishes linearly in the FCC, and the remaining
part of the gauge charge vanishes quadratically on the extremals. With accuracy up to a trivial
transformation, any gauge transformation can be represented in the form (29), (30), with the gauge
charge (26). The gauge charge contains time derivatives of the gauge parameters whenever there
exist secondary FCC. Namely, the order of the highest time derivative that enters the gauge charge
is equal to ℵχ − 1, where ℵχ is the number of the last stage when new FCC still appear.
The above-mentioned procedure of solving the symmetry equation allows one to analyze the
structure of any infinitesimal Noether symmetry. Thus, one can see that any infinitesimal Noether
symmetry can be represented as a sum of three kinds of symmetries: global, gauge, and trivial
symmetries. The global part of a symmetry does not vanish on the extremals, and the corre-
sponding charge does not vanish on the extremals either. The gauge part of a symmetry does not
vanish on the extremals, but the gauge charge vanishes on them. The trivial part of any symmetry
vanishes on the extremals, and the corresponding charge vanishes quadratically on the extremals.
The above division is not unique. In particular, the determination of the global charge from the
corresponding symmetry equation, and thus the determination of the global part of a symmetry, is
ambiguous. However, the ambiguity in the global part of a symmetry transformation is always the
sum of a gauge transformation and a trivial transformation. The reduction of symmetry variations
to extremals are global canonical symmetries of the physical action, whose conserved charge is the
reduction of the complete conserved charge to the extremals. Any global canonical symmetry of
the physical action can be extended to a nontrivial global symmetry of the complete Hamiltonian
action.
We note that in our procedure of solving the symmetry equation, the generators of canonical
global and gauge symmetries may depend on Lagrange multipliers and their time derivatives. This
happens in the case when the number of stages in the Dirac procedure is more than two. We have
presented examples of models where generators of canonical and gauge symmetries necessarily
depend on Lagrange multipliers.
We have proved that any infinitesimal Noether symmetry that vanishes on the extremals is a
trivial symmetry.
Finally, using the revealed structure of arbitrary gauge transformation, we have strictly proved
an equivalence of two definitions of physicality condition in gauge theories. One of them states
that physical functions are gauge-invariant on the extremals, and the other requires that physical
functions commute with FCC (the Dirac conjecture).
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