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CHAPTER 1. DENSITY FUNCTIONAL THEORY AND 
ENERGY-BAND THEORY 
The early success of the independent Fermion gas model of Sommerfeld was so 
impressive that decades since physicists have been struggling to understand how it 
is possible that the strong Coulomb interactions between the electrons often only 
play a lesser role than expected in many cases. The notion of the Fermi liquid by 
Laudau and latter its microscopic foundation found in field theoretical perturbation 
theory has provided the most convincing conceptual understanding of this puzzle. On 
the other hand, further development of condensed matter theory requires not only 
a notion but also some quantitatively definite theory. Density functional theory, as 
it is devised as a first principles theory and with its tremendous success in the last 
two decades, has no doubt established itself as a milestone along the quantitative 
direction. Density functional theory and Landau's Fermi liquid theory, though in 
many cases are ambiguously identified with each other, are actually quite different 
with the former being a rigorous theory of the many body ground state and the 
latter a phenomenological theory of the low lying excited states. In principle, density 
functional theory, has a wider applicability even where the Fermi liquid notion fails, 
and realizing that the self energy of the one body propagator is a ground state 
property has enabled it to accommodate the Fermi liquid theory. In this chapter. 
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I will briefly review the well-established part of density functional theory and show 
how it lays for the single particle theory (band theory in case of crystalline materials) 
a solid first principles foundation. Bearing in mind that an all-encompassing theory 
is a theory of nothing, I will also discuss the so-called local density approximation 
made within the framework of the theory and some attempts to improve it. 
Density as a Fundamental Quantity 
Although the first version of density functional theory was that of Thomas-Fermi 
theory, the rigorous foundation for the density to be considered as a fundamental 
quantity was laid down by Hohenberg and Kohn[l]. To make the theory quanti­
tatively viable, approximations were necessary and the local density approximation 
and the corresponding Kohn-Sham variational scheme[2] is the standard and most 
successful one which v/ill also be discussed in this section. 
Hohenberg-Kohn theorems and their variations 
The original HK formalism is outlined as follows. I omit the proof which can be 
found in standard references[l, 3]. 
Theorem I: Consider a system of electrons contained in a large box and moving 
in an external field v(r), the Hamiltonian has the form H = T + V + U, where T is 
the kinetic energy operator, V is the interaction term with the external field, and U 
is the interaction term among the electrons (Coulomb term). Assuming the ground 
state is nondegenerate, then v{r) is a unique functional of the ground state electron 
density n(r) = to within a trivial additive constant, where is 
the ground state wavefunction and N is the electron density operator. This in turn 
fixes the Hamiltonian and thus the full many body ground state and therefore 
establishes the ground state density as a fundamental quantity. 
The theorem states different ground state densities determine different Hamilto-
nians. A subtle point associated with it is that all these n(r)'s belong to a certain class 
of continuous non-negative functions with correct normalization (/ drn{r) =total 
number of electrons) and being u-representable, i.e., those that can be realized 
for some external potential t'(r). For brevity in the following, when we speak of 
u-representability, we mean all these properties, including normalization and non-
negativity. 
Theorem 11(a): Define the following universal functional, 
F[nir)] = mT + U\^), (1.1) 
where n{r) is v-representable and is the corresponding ground state wavefunction 
and is a unique functional ofn{r). Then the energy functional 
Ev[n] = j  drv{r)n{ v )  + F[n] (1.2) 
assumes its minimum value for the true ground state density n(r) corresponding to 
this external potential v{r), and this minimum value is the ground state energy. 
Clearly the functional F[n] defined in Eq. (1.1) pl^ys a central role in this varia­
tional principle. Were F[n] a known functional of n, the problem of solving the many 
body ground state energy and density in a external potential would be simplified to 
a minimization of F[n] with respect to n, a function of three variables. The main 
complexities are with the determination of the universal functional and for now 
it only seems plausible that certain limiting forms of F[n] can be determined to some 
degree of accuracy and thus offer some hints for approximations to F[n]. 
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After the original work by Hohenberg and Kohn, some variations and/or generaliza­
tions have been suggested and we mention the following formulation by Levy [4, 3]. 
Theorem 11(b): For all N-representable densities ^^(r), i.e., those which can 
he obtained from some antisymmetric N-electron wavefunction, define the following 
universal functional 
F [ n ] =  min {^\T + U\^), (1.3) 
where the minimum is taken over all that give the density n(r). Then the energy 
functional formally defined in Eq. (1.2) assumes its minimum value for the true 
ground state density and the minimum value is the ground state energy. Since from 
the new definition of F[n] in Eq. (1.3), we have 
^W = (^minl^ + l" + ^ i^min)' (1-4) 
where is the wavefunction that gives rise to n{r) and minimizes F[n] in Eq. 
(1.3). Then it also follows by recalling the Rayleigh-Reitz variational principle that 
if the ground state is nondegenerate, and if the ground state is 
degenerate, gives one of the many ground state wavef unctions. 
These theorems provide a rigorous and general scheme for calculating ground 
state properties. And since the Hamiltonian itself is also a unique functional of n, 
this offers the possibility that even excited states can be described within the density 
functional theory approach. 
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Kohn-Sham variational formulation and local density approximation 
Separating the classical Coulomb energy from the university functional -F[n], the 
ground state energy functional can be written as 
E[n] = J drv{r)n{r)  +  ^  J  j + G[n\, (1.5) 
where u(r) is the density and G[n] is a universal functional of the density. This 
expression, recalling theorems of last section, reaches a minimum for the correct 
density and this minimum is the ground state energy. A key step in the Kohn-Sham 
approach is to further separate the G[n] into two parts, 
G[n] = Ts[n] + Exc[n], (1-6) 
where Ts[n] is the kinetic energy of a system of non-interacting electrons with density 
n(r) and -Excl'^] is thus defined here to be the exchange-correlation energy of an 
interacting system with density n(r).^ The so-called local density approximation[2] 
corresponds to the following ansatz 
Exc[n]  = J  drn{r )exc{n{r)) ,  (1.7) 
where exc('^(r)) is the exchange-correlation energy per electron and is expected to 
be exact in the homogeneous electron density limit. The main advantage of this 
separation is that generally the kinetic energy represents a major contribution to 
^The legitimacy of this latter separation was challenged by Lieb et.al.[5, 3] on the 
ground that n{r) for a interacting electron system may not always be obtainable from 
the non-interacting electron system under another external potential. It has been 
shown, however, that the interacting ground state density may be obtainable from 
some excited state of a noninteracting electron system in certain external potential. In 
practice, this corresponds to some constrained Kohn-Sham self consistent calculation 
leaving certain holes below the Fermi level[3]. 
the total energy as compared to exchange-correlation energy and in the following 
variational approach it is possible for the kinetic energy to be calculated as accurately 
as desired. The stationary property of Eq. (1.5), subject to the condition 
J  drn{r)  = Ne,  (1.8) 
where Ne is the total number of electrons, leads to 
J  dr6n{r)  (^( j ){r)  +  + Vxcir)^  = 0 (1.9) 
where 
= u(r) + J  (1.10) 
is the external potential and the Hartree potential, and 
T/ %exc(n)) 
is the exchange-correlation contribution. This is exactly equivalent to the following 
single particle Schrodinger equations to be solved self-consistently 
+ [<^(r) + Vxc{r ) ] j  ip i{r)  =  e^Tpi ir ) ,  (1.12) 
with 
Ne 
= E l'/'i(r)p. (1.13) 
i=l 
The total energy in the local density approximation is then 
^tot =  j  + / drn{r)  (exc(n(r)) - Vxc(r)). (1.14) 
Widely used LDA functionals are those of von Barth and Hedin[6], of Gunnarsson 
and Lundqvist[7], etc.. Generalizing Kohn-Sham equations to the magnetic systems 
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gives the so-called local spin density approximation (LSDA) in which the fundamental 
quantity n is extended to contain two parts, n-j- and the spin-up and spin-down 
densities in a spin-polarised system. This generalization gives different effective one-
particle potentials for the two spin states in the self-consistent Kohn-Sham equations. 
Excited states 
The above formulation of density functional theory has focused on the ground 
state properties, especially the ground state energy and charge density. In many 
situations, we are also interested in the excited states of the system. It is a common 
practice that the eigenvalues of the Kohn-Sham equation (1.12) be taken as single 
particle excitation energies. This is justified only empirically and not in rigorous 
terms. To be precise, only the highest occupied energy has a physical meaning of 
being the ionization energy of the system or work function for a metal. Even this 
result may break down in some approximations to the exact functional. 
There are, however, some justifications that the excited state properties can be 
brought within the density functional theory scheme. There are currently two classes 
of methods for calculating excitation energies. One is referred to the ASCF scheme 
in which the energy difference is calculated between two self-consistent calculations 
of different sets of quantum numbers. This approach is well justified only in some 
specific cases and most of the time, together with its variants, it is used without rig­
orous justification. In some applications with sufficient care, this method can provide 
parameters for model calculations. Another scheme is based on the observation that 
self energy operator in the Dyson equation is a functional of the density. Methods 
within this scheme have been devised and achieved some success but with consider­
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able increase of the computational effort. Note that these approaches are in spirit 
different from the Kohn-Sham equation approach since they aim at different goals, 
ground state vs excited states, although the self energy functional approaches do de­
pend on a knowledge of the density which is computed from the ground state density 
functional calculations. 
Generalizations/Modifications 
Despite the many successes of the local-(spin)-density-approximation [L(S)DA] 
band theory, it encounters a great difficulty in giving the correct ground state prop­
erties in some strongly correlated systems. Mott insulators such as the 3d-transition-
metal oxides are among the most prominent examples of L(S)DA's failure. Much 
attention has been focused on the inadequacy of the LSDA description of localized 
states which in standard band calculations are treated as itinerant states and whose 
strong local correlations are underestimated. In circumventing this difficulty, several 
modifications to the LSDA have been proposed such as the self-interaction-correction 
(SIC) LSDA[8] and the L(S)DA-)-U[9] scheme. ^The former is intended to fix the 
problem within the Kohn-Sham scheme and the latter is more of a mixture of model 
calculations methods with ab initio LDA. Technically, both methods involve solving 
the self consistent equations with orbital dependent potentials. In this section, we 
discuss only the L(S)DA-t-U method which is more relevant to our discussions in 
^Another line along v/hich that goes beyond current LDA is that incorporates 
density gradient correction to LDA. Until recently, it has very limited success due to 
what is generally believed that most gradient correction schem.es violate some rigorous 
sum rule. The so-called generalized-gradient-correction density functional, which 
fulfills the sum rule has recently been developed and demonstrated some improvement 
over current LDA. 
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later chapters. Finally we will briefly discuss the current relativistic version of the 
Kohn-Sham equations. 
L(S)DA+U 
It was argued by Anisimov elct/.[9] that the problem L(S)DA has with correlated 
systems such as transition metal oxides is not in its mean-field character, at least in 
half filling cases, but rather in its failure to describe the localization of charge and 
spin of the correlated electrons properly. The L(S)DA functional originated from the 
limiting case of homogeneous electron gas and the spin dependence has its origin in 
the Hund's rule exchange while in strongly correlated systems the Hubbard U, being 
an order of magnitude stronger, is responsible for the localization of electrons (Mott 
insulator) and magnetism. This motivates these authors to take up an earlier mean-
field model calculation approach of Brandow, and postulate the LDA+U expression 
for the total energy functional. Generalizing their functional to spin-polarized case 
yields the LSDA+U energy functional 
^ ^ ^LSDA_^D.C. 
- f i  U  / n  n  /  2 ^ mm' ma m'—a 
m^m',a 
+- (U / — J An n f (1-15) 2 ^ V mm mm J ma m a ^ ' 
m^m' 
where 
M \ z z / 
is the double counting term and is the average of the terms following it in the above 
expression. Taking and change superscript LSDA to LDA in Eq. (1.15) 
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yields the original LDA+U expression. The parameters in Eq. (1.15) are defined 
in the following. The parameters U and J are the average of the U / and J / 
° ^ ° mm mm 
matrices 
^ (2?+ 1)2 ^ ^mm' 
m,m 
^ ~ J - 21(01 + n ^ i^mm'~ "^mm') ^ (1-18) 
m,m' 
where these matrices are defined to be combinations of the Slater integrals as 
follows: 
U , = ya^ ,F^, (1.19) 
mm ^ mm ^ ' 
k 
and 
with 
and 
J , = y^b^ ,F^, (1.20) 
mm mm ^ ' 
k 
,k _ 47r 
= ^^{^m\Y^Q\lm){lm'\Y^Q\lm'), 
ouTi I mm' 2k+l ' ^ ' k(m—m')' ' 
This new functional gives orbital dependent potentials after carrying out the variation 
f p 
with respect to the occupancy is easily implemented with the LMTO band 
code. The parameters in this model Hartree-Fock mean-field calculation can be ex­
tracted either from the constrained supercell LDA calculations or from the experimen­
tal spectroscopy information such as photoemission and/or inverse-photoemission. 
Applications of L(S)DA+U to real systems will be discussed in later chapters. 
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Relativistic generalization 
The simple-minded extension of the Kohn-Sham L(S)DA equation to its rela­
tivistic version is to replace the Shrodinger equation with the corresponding Dirac 
equation 
[-ia • V + ^  -t- y(r)] = VF^(r), (1-21) 
where the tensor potential y(r) is given by the non-relativistic L(S)DA potentials V| 
and as 
/ \ 
f 14 0 1 
V { r )  =  I (1.22) 
I» nj 
in the conventional representation of a and This of course is only treating the 
relativistic effect in the kinematical level and neglecting the orbital diamagnetic effect 
on the exchange-correlation functional and will have to be refined in the future. 
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CHAPTER 2. SOLUTIONS OF THE ENERGY-BAND PROBLEM 
Solving Eq. (1.12) with the effective one particle potential being periodic is 
the central mathematical problem in energy band theory. Multiple scattering theory 
provides a unified scheme for these topics and will be emphasized. Its close relation 
with the linear-mufRn-tin-orbital (LMTO) method is also discussed. To the order of 
1/c^, c being the speed of light, solving the Dirac equation or the Pauli equation, i.e., 
scalar relativistic plus spin-orbit coupling, is equivalent and in some cases, the latter 
is more convenient for there are so many scalar relativistic codes around. Finally 
we will present the results of Mn calculated with the computer code we developed 
during the last year. 
Multiple Scattering Theory 
We try in this section to formulate the multiple scattering theory in an abstract 
form such that it suits different waves, such as scalar wave[10], Dirac spinor wave[ll], 
and electromagnetic wave[12]. 
The problem we try to solve has the following form 
(2.1) 
where Hq is the free space Hamiltonian and the u^-'s are the non-overlapping single 
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site scattering potentials. The free space Green's function or propagator satisfies 
(e - ^ 0 + 0^ =  ^ (2-2) 
with the scattering boundary condition properly chosen by the term zO"'". The wave-
function in Eq. (2.1) satisfies the Lippmann-Schwinger equation 
IV'} = l^o>+ 
i 
where I^/jq) is the free space solution 
^OIV'O) = (2-4) 
For bound state solutions of the system, we should require, in general, = 0 by 
definition which is true for most cases we are interested in in this chapter. For the 
time being, we keep it present to make the formulation valid even for the scattering 
problem. From Eq. (2.1), substituting v iW by (e - ^o) W in Eq. (2.3), we 
i 
have 
IV-) l^0>+ ^0 1^)- (2-5) 
To proceed further, let's rewrite Eq. (2.5) in its coordinate space representation form 
^(r) = V'o(r) + / t^r'Go(r,r') (e - -H'o(S')) (2-6) 
where 
V'(r) = (r|V'), 
Go(r,r') = (r|Go|r'), 
and 
(rl^okO = 
14 
here V means operating to the right. In almost all cases, we have the following 
identity 
Go(r,r')ifo (5') V'(r') = GQ{r ,v ' )HQ{-  -
v'.(Go(r,rV(Z',5')'/!'(r')), (2-7) 
where the operator W (^^'1 is defined differently for the different Hq''s ^ we are 
dealing with and ^ means operating to the left. Using the Hermitian counterpart 
of the Eq. (2.2)^ 
Go(r,r')(£-i/o(-2'))=«(r-r') (2.8) 
and the Gauss' theorem, we have 
lAoW = (Golr.rOW (2''5 
= l:/''Sr(Go(r,r')H'(v', (2.9) 
i  
where the second line breaks the infinite surface integral into non-overlapping-cell-
surface integrals and = r — R^-, is the center of the ith cell. Having derived Eq. 
(2.9), the next step is to find the spherical wave expansion for the Green's function 
and to define a set of local basis functions for ij) to expand on. The free space Green's 
function has the following single-center expansion 
Go(r,r') = (Ui(r))(//i(r')|0(r' - r) + |i/i(r))(Ji(r')|0(r - /)) . (2.10) 
L 
^For the scalar wave it is for Dirac spinor wave it is q; for elec­
tromagnetic waves it is ^xV''x — xV'x^. Note that in the electromagnetic 
wave case the Green's function is a tensor and the wavefunction is a vector, and the 
notation x means vector exterior product. C\  A 
"^Note that in general Gq is not Hermitian, rather its Hermitian is another Green's 
function which is analytic on the lower half of the complex e-plane. 
15 
The functions Jj^ and Hj^ satisfy the free space wave-equation and being regular 
at r —> 0 and being regular at r —> oo. For the basis functions, there are three 
candidates and defined as 
= J i { r )  +j^^^^dv^GQ{r , r ' ) v { r ' ) ( t> f^ \ r ' ) ,  
In the so-called atomic-sphere-approximation, it is not necessary to distinguish the 
three of them. In the muffin-tin potential case is not used and the first two 
coincide with each other and are complete. In the case of full potential calculations, 
it is proven that the forms a complete set. It seems there is problem with 
convergence using the second set. But in applying in the following development, 
the cell-surface integral has to be done numerically right on the cell surface and the 
theory will be slightly different than the original one developed by Korringa and 
Kohn-Rostoker. In the following we shall omit the superscript of the basis and only 
put it back when necessary. 
Having remarked on the completeness of the basis set, we expand the wavefunc-
tion 0 in terms of these basis functions 
= (2-12) 
L 
The free space solution can always be expanded as 
(2-13) 
L 
In Eq. (2.9), let r be inside the muffin-tin sphere of the jth cell such that we always 
have r < r'. Substituting Eq. (2.10), Eq. (2.12) and Eq. (2.13) into Eq. (2.9) and 
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comparing the coefficients before Jwe obtain 
i  
= E / • {ittM + Ri - 5') 'I'iM)) 4'-(2-") 
i ,L '  
Define the following single-site matrices which only depend on the single-site scatter­
ing property, 
= (2.15) 
and 
4,1' = - / (,^'.5') • (2.16) 
For j  ^  i ,  we have the following expansion which defines the structure constants 
{Hi i v ' i  + R; - Rj)l = Esi i'(-'i'('";'l (2-") 
L '  ' 
Notice that the structure constants are independent of the potentials. If we define 
= 0, from Eq. (2.15), Eq. (2.16), and Eq. (2.17), Eq. (2.14) is transformed into 
the following matrix equation 
a(0)i = Y1 
i .L '  
( \ 
\  h  ^ J  
This is one of the most important equations in multiple scattering theory. As we 
have remarked earlier, the matrices £/ and 5^ jr/ have to be calculated on the 
cell surface with (f> being the defined above. In case of the muffin-tin potential or 
the  a tomic - sphe re -approx ima t ion ,  t he  C mat r ix  becomes  the  un i t  ma t r ix  and  the  S  
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matrix becomes the on-shell i-matrix. The secular equation of the multiple scattering 
theory for bound states = 0) is 
Det(C-^5) = 0, (2.19) 
where we have suppressed the indices of the matrices. For a periodic potential, it is 
easy to Fourier transform the above equation and get 
Det(C-^(k)S )  = 0. (2.20) 
Note that in calculating the determinant, the final matrix has to be squared, while 
there is a internal summation index in Eq. (2.18) which is not necessarily restricted 
by the size of the final matrix. 
LMTO and its Relation with Multiple Scattering Theory 
Most of the other approaches of solving the energy band problem other than the 
multiple scattering theory presented above are based on the Rayleigh-Ritz variational 
principle, i.e., by choosing a set of energy independent basis functions, expanding the 
Bloch wavefunction as a linear combination of these basis functions, and minimizing 
the Rayleigh-Ritz variational functional. As a result, a generalized eigenvalue prob­
lem with the Hamiltonian matrix and the overlap matrix is solved. The LMT0[13] 
method can be considered to belong to this type of method. On the other hand, 
energy dependent muffin-tin orbitals (MTO) will give the same secular equation as 
the KKR secular equation for spherical muffin-tin potentials and thus establishes the 
link between the multiple scattering theory and the LMTO method with the latter 
being the linearization of the former in the spherical muffin-tin potential case. 
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The general idea of finding a set of trial basis functions is to first specify a 
set of envelope functions and then augment these envelope functions such that they 
join smoothly with some linear combination of functions inside the spheres centered 
around the atomic sites. The inside-sphere functions for linear methods are normally 
chosen to be the solutions to the semi-relativistic equations at some chosen energy 
and their first order energy-derivative at the chosen energy. The difference between 
the LAPW[14] and the LMTO, viewed from this stand point, is simply the different 
choice in the envelope functions with the former being plane waves and the latter 
to be defined below. In the following, we follow closely the original work of 0. K. 
Andersen et.al. on which the tight-binding LMTO[15] program is based. 
Envelope functions and structure constants 
The traditional linear-muffin-tin-orbitals can be specified in terms of an envelope 
function, which is the irregular solution of the Laplace equation centered at the 
J  1  o  
atomic site R with angular index L — { l ,m)  and decays as r~  .  This envelope 
function may be expanded around all others sites in terms of the regular solutions of 
the Laplace equation, the J^'s. That is, 
= , (2.21) 
L '  
where 5^/, is the conventional LMTO structure matrix and the second equahty R.  I j  
holds when r is in the vicinity of site R'. In Andersen's convention, let the Wigner-
q 
In more general cases, the envelope function can be specified as an irregular 
solution to the Helmholtz equation, a solid Hankel or Neumann function. And the 
will be the corresponding Bessel function. 
19 
Seitz radius be w,  and are explicitly written as 
4iC-) = (2-22) 
Throughout this chapter, we will adopt the bra and ket notation of 0. K. An­
dersen in which \K^) means a row vector with each element being one envelope 
function and (A'®| a corresponding column vector. Furthermore we will use 
the superscript oo to indicate that a function is defined throughout space and those 
without this superscript are truncated outside the spheres around which the func­
tions A'® (r — R) and — R) are centered. Using this notation, all the envelope 
functions can be expressed as 
|A'0)°° = |A^) -\J^)S^. (2.23) 
These envelope functions of the conventional LMTO are long-ranged. The recently 
developed tight-binding LMTO uses the short-ranged screened envelope functions A'*^ 
which are linear combinations of the conventional long-ranged envelope functions A'®, 
i.e., 
|A")°° = |A'0)°°J5", (2.24) 
where is the transformation matrix. 
To specify the new representation, we introduce the function 
•'Si = - B-)- (2-25) 
where are the so called screening parameters which define the new representation 
and will be specified later. We impose the condition that the new envelope function 
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has the following form analogous to Eq. (2.23) 
= |A'0)-|J")5" (2.26) 
where is the new structure matrix. Substituting Eq. (2.25) into Eq. (2.26), 
we obtain 
\Ka)00 ^ |A'0) _ ijO^^a ^ ^2.27) 
where a is understood as an diagonal matrix with diagonal elements being 
Substituting Eq. (2.23) into the right hand side of Eq. (2.24), we have 
\K^)°^ = \K^)B^ (2.28) 
Compare Eq. (2.27) and Eq. (2.28) we have 
= 1 +  aS^ ,  
ga  ^  gO^a  ^2.29) 
Thus, the desired relation between the two structure matrices is 
5" = S^ + S^aS^, (2.30) 
or equivalently, 
= (50)~^-a. (2.31) 
Note that as understood in Eq. (2.23), the on-site elements of vanish, which 
is generally not true for as seen from Eq. (2.30). Note also that a's are free 
parameters and can be anything in principle, but in practice these parameters are 
chosen to minimize the computational effort. It has been demonstrated that by 
21 
properly choosing the screening parameters the structure constants 5^ can 
be very tight-binding like, i.e, the new envelope functions defined in Eq. (2.26) 
are short-ranged which has a tremendous advantage from a computational point of 
view. These screening parameters in the present computer code were chosen to be 
independent of the sites and since they are numerically tested to be quite insensitive 
to the crystal structures, a set of optimized screening parameters were used for general 
structures. The representation corresponding to this set of screening parameters used 
in the present computer program will be called /^-representation to distinguish it from 
other freely chosen a's. 
Muffin-tin orbitals and potential functions 
Before going directly into linear muffin-tin orbitals, we will define the energy 
dependent muffin-tin orbitals first. Inside each sphere, for the spherical potential, 
the regular solutions to the Schrodinger equation or semirelativistic wave equation 
satisfy 
where the overdot denotes a derivative with respect to the energy e. If the functions 
(j) are normalized to unity within the sphere with radius s, we will put a superscript 
7 to them as well as to their energy derivatives, i.e.. 
(i/-e)|<^(e))-0. (2.32) 
Take the derivative with respect to e  to the above equation, we get 
(2.33) 
1, 
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and 
Jo = 0, (2.34) 
where the second equahty follows from taking the energy derivative to the first equal­
ity. It will be convenient to define the following Wronskian 
W{a,  b}  =  (a{s )b ' ( s )  — a \ s )b{s ) ^  , (2.35) 
where 5 is the sphere radius which is not necessarily w,  and the prime denotes a 
derivative with respect to the radial argument r. is solved for the averaged spher­
ical potential at some energy. With this definition, we have 
W{K^ ,  =  W{K^ ,  J^}  =  w/2 ,  (2.36) 
which can be verified directly and 
W{p{e),ct>^{e)}=^l, (2.37) 
which follows from the Green's theorem and Eq. (2.33). Note that these equations 
are to be viewed as matrix equations with constants being diagonal matrices. Note 
also that w is the Wigner-Seitz radius instead of the sphere radius. 
From the envelope functions, we can form the energy dependent muffin-tin or-
bitals by replacing each radial function 1^^^) inside the sphere by some regular 
function, which matches smoothly onto it at the sphere surface and by re­
placing each inside the sphere by the proper linear combination of 
and Recalling Eq. (2.26), the energy-dependent muffin-tin orbitals are of the 
form 
|x"(e))°° = |<?iT(e))iV"(e) + |(P"(e) - 5") + (2.38) 
23 
where N^{e) and P^(e) are diagonal matrices to be specified by the smooth matching 
condition and the superscript i in the last term above denotes the remaining outside 
spheres part of the envelope functions. 
Recalling Eq. (2.36), the smooth matching conditions —>• ( p { e ) N ^ { e )  +  
J^P^[e) and lead to the expressions 
for the potential function P^{e) and 
„ _ wW.KO}  
for the so-called normalization function N ^ { e ) .  Differentiating Eq. (2.39) with re­
spect to energy, the right hand side is 
[iy{<^7(£),J«}]2 
= [iV"(e)]^2M 
here the last equahty follows from Eqs. (2.36, 2.37). 
Therefore we have 
P"(£) = [iV«(e)]^2/u;), (2.41) 
and 
2P°(£)' 
w 
(2.42) 
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Setting a = 0 in Eq. (2.39), we have 
P^(£) = 2(2/ + l) ' w '  
21+1 D { e )  4- / -f-1 
.  s .  D { e ) - l  (2.43) 
with 
D { e )  =  
^(e,s) • (2.44) 
Substituting the definition of into Eq. (2.39) leads to 
1 -ap0(£)' 
Tail cancellation condition and KKR equation 
(2.45) 
Now we are in a position to discuss the relationship between the muffin-tin orbital 
point of view and the multiple scattering theory point of view. We assume that the 
potential under consideration is a spherical muffin-tin potential. 
Having obtained the energy-dependent muffin-tin orbitals as in Eq. (2.38), if we 
find a set of coefficients «^^(e) for given e satisfying the so-called tail cancellation 
condition 
[P"(e) - S^\ a^{e) = 0, (2.46) 
where a'^(e) is a column vector with elements ^^^^(s)) the linear combination 
|x"(e))°°a"(£) = |<^')'(e))iV"(£)a"(e) + |A'")^a«(£), (2.47) 
is a solution of Schrodinger's equation inside each muffin-tin sphere. In the interstitial 
region, since \K^) satisfies the Laplace equation, the solution given above corresponds 
to the neglect of the kinetic energy in the interstitial region. 
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Therefore, using an energy independent envelope function for the mufBn-tin po­
tential represents some approximation in the interstitial region. Had we used an 
energy dependent envelope function in the very beginning, the tail cancellation con­
dition would lead to a complete solution for the muffin-potential. In that case, one 
recognizes that the tail cancellation condition is equivalent to the KKR equation 
in the multiple scattering theory. Thus the tail cancellation condition Eq. (2.46) 
provides the link between the KKR multiple scattering approach and the LMTO 
approach. 
Linear muffin-tin orbitals and LMTO parameters 
As we mentioned in the introduction of this section, the linear methods use the 
linear combination of and <P{eii) at some energy eu in the center of the 
energy region of interest to match smoothly onto the envelope function. In the case 
of muffin-tin orbitals, this means we need to find a and b that satisfy the following 
equation 
J« -> J" = afieu) + (2.48) 
Applying the Wronskian operation using and to the above equation and 
recalling Eq. (2.36), one gets 
aW{K^ ,  <^7}  +  bW{K^ ,  f  
aW{J ' ^ , ( l>^}  +  bWW,p}  = 0 ,  
where we used the convention that no energy argument means at the energy Si/. 
Solving the above equations for a  and b  gives 
{w/2 )W{J^ ,P}  
W{K^ ,  ( j ) l }W{J( ' ,  07} - VK{A'0, 
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- d e  \ W { K ^ , f ^ ] | W { J ( ^ , f ^ } \  [ W ^ { J « , 9 i 7 } ] 2  
{w l2 )N ' ^  
(«;/2)iV« _ iV« 
1 /O — \ / / p O 5 
P«7V" [(2/u;)P«]~ / 
and 
a  W { J ^ , P }  i V «  
6~ ~ Ar«' 
In these derivations, we have used Eqs. (2.39-42). That is, for we have 
,N^ '  
(2.49) 
(2.50) 
J" = - <^7 + 07: Not_  
We observe a very important property of this choice of J® as follows. If we differen­
tiate the energy-dependent muffin-tin orbital defined in Eq. (2.38), we get 
|x°(e))°° = WT(£))iV°(e) + \f(s))N''{s) + |j")P°(e). (2.52) 
Substituting Eq. (2.51) for and Eq. (2.41) for P^{e) and set e = ej/, it is easily 
verified that \x^{£u)) = 0. That is to say, we have a reason to chose the linear 
combinations of <p and ^7 to match so that the wavefunction will be correct up 
to the second-order in energy in our linearized scheme. Note that this property is 
generally true for all linearized methods since in the above derivations, the particular 
choice of envelope function is not important as long as they are energy independent. 
One can easily go through the algebra along the same line for, say, the LAPW method. 
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Now we can write the augmented linear muffin-tin orbital as 
1 
= \ f ) -
= m-
Na 
\P)  +  10^) 
iV« 
/Va 
^  'pOt  _ ^al ^ I I L^a \ i  1 
2N(^  Na  + |A'")' Noi  
Na  P"] 2 [p« _ 5"] [pa] 2 + lA'O^ iV"' 
or short-handedly written as 
= |,^T) + + \Ky  
iV«' (2.53) 
where 
1^") = \p} + with o" = ^ , (2.54) 
and 
/ i "  =  -  P 
1 
1  pa _  ^pa j  
= -P"(P°)~1 + (P'^)~l/25<a!^papl/2 
= c"_ej,  + ((/")l/25a((^a^l/2_ 
Down-folding and implementation of spin-orbital coupling 
(2.55) 
A great advantage of the LMTO method is that it uses minimal number of 
basis functions and thus minimize the computational effort. For most linearized 
energy band methods, how to avoid the so-called "ghost" bands in the energy region 
of interest has always been a problem. "Ghost" bands normally appear when the 
energy chosen to expand the orbitals is at certain energy where the Tailor expansion 
of the orbitals with respect to energy breaks down. This happens when this energy 
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is chosen between n,/ and n  +  1 ,1  bands. For example, in early rare earth series, 
the 5p core levels are very "shallow" while the 6p levels are generally high above the 
Fermi level. As a result, if the energy chosen to expand p orbitals is around Fermi 
level, the resulting valence bands will pick up the bp core levels in the wrong energy 
range and unphysical "ghost bands" thus appear. In this example, we see that p for 
rare earth element can be excluded from the minimal basis since there is no distinct 
p-bands around Fermi level which is the interesting energy region in self-consistent 
calculation. On the other hand, we know that an orbital other than p has a tail 
expansion around neighboring sites and this tail expansion must contain p character. 
This way of treating p is called down-folding the p orbitals and it is basically a 
compromise between avoiding "ghost" bands and retaining sufficient accuracy. For 
down folding is mathematically a transformation between two sets of basis, we will 
discuss in the following how this transformation is carried out. In the following, we 
wi l l  somet imes  ca l l ed  t he  o rb i t a l s  i n  the  bas i s  lower  o rb i t a l s  deno ted  by  subsc r ip t  L,  
and  those  down- fo lded  o rb i t a l s  t he  in t e rmed ia t e  o rb i t a l s  deno ted  by  a  subsc r ip t  I .  
And the representation of this mixed basis is called ^^-representation. 
From Eq. (2.31), it is easy to get the transformation of structure matrices 
between any two representations. 
(S/S)-! = (50)-l_/9 
= (S")-! - a - (/3 - a) 
or equivalently. 
(2.56) 
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From Eqs. (2.39-41) and Eq. (2.25), one can verify that 
(2.57) 
and 
N ^ { e )  (2.58) 
N^{e) 1 - (/?-a)P"(£) 
We take the logarithm of the above equation and take the energy derivative to get 
iV^(£) N ^ { e )  _  a /  \  -  t g  _  a ) P ° ^ ( e ) -
N^{e )  N^{e )~^^  N^ ieY  
We then times both sides of the above equation by j^d^(e)j^^^ to get 
o/^(e) /(e) 
1/2 
/(£)]^^^ = (^-a)P«(e) [^/"(e)] 1/2 
(2.59) 
(2.60) 
In the down-folding representation which is used in our program, 
l 3 l - c , i=[P^( s , j ] ' ^ -a=Pf ,  (2.61) 
where the subscript I  denotes the angular momentum of the orbital that is down-
folded and 
I3L-(xl = 0, (2.62) 
where the subscript L  denotes the angular momentum of the ox'bital included in the 
basis functions. 
We immediately notice that with such a choice, 
which implies 
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((/^)l/2 = 0 
and 
/? 
o J = o o  
From Eq. (2.60), we have the product of (c?^)^/^ and Oj being finite 
(^7)1/2 
(2-63) 
Now substituting these new screening parameters into Eq. (2.56), we obtain 
c0 _ oO! • cO: uOi 
^LL  -  ^LL  +  ^ Lr i  ^ IL  
c /5 _ ca I  coc pa 
^T  T -  ^r .T  +  ^ r .T^T  ^TJ  LI = ""LI-^-^LRI 11 
0 _ Qd I oa r>ct 
T L  -  +  ^ I L  
_ cQ I na nOLo!^ S l I  =  S f j  +  S f j P f S ^ j .  (2.64) 
The third of Eq. (2.64) gives 
5/L = [Cf)"' - Sf/P' SjL. (2-65) 
which after substituted into the first of Eq. (2.64) gives The S^j can be 
obtained via Hermitian conjugation of Sjj^. 
Having 5^^, from Eq. (2.55), we have 
^ L L  ^ 4 -  (2.66) 
and 
^ (<!?)'''2 
C/ - ^U,I  
,2.6T) 
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Note that for the lower orbitals, the potential parameters are not changed, in 
particular, 
di = 't, (2.68) 
and 
4 = "L- (2-69) 
Finally, we can write down the LMTO's in the /^-representation, 
_ 1^7^ 4- \(l>j)hjj^ + iK^y/N^, (2.70) 
0  ~ 0  
with hji given by Eqs. (2.66-67). Note that for the down-folded orbital, 
there is only the zeroth wavefunction in energy because the coefficients for are 
zero. In general, down-folded orbitals are considered very much free electron like 
since they are high in energy compared to the Fermi level. 
In our computer program, after calling the subroutine makpph ,  the potential 
parameters are organized in the following way: 
where 
pph{ l )  
— e i>  
pph{2)  = c" 
pph{3)  = (<i")l/2 
pph{4)  = p" 
pph{5)  
((<S°)^) = pT + (o") 
(2.71) 
(2.72) 
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and other parameters are defined above. Before makpph ,  pph{5)  is 7 instead of 
and is defined as 
^ " 2(2/+ 1) $(+) 
2(2/+ 1) Di, + l+V ct>^{s) • ^ ^ ^ 
Having obtained the LMTO basis in the program, we will use the Rayleigh-
Ritz variational principle to solve the following Pauli equation which gives the non-
relativistic approximation of the Kohn-Sham-Dirac equation Eq. (1.21) to order 
( w h e r e  E is typical of the order of the electron kinetic energy and mc^ is 
\mc^ J 
the rest mass energy of an electron, 
where we have set the Planck constant to one and the Zeeman term is included in V  
given in Eq. (1.22). Note that 
E = -V{V^ + Fp/2 
In our existing scalar relativistic program, the first three terms in the Hamilto-
nian are treated exactly within the muffin-tin spheres. The last term is the spin-orbit 
coupling term, since inside each sphere for a spherical potential V = (V| -|- V|)/2 it 
can be rewritten as 
^so — ~ 9—• IJ, (2.75) 
4777-^ r dr 
where L is the orbital momentum operator r x p. 
With Hso giving spin flip matrix elements, the Hamiltonian matrix we have 
to diagonalize therefore is twice as large in size as the scalar relativistic one spin 
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Hamiltonian matrix. And after each spin mixed wavefunction is obtained, we need 
to project out two different spin components and calculate their contributions to the 
spin charges which is needed to generate new Kohn-Sham spin-polarized potentials 
for the next iteration in the self consistent calculations. 
Atomic Sphere Approximation and Combined Correction Terms 
The so-called atomic sphere approximation is to neglect the interstitial term 
\K^Y in Eq. (2.53) or Eq. (2.70) completely and extend the muffin-tin spheres 
to some atomic spheres whose volumes sum up to the correct total volume. In 
this section, we will discuss how to approximately take into account the interstitial 
contributions to first order and in the mean time to correct for the neglect of the 
higher partial waves. 
The way to carry out this correction is to augment the envelope function inside 
the atomic spheres as we did above. The difference now is that we replace the true 
. 9 . . potential by the pseudo-potential eu — k inside those spheres. Here Su is the the 
same as before and k was chosen in the above to be zero (see footnote in page 18). 
Thus from Eq. (2.70), the augmented function is 
= tfl) + (2.76) 
where the overhead bar denotes that the corresponding functions are determined with 
respect to the pseudo-potential. The so-called combined correction for the matrix 
element of any operator 0 is to calculate the matrix element of 0 in the whole 
space and then to subtract from it the inside sphere part using the above augmented 
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Table 2.1: Magnetic Moments of Cubic and Tetragonal a-Mn (Theory and Experi­
ments) 
Structure 1 2 3(1) 3(11) 4(1) 4(11) 
Cubic Ma (Theory) 2.15 1.70 -1.05 0.04 
M/ (Theory) 0.06 0.05 -0.02 0.00 
M (Exp.) 1.54 1.54 -1.54 0.00 
2.50 2.50 -0.85 0.00 
1.35 1.32 -0.99 -0.22 
1.72 1.46 -1.11 0.02 
1.9 1.7 -1. 0.1 
Tetragonal M (Theory) 2.18 1.70 1.23 -1.23 -0.21 0.21 
M (Exp.) 2.83 1.82 0.43 -0.32 -0.45 0.48 
1.90 1.78 -0.50 -0.55 -0.26 -0.38 
function, i.e., to calculate the following terms 
°°{x^\d\x^)°° - (X^|0|X^). (2.77) 
For periodic systems, it is often convenient to expand Eq. (2.76) in terms of plane 
waves for the calculation of the first term in Eq. (2.77). Finally we would like 
to point out that adding these combined correction terms to the Hamiltonian and 
overlap matrices will violate the normalization of the eigenvectors within the atomic 
spheres and the simplest way to remedy this is to reinforce the normalization after 
the diagonalization. 
Applications to a Realistic System: a-Mn 
We have used our program to study the magnetic structure of a-Mn[16]. a-Mn 
has 58 atoms per cubic unit cell, with two groups of 29 atoms related by body-center 
translations. Several neutron scattering experiments were performed for this low 
temperature phase and ferrimagnetic ordering was observed within each group of 29 
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atoms with antiferromagnetic ordering between these two groups of atoms. Hence 
for this system, the magnetic structure is commensurate with the crystal structure. 
In our calculation, equal radii for all Mn atoms and 240 k-points in the irreducible 
wedge of the Brillouin zone were used. The results for the the magnetic moments are 
given in Table 2.1. The ground state of a-Mn from our calculations was found to be 
antiferromagnetic with ferrimagnetic ordering within each group of 29 atoms. The 
disagreement with the experimental values of local magnetic moments on different 
Mn sites is about 10%. Part of this discrepancy, we believe, is due to the possible non-
collinear magnetic ordering which is not taken into account in our calculation. The 
orbital moments are comparable to those for other Zd- magnetic transition metals. 
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CHAPTER 3. LINEAR RESPONSE THEORY AND KUBO 
FORMULA FOR ELECTRICAL CONDUCTIVITY 
In this chapter, we review some of the basics of linear response theory[17, 18] 
and derive from it the Kubo formula for electrical conductivity. The main purpose is 
to provide a unified framework for x-ray absorption and magneto-optics that are to 
be discussed in the following two chapters. 
Linear Response Theory 
Linear response theory makes the approximation that the response of the system 
is linear to the external perturbation, in other words, it is in essence a first order 
perturbation theory expressed in terms of correlation functions or Green's functions. 
Throughout this chapter, zero temperature is assumed and the generalization to finite 
temperature is done by simply replacing the ground state average to thermal ensemble 
average. We will assume that the total Hamiltonian has the following form and we will 
work in the intermediate respresentation where operators and state vectors without 
specification are understood to be in this representation. 
Hy{t) = H + U{t)Mt). (3.1) 
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where the second term on the right hand side represents an external perturbation to 
the system described by H and 
W{t)  =  (32)  
where the subscript S  denotes the Schrodinger representation. In Eq. (3.1), U{t )  is 
the external field and W{t) is the operator for the physical quantity of the system 
that couples to the external field. For example, later in this chapter, we are going to 
take U to be the electromagnetic field and W to be the current density operator. 
The ground state of the system 1^) is perturbed to 1*5(0) ^-nd to the first order 
in U{t)W{t)^ we have 
|4(1)) = 1«> + <I'P(<)). (3-3) 
with 
s \ ^{ t ) )  =  - i /h  d t 'u{ t ' )w{ t ' )m .  (3.4) 
J—CO 
Note again that we work with the intermediate representation. 
Now the measurement of any physical property denoted by operator X{t )  at 
time t will give the following variation to its ground state value, to first order of the 
perturbation, 
6x{ t )  =  - i /h  d t ' {<i ! \ x i t )u{ t ' )w{ t ' ) -u{ t ' )w( t ' ) x{ t )m 
J — o o  
= - i /n  [x{ t ) ,  VV(f')] I'i'). (3.5) 
Hence the response function is given by functional derivative of 6X with respect to 
(/{(') 
n  I ,  A  ~  
= (3.6) 
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This is the main result of linear response theory. 
Often it is convenient to time-Fourier transform the above results. Noting that 
D{t — t') only depends on the time difference t — we have 
6X{u) = (3.7) 
where 
8X{ij)  = [°° dt6X{t)e ' '^^  
J—oo 
[/(u;) = dtu(t)e^^^ 
J—oo 
(3-8) 
Kubo Formula for Electrical Conductivity 
When the external perturbation is caused by an electromagnetic field, the inter­
action Hamiltonian in the Coulomb gauge is 
J • A{r,t) (3.9) 
where c is the speed of light, A is the vector potential, and is the total current 
density operator 
n(r)e^ 
= j(r>^) A(r,i) 
mc 
where we have used second quantization form for the operators and h is the density 
operator and tt is the canonical momentum density operator, i.e.. 
n(r) = ip^{r)'ip{r) 
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and 
ih 
T 
= -J (^'^(r)V^(r) - [VV'^(r)]^(r 
in its nonrelativistic form. Note here tt is the single particle momentum operator in 
its first quantized form. 
Applying Eq. (3.7), identifying —as U except for an additional spatial 
integration and keeping only first order terms in A, we have 
Jf (r;u;) = Jf (r; w) + (r;u;), (3.11) 
where 
2 
J^(r;w) = ^Q(r;w), (3.12) 
mc 
with n(r) = (^'|n(r)|^) being the electron density and 
Jf(r;u;) = i"(r;u;) 
= (3-13) 
where D^''^ ^ (r, r';a;) is the time-Fourier transformation defined in Eq. (3.8) of 
the following non-local response function 
- '')<*! (''<*')] I®)- (3-14) 
Since we have in the Coulomb gauge 
ew = 4|A(,), 
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or, 
CJ 
E(a;) = i—A{u}), (3.15) 
we have, from Eq. (3.10), 
Hence the non-local conductivity tensor is 
(3.16) 
(T"^(r,r';cu) = ^ (r,r';a;) + «5(r -
oj [ joi , j^]  
^ f°° -  i')(^'|  
J—oo 
moj a/3 
hu! 
|<P) 
+6{r - r S o, 
m.ld 
I.e., 
<T«/^(r,r';u;) = ^ -/)(f | [j«(r, 0,;^(r',/)] |^) 
I  r  /  / \  r  +(5(r-r .5^, 
min 
(3.17) 
where the last term of the right hand side comes from J2 in Eq. (3.12). 
In case of the system having crystal symmetry, we have 
m(q+ K)e^ 
i"(q + K,0,i^(q + K',f') - /  . / >  
+ -
mu} '^otl3^kk'' 
|VP) 
(3.18) 
where we have performed the spatial Fourier transformation 
j"(q;0 = 1^/ t're~^i"'']"(r;Z), (3.19) 
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and 
~ (r"^(q + K,q + K';a;) 
— I (3.20) 
where V is the volume of the system. Note that we have taken care of the dimen-
• (xq 
sionality in such a way that a ^ /(q,tt>) has the same dimension as the macroscopic 
conductivity, i.e., the dimension of frequency in cgs units. 
If we neglect the local field correction[19] and take the long wavelength limit, we 
have for the macroscopic conductivity tensor the following result, 
= - i-  f°° Pit')] 1$) + 
nu)V J—oo mu 
(3.21) 
where from Eq. (3.12), 
J"(i) EE J  dr j ^ { r , t )  
which can be related to the total momentum operator 
(3.22) 
j  t^r7r"(r) 
through 
ja ^  
m 
(3.23) 
Eqs. (3.17-18) and Eq. (3.21) are the different forms of the Kubo formula for 
electrical conductivity. 
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Lehmann Representation, Sum Rule and Fermi's Golden Rule 
We start with Eq. (3.21), inserting the following completeness identity between 
J" and 
X^|^m)(^m| = 1) (3.24) 
m 
making use of Eq. (3.22) and carrying out the time integration, we get 
(3.25) 
muj 
where 
'^mO ~ ^ • (3.26) 
This is the Lehmann representation of the response function in which the analytic 
property of it is transparent. 
It can be verified that given above satisfies 
and is analytical on the upper half complex-w plane. Hence the real and imagi­
nary parts of automatically satisfy the Kramers-Kronig relations as causality 
requires.^ Taking the real part of the diagonal conductivity, we have 
^ Causality in this case is expressed mathematically by the 6{t — i') function and is 
closely related to the analytical property of the response function on the complex-a; 
plane. 
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This is an even function of u; and if we integrate over uj from 0 to oo we get the result 
j o  L 'J n v j ^  u ^ q  
m '^mO 
'^mo 
:(^|[n«/m,g«]|^) 
2hv 
= It-
where nQ = N/V is the macroscopic electron density, with N being the total electron 
number in the system, and Qs ^he total position operator or sometimes the so-
called total polarization operator 
Qf = J (3.29) 
and we have used the following commutation relations 
tl '^s/m = i/h[H,Q^], (3.30) 
and 
[U^,Qf] = -iriN, (3.31) 
where N = J drn{r) is the total number operator. 
These commutation relations can be readily verified either within the second 
quantization representation or going to the representation where total operators are 
expressed as some of individual one particle operators. 
We can actually go through similar lines for Eq. (3.17) and derive a sum rule for 
the microscopic conductivity tensor function cr(r, r'jw). 
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Having derived this sum rule, we can transform the diagonal part of the conduc­
tivity tensor into the following form 
1 i  \  
m ^mO W - ^mO + ^ + '^mO + / ' 
This can be proved by taking the difference of the right hand sides of Eq. (3.25) and 
the above equation and use the sum rule as in Eq. (3.28). Eq. (3.32) is more useful 
for calculation of the diagonal part of conductivity tensor than Eq. (3.25) since in 
actual calculations, we can first evaluate the real part of diagonal conductivity tensor 
from first principles, then use the Kramers-Kronig relation to get the imaginary part. 
But the second term in the right hand side of Eq. (3.25) implies that its K-K related 
real part is a delta function of u, this singular behavior actually is spurious, as we 
see above, since it is canceled by part of the first term in Eq. (3.25). Also, in Eq. 
(3.32), we can take the phenomenological step as to replace 0"^ by a small number 
in some approximation schemes. This means that when we convolute the spectrum 
of the real part of the diagonal conductivity tensor, the simple Lorentzian form is 
not adequate as this will not preserve the sum rule. We need Eq. (3.32) to carry 
out the convolution and since Eq. (3.32) automatically satisfies K-K relation, we are 
consistent within our phenomenological treatment. When it comes to the off-diagonal 
part, Eq. (3.25) is fine since the second term vanishes. 
Finally we point out that the matrix element is exactly the dipolar matrix el­
ement, Eq. (3.27) shows that the real part of the diagonal conductivity tensor is 
directly related to Fermi's golden rule for the absorption cross section which is again 
based on first order perturbation theory. 
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Symmetry Constraints 
In many applications, symmetry considerations will put constraints on the form 
of the conductivity tensor, such as the well-known result that if the system has cubic 
symmetry, then the conductivity tensor is a constant matrix in Cartesian coordinates. 
In this section, we concern ourselves more with the cases where an external magnetic 
field is present or the system has spontaneous magnetic ordering as in magneto-optical 
materials. 
We give two theorems in the following. 
Theorem I: If the system is invariant under any nontrivial rotation around the 
z direction, then = 0 and ay^ = 0. 
Proof: 
If the stated condition is true, then the rotation symmetry will give the following 
coupled equations between and ay^, 
= cos{0)a^^ — sin{0)(ty^ 
< 
o-y^ = sin(0)(7®^ cos{9)ay^ 
which has non-zero solution when cos(0) = 0, i.e., a trivial rotation. 
The second theorem is about the symmetry properties of the x, y block. 
Theorem II: If the .system is invariant under a unitary transformation U that 
has the following property: 
u '^w^u = cos(0)7r^ — s\n{9) ' i ty  
u^iryu = sin(0)7r^ + cos(0)7r2/ 
where sin(0) ^ 0, then 
n,m n,m 
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and 
n,m n,m 
where eigenstates of the system and 
E' 
n,m 
denotes summing over the degenerate initial and final states l^'n) o-'fid |$m) respec­
tively. This implies 
= avy 
a^y = -cr2/^. 
(3.33) 
Proof: 
Note first the summation over the degenerate subspaces gives invariant results 
under any invariant unitary transformations. Under the stated condition, we have 
E 
n,m 
' x  _ x  
^ n m ^ m n  cos^{0) ^2 ^nm'^mn + sin^(0) ^2 ^nm'^mn ~ 
n,m n,m 
sm{O)cos{0) ( E''^nm'rmn+ mn I '  
kn,m n.m 
and 
E '^nm'^mn — cos^(0) ^ ^ nm'^fnn ~ sin^(0) ^  ''^nm'^fnn + 
n,m n,m n,m 
sin(0)cos(0) I ^ ''^nm''^mn E ) i 
n,m / kn,m 
where we have used short-handed notation TTnm 
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After recollecting terms, we have 
sin(0) i  T^nm'^mn ~ ) + 
{Ti.m n.m 
and 
cos(0) I ^ T^nm'^fnn + ^ '^nm''^mn ) ~ (3.34) 
\n,m n,m )  
cos(0) I ^ '^nm'^mn ~ ^2 '^nm''^mn ) ~ 
\n,m n,m j  
sin(0) I ^ ""nm^mn + X] '^fim'^mn] ~ ^5 (3.35) 
\n,m n,m /  
which leads to the conclusion of the theorem. 
If Theorem II holds for the system, then for the diagonal and off-diagonal con­
ductivity we readily have from Eq. (3.32) and Eq. (3.25) the following expressions, 
<7^^(a;) = <72/2/(0;) 
^ | ( ^ | n + | ^ m ) f +  | ( ^ | n 7 l ^ m )  
hrn^v jyi  
' ' + ' , I • (3-36) 
and 
= -<72/^(0;) 
1 1 
+ 
- ^mO + ^ '0+ ^ + ^ mO + -
e 2  | ( ^ | n t l ^ m ) p - | ( ^ l n j l ^ m ) p  
hrn^V m '^^mO 
/ 1 1 \ 
V  w 
~ ^mq + ^ + ^ mq + / ' 
(3.37) 
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r± - 1 where = ;^(nf ± ^ nl). 
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CHAPTER 4. CIRCULAR MAGNETIC X-RAY DICHROISM 
As a result of the on-going and soon to be completed new generation of synchrotron-
radiation facilities, there is an increasing interests in developing new x-ray techniques 
for materials research. Among them, circular magnetic x-ray dichroism (CMXD), the 
difference in absorption between right- and left-circularly polarized light incident on 
a magnetic material, has attract more and more attention as a promising probe for 
magnetic materials. The dichroic spectra taken near a specific atomic edge strongly 
depends on the local magnetic behavior of the valence electrons. Recent theoreti­
cal models put forth to interpret the spectra in terms of material specific magnetic 
properties such as local spin and orbital moments have even suggested that some 
quantitative results can be extracted from the data[20, 21]. With all the exciting 
work published and still going on, the CMXD community has, for the last 4 years, 
grown so rapidly that som.e experimentalist commented that "every one is doing it". 
Even though the research effort on CMXD has exhibited a characteristic of strong 
interplay between theorists and experimentalists, there is up to now some prominent 
questions remaining to be answered, such as to what extent one can extract quanti­
tatively the spin and orbital moments from the data[22, 23]. I will address some of 
these issues in this chapter. 
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Sum Rules 
Recently for CMXD, Thole ei.a/.[20], and Carra e^.a/.[21] have derived sum 
rules for the integrated edge spectra based on a model assuming localized atomic like 
behavior of the valence electrons. These studies have since stimulated much interest 
in testing the validity of the sum rules when applied to real systems[22, 23]. So far, 
for transition metal L-edges and rare-earth M-edges, the sum-rules were found to 
work well primarily due to the nature of the 3d and the 4f systems being close to the 
assumed situation. I review the current situation of the sum rules in this section. 
The transitions involved in the absorption process near a certain atomic edge 
can be put into two categories, in which the core electron is excited leaving a core 
hole in the final state and the rest of the transitions. The latter form a structureless 
background on which a sharp increase of absorption, the so-called white line, due 
to the turn-on of the core-valence transitions at the edge energy of a certain core 
level is observed. For our purpose, we only consider the transitions involving the core 
electron of a certain core level, since generally the interference with other transitions 
is negligible in any measure. The absorption measurement measures the absorption 
coefficient // which is defined by 
I [ z )  =  /(0)e-^^ (4.1) 
where the light is assumed propagating along the 2-direction and I  is the intensity 
of the light. In the x-ray range, the real part of the dielectric constant can be taken 
to be 1, so the absorption coefficient is related to the imaginary part of the dielectric 
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constant 62 
lo 
M ^ 62-
= ^Re{<j{uj)], (4.2) 
where Re{a[u))] is the real part of conductivity. Hence from Eq. (3.27), we have for 
the absorption coefficient 
where a = ± or 2, is the ground state, is the final state with a core hole 
of quantum numbers jm, is the total momentum operator defined before, and m 
is the 2-projection of the total angular momentum of the core hole. The core hole 
total angular momentum j for spin-orbit split edges is 
i± = c ± ^  (4.4) 
where c is the orbital angular momentum of the core hole. Since deep inside the 
atomic core the potential is spherical, these quantum numbers can be considered 
good quantum numbers. 
Eq. (4.3) can be interpreted as the Fermi golden rule for absorption within the 
electric dipolar approximation. To further include higher electromagnetic multiple 
effect, the is replaced by 
^(r), (4.5) 
^ Note the intensity is the square of the amplitude which has a damping factor of 
^2/2. 
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where again tt is the single particle momentum operator in its first quantized form 
and q is the wavevector of the light. 
If we work with local site representation, due to the dipolar selection rule the 
relevant dipolar operator is 
E / W^^/Aa(r)4m^/A(T- (4-6) 
m;/=c±l,A,(T 
The notation is as follows; is a creation operator for core and is a annihi­
lation operator of the valence shell. And IX is the orbital angular momentum index 
and cr is the spin index. 
Since in general the radial matrix element of the / = c — 1 generally is much 
smaller than that of / = c4-1, we make the first approximation we call Approximation 
I. 
Approximation I: The contribution from the transitions to I — c — 1 shell can be 
neglected. 
In condensed matter systems, orbitals of local symmetry I have two origins, one 
is from the on site local orbital, the other is from the on-site expansion of the tails of 
orbitals centered around neighboring sites, the so-called ligand states. In many cases 
the transition to these ligand states can be neglected since they have a much smaller 
matrix element. This smallness is sometimes justified either when the orbitals are 
so-called tight-binding like and results in a very small tail at neighboring sites or 
the more extended orbitals such as s,p orbitals, have much smaller density of states. 
These considerations lead to the following approximation we call Approximation II 
Approximation II: Transitions to the ligand states can be neglected. 
This approximation is sometimes called the tight-binding approximation. Note 
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that this approximation is not always a good one and when hybridization between 
the on-site orbital and the ligand states become significant, the transitions to ligand 
states can no longer be neglected which results in an energy-dependent matrix ele­
ment due to the fact that hybridization is energy dependent. The interpretation of 
the absorption spectra then becomes much more involved and the sum-rules derived 
in this section may break down. A general condition for the validity of this approx­
imation can be loosely stated as that the band width of the I shell shall be much 
smaller than that of other orbitals such as the 5,p orbitals in d electron systems. 
As we will see in the next section, this approximation actually breaks down for bd 
electrons in rare earth elements. In that case, more detailed calculations such as first 
principles band theoretical calculations are necessary to interpret the spectra. 
Even with these simplifications, the dipolar selection rule still allows transition 
to the higher shell of angular momentum I. For example, for transition metal L2 
and Z<3 edges, the allowed transitions can be 2p 3d and 2p —> 4d. To proceed, we 
further make the following approximation we call Approximation III. 
Approximation III: The transitions from core to n, I shell is well separated in 
energy from the transitions from core to n + 1,1 shell. 
This approximation is closely related to the tight-binding approximation. Only 
it has a wider range of validity. 
Another approximation states that the edge energy is much larger than the band 
width of the valence states. 
Approximation IV: When integrating over the edge, the energy factor co can be 
approximated by a constant edge energy ujrp. 
Finally, there is another approximation involved the radial matrix element for 
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the two spin-orbit split edges. 
Approximation V: The radial matrix elements for the spin-orbit split edges can 
he taken to be equal. 
Having stated the underlying approximations, we can proceed to integrate Eq. 
(4.3) over the energy near the edge and have 
m;A,(7;A'cr' 
where we have applied Approximation IV, uij< is the edge energy and we have used 
closure relation since under the approximations we made, we can extend the final 
states to the whole Hilbert space; and is given from Eq. (4.6) as 
(2j + l)ip^,, (4.8) 
a A 
where P^i = (cHry^ |K) we have used 3 — j symbols. 
So far, we have reduced the problem to angular-momenta tensor algebra. We 
find the following relations useful 
1 1 2 c j c 1 I 
7 a 7  —m — 7  
E (2i3 + 1) 
Jams 
j i  32 n  
mi m2 
j i  j2 n  
m'2 
= 6 / 6 / , (4.9) 
and 
E (2J3 + 1) 
m i m 2  
n n n 
mi m2 m^ 
Jl J2 J3 
m 1 "^2 ^3 
(4.10) 
where 6{jij2j^) is non-zero only when the j's satisfy the triangular inequality. 
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Using Eq. (4.9)and. Eq. (4.10), we have from Eq. (4.7) the following sum rule 
'  x(7 
i.e., the total edge sum is proportional to the total number of holes of the /-shell in 
the ground state. Here is the number operator, 
For the dichroic spectra — /i~, the following sum rule has been 
derived[21]. 
f  r l , ,nC _  V^3± + I /(/ + 1) + 2 - C(C +  Ij ^  
JU ^ hm:^cV .2c + l 4/ f / + l l f 2 /  +  n ^ 
r 2 i ±  ! / / ! )  c ( c l ) . ^  
h± v L 2 c   1  ( 1 ) ( 1 )  
c /(/ + 1) — 2 — c(c + 1) , A > , 
2 c + 1  3 c ( 2 /  +  l )  ^  
c l{l !)[/(/ + 1) + 2c(c + 1) -f 4] — 3(c — l)^(c + 2)^ -
2c + 1 6/(/ + 1)(2/ + l)c ^ 
(4.12) 
where Lz — ^ ^ ^l\a orbital angular momentum operator of the /-shell 
l\(j 
and Sz = "^ ^^l\a angular momentum operator of the /-shell and 
/A(7 
Tz represents the magnetic dipolar field generated by the electron spin, i.e., T = 
[s — 3r(r •s)/r^] where Pj^ is the projection operator for the /- shell. Note 
that Tz involves spin flip terms. 
From Eqs. (4.11-12) we have the following relations[20, 21] 
•(y'-f-hj- 1 /(/-f 1) -F 2 - c(c + 1) 
+ ti~ -[• H^) 2 /(/-M)(4/-h 2 - n) 
- [(c -h l)/c] ^ / ( / + l ) - 2 - c ( c + l )  
3 c ( 4 / - f 2 - n )  
/(/ -f l)[/(/ + 1 )  +  2c(c + 1) -h 4] - 3(c - l)2(c + 2)2 
1 k / -u ^ ) 4- — r*! n ^ \ 
(ij), (4.13) 
and 
6/c(/ + 1)(4/ -|- 2 — n) {Tz), (4.14) 
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where n = A crl^) number of electrons in the /- shell. We want to 
remark that in situations where the spin-orbit split edges are not well separated in 
energy, only Eq. (4.13) is valid while Eq. (4.14) becomes ambiguous. 
Given an ion in a cubic crystal field, a nonzero value of (T^) can only be obtained 
via spin-orbit coupling[2l]. For a transition-metal Zd- shell, [Tz) is sufficiently smaller 
than {Sz) and can be neglected in Eq. (4.14) with respect to {Sz)- For the bd 
transition metals, {Tz) can be rather significant such that neglect of it in Eq. (4.14) 
only gives qualitatively correct {Sz)- For the rare-earth bd- shell, the situation is 
much more complicated due to the breakdown of the tight-binding approximation 
and as a result the sum rules derived above fail to give correct information for the 
different moments of the systems (see discussions below). 
CMXD in Heavy Rare Earth Metals 
The first experiment done on the CMXD of the heavy rare earth metals L-edges 
shows that there is an additional feature below the edge in the dichroic spectra. This 
was soon explained by Carra ei.a/[24, 25]. They attribute this below edge feature to 
the quadrupolar transitions from the 2p core to the 4/ open shell. Because the final 
state Coulomb attraction among the 2p core hole and the 4/ electrons is stronger than 
among the 2p core hole and the bd electrons, the quadrupolar absorption forms so-
called excitonic states below the edge. The position of this quadrupolar feature was 
argued to be about bev below the edge for Gd and agrees well with the experiment. 
The success of this explanation motivated us to apply this model to the series of heavy 
rare earth metals[26] and the theoretical results are shown in Figure 4.1 for the 
edge. Our calculation was partly motivated by the experimental data reported by 
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Figure 4.1; Theoretical results for the Z3 edge CMXD of the heavy rare earth se­
ries. The spectra have been normalized with respect to white line. The 
dipolar part is calculated from scaling the first principles Gd results. 
First principles result for Tb is also shown in dashed line. 
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Fischer et. a/.[27]. We found that our results very well reproduced the general trend 
for heavy rare earth Z3 normalized CMXD spectra, that is, the below edge feature of 
CMXD relative to the absorption grows larger as the net 4/ spin moment decreases 
and the 4/ occupancy increases in heavy rare earth series. 
In carrying out the calculation, for the dipolar part of the dichroic spectra, we 
scale the first principles result from the Gd calculation since the dipolar spectrum 
is proportional to the 5d exchange splitting which in turn is proportional to the 4/ 
net spin moment. This scaling behavior is confirmed by comparing the scaled result 
for Tb with the first principles Tb calculation which is also shown in Figure 4.1. For 
the quadrupolar part, we used Cowan's atomic multiplet program[28]. One thing 
distinct about the dipolar part of the CMXD in the heavy rare earth L-edges is that 
the dichroic signal has the opposite sign to that predicted by the sum rule given 
in the last section. Careful analysis shows that this sign problem can be resolved 
by resorting to the large difference in matrix element of different spins[26, 29]. The 
explanation is that although there is about 10% more unoccupied minority spin 
density of states above the Fermi level, the majority spin matrix elements are about 
20% larger than those of the minority spin and this is enough to flip the sign of the 
dichroic signal. We point out here that this large difference in matrix elements for 
different spin electrons is due to the 4/ exchange induced difference in the 5d radial 
functions which persists throughout the 5d bands. 
Quadrupolar angular dependence 
Although the model we adopted has many successes, there still remains a promi­
nent problem associated with the quadrupolar transitions[29, 30]. This is because the 
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quadrupolar transitions have different symmetry properties than the dipolar ones and 
this results in a different angular dependence for these two transitions. By angular 
dependence, we mean how the dichroic spectra change with the angle between the 
magnetic moment direction and the incident photon direction. For the dipolar tran­
sitions, this dependence is simply cos{9) while for the quadrupolar transitions there is 
a component which varies as the third order Legendre polynomial P3(cos(0)). Theo­
retical calculations based on the model of Carra et. a/.[24, 25] predicted that Ho or Er 
should display a very strong quadrupolar angular dependence which experimentally 
should be observable[25]. However, so far there is no experimental confirmation of 
this prediction for the quadrupolar angular dependence[31, 32]. Recently, we came up 
with a possible explanation for the lack of experimental evidence for the quadrupolar 
transitions[29]. That is that the part of quadrupolar transitions that display dif­
ferent angular dependence from the dipolar one drops much faster than the dipolar 
transitions as temperature increases. To show this, we study an isotropic rare earth 
ion in an effective external magnetic field. In zero temperature the ground state of 
this ion will be |J, — J) where J is the total angular momentum given by, for ex­
ample, the L — S coupling scheme. As the temperature rises, other |J, A/)'s with 
M = + will start to populate. Recently, Carra et. al. derived a sum rule 
for quadrupolar transitions[33] as follows, 
/ =  Pi[cose){Pz) - 1 -  P^{cos6){Pzzz) ,  (4.15) 
where Pz is the linear combinations of some dipolar operators and Pzzz is the linear 
combinations of some octupolar operators. We calculated the average of these oper­
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ators within the aforementioned isotropic ion model using the following expression 
Em 
where is the Zeeman splitting energy and j3 = (A;jgT)~^ is the reciprocal 
temperature. Since we only care about the relative size of the {Pz) and {Pzzz)i  we do 
not have to give the correct temperature dependence of these quantities. As a matter 
of fact, the correct temperature dependence of these quantities can only be obtained 
through phenomenologically tuning the j with the temperature. Figure 4.2 shows 
Pzzz{T)lPzzz{0) versus Pz{T)lPz{0) for Ho and Er which gives how the quadrupolar 
angular dependent part decreases as the dipolar intensity drops. It shows that when 
the dipolar intensity drops to 70%, the Pzzz part of the quadrupolar intensity already 
drops to 15% and we believe this is the reason why measurements on single crystals 
at room temperature were unable to observe the quadrupolar angular dependence. 
For polycrystalline samples with easy axes or easy planes, we need to perform an 
additional angle average as discussed in [35]. 
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Figure 4.2: Quadrupolar intensity relative to zero temperature intensity versus that 
of dipolar intensity for Ho (top) and Er (bottom). 
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CHAPTER 5. FIRST PRINCIPLES STUDY OF THE 
MAGNETO-OPTICAL PROPERTIES OF METALLIC SYSTEMS 
In our first principles study of the magneto-optical properties of various systems, 
we apply the Kubo formula discussed in last chapter within the one-particle band 
theory and the inter-band contribution to the conductivity tensor is given by 
^nl 
n,l 
1 
+ 
1 (5.1) 
and 
|7r+, 
I nl — tt nl 
nl 
1 1 (5.2) 
where /(w) is the Fermi-Dirac distribution function and e is taken as a phenomeno-
logical lifetime parameter. Note that the wavefunctions are normalized within the 
unit cell volume Q. In our program to calculate the inter-band contributions, we 
calculate the and A^y which are defined as 
„2 I 2 2 
(5.3) 
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and 
n,l 
2 
The summation without the prefactor are similar to the so-called joint-
hujm^q, 
density-of-states which can be calculated via a standard algorithm. Note that 
is actually the real part of and A^y the imaginary part of a^y if e = 0. Having 
obtained these quantities, we then calculate the following integrals which give the 
conductivity tensor 
= i / ( L— + —4T-) • (5-5) 
T T  j  \uj —  C J ' f ' Z C  l j  lo 26/ 
and 
, t^y(u) = -  i  du'a'^nj) { V- • (5.6) 
^  ^  T r y  ^  ' \ 0 J - J +  i e  w  +  w '  +  z e /  ^  '  
Substituting Eq. (5.3) and Eq. (5.4) into Eq. (5.5) and Eq. (5.6) respectively easily 
recovers Eq. (5.1) and Eq. (5.2). Note that the units are in atomic units, i.e., e'^ = 2, 
ft = 1, m = and the final unit of the conductivity tensor is Rydbergjh. To convert 
that into sec~^, the conversion factor is 13.6058/(6.5822 x 10~^^) = 2.067 x 10^®. 
2 
And if we take into account the factor 2 — 25.133, the overall factor used to get 
the conductivity from the joint-density-of-states will be (519.5/n) x 10^^. 
In the rest of this chapter we will discuss how to calculate the polar Kerr effect 
given the conductivity tensor and apply the theory to some realistic systems. 
Magneto-optical Kerr Effect and Conductivity tensor 
For the polar Kerr effect, the ideal geometry for the measurement setup is that 
we have a perpendicular magnetization direction and linear polarized light shines on 
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the sample surface normally. Then the rotation of the polarization direction and the 
ellipticity of the reflected light is measured. This effect of changing polarization of 
the reflected light is called the Kerr effect and for the transmission case, the Faraday 
effect. Under this geometry, generally, theorems given in last chapter hold, i.e., 
^xx ^  ^ yy ^  ^ 0 
(5.7) 
<7^^ = = a^y = ay^ = 0 
so that the two eigenvalues of the conductivity tensor matrix are 
cr"^ = (T® + 
a~ = (j^ — i(a 
(5.8) 
whose eigenvectors correspond to the following polarizations respectively 
+ iy) 
e ~  =  -  i y )  
(5.9) 
i.e., the right- and left-circular polarization. This means that the left- and the right-
circularly polarized light can propagate in this magneto-optical medium as linearly 
independent components. It is then convenient to decompose the linear polarized 
light into superposition of these two circularly polarized eigenstates so that when we 
discuss reflected light or transmitted light, we can use these two polarizations and get 
the complex Kerr or Faraday rotation. For a more general conductivity tensor, we 
can apply the same approach but must deal with elliptical polarizations as linearly 
independent modes. 
Having discussed how we can get the change of polarization for the reflected 
light, it is then straightforward to apply Fresnel's formula[36] for normal incident 
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light which is what we are interested in, that is 
where 
= 1 + —(T^. (5.11) 
u) 
Assuming for simplicity that the incident light is linearly polarized along the x di­
rection, then the amplitude of the reflected light in cartesian coordinates is 
^{r'^{x + iy) + r~{x - iy)} = i{(r^" + + iXr"*" - r~)y} 
= + r~){^ + -L 
/ r~ + r 
which gives the complex Kerr angle 
or-^ii^k = V + + r -
= ,,,3) 
For much less than cr®, we have 
Or + ii^R ^ —=£==. (5.14) 
cr^(y 1 + 47rcr^/a;) 
This is the formula we will use to calculate the complex Kerr angle. 
Finally we would like to remark that the conductivity tensor used in this formula 
in principle is the total one, i.e., sum of the inter- and intra-band contributions. 
Magneto-optical Properties of Fe and Co 
Probably for any theorist working on the magneto-optics, pure transition metals 
are always the first cases they study. This for most part is for testing purposes to 
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make sure that the computer program one is using is reasonably good from a pure 
theoretical measure. I found myself being more motivated to study these systems for 
one more reason, which is that for fee Co there is recent very nice experimental Kerr 
data[37] which in the experimentalists' point of view did not agree well with some 
theoretical calculations[38, 39]. Since for other transition metal systems, good agree­
ment between theory and experiment has been achieved even in the experimentalists' 
point of view, there seems a need for further investigations into this problem. In this 
section, I will focus first on testing results for Fe, then I will move on to discuss hep 
and fee Co systems. 
Body centered cubic Fe 
The ground state of Fe is of bcc structure. The lattice constant we use is 5.25 
atomic units and the magnetization is along the [001] direction. The results converged 
well if more than 350 k points inside the irreducible zone are used. In our 
self consistent calculation to get the self consistent potential, we put the / orbital 
as an intermediate orbital (down folding) and the energies around which the linear 
expansion is carried out are placed at the center of occupied states (see discussions 
in Chapter 2). In calculating the conductivity tensor, we include the / orbital in the 
basis set. The energies around which the linear expansion is carried out is fixed at 
the Fermi level for s-pd orbitals and about 'ieV above the Fermi level for the / orbital. 
We found that if we place the energy for / orbital too low, for example, around the 
Fermi level, some unphysical states appear about 3 to 4eV above the Fermi level. 
This problem disappears if we decrease the size of the atomic sphere. We think that 
this has to do with the fact that bcc is not a close packed structure and placing the 
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/ orbital too low will cause unphysical hybridization in the ASA approach and result 
in ghost bands. This is confirmed by the fact that we did not find this problem for 
either fee or hep Co. In general, we recommend that in using our programs for a 
general material, one should put the expansion energy of those orbitals that are not 
in the minimal basis set some 4 to 5eV above the Fermi level if one wants to include 
them in the basis set for the matrix elements calculations. Of course it is necessary 
to check if any ghost bands occur during the calculation. This can simply be done 
by comparing the F point eigenvalues with the self consistent result to see if the 
additional eigenvalues appear in some unphysical range. 
The absorptive part of the conductivity tensor is shown in Figure 5.1 and the 
results are almost identical with other theoretical calculations[40]. 
Finally, to test the hermiticity of our calculated matrix element, we have cal­
culated the conductivity using the hermitian conjugation of matrix elements and we 
expect that good hermiticity of our matrix elements shall give identical results. The 
result is shown in Figure 5.2 which clearly shows that hermiticity is not violated seri­
ously. Since our program of calculating the matrix element does not include combined 
correction terms, this test shows that without combined correction terms for the ma­
trix elements the hermiticity is not damaged too much after summing over the whole 
irreducible zone even when for some transitions it was found that the hermiticity was 
violated to about 20%. 
Face centered cubic and hexagonal closed packed Co 
Recently Suzuki et. a/.[37] reported the polar Kerr effect on both hep and fee Co 
single crystal overlayers with thickness of about 1000 A. Their data do not seem to 
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with zero life time parameter. 
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agree well with existing theoretical calculations[38, 39]. We have carried out calcula­
tions for both cases. For fee Co, the lattice constant is 3.538 Aand the magnetization 
is along the [001] direction. For hep Co, cja = 1.622 and the density is the same as 
that of fee Co we calculated. For fee Co, our lattice constant is very close to that of 
the experimental (100) sample which is 3.54 A. Since the thickness is larger than the 
penetration length which is of order 100 A, our bulk results can be compared with 
these data. In Figure 5.3 the absorptive part of both the diagonal and off-diagonal 
conductivity is shown for both structures with the life time parameter e = 0. Taking 
e = O.beV, we calculated the complex Kerr angle for both cases and the results are 
shown in Figure 5.4 for hep Co and Figure 5.5 for fee Co. Note that we did not put 
in a intra-band part in calculating the Kerr angle so that direct comparison with the 
experimental data is meaningful only at energies higher than 1.5eV where the intra-
band contribution is negligible. Plotted together in Figure 5.4 and Figure 5.5 are 
theoretical calculations by Gasche et. a/. [38] and the experimental data[37]. We note 
that while other calculations did not reproduce well the experimental peaks around 
4eV for both cases, we are able to obtain these features. And furthermore, we also 
reproduce the trend from hep to fee Co in both the Kerr rotation and ellipticity, i.e., 
fee Co has larger Kerr rotation and ellipticity than those of hep Co. So far we cannot 
identify the origin of the difference among different theoretical calculations. 
Magneto-optical Properties of NiMnSb and PtMnSb 
Since the first experimental report on the large magneto-optical Kerr effect 
(MOKE) in PtMnSb[41], extensive efforts from both the theoretical and experimen­
tal side have been devoted to understanding its origin[41, 42, 43, 44, 45]. The large 
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Black dots are experimental data by Suzuki et. a/.[37]. 
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MOKE present in PtMnSb is much reduced in other related materials such as NiMnSb 
and PtMnSn[41]. 
NiMnSb and PtMnSb share many similar properties. Their saturation magnetic 
moments are both about 4.0 and they both crystallize in the Cl^ structure which 
is face-centered cubic (fee) with space group F43m. This structure is often found for 
ternary transition-metal intermetallic compounds {XYZ) and is closely related to the 
ordinary L2i Heusler alloys {X2YZ). Both structures can be described by means 
of four equally spaced interpenetrating fee lattices along the cubic diagonal. The 
ordinary L2i Heusler alloys have inversion symmetry but the Cl^ Heusler alloys do 
not, one of X-site in ordinary is vacant for the Cl^ structure. 
Largely due to this lowered point symmetry[42], NiMnSb, PtMnSb, and many 
other Cl^ Heusler alloys were predicted by band structure calculations based on local 
spin density approximation (LSDA) to be half metaUic ferromagnets (HMF)[42, 46, 
47], namely they are metals for majority spin electrons but exhibit semiconductor-like 
gaps for minority spin electrons. 
Despite all these similarities in their physical properties, NiMnSb and PtMnSb 
were found to have very different magneto-optical properties, in particular PtMnSb 
was found to have the largest MOKE at room temperature among all materials, about 
4 times as big as that of NiMnSb[41]. There have been many speculations relying on 
some incomplete calculations[44, 48] as well as some simple observations[45] trying 
to understand the magneto-optical behavior. Among these, the observation of Feil 
and Haas[45], that the sharp increase in the MOKE may be due to the existence 
of the plasma resonant edge, appears to us to be most appealing and is consistent 
with the experiment[43]. It is important that these ideas be checked quantitatively. 
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Table 5.1: Magnetic Moments of NiMnSb and PtMnSb (Theory and Experiment) 
Compounds Pt/Ni Mn Sb Total Experiment*^ 
PtMnSb^ 0.192 3.86 -0.066 4.00 3.97^ 
PtMnSb^ 0.031 0.051 -0.0027 0.080 
NiMnSb^ 0.379 3.63 -0.028 4.02 3.85^ 
NiMnSb^ 0.017 0.033 -0.0044 0.045 
"Experimental total moment taken from [41]. 
^Spin moments. 
^Orbital moments (only theoretical values shown). 
We have carried out first principles studies for diagonal and off-diagonal conductivity 
which address these issues. The results are given in the next section. For the calcu­
lation we have used a scalar relativistic atomic- sphere-approximation tight-binding 
linear-mufBn-tin-orbital (ASA-TB-LMTO) band structure program with the com­
bined correction term[15] described in Chapter Two, adding spin-orbit coupling in 
every iteration to self consistency. In all calculations we used the experimental lattice 
constants from [41]. An empty sphere with zero nuclear charge was inserted in the va­
cant fee sublattice site. For the exchange-correlation functional, the von Barth-Hedin 
form was used. For simplicity we have considered the case of the magnetization along 
[001] direction where the absorptive part of the off-diagonal conductivity is given by 
the difference between the absorption of the right- and left- circularly polarized light 
(see Theorem //of last chapter). 
Because of the low point symmetry, the irreducible zone, which is one-eighth of 
the first Brillouin zone in volume, was generated by the following three symmetry op­
erations: rotation around [001] by tt, reflection through the (100) plane, and rotation 
around [110] by TT. 
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The spin and orbital moments from the self consistent LSDA calculation are 
given in Table 5.1 and compared with the available experimental total moment data. 
Shown in Figure 5.6 is the spin density of states for both NiMnSb and PtMnSb. As 
one can see, for the minority spin electrons, the semiconductor-like gap opens up at 
the Fermi level. Another observation is that although the majority spin electrons are 
metallic, the density of states at the Fermi level is very low for both materials. 
The calculated complex diagonal and the off-diagonal conductivity for both 
NiMnSb and PtMnSb are shown in Figure 5.7 and Figure 5.8 respectively. These re­
sults together with a fitted intraband contribution were used to calculate the complex 
Kerr angle, and the resulting complex Kerr rotations together with the experimental 
Kerr rotations taken from [41] are shown in Figure 5.9. 
When compared to the data given in [43], we find that the agreement for the 
diagonal conductivity in the NiMnSb case is better than that for PtMnSb. The first 
experimental peak[43] for NiMnSb is about 3.15eV' nearly the same as our theoretical 
result while for PtMnSb it is about 3AeV, some 0.5eV higher than the theoretical 
peak position. In both cases the theoretical values tend to be larger than the exper­
imental values. Due to these discrepancies with the experimental data, theory does 
not give the correct plasma resonant edge for PtMnSb. Experimentally the frequency 
of the sharp Kerr rotation peak[41] occurs exactly where the real part of the diagonal 
dielectric constant is close to one, and the imaginary part at the minimum[43]. As 
a result, the large Kerr rotation for PtMnSb was not reproduced by the calculations 
although we do see the increase of MOKE from NiMnSb to PtMnSb. This increase 
in our calculation is clearly due to the larger off-diagonal conductivity in PtMnSb 
than in NiMnSb and the latter is due to a larger spin-orbit coupling of Pt than that 
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of Ni. To confirm this, we have done a test calculation on NiMnSb with the spin 
orbit coupling parameters of Ni replaced by those of Pt. The resulting ofF-diagonal 
conductivity of NiMnSb becomes close to that of PtMnSb in both magnitude and 
shape. 
Our calculations indicate that a more accurate description of the energy bands 
in these systems, especially for PtMnSb, is required. 
Recently, Paul Canfield[49] repeated the measurement of the magnetic moment 
of the single crystal PtMnSb sample grown in his laboratory and found the moment 
he obtained was no smaller than 4.32//J5 even using different heat treatments for the 
sample. This presents a serious challenge to the half metallic character of this material 
and casts doubts on the accuracy of the band structure calculations. Recall that 
earlier experimental measurements of the magnetic moments all give values lower than 
4/u5 at finite temperature which can still be compatible with the theoretical value 
A^B at zero temperature. We have carried out a LDA+U self consistent calculation 
with Mn half filled 3d shell being treated as localized and found that the system 
no longer exhibits half metallic character and the magnetic moment was enhanced. 
With suitably chosen parameters, we get the ground state moment to be 4.37fiB. We 
did not, however, get improvements in our calculated magneto-optical properties of 
the system using the LDA+U scheme[50, 51]. We think more accurate measurements 
both on the magnetic moment and the structure of the system are required to clarify 
the situation. 
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