Abstract-A convenient representation for blob-like figures in an image consists of the orientation, length, and width of a bounding rectangle. One fast algorithm for producing such a bounding rectangle is based upon a dot product space. The analysis of the dot product space shape representation is improved to handle certain pathological cases, and it is shown how to generalize this analysis to accommodate different criteria for the goodness of the representation.
(26) (27) N(n) A 00, respectively. Observing that functions of some orthogonal systems are bounded by decreasing sequences (see Remark 1), we give weaker conditions on N(n) ensuring pointwise convergence [conditions (14) or (8) . Moreover, our results remain valid for orthonormal systems which are not uniformly bounded (e.g., the Legendre and the Haar orthonormal systems).
Bleuez and Bosq [21 offer necessary and sufficient conditions for the convergence of density estimates (8) , but in their considerations, probability densities are bounded. Particularly, they prove that using the trigonometric orthonormal system, the conditions (27) are necessary and sufficient for weak pointwise and weak L2 convergence.
IV. FINAL REMARKS
The results of this paper can be extended as follows: based on the learning sequence (T1, X1), -** , (Tn, Xn), we wish to classify Xn+j, j > 1. In this case, pattern recognition procedures with estimates (8) are also applicable, and our theorems remain valid.
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I. INTRODUCTION
Irn many computer vision applications, it is necessary to describe the gross shape of blob-like figures. A convenient representation for these blob-like figures in an image consists of the orientation, length, and width of a bounding rectangle. These descriptors can also be used to describe an ellipse. In fact, the bounding rectangle descriptors are most appropriate when blob-like really means close to elliptical.
One fast algorithm for producing such a bounding rectangle is based upon a dot product space [1] , [2] . This method is similar to Hough-like techniques [7] in that local evidence about the nature of the shape is projected into a transform space, where it is relatively easy to make a global judgment. Such methods can be very robust in the presence of occlusions and incomplete boundary information. They may also lend themselves to very fast parallel or vector-machine implementations.
The implementation described by Firschein et al. [21 accomplished both the transformation and analysis operations with the use of a vector machine. Their final analysis phase is direct and simple, but behaves poorly (in the sense that the resulting descriptions are poor) for certain pathological cases.
In this paper, the analysis of the dot product space representation of a shape is improved to handle some pathological cases in a reasonable way, and it is shown how to generalize this analysis phase to accommodate different criteria for the goodness of the representation.
II. BOUNDING RECTANGLES Shape is an important attribute of individual figures in an image. Fortunately, it is often enough to treat a figure as a blob, with an overall orientation, length, and width. These descriptors, along with position, completely specify an arbitrary rectangle. In applications where the spatial extent of the figure is the feature of interest, it is usual to describe the blob by giving a bounding rectangle in which the figure is inscribed.
For a given figure, there are many such bounding rectangles, some better than others. The easiest bounding rectangle to construct is defined by the minimum and maximum extent of the figure in the X and Y directions. 
corresponds to projecting the figure onto the X and Y axes of the coordinate system and noting the range of the image of the figure on each axis. Better bounding rectangles can be generated, at greater computational cost, depending on the criteria dictated by the application.
Most reasonable criteria will agree for elliptical blobs, but but may differ for others. (See Fig. 1 As with enclosing rectangles, there are several measures of the goodness of an elliptical approximation to an arbitrary blob. For example, one may wish to preserve area, orientation, and aspect ratio (length/width) rather than require that the approximating ellipse strictly enclose the original figure.
III. DOT PRODUCT SPACE The dot product space method of shape description depends on the following three observations.
1) The length of a figure along a particular orientation is exactly the extent of the image of the figure, projected into a line at that orientation.
2) The required projection operation is simply the dot product of the vector representing an individual point with the unit vector at the desired orientation.
3) In most applications, we can afford to approximate the orientation which yields the maximum length (and also the value of the maximum length).
Once the required precision of the orientation calculation is known, a set of unit vectors can be chosen to span the range [0,180)0 at that precision. Associated with each unit vector are two accumulators, which are used to store the two extremes of the figure's projection.
The diameter of the blob is now simply the maximum value of the extent of a blob's projection as a function of orientation. The orientation of the blob is the orientation which sees this maximal projection. Furthermore, the width of the bounding rectangle at this orientation is the extent of the projection of the blob as seen at an orientation offset 900 from the major axis. All of this is simple to compute, given the set of accumulators tiling the dot product space. (See Fig. 2 .)
The idea of calculating extent along a particular axis by projecting points on that axis is discussed briefly by Freeman and Shapira [3 . The construction of a regular k-gon of viewing lines, followed by the calculation of the extents of the images of a set of points is analyzed in detail by Brown However, consider a rectangle. Clearly, this figure can be well approximated (!) by a bounding rectangle. Unfortunately, the method described above yields a particularly poor approximation. Moreover, for any original figure, if for some reason the approximation procedure is repeated, this method produces an unbounded sequence of bounding rectangles, each one larger than, and at an orientation completely different from, the previous approximation. Generalizing the Analysis The problem with the above method is the requirement that length equal diameter. This means that the length of a rectangular figure is taken to be the diagonal, and hence, the orientation of the approximation is guaranteed to be different from the orientation of the original rectangular figure.
Some applications may, in fact, require the maximum length approximation. In other applications, however, other measures (width, area, and aspect ratio) may be more appropriate. [51, and is useful independent of the generation of bounding rectangles and approximating ellipses. The extents of the k projections give a k-gon approximation to the convex hull of p points in O(kp) time.
IV. EXPERIMENTAL RESULTS
There are two distinct reasons for generating bounding rectangles from a set of points. The first is to describe the actual set of observed points itself. From this point of view, the previous section tells us that we can select arbitrary criteria for choosing a bounding rectangle. AS long as the criteria are functions of the length, width, and orientation of the bounding rectangle, we can provide effective procedures which will approximate an optimal such bounding recntangle from an analysis of W(O).
The second point of view is that the observed points represent evidence for some figure, and that the descriptors (length, width, and orientation) should describe that figure. This is often the case in computer vision applications.
With this second point of view in mind, it is possible to expenmentally determine the relative effectiveness of different evaluation criteria.
Ellipses
In experiment 1, data points were generated from the boundary of an arbitrary (but fixed) ellipse. The number of points in a sequence ranged from 3 to 50, with 100 sequences of each length. Each set of points was transformed into the dot product space and four bounding rectangles were generated, meeting the respective criteria: maximum length minimize width minimize area maximize aspect ratio.
From the point of view of describing the observed data points, each of these rectangles was optimal with respect to its own criterion. From the point of view of describing the underlying figure, we can calculate the error in estimating the length, width, and orientation of the ellipse. The minimum, maximum, and mean errors in orientation are shown, as functions of the number of data points, in Fig. 3 .
Rectangles Experiment 1 corresponds to one choice of underlying figure and data collection method. It appropriately models the case where 1) the underlying figure is a perfect ellipse; and 2) data points are generated by boundary detection. Experiment 2 changes these assumptions to 1) the underlying figure is a perfect rectangle; and 2) data points are generated by pixel classification (e.g., thresholding).
Again, 100 trials each of 3-50 data points were generated, the four bounding rectangles were chosen, and the range of error in the estimation of length, width, and orientation were recorded. The orientation data are shown in Fig. 4 .
Discussion
Experiment 1 shows that the length criterion is generally superior to the others when the underlying figure is an ellipse.
This superiority is most clearly seen in Fig. 3 , which compares the errors in estimating orientation. The length method converges fastest, with aspect ratio a close second. Width is a clear third.
The area method appears to be overly clever in fitting a bounding rectangle to the points. This generally involves placing data points near the corners of the rectangle. Since the underlying ellipse has no corners, this often produces bad estimates.
On the other hand, experiment 2 demonstrates the problems that the length method has in describing figures with corners. Fig. 4 shows a very broad error range for orientation estimates made by the length criterion. In fact, the length method is converging very nicely to the two wrong answers corresponding to the orientations of the rectangle's diagonals. Aspect ratio and width are clearly better, with area behaving about as well, except for the expected erratic behavior caused by its cleverness. Similar results, for the length and width estimates, may be found in [6] .
The strengths and weaknesses of these four methods are clearly demonstrated by these two experiments. The length method works very well for elliptical figures, but behaves poorly when the figures have corners. The area method, while appropriate for bottom-up descriptive applications, is occasionally very bad at providing estimates of the parameters of underlying figures. The width method provides biased estimates of the width of a figure [6] , but is generally better behaved than the other two methods. The aspect ratio method combines the strengths of the length and width methods, while avoiding their weaknesses. The dot product space representation of a figure provides a k-gon approximation to the convex hull of p points in 0(kp) time, from which bounding rectangles may be extracted. The best such rectangle, according to a given criterion, may be found in 0(k) time.
Of the four methods directly tested here, the maximize length performs well on elliptical figures, but minimize width is more robust. Combining length and width in the minimize area method provides good descriptions of the observations, but poor estimates of the underlying figure. Combining length and width in the maximize aspect ratio criterion provides a method which is both accurate and robust.
The amount of error introduced by using k discrete cells to tile the dot product space is easy to calculate [ 1] and control. The simplicity and inherent parallelism of the dot product space transform make it an ideal candidate for vector machine [2] image is constructed as follows: start with the entire image, subdivide it into quadrants if its gray level standard deviation is high, and repeat the process for each quadrant. This yields a decomposition of the image into blocks, each having low standard deviation, so that each of them can be approximated by a constant value, namely, its mean. The histogram of this approximated image tends to have sharper peaks than that of the original image since the block averaging reduces the variability of the gray levels within homogeneous regions. A possible way of further improving the histogram is based on the fact that small blocks tend to occur near region borders; thus, suppressing these blocks should tend to deepen the valleys on the histogram, making threshold selection (to separate regions of different types) easier. Conversely, the histogram of the small blocks only represents a population of pixels near region borders, and if there are only two types of regions (e.g., objects and background), the mean of this histogram should be a useful threshold for separating them; but in practice, this method is not very reliable since background fluctuations also give rise to border pixels.
Index tenns-Image processing, quadtrees, segmentation, thresholding.
I. INTRODUCTION Pavlidis [1] has introduced a class of image segmentation techniques based on recursive splitting of the image into homogeneous "blocks," followed (if desired) by the merging of adjacent blocks whose unions are still homogeneous. A very simple case of this approach defines "homogeneous" in terms of gray level standard deviation, splits by recursive subdivision into quadrants, and does not allow merging. Thus, we start with the entire image, subdivide it into quadrants if its gray level standard deviation is high, and repeat the process for each quadrant. This yields a decomposition of the image into blocks (quadrants, quadrants of quadrants, . . .), each having low standard deviation; thus, each such block can be approximated by a constant value, namely its mean. This decomposition can be represented by a directed tree of out-degree 4 in which the root node represents the whole image, and whenever we split a block, we give its node four sons representing its quadrants. The leaves of the tree represent the blocks that are not split. ( In the special case where we split unless the standard deviation is zero, we obtain a decomposition into blocks of constant value; this is the quadtree image representation first introduced by Klinger [2] , which is most commonly used only for binary images, since for many gray levels, large blocks of constant value become very rare.) We will refer to an image approximation obtained by recursive subdivision into quadrants as a Q-image [3 ] .
Q-images can be used in a number of ways as aids to image segmentation [3] , [4] . 
