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na¨ita¨ torsioita voidaan ka¨ytta¨a¨ CW-kompleksien yksinkertaisen homotopiatyypin
ma¨a¨ritta¨miseen.
Keskeinen tavoite diskreetissa¨ Morse-teoriassa on ymma¨rta¨a¨, kuinka CW-
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Chapter 1
Introduction
One of the central questions in mathematics is how to classify objects. That
is, in what sense, say, two topological spaces are the same. The strictest
possible condition is to require them to be homeomorphic. Homeomorphic
spaces have, in a sense, the same set of points and the same collection of
open sets and these are exactly the defining properties of a topological space.
The objects that we consider different in everyday life, such as a solid square
and a disc, are the same as topological spaces, i.e. there is a homeomorphism
between them. The idea behind a homeomorphism is that two homeomorphic
spaces can be continuously deformed to each other. However, we know that a
disc can be continuously deformed to a point but this is not possible without
changing the set of points the disc has – there is no bijection between a disc
and a point. There is a more general notion called homotopy equivalence
that allows this and it provides a rougher way to divide topological spaces in
equivalence classes.
Whitehead’s studies in combinatorial topology in the 1940s led to the def-
inition of CW-complexes and to the notion of simple-homotopy equivalence.
He tried to represent homotopies between CW-complexes as a composition
of simpler moves: elementary collapses and expansions. Using an algebraic
K-theory invariant nowadays called the Whitehead torsion he managed to
show that not all homotopy equivalences can be decomposed into a composi-
tion of these moves. Chapman showed in the 1970s that any homeomorphism
has trivial Whitehead torsion and can be presented as a finite sequence of
elementary collapses and expansions.
Simple-homotopy theory has a central role in proving important results
in surgery theory and polyhedral topology. The Whitehead torsion is used
to prove the s-cobordism theorem which plays a central role in classification
of high dimensional manifolds. Furthermore, Milnor’s counter example to
the polyhedral Hauptvermutung can be stated using the Whitehead torsion
1
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although he used another torsion element called the Reidemeister torsion.
These two torsions have a close connection that we use in Section 3.3 to give
an example of a homotopy equivalence that is not simple. For more informa-
tion on s-cobordisms and the Hauptvermutung, see [Ran96] and [Ran02].
CW-complex structure makes it possible to use algebra to study topolog-
ical spaces but to be able to make use of CW-structure a topological must
first be given one. A common way to do this is to triangulate the space. The
problem with triangulation is that it is often too complex and computations
become troublesome.
Finding ways to simplify CW-structure was an important motivation
when Forman developed a discrete version of Morse theory in the 1990s.
Where Morse theory is used to analyse manifolds, discrete Morse theory is
used to analyse CW-complexes. The main theorem of discrete Morse the-
ory gives a condition on the minimal number of cells required to build a
CW-complex of a certain homotopy type. Given a CW-complex we have
to use elmentary collapses to simplify it to the minimal form. However,
some of these collapses have to be performed within the complex. The main
objective of this thesis is to study how these internal collapses change the
simple-homotopy type of the CW-complex. We show in Section 4.2 that
they can always be turned into a sequence of elementary expansions and col-
lapses, and the main theorem of discrete Morse theory works in the sense of
simple-homotopy.
Chapter 2
Preliminaries
In this chapter we go through some essential definitions required later in
the thesis. The chapter is a slightly modified version of a text that has ap-
peared earlier in author’s special assignment Whitehead Torsion and Simple-
Homotopy Theory.
2.1 CW-complexes and Universal Covers
In this section we revise elementary definitions and results in algebraic topol-
ogy needed in order to understand simple-homotopy theory and discrete
Morse theory. The purpose of this section is to set up notation and de-
fine only the most important notions. For a more extensive treatment see for
example [Hat01] or [Spa89].
First, we make precise what we mean by gluing spaces together. The op-
eration of attaching topological spaces via a continuous map is called gluing.
Let X and Y be topological spaces and let A be a subspace of Y . Given
a continuous map f : A → X, we can attach Y to X to obtain a quotient
space
X q Y/
f(A) ∼ A = X ∪f Y.
Here XqY denotes the disjoint union of X and Y and f(A) ∼ A means that
we identify A and its image under f . The topology is given by the quotient
topology and the obtained space is called an adjunction space and the map
f is called an attaching map.
We now define the objects to be investigated: the CW-complexes. The
building blocks of a CW-complex are called n-cells, where n refers to the
dimension of the cell. An n-cell is the image of an n-dimensional closed ball
under an attaching map. A subspace A of X is called a discrete space if
every point x ∈ A has a neighborhood U such that A ∩ U = {x}.
3
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Definition 2.1. A relative CW-complex is a pair (X,A) consisting of a
Hausdorff space X and a closed subspace A together with a sequence of
closed subspaces {Xn}, called n-skeletons, such that
(i) A ⊂ X0 and X0\A is a discrete space. The points of X0 are 0-cells ;
(ii) for every n ≥ 1, Xn is obtained by attaching n-dimensional closed balls
to Xn−1;
(iii) X =
⋃
nX
n;
(iv) the topology on X is such that, for every n, a set S ⊂ X is open if and
only if S ∩Xn is open in Xn.
If A = ∅, then X is a CW-complex and if A is a CW-complex, then A is a
subcomplex of X and we say that (X,A) is a CW-pair. If the sequence of
closed subspaceses {X i} is finite, then we say that the relative CW-complex
(or the CW-complex or the CW-pair, respectively) is finite.
When mapping CW-complexes it is useful to preserve the cell structure.
Definition 2.2. Let (X,A) and (X ′, A′) be CW-pairs. A map f : (X,A)→
(X ′, A′) is cellular if f(Xn, A) ⊂ (X ′n, A′) for all n.
Attaching a cell is an example of an adjunction space. If en is an n-cell it
is attached to the (n−1)-skeleton Xn−1 of the CW-complex X. The cells are
always attached along their borders and the attaching map of an n-cell en is
a continuous map f : ∂Dn → Xn−1. The map ϕ : Dn → Xn which coincides
with the attaching map f on the border ∂Dn is called a characteristic map of
the n-cell en. The restriction of ϕ to the interior of Dn is a homeomorphism.
If all the characteristic maps are homeomorphisms also on the border, then
the CW-complex is regular.
Proposition 2.3. Let X and Y be CW-complexes and A a subcomplex of
X. Let f be a map A→ Y and q the quotient map X qY → X ∪f Y . If f is
cellular, then X∪f Y has a natural CW-structure with the cells of Y attached
via their original attaching maps together with the cells of X\A attached via
q ◦ ϕi, where the ϕi are the original attaching maps.
Many useful spaces arise by gluing spaces together. We denote the unit
interval [0, 1] by I. If f : X → Y is a map between topological spaces, the
mapping cylinder Mf is the space (X × I) ∪f Y , where f is seen as a map
X × {0} → Y .
A covering space of X is a space X˜ together with a continuous map
p : X˜ → X such that there exists an open cover {Uα} with the property that
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for each α, p−1(Uα) is a disjoint union of open sets, each homeomorphic to
Uα via p. Automorphisms X˜ → X˜, called covering transformations, form a
group G(X˜) under composition. If a covering space of X is simply connected,
i.e. path-connected with a trivial fundamental group, it is called the universal
cover of X. A connected CW-complex always admits a (unique) universal
cover.
The group ring R[G] of a group G over a ring R is the set of linear
combinations ∑
g∈G
rgg
where rg ∈ R for every g ∈ G, and where only finitely many of the coefficients
rg are non-zero. Summation and multiplication by a scalar r ∈ R in R[G]
are defined by extension. Multiplication is defined(∑
g∈G
rgg
)(∑
h∈G
rhh
)
=
∑
g,h∈G
(rgrh)(gh).
Observe that under these operations R[G] is a ring.
The group of covering transformations G(X˜) of a universal cover is iso-
morphic to pi1(X, x0). Thus the fundamental group pi1(X, x0) acts freely on
the universal cover of X by covering transformations and this action induces
an action of Z[pi1(X, x0)] on X˜. The cellular chain complex of universal covers
consists of abelian groups
Cn(X˜, Y˜ ) ∼= Hn(X˜n, X˜n−1) ∼= FAb({en | en is an n-cell of X˜}),
where FAb : Grp → Ab is the free abelian group functor. We can see
the abelian groups Cn(X˜, Y˜ ) as Z[pi1(X, x0)]-modules under the action of
Z[pi1(X, x0)] on X˜.
2.2 K-Theory
We begin by setting up some notation and defining K1(R). We denote the
group of n×n-matrices over a ring R by Mn(R) and the general linear group
of degree n over a ring R by GLn(R). The direct limit of the sequence
GL1(R) ↪→ GL2(R) ↪→ · · ·
is called the infinite dimensional linear group over a ring R and it is denoted
GL(R). The group operation is given by ordinary matrix multiplication.
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A matrix is called an elementary transvection if it coincides with the iden-
tity matrix save for one off-diagonal element. An elementary transvection
is denoted τi,j(r), where r ∈ R is the off-diagonal element on the row i and
column j. Observe that τi,j(−r) = τ−1i,j (r) and elementary transvections are
invertible. The identity is given by the identity matrix. The group generated
by n× n-elementary transvections over R is denoted by En(R) and it forms
a subgroup of GLn(R). Again, we get a sequence of inclusions
E1(R) ↪→ E2(R) ↪→ · · ·
and the direct limit of the sequence is the infinite dimensional group of el-
ementary transvections E(R). A lemma by Whitehead states that E(R) is
the commutator subgroup of GL(R). ([Mag02, (9.7)])
Definition 2.4. The first algebraic K-theory group K1(R) of a ring R is the
abelianization GL(R)/E(R) of GL(R).
Besides as a product of matrices, the group operation in K1(R) can also
be seen as a block sum.
Proposition 2.5. Let A ∈ GLn(R) and B ∈ GLm(R) and let X be an
(n×m)-matrix and Y an (m× n)-matrix. Then[
A X
0 B
]
=
[
A 0
Y B
]
=
[
A 0
0 B
]
= [A][B]
in K1(R).
For a proof, see [DK01, Theorem 11.8]. In the usual linear algebra we
require the entries of a matrix to belong to some field k. Replacing a field by
a ring arouses questions like whether the determinant still exists. Let A,B ∈
Mn(R). The following are the characteristic properties of determinant:
• det(AB) = det(A) det(B).
• det(τi,j(x)) = 1 for every 0 ≤ i, j ≤ n, i 6= j.
• for every n ≥ 1
det
([
A 0
0 1
])
= det(A).
• A is invertible if and only if det(A) is a unit.
If the ring R is commutative, the properties of determinant are still true so
it makes sense to consider the special linear group SL(R) consisting of the
matrices in GL(R) with determinant 1.
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Definition 2.6. The special Bass-Whitehead group SK1(R) of a commuta-
tive ring R is the quotient SL(R)/E(R).
Proposition 2.7. Let R be a commutative ring. Then
K1(R) ∼= SK1(R)⊕R∗.
For a proof, see [Mag02, (9.18)]. By Proposition 2.7 the computation of
K1(R) for commutative rings reduces to computing SK1(R) and the group
of units.
To give an idea of how the computations look, we compute K1(R) for a
euclidean ring. Recall that a commutative ring R is called euclidean if there
are no zero-divisors and there exists a function f : R→ N such that for every
r, r′ ∈ R
• f(r) = 0 if and only if r = 0.
• f(rr′) = f(r)f(r′).
• if r′ 6= 0, there exist p, q ∈ R such that r = pr′+q and 0 ≤ f(q) < f(r′).
Proposition 2.8. For a euclidean ring R, K1(R) ∼= R∗.
Proof. First observe that multiplication by an elementary transvection corre-
sponds to row-addition. Denote A = (ai,j) ∈ GLn(R), where R is a euclidean
ring. As A is invertible, we have ak,1 6= 0 for some k. Let f : R → N be a
function satisfying the conditions of the definition of a euclidean ring. We
can write 1 = pak,1 + q, where 0 ≤ f(q) < f(ak,1). If f(ak,1) = 1, we have
f(q) = 0, so q = 0 and ak,1 is a unit. If f(ak,1) > 1, then ak,1 is not a unit,
and thereby generates a proper ideal 〈ak,1〉 ⊂ R. However, A is invertible
so 〈ai,1 | 1 ≤ i ≤ n〉 = R. Hence there exists l 6= k such that al,1 /∈ 〈ak,1〉
and we can write al,1 = pak,1 + q, where f(q) > 0. Now substracting the k
th
row multiplied by p from the lth row changes the entry al,1 to q, and by the
definition of a euclidean ring we know that f(q) < f(ak,1). We now have a
way to decrease the value of f(ai,1), where ai,1 is a non-zero element in the
first column. Iterating the procedure allows us to reduce the proof to the
case where there are only units and 0’s in the first column.
From now on, assume that every non-zero entry in the first column of
A is a unit and let ak,1 be the first such entry. Then multiplicating A by
τ1,k(1)τk,1(−1)τ1,k(1) moves the entry to the first row of the column 1. Next,
multiplications by τi,1
(−ai,1a−11,1), i > 1, transform all the other entries in the
first column to zero. We have transformed A to the form[
a11 ∗
0 A′
]
,
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where a11 is a unit and A
′ ∈ GLn−1(R). Iterating the whole process for A′
and so on allows us to transform A to an upper triangular matrix whose
diagonal entries are either units or 0’s.
Now that the matrix is in upper triangular form we can use the same idea
as for columns to transform all the entries on the first row, save for the first
one, to 0’s. A similar procedure can be performed on every row to obtain
a diagonal matrix D = (di,j). Note that since all the transformations have
been done by elementary transvections, the obtained diagonal matrix D has
the same determinant as the original matrix. Every non-zero entry of D is a
unit on the diagonal so D ∈ GLn(R).
Let B = (bi,j) be a n×n-matrix over R. By Proposition 2.5, the matrices[
In B
0 In
]
and
[
In 0
B In
]
are generated by elementary transvections and therefore belong to E2n(R).
Now consider an invertible matrix C ∈ GLn(R). We see that a matrix of the
form [
C 0
0 C−1
]
=
[
In C
0 In
] [
In 0
−C−1 In
] [
In C
0 In
] [
0 −In
In 0
]
is in E2n(R).
Next, consider again the obtained diagonal matrix D. Using transforma-
tions of the form 
In−m−2 0 0 0
0 aii 0 0
0 0 a−1ii
0 0 0 Im
 ∈ En(R),
where m ≤ n − 2, we can transform D to a form, where the only non-
identity entry on the diagonal is a1,1, which is a unit. To summarize, we
began with a matrix A ∈ GLn(R), where R is a euclidean ring. We ended up
having a diagonal matrix D′, whose only non-identity entry is a unit in the
(1, 1)-position. All this was obtained by using only elementary transvections.
Hence det(D′) = det(A). So, if A ∈ SLn(R), then det(D′) = 1 and D′ = In.
We deduce that A ∈ En(R). Since this holds for every n, we have SL(R) ⊂
E(R). On the other hand it is clear that E(R) ⊂ SL(R) so SL(R) = E(R).
Therefore SK1(R) = {0}. We conclude by Proposition 2.7.
This result is a hint why we should think of K1(R) as a determinant. If
k is a field, then K1(k) ∼= k∗. Indeed, in K1(k) the matrices in GL(k) are
divided in equivalence classes according to their determinant.
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Example 2.9. Z is a euclidean ring with respect to the absolute value and
K1(Z) ∼= Z∗ = {±1} by Proposition 2.8.
Chapter 3
Simple-Homotopy Theory
Simple-homotopy equivalence is a refinement of the notion of homotopy
equivalence given by composing certain elementary homotopy equivalences.
An algebraic invariant called the Whitehead torsion is used to detect these
simple-homotopy equivalences. In this section we go through the main defini-
tions and results of simple-homotopy theory. The classic textbook reference
in this subject is [Coh73] and this chapter is mainly a survey on certain parts
of the book.
In the first section we define simple-homotopy equivalence geometrically
and prove some useful results related to simplifying a CW-complex without
changing its simple-homotopy type. Often it is more useful to consider the
Whitehead torsion instead of constructing the simple-homotopy equivalence
explicitly. We will not consider the questions behind the definition of the
Whitehead torsion and we take the relation of the Whitehead torsion and
the geometric definition of simple-homotopy equivalence as given. Instead,
we will see how to use the Whitehead torsion to investigate the relation of
homotopy equivalence and simple-homotopy equivalence.
3.1 Collapses and Expansions
Homotopy equivalence is an equivalence relation defined for general topologi-
cal spaces. Simple-homotopy equivalence is a notion of homotopy equivalence
that takes into account the CW-decomposition of a space. The original mo-
tivation behind simple-homotopy theory was to see if homotopy equivalent
spaces could be detected by composing certain simple moves: elementary
collapses and elementary expansions.
Definition 3.1. Let (X,A) be a finite CW-pair such that X = A∪ en∪ en+1
and the cells en and en+1 are not in A. Then we say that the inclusion A ↪→ X
10
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is given by an elementary collapse or X collapses to A by an elementary
collapse if the following holds. Write ∂Dn+1 = Dn+ ∪Dn− with ∂Dn+ = ∂Dn−.
The (n+ 1)-cell en+1 has a characteristic map ϕ : Dn+1 → X such that ϕ∣∣
Dn+
is a characteristic map for the n-cell en and ϕ(Dn−) ⊂ A. If the inclusion
A ↪→ X is given by an elementary collapse, we denote X ↘e A or A↗e X,
respectively. The latter one is then called an elementary expansion.
e
Figure 3.1 A CW-complex with two 0-cells, three 1-cells and two 2-cells
collapsing to a CW-complex with two 0-cells, two 1-cells and one 2-cell by
an elementary collapse.
Theorem 3.2. Let (X,A) be a CW-pair such that X = A ∪ en ∪ en+1 ↘e
A. Then there is a cellular deformation retraction d : X → A such that
d
∣∣
X×{1}(e
n ∪ en+1) ⊂ ϕ(Dn−), where ϕ is the characteristic map of en+1 and
Dn− is the lower hemisphere of ∂D
n+1 that is mapped into A by ϕ.
Proof. Since the inclusion A ↪→ X is given by an elementary collapse we
have, by definition, that the characteristic map ϕ : Dn+1 → X of the (n+1)-
cell en+1 maps the lower hemisphere Dn− into A. Denote ϕ
∣∣
Dn−
= ψ. Now
it is easy to see that A ∪ψ Dn+1 and X are homeomorphic. Furthermore,
identifying Dn+1 with Dn × I so that Dn × {0} corresponds to Dn− and the
rest of the border of the cylinder corresponds to Dn+ shows that A ∪ψ Dn+1
is homeomorphic to the mapping cylinder of ψ. Since the mapping cylinder
deformation retracts to A by sliding each point (x, i) ∈ Dn × I to ψ(x) we
see that all the points are sent into ϕ(Dn−) ⊂ An. On A the deformation
retraction is identity so it is cellular.
By Theorem 3.2 we know that to any elementary collapse we can asso-
ciate a deformation retraction d. On the other hand, for every elementary
expansion, there is an inclusion and this inclusion is the homotopy inverse of
d. It follows that if two spaces have the same simple-homotopy type, then
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there is a map f1 ◦ · · · ◦ fn between them and each fi is either a deformation
retraction or an inclusion. This composition is also a homotopy equivalence
since both deformation retraction and its homotopy inverse are homotopy
equivalences.
Definition 3.3. Let (X,A) be a CW-pair. We say that X collapses to A
or A expands to X and denote X ↘ A or A↗ X if there are subcomplexes
X1, X2, . . . , Xn such that
X ↘e X1 ↘e · · · ↘e Xn ↘e A.
Definition 3.4. A finite sequence of operations, each of which is either an
elementary collapse or an elementary expansion, is called a formal deforma-
tion.
Definition 3.5. Let X and Y be CW-complexes with a formal deformation
between them. Denote f : X → Y , f = f1◦f2◦· · ·◦fn, where each fi is either
the deformation retraction of an elementary collapse or the inclusion of an
elementary expansion. Any map X → Y which is homotopic to f is said to
be a simple-homotopy equivalence. If there is a simple-homotopy equivalence
X → Y , the spaces X and Y are said to be simple-homotopy equivalent and
we denote X upslope↘ Y .
Definition 3.6. Let (X,A) and (Y,A) be CW-pairs. If X and Y are simple-
homotopy equivalent and the composition f1◦f2◦· · ·◦fn realizing the formal
deformation restricts to the identity on A, then we say that X and Y are
simple-homotopy equivalent relative to A.
Since the map that realizes the formal deformation is a homotopy equiv-
alence, a simple-homotopy equivalence is also a homotopy equivalence and
defines an equivalence relation. It is reasonable to ask whether the reverse
holds – that is, if a homotopy equivalence is a simple-homotopy equivalence.
It turns out this is not the case. In fact, if two spaces are homotopy equiv-
alent, they are not simple-homotopy equivalent in general. Thus simple-
homotopy equivalence is a refinement of the notion of homotopy equivalence.
The following result relating the simple-homotopy type of a CW-complex
and the attaching maps used to construct it will be useful later.
Theorem 3.7. Let X0 = A ∪ e0 and X1 = A ∪ e1 be CW-complexes, where
the ei are n-cells with characteristic maps ϕi : D
n → Xi such that ϕ0
∣∣
∂Dn
and ϕ1
∣∣
∂Dn
are homotopic. Then X0 and X1 are simple-homotopy equivalent
relative to A.
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Proof. The idea of the proof is illustrated in Figure 3.2. Assume that e0∩e1 =
∅. Then X = A ∪ e0 ∪ e1 is a well-defined CW-complex with X0 and X1 as
subcomplexes. Now, denote the homotopy from ϕ0
∣∣
∂Dn
to ϕ1
∣∣
∂Dn
by f . In
other words, let f : ∂Dn × I → A with f(x, i) = ϕi
∣∣
∂Dn
for i = 0, 1. By the
cellular approximation theorem the map
f : (∂Dn × I, ∂Dn × {0, 1})→ (A,An−1)
is homotopic to a map g such that g
∣∣
∂Dn×{0,1} = f
∣∣
∂Dn×{0,1} and g(∂D
n×I) ⊂
An. Define ϕ : ∂(Dn× I)→ X by setting ϕ∣∣
∂Dn×I = g and ϕ
∣∣
Dn×{i} = ϕi for
i = 0, 1. Identify Dn×I with Dn+1. We get a new CW complex Y = X∪en+1
by attaching a new (n+ 1)-cell en+1 to X via ϕ.
We claim that
X0 ↗e Y ↘e X1.
Denote ∂Dn+1 = Dn+ ∪ Dn−. For the expansion, identify Dn × {1} with Dn+
and the rest of ∂(Dn × I) with Dn−. Then ϕ
∣∣
Dn+
is the characteristic map for
e1 and ϕ(D
n
−) ⊂ X0, so Y is obtained from X0 by an elementary expansion.
Doing the identifications the other way round we get the elementary collapse
from Y to X1. Moreover, A remains intact during the whole process so this
finishes the proof for the case e0 ∩ e1 = ∅.
If e0 ∩ e1 6= ∅, we can construct a CW-complex X ′0 = A ∪ e′0 such that
e′0 ∩ (e0 ∪ e1) = ∅ and such that e′0 has the same attaching maps as e0. The
CW-complexes X0 and X
′
0 are then simple-homotopy equivalent by the proof
of the case e0 ∩ e1 = ∅.
e
e
Figure 3.2 The picture illustrates the idea behind the proof. In this case
the cell e1 is the red cell and the cell e2 the blue one. The black 1-cell
gives the homotopy of the attaching maps.
3.2 Whitehead Torsion
In this section we take a little detour and investigate simple-homotopy from
an algebraic point of view. It will not be necessary for the rest of the thesis
but it is useful when studying simple-homotopy theory.
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The Whitehead torsion is an algebraic way to detect simple-homotopy
equivalence. It is an element in a quotient of the first algebraic K-theory
group of a certain ring associated to a topological space.
Definition 3.8. Let G be a multiplicative group. The quotient
K1(Z[G])
/
〈g±1 | g ∈ G〉
is the Whitehead group of G denoted Wh(G).
A group homomorphism f : G→ G′ induces a ring homomorphism
f∗ : Z[G]→ Z[G′]
given by
f∗
(∑
i
nigi
)
=
∑
i
nif(gi),
which in turn induces a map
Wh(f∗) : Wh(G)→ Wh(G′)
given by
Wh(f∗)([(ai,j]) = [(f∗(ai,j))].
It is easy to check that Wh(f ◦g) = Wh(f)◦Wh(g) and Wh(IdG) = IdWh(G).
This means that we have a covariant functor Wh : Gr→ Ab.
Let C• be an acyclic chain complex of finitely generated free modules over
a ring R with a canonical choice of basis. It can be shown that an acyclic
chain complex is contractible with a chain contraction s•. Using this chain
contraction we obtain an isomorphism of R-modules
(∂• + s•)
∣∣
C2i+1
:
⊕
i
C2i+1 →
⊕
i
C2i.
Definition 3.9. The image of (∂• + s•)
∣∣
C2i+1
in
K1(R)
/
〈±1〉
is the torsion of the chain complex C• and it is denoted τ(C•).
We define the Whitehead torsion for a finite connected CW-pair (X,A)
such that A is a deformation retract of X. For a generalization to the non-
connected case, see [Coh73, §19]. Consider the universal covers X˜ and A˜.
It can be shown that A˜ is a deformation retract of X˜. The chain complex
C•(X˜, A˜) is an acyclic chain complex of Z[pi1(X)]-modules and the modules
have a basis labelled by the cells of (X,A).
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Definition 3.10. The Whitehead torsion of the pair (X,A) is the image of
τ(X,A) = τ(C•(X˜, A˜))
in Wh(pi1(A)).
Consider a general homotopy equivalence f : X → Y . If f is not cel-
lular, replace it by a cellular homotopy equivalence given by the cellular
approximation theorem. The mapping cylinder Mf is a finite CW-complex
because f is cellular and it deformation retracts to X since f was assumed
to be a homotopy equivalence. The homotopy equivalence f induces an
isomorphism of fundamental groups so, by functoriality, we have a map
f∗ : Wh(pi1(X))→ Wh(pi1(Y )).
Definition 3.11. The Whitehead torsion of a homotopy equivalence
f : X → Y is τ(f) = f∗τ(Mf , X).
Theorem 3.12. Let f : X → Y and g : Y → Z be cellular homotopy
equivalences. Then
(i) If f ' g, then τ(f) = τ(g);
(ii) τ(g ◦ f) = τ(g) + g∗τ(f).
For a proof, see [Coh73, §22]. By Theorem 3.12 the torsion τ(f) of a homo-
topy equivalence does not depend on the choice of cellular approximation,
because if f˜ and f˜ ′ are different cellular approximations, then f˜ ' f˜ ′ and
τ(f˜) = τ(f˜ ′). The use of the Whitehead torsion lies in the following theorem
by Whitehead.
Theorem 3.13. A homotopy equivalence f of CW-complexes is a simple-
homotopy equivalence if and only if τ(f) is trivial.
The proof of it is rather involved and not presented here. It can be found
in [Coh73, (22.2)]. We illustrate its use with a couple of examples. First of
all, assuming that there are non-trivial Whitehead groups, the Whitehead
torsion shows that not all homotopy equivalences are simple.
Lemma 3.14 ([Coh73, (22.3)]). Let (X,A) be a CW-pair and A a deforma-
tion retract of X. Then τ(ι) = ι∗τ(X,A), where ι : A→ X is the inclusion.
The following construction is from [Tur01, Proposition 7.1].
Theorem 3.15. Let Y be a CW-complex and let τ0 ∈ Wh(pi1(Y )). Then
there is a CW complex X and a homotopy-equivalence f : X → Y such that
τ(f) = τ0.
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Proof. Assume X is a CW-complex such that Y is a deformation retract
of X and τ(X, Y ) = −τ0. Let f be the homotopy inverse of the inclusion
ι : Y → X. Then
τ(f) = −f∗τ(ι)
because 0 = τ(IdY ) = τ(f ◦ ι) = τ(f) + f∗τ(ι), where we used Theorem 3.12
and Theorem 3.13. Moreover,
−f∗τ(ι) = (−f∗ ◦ ι∗)τ(X, Y ) = −τ(X, Y ) = τ0
by Lemma 3.14.
It remains to show that there always exists a CW-complex X such that Y
is a deformation retract of X and τ(X, Y ) = −τ0. Since −τ0 ∈ Wh(pi1(Y )),
it is represented by an invertible matrix (ai,j) ∈ GLk(Z[pi1(Y )]). Fix an
integer n ≥ 2. Define Y ′ by attaching k copies of n-spheres to Y at a point
y ∈ Y . Since n ≥ 2, we must have pi1(Y ′, y) ∼= pi1(Y, y), so pin(Y ′, y) is a
Z[pi1(Y )]-module. Consider the elements [Snj ] ∈ pin(Y ′, y) represented by the
k attached n-spheres. Define
[ϕi] =
k∑
j=1
ai,j[S
n
j ]
for every i ∈ {1, . . . , k}. Each [ϕi] ∈ pi1(Y ′, y) is represented by a map
ϕi : S
n → Y ′. Define a CW-complex
X = Y ′ ∪ϕ1 Dn+11 ∪ϕ2 · · · ∪ϕk Dn+1k .
The chain complex C•(X˜, Y˜ ) has only two non-trivial modules, namely
Cn(X˜, Y˜ ) ∼= Cn+1(X˜, Y˜ ) ∼= Z[pi1(Y )]k.
If we choose the orientations and lifts of the attached n- and (n + 1)-cells
appropriately, the boundary morphism ∂n+1 is represented by (ai,j). But
then [(ai,j)] = τ(X, Y ) = −τ0. Since (ai,j) is invertible, the chain complex
C•(X˜, Y˜ ) is acyclic and Y is a deformation retract of X.
A simple-homotopy equivalence must have a trivial Whitehead torsion
by Theorem 3.13 and, on the other hand, we just saw that any element
in the Whitehead group of a fundamental group of a CW-complex can be
realized as a torsion of a homotopy equivalence. There are fundamental
groups with a non-trivial Whitehead group, for example pi1(L(7, q)) = Z7
and Wh(Z7) 6= {0}, so there must be homotopy equivalences with a non-
trivial Whitehead torsion. We note that in many cases the Whitehead group
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is trivial and, indeed, for the most ordinary spaces there is no difference
between a homotopy equivalence and a simple-homotopy equivalence. For
example, if G is trivial; free abelian; or cyclic of order 2, 3, 4 or 6; then
Wh(G) = {0}. In general, it is not an easy task to compute Whitehead
groups. There is a well known conjecture that the Whitehead group of any
torsion-free group should vanish but this has been open for decades. See
[KL05, Conjecture 21.16].
The question whether there is a simple-homotopy equivalence X → Y
when there is a homotopy equivalence is a bit more difficult. It depends
not only on the Whitehead group of the fundamental group of the space
in question but also on the group of equivalence classes of self-homotopy
equivalences of X under homotopy.
Proposition 3.16. Let X be a CW-complex. Any CW-complex Y homotopy
equivalent to X is simple-homotopy equivalent to X if and only if
Wh(pi1(X)) = {τ(f) | f is a self-homotopy equivalence on X}.
Proof. Fix Y . If the CW-complexes X and Y are homotopy equivalent,
define
SY = {τ(f) | f : Y → X is a homotopy equivalence}.
By definition SY 6= ∅ so consider τ(f) ∈ SY . Assume there is also a CW-
complex Z that is simple-homotopy equivalent to Y . Then there is a simple-
homotopy equivalence s : Z → Y and τ(f ◦ s) ∈ SZ . By Theorems 3.12 and
3.13
τ(f ◦ s) = τ(f) + f∗τ(s) = τ(f),
so SZ ⊂ SY . By symmetry, SY ⊂ SZ . We have shown that if Y and Z have
the same simple-homotopy type, then SY = SZ .
The converse holds as well. If SY = SZ , then we can choose homotopy-
equivalences f : Y → X and g : Z → X such that τ(f) = τ(g). Let
h : X → Z be the homotopy inverse of g and consider the composition
h ◦ f : Y → Z. By Theorem 3.12,
τ(h ◦ f) = τ(h) + h∗τ(f) = −h∗τ(g) + h∗τ(f) = 0.
In conclusion, homotopy equivalent spaces X and Y are simple-homotopy
equivalent if and only if SX = SY .
Observe that SX is exactly the set of the Whitehead torsions of self-
homotopy equivalences on X. Moreover, by definition SX ⊂ Wh(pi1(X)).
Assume that any CW-complex Y that is homotopy equivalent to X is also
simple-homotopy equivalent to X. Any element τ0 ∈ Wh(pi1(X)) can be
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realized as τ(f) for some homotopy equivalence f : Y → X by Theorem 3.15.
Then Y and X are also simple-homotopy equivalent by assumption and by
what we just proved SY = SX . But τ0 = τ(f) ∈ SY = SX so Wh(pi1(X)) ⊂
SX . For the converse, assume Wh(pi1(X)) = SX . For any CW-complex
Y we have SY ⊂ Wh(pi1(X)) and therefore SY ⊂ SX by assumption. Since
SX = Wh(pi1(X)), any τ0 ∈ SX can be realized as τ(f) for some CW-complex
Y and some homotopy equivalence f : Y → X and so τ0 = τ(f) ∈ SY .
Therefore we have SY = SX for any Y homotopy equivalent to X and by
what we proved, X and Y are simple-homotopy equivalent.
Lastly, we note how simple-homotopy equivalences relate to homeomor-
phisms. The following highly non-trivial result is due to Chapman.
Theorem 3.17 ([Cha74, Theorem 1]). Any homeomorphism of compact con-
nected CW-complexes is a simple-homotopy equivalence.
3.3 Lens Spaces
We now use Theorem 3.13 to give an example of a homotopy equivalence
that is not simple.
Definition 3.18. Consider the unit sphere S3 ⊂ C2. Let p and q be coprime
integers and define a free Zp-action on S3 by
(z1, z2) 7→ (ζz1, ζqz2),
where ζ is the pth root of unity. A lens space L(p, q) is the quotient of S3 by
this action.
Recall from the previous section that Wh(Z7) is non-trivial. So, if we
have a space whose fundamental group is Z7 we should be able to find a
homotopy equivalence that is not simple. But pi1(L(7, q)) = Z7 so the lens
spaces L(7, q) are the spaces that we start investigating.
The following theorems give the homotopy classification of lens spaces,
credited to Franz [Fra35, Fra43], Rueff [Rue38] and Whitehead [Whi41].
Theorem 3.19. There is a map of lens spaces f : L(p, q) → L(p˜, q˜) such
that f∗(g) = g˜a if and only if
q deg(f) ≡ a2q˜ (mod p),
where f∗ is the induced map of the fundamental groups.
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Theorem 3.20. A map of lens spaces f : L(p, q) → L(p˜, q˜) is a homotopy
equivalence if and only if deg f = ±1.
For a proof, see for example [Coh73, (29.5)] or [DK01, Theorem 11.35].
Now consider the spaces L(7, 1) and L(7, 2). By choosing a = 2 the
condition for the existence of a degree 1 map f : L(7, 1)→ L(7, 2) is satisfied.
By Theorem 3.20 this map is a homotopy equivalence. To see if the map is
a simple-homotopy equivalence, we have to compute its Whitehead torsion.
The problem with the Whitehead torsion is that it is extremely difficult
to compute. However, there is another similar element, called Reidemeister
torsion, that is more computable. It is defined in a similar fashion as the
Whitehead torsion and since we have already defined the Whitehead torsion,
we can use it to define the Reidemeister torsion.
Definition 3.21. Let C• be a finite chain complex of finitely generated
S-modules with a canonical choice of basis and let f : S → R be a ring
homomorphism to a commutative ring. Suppose that C• ⊗S R is acyclic.
Then
τf (C•) = det(τ(C• ⊗S R)) ∈ R∗/〈±1〉
is called the Reidemeister torsion of C• with respect to f .
The advantage of the Reidemeister torsion is that in many cases it can
be defined even though the Whitehead torsion cannot be. This is because
C•⊗SR can be acyclic even though C• is not. We use multiplicative notation
for the Reidemeister torsion.
Definition 3.22. Let X be a CW-complex and R be a commutative ring.
Suppose f : Z[pi1(X)] → R is a ring homomorphism such that the chain
complex
C•(X˜)⊗Z[pi1(X)] R
is acyclic. Then
τf (X) = τf (C•(X˜)⊗Z[pi1(X)] R) ∈ R∗/〈±f(pi1(X))〉
is the Reidemeister torsion of X with respect to f .
The image of ±pi1(X) is quotiented out to make τf (X) independent of the
orientation of the cells and choice of lifts.
Theorem 3.23 ([Tur01, Theorem 9.1]). Let f : X → Y be a homotopy equiv-
alence of finite connected CW-complexes. Suppose that
ρ : Z[pi1(Y )] → R is a ring homomorphism to a commutative ring (with
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unity) so that C•(Y˜ ) ⊗Z[pi1(Y )] R is acyclic. Set η = ρ ◦ f∗ : Z[pi1(X)] → R.
Then C•(X˜)⊗Z[pi1(X)] R is acyclic and
ρ∗(τ(f)) = τρ(Y )τη(X)−1.
The proof of the following proposition draws from [DK01, Section 11.6]
and [Nic03, Example 2.9].
Proposition 3.24. There is a ring homomorphism
f : Z[pi1(L(p, q))]→ C
such that the twisted chain complex C•(L˜(p, q))⊗Z[pi1(L(p,q))]C is acyclic. More-
over, the Reidemeister torsion of L(p, q) with respect to f is
τf (L(p, q)) = (ζ − 1)(ζr − 1),
where ζ 6= 1 is the pth root of unity and qr ≡ 1 (mod p).
Proof. Let g be the generator of Zp. A lens space L(p, q) has a well known
CW-structure with one cell in each dimension. For every k ∈ Zp, we set
e0k = (ζ
k, 0)
e1k =
{
(eiθ, 0) | k2pi
p
≤ θ ≤ (k + 1)2pi
p
}
e2k =
{
(z1, sζ
k) ∈ C2 | s ∈ R,
√
|z1|2 + s2 = 1
}
e3k =
{
(z1, z2) ∈ S3 | k2pi
p
≤ arg(z2) ≤ (k + 1)2pi
p
}
.
For 0 ≤ n ≤ 3, the cells enk define a Zp-equivariant cell structure on S3. That
is, each n-cell is mapped to an n-cell by the free Zp-action
g · (z1, z2) = (ζz1, ζqz2).
Indeed, it is a straightforward computation to check that
g · e0k = e0k+1,
g · e1k = e1k+1,
g · e2k = e2k+q,
g · e3k = e3k+q.
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The orientation on the cells is defined to satisfy ∂(e2k) =
∑p−1
j=0 e
1
j ,
∂(e1k) = e
0
k+1− e0k and ∂(e3k) = e2k+1− e2k. Let qr ≡ 1 (mod p). It follows that
∂(e1k) = e
0
k+1 − e0k = g · e0k − e0k = (g − 1)e0k,
∂(e2k) =
p−1∑
j=0
e1j =
(
p−1∑
j=0
gj
)
e10,
∂(e3k) = e
2
k+1 − e2k = gr · e2k − e2k = (gr − 1)e2k.
To summarize, we have a Zp-equivariant cell structure on S3 consisting of
p cells in each dimension. Since L(p, q) is the quotient of S3 by the Zp-
action in question, we obtain a cell structure for L(p, q) with one cell in each
dimension. The cellular chain complex of the universal cover S3 is
0→ Z[Zp] g
r−1−−−→ Z[Zp]
∑p−1
j=0 gj−−−−−→ Z[Zp] g−1−−→ Z[Zp]→ 0. (†)
Observe that this chain complex has the homology of S3 so it is not
acyclic. To compute the Reidemeister torsion, consider the ring homomor-
phism f : Z[Zp] → C given by f(g) = ζ. Tensor the sequence (†) with C
over Z[Zp] and denote the obtained chain complex by C•. Let e be a cell
of L(p, q). The chain complex C• is a chain complex of free Z[Zp]-modules,
where each module Cn has a basis of the form e ⊗ 1. But L(p, q) has only
one cell in each dimension, so Cn is isomorphic to C for every 0 ≤ n ≤ 3 and
trivial otherwise.
Now f(gr − 1) = ζr − 1, f(g − 1) = ζ − 1 and
f
(
p−1∑
j=0
gj
)
=
p−1∑
j=0
f(gj) =
p−1∑
j=0
ζj ≡ 0 (mod p).
The chain complex C• becomes
0→ C ζr−1−−−→ C 0−→ C ζ−1−−→ C→ 0
and is acyclic. Now τ(C•) is represented by a matrix of the form[
ζ − 1 0
s1 ζ
r − 1
]
,
where s1 : C1 → C2 is a map in the chain contraction. The Reidemeister
torsion is
τf (C•) = det(τ(C•)) = (ζ − 1)(ζr − 1).
CHAPTER 3. SIMPLE-HOMOTOPY THEORY 22
Earlier in this section we noted that there is a homotopy equivalence
f : L(7, 1)→ L(7, 2)
of degree one. We also saw that this map fulfils the conditions of Theorem
3.19 for a = 2, so f∗(g) = g˜2 for g ∈ pi1(L(7, 1)) and g˜ ∈ pi1(L(7, 2)). Let
η : pi1(L(7, 1))→ C∗,
and
ρ : pi1(L(7, 2))→ C∗
be group homomorphisms such that η(g) = ζ and ρ(g˜) = ζ˜, where ζ is a
7th root of unity and extend them to ring homomorphisms to C. In order to
apply Theorem 3.23, we require η(g) = ρ(f∗(g)), which leads to the condition
ζ = ζ˜2 so we choose ζ˜ = ζ4. By Theorem 3.23
ρ∗(τ(f)) = τρ(L(7, 2))τη(L(7, 1))−1.
By Proposition 3.24
τη(L(7, 1)) = (ζ − 1)2
and
τρ(L(7, 2)) = (ζ˜ − 1)(ζ˜4 − 1) = (ζ4 − 1)(ζ2 − 1).
But then
ρ∗(τ(f)) =
(ζ4 − 1)(ζ2 − 1)
(ζ − 1)2 6= 1
since
|(ζ − 1)2| 6= |(ζ4 − 1)(ζ2 − 1)|.
This proves that τ(f) 6= 0 and f is not a simple-homotopy equivalence by
Theorem 3.13. Moreover, f cannot be a homeomorphism by Theorem 3.17.
Chapter 4
Discrete Morse Theory
Discrete Morse theory was developed in [For98] and it is, as the name sug-
gests, a discrete approach to the ideas behind original Morse theory which is
used to analyze the topology of a manifold. As such, discrete Morse theory
involves a notion of Morse function. The discrete Morse functions are lists
assigning a number to each cell of a CW-complex and they give a method to
simplify the complex. In this chapter we investigate how these simplifications
relate to the simple-homotopy theory presented earlier in the thesis.
4.1 Central Definitions and Results
A central result behind discrete Morse theory is that given a CW-complex X
and an n-cell en with an attaching map ϕ : ∂Dn → X, the homotopy type of
X ∪ϕ Dn only depends on the homotopy type of X and the homotopy class
of ϕ.
Theorem 4.1 ([LW69, Chapter IV, Corollary 2.4]). Let h : X → X ′ be a ho-
motopy equivalence of topological spaces with ϕ1 : ∂D
n → X and
ϕ2 : ∂D
n → X ′ attaching maps of n-cells. If h ◦ϕ1 ' ϕ2 then X ∪ϕ1 Dn and
X ′ ∪ϕ2 Dn are homotopy equivalent.
The theorem has an important corollary when h is the identity map.
Corollary 4.2. Let X be a topological space with ϕ1 : ∂D
n → X and
ϕ2 : ∂D
n → X ′ attaching maps of n-cells. If ϕ1 ' ϕ2 then X ∪ϕ1 Dn
and X ∪ϕ2 Dn are homotopy equivalent.
Topological manifolds of dimensions two and three can always be given
a CW-structure by triangulation. It is difficult, but possible, to come up
with non-triangulable examples in higher dimensions. However, it is often
23
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troublesome to work with triangulations and the more general CW-complexes
tend to have fewer cells. For example, a minimal triangulation of a torus in
Figure 4.1 consists of seven vertices, 21 edges and 14 triangles whereas the
CW-decomposition in Figure 4.2 has only one 0-cell, two 1-cells and one 2-
cell. Given a finite CW-complex it would be useful to have a way to find an
equivalent CW-decomposition with fewer cells. Making use of Theorem 4.1,
discrete Morse theory provides such a way up to a homotopy.
Figure 4.1 A minimal triangulation of a torus, where the boundaries are
identified according to the colours of the vertices.
Figure 4.2 A minimal CW-decomposition of a torus.
Before going further we set up some terminology and notation. Let en
and en+1 be cells in a CW-complex X. We write en < en+1 or en+1 > en when
en ⊂ en+1, where en+1 is the closure of en+1. Observe that en has to lie on
the boundary of en+1. We say that en is a face of en+1. Sometimes we might
not state the dimension of the cells explicitly. In that case, it makes sense
to write e ≤ d if e < d or e = d and d ≥ e, respectively. If the characteristic
map ϕ : Dn+1 → X restricts to a homeomorphism ϕ∣∣
ϕ−1(en) and ϕ
−1(en) is a
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closed n-ball, then en is a regular face of en+1. Otherwise, en is an irregular
face.
We proceed to introduce some aspects of discrete Morse theory as done
in [For98] and [For02].
Definition 4.3. Let X be a finite CW-complex and let K denote the set of
open cells of X with Kn the cells of dimension n. A discrete Morse function
on X is a function f : K → R such that for every cell in X we have the
following:
(i) If en is an irregular face of en+1, then f(en+1) > f(en). Moreover,
#
{
en+1 > en | f(en+1) ≤ f(en)} ≤ 1.
(ii) If en−1 is an irregular face of en, then f(en−1) < f(en). Moreover,
#
{
en−1 < en | f(en−1) ≥ f(en)} ≤ 1.
Definition 4.4. Let f be a discrete Morse function on X. An n-cell en ∈ Kn
is a critical cell of index n if
#
{
en+1 > en | f(en+1) ≤ f(en)} = 0
and
#
{
en−1 < en | f(en−1) ≥ f(en)} = 0.
An n-cell can only be a critical cell of index n.
Example 4.5. Consider a disc with a CW-structure as in Figure 4.3. If we
e4
e1
e3 e2
e5
Figure 4.3
define a function f by
f(e1) = 0, f(e2) = 1, f(e3) = 2, f(e4) = 1, f(e5) = 3,
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then f is a discrete Morse function with three critical cells: e1 is a critical
cell of index 0, e3 of index 1 and e5 of index 2. We could as well define
g(e1) = 0, g(e2) = 1, g(e3) = 1, g(e4) = 2, g(e5) = 2,
and g would also be a discrete Morse function but with only one critical cell:
e1!
Definition 4.6. Let f be a discrete Morse function on a CW-complex X.
For c ∈ R define the level subcomplex of X as
X(c) =
⋃
e∈K
f(e)≤c
⋃
d≤e
d.
Using level subcomplexes one can prove the discrete Morse theory equiv-
alents of the main theorems of smooth Morse theory. Here we consider only
regular CW-complexes but the results generalize for general (finite) CW-
complexes as well. This will be discussed in the following section.
Lemma 4.7 ([For98, Theorem 3.3]). Let f be a discrete Morse function on
a regular CW-complex X. If a < b are real numbers such that the cells e with
f(e) ∈ (a, b] are not critical, then X(b) collapses to X(a).
Lemma 4.8 ([For98, Theorem 3.4]). Let f be a discrete Morse function
on a regular CW-complex X and suppose en is the only critical cell with
f(en) ∈ (a, b]. Then there is a continuous map ϕ : ∂Dn → X(a) such that
X(b) is homotopy equivalent to X(a) ∪ϕ Dn.
For our purposes it is enough to consider the idea behind the proofs. Rig-
orous proofs are presented in [For98]. Consider the CW-complex in Example
4.5 with a discrete Morse function f , but without the 2-cell e5. Denote this
CW-complex by X. Now X(0) = e1 and X(1) = e1 ∪ e2 ∪ e4. There are
no critical cells with values of the discrete Morse function in (0, 1] and X(1)
collapses to X(0) just as Theorem 4.7 predicts. The next step is the complex
X(2) = X(1)∪e3. From the picture we can see that this is not an expansion,
but instead we attach a cell to X(1). Considering the discrete Morse func-
tion, the difference is that in the interval (1, 2] we now have a value assigned
to a critical cell. This is motivates Lemma 4.8. The homotopy type does not
change because an elementary collapse is a deformation retraction by Theo-
rem 3.2. Theorem 4.1 now states that we can perform the collapses given by
Lemma 4.7 within the complex without altering the homotopy type. In the
following proposition we do not make the regularity assumption otherwise
imposed in this discussion.
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X(0) X(1) X(2)
Figure 4.4
Proposition 4.9. Let (X,A) be a CW-pair such that X = A∪em∪em+1 ↘e
A. If ϕ : ∂Dn → X is an attaching map of an n − cell, then there is
a continuous map ψ : ∂Dn → A such that ϕ and ψ are homotopic and
if ϕ(x) ∈ em ∪ em+1 for some x ∈ ∂Dn, then ψ(x) ∈ Im(η), where η is
the attaching map of em+1. In particular, there is a homotopy-equivalence
X ∪ϕ Dn → A ∪ψ Dn.
Proof. For an idea of the proof, see Figure 4.5. If ϕ(∂Dn) ⊂ A, then there
is nothing to prove since an elementary collapse is a deformation retraction
by Theorem 3.2.
By assumption X = A ∪ em ∪ em+1 where the characteristic maps of the
cells em and em+1 fulfil the conditions of Definition 3.1. Consider the case
where Dn is not attached to A, that is ϕ(∂Dn) ⊂ X but ϕ(∂Dn) 6⊂ A.
Observe that in this case we must have n > m. Consider the deformation
retraction d : X × I → X of the elementary collapse. By definition, d is
continuous. Denote the composition d
∣∣
X×{1} ◦ ϕ by ψ. By Theorem 3.2 we
have d
∣∣
X×{1}(e
m ∪ em+1) ⊂ Im(η) ∩ A ⊂ Am. But we must have n > m so
ψ : ∂Dn → A is a well-defined attaching map for an n-cell. The composition
d ◦ϕ gives a homotopy from ϕ to ψ, so X ∪ϕDn and A∪ψDn are homotopy
equivalent by Theorem 4.1.
In conclusion, what a discrete Morse function essentially does, is that it
pairs cells in adjacent dimensions. These cells are then not critical and can be
collapsed. The cells that are not paired are critical and cannot be collapsed.
Theorem 4.10 ([For98, Theorem 10.2]). Let X be a CW-complex with a
discrete Morse function f and denote the number of critical cells of f of
index n by mn. Then X is homotopy equivalent to a CW-complex with mn
cells of dimension n for each n.
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Figure 4.5 The homotopy equivalence of Proposition 4.9. The green cell
is the attached n-cell and the blue subcomplex is the CW-complex A.
Figure 4.6
If the sublevel complexes are CW-complexes (which is the case for reg-
ular CW-complexes), then Theorem 4.10 follows directly from Lemmas 4.7
and 4.8. Starting with the CW-complex X = X(2) in what was discussed
above, there is no way to get rid of both of the 1-cells without altering the
homotopy type. Nonetheless, removing one 1-cell and one 0-cell would not
make a difference. This removal is exactly the elementary collapse Lemma
4.7 predicts and the cells that are left are the critical ones.
Example 4.11. In Example 4.5 we had a discrete Morse function with one
critical cell in each dimension. By Theorem 4.10 the CW-complex in question
is homotopy equivalent to a CW-complex with one 0-cell, one 1-cell and one
2-cell. There are homotopically distinct CW-complexes with a CW-structure
having those cells: the 2-cell can be attached either to the 0-cell or the 1-cell.
However, in this case it is easy to see which of these CW-complexes we should
choose.
Since a disc is contractible the discrete Morse function f in Example 4.5
is not optimal. However, the discrete Morse function g in the same example
is optimal as it has only one critical cell.
A CW-complex always admits a discrete Morse function by assigning
to each cell its dimension, but then every cell is critical so in the light of
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e4
e1
e3 e2
e5
Figure 4.7
Theorem 4.10 this is a boring example. Yet, we can often find non-trivial
discrete Morse functions as was the case in Example 4.5. Observe, however,
that the number of cells in each dimension is not enough to determine the
homotopy type of a CW-complex as was pointed out in Example 4.11. To
see the correct homotopy type we would have to find out the deformations
used to simplify the complex.
4.2 Relation to Simple-Homotopy Theory
As explained in the previous section, discrete Morse theory uses elementary
collapses to simplify a CW-complex. This suggests that there is a strong con-
nection between discrete Morse theory and simple-homotopy theory. Indeed,
Theorem 4.10 can be stated in a stronger form, saying that a CW-complex
with a discrete Morse function f is simple-homotopy equivalent to a CW-
complex with as many n-cells as f has critical cells of index n. This follows
from the discussion in the previous section where we saw that the only oper-
ations used to simplify a CW-complex were elementary collapses within the
CW-complex. In this section we show that these internal collapses can be
turned into a series of elementary expansions and collapses. This is a new
result.
Proposition 4.9 allows us to give a rigorous definition for a move that is
close to what we should think of as an internal collapse.
Definition 4.12. Let (X,A) be a CW-pair with X ↘e A. The homotopy-
equivalence X ∪ϕ Dn → A ∪ψ Dn, where ψ is as in Proposition 4.9, is called
a simple internal collapse and the homotopy inverse A∪ψ Dn → X ∪ϕDn is
said to be a simple internal expansion.
In particular, an elementary collapse is a simple internal collapse and an
elementary expansion is a simple internal expansion. It would therefore be a
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reasonable conjecture that allowing simple internal collapses and expansions
and considering the equivalence relation generated by them might give yet
another refinement of the notion of homotopy equivalence but one that is
more general than simple-homotopy equivalence. However, this turns out to
be false.
Lemma 4.13. Simple internal collapse and simple internal expansion are
simple-homotopy equivalences.
Proof. The idea of the proof is in Figure 4.8. Let ϕ : ∂Dn → X be an
attaching map of an n-cell before the internal collapse and let ψ : ∂Dn → A
be the attaching map after. By definition we have a CW-complex X∪ϕDn =
(A ∪ dm ∪ dm+1) ∪ψ Dn and X ↘e A. By Proposition 4.9 the maps ϕ and ψ
are homotopic and therefore the CW-complexes X ∪ϕ Dn and X ∪ψ Dn are
simple-homotopy equivalent by Theorem 3.7.
Observe that X ∪ψ Dn = (A ∪ψ Dn) ∪ dm ∪ dm+1 and by Proposition 4.9
A ∪ψ Dn is a well-defined CW-complex in itself. Since dm, dm+1 /∈ A ∪ψ Dn,
it follows from the hypothesis X ↘e A that X ∪ψ Dn ↘e A ∪ψ Dn. In
conclusion:
X ∪ϕ Dn upslope↘ X ∪ψ Dn ↘e A ∪ψ Dn.
e
Figure 4.8 The picture illustrates the idea behind the proof of Lemma
4.13. In this case the CW-complex X consists of three 0-cells and one 1-
cell (the blue one). The blue cells give the simple internal collapse (using
the notation of the proof of Lemma 4.13 they are the cells dm and dm+1)
and the black 1-cell is the cell that is attached first to X and then to A.
A simple internal collapse is, as the name suggests, a very simple version
of how we should understand an internal collapse. If we have a CW-pair
(X,A) such that X ↘e A, does it then follow that
X ∪
⋃
i≥1
ei
and
A ∪
⋃
i≥1
ei
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are simple-homotopy equivalent? We have slightly abused notation here since
we might have to change the attaching maps of some cells ei and therefore
they are not strictly speaking the same cells in both of the complexes. From
now on we will not make this difference explicit. Instead, a simple internal
collapse will be written X ∪ en → A∪ en. This is done in order to emphasize
that en is, in essence, the same cell in both complexes. If we need to consider
how the cells change we give the attaching maps explicitly, i.e. X ∪ϕ Dn →
A ∪ψ Dn.
Theorem 4.14. Let (X,A) be a CW-pair such that X ↘e A. Then X ∪⋃
i≥1 ei and A ∪
⋃
i≥1 ei are simple-homotopy equivalent.
Proof. Without loss of generality we may assume that dim(ei) ≤ dim(ei+1)
for every i ≥ 1. Consider the simple internal collapse X ∪ e1 → A ∪ e1
and let ϕ : ∂D1 → X be the attaching map of e1 before the simple internal
collapse and ψ : ∂D1 → A after. We already know by Lemma 4.13 that a
simple internal collapse is a simple-homotopy equivalence obtained through
the following sequence of elementary expansions and collapses:
X ∪ϕ D1 ↗e ((X ∪ϕ D1) ∪ψ D1) ∪ edim(D1)+1 ↘e X ∪ψ D1 ↘e A ∪ψ D1.
By Lemma 4.13 we can attach a cell to each of the CW-complexes in the
formal deformation above without changing the simple-homotopy type of
the CW-complexes involved. The result follows by induction on i.
Definition 4.15. Let (X,A) be a CW-pair such that X ↘e A. The ho-
motopy equivalence X ∪ ⋃i ei → A ∪ ⋃i ei is called an elementary internal
collapse and the homotopy equivalence A ∪⋃i ei → X⋃i ei is said to be an
elementary internal expansion. If (X,A) is a CW-pair such that X ↘ A,
then the homotopy equivalence X ∪⋃i ei → A∪⋃i ei is an internal collapse
and the homotopy inverse is an internal expansion.
Observe that since an elementary internal collapse is a simple-homotopy
equivalence, also an internal collapse is one. The same holds for internal
expansion. Theorem 4.14 is what we need to restate Theorem 4.10 in a
simple-homotopy form. We illustrate this with an example.
Example 4.16. Consider a two-dimensional disc with a CW-structure con-
sisting of one 2-cell, two 1-cells and two 0-cells as in Figure 4.9. As in Example
4.5, it can be given a discrete Morse function with only one critical cell in
each dimension. These two complexes are related by an internal collapse as
can be seen from Figure 4.9. Therefore they are simple-homotopy equivalent
by Theorem 4.14.
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We now explain how to build the formal deformation from the original
CW-complex to the simplified complex. The procedure we use is the one
developed in the proofs in this section. First we have to consider the elemen-
tary collapse e01∪e02∪e11 ↘e e01 that gives the internal collapse. Recycling the
notation in the proofs we write A = e01 and X = e
0
1 ∪ e02 ∪ e11 = A ∪ e02 ∪ e11.
e1
0
e2
0
e1
0
e1
1
Figure 4.9 The interior collapse that we need to perform in order to get
the CW-complex with a minimal amount of cells is collapsing the red cells
to the blue subcomplex.
By Lemma 4.13 the CW-complexes X∪e1 and A∪e1 are simple-homotopy
equivalent and from the proof of Lemma 4.13 and Theorem 3.7 we know that
the formal deformation is
X ∪ϕ D1 ↗e ((X ∪ϕ D1) ∪ψ D1) ∪ e2 ↘e X ∪ψ D1 ↘e A ∪ψ D1. (∗)
To get the formal deformation from the disc with one 2-cell, two 1-cells and
two 0-cells to the disc with one cell in each dimension, we must add one
2-cell to each of the CW-complexes in the formal deformation (∗). To see
the full sequence of elementary collapses and expansions we must consider
the induced simple internal collapses.
e
e2
1
e2
1
e1
0
e1
0
e1
1
e1
1
e2
0
e2
0
e3
1
e1
2
e1
2
e2
2
Figure 4.10 (X ∪ e12) ∪ e21 ↗e
((
X ∪ e12
) ∪ e21) ∪ e13 ∪ e22
We begin with the original complex. For the sake of clarity we name
each cell in this example properly. The first elementary expansion inducing
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the first simple internal expansion is the first step of the formal deformation
(∗). In this case the 2-cell that is attached is attached to a subcomplex
not involved in the elementary expansion. The first step is the elementary
expansion (X ∪ e12)∪e21 ↗e ((X ∪ e12) ∪ e13 ∪ e22)∪e21 illustrated in Figure 4.10.
Figure 4.11
Next, we have to consider the second step of the formal deformation (∗).
Now we do not get way with a single elementary collapse because the 2-cell we
attached is attached to a 1-cell that we would like to remove in the elementary
collapse as seen in Figure 4.11. So what we have to do, is to consider how
a simple internal collapse is turned into a sequence of elementary collapses
and expansions as in the proof of Lemma 4.13. The elementary collapse that
we would like to perform within the complex is removing the cells e12 and e
2
1.
We have to free the cell e12 so that the cells e
1
2 and e
2
2 can be collapsed.
That is, we want that the only cell attached to e12 is e
2
2. After the internal
collapse we must have a 2-cell attached along e13, so we perform an elementary
expansion where we add a 2-cell e23 that is attached along e
1
3. We have to add
a 3-cell as well. It is attached along e21, e
2
3 and using the homotopy given by
the elementary collapse (X ∪ e12) ∪ e13 ∪ e22 ↘e X ∪ e13, that is, along the cell
e22. This step is illustrated in Figure 4.12
e
Figure 4.12
((
X ∪ e12
) ∪ e21) ∪ e13 ∪ e22 ↗e (((X ∪ e12) ∪ e21) ∪ e13 ∪ e22) ∪
e23 ∪ e3
Now we can collapse the added 3-cell and the 2-cell e21 as in Figure 4.13.
The collapse frees the cell e12 so we can perform the elementary collapse that
we wanted to do.
We have reached the second to last CW-complex in the formal deforma-
tion (∗), but with one more 2-cell. As we can see from Figure 4.14 the 2-cell
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e
Figure 4.13
(((
X ∪ e12
) ∪ e13 ∪ e22) ∪ e23) ∪ e21 ∪ e3 ↘e((
X ∪ e12
) ∪ e13 ∪ e22) ∪ e23
e
Figure 4.14
(
X ∪ e13 ∪ e23
) ∪ e12 ∪ e22 ↘e X ∪ e13 ∪ e23
is not attached to the cells involved in the elementary collapse we want to
perform so the last step is simply the elementary collapse shown in Figure
4.15.
e
Figure 4.15 X ∪ e13 ∪ e23 ↘e A ∪ e13 ∪ e23 = e01 ∪ e13 ∪ e23
Theorem 4.17. Let X be a CW-complex with a discrete Morse function f
and denote the number of critical cells of f of index n by mn. Then X is
simple-homotopy equivalent to a CW-complex with mn cells of dimension n
for each n.
Proof. The proof is similar to the proof of Theorem 4.10 presented in [For98],
but uses our new results on internal collapses in a crucial way. After having
proved Lemmas 4.7 and 4.8, the theorem follows directly if the CW-complex
is normal, that is if the sublevel complexes are subcomplexes. However,
certain technicalities arise when considering general (finite) CW-complexes
so at first we assume X to be normal.
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We do not need to consider Lemma 4.7 because it is already stated in the
simple-homotopy sense. In the proof of Lemma 4.8 Forman shows that the
interval (a, b] ⊂ R whose preimage f−1((a, b]) contains just one critical cell
en of a discrete Morse function f , contains two numbers a′, b′ ∈ R such that
a < a′ < b′ < b and en ∈ f−1((a′, b′]). By Lemma 4.7 X(a) ↗ X(a′) and
X(b′) ↗ X(b). Forman then shows that X(b′) = X(a′) ∪ em, where m = n.
But we know that X(a)∪em and X(a′)∪em are simple-homotopy equivalent
by Lemma 4.13 so Lemma 4.8 holds also in the simple-homotopy sense and
Theorem 4.17 follows as stated here.
To generalize Theorem 4.10 to general CW-complexes Forman shows that
a discrete Morse function f can always be changed to another discrete Morse
function f˜ so that f˜ has exactly as many critical cells in each dimension as f .
Furthermore, this new discrete Morse function avoids the technicalities - for
example, every level subcomplex computed using f˜ is a subcomplex. Using
f˜ , the proofs of Lemmas 4.7 and 4.8 go through as they are.
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