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  Usually the result code of source code by a compiler is not necessary the best one, and 
can be improved to run faster or to use less memory. This kind of improvement is done in 
compiling phase after parsing. Some good techniques in optimization are in folding the 
constants, elimination of dead code, or improvement of the loops. Here it is considered the 
runtime overhead and present how can this be improved. The source is specific for object-
oriented languages with late binding, where a name of method to be called is bound to 
method dynamically. It increases the computation time by a cost of traversing the class 
hierarchy each time a method is called. 
Keywords: optimization, abstract state machine (evolving algebra), class annotation. 
 
Noţiuni preliminare 
De obicei, codul rezultat produs din 
codul sursă de un compilator nu este 
întotdeauna cel mai bun; poate fi deseori 
îmbunătăţit pentru se executa mai rapid sau 
pentru a folosi mai puţină memorie. Astfel de 
îmbunătăţire este făcută în timpul fazei de 
compilare după parsare (derivare). Tehnicile 
bine cunoscute de optimizarea a maşinilor-
independente includ strângerea constantelor, 
eliminarea codului inactiv (dead-code), eli-
minarea subexpresiilor comune şi optimi-
zarea diferitelor bucle. Detalii despre aceste 
metode pot fi găsite în [AHSEUL86]. 
În această lucrare se consideră depăşirea 
timpului de execuţie a unei surse şi se va arta 
modul cum se elimină aceasta. Sursa este 
specifică limbajelor orientate pe obiect cu 
legare întârziată, unde numele unei metode 
care va fi apelată este legată de metodă 
dinamic. Astfel creşte timpul de calcul prin 
costul unei parcurgeri  a ierarhiei clasei de 
fiecare data când metoda este apelată. 
În 3 vom transform algebra intr-o formă care 
poate fi utilizată printr-o versiune  modificată 
pentru ca programul să ruleze mai rapid prin 
legarea statică a unui nume de metodă cu 
metoda.  
2.  Colectarea informaţiilor 
Metoda de optimizare a programelor care 
urmează s ă fie discutate au nevoie de o 
colecţie de clase receptor, care sunt folosite 
ca o intrare adiţională pentru optimizare. 
Vom numi o colecţie de clase receptor o 
clasa de adnotare (însemnare). În general, 
problema de a determina clasa unei expresii 
date pentru un program dat şi o intrare sunt 
nedecidabile. 
Diferite metode de aflarea unei aproximaţii 
unei clase de adnotare au fost propuse 
anterior. Graver şi Johnson au descris un 
sistem de scriere. Soluţia lor necesită 
descrierea manuală a declaraţiilor unor 
metode,  şi apoi tipurile de expresii pot fi 
reconstruite. 
O complet diferită abordare a fost sugerată de 
Agesen şi Hölze în [AGHO95]. Metoda lor, 
numită feedback, extrage clasele posibile ale 
receptorilor unui program P dintr-o rulare 
anterioară a lui P. În [AGHO95] este 
discutată  şi o comparaţie între tipul de 
reconstrucţie şi feedback. 
În această secţiune vom defini algebra  0 C  
obţinută din algebra  0 B  prin adăugarea unui 
nou univers CLASS_LIST, şi trei funcţii: 
TypeOf, First şi Method, Elementele 
universului CLASS_LIST reprezintă clasa de 
adnotări ca o listă de elemente ale universului 
CLASSES. Primul element a unei astfel de 
liste este dat de funcţia: 
CLASSES LIST CLASS First → _ : 
Se presupune că pentru fiecare element al 
universului EXPRESSIONS este dată o clasă 
de adnotare, ca şi rezultat al unei metode 
menţionate anterior. Pentru fiecare 
S EXPRESSION e∈ clasa de adnotare a lui e 
este dată  de valoare a funcţiei 
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LISTS CLASS S EXPRESSION TypesOf _ : →
Dacă pentru  S EXPRESSION e∈  reprezen-
tând expresia mesajului unei clase a cărui 
receptor este determinat unic, ex. lista 
)) ( ( e REceiver TypeOf  are doar un element, 
atunci este posibil de determinat, ce metodă 
trebuie sa fie invocată daca e este evaluat. 
Pentru un astfel de e o funcţie 
METHODS S EXPRESSION Method → :  
este definită. În secţiunea 2.1 vom da o 
definiţie a valorii lui Method. 
În plus, definim regula de tranziţie  2 R  pentru 
0 C , care este o versiune modificată a regulii 
de tranziţie  1 R . Semantica definită de 
> < 1 0,R B  este echivalentă cu semantica de-
finită de  > < 2 0,R C  în sensul ca dacă pentru 
unele programe P,  > < 1 0,R B  defineşte 
semantica lui P, atunci  > < 2 0,R C  defineşte, 
de asemenea ,o semantică echivalentă a lui P. 
3.  Transmiterea statică 
3.1. Transformarea metodelor 
În această secţiune vom modifica algebra  0 B  
pentru a putea folosi informaţiile stocate de 
funcţia TypeOf.  
Presupunem  ca pentru un element e din 
universul EXPRESSIONS lungimea listei 
TypeOf(e) este 1, ex: clasa expresiei e este 
determinată unic. Presupunem, de asemenea, 
că  e reprezintă un receptor al expresiei 
metodei, ex: există  S EXPRESSION e∈ '  astfel  
încât  e e ceiver = ) ' ( Re . 
Atunci este uşor de a determina care metodă 
va fi apelată dacă prin calcul se ajunge la  ' e : 
este o valoare a termenului 
))) ( ( ), ' ( ( e TypeOf First e Name Method  sau, 
dacă nu este definită cu numele  ) ' (e Name  în 
clasa  TypesOf(e), atunci este căutată o 
metodă potrivită în clasa 
)) ( ( e TypeOf Superclass , apoi în 
))) ( ( ( e TypeOf Superclass Superclass , etc. 
Dacă o metodă este întâlnită în clasa C, 
atunci vom atribui valoarea termenului 
) ), ' ( ( C e Name Method  termenului 
) ' (e Method . Altfel, dacă nici o metodă nu 
este găsită, atunci programul nu este corect. 
O astfel de transformare executată pentru 
fiecare element din universul 
EXPRESSIONS face ca programele 
transformate să ruleze mai repede. 
3.2.   Îmbunătăţiri ale programului 
Putem defini acum o regulă  2 R care foloseşte 
funcţiile definite in algebra  0 C . Definiţia lui 
2 R  este obţinută din definiţia lui  1 R  prin 
anumite modificări. 
Pentru început se defineşte o nouă regulă 
MODIFIED_LOOKUP. În  2 R regula 
EXPRESSION_EVALUATION diferă de 
regula EXPRESSION_EVALUATION din 
1 R , atâta timp cât MODIFIED_LOOKUP 
este folosit în loc de METHOD_LOOKUP. 
 
  Rule MODIFIED_LOOKUP 
  if  undef CurrExp Method ≠ ) (  then 
  Method   := Method(CurrExp) 
  Receiver := Expression_value(Receiver(CurrExp), Current_state) 
  else 
     METHOD_LOOKUP 




if is not method then 
PRIMARY_EVALUATION 
elseif Expression_value (Receiver ( CurrExp), Current_state) = undef then 
CurrExp:= Receiver ( CurrExp) 
  elseif First_argument ( CurrExp) = undef then 
MODIFIED_LOOKUP 
elseif Expression_value (First_argument ( CurrExp), Current_state) = undef 
then 
CurrExp:= First_argument ( CurrExp) 
      else 
MODIFIED_LOOKUP 
endif 




3.3 Echivalenţa semanticilor 
În această secţiune vom studia echivalenţa 
continuarii semnaticilor date anterior, cât şi 
versiunea optimizată cu trimitere (execuţie) 
statică definită în secţiunea 3.1. Vom 
demonstra că rezultatele date de ambele 
semnatici sunt echivalente. 
Fie P un program, şi fie  0 B  o algebră definită 
pentru P. Fie  0 C  algebra definită de P.  1 R  şi 
2 R  sunt reguli de tranziţie. Perechile 
> < 1 0,R B   şi  > < 2 0,R C  definesc două 
semantici operaţionale ale lui P. 
Apelam la definiţia echivalenţei.  
Dându-se un program P, două elemente b şi c 
din  0 B   şi, respectiv,  0 C  sunt echivalente 
c b ≡  dacă şi numai dacă b şi c reprezintă 
acelaşi nume, aceaşi listă de nume, acelaşi 
obiect, aceeaşi variabilă, aceeaşi metodă, 
aceeaşi expresie sau aceeaşi stare din P.  
FieΣ o semnătură inclusă în semnăturile  B Σ  
şi  C Σ  a lui  0 B  şi, respectiv,  0 C . Trebuie să 
scriem că  0 B   şi  0 C  sunt echivalente. Se 
observă c ă fiecare mulţime de reguli 
aplicabile  1 R   şi  2 R  constau în cel mult o 
regulă de extindere, astfel că definiţia 
echivalenţei dintre elemente poate fi extinsă 
la elementele noi create (vezi definiţia 3.2). 
Definiţia 3.2 Fie  C   şi  D algebre astfel 
încât: 
D C Σ ≡  
Fie  R  un set de reguli actualizate asupra 
Σincluzând şi o regula extend. Fie c şi  d  
elemente create prin aplicarea R în  C   şi 
respectivD. Astfel avem  d c ≡  
Apoi rezultatele din aplicarea R în C  şi  
Dsunt echivalente pe Σ. 
Definiţia lui  0 C  este derivată din definiţia lui 
0 B , prin adăugarea unei funcţii adiţionale 
Method. Deci, dacă  B Σ  indică semnătura lui 
0 B , atunci 
0 0 C B
B Σ ≡  
Fie ) ( * 0 1 B R  calculul 
,... ,..., , , ) ( * 2 1 0 0 1 m B B B B B R =  
determinat de perechea  > < 1 0,R B . Fie 
) ( * 0 2 C R  calculul  
,... ,..., , , ) ( * 2 1 0 0 2 n C C C C C R =  
determinat de  perechea  > < 2 0,R C . 
Atâta timp cât  1 R  este diferit de  2 R , 
evaluările ) ( * 0 1 B R   şi ) ( * 0 2 C R  pot fi 
diferite. Mai departe considerăm aceste 
diferenţe dintre  ) ( * 0 1 B R  şi ) ( * 0 2 C R . 
Presupunem ca  i B  şi  j C sunt astfel 
j i C B
B Σ ≡  
dar 
) ( ) ( 2 1 j i C R B R
B Σ ≡   
nu se păstrează. Aceasta implică, că  au fost 
aplicate două mulţimi diferite de reguli, ex. 
Mulţimile de reguli aplicabile  ) ( 1 R E
i B   şi 
) ( 2 R E
j C  sunt diferite. Notăm că există o 
singură diferenţă între  1 R   şi  2 R : în  2 R  
LOOKUP_METHOD este înlocuită de 
MODIFIED_LOOKUP. Astfel, dacă 
j i C B
B Σ ≡  
şi METHOD_LOOKUP este aplicabilă lui 
i B  şi MODIFIED_LOOKUP este aplicabilă 
lui  j C , atunci 
•  undef ate Current_st _ | ≠ = )) ( expression urrent Receiver(C Bj  
•  undef ate Current_st _ | ≠ = )) ( expression urrent Receiver(C C j  
•  undef ate Current_st _ | ≠ = )) ( expression (Current Method C j  
În astfel de caz valorile termenului 
) ( expression Current ate Current_st _  din  i B  
şi  i C  corespund unei expresii mesaj exp din 
programul  P. Mai mult, metoda apelată de 
exp, poate fi determinată unic, iar elementul 
m corespunzător acestei metode este valoarea 
termenului 
) ate Current_st _ ( ) ( expression Current Method
 din  j C . 
Regulile METHOD_LOOKUP şi 
MODIFIED_LOOKUP calculează o valoare 
a metodei constante Method, care corespund Revista Informatica Economică, nr.4 (40)/2006 
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metodei ce va fi apelată. 
METHOD_LOOKUP (din  1 R ) calculează 
Method în diferiţi paşi prin traversarea 
ierarhiei clasei. Aceşti paşi formează o subşir 
a lui  ) ( * 0 1 B R  
k i i B B B ,..., , 1 1 +  
Pentru fiecare  k i n i n ≤ ≤ ,  avem 
undef Method | = = n B  
şi  
undef Method | ≠ =
k i B  
Observăm că METHOD_LOOKUP aplicată 
lui  k n i n i B ≤ ≤ , s c h i m b ă doar valoarea 
constantei  Class. Aceasta implică, pentru 
fiecare n astfel încât  k i n i ≤ ≤  
j n C B Θ ≡  
unde  } Class /{ B Σ = Θ . 
În pasul final 
k i B , o valoare este atribuită lui 
Method prin METHOD_LOOKUP. În 
) ( 0 2 C R , o valoare a lui Method este 
determinată în fiecare pas, care este deja 
calculată în  ) ( 2 j C R  prin evaluarea 
termenului 
tate)) (Current_s _ ( expression Current Method
, şi atribuind valoarea sa lui Method. Dacă 
funcţia Method este determinată corect (5.2), 
atunci valorile constantei Method din 
k i B  şi 
) ( 2 j C R  ar trebui sa fie echivalente, deci 
) ( 2 j i C R B
B k Σ ≡  
Ştim că ) ( 0 0 C B
B Σ ≡  deci două calcule: 
) ( * 0 1 B R  şi ) ( * 0 2 C R , începând de la două 
algebre echivalente. Mai mult, din propoziţia 
6.0.3 dacă  j i C B
B Σ ≡  atunci dacă mulţimea 
de reguli aplicabile  ) ( 1 R E
i B  şi  ) ( 2 R E
j C  sunt 
egale, atunci  ) ( ) ( 2 1 j i C R B R
B Σ ≡ . 
Observăm că dacă ) ( 1 R E
i B  şi  ) ( 2 R E
j C  sunt 
egale atunci toţi termenii din  ) ( 1 R E
i B   şi 
) ( 2 R E
j C  sunt construiţi peste  B Σ . Dacă 
aceste mulţimi de reguli aplicabile nu sunt 
egale, atunci  ) ( 1 i B R   şi ) ( 2 j C R  nu sunt 
echivalente peste  B Σ . Oricum, în astfel de 
caz există  k nenegativ astfel încât  
) ( ) ( 2
) (
1 j i
k C R B R
B Σ ≡  
Deci, calculele  ) ( * 0 1 B R  şi ) ( * 0 2 C R  devin 
echivalente din nou din  ) (
1 i
k B R  şi ) ( 2 j C R .  
Teorema 1 Calculul  ) ( * 0 1 B R  este finit daca 
şi numai dacă calculul  ) ( * 0 2 C R  este finit. 
Teorema 2 Fie calculele  ) ( * 0 1 B R   şi 
) ( * 0 2 C R  finite. Fie  ) ( 0 1 B R
∞  ultima algebră 
a lui  ) ( * 0 1 B R , fie  ) ( 0 2 C R
∞  ultima algebră a 
lui ) ( * 0 2 C R . Atunci 




∞ ≡  
Teorema 2 implică ca valoarea finală a 
constantei  Last_value, care reprezintă 
valoarea programului P, are interpretări 
echivalente în  ) ( 0 1 B R




În această lucrare am prezentat o metodă de 
optimizare a programelor prin aplicarea 
semanticilor operaţionale a limbajelor de 
programare orientate pe obiecte. O varietate 
de metode de definire a semanticilor a fost 
deja aplicată limbajelor orientate pe obiecte, 
descriind diferite aspecte ale unor astfel de 
limbaje, dar abordarea prezentată în lucrarea 
de faţă este mai abstractă în sensul de a da 
mai multe descrieri generale utilizând doar 
stări abstracte. Altă diferenţă este aceea că 
pentru a reduce modelul său acesta consideră 
o mulţime mai mica a limbajului fără ierarhia 
claselor care conduce la mai puţine 
caracteristici dobândite, dar îi permite să 
dezvolte demonstraţia unui sistem stil Hoare 
pentru algebrele sale. 
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