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2 s.g bobkov and c. houdreis the norm of f in the Lebesgue space L = L(IRn; dx), krfk1 = kjrf jk1.The optimal constant in (1.1) is 0, if  6= n=n   1, while for  = n=n   1,cn = n!1=nn , where !n is the volume of the unit ball in IRn, is optimal (thisfact is independently due to Federer and Fleming [FF] and to Maz'ya [M1]).The situation changes considerably, if one is instead interested in ndingcn(; ) = infkfk=1kfk=1 krfk1; (1:2)for two dierent ;   1. In this case it is known (Gagliardo [G], Nirenberg[N, p.125]), that cn(; ) > 0 if ;   n=n   1, or if ;   n=n   1. Weprecise this result as follows.Theorem 1.1 Let ;   1,  6= . Then cn(; ) > 0 if and only if;   n=n   1, or ;   n=n   1, moreover cn(; ) = cn = n!1=nn .Let us see what kind of inequalities are hidden in the variational problem(1.2). Put T (a; b) = infkfk=akfk=b krfk1;where the inmum, as in (1.2), is taken over all the smooth (or, equivalently,locally Lipschitz) functions f such that kfk = a, kfk = b, a; b > 0. Anysuch f can be written asf(x) = g(tx); x 2 IRn;where  > 0 and t > 0 are chosen in such a way that kgk = kgk = 1, andso are given by  = b  a    ; t = b ( )na  ( )n :But, krfk1 = krgk1=tn 1, hence T(a; b) = T (1; 1)=tn 1 = cn(; )=tn 1,or, equivalently,T (a; b) = cn(; )b   (1  n 1n )a   ( n 1n  1):Setting  = n=n  1, Theorem 1.1 can be reformulated as:
MULTIPLICATIVE SOBOLEV INEQUALITIES 3Theorem 1.2 Let 1   < . Then, for all smooth functions f on IRn,krfk1  cnkfk   ( 1) kfk  (1  ) (1:3)where the optimal constant cn = cn(; ) is positive only when 1   <  , or when    < , and is given by cn = n!1=nn .Let us, more conveniently, rewrite (1.3) separately for the two cases above:(i) if 1   <   , thencnkfk  krfkp1kfk1 p ; p = (   )(   ) ; (1:4)(ii) if    < , thencnkfk  krfkq1kfk1 q ; q = (   )(   ) : (1:5)Note that when  =  in (i) and  =  in (ii), (1.4) and (1.5) become theclassical Sobolev inequality (1.1).It immediately follows from the arithmetic{geometric mean inequality,xpy1 p  px+ (1  p)y, x; y  0, p 2 (0; 1), that:Corollary 1.1 (i) If 1   <   , thenkfk  pcn krfk1 + 1   pcn kfk; (1:6)(ii) if    < , thenkfk  qcn krfk1 + 1  qcn kfk; (1:7)where p and q are respectively dened in (1.4) and (1.5).Remark 1.1 A simple dilation argument (and thanks to the Lebesgue mea-sure) shows that in fact, (1.6) and (1.7) respectively imply (1.4) and (1.5).It should also be noted here that in his famous 1938 paper [S], Sobolev didnot actually study the inequality (1.1) but rather (1.6). More precisely, heobtained there (1.6), for 1   <  <  = n=n  1, and with existential con-stants. Also, with existential constants, (1.6) and (1.7), are due (in greatergenerality) to Gagliardo [G] and Nirenberg [N] (see for example [N, p.125]with j = 0, m = r = 1, [Au, pp.93{94] or [M2, 1.4.7]).
4 s.g bobkov and c. houdreFinding the optimal constant in Theorem 1.2 is important to understandthe geometric meaning of the multiplicative inequalities (1.3){(1.5). Moreprecisely, let us approximate the indicator function f = 1A of a measurableset A  IRn of Lebesgue measure 0 < mes(A) < +1 and whose boundary isa null set, by smooth functions fm such thatkfmk ! kfk; kfmk ! kfk; krfmk1 ! mes+(A);where mes+(A) denotes the Minkowski content of A. Then, (1.3) becomesmes+(A)  cn (mes(A)) 1  ( 1)+ 1  (1  ) = cn (mes(A))1= ;and we get the isoperimetric inequalitymes+(A)  cn (mes(A))n 1n : (1:8)Thus, the multiplicative inequality (1.3) implies the isoperimetric propertyof the balls in IRn which states that, among all the compact sets of a xedvolume, the balls have the least surface measure. For the same reasons, theadditive Sobolev inequalities (1.6){(1.7) imply (1.8), and the constantspcn ; 1   pcn ; qcn ; 1   qcnare optimal. On the other hand, (1.3) will be proved with the help of theisoperimetric inequality (1.8).2 A Variational Problem in Lorentz SpacesThe standard technique to estimate krfk1 is based on the co{area formulakrfk1 = Z +1 1 mes+(fx 2 IRn : f(x) > tg)dt; (2:1)where f is an arbitrary smooth, compactly supported function on IRn. Com-bining (1.8) with (2.1) giveskrfk1  cnkfkLor();  = nn  1 ; (2:2)
MULTIPLICATIVE SOBOLEV INEQUALITIES 5where Lor() denotes the Lorentz (Banach) space of measurable functionson IRn with nite normkfkLor() = Z +10 (mesfjf j > tg)1= dt: (2:3)Next, the simple inequality kfkLor()  kfk together with (2.2) gives theSobolev inequality (1.1) (being based on (2.1) for f smooth, (2.2) extends toall locally Lipschitz functions with compact support). The same approachworks in the study of the variational problem (1.2). First note that onlynon{negative functions f need to be considered, because kfk = kjf jk, andjrf j  jrjf jj (f is locally Lipschitz). The same reduction applies to theLorentz space. Therefore, instead of dealing with the notion of modulus ofthe gradient of a locally Lipschitz function, one can consider the problem ofnding d(; ) = infkfk=1kfk=1 kfkLor(); (2:4)where the inmum is taken over all the non{negative measurable functions fwith (or, without) compact support such that kfk = kfk = 1. Moreover,since this problem concerns only distributions of measurable functions, onemay assume more generally that we are given a measure space (
; ), andassociated to it the Lebesgue spaces L = L(
; ) and the Lorentz spacesLor() with norm as in (2.3) with  instead of mes. Theorems 1.1 and 1.2will thus follow from:Theorem 2.1 Let  be a positive measure, let ;   1,  6= , and let  1. Then, d(; )  1 if ;   , or if ;   . Hence, for any(non{negative) measurable function f , we have:(i) if 1   <   , thenkfk  kfkpLor()kfk1 p ; p = (   )(   ) ; (2:5)(ii) if    < , thenkfk  kfkqLor()kfk1 q ; q = (   )(   ) : (2:6)
6 s.g bobkov and c. houdreMoreover, when the range of  is [0;+1], d(; ) = 1, if ;   , or;   , d(; ) = 0 otherwise, and the inequalities (2.5) and (2.6) areoptimal.When the range of  is [0;+1], we will show that (2.4) is attained at afunction f = x1A where (in unique way)x = b   a    ; (A) = b    a 2  :When the measure  is nite and/or has atoms, it is possible for such func-tions f not to exist. So, in general, for the indicated  and , d > 1 andthe inequalities (2.5){(2.6) hold with better constants (this is, for example,easily seen on the two point space).A minimization problem related to (2.4) was studied (for nite mea-sures) in [BH]. In particular, it is shown there that such problems (involvingLorentz{type norms) have a solution (a minimizer) taking only nitely manyvalues given by the number of constraints. Let us now explain how, similarly,the extremal functions f in (2.4) take at most three values one of which is 0.In (2.4), one can assume that f takes only nitely many values (if (2.5){(2.6)hold for such f , they continue hold for all measurable f). So, let f takem + 1 values x1 >    > xm > xm+1 = 0, m  2, and put pk = (f = xk),1  k  m. The xk are xed for now, while pk  0 may vary arbitrarily sothat Z fd = p1x1 +   + pmxm = 1; (2:7)Z fd = p1x1 +   + pmxm = 1: (2:8)Moreover, by the denition of the Lorentz norm,kfkLor()  R(p1;    ; pm;x1;    ; xm) = mXk=1 I(p1 +    + pk)(xk   xk+1);where I(p) = p1=. Let us now minimize the functional R on the positiveorthant p1;    ; pm  0 under the two conditions (2.7){(2.8). The rst condi-tion (2.7) determines in this orthant an m  1-dimensional simplex K withm extreme points v1;    ; vm. The condition (2.8) is the equation of an hy-perplane whose intersection with K is a convex set V . Now, by elementarygeometry, any extreme point v of V lies on some (one-dimensional) edge of
MULTIPLICATIVE SOBOLEV INEQUALITIES 7K, hence, represents a (convex) mixture of some two points vi and vj. Since,for each k, only the kth coordinate of vk is not 0, the extreme points of Vhave at most two non{zero coordinates. Note then that R is a concave func-tion of the variables pk (since I is concave), therefore, the minimal value ofR on V is attained at some extreme point of V . Thus, one concludes thatthere is no loss of generality in taking m = 2 in the minimizing problem(2.4). Putting x = x1, y = y1, p1 = p, p2 = q, and now also letting x and yto vary, we obtain thatd(; ) = infpx+qy=1px+qy=1 y(p+ q) 1 + (x  y)p 1 ; x  y  0; p; q  0: (2:9)We are thus left with the calculus problem of minimizing a function on some(2-dimensional) surface in a 4-dimensional space. This will be studied in thenext section and it will be shown that (2.9) is attained at p = 1, x = 1 andy = 0, when ;    or ;   , and hence d = 1. It now just remains toexplain how the functional inequalities (2.5){(2.6) appear from (2.4). As inSection 1, let T(a; b) = infkfk=akfk=b kfkLor()where the inmum is now over all the non{negative functions f taking nitelymany values and such that kfk = a, kfk = b, a; b > 0. Let f take thevalues y1 >    > ym > ym+1 = 0, m  2, and let qk = (f = yk), 1  k  m.Since,Z fd = q1y1 +   + qmym = a; Z fd = q1y1 +   + qmym = b;one can change variables qk = tpk, yk = xk and choose t > 0 and  > 0 sothat pk and xk satisfy (2.7){(2.8). As easily seen, = b   a    ; t = b   a    ;will do it.Then, sinceR(q1;    ; qm; y1;    ; ym) = t1=R(p1;    ; pm;x1;    ; xm), weget T(a; b) = t1=T (1; 1) = d(; )a  ( 1)b  (1  );
8 s.g bobkov and c. houdrethat is, kfkLor()  d(; )kfk  ( 1) kfk   (1  ) : (2:10)Rewriting (2.10) we obtain (2.5){(2.6). Note that when the range of  isnot [0;+1], one can imbed (
; ) in a measure space (
0; 0), such that therange of 0 is [0;+1], such that 
 is a measurable subset of 
0 and such thatthe restriction of 0 to 
 is . Then, since (2.5){(2.6) hold for (
0; 0), theyhold for (
; ).3 Proof of Theorem 2.1Again, let I(p) = p1= where   1. Let 1   < . Setd(; ) = inf I(p)(x  y) + I(p + q)y; (3:1)where the inmum is over all possible p; q  0, x  y  0, such that( px + qy = 1;px + qy = 1:Note that x = y is a solution to this system of equations only if x = y = 1,and p+ q = 1. Likewise, the assumption y = 0 implies that x = 1 and p = 1.In both cases, the right side of (3.1) is equal to 1. We wish to show thatthese values of x; y and p; q just described, are in fact extremal in (3.1) whend(; ) > 0, and this will give d(; ) = 1. Next, to nd d , one need onlyconsider the case x > y > 0, where p and q are the unique solution of thesystem: p = y   yxy   xy ; q = x   xxy   xy : (3:2)Recalling that p; q  0, it is easy to see that x > 1 > y.Lemma 3.1 d(; ) = ( 0; if  <  < ;1; otherwise.
MULTIPLICATIVE SOBOLEV INEQUALITIES 9Proof. Taking into account (3.2), we consider the expression under theinmum (3.1) as a function of two independent variables x 2 (1;+1) andy 2 (0; 1),u(x; y) = " y   yxy   xy # 1 (x  y) + "(x   x) + (y   y)xy   xy # 1 y:When  <  < , it immediately follows from this last expression thatlimx!+1 limy!0+ u(x; y) = 0;hence d(; ) = 0. To prove the second part, we useLemma 3.2 Let   1, 0  y  x, y  b  a. Then,a  b  x   y =) a 1   b 1  x  y: (3:3)Proof. Putting a = b+ , we note that the function (b) = (b+ )1=   b1=is non{increasing in b  0. Therefore,a 1   b 1 = (b)  (y) = (y + ) 1   y  x  y;since, (y + ) 1  x if and only if   x   y. Lemma 3.2 is proved.Now let us rewrite the inequality u(x; y)  1 in the formx  y  "xy   xyy   y # 1   "(x   x) + (y   y)y   y y# 1 (3:4)and, in order to prove (3.4), let us apply Lemma 3.2 witha = xy   xyy   y ; b = (x   x) + (y   y)y   y y:When a < b there is nothing to prove, since then the right{hand side of (3.4)is negative while the left{hand side is positive. So, one can assume a  b.Furthermore, the condition b  y holds true because the fraction before y
10 s.g bobkov and c. houdrein the denition of b is greater than 1. Thus, Lemma 3.1 will be proved if weverify the condition in (3.3):a  b  x   y ()[xy   xy]  [(x   x) + (y   y)]yy   y  x   y ()x(y   y)  x(y   y) + x(y   y): (3:5)(3.5) should be proved for all x > 1 > y > 0. Next, two possible cases areconsidered.Case 1: 1   <   . Introducing t = x , we rewrite (3.5) ast(y   y)  (y   y) + t    (y   y): (3:6)Since (   )=(   ) > 1, the right{hand side of (3.6) is a convex functionof t, while the left{hand side is linear. In addition, (3.6) becomes equalityat t = 1. Hence, to prove (3.6) at all t  1, it suces to show (3.6) for thederivatives at t = 1 on both sides:y   y        (y   y) ()(   )y  (   )y + (   )y ()(   )s  (   ) + (   )s    ; (3:7)where s = y  2 (0; 1). Again, the right{hand side of (3.7) is a convexfunction, and obviously, the derivative of the left-hand side majorizes thederivative of the right-hand side. Therefore, in order to prove (3.7) for alls 2 (0; 1), it suces to check it at the end points s = 0 and s = 1 which iscertainly true since   .Case 2: 1     < . If  = , then (3.5) becomes equality. Let  > ,let t = x , and rewrite (3.5) ast    (y   y)  t(y   y)   (y   y): (3:8)
MULTIPLICATIVE SOBOLEV INEQUALITIES 11Again, since (   )=(   ) > 1, on the above left{hand side, we have aconvex function, while the right{hand function is linear. In addition, (3.8)becomes equality at t = 1. Therefore, to prove (3.8) for all t  1, it sucesto compare the derivatives on both sides at t = 1. But,      (y   y)  y   y;if and only if (   )s  (   ) + (   )s    ; (3:9)where s = y  2 (0; 1). Again, (3.9) holds as well as (3.7).4 Some Extensions and RemarksThe preceding arguments to obtain multiplicative Sobolev inequalities canbe extended without any changes to (Lebesgue{Stieltjes) measures  on IRnwhich satisfy the (isoperimetric type) inequality+(A)  c ((A))1=; (4:1)where +(A) is the {Minkowski content of A, where A is a Borel set of nite-measure.Theorem 4.1 If  satises (4.1), then  satises the multiplicative Sobolevinequalities (1.4){(1.5) with the constant c instead of cn.It is sometimes necessary, not to consider (4.1) for all A, but rather for aclass of A satisfying an additional property. Then, (1.4){(1.5) will also betrue for an appropriate class of functions. For example, if (4.1) holds for allA containing a xed point a, then (1.4){(1.5) hold for all smooth, compactlysupported f with f(a) = 0. Here are two further examples of such situations.Example 4.1. Given r  1, consider the n dimensional cone
n(r) = ((x1;    ; xn) : n 1Xk=1 x2k < x2rn ; 0 < xn < 1) ;
12 s.g bobkov and c. houdreand let  be the restriction of the Lebesgue measure to 
n(r). Then, satises (4.1) with  = 1+1=r(n  1) and some positive c > 0 ([M1, p.883]).As a result, we also get multiplicative Sobolev inequalities on the cone 
n(r).Example 4.2. Let n be a Riesz potential on IRn, i.e., dn(x) = jxj (n 1)dx.The measure n satises the Brunn{Minkowski type inequalityn(A+B)  n(A) + n(B); (4:2)for all measurable sets A and B containing the origin and such that A +B = fa + b : a 2 A; b 2 Bg is also measurable. Indeed, n admits therepresentation n(A) = Z l(A)d(l);where l is the Lebesgue measure on the line passing through the originand through the unit length vector l, and where  is (up to a constant) theLebesgue measure on the n{sphere of unit radius. Hence, n is a mixtureof Lebesgue measures on the lines containing the origin. Now, the Lebesguemeasure on the real line satises (4.2), and moreover (4.2) (due to its linearform) remains true for mixtures of measures satisfying it. This gives (4.2)for n.Now taking for B in (4.2) the ball of radius h > 0 and letting h! 0, weget (4.1) with  = 1 and c = cn, for all sets A containing the origin. Thus,for any smooth, compactly supported function f with f(0) = 0,ZIRn jrf(x)jjxjn 1 dx  cn ZIRn jf(x)jjxjn 1dx:Moreover, via (2.6) for  = 1 (or just by Holder's inequality) the aboveright{hand side can be estimated via the norms in L(n) and L(n).References[Au] Aubin, Th. (1982) Non{linear Analysis on manifolds. Monge Ampereequations. Springer{Verlag, Berlin.[BH] Bobkov, S.G., Houdre, C. (1995) Some connections between Sobolev-type inequalities and isoperimetry. Preprint.
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