We prove that under certain general conditions on the birth and death rates the LebesguePoisson measure is a maximal irreducibility measure for the spatial birth-and-death process.
Introduction
The basic question of stochastic stability analysis for a Markov process is whether the chain is irreducible. The notion of irreducibility for countable state space Markov processes is not directly transferable to Markov processes with continuous state spaces. The most widely used generalization is the so called ϕ-irreducibility, see, e.g., Myen and Tweedie [MT93] . The aim of this paper is to prove that under certain general conditions the Lebesgue-Poisson measure is a maximal irreducible measure for continuous-space birth-and-death processes. Roughly speaking it means that, whatever the initial condition is, a set will be hit by the process with positive probability if and only if it is of positive Lebesgue-Poison measure.
We describe and define spatial birth-and-death processes in Section 4. The pioneering works on spatial birth-and-death processes are Preston [Pre75] and Holley and Stroock [HS78] . More recent studies of various related aspects include for example [FM04, GK06, FKK12] .
The paper is organized as follows: in Section 2 we recall the notions of φ-irreducibility and maximal irreducibility for measures; in Section 3 we recall the definition of the Lebesgue-Poisson measure; in Section 4 we describe the birth-and-death processes we consider and give our main result, Theorem 4.5; the proofs are collected in Section 5.
Irreducible and maximal irreducible measures
In what follows we shall adopt the notation used in [MT93] . Let X be a Polish space and B(X) be its Borel σ-algebra. We will consider a Markov chain with transition probability kernel P and initial distribution µ defined on the canonical space Ω = ∞ i=0 X, with Φ n being the coordinate mappings,
The corresponding measure will be denoted by P µ , so that for any Borel sets A 0 , ..., A n ∈ B(Ω),
µ(dy 0 )P (y 0 , dy 1 )...P (y n−1 , dy n ).
(1)
Let P x denote the distribution of Φ in Ω when the initial distribution is the Dirac measure at x, P x {Φ 0 = x} = 1. For any set A ∈ B(X), τ A = min{n ≥ 1 : Φ n ∈ A} is called the first return time. Define also the return probabilities L(x, A) : = P x {τ A < ∞} = P x {Φ ever enters A}.
(2) Definition 2.1. A finite non-trivial measure φ is called φ-irreducible for the chain Φ if φ(A) > 0 implies that
A finite non-trivial measure ψ is called ψ-maximal irreducible for the chain Φ if
The measures φ and ψ from the above definition are called an irreducibility measure and a maximal irreducibility measure for Φ, respectively. The next proposition provides a sufficient condition for an irreducibility measure to be a maximal irreducibility measure.
Proposition 2.2. If Φ is φ-irreducible and the measure φ is such that φ{y : P (y, A) > 0} = 0 whenever φ(A) = 0, then Φ is ψ-irreducible with ψ = φ.
Lebesgue-Poisson measure
The state space of a continuous-time, continuous-space birth and death process is
where |η| is the number of points of η. Γ 0 (R d ) is often called the space of finite configurations.
where minimum is taken over the set of all bijections ς : η → ζ. For η ∈ Γ 0 and a > 0, let
The σ-algebra can be defined as
and let sym be the mapping
We are now going to define the Lebesgue-Poisson measure on (Γ 0 , B(Γ 0 )). For any n ∈ N, let l ⊗n d be the restriction of the Lebesgue measure to (R d ) n . We denote by λ (n) the projection of this measure on Γ
0 the measure λ (0) is given by λ (0) ({∅}) = 1. The Lebesgue-Poisson measure on
Let us note that the measure λ is infinite.
Birth-and-death processes and the main result
Denote by B(R d ) the Borel σ-algebra on R d . The evolution of a spatial birth-and-death process admits the following description. Two functions characterize the development in time, the birth
If the system is in state η ∈ Γ 0 at time t, then the probability that a new particle is added ("birth" event) in a
while the probability that a particle x ∈ η is removed from the configuration ( "death" event),
and simultaneous events cannot occur. In other words, the rate at which a birth occurs in B is B b(x, η)dx, and the rate at which a particle x ∈ η dies is d(x, η), and no two events happen at the same time. Various aspects of birth-and-death processes are considered in, e.g., [FM04, GK06, KS06] . Here we focus our attention on the embedded Markov chain of the birth-and-death process, namely the Markov chain on Γ 0 with transition probabilities
where
is the jump rate at η.
Denote by Q α the distribution of the Markov chain on ((Γ 0 ) ∞ , B((Γ 0 ) ∞ )) with transition probabilities (5) and initial value α ∈ Γ 0 . Here B((Γ 0 ) ∞ )) is the σ-algebra generated by the coordinate mappings. Let (ξ n ) n∈Z + be the coordinate mappings 
Condition 4.2. We require ∀m ∈ N : sup 
The following theorem constitutes the main result of the present paper.
Theorem 4.5. The Lebesgue-Poisson measure λ is a maximal irreducibility measure for (ξ n ) n∈N .
In other words,
Remark 4.6. The second part of (9) means that points may come "out of nowhere". We need such kind of condition in order for ∅ not to be an absorbing state of the Markov chain (ξ n ) n∈N .
Also, each of conditions (8) and (9) implies that every state η ∈ Γ 0 , η = ∅, is non-absorbing.
Proofs
Proof of Proposition 2.2. Let φ be a measure satisfying conditions of the lemma. We first prove that φ{y : L(y, A) > 0} = 0 whenever φ(A) = 0.
Note that
For A ∈ B(X) and k ∈ N, denote A (−k) := {x ∈ X : P k (x, A) > 0}. To prove (10), we will proceed by induction and show that φ{y : P n (y, A) > 0} = 0 as long as φ(A) = 0, for all n ∈ N.
Assume that φ{y : P m (y, A) > 0} = 0 whenever φ(A) = 0. Then, if φ(A) = 0,
The base case is given in the condition, therefore (10) holds.
Assume now that the statement of the lemma does not hold, so that φ is not a maximal irreducible measure for Φ. Proposition 4.2.2 from [MT93] implies the existence of a maximal irreducible measure ψ ′ for Φ. Then there exists a set C ∈ B(X) such that φ(C) = 0 whereas ψ ′ (C) > 0. By definition of irreducibility, L(x, C) > 0 for all x ∈ X. By (10), φ{y : L(y, C) > 0} = 0, hence φ(X) = 0, which contradicts to the non-triviality of φ.
Define a path of configurations as a finite sequence of configurations ζ 0 , ζ 1 , ..., ζ n such that |ζ k △ ζ k+1 | = 1, k = 0, ..., n − 1, and if ζ k+1 = ζ k ∪ z, then |z − y| ≤ r 2 for some y ∈ ζ k ; that is, ζ k+1 is obtained from ζ k either by adding one point to ζ k or by removing one point from ζ k ; in the case of the adding, it is required that the "new" point appears not further than r 2 from an "old" one. If ζ k = ∅, then we require ζ k+1 = {x ∅ }, where x ∅ is the center of B ∅ . We say that such a path has length n, and we call ζ 0 and ζ n the starting vertex and the final vertex, respectively. Also, we say that ζ 0 , ζ 1 , ..., ζ n is a path from ζ 0 to ζ n .
Lemma 5.1. For all η ∈ Γ 0 there exists a path from ∅ to η.
Proof. We will show that there exists a path from ∅ to η of length less than
where x ∅ is the center of B ∅ .
Starting from ∅ and only adding points, we see that there exists a path of length
with the starting vertex ∅ and with the final vertex being some configuration η ′ ⊃ η. Indeed, for each x ∈ η there exists a sequence of points x ∅ = x 0 , x 1 , ..., x n = x such that |x i − x i+1 | ≤ r 4
and n ≤ |x − x ∅ | 4 r . Having reached η ′ ⊃ η, we only need to delete some points from η ′ .
Lemma 5.2. Let ∅ = η 0 , η 1 , ..., η n be a path. Then for every a > 0
Proof. Without loss of generality we can assume a < r 4 . Denote A k = B ρ (η k , a). We will first show that
for some positive constantc n that depends on n but does not depend on the path we consider.
We have either η k ⊂ η k+1 or η k ⊃ η k+1 . Consider first the case η k ⊂ η k+1 . We know that η k+1 = η k ∪ z, where |z − y| ≤ r 2 for some y ∈ η k . Take arbitrary η ∈ A k . There exists y ′ ∈ η such that |y − y ′ | ≤ a. For x ∈ B a (z) we have
From (9) we obtain
where v d is the volume of a unit ball in R d . By (7), the denominator of the last fraction is (12) holds.
Now we turn our attention to the case when η k ⊃ η k+1 . We may write η k+1 = η k \ {y} for some y ∈ η k , and (12) follows from (8).
The statement of the lemma follows from (12), since
The idea of the proof. Let β = {x 1 , ..., x n }. The event R described in the next sentence has positive probability. Let ξ 1 = β ∪ y 1 for some
for some y 2 ∈ B r 4 (x 2 ), ξ 4 = ξ 3 \ x 2 , and so on, so that ξ 2n = ξ 2n−1 \ x n . We will see that
Proof.
By the Markov property,
Here for singletons S 1 = {s 1 }, S 2 = {s 2 }, ..., S n = {s n } we define
From the definition of the Lebesgue Poisson measure we have
where l n d is the Lebesgue measure on (R d ) n .
Define a measure σ on
We can rewrite (13) as
We will show that
for some constantc 3 > 0.
The statement of the lemma is a consequence of (14), (15) and (16). To establish (16) we only need to consider sets of the form
We have
Fix z j ∈ D j . Using our assumptions on b and d, we see that
where l d is the Lebesgue measure on R d . Hence
.
It remains to note that
Proof of Theorem 4.5. We will first establish φ-irreducibility. Starting from any configuration, the process may go extinct in finite time: for all η ∈ Γ 0 (R d )
Therefore, it is sufficient to show that
Let us take A ∈ B(Γ 0 ) with λ(A) > 0. There exists n ∈ N and β ′ ∈ Γ (n) 0 such that
By Lemma 5.1 there exists a path from ∅ to β ′ . Denote by m the length of this path.
Applying Lemma 5.2 and Lemma 5.3 we get
which proves (17). Now let us prove that λ is a maximal irreducibility measure for (ξ n ) n∈N . Taking into account Proposition 2.2, we see that it suffices to show that for all A ⊂ Γ 0 (R d ) with λ(A) = 0 we have
With no loss of generality, we assume that A ⊂ Γ for some j ∈ {1, 2, ..., n + 1}, whereΠ j y = (y 1 , ..., y i−1 , y i+1 , ..., y n+1 ) ∈ (R d ) n .
Since l n d (sym −1 (A)) = 0, we also have l 
Note that in cases n = 0, 1 some changes should be made in the proofs of (20), (22), because of the special structure of Γ 
