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For the central elements of the universal enveloping algebra of the Lie algebra
n named “the skew Capelli elements,” a Cayley–Hamilton type formula is given.
Its classical counterpart is an elementary formula for two alternating matrices. As
a byproduct of the main result, the description of the skew Capelli elements given
by K. Kinoshita and M. Wakayama (Explicit Capelli identities for skew symmet-
ric matrices, Proc. Edinburgh Math. Soc., to appear) is deduced naturally. © 2001
Academic Press
INTRODUCTION
The skew Capelli elements are central elements of the universal envelop-
ing algebra of the Lie algebra n, which were introduced in [HU] to con-
struct a Capelli type identity for the multiplicity-free action of GLn on the
alternating matrices of size n. In this paper, we give a Cayley–Hamilton
type formula for differential operators related with these skew Capelli ele-
ments. This is proved as an application of the “cofactor matrix” for the skew
Capelli elements. As another application of this “cofactor matrix,” we also
have a Newton type formula. The explicit description of the skew Capelli
elements which was recently given by Kinoshita and Wakayama [KW] can
be regarded as a corollary of this formula.
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expresses his sincere gratitude to Professor Toˆru Umeda for the advice and the encourage-
ment in writing this paper.
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The Lie group GLn naturally acts on the space Altn of all alternating
matrices, and in particular on the algebra Altn of polynomials on Altn.
Thus, we have a natural homomorphism λ from the universal envelop-
ing algebra Un to the algebra Altn of polynomial-coefﬁcient
differential operators. This homomorphism λ maps the center ZUn to
the algebra AltnGLn of GLn-invariant differential operators, and this
restriction to the center is known to be surjective [HU]. Thus, it is natu-
ral to consider the concrete correspondence of GLn-invariant differential
operators and central elements of the universal enveloping algebra Un
in more detail (the concrete Capelli problem; see (10.4) in [HU]).
Let xij be the standard coordinates of Altn, and ∂ij = ∂/∂xij the partial
differentiation with respect to xij . By the representation λ, the standard
basis Eij of n corresponding to the matrix unit is mapped to λEij =∑n
α=1 xαi∂αj . This relation is rewritten simply as λE = tXD = −XD
in terms of the matrices X = xij1≤i j≤nD = ∂ij1≤i j≤n, and E =
Eij1≤i j≤n. The main object of this paper is the following GLn-invariant
differential operator deﬁned with the Pfafﬁan:
γk =
∑
I=2k
PfXIPfDI 0 ≤ k ≤
n
2

Here,XI andDI indicate the submatricesXI = xiji j∈I andDI = ∂iji j∈I
for I ⊆ 
1 2     n, respectively. These γk’s are known to generate
AltnGLn . For this γk, there uniquely exists a central element Ck
of order at most k in the universal enveloping algebra Un such that
λCk  = γk (Lemma 5.2). This Ck is called the kth skew Capelli element.
The main theorem of this paper is the following relation for γk’s:
Theorem A (The Cayley–Hamilton Theorem for Altn)). (1) In
the case n = 2m, we have
m∑
k=0
γm−kXDXD+ 2I · · · XD+ 2k− 2I = 0
(2) In the case n = 2m+ 1, we have
m∑
k=0
γm−kXD+ IXD+ 3I · · · XD+ 2k− 1IX = 0
Theorem A(1) in the case n = 2m can be rewritten as γtXD = 0 by
considering the following generating function of γk’s:
γu = ∑
0≤k≤n/2
−kγk · u −2n/2−k
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Here, u −hr is the “factorial function” deﬁned by
u −hr = hr · 
(
u
h
+ 1
)/

(
u
h
+ 1− r
)
with the gamma function u. Moreover, in the case n = 2m+ 1, we put
γ∗u = γu · u− 1 −2−1/2 =
m∑
k=0
−kγk · u− 1 −2m−k
Then, we can rewrite Theorem A(2) as γ∗tXDX = 0.
As we shall see later, Theorem A follows from the identity
u · tXD− uI = γuI
where u is a matrix, called a “cofactor matrix” for γu. This matrix
u is given in terms of certain Pfafﬁans in a way similar to that in [I2].
As another application of this “cofactor matrix” u, we have the fol-
lowing formula, which gives a relation between the two series of invariant
differential operators γk’s and trtXDr’s. The explicit description of the
skew Capelli elements given in [KW] can be regarded as a corollary of this
formula (Section 5).
Theorem B (Newton’s Formula for Altn). The following equality
holds as AltnGLn -coefﬁcient formal power series in u:
γu − γu− 2
γu =
∞∑
r=0
u−1−rtrtXDr
Theorems A and B imply that the generating function γu is the “char-
acteristic function” for the two matrices X and D.
Before the proofs of the main theorems, we will ﬁrst consider Cayley–
Hamilton and Newton type formulas for two alternating matrices whose
entries commute (Theorems 3.1 and 3.2). When the two alternating matri-
ces are equal, these formulas coincide with the usual Cayley–Hamilton and
Newton formulas. Theorems A and B can be regarded as analogues of
these classical formulas. By the inﬂuence of the non-commutativity of the
entries of X and D, the usual powers and the differentiations in the clas-
sical case are replaced by factorial functions and backward differences in
Theorems A and B. We note that, also for the usual Cayley–Hamilton and
Newton formulas, such non-commutative analogues were given as relations
for the Capelli elements [U2, N1, MNO].
Remark. Some relations between the Capelli elements and the skew
Capelli elements are computed in [HU]. Noting this discussion, we can
deduce Theorem B from a Newton type formula for the Capelli elements
given in [U2]. See Section 4.3 for further details.
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1. THE EXTERIOR CALCULUS AND THE PFAFFIAN
The exterior calculus provides a convenient tool for treating the Pfafﬁans.
In this section, as a preparation for the succeeding sections, we recall the
expression of the Pfafﬁan in the exterior calculus.
For an associative algebra , we denote by Altn the space of alternat-
ing matrices of size n whose entries are elements of . The exterior algebra
n is the associative algebra generated by the n elements e1 e2     en sub-
ject to the relations eiej + ejei = 0. Hereafter we work in n ⊗ . Thus,
the elements e1 e2     en are considered to be formal (anti-commuting)
variables to make “generating functions” with coefﬁcients in . We often
use the symbol of the divided power: xk = 1
k!x
k. With this symbol, the
binomial expansion is simply expressed as x+ yn =∑nk=0 xkyn−k.
When n = 2m, we deﬁne the Pfafﬁan PfA for A = Aij1≤ij≤n ∈
Altn by
PfA = 1
2mm!
∑
σ∈2m
signσAσ1σ2Aσ3σ4 · · ·Aσ2m−1σ2m
To express this PfA in the exterior calculus, we consider an element θA
in n ⊗  deﬁned by
θA =
1
2
eAte = 1
2
n∑
i j=1
eiejAij
with e = e1     en. The Pfafﬁan PfA is expressed with this θA as
e1 · · · enPfA = θmA (1.1)
This relation is easy to see from the deﬁnition of the Pfafﬁan.
More generally, let n be an arbitrary natural number and consider the
quantity ck =
∑
I=2k PfAIPfBI for two alternating matrices AB ∈
Altn. This can be expressed in the exterior calculus by doubling the
anti-commutative variables. Let 2n be the exterior algebra generated by
the anti-commutative variables ei e
′
i i = 1     n. Form the elements θ′B
and τ in 2n ⊗  as
θ′B =
1
2
e′B te′ = 1
2
n∑
i j=1
e′ie
′
jBij τ = e te′ =
n∑
i=1
eie
′
i
with e′ = e′1     e′n. Then we have
e1e
′
1 · · · ene′nck = −kθkA θ′kB τn−2k(1.2)
The calculation in this paper depends on this expression of ck with θA, θ
′
B,
and τ.
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2. THE COFACTORS FOR THE PFAFFIAN
In this section, we recall the cofactor matrix for the Pfafﬁan (cf. [Hi, I2]).
This is a foundation to construct the cofactor matrix for γu in Section 4.
Let A be an alternating matrix of size n whose entries commute with
each others. When n = 2m, we deﬁne a matrix A∨ of size n by
e1 · · · e2mA∨ij = −θm−1A eiej
where A∨ij is the i j-entry of the matrix A∨. The argument used to
verify (1.1) also shows that A∨ij is equal to the subpfafﬁan PfAi j up
to sign. Here Ai j is the submatrix of size n− 2 obtained by deleting the
ith and jth rows and ith and jth columns from A. We call this matrix A∨
the cofactor matrix of A for the Pfafﬁan Pf(A). In fact, the product of A∨
and A is known to be equal to the “scalar matrix” PfAI:
Proposition 2.1. The following formula holds:
A∨A = AA∨ = PfAI
This relation is rewritten in the exterior calculus as
−θm−1A eiψA j = δijθmA 
where ψA j =
∑n
α=1 eαAαj .
For an arbitrary natural number n, not necessarily even, we have the
following generalization of Proposition 2.1:
Corollary 2.2. The following formula holds for distinct indices α1    
αn−2k+1:
θ
k−1
A eα1eα2 · · · eαn−2k+1ψA j
=
{
−n+iθkA eα1 · · · êαi · · · eαn−2k+1 j = αi
0 j /∈ 
α1 α2     αn−2k+1
Here êαi means that eαi is omitted.
Proof. We can assume that j = αp for p = i. Applying the second equal-
ity in Proposition 2.1 to the submatrix AI with I = 
1 2     n\
α1    
α̂i     αn−2k+1, we have
θ˜
k−1
A eαi ψ˜A j = −δjαi θ˜
k
A
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with θ˜A = 12
∑
p q∈I epeqApq and ψ˜A j =
∑
p∈I epApj . Then, we obtain our
formula multiplying both sides of this equality by eα1 · · · êαi · · · eαn−2k+1 . In
fact, we have
θ˜A · eα1 · · · êαi · · · eαn−2k+1 = θA · eα1 · · · êαi · · · eαn−2k+1
ψ˜A j · eα1 · · · êαi · · · eαn−2k+1 = ψA j · eα1 · · · êαi · · · eαn−2k+1
and θ˜A and θA commute.
We will use the cofactors for the Pfafﬁan in the form of the following
lemma. This is easily checked by expanding the powers of τ = ∑np=1 epe′p
and using Corollary 2.2.
Lemma 2.3. The following equalities hold:
θ
k
A τ
n−2k−1ψA j = θk+1A τn−2k−2e′j
θ
k
A τ
n−2k−2eiψA j = θk+1A τn−2k−3eie′j − θk+1A τn−2k−2δij
3. THE CLASSICAL CASE
Before proving the main results, we ﬁrst study their classical counterparts.
They are quite elementary formulas for two alternating matrices and are
themselves interesting. In this section, we assume that the algebra  is
commutative.
3.1. For two alternating matrices AB ∈ Altn, we consider the
quantities ck =
∑
I=2k PfAIPfBI and their generating function
cu = ∑
0≤k≤n/2
−kckun/2−k
Here we put c0 = 1 The main result of this section is the following Cayley–
Hamilton type formula:
Theorem 3.1. (1) In the case n = 2m, we have ctAB = 0, namely
m∑
k=0
cm−kABk = 0
(2) In the case n = 2m+ 1, we have c∗tABA = 0, namely
m∑
k=0
cm−kABkA = 0
Here c∗u is a polynomial deﬁned by
c∗u = cuu−1/2 =
m∑
k=0
−kckum−k
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We have also a Newton type formula for cu:
Theorem 3.2. The following equality holds as the -coefﬁcient formal
power series in u:
2
c′u
cu =
∞∑
r=0
u−1−rtrtABr
Here c′u = d
du
cu is the derivative of cu with respect to u.
This equality implies the following relation between ck and trtABi:
Corollary 3.3. For k ≥ 0, the following equality holds:
k∑
i=0
−ick−itrtABi = n− 2kck
Remarks. (1) In the case A = B, these formulas coincide with the
usual Cayley–Hamilton and Newton formulas (see, e.g., [Mc]).
(2) Comparing the equality cu′ = c∗uu1/2 and the assertion
c∗tABA = 0 of Theorem 3.1(2), one would expect the assertion
ctAB = 0 of Theorem 3.1(1) to be still valid in the case n = 2m + 1 in
an appropriate setting.
(3) Theorem 3.1(1) in the case n = 2m is ﬁrst given by Ðokovic´[D].
Also in the case n = 2m+ 1, he gives a similar formula, which is a bit weaker
than Theorem 3.1(2). In fact, it is obtained by multiplying Theorem 3.1(2)
by the matrix B from right.
(4) The quantity c1 is known under the name of “relative Pfafﬁan”
(see, e.g., [JLW]).
These results suggest that cu is the “characteristic function” of the two
alternating matrices A and B.
3.2. Theorems 3.1 and 3.2 are obtained as applications of the cofac-
tor matrix for cu, which shall be deﬁned below. We deﬁne +k+†l ∈
Matn for 0 ≤ k ≤ n− 2/2 and 0 ≤ l ≤ n− 3/2 by
e1e
′
1 · · · ene′n+ki j = −kθkA θ′kB τn−2k−1e′iej
e1e
′
1 · · · ene′n+†l i j = −lθ
l+1
A θ
′l
B τ
n−2l−2e′ie
′
j 
For k > n− 2/2 and l > n− 3/2, we put +k = +†l = 0. These deﬁnitions
are rewritten as
+ki j =
∑
I=2k+1ij∈I
±PfAI\
jPfBI\
i
+†l i j =
{ ∑
I=2l+2 ij∈I
±PfAIPfBI\
ij i = j,
0 i = j.
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Here, the sign of each term is determined by i j and I. We deﬁne a matrix
+u by the following linear combination of +k:
+u = ∑
0≤k≤n/2
−k+kun/2−k−1
We call this +u the “cofactor matrix” for cu. In fact, the product of this
+u and tAB − uI is equal to the “scalar matrix” cuI:
Proposition 3.4. The following equality holds:
+utAB − uI = cuI
This cofactor matrix +u is related to cu as follows:
Proposition 3.5. The following equality holds:
tr+k = −n− 2kck
In particular, the trace of +u is equal to −2c′u:
tr+u = −2c′u
Proposition 3.5 is seen from the deﬁnition of +kand the expression (1.2)
of ck. Proposition 3.4 is immediately deduced from the following lemma by
noting the relation +0 = −I:
Lemma 3.6. The following equalities hold:
+k ·A = +†k +†k · B = +k+1 + ck+1I
In particular, we have
+k · tAB = −+k+1 − ck+1I
Proof. By the deﬁnitions of +k+
†
k, and the expression (1.2) of ck, it is
enough to show the two equalities
−kθkA θ′kB τn−2k−1e′iψA j = −kθk+1A θ′kB τn−2k−2e′ie′j(3.1)
−kθk+1A θ′kB τn−2k−2e′iψ′B j = −k+1θk+1A θ′k+1B τn−2k−3e′iej(3.2)
+−k+1θk+1A θ′k+1B τn−2k−2δij
where ψ′B j =
∑n
α=1 e
′
αBαj . The equality (3.1) is deduced by multiplying the
ﬁrst relation in Lemma 2.3 by θ′kB e
′
i from the right, because θ
′
B and ψA j
are commutative. To prove (3.2), we replace A by B, and exchange eα and
e′α in the second relation in Lemma 2.3:
θ
′k
B τ
n−2k−2e′iψ
′
B j = −θ′k+1B τn−2k−3e′iej − θ′k+1B τn−2k−2δij
The equality (3.2) is obtained by multiplying both sides by θk+1A from
the left.
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Theorem 3.1(1) is directly deduced from Proposition 3.4 by noting the
following “factor theorem” (cf. [AW]), because cu and +u are polyno-
mials in u in this case n = 2m.
Lemma 3.7 (The Factor Theorem). Let  be an associative algebra,
which is not necessarily commutative. Then, for ZYk ∈ , the equality∑n
k=0 YkZ
k = 0 holds, if and only if there exists a polynomial Fu ∈ u
such that
Fu · Z − uI =
n∑
k=0
Yku
k
Theorem 3.1(2) does not follow so directly from Proposition 3.4, because
cu and +u are not polynomials in the case n = 2m + 1. To avoid this
obstacle, we consider a polynomial +∗u instead of +u:
+∗u = 1
u

+uu1/2 − −m+m =
m−1∑
k=0
−k+kum−k−1
Then, noting the relation +m · A = 0 in Lemma 3.6, we can rewrite
Proposition 3.4 as follows. Combining this and Lemma 3.7, we have
Theorem 3.1(2).
Proposition 3.8. The following equality holds:
+∗u · tAB − uI = c∗uI + −m+m
In particular, we have
+∗u · tAB − uIA = +∗uA · B tA− uI = c∗uA
Theorem 3.2 is also deduced from Proposition 3.4 by noting Proposi-
tion 3.5:
Proof of Theorem 32. Multiplying both sides of the equality in Propo-
sition 3.4 by uI − tAB−1 from the right, we have
−+u = cuuI − tAB−1 = cu
∞∑
r=0
u−1−rtABr 
Then, taking the traces of both sides, we obtain the theorem. In fact, the
trace of +u is equal to −2c′u, as is seen in Proposition 3.5.
Remark. Corollary 3.3 can be obtained from Lemma 3.6 directly as fol-
lows. We deﬁne +̂k ∈Matn by
+̂k = +k +
k∑
i=0
−ick−itABi
This +̂k satisﬁes the relation +̂k · tAB = −+̂k+1, as is seen from Lemma 3.6.
Consequently, since +̂0 = +0 + I = 0, we have +̂k = 0 by induction. Tak-
ing the traces of both sides of this equality, we come to Corollary 3.3 by
Proposition 3.5.
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3.3. The “characteristic function” cu is expressed as a Pfafﬁan of
an alternating matrix of size 2n:
Proposition 3.9. The following equality holds:
cu = − nn−12 Pf
(
A u1/2I
−u1/2I B
)

Corollary 3.10. The square of cu is equal to the characteristic function
of the matrix tAB:
cu2 = detuI − tAB
Proof of Proposition 39. We denote the matrix in question by
KABu =
(
A u1/2I
−u1/2I B
)

As is seen in (1.1), the Pfafﬁan PfKABu is expressed as
θ¯
n
KABu = e1 · · · ene
′
1 · · · e′n PfKABu(3.3)
Here, we put θ¯KABu = 12 e¯KABut e¯ with e¯ = e1     en e′1     e′n. This
θ¯KABu is written also as
θ¯KABu = θA + θ′B + u1/2τ
Hence we have a trinomial expansion
θ¯
n
KABu = θA + θ
′
B + u1/2τn =
∑
i+j+k=n
θ
i
A θ
′j
B u1/2τk
Here, the exponents i j in θiA and θ
′j
B of each term must coincide, because
θ¯
n
KABu is of top degree in 2n⊗. Hence, using the relation (1.2), we have
θ¯
n
KABu =
∑
0≤i≤n/2
θ
i
A θ
′i
B τ
n−2iun/2−i = e1e′1 · · · ene′ncu(3.4)
Comparing (3.3) and (3.4), we see the assertion.
Proof of Corollary 310. Note the relation detKABu = detuI −
tAB, which is easily seen from the equality(
A u1/2I
−u1/2I B
)( −B u1/2I
−u1/2I 0
)
=
(
tAB − uI u1/2A
0 −uI
)

Since the square of the Pfafﬁan is equal to the determinant, we see the
assertion from Proposition 3.9.
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For the cofactor matrix KABu∨ for the Pfafﬁan PfKABu deﬁned
in Section 2, the following two relations hold as the counterparts of
Propositions 3.4 and 3.5,
PfKABuI = KABu∨KABu = KABu∨JLAB − u1/2I
trKABu∨J = −−
nn−1
2 4c′u · u1/2
where
J =
(
0 −I
I 0
)
 LAB =
(
0 B
tA 0
)

Indeed, the ﬁrst is immediate from Proposition 2.1, and the second is
obtained by differentiating both sides of (3.4), because we have
d
du
θ¯
n
KABu = θ¯
n−1
KABu ·
1
2
u−1/2τ=−e1 ···ene′1 ···e′n
1
4
trKABu∨Ju−1/2
as a consequence of the deﬁnition of the KABu∨. Theorems 3.1 and 3.2
can be deduced from these relations instead of Propositions 3.4 and 3.5 by
noting
L2kAB =
( BtAk 0
0 tABk
)
 L2k+1AB =
(
0 B tAkB
tABk tA 0
)

However, such simpler proofs seem difﬁcult to apply to the non-
commutative case which we consider in the following section.
4. THE CASE OF Altn
For the two alternating matrices X = xij1≤i j≤n and D = ∂ij1≤i j≤n,
we have analogues of the results in the previous section. Note that the
discussion in Section 2 still holds for these X and D, because for each of
these matrices its entries commute.
4.1. We deﬁne the “characteristic function” γu for the two alter-
nating matrices X and D by
γu = ∑
0≤k≤n/2
−kγk · u −2n/2−k
with γk =
∑
I=2k PfXI PfDI and the “factorial function”
u −hr = hr · 
(
u
h
+ 1
)/

(
u
h
+ 1− r
)

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Here, when h < 0, we deﬁne the power of h by hr = −r hr with −r =
eπ
√−1r . Note that for a natural number k ∈  we have
u −hk = uu− hu− 2h · · · u− k− 1h
so that γu is a polynomial if n is even. This γu satisﬁes the following
relations:
Theorem 4.1 (The Cayley–Hamilton Theorem for Altn). (1) In
the case n = 2m, we have γtXD = 0, namely
m∑
k=0
γm−k · XD 2Ik = 0
(2) In the case n = 2m+ 1, we have γ∗tXDX = 0, namely
m∑
k=0
γm−k · XD+ I 2IkX = 0
Here, γ∗u is a polynomial deﬁned by
γ∗u = γu · u− 1 −2−1/2 =
m∑
k=0
−kγk · u− 1 −2m−k
Theorem 4.2 (Newton’s Formula for Altn). The following equality
holds as the AltnGLn -coefﬁcient formal power series in u:
γu − γu− 2
γu =
∞∑
r=0
u−1−rtrtXDr
Corollary 4.3. For k ≥ 0, the following equality holds,
k∑
i=0
−iγk−i ·Qin−2k+2tXD = n− 2kγk
where
QiuZ =
{
trI (i = 0),
trZZ − uI −2Ii−1 (i > 0).
Corollary 4.3 is obtained by comparing the coefﬁcients of the following
expansion of Theorem 4.2: multiply both sides of Theorem 4.2 by γu,
and expand to the linear sums of 
u − 2 −2n/2−k  k = 1 2    using
the formula
u −hl+1
∞∑
r=0
u−1−rZr
= u− h −hl +
∞∑
k=1
u− h −hl−kZZ − lhhk−1
which is easily checked by multiplying both sides by u− Z.
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As in the classical case, another proof of Corollary 4.3 shall be given
later.
4.2. To prove these theorems, we construct the cofactor matrix for
γu. As in the classical case, we deﬁne k†l ∈ MatnAltn for 0 ≤
k ≤ n− 2/2 and 0 ≤ l ≤ n− 3/2 by
e1e
′
1 · · · ene′nkij = −kθkX θ′kD τn−2k−1e′iej
e1e
′
1 · · · ene′n†l ij = −lθl+1X θ′lD τn−2l−2e′ie′j
and k = †l = 0 for other k and l. We consider the following linear com-
bination of these k’s:
u = ∑
0≤k≤n/2
−kk · u− 2 −2n/2−k−1
We call this u the “cofactor matrix” for γu. In fact, this matrix u
satisﬁes the following relations as in the classical case:
Proposition 4.4. The following equality holds:
u · tXD− uI = γuI
Proposition 4.5. The following equality holds:
trk = −n− 2kγk
In particular, we have
tru = −γu − γu− 2
Proposition 4.5 is easy to see from the deﬁnitions and formula (1.2).
Proposition 4.4 is deduced from the following lemma and the relation
0 = −I by a direct calculation:
Lemma 4.6. The following equalities hold:
k ·X = †k − n− 2k†k−1 †k ·D = k+1 + γk+1I
In particular, we have
k · tXD = −k+1 + n− 2kk − γk+1I + n− 2kγkI
This Lemma 4.6 is proved in a way similar to the proof of Lemma 3.6 by
noting the following lemma:
Lemma 4.7. We have the following commutation relation:
θ′DψX j = τe′j 
In particular, we have
ψX jθ
′k
D = θ′kD ψX j − θ′k−1D τe′j 
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Proof of Lemma 46 We start with the following equality in Lemma 2.3:
θ
k
X τ
n−2k−1ψX j = θk+1X τn−2k−2e′j 
Multiply both sides by θ′kD e
′
i from the right and use the commutation rela-
tion in Lemma 4.7. Then, we have
−kθkX θ′kD τn−2k−1e′iψX j = −kθk+1X θ′kD τn−2k−2e′ie′j
−−k−1n− 2kθkX θ′k−1D τn−2ke′ie′j 
Our ﬁrst formula is immediate from this and the deﬁnitions of k and
†k. The proof of the second formula is almost the same as that of
Lemma 3.6.
The theorems in this section are consequences of Proposition 4.4. In fact,
Theorem 4.2 is deduced from Propositions 4.4 and 4.5 in a way similar to
the proof of Theorem 3.2. Theorem 4.1(1) is also deduced by noting the
“factor theorem” Lemma 3.7 as in the classical case.
Theorem 4.1(2) in the case n = 2m+ 1 is proved as follows. We put
R =
m∑
i=0
2i− 1!!m−i
where 2i− 1!! = 2i− 1 −2i, so that 2i− 1!! = 2i− 12i− 3 · · · 3 · 1
for i ≥ 1 and −1!! = 1. It is easy to see that R ·X = 0 from Lemma 4.6.
Using this R, we introduce
∗u = 1
u

u · u− 1 −21/2 − −mR
= 1
u
m∑
k=0
−kk
u− 1 −2m−k − −m−k2m− 2k− 1!!
Note that this matrix ∗u is a polynomial in u. With this ∗u,
Proposition 4.4 is rewritten as follows. We obtain Theorem 4.1(2) from this
and the “factor theorem” Lemma 3.7.
Proposition 4.8. The following equality holds:
∗u · tXD− uI = γ∗uI + −mR
In particular, we have
∗u · tXD− uIX = ∗u ·XDtX − uI = γ∗uX
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Remarks. (1) Corollary 4.3 can be deduced directly from Lemma 4.6.
We put
̂k = k + γkI +
k∑
i=1
−iγk−itXDtXD− n− 2k+ 2I −2Ii−1
Then we have the relation ̂k · tXD− n− 2kI = −̂k+1 by Lemma 4.6.
This relation implies that ̂k = 0, because ̂0 = 0 + γ0I = 0. Taking the
trace, we obtain Corollary 4.3.
(2) From the formula ̂kX = 0, we can see that the matrix XDkX is
alternating by induction. In fact, it sufﬁces to check that the matrix kX
is alternating, and this is immediate from Proposition 4.6, because †k is
alternating.
4.3. As an analogue of Corollary 3.10, we have a relation between
our γu and the Capelli determinant
Cu = detE + diagn− 1 n− 2     0 − uI
which is well known as a central element of Un (see, e.g., [HU]). Here,
we deﬁne the determinant of a matrix 6 = 6ij1≤ij≤n whose entries are
not necessarily commutative as follows (the column-determinant):
det6 = ∑
σ∈	n
signσ6σ116σ22 · · ·6σnn
Proposition 4.9. The following equality holds:
γuγu− 1 = −λCu
This Proposition 4.9 is seen by combining Theorem 4.2 and the following
Newton type formula for Cu given in [U2] (see also [N1, MNO]):
Cu − Cu− 1
Cu =
∞∑
r=0
u−1−rtrEr
Conversely we can deduce Theorem 4.2 from this formula and
Proposition 4.9.
Remark. Howe and Umeda also give Proposition 4.9 in the case n =
2m HU,11312. We note that their method still works in the case
n = 2m+ 1, though they only prove the case n = 2m.
It would be interesting to ﬁnd out the counterpart of Proposition 3.9,
namely to express γu as a Pfafﬁan.
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5. NEWTON’S FORMULA FOR THE
SKEW CAPELLI ELEMENTS
The skew Capelli elements Ck were introduced in [HU, Sect. 11.3] in
order to consider an analogue of the Capelli identities. From the Newton
type formula for γk in the previous section, we can deduce the following
relation for the skew Capelli elements:
Theorem 5.1. For 0 ≤ k ≤ n/2, the following equality holds:
k∑
i=0
Ck−i ·Qin−2k+2E = n− 2kCk 
This relation is a consequence of Corollary 4.3 and the following charac-
terization of Ck HU,1135 and 11318:
Lemma 5.2. For 0 ≤ k ≤ n/2, the kth skew Capelli element Ck is uniquely
determined as a central element in Un by the following two properties:
(i) Ck is an element of order at most k (under the canonical ﬁltration of
Un, and (ii) λCk  = γk
Proof of Theorem 51 Solving the equalities for 0 ≤ k ≤ n/2 in
Corollary 4.3, we obtain the following expression of γk in terms of
QiutXD’s:
2kk!γk = det

Q1ntXD 2 0
Q2n−2tXD Q1n−2tXD 4
Q3n−4tXD Q2n−4tXD Q1n−4tXD
  



   2k− 2
Qkn−2k+2tXD Qk−1n−2k+2tXD Qk−2n−2k+2tXD    Q1n−2k+2tXD


By Lemma 5.2, we can regard this equality as an expression of Ck in terms
of QiuE’s:
2kk!Ck = det

Q1nE 2 0
Q2n−2E Q1n−2E 4
Q3n−4E Q2n−4E Q1n−4E
  



   2k− 2
Qkn−2k+2E Qk−1n−2k+2E Qk−2n−2k+2E    Q1n−2k+2E

(5.1)
It is easy to see that this expression is equivalent to our assertion.
Remarks. (1) Note that we cannot replace γk and tXD respectively by
Ck and E in Theorem 4.2, because the homomorphism λ is not injective.
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(2) From Theorem 4.1, we see that the entries of the matrices
m∑
k=0
−kCk · E −2m−k
m∑
k=0
−kCk · E − I −2m−kE
are in the kernel of λ respectively for n = 2m and n = 2m+ 1. It would be
an interesting question whether these entries generate the kernel.
(3) The general expression of Ck is given for the ﬁrst time in [KW]
in the form (5.1).
6. VARIATIONS OF THE MAIN RESULTS
On one hand, in the classical case in Section 3, the theorems still hold,
even if we exchange the two matrices A and B. On the other hand, in
the non-commutative case in Section 4, it is not so trivial how we should
reform the theorems under the exchange of the two matrices X and D.
In this section, we consider this problem and give some variations of the
formulas in Section 4.
6.1. Besides γk =
∑
I=2k PfXIPfDI, we consider another GLn-
invariant differential operator
γ◦k =
∑
I=2k
PfDIPfXI
and their generating function
γ◦u = ∑
0≤k≤n/2
−kγ◦k · u+ 1 2n/2−k
= −n/2 ∑
0≤k≤n/2
γ◦k · −u− 1 −2n/2−k
In the case n = 2m+ 1, we also consider
γ◦∗u = γ◦u · u+ 2 2−1/2
=
m∑
k=0
−kγ◦k · u+ 2 2m−k = −m
m∑
k=0
γ◦k · −u− 2 −2m−k
This γ◦k is related with the γk’s as follows:
Proposition 6.1. We have
γ◦k =
k∑
i=0
(
n− 2k+ 2i
2i
)
2i− 1!!γk−i
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Corollary 6.2. In the case n = 2m, we have
γ◦u = γu
In the case n = 2m+ 1, we have
γ◦∗u = γ∗u −1/2γ◦u = γu · tanπu/2
Proof of Proposition 61. In general, for the elements a b, and z satis-
fying the commutation relations b a = z a z = 0 b z = 0, we have
bkak =
k∑
i=0
ak−ibk−izi
As an application of this, we have the following equality, because
θ′D θX = −τ2:
θ
′k
D θ
k
X τ
n−2k =
k∑
i=0
−iθk−iX θ′k−iD τ2iτn−2k · 2i− 1!!
=
k∑
i=0
−iθk−iX θ′k−iD τn−2k+2i ·
(
n− 2k+ 2i
2i
)
2i− 1!!
Thus, we obtain the proposition noting the equality (1.2).
Proof of Corollary 62. The formula in the case n = 2m and the ﬁrst
formula in the case n = 2m+ 1 are seen from Proposition 6.1 by using the
following “binomial theorem” for the factorial functions (cf. [GKP]):
u+w −hk =
k∑
r=0
(
k
r
)
u −hrw −hk−r 
The second formula in the case n = 2m+ 1 is seen from the ﬁrst by using
the relation
−1/2u+ 1 21/2 = tanπu/2 · u −21/2
which can be checked by the equality z1− z = π/ sinπz.
6.2. The variations of Theorem 4.1 in the case n = 2m are given as
follows. Hereafter we use the symbol f˜ u = f u− 1 for a function f .
Theorem 6.3. In the case n = 2m, we have
γtXD = 0 γ˜tDX = 0 γ◦tXD = 0 γ˜◦tDX = 0
Namely, we have
m∑
k=0
γm−k · XD 2Ik = 0
m∑
k=0
γm−k · DX + I 2Ik = 0
m∑
k=0
γ◦m−k · XD− I −2Ik = 0
m∑
k=0
γ◦m−k · DX −2Ik = 0
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Before proving this theorem, we note the following proposition. This is
easy to see from the equalities tXD = λE and tDX = ttXD + n− 1I,
because γk and γ
◦
k are GLn-invariant.
Proposition 6.4. The differential operators γk and γ
◦
k commute with the
entries of the matrices tXD and tDX.
To prove Theorem 6.3, we introduce the involutive anti-automorphism ι
of Altn deﬁned by xij → xij and ∂ij → −∂ij . The following relations
for this ι are seen by direct calculations:
Lemma 6.5. Under the anti-automorphism ι, we have the correspondences
tXD ↔ −tDX, γk ↔ −kγ◦k, and in particular γu ↔ −−n/2γ˜◦−u.
Moreover, we have γ∗u ↔ −mγ˜◦∗−u in the case n = 2m+ 1.
Proof of Theorem 63. From Theorem 4.1(1) and the equality γu =
γ◦u in Corollary 6.2, we have
γtXD = γ◦tXD = 0
Apply the anti-automorphism ι to this relation. Then, noting Lemma 6.5
and Proposition 6.4, we have
γ˜◦tDX = γ˜tDX = 0
In spite of Proposition 6.4, γk and γ
◦
k do not necessarily commute with
the entries of X and D. As a consequence of this fact, the case n = 2m+ 1
is more variegated than the case n = 2m:
Theorem 6.6. In the case n = 2m+ 1, we have
γ∗tXDX = 0 Dγ∗tXD = 0 γ˜∗tDXD = 0 Xγ˜∗tDX = 0
γ◦∗tXDX = 0 Dγ◦∗tXD = 0 γ˜◦∗tDXD = 0 Xγ˜◦∗tDX = 0
Namely we have
m∑
k=0
γm−k · XD+ I 2IkX = 0
m∑
k=0
DXD+ I 2Ik · γm−k = 0
m∑
k=0
γm−k · DX + 2 2IkD = 0
m∑
k=0
XDX + 2 2Ik · γm−k = 0
m∑
k=0
γ◦m−k · XD− 2I −2IkX = 0
m∑
k=0
DXD− 2I −2Ik · γ◦m−k = 0
m∑
k=0
γ◦m−k · DX − I −2IkD = 0
m∑
k=0
XDX − I −2Ik · γ◦m−k = 0
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Proof. From Theorem 4.1(2) and the equality γ∗u = γ◦∗u in
Corollary 6.2, we have
γ∗tXDX = γ◦∗tXDX = 0(6.1)
Applying the anti-automorphism ι to this relation, we have the following
by Lemma 6.5:
Xγ˜◦∗tDX = Xγ˜∗tDX = 0(6.2)
To show the other formulas, we introduce another involutive anti-
automorphism κ of Altn deﬁned by xij ↔ ∂ij . Applying this κ to
the equalities (6.1) and (6.2), we obtain
Dγ∗tXD = Dγ◦∗tXD = 0 γ˜◦∗tDXD = γ˜∗tDXD = 0
In fact, κ maps γk and γ
◦
k to themselves respectively.
6.3. The variations of Theorem 4.2 are given as follows:
Theorem 6.7. The following equalities hold as the AltnGLn -
coefﬁcient formal power series in u:
γu − γu− 2
γu =
γ◦u − γ◦u− 2
γ◦u =
∞∑
r=0
u−1−rtrtXDr
γ˜u+ 2 − γ˜u
γ˜u =
γ˜◦u+ 2 − γ˜◦u
γ˜◦u =
∞∑
r=0
u−1−rtrtDXr
The ﬁrst formula in this theorem is seen from Theorem 4.2 and
Corollary 6.2, because the period of tanπu/2 is 2. The second formula
follows from the ﬁrst by applying the anti-automorphism ι and noting
Lemma 6.5.
Expanding Theorem 6.7, we have the variations of Corollary 4.3:
Corollary 6.8. The following equalities hold:
k∑
i=0
−iγk−iQin−2k+2tXD =
k∑
i=0
−iγk−iPin−2k+1tDX = n− 2kγk
k∑
i=0
−iγ◦k−iQ′in−2k+2tDX =
k∑
i=0
−iγ◦k−iP ′in−2k+1tXD = n− 2kγ◦k
Here, we deﬁne QiuZQ′iuZ PiuZ P ′iu Z by
QiuZ =
{
trI (i = 0),
trZZ − uI −2Ii−1 (i > 0),
Q′iuZ =
{
trI (i = 0),
trZZ + uI 2Ii−1 (i > 0),
PiuZ = trZ − uI −2Ii P ′iu Z = trZ + uI 2Ii
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