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Abstract 
To improve the network performance and quality of service (QoS) requirement, a connected dominated subset of 
nodes in wireless network is selected to form a virtual backbone. However the backbone tends to be rather large for 
large-scaled wireless network. Thus, there is a need for effective approaches to construct d-hop connected dominating 
sets (d-CDS), so that the size of the dominating sets can be reduced greatly. In this paper, we design a scheme for d-
CDS problem in unit disk graph (UDG). The main strategy is partition to clusters, from which the d-hop dominating 
sets (d-DS) is selected separately. Then d-DS selected are connected together to form d-CDS. Performance and 
detailed analysis are also provided. 
© 2011 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of [CEIS 2011] 
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 1. Introduction 
A wireless sensor network (WSN) typically consists 
of highly resource-constrained wireless nodes that 
collectively monitor the area. Without a well organized 
routing scheme, wireless networks always use simple 
flooding to transmit messages, causing high energy 
consuming and interference problems. To improve the 
performance and QoS (Quality of Service) requirement, a 
special subset of nodes in the network is selected to form 
a virtual backbone, which will participate in multi-hop 
clusterhead nodes 
connector nodes 
dominated nodes 
 clusterhead and connector form 2-CDS toge her. t
Fig. 1 An example of a 2-CDS in an UDG 
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routing process. Usually a connected dominating set (CDS) is the graph model of such subsets. Each node 
in CDS (dominator) will dominate its adjacent neighbors (dominatees). Thus the network is divided as 
several clusters, each with its dominator as the clusterhead. However this backbone tends to be rather 
large for large-scaled wireless network. Thus, there is a need for effective approaches to cope with this 
challenge. One such approach, which is very promising and generalized the concept of CDS, is the 
construction of d-hop connected dominating sets (d-CDS): the number of hops from one node to the CDS 
is a parameter d at most. The formal definition of d-CDS is shown in definition 2 of following section 3. 
Fig.1 is an example of 2-CDS in Unit Disk Graph (UDG), where grey regions form a group of clusters. 
It should be remarked that the CDS are basically d-CDS with d=1. But d-CDS are preferred over CDS, 
for d ≥ 2 the size of d-CDS is typically much smaller than CDS’. Because d-CDS is more powerful to 
partition the network into bigger cluster and each node is the super-clusterhead, which can be viewed as 
the base station to transfer huge amount of information. Therefore, each cluster can be shrunk as a 
supernode in a higher level network. Such multi-level hierarchical brings better performance reliability 
and system capabilities. As large-scaled wireless networks are used in many fields, finding a d-CDS 
attracts more and more attention from academia and industry. 
In this paper, we present an algorithm of constructing a d-CDS in UDG. The major strategy we used is 
clustering partition. Firstly, we divide the whole graph into clusters, and then for each cluster we select a 
d-CDS as subsolution. Finally we connect these subsolutions to make the final result connected. Based on 
characteristics of d-CDS, we provide performance analysis to show the correctness and robustness.  
2. Related work 
Many approaches for the construction of CDS have been studied. The first CDS construction 
approaches were centralized. Centralized algorithms based on greedy[1], Steiner tree based[2], and 
pruning-based[3] were proposed. Naturally, the main drawbacks of these centralized algorithms are their 
limited scalability, the reliance on a single point of failure, and the relatively high overhead incurred. To 
construct an efficient CDS, distributed approaches were proposed. There are greedy[4], Steiner tree-
based[2], pruning-based[5], maximal independent set-based[6], multi-point relay-based[7], as well as, 
connected clustering-based protocols[8]. 
The above approaches serve as precursors for d-CDS construction algorithms which employ connected 
clustering[9, 10], greedy[11], and pruning-based[12] methods. Most of the related works on d-CDS are 
completed within recent ten years. Nguyen [13] proved that finding minimum d-CDS is NP-complete in 
UDG. Researchers are looking for effective approximation algorithms to find a feasible solution within 
polynomial time. One of these constructing algorithms is clustering-based[10] protocols. A concise 
analysis yields that the communication cost incurred by them is linearly or quadratically dependent on d 
and average node degree. Moreover, the construction time grows linearly with d and number of nodes n in 
the network. 
3. Preliminaries 
Definition 1: Network Model 
In wireless sensor network, a graph G = (V, E) represents a network where each node is a radio sensor 
and each undirected edge is a communication link between two nodes. We only consider unit disk graph 
(UDG) model. For graph G = (V, E), this graph is connected and nodes in d-CDS are connected. 
Definition 2: d-CDS (d-hop connected dominating set) 
D-hop connected dominating set (d-CDS) is: given a graph G = (V, E), d-CDS is a vertex subset D of 
V such that for any vertex u, either u ∈ D or there exists a vertex v ∈ D, and we can find a path in G 
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from u to v within d hops (or this path has d−1 intermediate nodes). Besides, the subgraph induced by 
G[D] is connected. If only consider dominating properties, the selected subset is called d-hop dominating 
set (d-DS) for short. 
Definition 3: Weight of a node 
We introduce a metric: weight of a node. Because in the routing base on dominating set, through which 
data packets are transmitted, the power of dominating sets will be consumed fast. Some dominator nodes 
exhausted will result in unconnected graph. Hence, current remaining energy of nodes should be 
considered. For node u ∈ V, We denoted Weight(u), which may reflect its properties in terms of energy or 
degree. Weight(u) is defined as formulae (1): 
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Where EDG(u) is effective degree of u, that is, number of idle d-hop neighbors of u. The definition of 
idle state refers to section 4. Parameter maxDG is a constant of the max degree of the network graph. 
CE(u) is the current remaining energy of u and FE(u) is the full energy of u. 
Definition 4: Experimental Model 
The sensor network considered in this paper has n sensors which are deployed in territory to monitor a 
2D region. The sensing ranges are disks with equal radii. Furthermore, we assume sensors have equal 
communication ranges which are at least twice the sensing range. Only connected network graph is 
considered here. The connectivity of clusterheads should also be guaranteed in results of CDS. 
4. Proposed algorithms 
We divide our algorithm into two phases: First, a d-hop dominating set is established, based on 
information exchanges which need d-hop flooding. In the second phase, the d-hop dominating set is 
interconnected successively starting at a selected dominator, which notifies all maximum 2k+1-hop 
distant dominators using flooding. Each dominator repeats the connection action, until the entire 
dominating set is connected. 
In order to establish d-hop knowledge of the neighborhood in the first phase, each node periodically 
floods its d-hop neighborhood with hello messages, so that each node knows also its d-neighborhood. 
Additionally, such a flooding is performed after each state change. A hello message includes the ID, the 
state, and the weight of the originating node. The weight of a node may reflect its properties of energy and 
degree, referred formulae (1) in section 3. Nodes are in one of the following three states, which are 
colored by black, grey and white respectively: 
1). Dominator (black): The node is dominating, i.e. member of the dominating set D 
2). Dominatee (grey): A node covered, or dominated, by a dominator 
3). Idle (white): At initialization 
The state changes performed by the protocol are based on the following rules: 
1). Idle → Dominatee: If a node vc is in the idle state and receives a hello message which originates at a 
dominator vd, it changes its state to dominatee. vc further becomes a member of vd’s cluster. 
2). Idle → Dominator: If a node is idle and has the highest weight of all idle nodes in its d-hop 
neighborhood for t time, it changes its state to dominator. 
The first and second phases of the algorithm are detailed as follows: 
Algorithm 1 (first phase): Constructing d-hop cluster and all clusterheads of each cluster to form d-hop dominating set 
1). Calculate d-hop neighbors of all nodes. 
2). Pick the nodes with the largest weight of white d-hop neighbor, color this node black and all of its d-hop neighbors grey. 
Add the black node to set S. The black node and its d-hop grey neighbors constitute a cluster. 
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3). Consider all the 1-hop neighbors of every black node in S, calculate the d-hop neighbors for every node and color black 
the node with the largest weight d-hop neighbors. Color its white d-hop neighbors grey. Add the black node into and repeat 
this step until no white node left. 
4). Return the set S of black nodes as a d-hop dominating set. 
 
Algorithm 2 (second phase): Connecting the dominating sets gained in first phase and optimizing the connected paths. 
1). Each clusterhead floods an announcement message over 2d+1 hops, which includes its ID and records the path traveled. 
2). A clusterhead administrates a table T of known clusterheads and the paths towards these clusterheads. If a clusterhead 
receives an announcement message from clusterhead vc which does not exist in T, it adds vc and the path towards vc to T. 
Else, if an announcement message from someone clusterhead which is already present in T arrives, and the new path 
recorded by the message is shorter than the path recorded in T, path of T is replaced by new path in the table. The nodes in 
path are connector. 
3). Each clusterhead floods the table T, which it administrates locally, using a distances message through the entire network. 
4). After receiving all incoming distances messages, the entire dominating set is connected. Each clusterhead vc constructs a 
local minimum spanning tree T rooted at vc. Non-clusterhead members of T become gateways. 
5. Performance 
In this section, performances of the d-CDS construction algorithm are shown. Because the algorithm is 
performed periodically, there can only be shown some scenes as following Fig. 2 for different parameter d 
at the end of algorithm. 
 
 
Sensor nodes (n=80, 100, 150, 200, 250, and 300) are deployed randomly and densely in a 100x100 
region of the simulation network, and nodes’ radius of communication range r is varied from 12, 14, 15, 
16, 18, to 20). The simulated data in Fig. 3 was obtained by averaging the data of 50 connected networks. 
The result shows that the sizes of the d-hop connected dominating sets are the smallest when d=4. Along 
    
Fig. 2 (a) initial network graph. (b) d-CDS (d=2). (c) d-CDS (d=3). (d) d-CDS (d=4). 
(b) (d)(a) (c) 
 
Fig. 3 (a) average number of d-hop DS, r=15. (b) average number of d-hop CDS, r=15. (c) average number of d-hop DS, n=100. 
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with the number of nodes increased, the size of d-hop CDS is increased relative slowly. In contrast, as the 
communication range increased, the size of d-hop CDS is decreased relative rapidly. 
6. Conclusions 
Minimum d-CDS problem is NP-complete in UDG. This paper we design an approximation distributed 
approach for constructing d-CDS. Our approach guarantees the connectivity of the virtual backbone, 
based on a connected network graph. The main strategy is partition to cluster, from which the d-DS is 
selected separately, and then connect them together to form d-CDS. Simulations show the performance 
and detailed analysis. Our future work will focus on maintaining the d-CDS through some of rounds 
when node moving around with the Random-Walk Mobility and Gauss-Markov Mobility Models. 
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