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Abstract
Distributed Wireless Smart Camera (DWSC) network is a special type of Wire-
less Sensor Network (WSN) that processes captured images in a distributed man-
ner. While image processing on DWSCs sees a great potential for growth, with
its applications possessing a vast practical application domain such as security
surveillance and health care, it suffers from tremendous constraints. In addition
to the limitations of conventional WSNs, image processing on DWSCs requires
more computational power, bandwidth and energy that presents significant chal-
lenges for large scale deployments. This dissertation has developed a number of
algorithms that are highly scalable, portable, energy efficient and performance
efficient, with considerations of practical constraints imposed by the hardware
and the nature of WSN. More specifically, these algorithms tackle the problems
of multi-object tracking and localisation in distributed wireless smart camera net-
works and optimal camera configuration determination.
Addressing the first problem of multi-object tracking and localisation requires
solving a large array of sub-problems. The sub-problems that are discussed in
this dissertation are calibration of internal parameters, multi-camera calibration
for localisation and object handover for tracking. These topics have been covered
extensively in computer vision literatures, however new algorithms must be in-
vented to accommodate the various constraints introduced and required by the
DWSC platform.
ii
A technique has been developed for the automatic calibration of low-cost cameras
which are assumed to be restricted in their freedom of movement to either pan
or tilt movements. Camera internal parameters, including focal length, principal
point, lens distortion parameter and the angle and axis of rotation, can be recov-
ered from a minimum set of two images of the camera, provided that the axis of
rotation between the two images goes through the camera’s optical centre and is
parallel to either the vertical (panning) or horizontal (tilting) axis of the image.
For object localisation, a novel approach has been developed for the calibration
of a network of non-overlapping DWSCs in terms of their ground plane homogra-
phies, which can then be used for localising objects. In the proposed approach, a
robot travels through the camera network while updating its position in a global
coordinate frame, which it broadcasts to the cameras. The cameras use this,
along with the image plane location of the robot, to compute a mapping from
their image planes to the global coordinate frame. This is combined with an
occupancy map generated by the robot during the mapping process to localised
objects moving within the network.
In addition, to deal with the problem of object handover between DWSCs of
non-overlapping fields of view, a highly-scalable, distributed protocol has been
designed. Cameras that follow the proposed protocol transmit object descriptions
to a selected set of neighbours that are determined using a predictive forwarding
strategy. The received descriptions are then matched at the subsequent camera on
the object’s path using a probability maximisation process with locally generated
descriptions.
The second problem of camera placement emerges naturally when these pervasive
devices are put into real use. The locations, orientations, lens types etc. of the
cameras must be chosen in a way that the utility of the network is maximised
(e.g. maximum coverage) while user requirements are met. To deal with this, a
iii
statistical formulation of the problem of determining optimal camera configura-
tions has been introduced and a Trans-Dimensional Simulated Annealing (TDSA)
algorithm has been proposed to effectively solve the problem.
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Chapter 1
Introduction
1.1 Overview
Recent technology advances in both short range radio communications and in-
creasing semiconductor speeds have given rise to strong interest in wireless sensor
networks (WSNs). Low-power, inexpensive, wireless capable sensors are embed-
ded in the physical environment of interest, operating in a collaborative fashion
to collect information overtime across a volume of space large enough to exhibit
significant variations [26]. Typical applications of WSN include monitoring en-
vironment variables, such as temperature, soil moisture, or more advanced tasks
including ecological habitat monitoring and environmental contamination detec-
tion [70, 101].
Whilst most WSN applications have focused on returning measured data values
over networks, the increasing availability of low-cost, fast, digital signal processors
has meant that sophisticated processing, typically image processing, is becoming
a more feasible option for applications which were unlikely to have been con-
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sidered previously. This gives rise to the Distributed Wireless Smart Camera
(DWSC) networks [99], which have recently been the focus of research in a wide
variety of areas including digital signal processing, communication, networking,
control and statistics [18]. Distributed wireless smart cameras are vision systems
capable of high-level interpretation of the environment, and they have the ability
to communicate with one another or base stations via wireless links. The realisa-
tion of DWSC enables a wide variety of application areas as these smart devices
combine video sensing, processing, and wireless communication on a single em-
bedded platform. A large-scale distributed wireless smart camera network can
cover a large building (such as an airport) and provide intelligent video surveil-
lance of the area. On the other hand, smaller deployments can cover places such
as homes or aged care facilities, which enable smart environment applications.
Typical wireless smart cameras can be found in [20, 30, 84, 102, 123].
This dissertation is an investigation into how a number of important topics in
video based surveillance can be translated into the domain of distributed wire-
less smart camera networks which have their unique challenges. These topics
include camera calibration, distributed object localisation and tracking and op-
timal placement of cameras.
Camera calibration refers to the computation of the parameters in a camera
model that describes its operation. More specifically these parameters are in-
ternal ones (focal length, principal point, skew, distortion, aspect ratio), which
are invariant to deployments and external ones (position and orientation), which
are deployment-specific parameters. Without these parameters, information in a
camera view can hardly be transferred to another camera view or to a global coor-
dinate frame. This is particularly important for object localisation and tracking.
Traditionally, cameras can be calibrated to high accuracies but these methods,
however, can not be translated into the DWSC platform simply due to the large
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scale and frequently changing nature of the network. The prospect of automat-
ing the calibration process (for both internal and external parameters) is thus
attractive and has inspired much research.
After the external and internal parameters of all the cameras in a DWSC net-
work have been found, the network of cameras can be put into real use: object
localisation and tracking. Object localisation refers to the finding of the real
world locations of an object observed in a camera network while tracking refers
to the association of observations of the same object across multiple camera views.
With known camera parameters (or a reduced version: homography between the
camera’s image plane and the ground plane) object locations can be effectively
computed using triangulation (Section 3.2.3) with two or more camera views or
using homography (Section 3.2.3) with a single view. Tracking across multiple
cameras, however, remains a challenging task for DWSC networks as overlapping
camera views can not be assumed and therefore alternative ways of establish-
ing object correspondences across different cameras such as path dependency,
transition time measurements must be sought to assist the problem of tracking.
Deploying a large camera network in the first place is a difficult task and it
is therefore highly preferable that the deployed network achieves optimal per-
formance without the need for significant modifications. However, the current
empirical approach to camera placement can not guarantee any form of optimal-
ity in terms of least number of cameras, maximum coverage etc. Thus, to fully
utilise the potential of these large scale networks, an automated approach to find-
ing the optimal camera parameters given a set of user requirements is in great
demand. This problem is tackled as part of this thesis.
4 1.1 Overview
1.1.1 Motivation
Networks of cameras have been widely used in the area of intelligent video surveil-
lance (IVS), especially in situations where the sensing area exceeds the capability
of a single camera, or different views of the same scene are to be acquired. Based
on user defined policies, IVS systems can automatically identify potential risks by
detecting, localising, tracking and recognising targets and/or events of interest.
Most of the current IVS systems follow a centralised architecture where video
feeds from multiple cameras linked by high speed cable connections are processed
in a server with significant computing power. These systems suffer from a number
of draw-backs, such as high bandwidth and processing power requirement, which
limits their scalability.
DWSC networks possess vast potentials. As a result of local processing and wire-
less communication, networks of wireless smart cameras are becoming increas-
ingly popular due to improved scalability and flexibility, i.e. they can be quickly
deployed in large numbers and redeployed to different locations in response to
changes in user demands or the environment. While current technology in wired
intelligent surveillance systems can achieve a satisfactory level of performance
in a number of areas, they suffer from many deployment constraints, e.g. cable
requirement for power supply and communication between sensors and fusion cen-
tres. DWSCs eliminate these problems by the use of reusable energy sources and
wireless radio communications at the expenses of processing power. Another ad-
vantage of DWSCs for surveillance applications is that a large number of cameras
can be deployed to provide greater coverage of the monitored space.
Distributed wireless smart camera networks in surveillance should be seen as
an extension to current centralised surveillance technology since they allow cer-
tain tasks that were previously limited by the cable and/or power constraints to
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be now feasible. For multi-camera applications, image processing migrates from
centralised servers onto these pervasive sensors. For these platforms, it is very ex-
pensive to constantly stream video over a low-power wireless link to a centralised
base station where fusion of information from multiple nodes normally occurs.
Instead, the available low-power on-node processors must be able to process the
video stream and extract high-level information and make it available to the end
users or other nodes if the task requires collaboration among multiple cameras.
Computer vision tasks such as motion segmentation, model based tracking have
been studied extensively in the past decades for centralised architectures. How-
ever embedded image processing is still a relatively new field of research which has
gained a lot of attention over the past few years as demonstrated by an increasing
number of dedicated publication avenues. 1
Despite the vast potential, algorithm design for this platform is severely con-
strained by the available hardware and distributed nature of the platform. For
example, Due to the large number of cameras that exist in this type of networks,
any algorithm must be autonomous to ensure the scalability and flexibility. Also
algorithms must not rely on the global knowledge of the network; any camera
can, at most, know the status of their nearby neighbours as any communication
incurs some cost (energy, resources) that can not be underestimated (discussed
in Section 2.3). These challenges necessitate the exploration of algorithms that
fully exploit the potential of the platform, which motivates this dissertation.
1Example publication avenues include the International Conference on Distributed Smart
Cameras (ICDSC) and IEEE Journal of Selected Topics in Signal Processing — Special Issue
on Distributed Processing in Vision Networks.
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1.2 Aims and Objectives
1.2.1 Scope
While image processing in WSNs sees a great potential for growth, with its appli-
cations possessing a vast practical application domain, it suffers from tremendous
constraints. In addition to the limitations of conventional WSNs, DWSCs require
more computational power, bandwidth and energy that presents significant chal-
lenges for large scale deployments. The main objective of this PhD project is
to bridge this gap by developing WSN suitable image processing algorithms that
are highly scalable, portable, efficient in energy and performance, with considera-
tions of practical constraints imposed by the hardware and the nature of wireless
sensor network. More specifically, these algorithms will tackle the problems of
multi-object tracking and localisation in distributed smart camera networks and
optimal camera configuration determination.
Addressing the first problem of multi-object tracking and localisation requires
solving a large array of sub-problems, more specifically, the topics that are in-
cluded in this dissertation are calibration of internal parameters, calibration of
external parameters for localisation and object handover for tracking. These top-
ics have been covered extensively in computer vision literatures, however new
algorithms must be invented to accommodate the various constraints introduced
and required by the distributed wireless smart camera platform.
The second problem of camera placement emerges naturally when these perva-
sive devices are put into real use. The location, the orientation, the lens type
etc. must be chosen in a way that some kind of user requirement is optimised.
Currently solutions to the camera placement problem rely on expert knowledge
which can not guarantee the maximisation of the network’s potential. On the
1.2 Aims and Objectives 7
other hand, most automatic approaches are either not applicable to large scale
camera networks or produce results that are far below optimal solutions. Thus,
another focus of this dissertation is the proposal of a generalised approach to
camera placement which is accurate, flexible and can deal with relatively large
scale problems.
1.2.2 Objectives
The objectives of this dissertation are four-fold:
1. Self-calibration of the internal parameters of wireless smart cameras.
Design an algorithm with can automatically compute the internal parame-
ters of the cameras, without the need for manual input or specific calibration
object. This objective has been achieved and is discussed in Chapter 4.
2. Multi-camera network calibration.
Design an algorithm that is able to automatically find the relationship be-
tween cameras as well as each camera and the real-world scene. The method
should be accurate and autonomous. This objective has been achieved and
is discussed in Chapter 5.
3. Multi-camera tracking of objects.
Design a scalable approach to deal with the problem of target handover
between non-overlapping wireless smart cameras in a multi-object tracking
scenario. This objective has been achieved and is discussed in Chapter 6.
4. Determination of optimal multi-camera configurations.
Design an approach which can achieve the following task: given a user ob-
jective (or multiple objectives), find the optimal camera configurations that
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satisfy a set of constraints. A example of this task can be the computa-
tion of the cameras’ positions and orientations to achieve a 100% coverage
while minimising the number of cameras used. While application specific,
optimality in this particular case refers to the minimal number of cameras
needed. The approach should be able to accommodate a large number of
cameras, typically tens to hundreds but still offers adequate performance in
terms of the optimality of the solution. This objective has been achieved
and is further discussed in Chapter 7.
The linkages between the various objectives of this dissertation are summarised
in Figure 1.1.
1.3 Organisation of the thesis
1.3.1 Chapter 2: Background on Distributed Wireless
Smart Camera Platforms
This chapter provides a detailed introduction of existing wireless smart cameras
(WSC), including the one used in this PhD research as well as a number of other
ones designed by various research institutions over the past few years. All the
platforms are compared according to a number of criteria, including processing
speed, memory limit, communication bandwidth and energy cost of the platform.
Following the description of the hardware platform is an introduction of a number
of relevant concepts and unique features of the DWSC platform. Some of these
concepts are critical to the understanding of the design methodologies and mo-
tivations behind the algorithms proposed in this thesis. These concepts include:
difficulty in local execution, real-time requirement, multi-purpose, collaborative
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Figure 1.1: Linkage between the various objectives of this dissertation. The
blocks with blue borders are fields of study involved in this dissertation and
orange borders represent areas where contributions are made in this dissertation.
signal processing, autonomy and adaptation and user interaction.
1.3.2 Chapter 3: Background on Relevant Computer Vi-
sion Principles and Techniques
This chapter introduces some of the basic concepts in projective geometry and
object tracking that are used throughout this dissertation. Projective geometry
encompasses camera geometry and the formation of images through 3D to 2D
projections. To obtain meaningful measurements from cameras, for example to
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use a camera network for localisation of objects, the image formation process must
be understood and the camera internal and external parameters must be sought.
All these concepts are included in the first part of this chapter. In the second
part of this chapter, a number of concepts that are extensively used in object
detection, tracking and localisation are discussed. The subject is treated in a
manner that provides the understanding and algebraic tools required to formulate
and solve the problem of camera internal parameter calibration, multi-camera
calibration and tracking of objects. The concepts discussed in this chapter include:
homogeneous coordinates, projective transformations, pinhole camera model and
camera calibration, foreground segmentation, object detection, camera geometry
in object tracking and localisation and multi-camera tracking architectures.
1.3.3 Chapter 4: Self-calibration of the Internal Parame-
ters of Wireless Smart Cameras
This chapter presents an approach for the automatic calibration of low-cost cam-
eras which are assumed to be restricted in their freedom of movement to either
pan or tilt movements. Camera parameters, including focal length, principal
point, lens distortion parameter and the angle and axis of rotation, can be re-
covered from a minimum set of two images of the camera, provided that the axis
of rotation between the two images goes through the camera’s optical centre and
is parallel to either the vertical (panning) or horizontal (tilting) axis of the im-
age. Previous methods for auto-calibration of cameras based on pure rotations
fail to work in these two degenerate cases. In addition, the proposed approach
includes a modified RANdom SAmple Consensus (RANSAC) algorithm, as well
as improved integration of the radial distortion coefficient in the computation
of inter-image homographies. It is shown that these modifications are able to
increase the overall efficiency, reliability and accuracy of the homography compu-
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tation and calibration procedure using both synthetic and real image sequences.
1.3.4 Chapter 5: Autonomous Calibration of Wireless
Smart Camera Networks and Object Localisation
Chapter 5 presents a novel approach for calibration of a network of distributed
wireless smart cameras covering a large observation area with non-overlapping
fields of view, which can then be used for localising and tracking objects. With
the aid of a low-cost mobile robot, an innovative approach is used for camera cali-
bration and object tracking. Most current methods to camera network calibration
involve human input, limiting the scalability and flexibility of the networks. In
the proposed approach, a robot travels through the camera network while updat-
ing its position in a global coordinate frame, which it broadcasts to the cameras.
The cameras use this, along with the image plane location of the robot, to com-
pute a mapping from their image planes to the global coordinate frame. This is
combined with an occupancy map generated by the robot during the mapping
process to track the objects. The presented results include a nine node indoor
camera network to demonstrate that this autonomous approach is feasible and
offers an acceptable level of accuracy in terms of computed object locations.
1.3.5 Chapter 6: Object Association for Tracking in Non-
overlapping Wireless Smart Cameras
Chapter 6 considers the problem of object tracking in a distributed wireless smart
camera network. The vast majority of current object tracking techniques, ei-
ther centralised or distributed, assume unlimited energy, meaning these tech-
niques do not translate well when applied within the constraints of low-power
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distributed systems. Chapter 6 presents a highly-scalable, distributed strategy
to object tracking in wireless smart camera networks with limited resources. In
the proposed system, cameras transmit descriptions of objects to a selected set
of neighbours, determined using a predictive forwarding strategy. The received
descriptions are then matched at the “next” cameras on the objects’ path using a
probability maximisation process with locally generated descriptions. It is shown
via simulation, that the predictive forwarding and probabilistic matching strategy
can significantly reduce the number of object-misses, ID-switches and ID-losses;
it can also reduce the number of required transmissions over a simple broadcast
scenario by up to 67%.
1.3.6 Chapter 7: Statistical Determination of Optimal
Camera Configuration
Chapter 7 presents a solution to the problem of selecting optimal camera configu-
rations (camera locations, orientations etc.) for multi-camera networks. Previous
approaches largely focus on proposing various objective functions to achieve dif-
ferent tasks. Most of them, however, do not generalise well to large scale networks.
To tackle this, a statistical formulation of the problem is introduced and a Trans-
Dimensional Simulated Annealing (TDSA) algorithm is proposed to effectively
solve the problem. The proposed approach is compared with a state-of-the-art
method based on Binary Integer Programming (BIP), which shows that the de-
scribed approach offers similar performance on small scale problems. However,
the capability of the proposed approach in dealing with large scale problems
is also demonstrated through comparisons with 2 alternative heuristic methods
designed to address the scalability issue of BIP.
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1.3.7 Chapter 8: Conclusions and Future Work
This final chapter presents the conclusions of the thesis, and considers possible
future directions.
1.4 Original Contribution of the Thesis
The original contributions made in this thesis are as below:
1.4.1 Self-calibration of the Internal Parameters of Wire-
less Smart Cameras (Chapter 4)
• A new approach to imposing extra constraints in order to automatically cal-
ibrate cameras in degenerate configurations of pure panning or pure tilting
is proposed.
• An improvement to the generic RANSAC, based on analysing the geometric
distribution of feature points is reported. The improvement is capable of
reducing the processing time and increasing the likelihood of finding more
accurate homographies. As homography computation is a critical step in
the calibration procedure, this improvement leads to significantly better
calibration results.
• This work doesn’t assume perfect lens (in contrast to many conventional
self-calibration methods). The estimation of lens distortion (2nd order ra-
dial distortion) is fully integrated into the self-calibration procedure and
significantly improves the result of calibration.
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This work has two resultant publications:
J. Liu, D. O’Rourke, T. Wark, R. Lakemond and S. Sridharan, “Camera cal-
ibration in wireless multimedia sensor networks,” in Proc. of the International
Conference on Intelligent Sensors, Sensor Networks and Information Processing,,
Melbourne, Australia, 2009, pp. 301–306. (Best student paper award).
J. Liu, T. Wark, R. Lakemond and S. Sridharan, “Self-calibration of Wireless
Cameras with Restricted Degrees of Freedom,” Computer Vision and Image Un-
derstanding. (Impact factor 2.53.)
1.4.2 Autonomous Calibration of Wireless Smart Camera
Networks and Object Localisation (Chapter 5)
• A novel approach is designed to calibrate a network of cameras in terms
of their image plane-ground plane homographies in a non-overlapping dis-
tributed wireless camera network. The approach is fully autonomous and
doesn’t need any manual input as required by conventional methods. There-
fore the approach is scalable and flexible.
This work has one resultant publication:
J. Liu, T. Wark, S. Martin, P. Corke and M. D’Souza, “Distributed object track-
ing with robot and disjoint camera networks,” in Proc. PerCom - WORKSHOPS:
IEEE International Conference on Pervasive Computing and Communications
Workshops, Seattle, WA, 2011, pp. 380-383.
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1.4.3 Object Association for Tracking in Non-overlapping
Wireless Smart Cameras (Chapter 6)
• A network level protocol is designed for the problem of target handover
in a non-overlapping distributed wireless camera networks. The designed
protocol improves the accuracy of the existing master/slave mechanism and
it is capable of reducing network traffic significantly.
This work has one resultant publication:
J. Liu, D. O’Rourke, T. Wark, S. Denman and S. Sridharan, “A distributed
protocol for object tracking in wireless multimedia sensor networks,” in Proc. of
the International Conference on Intelligent Sensors, Sensor Networks and Infor-
mation Processing, Brisbane, Australia, 2010, pp. 67–72.
1.4.4 Statistical Determination of Optimal Camera Con-
figuration (Chapter 7)
• A generalised statistical framework is introduced for the problem of selecting
the optimal camera configuration, considering a number of user constraints
and unknown number of cameras. This formulation is much more flexible
in incorporating various user requirements than alternative approaches.
• A Trans-Dimensional Simulated Annealing (TDSA) algorithm is proposed
to solve the problem. The TDSA algorithm, based on Monte Carlo sam-
pling, is much more efficient in terms of speed than Linear Programming
based approaches and is more accurate than heuristic based approaches.
This work has one resultant publication:
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J. Liu, C. Fookes, T. Wark and S. Sridharan, “On the statistical determination
of optimal camera configurations in large scale surveillance networks,” in Proc.
European Conference on Computer Vision - Volume Part I, Firenze, Italy, 2012.
pp. 44–57
Chapter 2
Background on Distributed
Wireless Smart Camera
Platforms
Distributed wireless smart cameras are real-time distributed embedded systems
that perform computer vision tasks using multiple cameras. It represents a in-
terdisciplinary field that combines techniques from computer vision, distributed
and embedded computing and wireless sensor network. The fundamental role of
this type of camera is no longer taking pictures but instead they also need to
analyse the scene and report events of interest back to a base station or trans-
mit the information to neighbouring cameras for collaborative signal processing
tasks, such as object tracking. Transmitting all of the video feeds from a large
number of wireless cameras to a central server is expensive in terms of energy and
bandwidth and in fact, for most of the current wireless smart cameras, it is be-
yond the capability that can be handled by the slow wireless link. Furthermore,
this is inherently unscalable and the combination of a large number of nodes,
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fast response times, and constantly changing relationships between the cameras
pushes the algorithms to be used on this platform away from server based archi-
tectures. Distributed computing provide a realistic approach to the creation of
large distributed wireless smart camera systems.
With its unique benefits and challenges, DWSC is vastly different to current
wired camera networks. This chapter aims to provide adequate introductory
knowledge of the platform with emphasis on the benefits and challenges that
significantly influenced the design of the algorithms presented in later chapters
of this thesis. The introduction of the platform starts with a description of the
platform that motivates this project and a number of similar ones used by other
researchers in this field. This chapter ends with a discussion of the advantages
and disadvantages of this type of platform.
2.1 The Motivating Platform
Commonwealth Scientific and Industrial Research Organisation of Australia
(CSIRO) has been developing a Wireless Multi-media Sensor Network (WMSN)
for long term outdoor environmental monitoring applications. Each device in the
network, also referred to as a node, comprises a wireless module and Digital Sig-
nal Processor (DSP) for both communication and signal processing, respectively.
The particular wireless module used in this project is known as the FleckTM-3z.
The FleckTMplatform is a robust family of devices designed at CSIRO for outdoor
low-power wireless communications. The WMSN node consists of many different
type of sensors, including a camera, 2 microphones and 3 passive infra-red sen-
sors. Among these, only camera is concerned in this project and therefore the
platform is effectively a wireless smart camera.
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2.1.1 Digital Signal Processor
The digital signal processor is an Analog Devices 600MHz ADSP-BF537 Blackfin
processor. This processor is a combination of a high-performance media processor
and compiler-friendly processor optimised for both control and signal-processing
operations. It operates as a 16-bit digital signal processor and a 32-bit micro-
controller unit (MCU) simultaneously and supports dynamic memory access and
cache memory controllers for improved efficiency. The implementation used is the
BlueTechnix CM-BF537E board which comprises the CPU with 132KB internal
SRAM, 32MB external SDRAM and 4MB flash.
Computationally, the Blackfin uses a fixed point architecture. In general, the
cutting-edge fixed point processors tend to be faster, more power conscious and
cost-sensitive while floating point processors offer high precision at a wide dy-
namic range. With the high speed of the Blackfin processor, it is possible to
emulate floating-point operations trading off computational efficiency for low-
cost and low-power operations for scenarios where floating point computation is
only required on occasion. Ko et al [69] conducted a detailed comparison between
fixed and floating point operations on Blackfin BF537 and showed that fixed point
operations offers much faster computation for little reduction in precision.
2.1.2 Image Sensor
The image sensor used is the OV9655 (as used in CITRIC [20]). This is a 1.3
mega-pixel quarter inch sensor, producing images in a wide range of formats. It
supports image sizes SXGA (1280 × 1024), VGA (640 × 480), CIF (352 × 288),
and any size scaling down to 40× 30. The image array is capable of operating at
up to 30 frames per second (fps) in VGA, CIF, and lower resolutions, and 15 fps
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in SXGA. The typical active power consumption is 90 mW for the OV9655 and
the standby current is less than 20 µA. The choice of this image sensor is due to
its balanced performance and energy consumption.
2.1.3 MicroSD Slot
The microSD slot takes up very little space on the board and with the current
cards, 16GB of data can be stored.
2.1.4 Servo Mechanism
In [89], a number of potential servos that could be used with the system were
analysed. The result of this analysis suggests that digital servos seems to offer the
most promise in terms of overall performance. However, in terms of cost, analog
servos tend to be cheaper. Two very promising servos are therefore the HS-311
(analog) and the HS-5065MG (digital). The price difference between the two is
approximately $40 ($7 for the HS-311). However, the precision and speed of the
HS-5065MG makes it the servo of choice for more critical applications. It also
consumes less energy (approximately .2J/90 degree turn compared with .3J/90
degree turn).
2.1.5 Radio Daughter Board
Inspired by the original Berkeley mote, since 2002 CSIRO have developed a num-
ber of generations of devices known as the FleckTM . The current version, Fleck-
3z, consists of an Atmega128 micro-controller running at 8 MHz, a Zigbee radio
transceiver. With a 15cm whip antenna, ranging up to 500 meters in outdoor en-
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vironments, the fleck can send at a data rate of 150 Kbits/s (Kbps). The Fleck-3z
platform is also designed for easy expansion via add-on daughter boards which
communicate via digital I/O pins, serial port and the Serial Peripheral Interface
(SPI) bus. This board is responsible for wireless communication between different
camera nodes.
Figure 2.1: CSIRO distributed wireless smart camera platform.
2.2 Other Platforms
There are a number of platforms developed by other research groups. Each one
of them is described below followed by a comparison with the hardware used in
this project.
MeshEye system [53] developed by Stanford University has been known for its
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unique vision system: a low-resolution stereo vision system (30 × 30 pixel, 6-
grayscale) continuously determines position, range, and size of moving objects
entering its field of view. The stereo vision system monitors the environment and
wakes up the mote for more sophisticated processing of images captured by the
other CMOS camera(640 × 480 images) in presence of motion. All processing
load is handled by the ARM7TDMI ARM Thumb processor running at 55MHz.
FireFly Mosaic [102], designed by Carnegie Mellon University (CMU) is very
similar to the hardware used in this project. It consists of a CMUcam3 vision
processing board, a FireFly sensor networking node and a FireFly gateway to PC
interface board. The CMUcam3 board features a OmniVision OV6620 capable of
producing fifty 352×288 colour images per second, a 32-bit LPC2106 ARM7TDMI
micro-controller running at 60MHz with 64KB of on-chip RAM and 128KB of on
chip FLASH memory. The system has been used in a home activity clustering
application where it automatically combines information extracted from multiple
potentially overlapping cameras to recognise various regions in the house where
particular activities frequently occur.
The UCLA Cyclops [84] node consists mainly of an imager, a 8-bit micro-
controller (MCU), a complex programmable logic device (CPLD), a 64KB ex-
ternal SRAM and a 512KB external Flash. Operating at 7.37MHz and 3.3V,
the micro-controller controls Cyclops and performs image processing, while the
CPLD is used as a light weight frame grabber. The imager is an ultra compact
CIF resolution CMOS camera module, capable of 352× 288 images continuously.
However the actual resolution is only 128 × 128 due to limited RAM and slow
processing of images (1 to 2FPS). This system has been used for object tracking
and hand gesture recognition.
The UCBerkley CITRIC mote [20] consists of a OV9655 imager, capable of pro-
ducing VGA images at 30 fps, a PXA 270 ARM processor running at 624MHz,
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Processor Radio Camera Memory
CISRO WSC BF537 Fleck3z 640× 480 32MB
@600MHz @250Kbps
MeshEye Arm 802.15.4 Two 30× 30 64KB
@55Mhz @250Kbps One 640× 480
FireFly MCU 802.15.4 352× 288 192KB
Mosaic @60Mhz @250Kbps
Cyclops MCU@7.4Mhz MICA2 352× 288 64KB
CPLD@16Mhz @76.8Kbps
CITRIC PXA270 802.15.4 640× 480 64MB
@624Mhz @250Kbps
Table 2.1: Comparison of existing platforms.
64MB RAM and 16Mb flash. The mote is equipped with a CC2429 radio, trans-
mitting at 250kps. The mote has been used to perform object recognition tasks.
In [21], the authors described a video sensor platform consisting of a smart image
sensor with focal plane motion processing implemented at pixel level in highly
paralleled and efficient analog circuits. The camera node is intended for ultra-
low bandwidth ad-hoc wireless networks with data rates of less than 2kB/sec.
The CMOS image sensor (consuming 4.2mW of power at 30 frames per second,
90×90 pixels) employed autonomously monitors for scene changes, outputting full
image data only when relevant. The entire sensor module can operate from 3 AA
batteries and consumes 225mW at full operation. Their node will autonomously
prioritise and transmit the most critical data over the low-bandwidth network.
There are a number of other platforms proposed in literatures [19, 23, 94] which
will not be described here.
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2.3 Distributed Wireless Smart Camera Prop-
erties and Challenges
Despite the vast application domain and the advantages over existing camera
networks, the DWSC platform suffers from a number of constraints and many
challenges are to be faced when designing suitable algorithms. Some of these
limitations are brought by the hardware while others are due to the distributed
nature of the network. In the following, a number of positive and negative features
of DWSCs are described.
2.3.1 Difficulty in Video Transmission
Although transmitting video back to centralised servers is not the fundamental
task of the platform, it is often needed in certain situations where human obser-
vations are required. This is extremely difficult on DWSCs due to a number of
reasons. The most obvious one is the transmission rate of the wireless link which
may not be able to accommodate the needs unless WiFi is used. Secondly, the
channel has a certain amount of bandwidth available which does not allow a large
quantity of cameras to transmit constantly. Thirdly, the amount of energy con-
sumed is prohibitive on nodes powered by batteries. Distributing larger amounts
of power requires a more substantial power distribution network which increases
the installation cost of the system. The alternative is to store the video locally
on each camera thanks to the recent advances in the capacity of microSD cards.
However physically collecting the video remains a tedious and time consuming
task.
2.3 Distributed Wireless Smart Camera Properties and Challenges 25
2.3.2 Local Execution
Each smart camera is equipped with a processor of some sort that enables local
processing on the device. Due to the power constraint, these processors tend to
be power-efficient ones with limited processing capabilities and often run at low
frequencies. For example, 55MHz in MeschEye, 60MHz in FireFly and 7.8Mhz
in Cyclops, 18MHz in nodes described in [21]. This indeed reduces the power
consumption of overall the system but at the same time limits the type and
performance of the applications that can be developed on the platforms. Even
the fastest processors such as BF537 or PXA270 are still a far cry from standard
desktop PCs. Thus the node-level algorithm must not be computation intensive
in order to ensure smooth execution on these devices.
2.3.3 Real-Time Requirement
Real-time requirement argues in favour of computing locally since the round-
trip-delay of a wireless link is typically high. Having the cameras to compute
the captured image locally eliminates this delay and thus better satisfies the real-
time requirement. However, with the real-time requirement the images must be
processed in a relatively faster manner, which puts a heavy burden on the proces-
sors. Not only this will increase energy consumed but further puts a restriction
on the algorithms. For example, real-time tracking of SIFT features is plausible
on desktop PCs but is infeasible on DWSC since it takes a few seconds to extract
SIFT features from an image [69].
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2.3.4 Multi-Purpose
Current wired camera infrastructures often serve multiple purposes to maximise
the return of the invested capital. For example, the video feeds from multiple
cameras may be simultaneously used for facial recognition and fall detection. If
more tasks are added that requires extra processing capability, new servers can
be purchased and wired to the existing network. Although multiple purposes
may be required, the DWSC platform can only cope with them to a certain
extend as addition of extra processing capability is an extremely difficult task and
requires redesign, reproduction and redeployment of the cameras. The alternative
is to maximise the use of existing processing capabilities. Often in a surveillance
network, events or object of interests happen/appear within a few small regions
comparing to the coverage of the entire of the network and therefore the processing
load can be distributed to nearby idle cameras.
2.3.5 Collaborative Signal Processing
Collaborative signal processing requires data to be shared among DWSCs but
not all pairs of DWSCs need to communicate with each other. If managed in-
telligently, information from one camera will only be transmitted to the other
cameras that need it, therefore limiting the network traffic, reducing energy con-
sumption and improving bandwidth efficiency. In addition, to process data in
a distributed camera network, the cameras must be accurately calibrated and
properly time synchronised (computing the spatial and temporal relations of all
cameras). Thanks to the advances in wireless sensor network research, time-
synchronisation is a solved topic but camera network calibration still remains an
on-going research in the field of computer vision.
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2.3.6 Autonomy and Adaptation
An important feature of DWSCs is that they can be easily deployed and scale
to large numbers. This advantage must be preserved by the algorithms that are
executed on these devices. Autonomy is thus one of the key requirement when
designing the algorithms. For example, traditional cameras may be calibrated
using manually marked points in the 3D space but in the domain of DWSC, this
is not suitable at all due to the lack of scalability. Further, the cameras will
most likely be used in dynamic environments with variable number of cameras,
dynamic wireless links etc. Thus they need to self-organise and adapt to the
environment without difficult human intervention.
2.3.7 User Interaction and Privacy
In future, as a result of distributed local processing the cameras may act as a
passive sensor platform as well as a interactive user-centric and actuator plat-
form. The network not only extracts information from the environment but also
interacts with the user and provide feedback upon request. In addition, since
rarely the video feeds will be transmitted, DWSCs are better at preserving users
privacy and security.
2.4 Chapter Summary
This chapter has provided an rudimentary introduction to distributed wireless
smart camera networks. It started with a description of the hardware used in
this project followed by descriptions of other comparable platforms developed by
other research institutes in the community. Later sections highlighted a number
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of critical features of DWSCs that influence the design of algorithms for the
platform. Some of these features can be considered as advantages over DWSC’s
counter part — the wired camera networks, while others are constraints that put
limits on the capability of the platform.
Chapter 3
Background on Relevant
Computer Vision Principles and
Techniques
This chapter first introduces the basics of projective geometry, which encompass
camera geometry and the formation of images through 3D to 2D projections.
Then a number of concepts that are extensively used for camera calibration, ob-
ject detection and tracking will be discussed. The subject is treated in a manner
that provides the understanding and algebraic tools required to formulate and
solve the problem of camera internal parameter calibration, multi-camera calibra-
tion and multi-camera tracking of objects. This chapter solely serves the purpose
of ease understanding of later chapters of the thesis. For a comprehensive discus-
sion of the topics, interested readers are referred to [52] for projective geometry
and [126] for object tracking.
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3.1 Projective Geometry
3.1.1 Homogeneous Coordinates
Homogeneous coordinates are a coordinate system used in projective geometry to
represent objects such as points or planes. Compared to their Cartesian counter-
parts, they are in most cases simpler in representation and are more symmetric.
Given a n−dimensional vector v ∈ Rn, its homogeneous representation is a (n+
1)−dimensional vector vh ∼ [ v 1 ]>, where the ∼ symbol denotes equality up
to a scale factor, meaning [ v 1 ]> and [ kv k ]> (where k is a scalar) are
equivalent.
The commonly used coordinate space in which the homogeneous point, p =
[ x y w ]> is defined is referred to as the projective 2-space, P2 and similarly
the homogeneous point p = [ x y z w ]> resides on the projective 3-space P3.
The homogeneous coordinate system has a number of advantages over its Carte-
sian (also referred to as inhomogeneous) counterpart. First, points at infin-
ity cannot be represented in Cartesian coordinates but they have a form of
p = [ x y 0 ]> in homogeneous coordinates. Second, homogeneous coordinates
allow common operations such as translation, rotation, scaling and perspective
projection to be implemented as matrix operations. For example, in perspective
projection, a point in P3 is projected onto a plane with respect to a centre of
projection. In the simplest setting, assume that a point p = [ x y z ]> is pro-
jected onto the plane z = 1 and the centre of project is the origin. Then the
process can be described in homogeneous coordinates as,
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p′ =

1 0 0 0
0 1 0 0
0 0 1 0
p
=

1 0 0 0
0 1 0 0
0 0 1 0


x
y
z
1

=

x
y
z
 .
Therefore the projected point on the z = 1 plane is p′ = [ x/z y/z ]>
3.1.2 Projective Transformations
This section introduces the concept of projective transformation in P2, also called
homography, and discusses its use in computer vision.
Projective transformation exists in everyday life. For example, the transformation
that maps a square onto human eyes is a projective transformation. However,
when squares are viewed by human, they do not appear to preserve their original
shapes in most cases. In fact, in this type of transformations, common properties
of the planar objects such as angles, distances, ratios of distances do not hold.
However, straightness is preserved, meaning a straight line will still be a straight
line after the transformation.
Projective transformation often appears in image processing. Two images of a
scene projected through the same centre of projection onto two different planes
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are related by a projective transformation. This is in fact the basis for a number
self-calibration methods which is discussed in Chapter 4. In addition, a planar
surface projected through different view points are related by homographies. The
relationship between two corresponding points (xi and xj) on two planes that are
related by a homography can be described by,
xi = Hxj. (3.1)
A homography H in P2 is represented by a invertible 3×3 matrix with a degree of
freedom of 8. A minimum of four sets of point correspondences are required be-
tween the two planes to compute the homography. The Direct Linear Transform
algorithm (DLT) [51] is commonly used to compute H. Writing the elements of
H in vector form as h = (h1, h2, h3, h4, h5, h6, h7, h8, h9)
>, Equation (3.1) for n
pairs of point correspondences can be rewritten as Ah = 0, where A is a 2n× 9
matrix. Each pair of point correspondences, (xi,xj), contributes to 2 rows of A:xi, yi, 1, 0, 0, 0,−xixj,−yixj,−xj
0, 0, 0, xi, yi, 1,−xiyj,−yiyj,−yj
 (3.2)
and for n ≥ 4, h can be solved using techniques such as singular value decompo-
sition (SVD).
3.1.3 Pinhole Camera Model and Camera Calibration
In this section, the basic principles of image formation and camera model are
described, which are subsequently used in later chapters.
Image formation of a camera is the process of forming a 2−dimensional represen-
tation of a 3−dimensional world. The most common approach of modelling this
projection that causes the dimensionality reduction is called central projection
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(also called perspective projection), in which a ray from a fixed point, the centre
of projection, is drawn to go through a point in the 3D scene. The intersection
between this ray and the projection plane is the image point of the 3D point.
This type of camera model is called a pinhole model and the centre of projection
is the centre of the camera lens.
The pinhole camera model (Figure 4.1(a)) can be expressed as,
x2D = Px3D, (3.3)
where x3D =
[
x y z 1
]>
is a world point, in projective 3-space (P3). x2D =[
x y w
]>
is the corresponding image point in projective 2-space (P2), and P
is a 3× 4 projection matrix that maps the world point to the image point. The
matrix P may be decomposed as,
P = K
[
R −Rt
]
, (3.4)
where R is a rotation matrix representing the camera orientation and t is a
translation vector representing camera centre in the world coordinate frame. The
matrix K has the following form,
K =

γf0 s u0
0 f0 v0
0 0 1
 .
The parameters in the matrix K are referred to as the intrinsic camera param-
eters, and consist of the camera focal length f0 (in pixel) and principal point
(u0, v0), aspect ratio γ and skew s. For most modern cameras, including ours,
γ = 1 and s = 0.
The external parameters of a camera refer to the orientation (θx, θy and θz) and
position of the camera (x, y and z), which are encoded in the matrix R and
vector t respectively.
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Camera calibration refers to the finding of both internal and external parameters
of a camera, but sometimes it also refers to the finding of a subset of these
parameters.
3.2 Object Detection, Tracking and Localisa-
tion
A number of introductory concepts related to the topic of object detection, track-
ing and localisation are described in this section.
3.2.1 Foreground Segmentation
To detect objects, they must be firstly segmented from the rest of the image. An
image can be segmented into foreground and background: Foreground contains
objects of particular interest. In the case of object tracking, the moving target
is of interest. On the other hand, for object recognition, the foreground may be
some static portion of the scene. Since only object tracking is considered in this
project, foreground segmentation is equivalent to motion segmentation, which is
the segmentation of those pixels that undergo rapid change in value, as a result of
motion. Although no prior information about the object of interest is available in
most cases, a major part of the scene reminds constant, forming the basis of many
motion segmentation algorithms. The challenges that most motion segmentation
algorithms have to face are:
• Dynamic environments including small lighting variations, small back-
ground repetitive motions etc.;
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• Noise caused by camera motions, which is a result of the wind in most
outdoor cases;
• Real-time requirements for higher level applications such as tracking.
In this section three typical types of motion segmentation algorithm are described.
Simple Background Subtraction
The first approach is the simple background subtraction. It averages the images to
create a background approximation that is similar to the current scene, except for
the region where motion occurs. A new frame is subtracted from the background
approximation, resulting in an difference image. This image is thresholded and
outputs a motion image.
This method is effective in situations where objects move continuously and the
background is visible a significant portion of the time. The method is very sen-
sitive to noise, background motions and object speed. A predefined learning rate
limits its ability to adapt to dynamic situations where objects may become sta-
tionary in a scene and start to move again. However, despite all the disadvantages,
this simple method remains one of the plausible motion segmentation algorithms
for embedded platforms due to its computational simplicity and reasonable good
performance in stationary environments.
Variance Based
In contrast to the first approach, where pixel value is used as the measure of clas-
sification, the second approach is based on the difference between two consecutive
frames (frame differencing). Typical methods of this kind include [22], in which
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the authors assumed that the longer a pixel remains roughly the same, the more
probable that it belongs to the background. Whether a pixel is stationary and
whether it belongs to a moving object is determined by thresholding two consec-
utive frames. A pixel is copied to the background when its stationary count is
higher than a threshold. This particular method cannot deal with background
motions.
Although consecutive two-frame differencing is highly adaptive to changes in the
scene, it is also very sensitive to noise. Joo and Zheng [60] use information from
multiple frames to compute the variance of pixels in a recursive manner, since
variance over a time interval reflects the amount of change. The equations for
updating the mean and variance is,
mt = ((N − 1)mt−1 + xt)/N , (3.5)
nt = ((N − 1)nt−1 + x2t )/N ,
vt = nt −m2t ,
where mt is the mean of a pixel at a particular time, vt is the variance of the
pixel and N is the pre-define number that controls the rate of learning. Note that
when setting N = 2, this effectively reduces down to two-frame differencing.
Since variance is affected by the speed of the object, a simple background sub-
traction and a confidence function is integrated to suppress the trail artefact.
mt = ((N − 1)mt−1 + xt)/N , (3.6)
nt = ((N − 1)nt−1 + x2t )/N ,
vt = nt −m2t ,
d = |xt −mt|,
σ =
√
vt,
fconf =
 12
(
1− cos (pid
rσ
))
, 0 ≤ d ≤ rσ
1, d ≥ rσ,
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fconf is very small near the background intensity so that strongly suppresses false
detection caused by the trail artefact. This method is sensitive to rapid lighting
changes and still leaves a trail artefact for fast moving object. Compared to the
simple background subtraction, this method provides better performance at the
cost of some extra processing power.
Background Modelling
The third type of motion segmentation algorithm is based on background mod-
elling. Background modelling methods construct a model of the stationary back-
ground and then each pixel of a new frame is classified as either a foreground pixel
or a background pixel. A classical algorithm of this kind is the Mixture of Gaus-
sian (MoG) proposed by Stauffer and Grimson [107]. The idea is that the values
of a pixel over time are divided into a number of layers and each layer is modelled
by a Gaussian distribution with an associated weight. A new pixel is classified as
foreground if it does not fit any existing background Gaussian distributions and
the Gaussian with the lowest weight is replaced by a new Gaussian which takes
the value of the new pixel as mean and an initial pre-defined standard deviation.
However maintaining a Gaussian Mixture Model(GMM) is a heavy burden on
the processor, resulting in low frame rate. This is more significant on targeted
embedded processors due to limited processing capabilities. A variant of MoG is
proposed in [14], where instead of using Gaussian distributions, a simpler clus-
tering algorithm is used, achieving faster computation. This type of algorithms
is robust to noise and background motion and allows the object to be stationary
for a period of time before being integrated into background.
There are a number of other techniques for motion segmentation. In [90] the
authors proposed a layered approach, which represents a scene as the union of
pixel layers and detects foreground by propagating these layers using a maximum-
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likelihood assignment. [31, 81] contain approaches based on adaptive kernel den-
sity estimation techniques. [64] presented a codebook approach, where sample
background values at each pixel are quantised into codebooks that represent com-
pressed forms of the background for a long image sequence. This method accounts
for repetitive background motion and illumination variations. An embedded im-
plementation can be found in [73]. Recently, Shen et al. developed a method that
combines compressive sensing with mixture of Gaussian [105]. The approach of-
fers similar performance to MoG but is 7 times faster, making it the idea choice
for embedded platforms.
3.2.2 Object Detection
Given a motion mask, the next step is to detect objects of interest. Typically ob-
jects may be people, cars etc. One way of doing so is to use an object recognition
algorithm. Object recognition algorithms generally allow different objects to be
extracted from an image based on a trained model of the object, such as [121].
The advantage of this approach is that in addition to the location of the object, it
also yields the type of object as the result. However, it requires pre-training and
complicated classification algorithm (eg. SVM [25]) to achieve the desired accu-
racy and thus requiring a fast CPU and large memory that is not available on the
DWSC platform in general. An alternative approach is to extract simple features
out of a motion segmented image and use a heuristic based approach to isolate
objects of interest. For example, a rectangle shape represents a car or a connected
region greater than 500 pixel is a person. This approach is extremely fast and
can be done in real-time to an acceptable level of accuracy. Object detection
is needed to effectively deal with the problem of handover and occlusions. For
example, Haritaoglu et al. [48] computed vertical histogram projection to locate
heads and defined people based on convex hull analysis of blobs. Zhao et al. [129]
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proposed an ellipsoid model in which they located heads using vertical projections
and then fitted ellipses to them. Fuentes’s approach [40] involves segmentation
of motion images and then grouping of nearby blobs to form candidates.
Once objects of interest are detected by each camera, they can be tracked or
localised using a number of techniques which are discussed below.
3.2.3 Camera Geometry in Object Tracking and Localisa-
tion
A number of geometry measures have been used by researchers in the field of
video based object tracking and localisation. Tracking of objects refers to the
establishment of correspondence between the observations of the same object
generated by different cameras, whereas localisation means the computation of
the metric location (or up to a scale factor) of the observed object.
Epipolar Geometry
Epipolar geometry has been used to establish correspondences between camera
views. It is defined as the intrinsic projective geometry between two views [52]
of the same scene captured by two different cameras (or the same camera at two
different positions and/or orientations), which are shown in Figure 3.1.
Figure 3.1 contains a number of geometry objects:
• Baseline cacb: the line connecting the two camera centres.
• Epipoles: the points of intersection of the baseline with the two image
planes of the camera.
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Figure 3.1: Geometry between two views of the same 3D point. pa and pb are
projected points on the two image plane of a 3D point p, both left and right
cameras are denoted by their optical centres ca and cb
• Epipolar planes: planes that contain the baseline, e.g. cacbp.
• Epipolar lines: lines of intersection between epipolar planes and the two
image planes.
The epipolar geometry is encapsulated by a 3×3 matrix, which is often referred to
as fundamental matrix and is assigned letter F. As can be seen from Figure 3.1,
due to the fixed structure, a point pa is effective mapped to an epipolar line lb
on the second image. This mapping:
pa 7−→ lb (3.7)
is represented by the fundamental matrix F such that Fpa describes the line
on which pb lies, thus p
>
b Fpa = 0. F can be derived in geometrical and alge-
braical fashions as described in [52] and will not be repeated here. However, it is
noteworthy that only 8 (or more) feature point correspondences between the two
views are required to compute F; no calibration is needed.
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Epipolar geometry can be used for associating camera observations across mul-
tiple views. Consider two images of a 3D world as shown in Figure 3.1. For the
sake of simplicity, the two cameras ca and cb are referred to as the left and the
right camera. Given a point pa on the image of the left camera, if the actual 3D
position of point p is not known, the point pa can correspond to any 3D point
along the line paca in the right camera’s view. In the context of multi-camera
object tracking, the epipolar constraint can be used to associate objects in one
view to lines in the other view, thus significantly reducing the search spaces of
correspondence establishment when there are multiple simultaneously detected
objects. However, as the constraint does not uniquely map points between two
views, the constraint alone is sometimes insufficient. Furthermore, the constraint
can only provide correspondences between two views; it is not capable of deter-
mining the object’s location.
Triangulation
In many cases, knowing the correspondences of an object across multiple camera
views is not sufficient; the actual locations of the object in terms of scene coordi-
nates are also of interest. Consider the same scenario shown in Figure 3.1 in which
a point p is projected onto the left camera ca at pa and onto the right camera
cb at pb. If the internal and external parameters of both cameras are available,
the central projection process can be inverted such that the image point pa can
be mapped back to a 3D line capa and similarly the object must also lie on the
line cbpb. Therefore, estimating the location of the object in scene coordinates
is effectively the computation of the intersection of these two lines. In a general
case, each camera contributes to one of these lines and the object can be localised
at the intersection of them. However, real measurements always contain errors,
meaning these lines do not intersect at a single point in space. Robust estima-
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tion methods such as sum of squares must be used to obtain the locations of the
object [50]. It can be seen that to localise an object, at least two cameras are
needed to obtain a coarse estimation. This means that a densely deployed camera
network with full calibration is needed if the object is to be localised seamlessly.
Homography of Planar Scenes
The most utilised technique which allows an object’s true locations to be com-
puted is the homography of the plane on which the object moves. When it is
known that the detected points on the camera views reside on a planar surface
in the real world scene, the camera matrix P (a 3× 4 matrix) can be reduced to
an invertible 3× 3 homography in P2. This assumption is approximately true in
most urban environments as most human activities occur on the ground.
If writing P in terms of its columns: P = [ p1 p2 p3 p4 ] and expressing
the real-world 3D point x3D as x3D = [ x y z 1 ]
>, Equation (3.3) can be
rewritten as,
x2D =
[
p1 p2 p3 p4
]

x
y
z
1
 . (3.8)
Since the 3D world points lie on the ground, their z components are 0 and there-
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fore, Equation (3.8) becomes,
x2D = [ p1 p2 p3 p4 ]

x
y
0
1
 , (3.9)
x2D =
[
p1 p2 p4
]
x
y
1
 , (3.10)
x2D = Hx
′
3D, (3.11)
where H = [ p1 p2 p4 ] is the 3×3 homography matrix and x2D is the image of
a ground point x3D. Planar homographies can be estimated with 4 or more pairs
of point correspondences between the two planes as explained in Section 3.1.2 of
this chapter.
The homograhy matrix is widely used in tracking applications [27, 28, 34, 39, 62,
63, 65, 80, 108, 112], as it can both solve the problems of associating objects across
multiple camera views as well as object localisation. Because of the invertible
mapping, any point on a camera view can be mapped back to an unique point
on the planar surface in real world coordinates. This means that to localise an
object, a single camera is sufficient.
To demonstrate how homography can be used to associate observations across
camera views, consider the scenario shown in Figure 3.1. If denoting the homog-
raphy between the plane where p is located and the left camera’s image plane as
Ha, so that pa = Hap, it can be seen that any point on the image can be mapped
back to a point on the planar surface through H−1a (thus allowing localisation of
the point). Furthermore, if also denoting the homography of the right camera as
Hb and pb = Hbp, it can be easily shown that pa = HaH
−1
b pb. This provides
a simple way for associating observations in the right camera to that of the left
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camera (i.e. tracking).
3.2.4 Multi-camera Tracking Architecture
Multi-camera tracking systems can be of many different configurations. Cameras
can have either overlapping fields of view (FoVs) or they can be completely dis-
joint. The number of targets can vary even though recent research is more or
less focusing on a single target through cameras; tracking multiple targets with
satisfactory level of accuracy requires heavy computation which is not likely to be
handled by wireless sensor network nodes. Most multi-camera systems are simply
extensions of single camera systems [106], with trackers operating at a node level.
This type of system often faces the problem of target handover. For cameras with
overlapping FoVs, problems of handover and occlusions may be resolved easily
if the tracker is operating above the node level. However the biggest benefit of
simple extension of single camera network is scalability. Additional cameras can
be added into the existing tracking framework without the need of reconfigura-
tion. Secondly, this type of setup limits the amount of information exchange
between nodes, which can be potentially problematic for wireless sensor networks
due to dynamic wireless link quality and limited bandwidth. The two types of
architecture are illustrated in Figure 3.2 and Figure 3.3 [29].
Figure 3.2 describes the configuration of the tracking system often used in a dis-
joint camera network. In this type of systems, camera nodes apply individual
reasoning to track targets of interest before sharing the information with other
cameras. Handover is normally achieved by sending object descriptions to their
neighbouring cameras, which can then search for matchings between their own
object lists and the received list. This system is widely used in camera net-
works in which cameras do not share common FoVs, since fusing the information
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Figure 3.3: Multi-camera Tracking Architecture 2
beforehand does not bring much extra benefits, but instead, it requires more com-
putational resources. Typical systems that implement this design can be found
in [11, 68].
Systems that follow the architecture described in Figure 3.3 are often networks
of cameras with overlapping FoVs. Problem of handover and occlusions in these
systems can be dealt with easily. The fact that targets always exist in at least one
camera has lead to the design of the architecture, which obtains a global list of
objects of interest before applying any tracking algorithms. From the perspective
of the tracker, which sits at a network level, the objects of interest will never be
missing from its FoVs. This type of system can facilitate high precision tracking
if the cameras are properly calibrated. Typical systems of this design can be
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found in [79, 122].
3.3 Chapter Summary
This chapter has introduced the basics of projective geometry, which encompass
camera geometry and the formation of images through 3D to 2D projections.
Then a number of concepts that are extensively used for camera calibration,
object detection and tracking has been discussed. The chapter solely serves the
purpose of providing the understanding and algebraic tools required to formulate
and solve the problem of camera internal parameter calibration, multi-camera
calibration and multi-camera tracking of objects, which are further discussed in
later chapters of this thesis.
Chapter 4
Self-calibration of the Internal
Parameters of Wireless Smart
Cameras
4.1 Introduction
In order for networks of cameras to be effectively used for high-level tasks such
as surveillance or object detection and tracking, they may need to be calibrated.
As a result of the class of camera platforms considered in this project (low cost,
low-power, high numbers, distributed rather than centralised processing, etc.), a
number of desirable features as well as limitations on the selection of the calibra-
tion algorithm are introduced.
Local execution - Given the reduction in cost of embedded, DSP class processors,
it is assumed that camera nodes each contain sufficient processing power to be
able to deal with raw image data from their own CMOS sensors. Combined with
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the limitations on available radio bandwidth, this means that distributed local
processing of any protocols, including calibration, is a key requirement. Manual
and/or centralised procedures can be costly and impractical especially when nodes
are remotely stationed or deployed in large numbers.
Efficient Algorithm - Unlike many common camera calibration procedures, which
are based on the availability of desktop-grade processors, the processing power
of each camera node is naturally more limited in terms of processor speed and
RAM. In addition, due to the limited energy resources available at nodes, any
calibration algorithm should be designed to be fast and efficient.
Camera Motion - The DWSC platform (described in Section 2.1) also has panning
ability, through the use of a low-power servo mounted at the bottom of the node.
This ability to pan provides a means to calibrate the camera without a known
calibration object or manual intervention.
Given the requirements and constraints listed above, it is believed that an efficient
automatic calibration procedure is preferable for these classes of devices. This
chapter presents an efficient and effective solution to automatically calibrate a
camera capable of panning or tilting motions.
The principle of the proposed approach is to make use of the panning (or tilting)
ability to capture images at different camera orientations. The SURF feature ex-
tractor and descriptor [8] are employed, due to its robustness and speed, to find
corresponding points between images. Since there may be a significant portion of
outliers in the pool of point correspondences output by SURF, an improved ver-
sion of the robust estimation method, RANdom SAmple Consensus (RANSAC)
is used to compute the projective transformation between each pair of consecutive
images. The intrinsic camera parameters (focal length and principal point) are
computed from one or more homographies using a linear method similar to [49],
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with the square pixel and known aspect ratio constraint. The angle of rota-
tion between the images and the axis of rotation (extrinsic parameters) are also
recovered.
The key contributions of the proposed approach contains:
• First, a new approach to imposing extra constraints in order to automati-
cally calibrate cameras in degenerate configurations of pure panning or pure
tilting is presented (Section 4.3).
• Second, an improvement to the generic RANSAC, based on analysing the
geometric distribution of feature points is reported (Section 4.4.2). The
improvement is capable of reducing the processing time and increasing the
likelihood of finding more accurate homographies. As homography compu-
tation is a critical step in the calibration procedure, it will be shown that
the improvement leads to significant better calibration results.
• Third, the estimation of lens distortion (2nd order radial distortion) is inte-
grated into the self-calibration procedure and the effect of radial distortion
on self-calibration is demonstrated using real images.
4.2 Related Work
4.2.1 Self-calibration
Research in the field of camera self-calibration started with Faugeras et al. [35],
who considered a freely moving camera with fixed internal parameters. Their
technique is based on Kruppa’s equations, which link the epipolar geometry to
the image of the absolute conic (IAC). The IAC determines the calibration. Three
50 4.2 Related Work
epipolar transformations, arising form three different camera motions are needed
to determine the IAC uniquely (and hence the calibration), since each camera
motion provides two constrains on the 5 degrees of freedom of the IAC. A number
of variations of [35] can be found in [54, 74, 111].
Other well-known works in self-calibration include that of Pollefeys et al. and
Triggs et al. Pollefeys [92, 93] introduced a stratified approach, which first re-
trieves the affine calibration of the cameras using the modulus constraint and
then uses additional constraints, such as vanishing points of parallel lines in the
scene, to upgrade to a Euclidean calibration. Triggs [119] imposed constraints on
the camera intrinsic parameters such as constant values for focal length, skew,
aspect ratio etc. in order to define equations on unknown dual absolute quadric
entries. A numerical method is used to solve the set of equations, obtaining
the absolute dual quadric, which may then be used to find the unknown camera
intrinsic parameters.
Another class of calibration work was pioneered by Hartley [49], who imposed
linear constraints on the calibration matrix using the property that the inverse of
a rotation matrix is equal to the transpose of the matrix. The approach requires
cameras to perform pure rotations around their optical centres. The notations of
his method are described in Section 4.3.1 and will be followed in this Chapter.
In [2], Agapito et al. used the mapping of the image of the absolute conic via the
infinite homography to impose linear constraints on camera internal parameters.
Their approach also requires the camera to undergo pure rotations at a fixed
location. This method is able to determine calibration for cameras of variable
focus.
One of the major drawbacks to much of the well known work in self-calibration is
that they cannot deal with degenerate cases where cameras undergo pure panning
or tilting movements. Zisserman et al. [131] and Sturm et al. [110] each gave a
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theoretical treatment of the ambiguity inherent in various problems (including
the case of panning and tilting) and Zisserman showed that it can be resolved
by imposing additional constraints. However, they gave no concrete method of
solving for the calibration matrix. In this chapter, this gap will be addressed
by the presentation of a tractable solution to the calibration of pure panning (or
tilting) cameras.
Recently Brown [13] introduced a method of computing focal length based on
images that are related by panning motions. Their method uses a Maximum
Likelihood Estimation SAmple Consensus (MLESAC) algorithm to compute ho-
mographies with a minimum of 2 pairs of correspondences (3 pairs if focal length
is allowed to vary). Byrod [15] later extended the method to include the estima-
tion of radial distortion. The problem with these methods is that, apart from
assuming zero skew and unit aspect ratio, they also assume that the principal
point is at the centre of the image, which may not be realistic for some cameras.
4.2.2 Homography Computation using RANSAC
The calibration method presented in this chapter requires one or more homogra-
phies between images taken at different camera orientations. The commonly used
RANdom SAmple Consensus (RANSAC) [36] algorithm was chosen for estimat-
ing homographies [52] from a set of matched feature points between each pair of
images.
The basic idea of RANSAC is to randomly select the smallest subset of data points
(four pairs of correspondences in the case of homography computation), compute
a model from this subset and then see how many of the available data points
agree with this model. This is repeated many times in order to try and find the
model that agrees with the largest number of data points. Samples are selected at
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random because it is usually not feasible to evaluate every possible combination of
data points. The number of trials required to ensure a good likelihood of finding
the best solution depends on the number of expected outliers (and several other
factors). The following formulation, proposed in [36], can be used to find the
number of trials N required to achieve a probability z of obtaining the correct
solution, given that p points are required per trial (p = 4 in this case) and the
data is expected to contain w proportion inliers:
N =
log (1− z)
log (1− wp) . (4.1)
The generic RANSAC algorithm (referred to as gRANSAC) has been modified
by a number of authors in previous work. In [118], Torr and Zisserman described
an extension of RANSAC. Instead of counting the number of data points which
support the current hypothesis, their proposed MLESAC evaluates the likelihood
of the hypothesis, representing the error distribution as a mixture model. In [77]
the authors proposed R-RANSAC, which speeds up the model evaluation step
by introducing a two-stage procedure. The first stage is a statistical test per-
formed on d random samples and the second evaluation stage is carried out only
if the first d data points are inliers. The idea was modified in [86], where the au-
thor included competitive verification of models. R-RANSAC was later extended
in [78] to incorporate sequential probability ratio testing derived from Wald’s
theory of sequential decision making. Work presented by [24] achieves speed im-
provements to the model validation stage by introducing a pre-validation check.
Similarly, [76] introduces a geometric constraint to remove outliers before apply-
ing RANSAC and [117] attempts to compute the probabilities of the validities of
the correspondences and uses this information to accelerate the process.
The work that is most similar to the proposed improved RANSAC method (re-
ferred to as iRANSAC) is Zhang’s bucketing scheme [127]. Zhang’s method first
divides the image region occupied by features into a number of rectangular buck-
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ets of equal size, each of which contains a number of features. It then selects a
number of different buckets based on a discrete probability distribution that is
proportional to the number of features in each bucket. Once buckets have been
selected, a feature is drawn randomly from each bucket. This scheme attempts to
excludes features that are close to each other (because features are drawn from
different buckets) but has no restrictions on the structure of features, e.g. they
can be on the same line, nor the locations of the feature, e.g. they can still oc-
cupy a small region if selected buckets are clustered. Both of these scenarios lead
to poorly computed homographies. The iRANSAC, presented in Section 4.4.2,
addresses these shortcomings.
4.2.3 Modelling Lens Distortion
In the past, lens distortion was factored in during the non-linear refinement stage
of the calibration process. This method is highly prone to error, since the initial
estimate of the geometry can be poor (unless the lens distortion is very lim-
ited). In recent years, new methods have been published that allow computing
the lens distortion and two-view geometry (epipolar geometry or homography)
simultaneously in a linear framework. Fitzgibbon proposed a single parameter
lens model, called the division model, that may be represented in a convenient
form for inclusion in two-view geometry equations [37]. The problem of comput-
ing a homography or fundamental matrix and lens parameter from a minimal set
of correspondences is formulated as a square quadric eigenvalue problem (QEP).
Steele and Jaynes provide a method for computing the fundamental matrix in
the over-constrained case, where a rectangular QEP is encountered [109]. The
method to compute the homography from 5 pairs of feature correspondences is
modified to allow the estimation of 2nd order radial distortion to be completely
integrated into the self-calibration procedure described in this chapter.
54 4.3 Calibrating A Panning or Tilting Camera of Fixed Intrinsics
Lenses with a field of view of greater than 180◦ are also treated in [83]. All the
above methods require only that the scene is at least partially rigid and that
the lens distortion remains constant across multiple views. These conditions are
met in the problems discussed in this chapter. Barreto and Daniilidis formulate
the radial fundamental matrix (RFM) in [7], which allows dealing with different
distortion in multiple views. It requires a minimum of 15 correspondences to
compute the RFM (leading to a very costly RANSAC procedure) and is not
readily applicable to computing the homography. As such, these drawbacks make
it undesirable for this work.
4.3 Calibrating A Panning or Tilting Camera of
Fixed Intrinsics
4.3.1 Background and Notation
Camera calibration is the process of finding the parameters of a parametric model
describing the camera operation. The notations used in this chapter is similar to
those used in [49] (where a camera undergoing multiple rotations is treated).
During self-calibration of a stationary camera, the world coordinate system may
be chosen such that the camera centre is at the origin, so that the translation
vector t = 0. The camera model presented in Equation (3.4) may then be
simplified to P =
[
KR 0
]
∈ R3×4. The objective is to find the unknown
intrinsic calibration parameters, K, and the extrinsic orientation, R.
A point, x3D =
[
x y z
]>
(previously x3D =
[
x y z 1
]>
, but the last
row is omitted since the last column of P is 0), observed by a camera, Pi = KRi,
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Figure 4.1: Camera model and rotation
produces the imaged point, xi = KRix3D. Any two images of the same point
taken by cameras Pi and Pj (two poses of the same cameras that are related
by a rotation around the optical centre) are related by a homography Hij, i.e.
xi = Hijxj = KRiR
−1
j K
−1xj. If the coordinate axes are chosen to align with
a reference camera, P0, such that R0 = I, then the image of point X in any
image, i, is related to the reference image according to KRiK
−1x0. Thus the
relationship between Hi and K,Ri is, Hi = KRiK
−1, which, after rearranging
gives,
Ri = K
−1HiK. (4.2)
Because Ri is a rotation matrix, RiR
>
i = R
>
i Ri = I3×3, and therefore it follows
that,
(
KK>
)
H−>i = Hi
(
KK>
)
. (4.3)
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By writing,
C = KK> =

u20 + s
2 + γ2f 20 u0v0 + sf0 u0
u0v0 + sf0 v
2
0 + f
2
0 v0
u0 v0 1
 =

a b c
b d e
c e f
 , (4.4)
Equation (4.3) can be rewritten as,
CH−>i −HiC = 0. (4.5)
Equation (4.5) gives rise to nine equations for the six different entries in C. As
Hartley explained in [49], at least two homographies are required for a unique
solution, giving rise to an over constrained system that may be solved using
least squares. Once C = KK> is found, K may be found by means of Choleski
factorization and the rotation matrices may be computed using Equation (4.2).
4.3.2 The Panning Case
In this section, a new approach to imposing constraints in order to automatically
calibrate cameras capable of pure panning is presented. Pure panning is a case
where the camera undergoes a rotation around an axis that is parallel to the
camera vertical axis and goes through the optical centre (Figure 4.1(b)). It is
regarded as one of the degenerate motions under which current self-calibration
algorithms fail. Among the many different types of degeneracies [6, 131], only
panning and tilting motions are treated in this chapter and their causes will be
briefly discussed here. Since panning is a rotation around camera y axis, it can
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be described by,
Ry =

cos(θ) 0 sin(θ)
0 1 0
− sin(θ) 0 cos(θ)
 .
Given one or more homographies, it is desirable to find the calibration matrix K
that satisfies,
Ryi = K
−1HiK. (4.6)
However there always exists a set of matrices K′ = Kdiag(1, α, 1) that also satisfy
Equation (4.6). It can be seen that the focal length in the y direction f0 = K
′(2, 2)
contains a free variable α, meaning the term is not constrained at all. Thus
a constraint on the aspect ratio is required to be included in the estimation
procedure, which will be discussed.
Equation (4.5) gives rise to nine linear equations for the six unique entries in C.
This system of nine equations may be expressed in matrix format as,
Acv = 0, (4.7)
where cv =
[
a b c d e f
]>
is the vector of the 6 different entries of matrix
C and A is the associated 9× 6 coefficient matrix.
It can be shown that due to the special form of K and R and thus H, the A
matrices associated with pure panning motions are of rank 4 [6, 131], giving two
basis vectors for the null space of A. Since cv satisfies Equation (4.7), it must be
a member of the set of null space vectors of A. If denoting the basis vectors as
c1 and c2, cv is then a linear combination of the two,
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cv = µ1c1 + µ2c2, (4.8)
where µ1 and µ2 are coefficients.
Because each of cv, c1 and c2 actually represents a one parameter family of vectors
that are related by a scale factor (homogeneous vectors), a particular vector from
each family can be used to find µ1 and µ2. Therefore Equation (4.8) can be
rewritten as,
cˆv = µˆ1cˆ1 + µˆ2cˆ2, (4.9)
where
cˆv =
[
aˆ bˆ cˆ dˆ eˆ 1
]>
,
cˆ1 =
[
aˆ1 bˆ1 cˆ1 dˆ1 eˆ1 1
]>
,
cˆ2 =
[
aˆ2 bˆ2 cˆ2 dˆ2 eˆ2 1
]>
,
are simply the vectors that have 1 as the last term from their families of vectors
and µˆ1 and µˆ2 are the coefficients associated with these vectors. To compute cˆ1
and cˆ2, singular value decomposition is used to decompose A into A = USV
>,
where S is a diagonal matrix of singular values and U and V are unitary matrices.
c1 and c2 are the two columns of V that correspond to two zero singular values of
A. Ideally there are two zero singular values, but in the case of real images, which
contain noise, there may not be any. In these cases, the two smallest singular
values are used instead. cˆ1 can be found by dividing c1 by its last term. cˆ2 can
be computed in a similar way.
Since the vectors cˆv, cˆ1 and cˆ2 have been restricted to have 1 as their last terms,
Equation (4.9) provides the following equation in µˆ1 and µˆ2.
µˆ1 + µˆ2 = 1 (4.10)
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Equation (4.10) alone is not enough to solve for µˆ1 and µˆ2; extra constraints on
the entries of cˆv are needed. These constraints are skew, s = 0, and known pixel
aspect ratio, i.e. γ is a known constant. From Equation (4.4) and s = 0, it can
be deduced that,
γ2 =
C (1, 1)−C (1, 3)2
C (2, 2)−C (2, 3)2
=
aˆ− cˆ2
dˆ− eˆ2
=
µˆ1aˆ1 + µˆ2aˆ2 − (µˆ1cˆ1 + µˆ2cˆ2)2
µˆ1dˆ1 + µˆ2dˆ2 − (µˆ1eˆ1 + µˆ2eˆ2)2
(4.11)
Equation (4.10) and Equation (4.11) give rise to a system of equations (a linear
equation and a quadratic equation), from which the exact values of µˆ1 and µˆ2 can
be determined. In general, this system of equations will produce two solutions.
The set of µˆ1 and µˆ2 that minimises the norm ||Acˆv|| is selected, since in the
presence of noise, the problem of finding a solution to Equation (4.7) becomes a
problem of finding the vector that minimises ||Acˆv||. Once µˆ1 and µˆ2 are found,
the cˆv matrix can be determined using Equation (4.9), (and hence the family of
vectors cv).
K may be found by applying Choleski factorization on C and the rotation matri-
ces may be computed using Equation (4.2). This final step can be solved using
the approach described in [49] and will not be repeated here.
In realistic scenarios, the A matrices are hardly of rank 4 but instead of rank
6 (i.e. full rank) due to noise from two sources — noise inherent in the feature
localization process by the feature detector and the error arising from rotations
not exactly around the camera optical centre. The effect of the first type of noise
is treated in Section 4.5.1 and that of the second type is shown in Section 4.3.4.
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4.3.3 The Tilting Case
Tilting is another type of degenerate motion in which the camera undergoes
rotation along an axis parallel to the horizontal axis of the image plane. Similar
to the case of panning, the motion can be represented as,
Rx =

1 0 0
0 cos(θ) − sin(θ)
0 sin(θ) cos(θ)
 .
Given one or more homographies, it is desirable to find the calibration matrix K
that satisfies,
Rxi = K
−1HiK. (4.12)
However, there always exists a set of matrices K′ = Kdiag(α, 1, 1) that also satisfy
Equation (4.12). In this case, the focal length in the x direction γf0 = K
′(1, 1)
contains a free variable α, indicating that it is not constrained.
The proposed method naturally takes this into account, as it can also be shown
that the associated A matrices are of rank 4, leading to the same solution as for
the panning case.
4.3.4 Small Translational Offset
The calibration method presented in Section 4.3.2 requires cameras to undergo
rotations that are parallel to the image x or y axis and go through the optical
centre of the lens. In practice this is found hard to control as the optical centre
of a lens is difficulty to estimate accurately. This type of motion is effectively a
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combination of a small translation and a rotation that goes through the optical
centre. It will be demonstrated that the small translation offset has very limited
effect on calibration.
Representing this general motion by a projection matrix P, which can be de-
composed as described in Equation (3.4), it then follows that the image of
a real world point x3D =
[
x y z 1
]>
in the projective 3-space P3 is
x =
[
KR −KRt
]
x3D. Rewrite this as
x =

r1
[
x y z
]>
−r1
[
t1 t2 t3
]>
r2
[
x y z
]>
−r2
[
t1 t2 t3
]>
r3
[
x y z
]>
−r3
[
t1 t2 t3
]>
 , (4.13)
where ri is the i
th row vector of KR and ti is the i
th element of the translation
vector t. In practice, the z component of the real world point x3D is usually
one or more orders of magnitude larger than any component of the translational
offset (e.g. a 5m distance between camera and scene compared to a 1cm t offset),
meaning the translational vector has almost no effect on the computed image
point. Because homographies are based on image point locations, therefore they
are unaffected, so is the calibration.
4.4 Accurate Homography Computation
4.4.1 Computing the Homography and Lens Distortion
The calibration method presented in Section 4.3 requires one or more homogra-
phies to be calculated between images taken at different camera orientations. As
shown in [115], a small lens distortion will influence the results of homography
based self-calibration methods significantly. Therefore a method has been derived
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to compute both homography and lens distortion parameter concurrently, which
is presented in this section.
A method for computing the fundamental matrix and division model lens dis-
tortion in the overconstrained case is derived in [109]. A similar method for
computing the homography is derived here which allows this stage to be fully
integrated into the calibration process.
The division lens distortion model is defined as follows [37]:
p = x + λz, z =
[
0 0 r
]>
, r = x2 + y2, (4.14)
with p the undistorted (pinhole) coordinates and x =
[
x y 1
]>
the distorted
image coordinates. Using this model, the homography relation may be written
in the form of a QEP as, (
D1 + λD2 + λ
2D3
)
h = 0, (4.15)
where h is the elements of the homography matrix in column vector form and
each point correspondence, (x,x′), contributes two rows to each of (rectangular)
D1, D2 and D3 as follows,
D1 =
 0 0 0 −x′ −y′ −1 yx′ yy′ y
x′ y′ 1 0 0 0 −xx′ −xy′ −x
 (4.16)
D2 =
 0 0 0 −rx′ −ry′ −r − r′ 0 0 yr′
rx′ ry′ r + r′ 0 0 0 0 0 −xr′
 (4.17)
D3 =
 0 0 0 0 0 −rr′ 0 0 0
0 0 rr′ 0 0 0 0 0 0
 (4.18)
The rectangular QEP may be converted to a linear rectangular generalised eigen-
value problem by introducing a new variable u = λh and writing Equation (4.15)
in the form [109],
D1h + λ (D2h + D3u) = 0 (4.19)
u− λh = 0. (4.20)
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This can be written in the form,
(A− λB) v = 0, (4.21)
with,
A =
 D1
I9
 , B =
 −D2 −D3
I9
 , v =
 h
u
 . (4.22)
Here I9 is a 9× 9 identity matrix.
Equation (4.21) is solved by means of an iterative two-stage process. λ is initially
set to zero (or a better estimate, if available). An update for v is obtained by
computing the singular value decomposition of A−λB and selecting the singular
vector associated with the smallest singular value. An update for λ is obtained
by selecting the smallest magnitude root of the equation,
v>
(
B> + λA>
)
(A− λB) v = 0. (4.23)
This process converges sufficiently rapidly to be included inside the proposed
iRANSAC system (Section 4.4.2) with limited modifications. Inclusion of the lens
model in the homography computation brings an extra degree of freedom and the
computed homography will be in terms of undistorted coordinates. In contrast to
the conventional four-point homography computation algorithm [52], five point
correspondences are therefore required to compute one set of homography and
lens parameter.
4.4.2 Improving RANSAC
The point correspondences needed to compute homographies and lens distortion
(see Section 4.4.1) are obtained by matching local image features. Local image
features are patterns in an image that are distinguishable from the surrounding
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image. They are matched across views by computing a descriptor for each fea-
ture from its local image neighbourhood. A comprehensive review of local image
feature detectors was published in [120]. The SURF feature extractor and de-
scriptor [8] was chosen due to its efficiency, suitability for implementation using
only integer numbers and robustness for this particular task.
Depending on the number and quality of SURF features calculated, the matching
process will naturally generate a significant proportion of incorrect or inaccurate
matches (outliers). Too many poor matches will make techniques such as least
squares estimation (LSE) ineffective for deriving the homography parameters. A
much more robust method is generally required.
The RANdom SAmple Consensus (RANSAC) algorithm [36] has been shown by
a number of researchers to be highly effective for the task of estimating homogra-
phies [52]. It has been observed that the generic RANSAC algorithm (gRANSAC)
sometimes produces inaccurate homographies when the feature correspondences
occupy only a small part of the region of overlap between images. This is primar-
ily due to the fact that the algorithm selects four pairs from a pool of putative
correspondences based on a uniform random process. Each pair of interest points
has an equal chance of being selected for computing the homography. This im-
plies that if the points are selected in a way that they are clustered (with no
three co-linear) near one edge of the image, it is highly probable that points at
the opposite edge are mismatched by the calculated homography.
To deal with this limitation, a modification is proposed to the randomised point
selection process, indicated as iRANSAC, to improve the accuracy of RANSAC.
For a set of tentative pairs, c, the variance of all points in the first image is
estimated. This is done in both the x and y directions, giving σ2x and σ
2
y, which
indicates the spread of all the putative matches. Because inclusion of the lens
model brings an extra degree of freedom, 5 pairs of correspondences are required
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to estimate a homography and lens parameter. Now a set of five points can be
defined as:
p1 : (x− 2σx, y − 2σy),
p2 : (x− 2σx, y + 2σy),
p3 : (x+ 2σx, y − 2σy),
p4 : (x+ 2σx, y + 2σy).
p5 : (x, y).
The first image is then divided into st× st square tiles (st = 10 in the implemen-
tation), and each feature in c is indexed according to the tile in which it falls.
A tile selection process starts by sampling a random integer coordinate from a
Gaussian distribution with mean at point pi and x-axis standard deviation of dx,
y-axis standard deviation of dy. dx and dy were chosen to be w/8 and h/8 in the
implementation, where w and h are image width and height respectively. This
coordinate is then converted into a tile index that indicates the tile from which
a putative pair is to be selected. In case of two or more pairs existing in the
same tile, a random pair is selected. If there is no putative pair in a particular
tile, a random pair is selected for the closest tile that contains one or more pu-
tative pairs. The whole process is repeated for i ∈ {1, 2, 3, 4, 5}, selecting a set
of five putative pairs to form the subset used to estimate a homography model
and a lens parameter. This biases the random sample selection process towards
the boundaries of the feature cluster, resulting in an increased probability of far-
separated points being selected. It is noted that the improvement proposed here
can be incorporated into other RANSAC variations such as MLESAC [118] etc.
Figure 4.2 shows the use of a homography computed by iRANSAC in mapping
one image onto another. The 5-point iRANSAC algorithm with lens distortion
integrated is presented in Algorithm 4.1.
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If estimation of lens parameter is not to be included in the calibration procedure, a
4-point version of iRANSAC can be used instead of the 5-point version presented
earlier in this section. The difference is that the first 4 points (p1, p2, p3 and
p4) are used as centres for selecting 4 input correspondences to the conventional
4-point homography computation algorithm [52].
The proposed method is different to the bucketing scheme described by
Zhang [127]. Zhang’s method aims to select features that are not within a certain
neighbourhood (i.e. not in the same bucket), but the proposed method explicitly
favours the selection of features located near the boundary of the feature cluster.
When the rotation of the camera is small (≈ 10◦, for example), features selected
in this manner tend to be further away from the image centre. As a result, not
only are homographies more accurately estimated, but the distortion coefficients
benefit significantly as well, as the distortion effect is much more pronounced in
these features and thus easier to estimate.
The proposed method incurs additional cost before the RANSAC loop to at-
tach features to their corresponding tiles and find the closest non-empty tile for
each empty tile. Compared to the computation of RANSAC loop which involves
iterative estimation of homography and lens parameter, this additional cost is
insignificant.
Algorithm 4.1 lists the modified (iRANSAC) algorithm. This algorithm makes
use of the following subroutines:
• (x, y) ← MEAN(c) computes the mean coordinates of the features that
belong to the first image in the set of correspondences c.
• (σ2x, σ2y)← VARIANCE(c) computes the variance of coordinates of the fea-
tures that belong to the first image in the set of correspondences c.
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Figure 4.2: Mosaic of two images related by a rotation, circles represent matched
features
• (ix, iy)← RANDN (x, st, σx, σy) samples a random set of integer coordinates
from a Gaussian distribution with mean at point x and x-axis standard
deviation of σx, y-axis standard deviation of σy and zero covariance. The
integer coordinates are then converted to tile indices (ix, iy) using tile size
st.
• tile← TILE (c, st) divides the image 1 into st × st square tiles and indexes
each element in c according to the tile in which the point from image 1 falls.
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Algorithm 4.1: iRANSAC homography algorithm with biased sample
selection.
Function {Pc, cc} ← iRANSAC (c, wx, wy)4.1.1
Input:
c =
{
(x1,x2)1 , (x1,x2)2 , . . . , (x1,x2)nx
}
– A set of putative correspondences, where
nx – the total number of putative pairs.
wx, wy – The image dimensions.
Output:
cc – The consensus set – elements from c that all fit the selected model.
Pc – The homography fit to the consensus set using least squares.
λc – The estimated radial distortion parameter.
begin4.1.2
(x, y)← MEAN(c).4.1.3
(σ2x, σ
2
y)← VARIANCE(c).4.1.4
p1 ← (x− 2σx, y − 2σy).4.1.5
p2 ← (x− 2σx, y + 2σy).4.1.6
p3 ← (x+ 2σx, y − 2σy).4.1.7
p4 ← (x+ 2σx, y + 2σy).4.1.8
p5 ← (x, y).4.1.9
tile← TILTE (c, st).4.1.10
σx ← wx/8.4.1.11
σy ← wy/8.4.1.12
cc ← ∅.4.1.13
nc ← 0.4.1.14
nt ←∞.4.1.15
while i < nt do4.1.16
for j ∈ {1, 2, 3, 4, 5} do4.1.17
(ix, iy)← RANDN (pj , st, σx, σy).4.1.18
if tile (ix, iy) contains correspondences then4.1.19
Select a random correspondence from tile (ix, iy) and store in4.1.20
dt{j}.
else4.1.21
Select a random correspondence from the closest tile that contains4.1.22
correspondences and store in dt{j}.
end4.1.23
end4.1.24
Compute the trial model Pt and the lens distortion parameter λt from the4.1.25
trial set dt.
Determine the consensus set for this trial ct by checking which of c fit4.1.26
model Pt.
if SIZE (cc) > nc then4.1.27
cc ← ct.4.1.28
λc ← λt.4.1.29
nc ← SIZE (ct).4.1.30
w ← SIZE (ct) /SIZE (c).4.1.31
nt ← log(1− 0.99)/log(1− w5).4.1.32
end4.1.33
i← i+ 1.4.1.34
end4.1.35
Compute the output model Pc and the lens distortion parameter λc using least4.1.36
squares fit to consensus set cc.
end4.1.37
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4.5 Evaluation
4.5.1 Synthetic Data
In this section, the accuracy of the proposed calibration procedure and the im-
provement of the proposed iRANSAC method in comparison with gRANSAC
and bRANSAC [127] is evaluated using synthetic data. A series of four simulated
experiments were conducted: S1 calibration of cameras without distortion, S2
with distortion, S3 the effect of angle of rotation and S4 the effect of the number
of images.
Simulated Camera - The simulated camera has a focal length of f0 = 1000,
pixel aspect ratio of γ = 1, skew of s = 0 and principal point of (u0, v0) =
(320, 240), which is the centre of the images (i.e. the size of the image is 640 ×
480). The horizontal field of view (FoV) is approximately 2× tan−1(u0
f0
) = 35.5◦.
Depending on tests performed, the distortion coefficient used is λ = 0 or λ =
−3× 10−6.
Simulated Views - A number of simulated views were generated, with one of
them being the reference view (Vref ) and n rotated views (Vi, i ∈ {1, 2, ..., n}).
They formed n pairs of (Vref , Vi) image pairs. In the simulation, only the pan-
ning case was considered, therefore each of the test images related the reference
image by a panning motion of certain degrees. 400 features whose locations were
chosen according to uniform random distributions in both x and y direction were
scattered on the reference view (Vref ). This empirical number was based on the
experience that for the SURF detector, usually a few hundreds of features can
be matched across two close views. For each rotated view (Vi), the number of
visible features decreases with the increase in the magnitude of rotation angle.
In the simulation, although the camera has a 35.5◦ horizontal FoV, it was able
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to capture a larger portion of the scene when a relatively large lens distortion is
included(i.e. when λ = −3×10−6). In this case, there were still about 10 features
left on the rotated view even when the angle of rotation reached approximately
45◦. It is assumed that if a feature exists in the rotated view, it can be matched
to the corresponding feature in the reference view. Gaussian noise of 0 mean
and σ variance and 2nd order radial distortion λ were also added to the feature
locations; their values depend on the particular test conducted. A total number
of 4 simulated tests were conducted(S1, S2, S3 and S4) and the parameters used
in each test are summarised in Table 4.1.
Table 4.1: Parameters used in simulation S1, S2, S3 and S4
Exp. Est. lens λ Num. im Angle Noise
S1 No 0 5 ±10◦, ±5◦ 0 to 4
S2 Yes −3× 10−6 5 ±10◦, ±5◦ 0 to 4
S3 Yes −3× 10−6 3 ±0.5◦ to ±40◦ 1
S4 Yes −3× 10−6 2 to 11 Drawn from U(10, 15) 1
S1. Calibration of Cameras without Lens Distortion
First, An experiment was conducted to show the performance of the proposed
4-point iRANSAC (excluding lens estimation) and the calibration method under
different noise condition using the simulated camera with no lens distortion (λ =
0). In this test, the number of synthesised rotated view was n = 4 and they related
to the reference view by pure panning of −10◦, −5◦, 5◦ and 10◦ respectively. For
each feature noise level, whose standard deviation varied from σ = 0 to 4 with a
step of 0.25, 100 independent test runs were performed.
Figure 4.3 shows the improvement of the proposed iRANSAC over gRANSAC
and bRANSAC [127] in terms of symmetric transfer error per feature point and
number of RANSAC trials. From Figure 4.3(a), it can be seen that the sym-
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0 0.5 1 1.5 2 2.5 3 3.5 40
500
1000
1500
2000
2500
Noise variance (Pixel)
N
um
. i
te
ra
tio
ns
 
 
iRANSAC
gRANSAC
bRANSAC
(b) Number of iterations.
Figure 4.3: Homography error and number of iterations
metric transfer error, described in Section 4.2.2 of [52], is reduced by an average
of 30.3% in all cases by iRANSAC compared to gRANSAC. iRANSAC also al-
lows the model to be estimated within fewer iterations, as demonstrated in Fig-
ure 4.3(b) (35.7% average reduction compared to gRANSAC). The improvement
in speed and accuracy is a result of the proposed random point selection scheme
in iRANSAC, which produced more suitable feature correspondences for each
RANSAC iteration.
The accuracy of the calibration procedure is summarised in Figure 4.4. The
ground truth values are f0 = 1000, (u0, v0) = (320, 240) for each individual plot
in Figure 4.4. The standard deviation of the parameters over 100 iterations are
shown as error bars on the graphs. It is noticed that almost all the mean values
on Figure 4.4(a), 4.4(b) fall on the their ground truth values, indicating that
calibration procedure does not introduce any bias in the estimated focal length
and the x-component of the principal point. In Figure 4.4(c), it appears that
there is a slight bias at high noise level for the y-component of the principal
point, but it is very small compared to the mean value as well as its standard
deviation. Figure 4.4(d) shows that the recovered rotation angle (only showing
the angle corresponding to the first rotated view) does not contain any bias but
its variation increases with the size of noise variance as expected.
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(d) A rotation angles, ground truth value is 5◦.
Figure 4.4: S1 Estimated camera parameters under different noise levels. Lens
distortion set to zeros.
S2. Calibration of Cameras with Lens Distortion
The same experiment as S1 was conducted with the exception that the lens dis-
tortion parameter was set to λ = −3 × 10−6. The visual effect of a distortion
coefficient of this magnitude can be seen from Figure 4.5. Noise level only varied
from σ = 0 to 2 since the results are very unstable for larger variances. The speed
improvement of iRANSAC (with the estimation of lens parameter) is summarised
in Figure 4.6(a) and the calibrated focal length is shown in Figure 4.6(b). Com-
pared to the results of S1, shown in Figure 4.4, inclusion of distortion deteriorated
the stability of the estimated focal length significantly and increased computation
(Figure 4.6(a)). Furthermore, there appears to be a bias in the focal length which
is caused by the increased level of difficulty in estimating the included distortion
parameter accurately when the noise level increased. Despite the large variation
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in the estimated focal length, the SURF interest point detector used can pro-
duce accurate feature locations (usually error is less than 1 pixel), therefore the
proposed approach still performs well in realistic scenarios, as will be shown in
Section 4.5.2.
(a) Original. (b) Undistorted.
Figure 4.5: (a) Original image captured by Videre STH-MDCS2-C camera (λ ≈
3× 10−6) and (b) the undistorted image.
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Figure 4.6: Number of iterations and estimated focal length. Lens distortion
λ = −3× 10−6.
S3. Magnitude of Rotation Angle
The effect of the magnitude of the rotation angle on the estimated parameter using
the proposed methods was studied. In this experiment, the noise variance was set
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to σ = 1 and the distortion was set to λ = −3× 10−6. For each magnitude of the
rotation angle that varied from 0.5 to 40, two rotated view (n = 2) were generated
such that they related to the reference view by angles of the same magnitude but
one is to the left and the other is to the right of the reference view. The results
are presented in Figure 4.7. It can be seen that from approximately 0◦ to 10◦
the accuracy and stability increase rapidly with the increase in the magnitude
of rotation angles. The cause of instability at small rotation angles is due to
feature noise being dominant over the effect of the rotation. This is regarded
as a near-degenerated configuration, in which the associated intrinsic parameters
are poorly constrained [6]. The estimated focal length remains almost unchanged
in the range from approx. 10◦ to 30◦. As the rotation angle further increases,
the number of feature pairs in the image pairs decreases. For example, at 40◦,
the number of pairs reduced to about 10. The influence of number of feature
correspondences for homography computation is prominent when it approaches
the minimum required value (5 in this case) and thus caused the homography to
be poorly estimated, and hence the poorly estimated focal length.
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Figure 4.7: Estimated focal length and number of feature correspondences against
the magnitude of rotation angle. Lens distortion λ = −3×10−6 and noise variance
σ = 1.
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S4. Number of Images
In this experiment, the number of images used to calibrate the simulated camera
was allowed to vary from 2 to 11 and other parameters were kept unchanged.
In each test run, the rotation angles were drawn from a uniform distribution
U(10, 15). Noise variance and distortion coefficient were σ = 1 and λ = −3×10−6
respectively. The estimated focal length, plotted in Figure 4.8, shows the trend
that the estimation becomes more stable as the number of image increased from
2 to 5 but having 6 or more images (i.e. 5 rotated view and a reference view)
offers only limited improvement.
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Figure 4.8: Estimated focal length against number of images. Lens distortion
λ = −3× 10−6 and noise variance σ = 1.
4.5.2 Real Data Experiment
Experimental Methodology
The motivating platform described in Section 2.1 has been chosen to experimen-
tally validate the way the proposed procedure can be used for calibrating cameras
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such as these when they are first deployed, and then periodically throughout their
life if necessary. The following calibration procedure is designed to recover both
the intrinsic parameters (focal length, principal point) and extrinsic parameters
(angle of rotation) as well as the lens distortion parameter of the camera. How-
ever, in order to demonstrate the capability of dealing with cameras of larger
distortion than that exists in the motivating platform, the Videre STH-MDCS2-
C camera has also been chosen for evaluation.
Based on the methods described in this chapter, the following sequence of steps
take place in the implementation:
1. Capture two or more images that are related by pure panning (or tilting)
motions using servo-mechanism.
2. Extract SURF features from all images.
3. Match features extracted between successive images using Euclidean dis-
tance between feature vectors.
4. Compute at least one homography and lens distortion parameter (if needed)
from one or more sets of feature correspondences using the iRANSAC as
presented in Section 4.4.
5. Calculate the focal length and principal point of the camera as described
in Section 4.3.
6. Recover rotation matrices and subsequently rotation axis and angle, using
Equation (4.2).
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OV9655 Camera
A number of real image sequences (VGA quality), captured at various locations,
were used to evaluate the calibration accuracy and stability of the proposed ap-
proach. The sequences that contain images related by pure panning are labelled
as car park (CP), lecture theatre (LT), process bay (PB), office (OF) and drive-
way (DW). Two other sequence of images were also used, namely PTR and TILT.
PTR is comprised of images related by rotations whose rotation axes contain x,
y and z components. The use of the this sequence is to demonstrate that the
proposed calibration algorithm can be used for the general case as well as for
comparison with Hartley’s approach. TILT consists of images related by tilting
movements and is used to demonstrate the capability of the proposed methods
in dealing with tilting motions.
Typical images from these sets are shown in Figure 4.9. It can be seen that these
images contain almost no observable radial distortion, however as pointed out by
Tordoff [116], a small amount of radial distortion can cause serious problems for
self-calibration methods based on rotation and the infinite homography. In order
to evaluate the proposed approach under these conditions, three distinct cases
were tested: 1. radial distortion omitted, 2. radial distortion corrected offline, and
3. radial distortion estimated online using the approach described in Section 4.4.2.
Furthermore, the accuracy of the proposed calibration procedure is also compared
against the algorithm proposed by Hartley [49] using the PTR sequence. Note
that the key benefit of the proposed algorithm is the capability of dealing with
degeneracy while concurrently removing the effect of lens distortion. As such,
the calibration procedure (without the removal of radial distortion component)
in itself is not expected to perform significantly better or worse than Hartley’s
approach. Finally, although a minimum set of two images are required to calibrate
a pure panning camera, three consecutive images in each of the experiments were
78 4.5 Evaluation
used to increase redundancy in the overall system.
(a) Car park (CP) (b) Lecture theater (LT) (c) Process bay (PB)
(d) Office (OF) (e) Drive way (DW) (f) PTR
Figure 4.9: Sample images.
Case 1 - Radial distortion omitted. The camera parameters (focal length and
principal point) were recovered from each of the data sets by following the proce-
dures outlined in Section 4.5.2. Because radial distortion is omitted, the 4-point
versions of iRANSAC, gRANSAC and bRANSAC were used to compute the ho-
mography. The results of this experiment are summarised in Table 4.2. Mean
and standard deviation of each parameter over 100 identical test runs were cal-
culated and reported. The last entry of Table 4.2 is an offline calibration result,
computed using the toolbox provided by CalTech1 with 16 images of a standard
checkerboard and manual input. The ground-truth for the internal parameters
were unable to be obtained; the best achievable values are the manually calibrated
ones.
Case 2 - Radial distortion corrected offline. The results of the experiment with
radial distortion corrected offline are reported in Table 4.3. The lens parameter
was estimated from 178 pairs of consecutive images from the PB and DW data
1Availabe at: http://www.vision.caltech.edu/bouguetj/calib doc/ [accessed 01Aug2010]
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sets. Images were corrected before being used to test the calibration procedure.
It is clearly observable that the focal lengths estimated are very close to the that
of the manual method which is the last entry of Table 4.3.
Case 3 - Radial distortion estimated online. Table 4.4 shows the results that
were obtained from using the method described in Section 4.4.2 to remove ra-
dial distortion and estimate homography simultaneously. Note that, different to
the previous two experiments, the 5-point version of iRANSAC, gRANSAC and
bRANSAC were used instead of their 4-point versions to account for the extra
degree of freedom introduced by lens distortion.
Videre STH-MDCS2-C
Apart from using the OV9655 camera with a small lens distortion, the proposed
methods were also validated using Videre STH-MDCS2-C, which has a much
stronger and noticeable lens distortion, as seen from Figure 4.5. The same test
as carried out in Case 3 for the OV9655 camera (Section 4.5.2) was repeated
on images captured by manually panning this camera. It is noticed that as
a result of the strong lens distortion, the lens parameter occasionally failed to
converge to the correct value, leading to completely meaningless homographies
and thus calibration results with all three methods (iRANSAC, gRANSAC and
bRANSAC). Therefore, instead of reporting the mean and standard deviation,
estimated parameters are shown in Table 4.5 in terms of the median, distance of
median to 25% and 75% quantiles.
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Results and Discussion
It can be seen from Table 4.2 that the focal length and the principal point are
consistent throughout all the data sets. The principal point matches the manual
calibration result but the focal length is roughly 10% higher. This consistent
bias is caused by the radial distortion of the lens which was not modelled in the
experiment. This bias does not exist in the results shown in Table 4.3, which
indicates that if images with no radial distortion (corrected offline beforehand)
are used as input to the calibration procedure, the focal length and principal
point match the offline calibration results. The results presented in Table 4.4 are
less accurate than that in Table 4.2 but more accurate than that in Table 4.3. It
has been shown that taking the median lens distortion estimated using a large
number of images will in general lead to more accurate and stable results [71].
Therefore the online approach, where lens distortion is estimated based on each
pair of images, is not as accurate as the offline estimated lens parameter used
to correct the images in Case 2 (which is the median lens distortion estimated
using 178 images). The result for the LT sequence presented in Table 4.4 for
Case 3 exhibits much larger standard deviation that is not consistent with all the
other sequences. From inspecting the image shown in Figure 4.9(b), it can be
seen images in this sequence consist mostly walls which are feature-less. Despite
this, iRANSAC still managed to produce a reasonable result but not gRANSAC
nor bRANSAC. This demonstrated the superiority of the proposed iRANSAC
in dealing with poorly selected calibration images. For all three cases, results
computed using the TILT data sequence do not show any difference to those
computed using other sequences, indicating both panning and tilting motions
are equally treated by the proposed approach. Furthermore, the accuracy of the
proposed approach is compared to Hartley’s approach using the PTR data set
in all three cases. It can be seen the results produced by both approaches are
almost the same, indicating that both procedures have similar level of accuracy.
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Table 4.2: Calibration results for Case 1. Radial distortion not estimated – OV9655
camera.
Loc. Motion Alg. f std f p.p. std p.p.
CP pan iR+proposed 821.8 7.5 (320.7, 205.3) (1.7, 3.3)
gR+proposed 816.3 17.9 (317.6, 208.6) (3.8, 5.7)
bR+proposed 818.6 16.1 (317.9, 208.0) (3.7, 4.9)
LT pan iR+proposed 826.7 9.1 (320.7, 218.5) (2.1, 9.8)
gR+proposed 834.1 19.7 (317.0, 207.7) (7.9, 28.5)
bR+proposed 837.6 23.5 (316.6, 212.1) (8.3, 24.8)
PB pan iR+proposed 804.1 7.5 (322.0, 229.1) (1.2, 5.7)
gR+proposed 820.2 17.2 (321.9, 228.0) (2.5, 9.4)
bR+proposed 815.2 14.1 (321.5, 226.1) (2.1, 9.7)
DW pan iR+proposed 815.6 3.0 (320.7, 230.1) (0.8, 2.0)
gR+proposed 812.5 6.4 (320.4, 229.7) (1.4, 4.0)
bR+proposed 811.9 6.7 (320.4, 229.8) (1.5, 4.1)
OF pan iR+proposed 825.5 4.2 (320.7, 229.5) (2.1, 5.6)
gR+proposed 824.8 10.8 (317.7, 225.5) (4.5, 15.1)
bR+proposed 824.6 10.0 (317.9, 227.0) (4.6, 14.7)
TILT tilt iR+proposed 786.9 1.8 (327.5, 228.2) (0.5, 0.2)
gR+proposed 781.3 11.9 (326.8, 229.2) (4.1 0.8)
bR+proposed 781.2 8.9 (325.5, 229.1) (3.0 0.8)
PTR pan,tilt,roll iR+proposed 823.2 8.4 (335.1, 230.0) (5.5, 6.8)
iR+hartley 821.3 14.9 (335.0, 231.3) (6.1, 8.7)
Manual 775 na (326.3, 230.7) na
For each of the three cases for the OV9655 camera, the means and standard
deviations of focal length from the results calculated using the first 5 data sets
were combined (CP, LT, PB, DW and OF ) and reported in Figure 4.10. It can be
seen from Figure 4.10 that incorporating radial distortion significantly improves
the accuracy of the calibration, which is reflected through the means of the focal
length. However, the standard deviation of the results of Case 3 is evidently larger
than that of Case 1 and Case 2. This is because the online estimation of lens
parameter introduces instability in the homography computation. Furthermore,
it can be seen that in all cases, results generated with iRANSAC are superior
than that of gRANSAC or bRANSAC in both accuracy and stability.
Results shown in Table 4.5 for the Videre STH-MDCS2-C camera are for the case
when lens distortion and homographies are estimated simultaneously. Although
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Table 4.3: Calibration results for Case 2. Radial distortion estimated offline – OV9655
camera.
Loc. Motion Alg. f std f p.p. std p.p.
CP pan iR+proposed 778.2 6.86 (317.3, 217.2) (1.0, 3.4)
gR+proposed 768.9 15.84 (318.7, 217.0) (3.4, 5.9)
bR+proposed 767.7 13.4 (318.1, 217.0) (2.9, 5.1)
LT pan iR+proposed 774.9 8.4 (320.5, 220.7) (2.3, 8.0)
gR+proposed 774.6 15.8 (318.4, 213.1) (7.8, 24.1)
bR+proposed 774.0 17.9 (319.2, 212.3) (7.7, 20.6)
PB pan iR+proposed 776.6 5.2 (321.8, 232.9) (0.9, 4.6)
gR+proposed 771.7 13.4 (322.4, 234.3) (2.4, 8.3)
bR+proposed 770.9 12.5 (322.9, 234.2) (2.4, 7.9)
DW pan iR+proposed 771.5 3.1 (321.4, 235.7) (0.7, 2.6)
gR+proposed 769.2 5.8 (32.7, 234.6) (1.0, 3.4)
bR+proposed 770.2 5.8 (320.7, 234.8) (1.1, 3.2)
OF pan iR+proposed 783.9 3.6 (320.6, 232.8) (1.2, 3.3)
gR+proposed 775.7 10.8 (317.2, 224.2) (3.7, 17.1)
bR+proposed 778.2 10.0 (316.9, 223.4) (3.4, 12.6)
TILT tilt iR+proposed 765.9 0.5 (326.7, 229.2) (0.2, 0.2)
gR+proposed 767.6 5.2 (328.2, 228.9) (1.0 0.5)
bR+proposed 767.4 5.2 (328.2, 228.9) (1.4 0.5)
PTR pan tilt roll iR+proposed 771.4 10.3 (330.3, 227.8) (8.2, 10.8)
iR+hartley 762.9 14.3 (330.0, 233.1) (7.6, 10.3.3)
Manual 775 na (326.3, 230.7) na
during the 100 test runs, there were circumstances when the calibration failed
due to lens parameter converging to wrong values, iRANSAC still managed to
maintain stable and accurate results, as indicated by the median values and the
small deviations of 25% quantile and 75% from the median values. In contrast,
the results produced by gRANSAC are accurate as they close to the manually
calibration values but very unstable in both focal length and v0. bRANSAC’s
performance lies in the middle of the two – the same as the tests performed for
the OV9655 camera. As mentioned in Section 4.4.2 the reason why iRANSAC
performed better is that it favours the selection of features that have larger distor-
tion component that allow easier estimation of the distortion coefficient. Another
way to improve the stability of results is to use more than 5 pairs of feature cor-
respondences (e.g. 8 pairs) to estimate lens parameter and homographies [71].
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Table 4.4: Calibration results for Case 3. Radial distortion estimated online – OV9655
camera.
Loc. Motion Alg. f std f p.p. std p.p.
CP pan iR+proposed 761.2 8.0 (318.6, 222.0) (0.9, 4.6)
gR+proposed 753.9 19.1 (319.3, 222.0) (2.1, 5.4)
bR+proposed 756.4 21.0 (319.7, 221.8) (2.9, 6.4)
LT pan iR+proposed 802.2 25.0 (321.0, 219.3) (2.3, 9.3)
gR+proposed 833.2 123.9 (321.1, 226.6) (29.0, 140.2)
bR+proposed 816.6 45.7 (319.3, 210.1) (4.8, 37.5)
PB pan iR+proposed 707.0 13.4 (320.9, 239.5) (0.4, 2.9)
gR+proposed 713.6 32.7 (321.7, 235.9) (1.3, 7.7)
bR+proposed 705.6 30.0 (321.5, 236.2) (1.2, 9.4)
DW pan iR+proposed 788.4 5.6 (320.6, 232.2) (0.6, 1.7)
gR+proposed 789.2 12.5 (320.5, 231.8) (1.0, 2.9)
bR+proposed 787.7 11.4 (320.3, 232.3) (0.9, 2.9)
OF pan iR+proposed 779.6 8.1 (320.1, 231.9) (1.3, 3.4)
gR+proposed 790.7 26.4 (317.9, 226.3) (3.2, 11.5)
bR+proposed 787.1 24.5 (318.2, 228.2) (3.2, 9.6)
Tilt tilt iR+proposed 769.7 0.3 (329.1, 226.2) (0.2, 0.2)
gR+proposed 749.7 13.1 (329.1, 226.9) (2.6 1.2)
bR+proposed 748.9 16.6 (328.3, 226.7) (2.4 1.2)
PTR pan tilt roll iR+proposed 784.9 22.6 (336.1, 227.1) (9.7, 12.0)
iR+hartley 786.2 24.1 (336.5, 226.7) (9.4, 11.6)
Manual 775 na (326.3, 230.7) na
Table 4.5: Calibration results, lens distortion estimated – Videre STH-MDCS2-C cam-
era. Results shown are median values and distances from median to 25% and 75%
quantiles
Motion Alg. med.f(25%, 75%) med.u0(25%, 75%) med.v0 (25%, 75%)
pan iR+proposed 368.1 (13.7, 14.8) 312.0(2.6, 2.7) 219.4(10.2, 12.0)
gR+proposed 360.3 (73.6, 28.7) 312.4(5.6, 5.0) 230.5(18.4, 120.2)
bR+proposed 359.0 (55.1, 22.2) 311.1(4.7, 3.9) 228.6(9.4, 68.6)
manual 356.8 329.6 240.7
4.6 Chapter Summary
Self-calibration of cameras is a crucial task that must be undertaken if the full
capabilities of wireless camera networks are to be utilised for tasks such as tracking
and image registration. In this chapter, a new approach to camera calibration
has been presented which imposes extra constraints in order to automatically
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Figure 4.10: Averaged focal length over 5 data sets (100 test runs for each set)
including CP, LT, PB, DW and OF for the 3 cases, which are radial distortion
omitted, radial distortion corrected offline and radial distortion estimated online.
The horizontal line represents ground truth obtained with manual calibration
calibrate cameras in the degenerate configurations of pure panning or pure tilting
with fixed intrinsic parameters, recovering the focal length, principal point and
angle of rotation. When the configuration is not degenerate, that is, rotations
are around axes with non-zero x, y, z components, it has been shown that the
proposed method has similar accuracy and stability as Hartley’s approach.
To improve accuracy, an improved random sample consensus method has been in-
troduced which is based on a biased random sample selection process. The results
show that if the random sample selection process of RANSAC is biased towards
selecting far-separated features, a significant increase in model accuracy and re-
duction in processing time can be achieved. Evaluations using both synthetic
data and real data indicate that the proposed calibration procedure is accurate,
stable and consistent with the ground truth values.
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Further evaluation of the proposed approach has been conducted which incor-
porates the estimation of radial distortion in the calibration procedure. The
results show that with the proposed online approach, it is possible to estimate
the camera parameters more accurately than the approach where radial distor-
tion is completely ignored. Comparing to the approach where the distortion is
corrected offline with a large number of images, the proposed approach is slightly
less accurate and less stable but it is much more efficient and allows implemen-
tation on autonomous systems. Thus, objective 1 in Section 1.2.2 has been fully
satisfied.
Although the current version of the motivating hardware platform does not fea-
ture an automatic zoom functionality, estimating the parameters of cameras with
zoom functionality is left as part of the future work. Furthermore, as noted
in [131], most self-calibration algorithms do not contain estimations of error.
Without error bounds, reliability of the estimated parameters may be question-
able. The alternative is to run multiple iterations of the calibration procedure,
which is undesirable. The estimation of error bounds is a possible direction of
future research.

Chapter 5
Autonomous Calibration of
Wireless Smart Camera
Networks and Object
Localisation
5.1 Introduction
Object localisation is a fundamental task in various video-based applications, es-
pecially surveillance. Because the limited field of view, detection and localisation
is a challenging task for single cameras. Therefore multiple cameras must be
used to expand the object observability. Multi-camera object localisation aims
to estimate the object location across multiple camera views (overlapping and/or
non-overlapping) at any given time instant.
However, to use camera networks in real environments for object localisation,
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only knowing the internal parameters of the cameras is insufficient (Chapter 4);
the relationship between cameras and the environment must be established. This
calibration process estimates the parameters that describe the projection of 3D
points with respect to a common world coordinate frame to 2D points on the
image plane of each camera, allowing outputs from different cameras to share a
common reference frame for making collective decisions.
With sufficiently high camera density the cameras’ Field of View (FoV) will be
overlapping. If the overlapping areas are large enough, corresponding points can
be detected from both images from which the relative pose of cameras can be esti-
mated with known or pre-calibrated internal parameters. Triangulation described
in Section 3.2.3 can then be used to determine the object locations from two or
more overlapping cameras. However, when the camera density is low, the FoV
of the cameras may not necessarily overlap or when there are insufficient number
of feature correspondences between the two camera views, spatial relationships
between cameras cannot be obtained directly. In this chapter, both of these types
of camera networks are referred to as non-overlapping camera networks for clarity
of presentation.
Most current approaches to calibration of non-overlapping camera networks in-
volve human assistance. However, for the DWSC platform considered in this
project, human assisted methods are not viable since they can not maintain the
highly scalability (tens to hundreds) and flexibility (easy to re-deploy) of the
platform. Thus a fully autonomous approach to calibration is greatly demanded.
This chapter addresses the problem of calibrating a distributed wireless smart
camera network covering a large area, where the FoV of cameras may not overlap
— disjoint cameras. With the aid of a low cost mobile robot cooperating with
the wireless smart camera network, it will be shown that disjoint cameras can
be calibrated autonomously in terms of their homographies with respect to a
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common ground plane. The resulting calibrations are used to effectively track
objects moving through the network which is important in performing IVS over
a wide area. The proposed approach demonstrates the effective integration of
computer vision, wireless sensor networks and robotics — a cyberphysical system
— to achieve the desired outcome.
5.2 Background and Related Work
Calibration of camera networks allows outputs from different cameras to share
a common reference frame for data aggregation and decision making. A camera
has two sets of parameters. The intrinsic parameters such as focal length, aspect
ratio, skew and principal point are often assumed known apriori or estimated
using methods such as the one described in Chapter 4. The extrinsic parameters
describe the pose of the camera in the world in terms of its position (x, y, z) and
orientation (θx, θy, θz) and these need to be estimated as well. In this section, some
of the most popular techniques to calibrate camera networks will be reviewed.
These techniques in general can be grouped into those for overlapping cameras and
non-overlapping cameras. As the DWSC network considered in most cases belong
to the latter case, techniques for calibrating non-overlapping camera networks will
be the focus of discussion.
For a non-overlapping camera network, corresponding points between cameras
cannot be established directly. Several researchers have proposed to use objects
to counter this problem. For example, Rahimi et al. [96] demonstrated that prior
knowledge about the target’s dynamics can compensate for the lack of overlap
by recovering the trajectory as well as the external parameters of each camera
using a centralised Maximum A-Posteriori (MAP) estimation. Their approach,
however, suffers from two major problems. First, the cameras are assumed to be
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mounted with their optical axes normal to the ground plane in order to reduce
the number of unknown parameters. Second, the performance of the system is
subject to how well the target follows the estimated motion; sharp manoeuvres
in the unobservable regions may cause large errors. Similar approaches can be
found in [5, 41, 91]
In [72], Liu et al. proposed to use a manually placed calibration device to generate
at least four reference points for each camera, allowing them to estimate their
locations and orientations. However, in order to obtain 3D world positions of the
calibration device, it requires an ultrasound-based sensor network to be deployed
in the environment prior to calibration, which is costly and time consuming and
therefore can not be generalised to networks covering large areas.
In areas where objects move on a planner (or approximately planner) surface,
including most man-made environments, calibration can be reduced to computing
the homography of the ground plane. This reduced form of calibration is highly
popular in state-of-the-art tracking approaches [27, 28, 34, 39, 62, 63, 80, 108, 112]
since it offers a compact yet effective way to convert image plane points to real-
world points. To obtain such calibration, Bose and Grimson [10] used a fully
automated technique for both affine and metric rectification of this ground plane
(up to a scale factor) by simply tracking moving objects. A similar approach
can be found in [130]. The problem with these approaches is that either human
assistance is required or the scene has to contain specific geometric structures
such as parallel lines or known angles.
In [98], a robot equipped with a special planar pattern collaborates with the
cameras in the environment. The cameras calculate their external parameters
by communicating tracking information for the planar pattern. The drawback
of this approach is that either high resolution images are required, or the range
of each sensor must be limited in order to correctly recognise the pattern on the
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robot. High resolution images prohibit real-time onboard processing and short
range means more cameras are needed to cover the same area.
The approach described in this chapter overcomes many of the short falls of
these approaches [10, 72, 96, 98, 130]. Despite the use of an off-the-shelf robot,
no modification of the environment (as in [72]) is required, and the process is
completely automated, unlike that proposed in [10, 130]. The autonomy is a
crucial factor which allows the system to be scalable (tens to hundreds WSCs)
and easily reconfigured when there is a change in user requirement and/or the
environment. The proposed approach also avoids the need for calibration boards
(see [98]), allowing the approach to work with low resolution, wide FoV cameras.
5.3 Theory
5.3.1 Ground Plane Calibration and Back Projection
First of all, it is assumed that the surveillance networks are used to monitor
activities that take place on a common plane (or approximately planar) [27, 28,
34, 39, 62, 63, 80, 108, 112] — e.g. people walking on a particular level of a
building, cars entering and leaving a car park etc. In these cases, the perspective
effect introduced by the projection of 3D world points onto the image plane can
be safely reduced to a mapping between the ground plane and the image plane of
the camera, provided that perspective lens are used, i.e. not fish eye lens. This
mapping is referred to as the homography of the ground plane and is illustrated
in Figure 5.1. More information related to homographies of planar scenes can be
found in Section 3.2.3.
The key requirement for computing the homography is obtaining a number of
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Camera Centre 
Image Plane 
Ground Plane 
x2D
x3D
Figure 5.1: Perspective projection of a point on the ground plane to the image
plane of the camera.
Figure 5.2: Images of two camera views transformed on to the same plane. In
the resultant image, the floor areas are correctly mapped onto different parts of
the same corridor, which is viewed from the top. Also notice that the walls in
the resultant image are completely meaningless since they are not on the ground
plane.
corresponding image-plane and ground-plane points. The ground-plane point
coordinates are provided by a moving robot. As the robot moves it broadcasts
its location to nearby cameras. The cameras are capable of performing motion
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segmentation and blob analysis to determine the location of the robot in the image
plane. Once a number of point correspondences are recorded, the homography is
computed using a standard Direct Linear Transform as presented in Section 3.2.3.
The homography is a non-singular matrix which allows the world coordinate of
an object of interest to be computed through back-projection,
x3D = H
−1x2D. (5.1)
For a tall object, such as a person, the inverse homography must be applied to the
image point which lies on the ground plane, that is, the image coordinate of their
foot and not their head. The greatest advantage of using such a system is that
not only can the homography of individual cameras be computed automatically,
the homographies also project points from different image planes onto the same
ground plane, thus allowing objects to be localised seamlessly across different
camera views.
5.3.2 Uncertainty Analysis
It is important to estimate the reliability of the system. The computed robot
locations on the ground plane and the automatic detections of the robot in the
images inevitably contain errors. The relationship between each individual com-
ponent and their contributions to the back-projection uncertainty is captured in
Figure 5.3.
Sankaranarayanan et al. [103] described a method for computing the effect of
transforming a Gaussian-distributed random variable by a homography, however
the implicit assumption of their work is that the homography computed is accu-
rate, which is acceptable if the calibration points are selected manually. In the
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Figure 5.3: The causes of uncertainty associated with back-projected object lo-
cations.
proposed system, calibration points cannot be accurately determined since the
centroid of the robot in the image plane does not precisely describe the location
of the robot. In addition, the robot location reported by the SLAM algorithm is
associated with an error. Both sources of errors indicate that the homographies
computed are not perfect therefore the first step is to compute the uncertainties
in the homographies. To deal with this, a matrix perturbation theory [44] based
approach [1] is used.
As described in Section 3.1.2, the homography can be computed using the Direct
Linear Transformation as Ah = 0, where h is the 3 × 3 homography expressed
in a vector format. The A matrix is a 2n × 9 coefficient matrix, where n is
the number of correspondence. Each pair of image-ground point correspondence
contributes to two rows of A and for n ≥ 4, h can be solved using techniques
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such as singular value decomposition (SVD).
Assuming that both image points [xi, yi]
> and ground plane points [Xi, Yi]> are
associated with homogeneous isotropic Gaussian noise in the form of covariance
matrices: for the image points Σi = σ
2I and for the ground points Σg = Σ
2I,
then the 9× 9 covariance of h is,
Σh = JSJ, (5.2)
where J = −∑9k=2 uku>kλk , with uk the kth eigenvector of the matrix A>A and λk
the corresponding eigenvalue. S is the 9× 9 matrix:
S =
9∑
i=1
(
a>2i−1a2i−1f
o
i + a
>
2ia2if
e
i + a
>
2i−1a2if
oe
i + a
>
2ia2i−1f
oe
i
)
where ai is the i
th row vector of matrix A and
f oi = σ
2[h21 + h
2
2 − 2Xi(h1h7 + h2h8)] + 2Σ2(xih7h9 + xiyih7h8 + yih8h9) +
(σ2X2i + x
2
iΣ
2)h27 + (σ
2X2i + y
2
i Σ
2)h28 + Σ
2h29,
f ei = σ
2[h24 + h
2
5 − 2Yi(h4h7 + h5h8)] + 2Σ2(xih7h9 + xiyih7h8 + yih8h9) +
(σ2Y 2i + x
2
iΣ
2)h27 + (σ
2Y 2i + y
2
i Σ
2)h28 + Σ
2h29,
f oei = σ
2[(h1 −Xih7)(h4 − Yih7) + (h2 −Xih8)(h5 − Yih8)].
The uncertainty analysis needs to go one step further: Given the covariance
matrix of a homography Λh and the image plane location of an object of interest
x, with an error covariance Σ = σ2I, what is the uncertainty of the back-projected
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X. The back-projected point X can be computed by an alternative form of
Ah = 0 as,
X = Bh, (5.3)
where h is the vectorised form of the homography matrix H and B is the image
plane point x expressed as,
B =

x> 0> 0>
0> x> 0>
0> 0> x>
 .
Then the uncertainty in X can be computed as,
ΛX =
[
B H
] Λh 0
0 Λx
 B>
H>
 . (5.4)
5.3.3 Sparse Object Tracking
Once the camera network is calibrated in terms of the homographies of the ground
plane, the network can be used to localise objects of interest that move within the
region covered. The raw output from each camera, computed by Equation (5.1),
is the object’s location at discrete times which contains error. A particle fil-
tering process is used to link these location estimates to better compute the
object’s true locations. The particle filtering process uses a Monte Carlo based
multi-hypothesis estimation algorithm [113], which can be derived from recursive
Bayesian estimation, as a three stage process consisting of:
1. Prediction: Predict the position of the object using the received message of
target’s current location, estimated speed and heading and previous posi-
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tion.
2. Correction: Ensure that the position of the object is valid according to the
map floorplan.
3. Resample: Select new or valid position(s) to represent the current location
of the object.
Recursive Bayesian Estimation can be described by the predicted probability
term: p(x˜k) = p(xk|z0, . . . , zk−1) as seen in Equation (5.5),
p(x˜k) =
∫
p(xk|xk−1)p(xk−1|z0, . . . , zk−1)dxk−1 (5.5)
The term p(xk|xk−1) is a predicted probability of the object’s real-time position
based on the camera nodes’ object locator. The probability distribution p(x) is
represented by a number of N weighted samples x[i], i = 1..N, with weight factors
w[i] as seen in Equation (5.6).
p(x) ≈
∑
i
w[i]δ(x[i] − x). (5.6)
The discrete samples represent particles or the possible positions of the object.
The weight factor w[i] of each particle determined the validity of the predicted
position.
Prediction Stage
The prediction stage calculated a new set of particle positions based on object
locator updates from the camera node and using the previous position and speed
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of the object. If there are no updates from the camera node, the particle filtering
process will use the object’s last known speed and heading value to predict a new
position.
 px
py
[i]
k
=
 px
py
[i]
k−1
+ lˆ
[i]
k ·
 sin(φˆ[i]k )
cos(φˆ
[i]
k )
 (5.7)
where i is the particle index and k is the time.
Correction and Resampling Stages
The correction stage determines the validity of the particle positions by detect-
ing if any physical barriers are crossed (i.e. walls, etc). The weight factors in
Equation (5.6) are updated by the correction stage, using Equation (5.8).
w[i] = w˜[i] · p(zk|x˜[i]k ),
∑
i
w[i] = 1. (5.8)
where p(zk|x˜[i]k ) is the probability of observing the current measurement (which
is sent by the smart cameras) given a particular particle.
The weight values depend on the following conditions which are determined if
the particle has crossed a barrier on the floor-plan.
w˜
[i]
k =
 w
[i]
k−1 no wall crossed
0 wall crossed
(5.9)
The floor-plan map of the tracking area is used to check the validity of the object’s
estimated position. The estimated position is considered invalid if the object has
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to move through a barrier. When this occurs, the position is re-estimated until
it is valid. When a barrier is detected, the weight factor is updated according to
Equation (5.8).
Once the weight factor values have been determined, new particles are created
by resampling the current set of particles according to each weight factor.
5.4 System Framework
5.4.1 Overview
The core problem this chapter addresses is the calibration of non-overlapping
DWSCs installed in a man-made environment. Locations in the environment can
be viewed by zero (un-overlapped FoV), one or more cameras, whose positions
and orientations are unknown. The set-up of the network is shown in Figure 5.4.
The proposed system has two phases of operations: the camera network is first
calibrated and then used to localise objects of interest. Instead of explicitly
determining the positions of the cameras, mappings from each camera’s image
plane to a global coordinate frame are created. During calibration, a robot with
the capability of computing its own locations on the ground plane is employed.
When it moves into a camera’s FoV, the corresponding image plane coordinates
is extracted and used to establish the mapping between the ground plane and the
image plane of the camera.
Once the calibration has been determined the network can be used to track ob-
jects. Objects are detected and the image plane coordinates are mapped to an es-
timate of the object’s world coordinate, allowing the object to be tracked through
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a disjoint wireless smart camera network. The framework of the calibration and
localisation system is presented in this section and the specific implementation
using off-the-shelf hardware will be described in Section 5.5.
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Figure 5.4: Illustration of layout of wireless smart cameras and intersection of
camera FoV with robot trajectory. The shaded regions represent the FoV of each
camera.
5.4.2 System Components
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Figure 5.5: Illustration of key software components of system.
Key components of the proposed system are: robots, wireless smart cameras and
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a network base-station as shown in Figure 5.5. Wireless smart cameras are re-
sponsible for detecting and tracking objects within their FoV and communicating
with the robot in order to determine the mapping between image and ground
plane. They also run a collection tree protocol (CTP) stack [43] in order to pro-
vide reliable wireless multi-hop transmission of localisation information to the
base station.
Wireless Smart Camera Network
The smart cameras are required to include a camera, a processing unit with
sufficient memory for image processing tasks and a wireless radio node. Images
are captured at low resolution, typically 320 × 240 or even 160 × 120 to allow
real-time performance.
Each smart camera contains five software components (Figure 5.5). Sitting at
the bottom is the active message layer which communicates with the mobile
robot through a one-hop broadcasting scheme. The second layer is the collection
tree protocol (CTP) which provides reliable multi-hop transmission to the base
station. The other three components support object localisation. The motion
segmentation module detects moving objects in the image and computes their
centroids/foot locations. The difference between the centroid and the robot’s
true location on the camera’s image plane is not neglected although the robot’s
physical dimension is relatively small (circular shape with 40cm diameter) com-
paring to the robot-camera distance (around 5m to 10m). This difference is
accounted by the assumption that the measured image plane locations are asso-
ciated with homogeneous isotropic Gaussian noise of covariance Σi = σ
2I. The
impact of this error has been discussed in Section 5.3.2. During the calibration
phase, the centroid of the robot and the received real-world location of the robot
is used by the homography computation component to estimate the homography
102 5.4 System Framework
induced by the ground plane. During the localisation phase the inverse of the
homography is used to map the image-plane locations (centroids for tracking a
robot, or foot locations for tracking human) to the ground plane which is then
sent to the base station by the CTP component.
Mobile Robot
The mobile robot uses laser sensors and odometry to update a map of the world
and to estimates the robot’s position, with respect to a global coordinate frame,
using a Simultaneous Localisation and Mapping (SLAM) algorithm [47]. The
position estimates are broadcast to the cameras to estimate the ground-plane
homography. The local region of the map can also be broadcast to the cameras
to indicate walls which are used later to constrain the target motion.
Base Station
The base station uses a collection tree protocol or similar protocol such as 6Low-
Pan to receive object location messages sent by the cameras. Each object location
message contains the x and y positions, speed (in meters/second) and size of the
object (in terms of the number of pixels). The base station also receives the local
map regions broadcast by the robot during the calibration phase.
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5.5 Evaluation
5.5.1 Experimental Setup
The mobile robot used is an iRobot Create (http://www.irobot.com/Create) re-
search platform equipped with an Hokuyo scanning laser range finder, a laptop
computer running Linux and wireless sensor node connected via a USB serial
port (Figure 5.4). The SLAM software, from ROS (Robot Operating System
from http://www.ros.org), runs on the laptop and uses the sensor data to con-
tinuously update a map of the environment and the robot’s position. The robot
node continually broadcasts its position estimate via the attached wireless sensor
node.
A network of nine low-power wireless smart cameras [89, 123] are deployed inside a
building at an average spacing of approximately 10m (Figure 5.4). The network
is first calibrated by the autonomously driven iRobot Create. The robot was
programmed to visit the approximated FoV of each camera, which was based on
the knowledge gained during installation of cameras. For each coarsely known
FoV, the robot visits and broadcasts its positions at 16 locations, ensuring a high
likelihood of at least 10 of them being within the actual FoV of each camera.
Although a minimum of 4 pairs of correspondences are needed, 10 pairs were
used to improve the accuracy of the solution. In order to evaluate the localisation
performance of the wireless smart camera network, the same robot is used as the
tracking target. Although any reasonable size object can be used, the SLAM data
of the moving robot (which during localisation phase is not relayed to the cameras
or base-station) serves as ground truth to evaluate the accuracy of tracking.
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5.5.2 Results and Discussion
Three analysis were conducted to evaluate the proposed system: the uncertainty
of the computed calibration for each camera, the tracking accuracy of the cali-
brated network, and the importance of each camera to the performance of the
network.
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Figure 5.6: Average uncertainty regions for all cameras.
The reliability of the back-projected target locations is degraded by uncertain-
ties in both the calibration and tracking stages. To analyse the reliability, the
uncertainties in the homography is computed first and then combined with the
uncertainties in target locations on the image planes to find the uncertainty re-
gions of the tracked object on the ground plane. This concept is summarised in
Figure 5.3. For each camera the uncertainty covariance matrix is averaged across
all tracked object locations, and is presented in Figure 5.6 as ellipses of 90% con-
fidence level. The same result is drawn in Figure 5.8 for each tracked location
of the moving object from all cameras. It can be seen that most SLAM output
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falls within the uncertainty regions, indicating that the uncertainty calculated is
accurate.
Out of the 8 cameras (as camera 12 failed), camera 7 has the largest uncertainty
due to the fact that the homography was computed using point correspondences
that were mostly located in the left half of the image, as shown in Figure 5.7.
Better path planning would ensure that points on the right half of the image are
also used in calibration to improve the result. Knowing the uncertainty regions
enables camera selection for improving multi-camera tracking accuracy or for
the purpose of energy saving – topics of future investigation. With two-way
communication between robot and camera during calibration, it would be possible
to obtain better distributed calibration points.
Figure 5.7: Image points used to calibrate camera 7. There is a high concentration
of points on the upper-left corner of the image, and the upper-right corridor is
not covered by any calibration points. This is the main cause of inaccuracy when
the robot travels in the upper-right corridor.
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Figure 5.8: Tracking results with uncertainty regions. Uncertainty regions for
camera 12 is not available due to hardware failure.
Tracking Accuracy
Since it is impractical to obtain ground-truth data about the position of the
tracked target in a large deployment area, the robot is used as the target so that
the trajectory of the robot reported by the camera network can be compared with
the robot’s own estimate of position determined by its onboard SLAM system.
To evaluate the accuracy of the system, three different metrics are computed: the
cumulative distribution function of the error of 1) the raw data, 2) the unprocessed
object locations sent from each wireless smart camera, and 3) the continuous data
which is the output of the particle filter on the base station. Error is defined
as the distance between a measured/estimated location vector and the SLAM
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location vector [x, y] at the same time instance. The results are summarised in
Figure 5.9(a) and Figure 5.9(b). It can be seen that the over 80% of the unfiltered
data points are within 0.4m of the ground truth locations, while 80% of the filtered
data points are associated with an error of less than 2m. Note that the particle
filter attempts to recover the target trajectory when it is unobservable by making
use of the current speed, heading and the map. The error is primarily caused by
the fact that the robot changed its heading a few times, which the particle filter
assumed to be constant.
Camera Importance Analysis
To assess the importance of individual cameras on overall tracking performance,
the particle filter response is calculated when a particular camera is removed
from the network. The results are shown in Figure 5.10. It is interesting that
the uncertainty of a camera (see Section 5.5.2 and Figure 5.6) is not directly
related to its effectiveness from a target localisation perspective. For example,
camera 9 has the smallest uncertainty ellipse in Figure 5.6, but its impact on
the network is limited, since removing it does not greatly reduce the localisation
performance. Cameras 4 and 10 are at the end of the corridor, where the robot
turns around, thus removing them will have significant impact. This suggests that
cameras that are at decision points such as dead-ends, doorways and corners are
more important than others. It is also observed that when two cameras overlap,
removing one of them will not produce a large error, example pairs are cameras
3 and 9, and cameras 5 and 7. Removing camera 12 gives the largest error due
to the violation of the assumption that the robot moves in a linear fashion in the
unobservable regions.
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Figure 5.9: (a) Error of the raw data. Raw data does not cover the unobserved
area. (b) Error of the tracking output. Tracking output is continuous since the
object location is propagated based on last known speed, heading and the map in
the unobservable regions. Vertical lines in both (a) and (b) indicate the average
error.
5.6 Chapter Summary
This chapter has described an innovative approach to camera network calibration
and object localisation using a network of non-overlapping wireless smart cameras
and a mobile robot.
The robot provides global position data to determine each camera’s local image
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Figure 5.10: Error of the particle filter output when a camera is removed.
to ground plane mapping, as well as a global occupancy grid to support a map-
based tracking algorithm. Experiments have been conducted using a twelve-node
indoor wireless smart camera network, and the results indicate high levels of
object localisation accuracy (80% of the localisation errors are less than 0.4m)
once ground-plane homographies have been determined during the robot-aided
camera calibration phase. Furthermore, the uncertainty of each camera as well as
its individual effectiveness has also been shown. Effectiveness is useful in allowing
the user to select the best camera among overlapping cameras in real time and/or
choose to reposition cameras for extended coverage.
The approach differs from traditional approaches in a number of ways. Impor-
tantly, the proposed approach does not require overlapping camera views which
is crucial for large-scale environments. Compared to other calibration systems
consisting of non-overlapping cameras, the proposed approach does not involve
human input, does not require any calibration board, and is applicable to low
resolution imagery and cameras with wide FoVs. The autonomy of the system
is critical to high scalability (tens to hundreds WSCs) and flexibility (easy to
redeploy). Therefore, objective 2 listed in Section 1.2.2 has been successfully
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achieved.
Chapter 6
Object Association for Tracking
in Non-overlapping Wireless
Smart Cameras
6.1 Introduction
As low-power, pervasive computing becomes an increasingly viable paradigm for
many applications, topics such as visual object tracking are finding a renewed in-
terest in the computer-science research community. The notion of object tracking
is to continuously estimate the positions and attributes of an object of interest
(e.g. people) within a defined observation space. When applied to distributed
wireless smart camera networks, the problem becomes one of forming a global
observation space from the local observation spaces occurring at each camera.
In this way the local state of objects within each node observation space can be
translated into a global state space.
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Over the past two decades, a significant amount of research around multi-camera
tracking systems has been based on centralised systems (e.g. [126]). In these de-
signs, significant computational resources are assumed to be present in the cen-
tralised hub of such systems. Energy consumption, communication bandwidth,
and reliability between cameras are therefore not dominant system constraints.
As such, most of the techniques developed do not map well when applied within
the constraints of low-power, wireless distributed systems where computational
resources and communication links are clearly constrained. To assist in this situ-
ation recent work has addressed some of the challenges that exist in distributed
tracking systems, e.g. [55, 66]. However, most of the techniques proposed still
assume significant resources are available at each of the nodes.
This chapter addresses what is believed to be some of the key issues which are
yet to be fully explored in distributed non-overlapping multi-camera tracking
systems. By taking into account the dominant constraints which are introduced
by low-power, pervasive camera smart networks, a new set of research questions
are introduced for this class of systems. In particular, the problem of target
handover, a well studied topic within the computer vision community [16, 42, 58,
61], is considered within a disjoint camera network. The main contribution of
this chapter is the proposal of a master/slave mechanism [95] based two-stage
network level protocol to handover. The first stage considers the forwarding of
the object descriptions to the neighbouring cameras, based on a coarsely known
or learnt topology of the network. The second stage employs a probabilistic
matching approach to determine the most likely observation that matches to an
object entering the FoV from a number of received observations. This approach
improves the accuracy of the existing master/slave mechanism and is suitable for
distributed platforms of limited resources.
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6.2 Related Work
The main core of this work is inspired by that of Javed et al. [58, 59] who presented
an approach for establishing object correspondence across cameras with non-
overlapping views. Their method exploits the redundancy in paths that objects
such as people and cars tend to follow. The system has a learning phase where
the camera topology and path probabilities are estimated using a Kernel Density
Estimator over a small number of manually labelled trajectories and updated
with changing trajectory patterns. The authors in [57] presented an approach to
track cars on a highway, modelling the colour and transition times as Gaussian
distributions. Their method requires calibrated cameras and relies on the fact
that cars move in the same direction. The methods developed in both [58] and [57]
are centralised approaches however, and therefore do not work well on distributed
systems in which nodes do not have complete knowledge of the overall system.
In contrast to [58] and [57], Ellis et al. [32] did not require apriori correspon-
dences or a training phase, instead they used the observed motion over time to
establish reappearance periods. Many other probabilistic or statistical methods
do not make use of the assumption that objects tend to follow some trajectories.
These include the work of Tieu et al. [114] who focused on measuring statistical
dependence between observations in different cameras. The nature of this depen-
dence is characterised by the distribution of observation transformations between
cameras, such as departure to arrival transition times, and colour appearance.
More recently, researchers have begun to consider the multi-camera tracking prob-
lem in a distributed fashion in smart camera nodes (wired smart cameras) where
energy is not a real concern. Quaritsch et al. [95] described a distributed embed-
ded system for tracking multiple objects. Although light-weight, the master/slave
handover mechanism associates migration regions with one or more subsequent
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cameras on the path. This relies on the node level tracking algorithm to be able
to precisely split the image into multiple migration regions. Computing migration
regions may not be feasible on low-power wireless camera nodes where compu-
tation capabilities are limited for two reasons: First, the light weight tracking
implemented on each node may not be able to precisely detect the exit and en-
trance locations. Second, if the nodes are to be duty cycled, or triggered in order
to reduce energy consumption, migration regions cannot be reliably detected.
Furthermore, the slaves match objects based on purely the appearance (colour)
of the objects. Spatio-temporal relationships between disjoint observations of the
same object are completely ignored. The master/slave handover mechanism was
adopted by Hoffmann et al. [55] who introduced a set of PTZ camera manage-
ment protocols to allow pre-selected targets to be tracked seamlessly across the
network.
In [17], Camp et al. proposed to use a Hidden Markov Model (HMM) to model
the state changes of objects as they move between different cameras. Kim et
al. [66] employed Markov chain Monte Carlo to split the entire observation set
into a number of subsets, each of which corresponds to the track of an object.
The latter two approaches may require extensive computation and may not be
feasible for low-power devices.
6.3 Distributed Multi-camera Tracking
This section formally describes the system framework, including the formulation
of the problem of distributed object tracking and the resultant network level
protocols which form the underlying primitives of the system.
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Figure 6.1: Outline of multiple camera topology, with multiple routes between
cameras. C1...C5 are cameras and Q1, Q2, Q3 are three different objects.
6.3.1 Problem Overview
The system is designed around the goal of tracking multiple objects across mul-
tiple cameras where a global knowledge of the space in which objects can move is
not directly available. Instead, knowledge about the global space must be derived
from the local observations which are captured by each camera. It is assumed
that objects move along a finite number of paths between cameras where cam-
eras are orientated in such a fashion as to ensure objects will, at some point,
pass through their FoV. This system design is illustrated in Figure 6.1. Many of
the current tracking systems have been developed with infrastructure based net-
works in mind. Using a centralised approach, a global knowledge of the network
is therefore maintained at all times. The energy-constrained wireless smart cam-
eras considered in this project necessitate a distributed approach to the problem
where the assumption of complete global knowledge is no longer valid.
Deriving global knowledge of the entire network in an energy-constrained wireless
smart camera network is not a trivial task and invites many interesting research
116 6.3 Distributed Multi-camera Tracking
challenges. While it may be possible for all nodes to constantly flood the network
with status information, this is clearly an unreliable solution as it will introduce
large delays in the network, compromising tracking performance, and limiting the
scalability of the network.
However, it can be argued that a global knowledge of the network at every camera
is not necessary and all that is required is knowledge about a camera’s nearest
neighbours on a potential object path. With this observation in mind, it is
introduced in this section a predictive-based tracking strategy which enables the
system to exploit knowledge of the likely paths of objects to improve performance
and reduce communication overheads. If two cameras are situated on the same
path, there is a high probability that the same object will be observed in both
cameras in a sequential manner. It is therefore one of the goals of the proposed
predictive tracking strategy to determine this behaviour over time. This leads to
the following advantages over non-predictive distributed systems:
1. Improved tracking performance (object miss, ID loss and ID switch).
2. Reduced communication overhead.
6.3.2 Problem Formulation
A network of N cameras is defined as C = {C1, C2, C3, ..., CN}. The cameras
are placed in such a way that each of them monitors a section of a path or an
intersection of paths along which one or more objects can move. The cameras
may assume a coarse network topology so that the system can quickly reach
steady state, otherwise, the topology can be learnt over a longer period of time.
In this setting, non-overlapping cameras are assumed as object hand over in an
overlapping camera network can take the advantages of the relative geometry of
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the camera and thus is not as difficult (See Section 3.2.3 for more information).
Given that the cameras wirelessly communicate with one another, each has a
set of radio neighbours. These neighbours are restricted to be cameras that are
one-hop away in terms of radio range. For each camera Ci, this set is denoted by
Ri, where Ri ⊂ C.
If assuming that a set of physical objects Q = {Q1, Q2, . . . , QM} are passing
through the observation space of the camera network, then the global set of
observations of the camera network can be defined as:
O = {Oτi |i ∈ {1, 2, . . . , N}, τ ∈ {a, b, . . . ,M}
where∀Oτi , Oδj , if i 6= j then τ 6= δ} (6.1)
The notation Oτi is the network observation τ obtained at camera Ci. The alpha-
betical order of specific values of τ (i.e. a, b, c etc.) explicitly represents the order
in which the observations were captured. The actual physical objects represented
by the observations Oai , O
b
j , O
c
k are denoted as Q
a
i , Q
b
j, Q
c
k respectively. It is possi-
ble that Qai = Q
b
j if O
a
i and O
b
j are both observations of the same physical object.
The problem of tracking can therefore be formulated as dividing the observation
set O into a number of subsets, with elements of each subset representing the
same physical object. To achieve this in a distributed environment, an effective
approach is introduced which consists of a predictive forwarding strategy and a
probabilistic matching method.
6.3.3 Predictive Forwarding
Consider the case in which an object leaves the FoV of camera Ci. In the mas-
ter/slave mechanism, the descriptive information is relayed to a subsequent cam-
era depending on the migration region, from which the object leaves. However,
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this region may not be available. In the case of a duty cycled schedule, for ex-
ample, the camera may be in sleep mode at the time the object leaves the FoV
of the camera. In other cases it might only be possible to use more simple (and
less effective) local tracking algorithms which also lead to inaccurate information
about the migration region.
Using a centralised approach the corresponding observation Oτi would be main-
tained by the server. However, with a distributed approach the descriptive in-
formation must be relayed to another camera in order to track the object. To
help address the problem, a predictive forwarding strategy is introduced which
forwards an objects descriptive information based on the object’s last known lo-
cation instead of the migration regions. Ideally an object’s last known location
is always available as the object is tracked. Two sets are defined for a camera
Ci: the preceding set, and the succeeding set. The former set, denoted by Li is
the set of cameras adjacent to Ci from which the object might have come. The
latter set, denoted by Ki, is the set of cameras adjacent to Ci to which the object
may go. Two cameras are considered adjacent if it is possible to move from one
camera to the other without passing through the FoV of a third camera. In the
case where the routes between the cameras are bidirectional then Li = Ki.
As the predictable nature of paths objects normally take is explicitly exploited,
there exists a number of different probability distributions for cameras in set Ki.
For example, consider objects Q1 and Q2 in Figure 6.1. If it is assumed that they
are both moving towards camera C2, then clearly the probability distributions
of their next destination will be significantly different at the time they leave
camera C2. This is marked by the fact that they have come from different source
cameras (C1 and C3, respectively). Denoting the source camera as Cs, the objects’
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observation is forwarded to the set of cameras:
Fsi = {Cj|Cj ∈ Ki, P (Cj|Cs) > T} (6.2)
where P (Cj|Cs) is the probability of an object moving to camera Cj given that it
has come from the source camera Cs and T is a predefined threshold quantifying
the minimum transition probability associated with an succeeding camera. Fsi
can be therefore thought of as a filtered version of the set Ki given the extra
information about the source of the object. If no source information is available,
the observations will be forwarded to all cameras in set Ki. Once the information
has been transmitted, it is the destination camera’s responsibility to determine
whether the object has entered its FoV and to provide an acknowledgement to
camera Ci upon a successful matching. The probability P (Cj|Cs) is then re-
estimated using a sliding window approach when this feedback is received.
6.3.4 Probabilistic Matching
As explained in Section 6.3.3, the current camera Ci will multi-cast the object
descriptor to all members of the set Fsi . Any particular member, Cj, of this
set will receive the object descriptor along with other possible descriptors from
cameras in its own proceeding set Lj. Upon subsequent detection of an object, Cj
must determine which descriptor in its received list correctly matches the current
object.
To assist in the explanation following notation is defined for clarity: Qτi ~=Q
δ
j
which says that the objects are the same physical objects and that the object
entered Cj after leaving Ci. Given an observation O
δ
j in camera Cj, a hypothesis
set Hδj is defined to be the set of possible matches to O
δ
j . This set of observations
is generated over the subset of Lj that detected an object and transmitted to
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camera Cj before O
δ
j is determined. For any observation, O
τ
i , taken from the set
Hδj , the probability that O
δ
j matches this is given by:
P (Qτi ~=Q
δ
j |Oτi , Oδj ) =
P (Oτi , O
δ
j |Qτi ~=Qδj)P (Qτi ~=Qδj)
P (Oτi , O
δ
j )
(6.3)
The object handover problem seeks to maximise this probability over Hδj :
h = arg max
∀Oτi ∈Hδj
{P (Qτi ~=Qδj |Oτi , Oδj )}
= arg max
∀Oτi ∈Hδj
{P (O
τ
i , O
δ
j |Qτi ~=Qδj)P (Qτi ~=Qδj)
P (Oτi , O
δ
j )
}
(6.4)
It is assumed that the observation pairs are uniformly distributed and thus
P (Oτi , O
δ
j ) is a constant scaling factor and can be left out. The problem is then
reduced to:
h = arg max
∀Oτi ∈Hδj
{P (Oτi , Oδj |Qτi ~=Qδj)P (Qτi ~=Qδj)} (6.5)
For object movement between cameras, two properties are measured for matching:
the change in appearance, ρ and the time of departure td and arrival ta of the
object. If assuming independence between appearance and time measurements,
the above formula becomes:
h = arg max
∀Oτi ∈Hδj
{P (Oτi (ρ), Oδj (ρ)|Qτi ~=Qδj)
P (Oτi (td), O
δ
j (ta)|Qτi ~=Qδj)
P (Qτi ~=Q
δ
j)}
(6.6)
In order to maximise this probability, the three individual components need to
be estimated:
6.3 Distributed Multi-camera Tracking 121
The first component, P (Oτi (ρ), O
δ
j (ρ)|Qτi ~=Qδj), represents the probability of ob-
taining a particular similarity value between observations of the same object
across the two different cameras given the distribution of the similarity val-
ues of observations of identical objects across the two different cameras. The
similarity value between two descriptions can be computed using a similarity
function sim(Oaj , O
δ
i ) which outputs a value from 0 to 1 depending on the con-
fidence in a match. Examples of the similarity functions include major colour
histogram [75] or the Bhattacharyya distance [58]. A Gaussian distribution for
the similarity between the descriptions of the same object for each pair of neigh-
bouring cameras can be obtained during a training phase. Thus the probability
P (Oτi (ρ), O
δ
j (ρ)|Qτi ~=Qδj) for any two observations can be found using the trained
Gaussian.
The second component, P (Oτi (td), O
δ
j (ta)|Qτi ~=Qδj), represents the probability of
the time transition (td− ta) given the distribution in the transition times between
camera Ci and Cj. Similar to the appearance probability, a Gaussian distribution
can be fitted to the arrival times of the same object between any particular pair
of cameras and use this to derive the probability of any new observed arrival
time. Although a single Gaussian distribution is used, other distributions may
be more suitable in certain circumstances. Cai et al. [16] used a mixture of 3
Gaussian distributions to model this distribution whereas Javed et al. [58] did not
assume any particular distribution and instead use a Parzen window to estimate
it. Future work will consider different types of distributions in more detail to
account for the difference in object speeds.
The final component, P (Qτi ~=Q
δ
j), is the prior probability of arrival at Cj from
camera Ci. This probability is calculated by determining the number of objects
moving from camera Ci to Cj and dividing by the total number of objects arriving
at camera Cj. To ensure the probability distributions correctly reflect the changes
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in the environment or the object behaviour pattern, the Gaussian distributions
are updated in real-time with the commonly-used sliding window approach:
µt = ((T − 1)/T )µt−1 +Ot/T (6.7)
σ2t = ((T − 1)/T )σ2t−1 + (Ot − µt)2/T (6.8)
where Ot is the newly calculated similarity score or the transition time and T is
the size of the sliding window.
6.4 System Implementation
This section outlines the practical implementation of the distributed object track-
ing system that utilises the protocols described in Section 6.3. A two-layer struc-
ture is defined for the camera network: local layer and network layer. The local
layer for each camera consists algorithms that run locally on each camera, its op-
eration is invisible to the rest of the network. The network layer, which consists of
predictive forwarding (Section 6.3.3) and probabilistic matching (Section 6.3.4)
makes decisions using the output of many different local layers. Note that in
the proposed distributed camera network, the network layer is a conceptual layer
which is also executed on the smart cameras. With this concept in mind, the
following section will describe the design and operation of the two layers.
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6.4.1 Local Layer
The smart camera platform used in this work (Section 2.1) is capable of car-
rying out some simple computer vision tasks, including object tracking. The
local tracking algorithm is briefly described here. To detect and track objects
while ignoring non-relevant changes to the background, the approach proposed
in [48, 107] is employed. The Mixture of Gaussian technique is used to segment
moving objects from the background on a per-pixel basis. Then the foreground
pixels are grouped into blobs representing moving objects. For people detection,
head positions are located in the image using vertical projection histograms as
described in [48]. This is easily accommodated for cameras that are mounted
horizontally at human height. For ceiling mounted cameras, projective trans-
formations can be used so that 3D vertical direction of persons standing on the
ground plane will always map to 2D vertical lines in the transformed image [125].
An ellipse is fitted to each of the detected blobs in order to filter out those with
an unrealistic width-to-height ratio [129]. Last, objects are continuously linked
from frame to frame by a simple Kalman filter.
6.4.2 Interaction Between Local and Network Layer
The proposed distributed tracking network is comprised of two layers: the lo-
cal layer (also referred to as intra-camera protocols) and the network layer (also
referred to inter-camera protocols) as described in Section 6.3. The interaction
between them can be described as follows: as the local detection algorithm suc-
cessfully detects an object entering the FoV of a particular camera, the camera’s
inter-camera protocols (Section 6.3.4) are initiated to determine if the observa-
tion matches any of the received observations from its neighbouring cameras. If
the matching procedure is unsuccessful, a new ID is assigned to the object. If
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Figure 6.2: Camera state transition.
successful the matched ID is used to represent the object. In either case the
camera’s local tracking algorithm starts to track the object and obtains a reliable
estimation of the key parameters such as colour distributions, time of departure,
width-height ratio, speed of motion (requires pre-calibrated homographies, see
Chapter 5) etc. As the object leaves the FoV, inter-camera protocols are initi-
ated to forward the object description to the ’next’ cameras to allow continuous
tracking across cameras (see Section 6.3.3). This process repeats for each object
that enters the FoV of a camera, enabling the objects to be tracked continu-
ously in the network. This system would be infeasible without local processing
algorithms or network level protocols.
Figure 6.2 is a flow-chart of the various states of a smart camera from a system
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perspective. It is assumed that each camera has an in-built Low Power Triggering
(LPT) mechanism (e.g. multiple Passive Infra-Red (PIR) sensors) which deter-
mines the occurrence of an event of interest before involving more higher-cost
computation components (such as the DSP). The triggering mechanism allows
the camera to remain in a very low-power state for the majority of the time and
thus saving energy. Each camera is initialised in Rx state and the state changes
according to one of the three possible events: object enters the FoV (LPT Trig-
ger), object leaves the FoV (Object Leaving) and an object description is received
from neighbouring camera (Packet Received).
The transition probabilities are initially estimated through an initialisation phase.
During the initialisation phase, every detected object is matched to a list of
received object descriptions using the appearance similarity with a threshold that
is able to ensure a high true positive. The camera then broadcast the object to all
of its one-hop radio neighbours when the object leaves its FoV. Once M objects
have been successfully identified at a particular camera, the forwarding table is
assumed to have reached a steady-state. From this point, only the cameras in
the succeeding set are informed of the detection of an object. The transition
probability is then updated using a sliding window over every M objects.
6.5 Evaluation
6.5.1 Simulation Framework
The proposed approach to the problem of object tracking in a distributed wireless
camera network is validated by means of simulation, which is described in this
section. Simulation of a camera network requires modelling objects moving in
the sensor field. The simulation is therefore split into three major components:
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the generation of a set of paths, the simulation of objects moving through the
sensor field, and the operation of the camera network.
Path
The developed simulation creates a deployment area which is divided into cells
of a certain size, both of which are programmable at runtime. The simulation
utilises the idea of a graph that contains vertices and edges. The vertices are
located at the centre of each cell and the edges are links between each pair of
vertices. The simulator randomly creates a number of paths consisting of a set of
vertices connected with edges.
Figure 6.3(a) represents a typical deployment area with paths drawn in different
colour. Although the paths have been restricted to be vertical and horizontal
because of simplicity, the simulated camera network does not rely on the direction
of path, instead, it is based on the connectivity of cameras. The fact that objects
on the simulated paths move horizontally or vertically is not used. One equivalent
map with realistic paths is shown in Figure 6.3(b).
Objects
The simulation also generates a programmable number of objects that move
across the grid following randomly chosen paths. Each object appears in the
network at a random time instance and at a random vertex. The object follows a
path for a fixed duration. When an object reaches a vertex with multiple coincid-
ing paths, its tendency is to remain on its current path with a small probability
of changing paths.
It is difficult to model the appearance of an object in a simulated environment. As
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(a) Generated paths (b) Equivalent paths
Figure 6.3: Simulated deployment area with paths drawn in different colour
noted earlier, the proposed approach uses colour histogram (Hc) to describe the
appearance of the objects, and determine a similarity score using the similarity
function sim(Hc1, Hc2). Unlike some of the other publications (e.g. [55]), this
work does not assume a 100% matching between camera observations. It is the
aim of the proposed approach to use the network level protocols to improve the
system performance introduced by imperfect appearance based matching. To
simulate the matching of appearance between objects, the simulator first assigns
a random colour from 10 available colours to each object and then generates
a colour matching score probabilistically based on distributions for cases when
the two objects are of the same colour or not. For example, if two different
objects have the same colour, their colour matching scores may follow a Gaussian
distribution of mean of 0.8 and standard deviation of 0.1. A number of Gaussian
distributions are evaluated which have varying parameters as shown in Table 6.1.
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Table 6.1: Distributions of similarity scores. N(µ, σ) stands for a Gaussian dis-
tribution with mean µ and standard deviation σ. The decision threshold is the
intersection of the two Gaussian distributions in each case.
Case no. Distribution for Distribution for Decision
identical colours different colours threshold
1 1 (constant) 0 (constant) 0.5
2 N(0.8, 0.1) N(0.2, 0.1) 0.5
3 N(0.8, 0.1) N(0.4, 0.2) 0.634
4 N(0.8, 0.2) N(0.2, 0.2) 0.5
5 N(0.7, 0.2) N(0.3, 0.2) 0.5
Camera Network
The simulator places a camera at each vertex on a path. The cameras track
any objects that enter their cell and transmit the object’s descriptive information
to other cameras based on the approach described in Section 6.3.3. Upon first
detecting an object, a match is sought from a list of potential candidates as
described in Section 6.3.4 to allow objects to be tracked across the whole camera
network. The duration of each object being tracked by a camera is equal to half
of the time taken for the object to travel across the cell.
6.5.2 Performance Metric
Each new object is assigned a globally unique ID by the first camera that detects
it, which in an ideal case, is carried in a sequential manner by each camera along
the path as the object moves. However, for non-ideal cases, a number of scenarios
can occur due to erroneous discrimination of objects. For example, a new object
A, may not be assigned a unique ID as it may be recognised as an existing object
B, who is in transition between two cameras. When B re-enters the network, it
is likely to be recognised as another object C or detected as a new object that
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the network has not seen before. There is no single metric that can be used to
benchmark the system performance. Therefore three different metrics are chosen:
• Object miss occurs when a new object is not a assigned a new global ID;
• ID loss refers to the case when an object’s ID is lost and
• ID switch refers to a globally unique ID being switched to a different object.
Although these metrics are different they are not completely independent and
must be examined together. The three metrics are combined as a point in R3
and the Euclidean distance is used as a comparative measure between different
approaches.
6.5.3 Experiments
For the experiments, human beings have been chosen as the tracking targets
across the simulated camera network. Assumptions made therefore correspond
to this choice, although it should be noted that the simulator is capable of rep-
resenting many other object types also. A deployment area of 300 × 300 m2 has
been chosen. This square was divided into grids of 30× 30 m2 cells. The number
of paths was set to 5 and the number of vertices to about 12 per path. The
distance between adjacent vertices for the experiments was 30 m and we assumed
the transition time of objects between adjacent vertices to be a Gaussian distri-
bution with mean µ = 25 seconds with an standard deviation of σ = 2 seconds;
this is based on the assumption that humans move with an average speed of 1.3
m/s.
Three approaches were compared in this experiment: The basic approach, the
approach with only predictive forwarding, and the approach that combines pre-
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Table 6.2: Different approaches compared. Colour histogram based method de-
termines a match if similarity of two histograms are greater than a predefined
threshold, approach 3 is proposed in Section 6.3.
Approach Forwarding Tech. Matching Tech.
1 Broadcast to all radio neighbours Colour hist. based
2 Predictive forwarding Colour hist. based
3 Predictive forwarding Prob. matching
dictive sending and probabilistic matching. Cameras using the basic approach
will always broadcast the object’s information to their 1-hop radio neighbours and
the matching of different observations is based on a detection threshold of similar-
ity measure. The second approach is similar to the first, except that it only sends
the object’s information to the set of cameras that have a certain probability of
being on the correct path (see Section 6.3.3). The decision of matching between
observations was also based on a predefined threshold. The third approach was
the proposed approach which differs from the second approach in that it makes
a matching decision based on maximising a posterior probability as described in
Section 6.3.4.
In all the experiments conducted, the network was simulated to run for one hour,
in which there was a total of 300 objects moving through the camera network.
Since each of them moved through the FoVs of about 10 cameras, they generated,
in total, around 3, 000 observations in the camera network. The task of track-
ing is to correctly separate them into sets of observations that belongs to each
individual.
There are two sets of experiments conducted:
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Experiment 1
The aim of experiment 1 was to compare the proposed approach with the al-
ternative approaches in various scenarios outlined in Table 6.1. Therefore three
identical camera networks were simulated with each implementing a different ob-
ject tracking strategy.
Experiment 2
To further analyse the behaviour of the proposed tracking strategy as time in-
creases (which is identical to the increase in people count as the number of people
that appears in the region during a fixed time interval was set to a constant), the
simulation was repeated 10 times for each of the three approaches. The scenario
presented in case 3 of Table 6.1 is assumed.
6.5.4 Simulation Results and Discussion
The performance of the approaches, outlined in Table 6.2, were compared in
terms of the metrics of object miss, ID loss and ID switch. For each approach,
the response of the network to different distributions of the similarity score (sum-
marised in Table 6.1) of the colours of two objects were analysed and reported.
The results are shown in Table 6.3. For case 1, even though objects of the same
colour were always correctly matched whereas objects of different colours were
always discriminated, due to the appearance of two objects of the same colour,
none of the approaches can achieve a 100% correct tracking. This in fact repre-
sents a best case scenario and therefore an upper bound on the results, with all
other parameters remaining the same.
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Table 6.3: Experiment 1. Performance of the three approaches (Table 6.2) under
different assumptions about the distribution of similarity score (Table 6.1).
Case no. Approach 1 Approach 2 Approach 3
Obj ID ID Obj ID ID Obj ID ID
miss loss switch miss loss switch miss loss switch
1 79 439 461 32 253 226 8 25 23
2 65 487 474 28 260 230 6 36 24
3 44 1124 999 20 970 722 6 127 69
4 55 776 698 22 652 464 5 211 42
5 58 1368 1259 19 1233 949 6 376 150
The remaining cases represent a number of more realistic possibilities. The dif-
ference in the results between approaches 1 and 2 in Table 6.3 shows that by
employing the predictive forwarding strategy, the performance is improved by an
average (over the three metrics) of between 32 - 51% for the 5 cases. Predictive
forwarding limits the forwarding of object descriptions to the most likely nodes,
which effectively reduces the set of candidates known by the subsequent cameras.
Since an object is matched to one of the many candidates when it is re-detected
by a subsequent camera, the likelihood of correct matches is increased when the
number of candidates is reduced. Comparing approaches 2 and 3, it can be seen
that the probabilistic matching procedure reduces the error by an average (again
over all three metrics) of between 74 - 85% for the 5 cases. The improvement is
a result of incorporating transition time, appearance and arrival probabilities in
the matching stage.
To compare the results from another perspective, the three metrics were consid-
ered to be points in R3 space and the Euclidean distances of each point from
the origin, i.e. the magnitude of the representative vector were calculated. The
results are shown in Figure 6.4 where it can be seen that approach three offers
significant improvements over approaches 1 and 2 in all 5 cases.
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Figure 6.4: Experiment 1. Summary of results from Table 6.3 using the Euclidean
distance as a measure.
Each time an object leaves the FoV of a camera, the observation is transmitted
to another camera in order to continuously track the object. Figure 6.5.4 high-
lights the difference in the number of object descriptors transmitted in the whole
network for the scenario presented in case 3 of Table 6.1). It can be seen that
the number of transmissions is reduced significantly (approximately a 42% reduc-
tion) from approaches 1 and 2, which is due to the use of predictive forwarding
strategy. When comparing approach 3 with the simple forwarding strategy in
approach 1 this reduction is approximately 67%.
Figures 6.6(a), 6.6(b) and 6.6(c) show the increase in counts of object miss, ID
loss and ID switch as the number of people entered the network increases for
all three approaches in the scenario presented in case 3 of Table 6.1. Error bars
in the figures were twice of the standard deviations for each metric which were
computed over 10 identical repetitions of the simulation. For all three approaches,
it is evident that there exists linear relationships between each metric and the
number of people entering the region. This linear relationship is important in
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Figure 6.5: Experiment 1. Number of observations transmitted for case 3.
terms of the practicality of the proposed approach: Not only it is much more
accurate than the alternatives, it is also able to maintain a constant error rate
per time interval, indicating the system can be left on for much longer than the
simulation duration.
6.6 Chapter Summary and Future Work
In this chapter, a distributed object tracking design for wireless smart camera
networks has been proposed.
The network level algorithm proposed contains two stages. The first stage predicts
the directions of motion of an observed object, allowing the object’s information
to be sent only to the set of cameras that have a high probability of subsequently
detecting the object, thereby reducing the total number of observations trans-
mitted. The second stage is termed probabilistic matching, which establishes the
correspondence between a newly detected object to its location history from a
list of possible candidates through a probability maximisation process. It has
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been shown that with the integration of spatio-temporal cues, the proposed sys-
tem performs significantly better (in terms of object-miss, ID-loss and ID-switch)
than solely using the appearance to associate object observations. Due to the
distributed nature of the system and the fact that cameras only require local
knowledge for tracking, the proposed system is highly scalable. Thus, objective
3 in Section 1.2.2 has been fulfilled.
In addition to fully implementing the system in a real environment, as part of the
future work, the assumed distributions will also be more closely examined. These
include the Gaussian distributions used to model the arrival time and matching
score. More spatio-temporal cues such as size, height-width ratio, object speed
can also be integrated to improve the local and global tracking accuracy.
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Figure 6.6: Experiment 2. Performance of the three approaches as the number
of people entered the region increases.
Chapter 7
Statistical Determination of
Optimal Camera Configuration
7.1 Introduction
Networks of cameras have been widely used in the area of intelligent video
surveillance (IVS). Based on user defined policies, IVS systems can automatically
identify potential risks by detecting, localising, tracking and recognising targets
and/or events of interest. For these camera networks, it is of vital importance
that the optimal camera configuration (i.e. optimal location, orientation etc.)
is determined before cameras are deployed, as the cost of modification can be
expensive and the optimal configuration may provide saving on the total number
of cameras used to achieve the same level of utility.
However, camera placement problem is not simple. Even in its simplest setting
where an optimal configuration is sought to achieve a pre-defined coverage while
minimising the number of cameras needed, the problem many be infeasible if
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simple enumeration and search techniques are employed (e.g. [33, 56]) due to
its NP-hard nature. Thus these methods can hardly be extended to large scale
problems.
To address this issue, this chapter will first introduce a generalised statistical
framework for the problem of selecting the optimal camera configuration, con-
sidering a number of user constraints and unknown number of cameras. Sec-
ond, a Trans-Dimensional Simulated Annealing (TDSA) algorithm will be de-
scribed which can effectively estimate the optimal number of cameras as well as
the optimal parameters for these cameras. For small scale problems, the pro-
posed approach offers similar very similar solutions to the optimal ones produced
by Binary Integer Programming (BIP). For larger scale problems where BIP is
clearly infeasible, it will be demonstrated that the proposed approach offers no-
table improvements over two alternative heuristics proposed in recent papers [56]
and [128].
7.2 Related Work
Current research into automatic camera placement techniques generally tackles
two types of problems, depending on the objects to be monitored. The first
type ([38, 85, 87] etc.) focuses on computing the camera placement for a set of
cameras that monitor the same object. The goal is usually to reconstruct the
object using multi-view inputs. The second type ([9, 33, 124, 128] etc.) focuses
on the best strategy to spread the views of cameras so that an area is monitored.
The approach described in this chapter belongs to the latter category.
The automatic camera placement problem has been studied by various authors
in a number of contexts with different constraints and requirements. The earliest
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related work was published by O’Rourke [88] who provided the formulation of
the Art Gallery Problem and its solutions. The Art Gallery Problem is the
assignment of guards to different positions in an art gallery in order to achieve
the maximum visual coverage of the paintings. In essence, this is equivalent to
finding the best locations for a set of infinite-depth omni-directional cameras to
achieve the optimal coverage of the observation area.
Recently, Erdem and Sclaroff [33] formulated the general camera placement prob-
lem in an optimisation framework. Given the set of all constraints τ required to
achieve a specific task γ, the problem is to find the optimum placement for a set
of cameras Π in the area V satisfying τ and minimising a given cost function
G(•). The authors proposed four instances of this general formulation and solved
them using Binary Integer Programming (BIP) over a discrete problem space.
Erdem and Sclaroff’s formulation has been adopted by Horster and Lienhart [56].
The difference between the two is that instead of restricting the areas to be
polygon shaped, Horster and Lienhart used points to represent space. These
points may have different importance distribution. Furthermore, to deal with the
problem of scaling the BIP algorithm to handle large regions, heuristics are used to
solve the problem within a reasonable time and moderate memory consumption.
The compromise however is that global optima cannot be guaranteed.
Yao et al. [124] argued that only maximising visibility is insufficient for persistent
and automated tracking. Therefore the authors proposed to incorporate a hand-
off success rate (the percentage of successful hand-offs) analysis in determining
camera placement, preserving necessary uniform overlapped field of views (FoVs)
between adjacent camera for an optimal balance between coverage and hand-off
success rate.
Various other requirements have been considered. Bodor et al. [9] proposed an
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approach to the camera placement problem that tries to optimise the camera
network’s ability to observe a set of predefined tasks, such as human motion.
The authors developed an analytical formulation of the observation problem, in
terms of the statistics of the motion in the scene and the total resolution of
the observed actions. An optimisation routine is used to find the location and
orientation that optimise the observation criteria.
The observability of frontal faces has been incorporated in the process of finding
the optimal camera placement by Ram et al. [97]. The authors showed the deriva-
tion of a performance metric to compute the probability of observing an object
of random orientation from one sensor and used it to estimate the performance
of multiple sensors. Motion sensors which provide location information can be
included in the performance metric. Similar to all the other approaches, the per-
formance metric is used as the objective function whose maximum is sought by
employing an optimisation routine.
Zhao and Cheung [128] described a visibility model that takes in a number of
realistic inputs: arbitrary-shape 3D environments, 3D camera models, occupant
traffic models, self-occlusion and mutual occlusion. The visibility model is used
in evaluating the objective - maximisation of the probability of tracking visual
tags. The maximisation is done with two proposed Binary Integer Programming
(BIP) algorithms as well as a greedy implementation designed to cope with the
complexity of BIP. Similarly, Mittal and Divas [82] considered occlusion in a
probabilistic manner in the visibility calculation and used an existing simulated
annealing method to compute the optimum parameters of the cameras. However,
it is not clear how the optimal number of cameras is determined, which will be
addressed in this chapter.
Many of the existing methods formulated the problem as combinatorial opti-
misations [33, 56, 128] that belong to a class of NP-hard problems. Heuristics
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methods have been developed with computational requirements proportional to
small powers of N, i.e. in a relatively simple environment. However heuristics
can be problem-specific as there is no guarantee that a heuristic will work for all
setups. Alternatively the ’divide and conquer’ approach can be taken to break-
down the problem into a number of simpler ones. The problem with this approach
is that the result is only optimal when the sub problems are disjoint, which is
often not the case. To counter these problems, the camera placement problem
will be formulated as a maximum a-posteriori model selection and optimisation in
Section 7.4 and a viable solution using the trans-dimensional simulated annealing
will be described in Section 7.5.
7.3 Problem Definition
The camera model used in this work is not overly restrictive. In fact each camera
ci =
[
p1, p2, ..., pnp
]>
consists of np number of parameters which may include the
camera location in x, y, z directions of the area to be monitored, orientation,
tilting angle, lens type, price etc. The camera parameter space is denoted as
C = Rnp . Note that although ci is a vector, it is not boldfaced in order to avoid
confusion in subsequent sections of this chapter.
Although there is no particular restrictions on what parameter to include in the
camera model, it is however essential that given a particular network of cameras
θ = [c1, c2, ..., cnc ]
>, a set of constraints r = {rj | rj ∈ {r1, r2, ..., rnr}} and a
description of the area to be monitored ξ, there must exist some function L (r | θ)
that determines how well the constraints r are jointly satisfied by θ. For example,
if it is required to achieve a frontal face capturing rate of 80%, but a particular
set of cameras can only achieve 60%, then it may be said that the cameras have
achieved 60/80 = 75% of the requirement.
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Given the camera parameter space C, an input environment ξ, a set of user
requirements r, the camera placement problem can be defined as the selection of
the camera configuration that meets r while minimising the number of cameras
used. It will be shown in Section 7.4 that this formulation derived can be easily
applied to the problem where some utility is to be maximised while keeping a
constant number of cameras.
7.4 Generalised Framework
To formulate the problem in a Bayesian modelling context, suppose that there
are a countable collections of candidate modelsMk indexed by a model indicator
k ∈ K. Each modelMk has an ‖Mk‖ = nk dimensional vector of parameters θk.
Note that for the sake of simplicity the model indicator is used to represent the
model. For example, the dimension of the model is ‖k‖ = nk. In the context of
camera placement, the model of a camera network configuration is reflected by
the number of cameras in the configuration and each camera in the configuration
is considered as a random variable over the space of C.
The camera placement problem is defined by the joint posterior,
φopt = arg max
φk∈X
{p (k,θk | r)} , (7.1)
where φ = (k,θk) denotes a camera configuration which contains a model in-
dicator k as well as camera parameters of the model θk. The joint state space
is thus X = ⋃k∈K ({k} × Cnk). This formulation can be considered as: Given
there is an observation that the list of constraints and requirements have been
satisfied, the problem is to find the optimal model k and the optimal parameters
θk that are most likely to have led to this observation. For example, if the re-
quirement is covering the maximum amount of the floor with a given number of
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cameras. Equation (7.1) can then be interpreted as finding the most likely camera
configuration that has caused maximum coverage to be observed (satisfied).
Expanding Equation (7.1) using Bayes theorem,
φopt = arg max
φk∈X
{L (r | k,θk) p (θk | k) p (k)} . (7.2)
The first term L (r | k,θk) is the probability of satisfying the requirements and
constraints r by the given set of camera parameters θk and is therefore called
the likelihood. The second term p (θk | k) is termed the parameter prior since
it defines the prior probability of the set of camera parameters. The prior term
allows the user to set preferences on the parameters of the cameras. For example,
wall locations can be preferred through assigning high prior to cameras that are
located on walls and omni-directional cameras may be unwanted by associating
them with low prior. The last term p (k) is the model prior which captures user
preference on the models. In the most settings where all cameras are treated
equally, this term can be dropped. This is the case for all the experiments pre-
sented in Section 4.5.
The formulation (Equation (7.2)) can be converted to a penalised model selection
problem for further investigation. An equivalent form of Equation (7.2) can be
obtained as,
φopt = arg min
k,θk
{− log{L (r | k,θk) p (θk | k)}+ log{1/p (k)}} . (7.3)
If letting p(k) = exp{−nk}, this becomes the well known AIC [3] that is often
used in model selection problems,
φopt = arg min
k,θk
{− log{L (r | k,θk) p (θk | k)}+ nk} . (7.4)
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The above formulation is designed for the problem when the constraints are to
be met to a particular level while minimising the number of camera required. If
however the problem is to maximise an utility with a fixed number of cameras, the
model indicator can simply be dropped out of the formulation to keep a constant
model dimension.
In some cases one may be interested to minimise the total cost of a camera network
when there are more than one types of cameras with different prices available. In
these cases, the model prior can be assumed uniform and then the penalty term
(nk in Equation (7.4)) can be replaced with a function on the total price of the
particular configuration.
7.5 Trans-dimensional Simulated Annealing
The trans-dimensional simulated annealing [4, 12] is used to solve the stochastic
problem posed in Section 7.4. Simulated Annealing (SA) is a class of algorithms
capable of locating good near-optima of objective functions in large search spaces.
The term simulated annealing derives from the interesting observation that as a
heated material slowly cools down, its molecules will line up in a rigid pattern
corresponding to a state of minimum energy provided that the cooling process
is sufficient slow. SA algorithms mimic this process and have been proven to
converge [45]. Trans-dimensional simulated annealing (TDSA) is a class of algo-
rithms that extend the traditional simulated annealing by allowing moves that
not only change the parameters of the model but as well move between plausible
models. Therefore, TDSA algorithms are able to locate the models and param-
eters that minimise objectives such as AIC [3], BIC [104] and MDL [100]. This
section details the design of a such algorithm which can be used effectively for
large scale camera placement problems.
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To start the derivation process, a slight modification to AIC in Equation (7.4) is
introduced to allow the control of severity of the penalty placed on model order,
J (φ) = − log {L (r | k,θk) p (θk | k)}+ γnk. (7.5)
Given the objective function J (φ) to be minimised over the joint space⋃
k∈K ({k} × Cnk), the corresponding Boltzmann distribution [67] can be defined
as,
bT (φ) ∝ exp {−J (φ) /Ti}
= (L (r | k,θk) p (θk | k))1/Ti exp{γnk/Ti}, (7.6)
where Ti is a decreasing cooling schedule with limi→∞ Ti = 0. There exists
many valid types of cooling schedules, such as linear, logarithmic and geometric
schedules. In particular, the logarithmic schedule has been proven to always lead
to convergence but at very slow rate. For real camera placement problems, near-
optimal solutions are often acceptable. Therefore, the geometric schedule with
initial value of T0 has been chosen, as based on a few pilot runs of the experiment,
this schedule leads to a balanced speed and accuracy of convergence.
Ti = ρTi−1, (7.7)
where 0 < ρ < 1 is the cooling coefficient.
The TDSA algorithm proposed involves simulating a non-homogeneous Markov
chain whose stationary distribution at temperature Ti is proportional to bT (φ).
For each temperature, given that the Markov chain is at some current state φ,
the algorithm first selects a move type m from a set of predefined moves, which
are birth mb, death md and update mu with prior probability pm ∈ {pb, pd, pu}. It
then generates a new candidate camera configuration φ′ by sampling an auxiliary
variable u from a known density gm(u). u is subsequently combined with the
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current state φ through some deterministic function h: φ′ = h(φ,u) to produce
the proposed candidate. The move can either change the dimensionality of the
state (i.e. jump to a different model) or the chain can remain at the current
model (i.e. dimension remains unchanged). Last, φ′ is accepted with probability
α(φ, φ′) [46], where
α(φ, φ′) = min
{
1,
bT (φ
′)p′mg
′
m(u
′)
bT (φ)pmgm(u)
∣∣∣∣∂(φ′, u′)∂(φ, u)
∣∣∣∣} , (7.8)
Here p′m is the probability of choosing the reverse move of m and g
′
m is the asso-
ciated known proposal density of the reverse move. For the proposed algorithm,
birth, death and update moves have been selected. The birth and death consti-
tute a pair of reversible moves that allow the state of the chain to grow from k
to k + 1 and decrease from k to k − 1. The reverse move of the update move is
itself. Although other moves, typically merge and split, can be defined, the ones
selected have been tested and found to produce satisfactory results. Each move
will be described in more details in the following sections.
7.5.1 Birth and Death Moves
Birth and death moves are a pair of reversible moves that facilitate model di-
mension changes. The birth move proposed is rather simple: for a given state
φ, a new camera is created randomly and added to φ to form φ′. Similarly the
death move is achieved by randomly removing a camera from the existing camera
configuration. The acceptance ratio of the moves are,
αbirth = min
{
1,
bT (φ
′)pmdnmax
bT (φ)pmb(nk + 1)
}
, (7.9)
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αdeath = min
{
1,
bT (φ
′)pmbnk
bT (φ)pmdnmax
}
, (7.10)
where nmax is a user defined maximum allowable dimension of the models. The
Jacobian term of Equation (7.8) for both birth and death moves can be shown to
be 1. The term nmax was originally derived to be (ntotal − nk), where ntotal is the
total number of candidate cameras from which an optimal subset is to be selected
(more details in Section 7.6.1). The inverse of this term is the probability of
proposing a new camera which is then added to the existing cameras to facilitate
the birth move. For large scale problems, ntotal is a very large number compared
to nmax. The problem with this original form is that all model spaces may be
explored. In camera placement problems, this is rarely necessary as, for example,
if there are 5000 candidate cameras, the model dimension of the optimal solution
will always be much less than 5000 (but the theoretical maximum dimension
size is 5000). Therefore to speed up the optimisation process, nmax is used to
replace (ntotal − nk) so that there is a lower chance of exploring models of high
dimensions. When nmax is passed (i.e. nk > nmax), nmax/nk in Equation (7.9)
starts to decline (note that if using the originally derived term this ratio will not
decline), thus reducing the acceptance ratio of moves that further increase model
dimensionality. Therefore, nmax can significantly reduce the optimisation time
as it eliminates the unnecessary computation of the J(φ) when the dimension of
φ is larger than necessary. The optimisation result is not quite sensitive to the
value of nmax as long as it is slightly smaller, equal or larger than the optimal
model dimension. In case when this prior knowledge about the optimal model
dimension is not available, a relatively large value can be set. This is the case for
all experiments conducted in Section 7.6. This benefit is only evident when the
total number of candidate cameras is large (e.g. hundreds, thousands). When it
is small, nmax does not have any effect as the computation of J(φ) is quick, and
the optimisation can explore the all the model spaces even though some of these
are unnecessary.
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7.5.2 Update Moves
The update move is an important move that allows the estimation of better cam-
era configuration while preserving the dimension of the state. It starts by first
randomly selecting an existing camera from the current state of the configuration,
i.e. select ci from θk and then update this camera with random walk. For exam-
ple, if a camera is described by its location on a planar map and its orientation,
the random walk may be constructed as a consecutive Gaussian perturbations of
the x location, the y location and the orientation, with means being their cur-
rent values and some pre-defined standard deviations. Since the random walk is
symmetrical and the move does not involve dimension changes, the acceptance
probability is reduced to,
αupdate = min
{
1,
bT (φ
′)
bT (φ)
}
. (7.11)
7.5.3 Summary
The steps of the proposed trans-dimensional simulated annealing algorithm for
determining the optimal number of cameras as well as the parameters of each
camera are summarised in Algorithm 7.1. It can be seen from Algorithm 7.1
there is exactly one evaluation of the objective function J (φ) in each iteration
of the Markov chain and all the rest of the computation takes constant time.
Therefore the speed of the proposed algorithm is almost proportional to the speed
of evaluation of J , which is case dependent.
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Algorithm 7.1: Trans-dimensional simulated annealing for determin-
ing the optimal camera configuration.
Function {φopt, smax} ← TDSA (T0, Te, pmb , pmd , φ0, l, γ, ρ)7.1.1
Input:
T0, Te – The initial temperature and the end temperature.
pb, pd, pu – The probability of choosing the birth, death and update
move respectively.
φ0 = (k0,θ0k) – The initial state of the Markov chain, where
k0 – The initial model order.
θ0k – The initial camera configurations.
l, γ, ρ – The chain length, model penalty parameter and cooling
coefficient.
Output:
φopt – The optimal model and the optimal camera parameters.
smax – The optimal value of the objective function Equation 7.5.
begin7.1.2
T ← T0,φ← φ0,smax ← −∞.7.1.3
sc ← J (φ, γ) /*Equation 7.5*/.7.1.4
while T ≥ Te do7.1.5
for j ∈ {1, 2, 3, ..., l} do7.1.6
β ← RAND (0, 1).7.1.7
if β ≤ pb then7.1.8
φ′ ← BIRTH (φ) /*Birth Move*/.7.1.9
sp ← J(φ′, γ) /*Equation 7.5*/.7.1.10
α← ALPHAB(φ′, sp) /*Equation 7.9*/.7.1.11
else if β ≤ pb + pd then7.1.12
φ′ ← DEATH (φ) /*Death Move*/.7.1.13
sp ← J(φ′, γ) /*Equation 7.5*/.7.1.14
α← ALPHAD(φ′, sp) /*Equation 7.10*/.7.1.15
else7.1.16
φ′ ← UPDATE (φ) /*Update Move*/.7.1.17
sp ← J(φ′, γ) /*Equation 7.5*/.7.1.18
α← ALPHAU(φ′, sp) /*Equation 7.11*/.7.1.19
end7.1.20
µ← RAND (0, 1).7.1.21
if µ < α then7.1.22
φ← φ′, sc ← sp.7.1.23
if sc > smax then7.1.24
smax ← sc, φopt ← φ.7.1.25
end7.1.26
end7.1.27
end7.1.28
T ← ρT .7.1.29
end7.1.30
end7.1.31
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7.6 Evaluation
The generalised framework and the proposed TDSA algorithm are evaluated in
a number of ways. The evaluation section starts with a description of the exper-
iment methodology and then compares the proposed approach with Erdem and
Sclaroff’s method [33], the GREEDY algorithm by Zhao et al. [128] and the dual
sampling proposed by Horster and Lienhart [56] in a number of setups. Note that
Erdem and Sclaroff’s methods is based on BIP which produces optimal results but
only for small scale problems. The later two methods are customised heuristics
designed to deal with this shortcoming of BIP but at the expenses of optimality.
Last, the flexibility of the proposed approach is demonstrated through dealing
with a more complex scenario where, apart from achieving 100% coverage, a num-
ber of pre-labelled critical areas are also required to be covered by at least two
cameras.
7.6.1 Experimental Methodology
Since the focus is on establishing a generalised statistic framework for the selecting
the optimal camera configuration and proposing an effective algorithm to deal
with the problem of scalability of BIP, therefore a simple setup has been chosen
to evaluated the proposed algorithm: Given a 2D map of an area and the camera
specifications, the goal is to compute the optimal configuration that uses the least
number of cameras and achieve 1). a desired total coverage of 100% (section 7.6.2)
or 2). a desired total coverage of 100% and 100% coverage of the pre-labelled
critical regions by 2 or more cameras (section 7.6.3).
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Floor Plan
Two floor plans were used in the experiments which are shown in Figure 7.1.
The first floor plan (638 × 616pixel2) is adopted from [33] and the second floor
plan(804 × 733pixel2) is a modification from the real floor plan of a typical uni-
versity building. Both of the floor plans consist of only polygonal areas where
camera coverage is possible and holes (cavities) where camera viewing frustums
are blocked completely or partially.
Coverable Area
Holes
Cam. Coverage 
Cam. Loc. 
Loc. Sample 
(a) Floor plan A
Coverable Area
Holes
Cam. Coverage 
Cam. Loc. 
Loc. Sample 
(b) Floor plan B
Figure 7.1: Floor plans used in the experiments.
Camera Model
Each camera is described by 4 parameters, c = [x, y, o, t], which are x and y
locations, orientation o and type t. The camera type parameter specifies the field
of view and the depth (maximum distance visible in pixels) of the camera. For
omni-directional cameras, orientation is irrelevant and the field of view is always
360◦. The coverage area of a omni-directional camera and that of a PTZ or
perspective camera is depicted in Figure 7.1(a) and Figure 7.1(b) respectively.
Since the input environment map is naturally available in the unit of pixel, there-
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fore most units in the experiments were converted to pixels. In particular, these
include camera locations and coverage area size.If given the real parameters of
a camera, it not difficult to do so. For example, the OmniVision OV9655 has a
pixel size of 3.18 × 10−6m, focal length of 4.85 × 10−3m. Thus the focal length
in pixels is 4.85× 10−3/(3.18× 10−6 = 1525pixels. Assuming a perspective cam-
era is mounted horizontally on a wall at human height, the distance at which
the width of the image of a human head of 20 × 10−2m will be exactly 50pixels
is = 20 × 10−2/(50 × 1525) = 6.1m. If the floor is 26 × 25m2 and the size of
the image of the floor plan is 638 × 616pixel2, then each meter in real world
corresponds to 638/26 = 616/25 = 24.5pixels on the image of the floor plan.
6.1m×24.5pixel/m = 149.45pixels. Therefore the maximum depth of the camera
has to be at most 150pixels to ensure human heads are at least 50pixels wide on
the images captured by the camera.
Sampling
Ideally, the camera parameters are continuous (except the camera type). A cam-
era can be positioned anywhere in an environment and posed at any angle. How-
ever, due to the use of optimisation methods as opposed to closed form solutions,
the parameters were sampled to reduce computation. The 2D environment maps
were divided into grids to allow easier computation of cameras’ coverage regions.
The locations where cameras can exist were restricted to a number of location
samples, which are represented as crosses in Figure 7.1(a) and Figure 7.1(b).
Similarly, the orientations of the cameras (except omni-directional cameras) were
also sampled. The sampling of parameters allows the construction of the set of
candidate cameras (also sometimes referred to as the sampled set), from which
a optimal subset is to be selected to satisfy the user constraint. All approaches
were implemented on a Intel Core 2 Quad 2.5GHz PC with 4GB memory running
7.6 Evaluation 153
Matlab 2010b (64bit). For the BIP optimisation routine required in Erdem and
Sclaroff’s approach, the binprog function from Matlab’s optimisation toolbox was
used.
7.6.2 Performance Comparison
First, 4 experiments were conducted using floor plan A and B to evaluate the
performance of the proposed approach against the alternative approaches: Er-
dem06 [33], Zhao09 [128] and Horster09 [56] under different setups. All the
experiments conducted have the same objective: minimising the number of cam-
eras used to achieve a 100% coverage of the two floor plans. To compute the
likelihood (as required by Equation 7.5) of a particular camera configuration in
satisfying the required constraints, the visibility computation routine described
in [33] is used first to compute the coverage areas of all the cameras in the con-
figuration, which is denoted as COV (φ). Then the likelihood can be computed
by L (r | φ) ∝ exp{− (COV (φ)− rcov)2/2σ2}, where rcov is the desired coverage
percentage, which in this case is 100% and σ is set to 0.1.
The separation between each camera location samples were 90, 60 and 30 pixels
in both x and y directions for the 4 experiments respectively. Two types of
cameras were employed: omni-direction cameras with 360◦ field of view (FoV)
and cameras with 120◦ FoV. Both types of cameras have depth of 150pixels and
the orientation of the 120◦ FoV camera is sampled every 20◦. The 4 experimental
setups are summarised in Table. 7.1. For TDSA, the following parameters were
used: T0 = 10, Te = 10
−4, ρ = 0.99, γ = 10−5, nmax = 200, pb = pd = 0.2.
The results are plotted in Figure 7.3(a) and Figure 7.3(b) and the computed
placements strategies of Exp. 1 and Exp. 3 are shown in Figure 7.3.
The Matlab implementation of BIP (used in Erdem06) uses a branch and bound
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(d) Exp.1(a) Zhao09
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(f) Exp.1(b) TDSA
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Figure 7.2: Plot of the camera configurations computed by all 4 methods for Exp.
1 and 3.
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Table 7.1: Experiments conducted for comparison of different approaches.
Floor Cam. loc Cam. FoV Orientation Depth Num.
plan sep. FoV sep. candidate
Exp. 1(a) A 90 360 NA 150 28
Exp. 1(b) B 90 360 NA 150 28
Exp. 2(a) A 60 360 NA 150 79
Exp. 2(b) B 60 360 NA 150 64
Exp. 3(a) A 30 360 NA 150 304
Exp. 3(b) B 30 360 NA 150 251
Exp. 4(a) A 30 120 20 150 5472
Exp. 4(b) B 30 120 20 150 4518
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Figure 7.3: Number of cameras computed to cover floor plan A (a) and floor plan
B (b). Note that Erdem06 was not able to produce results for Exp.3 and Exp.4.
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algorithm which in the worst case scenario will visit all the possible combinations.
In Exp.1 and Exp.2, the BIP algorithm took less than 10 seconds to complete but
for Exp.3 and Exp.4, where the search spaces were approx. 2300 and 25000, it was
unable to find a solution in feasible time (48 hours in this case). This severely
limits the applicability of Erdem and Sclaroff’s approach to larger scale problems.
The proposed approach, on the other hand, takes a few hours for each experi-
ment despite the rapid growth of search space size from Exp.1 to Exp.4 (Exp.4(b)
took 5.5 hours on a 2.5GHz PC running matlab). It can be seen by inspecting
Figure 7.2(a) and 7.2(b), Figure 7.2(e) and 7.2(f) that both Erdem06 and TDSA
produced results that are almost the same, meaning optimal solutions have been
found by TDSA. Comparing the proposed approach with the other 2 heuristics in
Figure 7.2, it is evident that the results of Horster09 and Zhao09 are much more
cluttered, especially in cases when the search spaces are relatively large (compar-
ing Figure 7.2(i) with 7.2(j), Figure 7.2(k) with 7.2(l), 7.2(m), 7.2(n)). The same
conclusion can be drawn by inspecting the two summary plots in Figure 7.4(a)
and Figure 7.3(b), where the number of cameras used to cover each floor plan
computed by all 4 methods are plotted. Overall, the strategy computed using the
proposed TDSA methods requires 18.6% and 21.2% less cameras than Horster09
and Zhao09 respectively.
In addition, the proposed approach is more flexible as the formulation (Equa-
tion 7.4) penalises the increases in the number of cameras that do not bring
much gain to the coverage. By comparing the results of Erdem06 and TDSA
in Figure 7.3(a) and Figure 7.3(a), it appears that the TDSA out-performs the
optimal BIP method(Erdem06) in Exp.2. This is caused by the fact that the pro-
posed approach omitted a few pixels in the corners, achieving coverage of 99.99%
as opposed to 100% achieved by the alternative approaches. This behaviour is
primarily due to the penalty of the extra camera outweighed the 0.01% coverage
increase in the objective function (Equation 7.5) and thus was not included in
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the optimal set.
7.6.3 Example of A Different User Objective
The objective used in the previous experiments (Exp.1-4) is only a particular case
of the various objectives that can be dealt with by the proposed formulation of
the problem. This section shows the result of computing optimal camera con-
figuration for a different objective and provide an easy way to define likelihood
functions. In real deployment of a camera network for surveillance purposes, cov-
ering the total area to a pre-defined level is often not the only requirement. It is
also sometimes a necessity that some critical areas such as entrances to prohibited
areas are to be monitored by more than one cameras in order to provide redun-
dancy in capturing frontal faces. Shown in Figure 7.4(a) is a modified version
of floor plan A (Figure 7.1(a)). The difference between the two is the addition
of a number of critical regions which are to be covered by at least two cameras.
The total area, as usual, is required to be covered 100%. The likelihood function
required in Equation 7.5 can be written as the product of the two likelihoods that
correspond to the two separate objectives,
L (r | φ) ∝ exp{− (COVtotal (φ)− rtotal)2/2σ2total}
× exp{− (COVcrit (φ)− rcrit)2/2σ2crit} , (7.12)
where COVtotal and COVtotal are the percentage of the total area and the per-
centage of critical regions that are covered by the required number of cameras.
rtotal and rcrit are the desired coverage percentage which in this case is 100%.
σtotal and σcrit is set to 0.1
The parameters used in this experiment were the same as those used in Exp.4(a)
which is listed in Table 7.1. The following parameters were used as input to
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(a) Floor plan with critical regions
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(b) Optimal placement strat-
egy
Figure 7.4: Optimal placement strategy with critical regions covered by at least
2 cameras and other area covered by at least 1 camera.
the proposed TDSA algorithm to compute the optimal camera configurations:
T0 = 10, Te = 10
−4, ρ = 0.99, γ = 10−5, nmax = 200, pb = pd = 0.2.
The resultant placement strategy is shown in Figure 7.4(b) and the total number
of cameras used is 27. Since the total number of candidate cameras is 5472, the
true optimal strategy was not computable using BIP. However, as can be seen
from Figure 7.4(b), the whole area is covered by at least one camera and those
critical regions are fully covered by at least 2 cameras.
7.6.4 Cooling Coefficient
Another set of experiments were conducted to examine the performance of
the proposed TDSA algorithm for values of the cooling coefficient ρ ∈
{0.5, 0.6, 0.7, 0.8, 0.9, 0.95, 0.99} using both floor plan A and floor plan B. The
location of the cameras were sampled every 30 pixels in both x and y directions
and their orientations were sampled every 20◦ degrees. All cameras have FoVs of
120◦ and depth of 150 pixels. The statistics are summarised in Table 7.2.
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It can be seen for Table 7.2 that there is a clear trend: the number of optimal
cameras decreases as the coefficient of the cooling schedule increases from 0.5 to
0.95. The better performance in the number of cameras and coverage overlap is
due to the nature of simulated annealing based algorithms: A smaller coefficient
leads to rapid jumps in temperature which means that if the near-optima are not
sampled at a particular temperature, they will be much less likely to be sampled
at a lower temperature as the temperature will have decreased so much. Therefore
there are higher probability of missing the near-optima for systems with smaller
cooling coefficients. On the other hand, a slow schedule (larger cooling coefficient)
leads to better near-optima solutions at the cost of longer processing time.
Table 7.2: Effect of varying the cooling coefficient ρ.
Exp. Cam. loc ρ Floor Num. Num. opt. Cov.
sep. cand. No. cam
Exp. 5(a) 30 0.5 A 5004 40 96.9%
Exp. 5(b) B 4518 77 93.6%
Exp. 6(a) 30 0.6 A 5004 37 96.6%
Exp. 6(b) B 4518 73 94.5%
Exp. 7(a) 30 0.7 A 5004 33 96.3%
Exp. 7(b) B 4518 63 94.3%
Exp. 8(a) 30 0.8 A 5004 29 96.7%
Exp. 8(b) B 4518 68 96.7%
Exp. 9(a) 30 0.9 A 5004 21 97.1%
Exp. 9(b) B 4518 50 96.0%
Exp. 10(a) 30 0.95 A 5004 18 97.8%
Exp. 10(b) B 4518 34 97.1%
Exp. 11(a) 30 0.99 A 5004 18 98.1%
Exp. 11(b) B 4518 31 97.0%
7.7 Chapter Summary
In this chapter, an approach to the problem of determining the optimal camera
configurations in multi-camera systems has been presented. This is an important
and still unsolved problem and optimal solutions will be of significant benefit
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in the design of multi-camera surveillance networks. The proposed approach in-
cludes a generalised statistical formulation of the problem, taking into account a
set of user constraints, the number of cameras and the parameters of the cam-
eras. A trans-dimensional simulated annealing algorithm has been designed to
compute the optimal configuration. To evaluate the performance, the proposed
approach has been compared with a state-of-the-art method described in [33]
and results show that similar performance to the optimal BIP solution can be
obtained. Compared to the other two heuristics designed to cope with larger
scale problems [56, 128] when BIP cannot handle, the configuration computed by
the proposed approach requires 18% less cameras than [56] and 21% less cameras
than [128]. In order to demonstrate the flexibility of the proposed approach, a
more realistic user objective has been considered: 100% coverage is required for
the whole area and a number of critical regions are to be fully covered by at least
two cameras. The results show that the proposed approach can successfully solve
this problem. Thus, it can be concluded that objective 4 listed in Section 1.2.2
has been successfully achieved.
Chapter 8
Conclusions and Future Work
This thesis has made an attempt to address some of the most common computer
vision problems in the context of distributed wireless smart camera networks.
In particular, these algorithms tackle the problems of multi-object tracking and
localisation in distributed smart camera networks and optimal camera configura-
tion determination. The DWSC platform has a vast practical application domain
but at the same time suffers from tremendous constraints such as limited com-
putational power, bandwidth and energy. The algorithms therefore have been
designed in an scalable, flexible, efficient and accurate manner and have taken
the dominant constraints of the platform into consideration.
Addressing the first problem of multi-object tracking and localisation requires
solving a number of sub-problems, which are calibration of internal parameters,
calibration of the camera network in terms of the ground plane homographies for
each camera and object handover for tracking. The second problem of camera
placement appears naturally when these pervasive devices are put into real use.
The locations, orientations, the lens types etc. must be chosen in a way that
some kind of user requirement is optimised. More specifically, the research in
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8.1 Self-calibration of the Internal Parameters of Wireless Smart
Cameras
these areas has led to four major algorithms:
1. An algorithm which can automatically compute the internal parameters of
the camera, without the need for manual input or specific calibration object.
2. An approach which can automatically find the spatial relationship between
cameras as well as between each camera and the real-world scene (i.e. the
ground plane homography for each camera). The approach is autonomous
and accurate for the purpose of object localisation in a large scale dis-
tributed wireless smart camera networks.
3. A strategy to deal with the problem of target handover between non-
overlapping wireless smart cameras in a multi-object tracking system. The
algorithm is scalable and introduces minimal communication overhead.
4. An approach which finds the optimal camera configurations given a user
objective (or multiple objectives) and a set of constraints. An example of
this task can be the computation of the optimal cameras’ positions and
orientations to achieve a 100% coverage while minimising the number of
cameras used. The approach is able to accommodate a large number of
cameras and offers adequate accuracy.
8.1 Self-calibration of the Internal Parameters
of Wireless Smart Cameras
Chapter 4 presented an approach for the automatic calibration of low-cost cam-
eras which are assumed to be restricted in their freedom of movement to either
pan or tilt movements. Camera parameters, including focal length, principal
point, lens distortion and the angle and axis of rotation, can be recovered from
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a minimum set of two images captured by the camera, provided that the axis of
rotation between the two images goes through the camera’s optical centre and
is parallel to either the vertical (panning) or horizontal (tilting) axis of the im-
age. In addition, the approach includes a modified RANdom SAmple Consensus
(RANSAC) algorithm, as well as improved integration of the radial distortion
coefficient in the computation of inter-image homographies. It has been shown
that these modifications are able to increase the overall efficiency, reliability and
accuracy of the homography computation and hence the calibration procedure
using both synthetic and real image sequences.
8.2 Autonomous Calibration of Wireless Smart
Camera Networks and Object Localisation
Most current approaches to camera network calibration involves human input,
which limits the scalability and flexibility of the networks, prohibiting their use
in distributed wireless smart camera networks. To overcome this, Chapter 5
presented a novel approach for calibration of a network of distributed wireless
smart cameras covering a large observation area with non-overlapping fields of
view, which can then be used for locating and tracking objects.
In the proposed approach, a robot travels through the camera network while
updating its position in a global coordinate frame, which it broadcasts to the
cameras. The cameras use this, along with the image plane location of the robot,
to compute a mapping from their image planes to the global coordinate frame.
This is combined with an occupancy map generated by the robot during the
mapping process to track the objects. The presented results include a nine node
indoor camera network to demonstrate that this autonomous approach is feasible
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Smart Cameras
and offers an acceptable level of accuracy in terms of object locations.
8.3 Object Association for Tracking in Non-
overlapping Wireless Smart Cameras
Chapter 6 presented a highly-scalable, distributed strategy to object tracking in
wireless smart camera networks with limited resources. In the approach, cam-
eras transmit descriptions of objects to a subset of neighbours, determined using
a predictive forwarding strategy. The received descriptions are then matched at
the “next” cameras on the objects’ path using a probability maximisation process
with locally generated descriptions. It has been shown that the predictive for-
warding and probabilistic matching strategy can significantly reduce the number
of object-misses, ID-switches and ID-losses; it can also vastly reduce the number
of required transmissions over the conventional broadcast scenario.
8.4 Statistical Determination of Optimal Cam-
era Configuration
Chapter 7 described a solution to the problem of selecting optimal camera configu-
rations (camera locations, orientations etc.) for multi-camera networks. Previous
approaches largely focus on proposing various objective functions to achieve dif-
ferent tasks. Most of them, however, do not generalise well to large scale networks.
To tackle this, a statistical formulation of the problem has been introduced and a
trans-dimensional simulated annealing algorithm has been proposed to effectively
solve the problem. Results show that similar performance to the optimal BIP so-
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lution can be obtained on small scale problems and on large scale problems, the
proposed approach is more efficient than the two heuristics designed to deal with
the problem of BIP.
8.5 Future Work
This dissertation has contributed to several areas of video surveillance in dis-
tributed wireless smart cameras networks, however, there are still a number of
gaps that can be addressed. Future work that can potential improve the proposed
algorithms or open up new avenues of research are summarised below.
• The proposed self-calibration of internal parameters (Chapter 4) may be
extended so that the assumption of constant internal parameters can be
alleviated. The resultant calibration algorithm can then find its use in
more general PTZ cameras.
• The autonomous calibration of camera network (Chapter 5) current only
computes the homography between each camera and the ground, which is
assumed to be a flat surface. With a more advanced robot the full calibra-
tion in terms of cameras’ actual position and orientation may be obtainable.
When these calibrated cameras are used for object localisation, the assump-
tion that objects move on a common flat surface is no longer needed.
• For the purpose of localisation, a single homography is used (Chapter 5) to
locate the foot the object (e.g. people’s foot positions). However, it may
be feasible to compute a multi-level homography [62, 63] for each camera
so that heads of objects are located. For most cameras, head detection is
much more accurate than foot detection which is subject to shadows.
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• Fusion of multi-camera input has not been a focus of research and may be
applied in cases when two cameras share overlapping regions.
• The predicative forward presented in Chapter 6 can be extended to more
complex learning and inference algorithms such as probabilistic graphical
models.
• The camera placement approach presented in Chapter 7 only considered
two different user requirements. Other constraints and requirements can
be investigated and incorporated into the generalised formulation and the
associated tuning of TDSA parameters to achieve the desirable outcome.
The constraints may include maximising the probability of capturing frontal
faces, success rate of target hand-off or combinations of different objectives.
• The camera placement approach presented in Chapter 7 can be extended
to take 3D environmental and camera models for more realistic results.
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