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Landau-Zener transitions for Majorana fermions
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One-dimensional systems obtained as low-energy limits of hybrid superconductor-topological in-
sulator devices provide means of production, transport, and destruction of Majorana bound states
(MBSs) by variations of the magnetic flux. When two or more pairs of MBSs are present in the
intermediate state, there is a possibility of a Landau-Zener transition, wherein even a slow varia-
tion of the flux leads to production of a quasiparticle pair. We study numerically a version of this
process, with four MBSs produced and subsequently destroyed, and find that, quite universally, the
probability of quasiparticle production in it is 50%. This implies that the effect may be a limiting
factor in applications requiring a high degree of quantum coherence.
Hybrid structures that consist of a strong three-
dimensional topological insulator (TI) in contact with
conventional (s-wave) superconductors have been pre-
dicted to host exotic excitations—Majorana fermions and
Majorana bound states (MBSs) [1–4]. In particular, Fu
and Kane [1] have argued that a TI-based Josephson
junction (JJ) with a phase difference of pi hosts a lon-
gitudinally propagating Majorana fermion and, if the
phase varies gradually along the junction, the fermion is
trapped, near the point where the phase crosses pi, into an
MBS. The trapping mechanism is that of Ref. [5]. If such
a junction is made a part of a superconducting interfer-
ometer (SQUID), the phase difference can be controlled
by the magnetic flux. As a result, it becomes possible to
produce, transport, and annihilate MBSs by varying the
flux. Such a process has been considered theoretically in
Ref. [6].
The mechanism of Ref. [5] as a means of producing
and manipulating MBSs is quite generic. For example,
an MBSs can be trapped by a spatial variation of the
modulus of the pairing amplitude, rather than its phase.
Under suitable conditions, that occurs, for instance, in a
device that consists of a number of superconducting (SC)
contacts deposited along a TI nanocylinder or nanoprism
(Fig. 1). Our interest in this system has been stimulated
by the experiments of Kayyalha et al. [7] on nanostruc-
tures of this type.
Because this system presents a potentially useful alter-
native to a planar SQUID, and to underscore the gener-
ality of the trapping mechanism, let us briefly describe
the argument for the existence of MBSs in it (full de-
tails will be published elsewhere [8]). The argument is
based on the Hamiltonian of Fu and Kane [1] adapted to
a cylindrical surface [9] and coupled to an external vector
potential Ax.
Unlike Refs. [3, 4], we do not assume that the
proximity-induced pairing amplitude ∆(x, y) in the
Hamiltonian of the TI surface states extends over the
entire circumference. Rather, each contact has a break,
in which ∆(x, y) = 0. The break turns each contact into
a quantum interferometer, which can be controlled by the
longitudinal magnetic flux Φ.
Suppose the SC layer is thick enough to lock the phase
of ∆ to Ax, that is
∆(x, y) = ∆˜(x, y)e−2ieAxx , (1)
where ∆˜ ≥ 0 is real; e > 0 in the exponent is the
magnitude of the electron charge. Ax has been made
x-independent by a gauge choice, so that Φ = AxLx,
where Lx is the circumference. Note that, for a general
Ax, the state (1) is possible only because the phase of ∆
is not restricted by periodicity in x. That would not be
so in the absence of a break in the SC layer.
The simplest case is when the chemical potential µ is
a constant, while ∆˜(x, y) is a slowly varying function of
y, ∆˜(x, y) = ∆˜0(y), for −w < x < w and zero otherwise
(here we consider the version in which w is independent of
y). In this case, we can at first neglect ∂y in the Fu-Kane
Hamiltonian. We then find that, for any Φ in a certain
range, there is a value ∆˜0 = δ(Φ) at which the Hamilto-
nian has zero-energy states. With ∂y reinstated, intersec-
tions of ∆˜0(y) with δ(Φ) become locations of MBSs (see
Fig. 1). As Φ changes between 0 and Φ0 = pi~/e (the su-
perconducting flux quantum), these MBSs are produced,
travel, and disappear, as the intersection points would. If
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FIG. 1: (Left) Cross section of a SC contact deposited on
the surface of a TI nanocylinder. The TI surface is shown by
a thicker line. (Right) Proximity-induced pairing amplitude
modulus in the TI, as a function of the longitudinal coordi-
nate, for the case when two such contacts are present. The
dashed horizontal line represents the value δ(Φ) (defined in
the text) for some longitudinal flux Φ. As Φ changes, δ(Φ)
sweeps through the range of ∆˜0. The points where it inter-
sects ∆˜0(y) are locations of MBSs (shaded circles).
2∆˜0(y) is not slowly varying, stability of an isolated MBS
can be argued by using a mod 2 index, similarly to the
argument in the discussion of global anomaly in Ref. [10].
In trapping by modulus, as in trapping by phase [1],
the low-energy theory of the MBSs is based on the one-
dimensional (if we only count the spatial dimensions)
Dirac equation, with the additional “reality” restriction
on the fermion. One can show that this low-energy theory
applies also to SC-semiconductor wire hybrids, proposed
as a platform for MBSs in Refs. [11, 12], so our results
hold for that case as well. The MBSs are trapped by
the mechanism of [5] on “kinks”—simple zeroes of the
fermion mass term.
Here, we would like to address one particular aspect
of the physics of that low-energy theory. The energy of
two well-separated MBSs is exponentially small for large
separations. So, in a long enough device, the process
described above can be viewed as a passage through an
anti-crossing of two or more exponentially close energy
levels. If the process is adiabatic on the scale of the
typical quasiparticle energy but not on the scale of the
exponentially small level spacing of the MBSs, one may
ask if there is a version of the Landau-Zener (LZ) effect,
namely, a significant probability of transition from the
ground to an excited state.
The difference between the present case and the stan-
dard LZ case [13] is two-fold. First, there is a differ-
ence in the language of description. The Fermi statistics
is best described by second quantization, so the natu-
ral language to discuss the process in our case is that of
particle production by a time-dependent external field.
If the system starts in the ground state with no MBSs,
then goes through production, transport, and annihila-
tion of those—so that none are left in the final state—it
will in general end in a linear combination of the ground
state and states containing quasiparticles. Using the for-
malism of in- and out-states, we can write this as
|0in〉 = f0|0out〉+ f2b†c†|0out〉+ . . . , (2)
where b† and c† are quasiparticle creation operators, and
f0, f2 are the transition amplitudes. Note that even in
the simplest case (when the additional terms indicated by
. . . are absent), the process requires participation of at
least two quasiparticle modes (corresponding to the two
operators in (2)). A pair of MBSs gives rise to a single
excitation mode, so we conclude that the minimal setup
in which a non-trivial effect is possible is that involving
four MBSs.
The second difference between our problem and the
original LZ calculation is that the latter applies to a spe-
cific form of anti-crossing of levels, namely, an avoided
crossing of two straight lines. That form is generic when
the off-diagonal elements of the 2 × 2 reduced Hamilto-
nian are approximately constant at the crossing point,
while the diagonal terms have simple zeroes. In our case,
however, the matrix elements do not have this structure:
if one were to neglect the overlap between the MBSs,
their energies would be zero identically.
One may compare the effect described here to transi-
tions induced by a change of the phase difference between
the ends of a proximity-coupled wire that supports two
MBSs at the ends [14] or to LZ transitions induced by
a phase sweep in a wire that supports four MBSs—two
at the ends and two more in the middle [15–17]. The
difference is that, in either of those cases, the MBSs ex-
ist permanently, while in our case they are only present
during the intermediate stages. Note in this connection
that the avoided crossing considered in Refs. [15–17] is of
the conventional straight-line type.
Here, we describe a computation of the LZ effect—or,
equivalently, particle production—in the setting corre-
sponding to Fig. 1, defined in particular by the absence
of MBSs in the initial and final states and by exponen-
tial crossing of the levels. We consider the minimal case
identified above: two kink-anti-kink pairs, the relative
positions (and existence) of the kinks and antikinks being
controlled by a single parameter, the separation a. The
computation is done within the 4-dimensional subspace
comprised of the first-quantized fermion states with ener-
gies closest to zero. We construct the 4× 4 S-matrix for
these states by numerically solving the evolution equa-
tions and then convert it into a second-quantization re-
lation of the form (2).
We find that a pair of quasiparticles is produced with
probability 50%, i.e., f2 = f0 = 1/
√
2 (with no additional
terms present). This result has a curious degree of uni-
versality: as far as we can tell, it applies regardless of the
detailed form of the wavefunctions, as long as the condi-
tions of adiabaticity (as defined above) and presence of
well-separated MBSs during the intermediate stage are
intact. With these values of f0 and f2, Eq. (2) becomes
equivalent to a fusion rule for non-Abelian anyons in the
two-dimensional model of Ref. [18]. That rule has been
predicted to hold also for MBSs localized on triple junc-
tions in a TI-based JJ circuit [1].† One implication of the
universal nonzero value of f2 is that any novel technol-
ogy that aims to manipulate MBSs will have to contend
with the possibility of quasiparticle production and its
associated effects (decoherence, heating, etc.).
† For that system, derivation of the fusion rule can rely on the
premise that the Majorana fermions γ1, . . . , γ4 are “immutable,”
i.e., the same (apart from a single sign change [1]) before and
after the transition; only their interactions change. That is not
a priori obvious in our case, as the MBSs are produced at one
point and destroyed at another. The direct method described
here is free of any such assumption.
3Experimental verification of Eq. (2) for the system of
Fig. 1 is possible along the lines proposed for the planar
circuit in Ref. [1] (and adapted to nanowires in Ref. [19]).
Namely, a measurement of the Josephson current be-
tween the contacts will produce one of two different val-
ues, depending on which component of the linear super-
position is projected out, with 50% probability for each.
Our starting point then is the (1+1)-dimensional Dirac
equation with a y-dependent mass (y is the coordinate
along the single spatial dimension):
i∂tΨ = [−iσy∂y +M(y)σz]Ψ ≡ H2Ψ . (3)
Here Ψ is a two-component fermion operator, and σ are
the Pauli matrices. (We set both ~ and the velocity pa-
rameter to 1.) The first-quantized Hamiltonian H2 de-
fined in (3) has a particle-hole symmetry: if
Vn(y) = [An(y), Bn(y)]
T (4)
is an eigenstate of H2 with energy En, then
V ′n(y) = [Bn(y), An(y)]
T (5)
is also an eigenstate, with energy −En. Because H2 is
real, we can choose both An and Bn to be real as well.
The Majorana case occurs when the components of Ψ
are constrained to be Hermitian conjugate of each other:
Ψ = (ψ, ψ†)T . (6)
In this case, the operator solution to (3) is
Ψ(y, t) =
∑
n
′
[anVn(y)e
−iEnt + a†nV
′
n(y)e
iEnt] , (7)
where an, a
†
n are fermionic annihilation and creation op-
erators, and the prime on the sum indicates that each
pair of states Vn, V
′
n related by the particle-hole symme-
try is included only once; in particular, En ≥ 0.
A single simple zero of M(y) (a “kink”) in the infi-
nite system would be a location of a Jackiw-Rebbi bound
state [5], for which En = 0 and Vn = V
′
n up to a sign.
Substituting this into (7) we see that both components of
Ψ are expressed through a single Hermitian linear combi-
nation of an and a
†
n, a Majorana fermion. Motivated by
realistic examples, for which (3) is the low-energy limit,
we consider instead the case when M(y) has an even
number of kinks, which can be produced and destroyed
in pairs by variations of M(y). In this case, there are
no strictly vanishing En but, when all the kinks are well
separated, there are some exponentially small En > 0,
one for each pair of kinks.
Next, we review the origin of LZ transitions. Sup-
pose a first-quantized Hamiltonian H depends slowly on
time, and there are two or more eigenstates Vn(t) of the
instantaneous H(t) whose energies, En(t), undergo an
avoided crossing. To the extent we can restrict the time
evolution to the subspace spanned by these eigenstates,
we can search for a solution to the full time-dependent
Schro¨dinger equation (SE) i∂tΨ(t) = H(t)Ψ(t) in the
form
Ψ(t) =
∑
n
cn(t)Vn(t)e
−i
∫
t Endt
′
. (8)
Projecting the SE back onto the subspace, one obtains
evolution equations for the coefficients cn. If, as in the
present case, the eigenfunctions are real, these equations
simplify into
∂tcm +
∑
n6=m
ei
∫
t
∆Emndt
′
Πmn(t)cn = 0 , (9)
where ∆Emn(t) = Em(t)− En(t), and
Πmn(t) = −Πnm(t) = 〈Vm|∂tVn〉 . (10)
Two limiting cases can be considered. When a Πmn(t)
varies slowly compared to the phase factor accompanying
it in the equations, even a large Πmn(t) will be ineffec-
tive; this is the adiabatic limit. In the opposite limit,
of interest to us here, all ∆Emn can be neglected during
the entire time when Πmn are operational. Then, proba-
bilities of transition between different Vn are determined
solely by Πmn(t).
Note that in the latter limit, if H depends on time
through a dependence on a parameter a, time can be
removed from the equations entirely, by replacing ∂t with
∂a in both (9) and (10). In other words, the precise form
of the a(t) dependence does not matter (as long as the
conditions allowing the use of the limit are satisfied). In
the original LZ case, corresponding to an anti-crossing of
two levels represented by straight lines, the probability
of the transition in this limit approaches unity [13]. For
the present case, it must be computed anew.
The case of four states (with real wavefunctions) in-
volves four time-dependent coefficients, c0 through c3,
and six distinct matrix elements Πmn of the form (10).
We consider four eigenstates ofH2, Eq. (3), with energies
closest to zero and label them in the order of increas-
ing energy, so that the particle-hole symmetry relates V0
(the lowest-energy state of the four) to V3, and V1 to
V2. In our earlier notation, this means that V0 = V
′
3 and
V1 = V
′
2 . In the limit when all the energy differences are
small (in the above-stated sense), the evolution equations
become
∂tcm +
∑
n6=m
Πmn(t)cn = 0 , (11)
where m,n = 0, . . . , 3.
4We have obtained the eigenstates Vn required for
computation of Πmn by discretization of (3) on a one-
dimensional grid and numerical diagonalization. The
fermions are assumed to obey antiperiodic boundary con-
ditions on the segment 0 ≤ y ≤ Ly. In the continuum
limit, we aim forM(y) = φ(y), where φ(y) is composed of
kinks and antikinks at positions ya = yL−a, yb = yL+a,
yc = yR − a, and yd = yR + a, as follows:
φ(y) = φ0 [−1 +K(y − ya, ξL)−K(y − yb, ξL)
+K(y − yc, ξR)−K(y − yd, ξR)] , (12)
where
K(y, ξ) = tanh(y/ξ) (13)
is the kink, and −K is the antikink; φ0 > 0 is a constant.
(In the discrete version, it is convenient to deviate some-
what from M(y) = φ(y) in order to better preserve the
continuum form of the MBS wavefunctions.)
In each simulation, we pick specific values of the pa-
rameters φ0, yL, yR, ξL, ξR and vary a, the remaining
parameter, which controls the kink-antikink separation.
When a = 0, we have φ = −φ0, a uniform state with-
out kinks or MBSs. As a increases from zero, a kink-
antikink pair appears at y = yL and another at y = yR.
At large enough a, two kinks disappear through the ends
of the segment, and two annihilate in the middle. So,
they travel exactly as the intersection points in Fig. 1 do
when the horizontal line sweeps through the range of ∆˜0
from top to bottom. We choose yL and yR to be closer to
the middle of the segment than to the ends, so the kinks
heading towards the middle disappear first.
Fig. 2 shows the result of a numerical integration of
(11) with the initial condition c0 = 1, cn = 0 for n > 0 for
a particular choice of the parameters, together with the
behavior of the four levels in question. We see a nontrivial
evolution of cn during the time all the four levels are
close to one another. Note that at the largest value of
a shown, there are still two MBSs, corresponding to a
kink and an antikink near the ends of the interval. Their
motion, however, does not produce any further change in
cn, confirming the expectation that the minimum of four
MBSs is required for a nontrivial effect. (That can also
be verified in a simulation in which only two MBSs are
produced from the start.)
Let us combine the four cn into a column
C = (c0, c1, c2, c3)
T (14)
and refer to the asymptotics of C at small and large a as
Cin and Cout, respectively. We can then define a 4 × 4
S-matrix connecting these asymptotics,
Cout = SˆCin . (15)
-0.6
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FIG. 2: Evolution of the coefficients cn (solid lines), obtained
by numerical integration of Eq. (11) for φ0 = 5, yL = 3,
yR = 7, ξL = 0.4, ξR = 0.2, Ly = 10, together with the
corresponding eigenvalues of the instantaneousH2(a) (dashed
lines).
Numerically, we find
Sˆ =


1
2
− 1
2
1
2
1
2
1
2
1
2
1
2
− 1
2
− 1
2
1
2
1
2
1
2
1
2
1
2
− 1
2
1
2

 (16)
(For instance, the first column of this can be read off
Fig. 2.) We find this result to be quite generic, i.e., equiv-
alent S-matrices are obtained for different values of the
parameters (provided four well-separated MBSs occur in
the intermediate state).
To go over to second quantization, we replace the com-
ponents of Cin and Cout with two sets of creation and
annihilation operators, as follows:
Cin = (a
†
3
, a†
2
, a2, a3)
T , (17)
Cout = (b
†
3
, b†
2
, b2, b3)
T . (18)
Note that, as prescribed by (7), we associate annihilation
operators with the positive energy exponentials, and cre-
ation operators with the negative energy ones. Eq. (15)
becomes a Bogoliubov transformation relating the two
sets.
Suppose the system is in the in-vacuum, defined by the
conditions
a2|0in〉 = a3|0in〉 = 0 . (19)
We wish to express |0in〉 through the out-states, in par-
ticular, the out-vacuum, defined by
b2|0out〉 = b3|0out〉 = 0 . (20)
5Inverting (15), we find
a2 =
1
2
(b†
3
+ b†
2
+ b2 − b3) , (21)
a3 =
1
2
(b†
3
− b†
2
+ b2 + b3) . (22)
The solution to (19) then is
|0in〉 = 1√
2
(1 − b†
2
b†
3
)|0out〉 , (23)
which shows that there is a 50% probability to produce
a quasiparticle pair.
The configuration (12) describes annihilation of
counter-propagating kinks that have been produced (in
pairs) at two different locations, yL and yR. One may
also consider the case when two pairs appear at the same
point (say, the middle of the interval) at different times,
and the kink from one pair eventually catches up with the
antikink from the other. (This can occur, for instance,
for Josephson vortices in a planar SQUID that contains
a long junction of the type considered in Ref. [6].) We
have found that the S-matrix for that case is equivalent
to (16), so the probability of quasiparticle production is
again 50%.
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