In this paper we study the obstacle problems for the Navier (spectral) fractional Laplacian (−∆ Ω ) s of order s ∈ (0, 1), in a bounded domain Ω ⊂ R n .
Introduction
Let Ω be a bounded and Lipschitz domain in R n , n ≥ 1. Given s ∈ (0, 1), a measurable function ψ on Ω and f ∈ H s (Ω) ′ , we consider the variational inequality
Here (−∆ Ω ) s is the spectral (or Navier) fractional Laplacian, that is the s-th power of the standard Laplacian in the sense of spectral theory, and
We will always assume that the closed and convex set K s ψ is not empty, also when not explicitly stated.
Problem P Ω (ψ, f ) admits a unique solution u, that can be characterized as the unique minimizer for
(1) eq:minimization
The variational inequality P Ω (ψ, f ) is naturally related to the free boundary problem
(2) eq:problem as well. In fact, it is easy to show that any solution u ∈ H s (Ω) to (2) satisfies P Ω (ψ, f ), see Remark 4.4. The converse needs more care. One of the main motivations of the present paper was indeed to find out mild regularity assumptions on the data, to have that the solution u to P Ω (ψ, f ) solves the free boundary problem (2) . Problem (2) has been largely investigated in case (−∆ Ω ) s is replaced by the "Dirich-
, that is defined via the Fourier transform by
R n e −i ξ·x u(x) dx , (3) eq:fourier see Section 6 for details. On this subject, we cite the pioneering paper [24] by Louis E. Silvestre, [2, 4, 6, 10, 20, 21, 23] and references there-in, with no attempt to provide a complete list. As far as we know, the variational inequality P Ω (ψ, f ) and the free boundary problem (2) has never been discussed before. Actually, the "Navier" case is more challenging, because of the dependence of the differential operator (−∆) s on the domain. This extra difficulty led us to investigate in Section 2 the dependence Ω → (−∆ In Section 3 we focus our attention on the action of (−∆ Ω ) s on truncations v → v ± .
The results here are essentially used in the remaining part of the paper, as they provide the needed tools to construct test functions for P Ω (ψ, f ). Once we have developed the above mentioned tools, we indicate how to modify the arguments in [20] to find out useful equivalent formulations and continuous dependence results for P Ω (ψ, f ), see Section 4. Section 5 is entirely dedicated to regularity results. Most of the proofs here follows the outlines of the proofs in [20] . However here again more attention is needed because of the dependence Ω → (−∆ Ω ) s ; the preliminary results in Section 2 will be crucially used in the proof of our main regularity result, that is stated in Theorem 5.1.
In the last section we take f = 0 and compare the solution to P Ω (ψ, f ) with the solution of the corresponding variational inequality with Dirichlet fractional operator (−∆) s . The main result is stated in Theorem 6.3.
Notation. For a bounded and Lipschitz domain Ω ⊂ R n we denote by −∆ Ω the conventional Dirichlet Laplacian in Ω, that is the self-adjoint operator in L 2 (Ω) defined by its quadratic form
We denote by λ j , j ≥ 1, the eigenvalues of −∆ Ω arranged in a non-decreasing unbounded sequence, according to their multiplicities. Corresponding eigenfunctions
form an orthogonal bases in L 2 (Ω) and in H 1 0 (Ω), and we assume them orthonormal in L 2 (Ω).
where the first series converges in H 1 0 (Ω), while the second one has to be intended on the sense of distributions. Thus
Next, take s ∈ (0, 1). The "Navier" (or spectral) fractional Laplacian of order s on Ω is defined by the series (in the sense of distributions)
It is known that the domain of the corresponding quadratic form (−∆ Ω ) s u, u is the space 
Notice that ϕ j is the eigenfunction of (−∆ Ω ) s corresponding to the eigenvalue λ s j . That is, (−∆ Ω ) s is the s-th power of −∆ Ω in the sense of spectral theory. We recall here some basic facts from [25] . For u ∈ H s (Ω) we put
The results in [25, Theorem 1.1] (see also Section 2 there-in), and integration by parts imply that
eq:ST_energy for an explicitly known constant c s > 0. In addition, we have that (5) it follows that for any function w on R n × R + with finite energy E(w), one has
(6) eq:w_variationa 2 Dependence of the Navier Laplacian on Ω
S:ST
The following statement was in fact proved in [18] , see also [19] . We give it with full proof for reader's convenience.
L:lemma2 Lemma 2.1 Let Ω, Ω be bounded and Lipschitz domains in R n , with Ω ⊂ Ω. Let
Proof. Let w 
and the maximum principle gives W > 0 on Ω × R + . Applying the Hopf-Oleinik boundary point lemma (see [17] , [1] ) to the function W (x, t 1 2s ), we obtain 0 < 2s lim
The conclusion readily follows from (5).
Now let Ω h , h ≥ 1, be a sequence of uniformly Lipschitz domains such that 
Let us recall some facts from [9 
provided that eigenfunctions corresponding to multiple eigenvalues are suitably chosen.
Now we start to study the behavior of the fractional Laplacian (−∆
The next lemma, of independent interest, will be crucially used in the proof of our regularity results.
Proof. Clearly, u is the weak limit of the sequence u h in H s (B R ) and u h → u almost everywhere. Hence u ∈ H s (Ω). Next, for any integer m ≥ 1 we have that
by (9) . Thus
Taking the limit as m → ∞ we infer lim inf
that ends the proof.
Proof. The first claim is an immediate consequence of Lemmata 2.1 and 2.2. Now take any test function v ∈ H s (Ω) and use i) to get 
Truncations runcations
Truncation operators play an important role in studying obstacle problems. For measurable functions v, w we put
In addition, from (6) we get
It is well known that ∇w (10) and (4) give
and i) with a large inequality follows. Now assume that equality holds in i). We have to show that v + m is nonnegative or nonpositive. Since equality holds everywhere in (12) , then E((w
with nonnegative boundary datum (v + m)
− . By the maximum principle either (w
2 . Thus iii) holds true, and the lemma is completely proved. 
Next, we notice that ii) in Lemma 3.1 with m = 0 gives the well known weak maximum principle for (−∆ Ω ) s . A strong maximum principle was proved in [7, Lemma 2.4] . 
Equivalent formulations and continuous dependence results

equivalent
We start by recalling the notion of (distributional) supersolution.
Thanks to the results in the previous section, the arguments in [20, Section 3] can be easily adapted to cover the problem P Ω (ψ, f ). We start by pointing out some equivalent formulations for P Ω (ψ, f ). For the proof, argue as for [20, Theorem 3.2] .
T:sup Theorem 4.2 Let u ∈ K s ψ . The following sentences are equivalent.
a) u is the solution to the problem P Ω (ψ, f );
The next corollary is an immediate consequence of a) ⇒ b) in Theorem 4.2.
compare_f Corollary 4.3 Let f 1 , f 2 ∈ H s (Ω) ′ and let u i be the solution to P Ω (ψ, f i ), i = 1, 2. If
be identified with a nonnegative Radon measure on Ω. Assume that the support of this measure is contained in the coincidence set {u = ψ}, so that u solves the free boundary problem (2) .
Now we can state our continuous dependence results. The proof of the next theorem is totally similar to the proof of Theorem 4.1 in [20] , and we omit it.
T:bounded1 Theorem 4.5 Let ψ 1 , ψ 2 be given obstacles, f ∈ H s (Ω) ′ and let u i be solutions to
, then the difference u 1 − u 2 is bounded, and
In particular,
a.e. in Ω, (13) eq:Linf where ω f solves the problem
eq:e and c depends only on n, s, p and Ω. In particular, if f = 0 then
Proof. Notice that f ∈ H s (Ω) ′ by Sobolev embedding theorem. Since u is supersolution of (14), the first inequality in (13) follows by the maximum principle in Remark 3.3.
To prove the second inequality in (13) we introduce the functions ω
It has been proved in [20] , proof of Corollary 4.2, that ω 
f + , and the second inequality in (13) readily follows.
To prove the next continuous dependence results, argue as in [20] , proofs of Theorems 4.3 and 4.4, respectively.
T:Linfty Theorem 4.7 Let ψ h ∈ L ∞ (Ω) be a sequence of obstacles and let f ∈ H s (Ω) ′ be given.
Assume that there exists v 0 ∈ H s (Ω), such that v 0 ≥ ψ h for any h.
Denote by u h the solution to the obstacle problem
, where u is the solution to the limiting problem P Ω (ψ, f ).
T:Hs2 Theorem 4.8 Let ψ h ∈ H s (R n ) be a sequence of obstacles such that ψ + h ∈ H s (Ω), and let f h be a sequence in H s (Ω) ′ . Assume that
where u is the solution of the limiting obstacle problem P Ω (ψ, f ).
Regularity results
egularity1
Let u be the solution to P Ω (ψ, f ). In this Section we provide estimates of the Radon measure (−∆ Ω ) s u − f ≥ 0 in Ω and a regularity result for u. The results in Section 2 will be largely used.
Recall that ω f is the solution to the boundary value problem (14) .
T:measure Theorem 5.1 Assume that f ∈ H s (Ω) ′ and that f, ψ satisfy the following conditions.
Let u ∈ H s (Ω) be the solution to P Ω (ψ, f ). Then
Proof. The first step is quite similar to the Dirichlet case ([20, Theorem 1.1]) and is based on the penalty method by Lewy-Stampacchia [15] . Notice that we can assume f = 0, ψ ∈ H s (Ω) and ψ ≥ 0 in Ω. In fact, since
In conclusion, we only have to show that 
We take p ≥ 2n n+2s
, that is needed only if n > 2s. Then
Take a function θ ε ∈ C ∞ (R) such that 0 ≤ θ ε ≤ 1, and θ ε (t) = 1 for t ≤ 0, θ ε (t) = 0 for t ≥ ε. Let u ε ∈ H s (Ω) be the unique solution to
in Ω. Therefore, using ii) in Lemma 3.1 with v = ψ − u ε and m = 0 one gets (ψ − u ε ) + ≡ 0. In particular we infer that
a.e. in Ω. Then again ii) in Lemma 3.1 plainly implies (u ε − u − ε) + ≡ 0. In conclusion,
we have u ≤ u ε ≤ u+ε, hence u ε −u ∞ → 0 as h → ∞. Therefore, for any nonnegative test function ϕ ∈ C ∞ 0 (Ω) we have that
+ in the distributional sense in Ω, and (16) is proved.
The second step uses an approximation argument that requires to enlarge the domain Ω. It needs more care than in the Dirichlet case, because of the dependence of the Navier quadratic form on the domain. Let Ω h ⊃ Ω, h ≥ 1, be a sequence of uniformly Lipschitz domains satisfying (8) . The convex set
We claim that
Fix h, and approximate ψ with a sequence of smooth obstacles ψ k = ψ * ρ k , where
) as k → ∞ by Theorem 4.8, and (16) gives
Next, ((−∆ Ω h ) s ψ) + * ρ k is a nonnegative smooth function, and
+ in the sense of measures,
and (18) follows.
The last step is the passage to the limit in (18) as the domains Ω h shrink to Ω. It makes the main difference with respect to the Dirichlet case. We notice that u ∈ H s (Ω h ) and in particular u ∈ K h (ψ). Therefore, using the variational characterization of u h as the solution to (P Ω h ) and Lemma 2.1 we find (20) implies that the sequence u h is bounded in H s (B R ), and therefore we can assume that u h →ũ weakly in H s (B R ). Using Lemma 2.2 and (20) we readily getũ ∈ H s (Ω) and
On the other hand, u h →ũ almost everywhere and u h ≥ ψ on Ω. Thusũ ∈ K s ψ . Using the characterization of u as the unique solution to the minimization problem (1) (with f ≡ 0), we first getũ = u. Then we use (21) 
To conclude take any nonnegative function
The proof is complete.
In the next results we adopt "pointwise" definitions of the contact set and of the non-contact set (compare with Definition 6.1 below for a different notion), that is,
(22) eq:set Clearly, {u = ψ} and {u > ψ} are determined up to negligible sets.
regularity Theorem 5.2 Let ψ and f satisfy assumptions of Theorem 5.1 and
Let u ∈ H s (Ω) be the solution to P Ω (ψ, f ). Then the following facts hold.
In particular, u solves the free boundary problem (2). Since (−∆ Ω ) s u ≥ 0 and u − ψ + ≥ ϕg m , we have
The last equality holds because (
support in Ω. Thanks to the monotone convergence theorem we get
in Ω. Since ϕ was arbitrarily chosen, we conclude that (−∆ Ω ) s u · (u − ψ + ) = 0 a.e. in Ω, and iii) is proved.
regularity Remark 5.3 To obtain better regularity results for u, one can apply the regularity theory for
In particular, if p > n 2s
, then u is Hölder continuous in Ω, see [11, Corollary 3.5] .
We conclude this section by giving a sufficient condition for the continuity of u.
T:2 Theorem 5.4 Let ψ ∈ C 0 (Ω) be a given obstacle, such that K s ψ is not empty and ψ ≤ 0 on ∂Ω. Let f ∈ L p (Ω), with p > n/2s. Then u is continuous on R n .
Proof. The argument is the same as in [20, Theorem 1.2] . Fix a small ε > 0. We can
and therefore u 6 Comparing the Navier and the Dirichlet problems
S:ND
In this section we compare the unique solutions u N , u D to the variational inequalities
respectively. Here (−∆) s is the "Dirichlet" (or restricted) Laplacian, that has been already introduced in (3). Problem P D (ψ) has been investigated in [20] . Recall that In this section we need to refine the notion of contact set introduced in (22) . We essentially use an idea due to Lewy and Stampacchia [15, 16] , see also [14, Section 6] . We start with some preliminaries.
Def Definition 6.1 Let v be a nonnegative measurable function on the open set Ω, and let x ∈ Ω. We say that v(x) > 0 if there exist ρ, ε > 0 such that B ρ (x) ⊆ Ω and
For any measurable function v on Ω we define Proof. If K is not empty, for any x ∈ K there exists a ball B x about x such that B x ⊂ Ω and v ≥ ε x > 0 on B x . Since K is compact, we can find a finite number of points x i ∈ K such that K is covered by the finite family B x i . Let ε 0 = min i ε x i . Then v ≥ ε 0 a.e. on K and the first claim is proved. Now put N = {x ∈ P [v] | v(x) = 0}. By the first part of the proof, any compact set K ⊂ N must have null measure. Thus N is a negligile set. Finally, Theorem 2 in [18] gives (−∆)
By Lemma 6.2 we have the inclusions
The remaining inequalities in vi) follow from the the fact that u N and u D are unique solutions to P N (ψ) and P D (ψ), respectively, and from variational formulations of these problems, see (1) and [20, (1. 2)] (with f = 0). 
