Abstract. We consider mixed problems for infinite systems of first order partial functional differential equations. An infinite number of deviating functions is permitted, and the delay of an argument may also depend on the spatial variable. A theorem on the existence of a solution and its continuous dependence upon initial boundary data is proved. The method of successive approximations is used in the existence proof. Infinite differential systems with deviated arguments and differential integral systems can be derived from the general model by specializing the operators.
W. Czernous
Let S be an arbitrary set of indices and let X = {p = {p s } s∈S : p s ∈ R for s ∈ S and p = sup{|p s | : s ∈ S} < ∞}.
We will denote by M m×k the class of all m × k real matrices. For y = (y 1 , . . . , y m ) ∈ R m and A = [a ij ] i=1,...,m, j=1,...,k ∈ M m×k we put The product of two matrices is denoted by " * ", and the scalar product in R m by "•". If A ∈ M m×k , then A T is the transpose matrix. We next define X m = {y = {y s } s∈S : y s ∈ R m , s ∈ S; y = sup{ y s : s ∈ S} < ∞} and X m×k = {A = {A s } s∈S : A s ∈ M m×k , s ∈ S;
A = sup{ A s : s ∈ S} < ∞}.
For η ∈ X m we will write (η 1,s , . . . , η m,s ) = η s . Let · ξ , · (ξ) , · D denote the supremum norms in C(E * ξ , X), C(E ξ , X m ), C(D, X), respectively. For a domain U ⊂ R 1+n and for functions z : U → X, u : U → R n of the variables (t, x) we will write ∂ t z = {∂ t z s } s∈S , ∂ x z = {∂ x z s } s∈S = {(∂ x 1 z s , . . . , ∂ xn z s )} s∈S , ∂z = (∂ t z, ∂ x z), ∂ t u = (∂ t u 1 , . . . , ∂ t u n )
T , ∂ x u = ∂ x j u i i,j=1,...,n , provided that the derivatives exist. Let f : E * × C(D, X) × R n → X, ϕ : E 0 ∪ ∂ 0 E → X, α 0 = {α 0,s } s∈S : E → X, α : E → X n be given functions. We write α s = (α 0,s , α s ). For a function z : E * → X and a point (t, x) ∈ E, we write z α(t,x) = {(z s ) α s (t,x) } s∈S .
We consider the system of functional differential equations
(1) ∂ t z s (t, x) = f s (t, x, z α(t,x) , ∂ x z s (t, x)), s ∈ S, with the initial boundary condition (2) z(t, x) = ϕ(t, x) on E 0 ∪ ∂ 0 E.
For ξ ∈ R, 0 < ξ ≤ a, we define a classical solution z : E * ξ → X of the system (1), (2) to be a continuous function satisfying the system (1) on E, the condition (2) , and having the derivatives ∂ t z s , ∂ x z s , s ∈ S, at every point of E. In fact, higher regularity of solutions is proved in this paper (see p. 213 for the definition of the relevant function space).
Note that our hereditary setting contains well known delay structures as particular cases. Example 1.1. Suppose that f : E × X × R n → X is a given function. Set f s (t, x, w, q) = f s (t, x, w(0, 0), q), s ∈ S, then f s (t, x, z α(t,x) , ∂ x z s (t, x)) = f s (t, x, z(α(t, x)), ∂ x z s (t, x)), s ∈ S, and (1) becomes a system with deviated variables. Example 1.2. For a function w ∈ C(D, X) and a measurable set B ⊂ D write B w(ξ, y) dy dξ = { B w s (ξ, y) dy dξ} s∈S . For the above f we put
and (1) becomes a differential integral system.
We will discuss the existence of solutions of problem (1), (2) . In recent years, numerous papers have been published, concerning first order partial functional differential equations. The following subjects have been investigated: functional differential inequalities and their applications, uniqueness of solutions to initial or initial boundary value problems, existence of classical or generalized solutions, numerical methods for functional differential equations. It is not our aim to give a full review of papers concerning the above problems. We just mention some results on the existence of solutions and cite only a few items of the vast literature.
Nonlinear evolutionary equations with first order partial derivatives have the following property: any classical solutions to initial or initial boundary value problem exist locally with respect to the time variable. This leads in a natural way to weak or generalized solutions.
Continuous solutions satisfying integral systems obtained by integrating original equations along bicharacteristics are considered in [12] . The Schauder fixed point theorem is used to prove existence results. That paper initiated the theory of first order partial functional differential equations.
Existence results for initial value problems for equations with deviated variables can be found in [1] . The Baiada method is applied there and the unknown functions depend on two variables. The paper [6] brings an existence result for quasilinear differential integral equations. The proof is based on the method of bicharacteristics.
Carathéodory solutions of quasilinear differential functional systems with initial or initial boundary conditions are investigated in [5] , [16] . The method of bicharacteristics and functional integral inequalities are used in existence proofs. Weak solutions in the Cinquini Cibrario sense are studied in [3] , [11] . Existence results for nonlinear equations are obtained by using the method of quasilinearization. It consists in constructing a quasilinear system for the unknown function and for its spatial derivatives. This system is then transformed into a system of integral functional equations of Volterra type. Continuous solutions of this integral problem lead to weak solutions of the original differential problem. Existence of Carathéodory solutions for nonlinear equations is considered in [4] ; the constructive proof is based on the finite difference method. Classical solutions of nonlinear functional differential problems are considered in [2] and [8] (Chapter 2). These studies involve the method of successive approximations, introduced in [17] for systems without functional dependence. On each step of this method, differential problems without functional dependence arise. The existence of a sequence of successive approximations follows from a classical theorem. Partial differential inequalities are used in the proof of convergence of the successive approximations.
The work [14] initiated the theory of infinite systems of first order partial differential functional equations. Sufficient conditions are given in [14] for the existence of classical solutions to a generalized Cauchy problem
The variable z represents the functional argument in the system. The proof of the existence of solution is based on the following idea. A set X c is constructed, which is a closed subset of the Banach space consisting of sequences z = {z i } ∞ i=0 of the bounded continuous functions
where i = 0, 1, . . . . Let us denote by T u = {T i u} ∞ i=0 the solution of (5). The set X c has the following property: T u ∈ X c and T has exactly one fixed point u ∈ X c . This u is a classical solution of (5).
It is clear that the result from [14] can be extended to initial boundary value problems. The above existence result can be characterized as follows: the theorem has simple assumptions and the proof is very natural. Unfortunately, only a small class of problems are covered by this theorem. It is not applicable to differential problems with deviated variables nor to differential integral systems with right-hand sides given by (3) .
Note that we have different models of functional dependence in (1) and (3) . There are existence results for nonlinear problems ( [2] , [13] , [16] ) where the right-hand sides of the equations are superpositions of functions defined on a finite-dimensional Euclidean space and operators of Volterra type. The main assumptions in the existence theorems concern the operators of Volterra type, and are inequalities for norms in function spaces. Comparisons between different models of functional dependence are presented in [7] .
Functional differential inequalities generated by infinite systems are investigated in [9] , [15] . Uniqueness of solutions and continuous dependence on given functions are consequences of comparison theorems.
For further bibliography on partial differential functional equations and applications, see the monographs [8] , [18] . This paper continues the author's study [3] of hyperbolic differentialfunctional equations, and generalizes some results of [10] . We now consider a more general form of functional dependence. Our approach admits equations with deviated argument, where the delay depends on all variables, not only on t, as was the case in former studies.
The paper is organized as follows. The notion of bicharacteristics for problem (1), (2) and their properties are presented in Section 2. Then the initial boundary value problem is transformed into a system of integral functional equations. This system is solved in Section 3 by the method of successive approximations. The main existence result and continuous dependence of solutions on the initial boundary functions are proved in Section 4.
Bicharacteristics.
The following function spaces will be needed in our considerations.
Given
Similarly, for such p, we denote by C L ϕ.c [p; n] the class of all functions
. We prove that, under suitable assumptions on f , α and ϕ and for sufficiently small c, there exists a solution z of problem (1), (2) 
We begin with assumptions on f . For 1 ≤ j ≤ n, define
. The functions f s : Ω → R, s ∈ S, of variables (t, x, w, q) are continuous and satisfy the following conditions: 1) the partial derivatives
exist for (t, x, w, q) ∈ Ω; 2) the functions ∂ q f s : Ω → R n , s ∈ S, are continuous and there are B, L ∈ R + such that
3) there is κ > 0 such that for 1 ≤ j ≤ n and s ∈ S we have
. The functions α s : E → E, s ∈ S, satisfy the following conditions: 1) 0 ≤ α 0,s (t, x) ≤ t for s ∈ S and there is r 0 ∈ R + such that
2) the derivatives ∂ x α 0,s , ∂ x α s , s ∈ S, exist on E and there is r 1 ∈ R + such that
where
. Fix s ∈ S and consider the Cauchy problem 
Let
We prove a lemma on bicharacteristics. 
The bicharacteristics are unique on I (t,x); s andĪ (t,x); s . Moreover ,
where C = max{1, B, L} exp(cLd) andd = 1 + r 0 d + p 1 . Furthermore, the functions δ s [z, u s ](t, x) and δ s [z,ū s ](t, x) are continuous on E c and
where C = Cκ −1 .
Proof. The existence and uniqueness of solutions of (6) follow from the classical theorems on the solutions of Cauchy problems. The function g s [z, u s ](·, t, x) satisfies the integral equation
for τ ∈ I (t,x); s ∩ I (t,x); s . We now obtain (7) by the Gronwall inequality. For (τ, y), (τ,ȳ) ∈ E c , we have
It follows that 
where c = Ld. Thus
for (t, x), (t,x) ∈ E c such that (13) |t −t| + x −x ≤ κ/ cC.
Hence
and consequently
for (t, x), (t,x) ∈ E c satisfying (13) . It is easy to see that g i,s (·, t, x) is decreasing on the interval (δ s [z, u s ](t, x), δ s [z, u s ](t,x)). Therefore
and x) ) and (t, x), (t,x) ∈ E c such that (13) is satisfied. Hence
Thus, the proof of (9) for (t, x), (t,x) ∈ E c such that (13) holds is complete in case (i). In case (ii) we proceed in a similar way. Note that we have proved a local Lipschitz property of δ s [z, u s ] with respect to (t, x) with a Lipschitz constant independent of (t, x). Hence δ s [z, u s ] satisfies a global Lipschitz condition with respect to (t, x) with the same constant. That proves (9) . The proof of (10) is similar.
Integral functional equations.
We denote by CL(D, X) the set of all linear and continuous real functions defined on C(D, X) and we denote by · the norm in CL(D, X) generated by the supremum norm · D in the space C(D, X).
The Assumption H[∂ q f ] is satisfied and: 1) there is B 0 ∈ R + such that f (t, x, w, q) ≤ B 0 on Ω, 2) for each s ∈ S the partial derivatives (∂ x 1 f s (P ), . . . , ∂ xn f s (P )) = ∂ x f s (P ), P = (t, x, w, q), and the Fréchet derivative ∂ w f s (P ) ∈ CL(D, X) exist on Ω, 3) the estimates ∂ x f (t, x, w, q) ≤ B and ∂ w f (t, x, w, q) = sup{ ∂ w f s (t, x, w, q) : s ∈ S} ≤ B are satisfied on Ω, where
Remark 3.1. We will give a theorem on the existence of solutions of problem (1), (2) . For simplicity of formulation, we have assumed the same estimates for the derivatives ∂ x f , ∂ w f and ∂ q f . We have also assumed the Lipschitz condition for these derivatives with the same coefficient.
We now exhibit a system of integral equations generated by (1), (2) . We write
For u ∈ C(D, X n ), P ∈ Ω and s ∈ S, we set
Consider the system of integral functional equations
with the initial boundary condition
Remark 3.2. The integral functional system (16)- (18) is obtained in the following way. We first introduce an additional unknown function u, where u = ∂ x z. Then we consider the linearization of (1) with respect to u, i.e.
where U s = (t, x, z α(t,x) , u s (t, x)). By virtue of equation (1) we get a differential system for the unknown function u:
Finally, we put ∂ t z = u 0 and 
By integrating the above equations on [δ s [z, u s ](t, x), t] with respect to τ , we get (16) . Again by virtue of equation (1), we get the formula (17) for u 0 .
The existence results for (16)- (18) 
is a solution of the equation
and
for (t, x) ∈ E 0 ∪ ∂ 0 E, and where
We wish to emphasize that the main difficulty in carrying out this construction is to prove the existence of the sequence {z (m) , u 
It is easy to see that there are d, p, and c ∈ (0, a] sufficiently small that satisfy Assumption H[c, d, p].
We now prove that the function G (m) [u] satisfies the Lipschitz condition with constant p 1 . If (t, x), (t,x) ∈ E c , then for each s ∈ S,
It follows from Lemma 2.1 that
Hence, using Assumption H[c, d, p], we get
on E c . This inequality, together with (26) and (25), yields Lemma 3.3.
on E c . We now define the norm in the space C(E * c , X n ) as follows: u λ = max{ u(t, x) e −λt : (t, x) ∈ E * c }, where λ > A. It is easy to see that (C(E * c , X n ), · λ ) is a Banach space and C L ϕ.c [p; n] is its closed subset. Let us prove that there exists q ∈ (0, 1) such that We now prove the main lemma in this section. where (t, x), (t,x) ∈ E c . We prove that there exists C ∈ R + such that 
