Abstract-The detection of play and break segments in team sports is an essential step towards the automation of live game capture and broadcast. This paper presents a two-stage hierarchical method for play-break detection in non-edited video feeds of sport events. Unlike most existing methods, this algorithm performs action and event recognition on content, and thus does not rely on production cues of broadcast feeds. Moreover, the method does not require player tracking, can be used in real-time, and can be easily adapted to different sports. In the first stage, bag-of-words event detectors are trained to recognize key events such as line changes, face-offs and preliminary play-breaks. In the second stage, the output of the detectors along with a novel feature based on spatio-temporal interest points are used to create a context descriptor for the final decision. Experiments demonstrate the efficiency of the proposed method on real hockey game footage, achieving 90% accuracy.
I. INTRODUCTION
Automatic video summarization is of great importance in a world producing an ever increasing quantity of visual data. Cisco Systems Inc. forecasts that, in 2018, a million minutes of video content will be transferred over the Internet every second [1] . Sport events attract large audiences and therefore form a significant video category. In sport events, some sequences are less pertinent and do not catch the interest of the viewer (e.g. time-outs). When live broadcasting such events, it would make sense to detect these less interesting sequences to adjust the compression rate of the broadcast feed, or replace them with advertisement or relevant information. Play and break detection can be performed to achieve that goal. Also, the detection of these events from a fixed reference camera is essential to perform automatic editing and summarization of sporting videos.
Several approaches have been proposed to address playbreak and event detection in sporting events. However, to our knowledge, none of these may be applied to unedited footage from a fixed camera because they rely on production cues. For instance [2] uses production cues such as replay and close-up sequences. In [3] , Wang and Zhang proposed a method to recognize shooting events in ice hockey. The brightness of the frames was used as a feature to distinguish between closeups and global camera views. Ekin [4] also used the type of point of views in the frame as features. Qian [5] used overlaid text amongst other features. Assfalg [6] presented a method to detect important moments in a soccer game. This method uses unedited video streams from a mobile camera. The position of the ball is inferred based on the camera motion, and the part of the field covered in the frame is used as a feature. Therefore, the cameraman has performed most of the visual tracking and pattern recognition manually, which does not apply to the fixed camera context.
Recent advances in action and event recognition have made it possible to process the content of the video directly instead of focusing on its broadcast editing style, as existing methods do. The method proposed in this paper employs state-ofthe-art action recognition methods to detect play and break segments on-line in an unedited video feed captured by a fixed camera. Moreover, it can run in real-time, and does not need segmentation or tracking of the players. Finally, the proposed method does not rely on rules or expert knowledge as in [6] - [8] . Therefore, it can be adapted to other sports.
The main contribution of this paper is the introduction of a new method for play-break segmentation. The method is based on the standard bag-of-words (BoW) [9] - [11] classification pipeline adapted to event detection. Additionally, a new context descriptor based on the output of selected event detectors as well as spatio-temporal interest points (STIP) detection number is introduced.
The proposed system is validated on a new dataset consisting of a complete hockey game.
II. EVENT DETECTORS
The proposed method adapts the generic BoW classification framework to event detection. An overview of the detector stage is presented in Fig. 1 . This generic framework for action recognition [9] - [11] is used to classify complete sequences as one of some predefined classes. The proposed adapted framework enables the detection of events on a live feed even if they are concurrent.
First, the incoming frames are grouped in video slices. STIPs are then detected and extracted. Then, principal component analysis (PCA) and whitening are applied to the STIP feature vectors. Finally, histograms are produced and detection is performed on the slices. The rest of this section provides additional details on the event detectors.
A. Video Slicing
To achieve temporal localization of the events, the video sequence is divided into smaller sub-sequences called slices, using an overlapping sliding window (see. Fig. 2 ). Each of these slices is classified separately and a likelihood score is produced for each of them. The step size between each window slice determines the granularity of the detection as well as the latency of the system when used in live feed contexts.
B. Feature Extraction
To limit the amount of data to be processed, STIPs are detected and extracted. The detection of these points is achieved using a 3D adaptation of Harris corners introduced by Laptev in [12] . Each STIP is characterized by a combination of histograms of oriented gradients (HOG) and optical flow (HOF). This descriptor has been shown to be a reliable choice for action recognition [10] because it can represent shape and motion. The STIPs are detected and extracted at different scales to compensate for perspective effects in the images captured by a far-field camera. Wang's implementation of Laptev's algorithm [10] was used in the following experiments.
Whitening and PCA projection and dimensionality reduction are applied to feature vectors to improve classification performance, as suggested in [11] .
C. Code-Word Association
In order to create a code-word dictionary, STIPs are randomly sampled from the complete training sequences. Samples taken from sequences containing the events to be recognized are also added to ensure these events are appropriately represented. If the STIPs were only sampled uniformly in the video sequences, there would be a risk of creating a dictionary lacking examples from rare classes. Once samples are collected, k-
... means clustering is performed in order to create N code-word prototypes. At runtime, every STIP feature vector is quantized to the nearest of these N prototypes using the Euclidean norm.
D. Detection
For each video slice, the code-words associated with the detected STIPs are pooled in a frequency histogram. This histogram represents the content of the slice. For every event detected, a likelihood score is obtained using the output of a support vector regression. The exponential χ 2 and the normalized χ 2 kernels are used [13] .
III. CONTEXT DESCRIPTOR
In order to improve the performance of the play-break recognition, a context descriptor, shown in Fig. 3 , is proposed. This descriptor is constructed using the likelihood scores from the event detectors described in Section II. In the following experiments, three detectors have been trained to recognize face-off, line change and play sequences. These events contain informative cues regarding what is happening in the game and tend to precede or to indicate a play or a break sequence. For instance, knowing that a face-off just finished, there are greater chances that the present segment is a play segment. Also, if a long line change event is occurring, the game is probably in a break.
At time t, the context descriptor is given by:
where the face-off descriptor f t is given by:
T is the number of slices contained in the context window, and θ t is the event detector output at time t. The play and line change descriptors (l t , p t ) are constructed in a similar manner. Along with the detector outputs, a descriptor s t , based on the number of STIPs in a slice, is also used. The elements of this vector are given by:
where M is the number of STIPs detected in a slice and β is a threshold that has to be set empirically. Each time a slice is produced, a new context vector is computed. The context vector is then classified as play or break using a support vector regression (SVR) with a radial basis function (RBF) kernel. A median filter is then applied considering the two last and two next predictions.
IV. EXPERIMENTAL METHODOLOGY

A. Datasets
As no existing datasets met the requirements of our problem, a new one was created and made publicly available online 1 . TheÉTS dataset consists of a complete university-level hockey game captured from two far-field views of the ice rink. Fig. 4 shows images taken from each camera. The video sequence from each point of view is processed as a different training instance, since their appearance differs considerably. The images are in grayscale with a 480x270 pixels resolution at 30 frame per second (fps). For our application, along with play-break classification, two other types of events are identified:
Play: A slice is labelled as a play slice when at least one player is visible and it is possible for a human to determine if the other players are actively playing.
Face-Off: A face-off event starts when the players are converging to their respective positions, waiting for the puck drop. It stops when the puck has been released and the players start to skate away. Some difficult examples include images taken from afar where only two or three players are visible.
Line Change: A line change event usually happens during a break, but may also occur during playtime. The dataset contains both situations. The event is characterized by players coming from and going to the player bench.
B. Protocol
A hockey game is divided in three periods. In the dataset, the game was captured from two angles, which yields 6 video sequences. The video sequences are further partitioned in six parts, making 36 sub-sequences. The experiment results are obtained using 6-fold cross-validation. For each fold, a part from each video sequence is reserved for testing. This is done 1 http://etsmtl.ca/Professeurs/ggagnon/Projects/ai-sports to make sure every period and angle are represented equally in the testing and training set from both angles. The sliding window contains 45 frames (1.5 seconds) and a new one is produced each time 15 frames are produced. The windows size has been chosen based on the results of previous experiments of the same type. In theÉTS dataset this translates into 23,730 slices (14,312 play slices and 9,418 break slices). The dictionary contains 400 code-words. This has been arbitrarily selected based on earlier works on homogeneous datasets such as [9] . The PCA stage is set to keep 97% of the signal energy, which corresponds to 83 to 85 components out of 162, depending on the sampled STIP used for the PCA computation.
The SVRs of the event detectors are trained on all positive examples from the training set. An equivalent number of negative examples are sampled randomly. The SVR regularization parameter C, kernel type and size γ are obtained by grid searching using 8-fold cross-validation on the training set. The configuration yielding the best accuracy is retained. The parameters for the context descriptor (T and β) and the final SVR (C and γ) classifier were determined using 8-fold crossvalidation on the training set.
V. RESULTS Fig. 5 shows an example of the receiver operating characteristic (ROC) curves obtained using the proposed methods. On the left side, the results for the 6 folds of an experiment run are presented when using context descriptors. The similarity of the curve indicates the stability of the proposed method's performance when testing with different data. The slight result variations from one fold to another are explained by the nature of the data. Some parts of the game contain fewer occurrences of line change and face-off events, which might affect the training, and therefore the quality, of the event detectors. On the right side, the ROC curve for one fold is presented for the method with and without context descriptor.
To further assess the benefits of using the context descriptor stage, the results were averaged from 10 different runs of the 6-fold experiment on the entire dataset. Several replications of the experiment are needed since the recognition results depend on the dictionary quality which is affected by the randomly selected STIPs and k-means seeds. The average area under the ROC curve (AUC), equal error rate (EER) and accuracy are presented in Table I . The accuracy was measured when using the optimal threshold for the dataset. This optimal threshold corresponds to the intersection between the ROC curve and a diagonal starting from the upper left corner with a slope given by −N/P , where N is the number of break slices and P is the number of play slices in the dataset. Even without using the context descriptor, the proposed method achieves high accuracy (86.1%). However, an average performance boost of 3.87 ±0.90% on the accuracy and 0.0102 ±0.0071 on the AUC can be observed, which confirms the benefits of considering the temporal context in play-break classification. This represents a 28% reduction of the slice classification error.
Many misclassified video slices are situated at the start and end of a play event. Therefore, the proposed algorithm often disagree for 15 frames (500 ms) with the manually obtained labels. These slices, situated in this reasonable margin of error, represent 12.8% of the misclassified slices. This proportion rises to 22.6% when the acceptable margin is increased to 1000 ms. It should be noted that even for a human annotator, it is difficult to determine the exact duration of a play sequence, especially in the frequent situation where only one player is visible.
The viability of the proposed method for real-time applications is assessed by measuring the processing time on a Intel Core i7 CPU. Using a single core, the algorithm detects STIPs, extracts the HOG/HOF features and saves them to a file at an average rate of 5 fps. Since image processing is highly parallelizable, one could expect to attain a frame rate greater than 30 fps using 8 cores. Once the STIPs are extracted, the analysis of a complete 20 minute period captured from 2 angles is performed in less than 150 seconds using a MATLAB implementation. In light of these results, meeting real-time requirements should be possible with current computer technology.
VI. CONCLUSION
In this paper, we presented an efficient method for playbreak detection. Unlike previous efforts in the field, our method does not require an edited video sequence or camera tracking of the action. Moreover, the method can be implemented in real-time, enabling its integration in automated capture systems. Experiments demonstrated the applicability of the algorithm to a real-life setting. The use of temporal context information proved to be beneficial to play-break segment recognition.
More experiments are needed in order to assess the suitability of this method to other camera angles, venues and sports. Also, the detection of other types of event should be explored to further increase its performance.
