ABSTRACT Total variation (TV) denoising has attracted considerable attention in 1-D and 2-D signal processing. For image denoising, the convex cost function can be viewed as the regularized linear least squares problem ( 1 regularizer for anisotropic case and 2 regularizer for isotropic case). However, these convex regularizers often underestimate the high-amplitude components of the true image. In this paper, non-convex regularizers for 2-D TV denoising models are proposed. These regularizers are based on the Moreau envelope and minimax-concave penalty, which can maintain the convexity of the cost functions. Then, efficient algorithms based on forward-backward splitting are proposed to solve the new cost functions. The numerical results show the effectiveness of the proposed non-convex regularizers for both synthetic and real-world image.
I. INTRODUCTION
Total variation (TV) or Rudin-Osher-Fatemi (ROF) denoising model was first introduced by Rudin et al. [1] and has attracted considerable attention in 1-D signal and 2-D image processing [2] - [6] .
TV denoising model is given by
where u, f are the original and observed noisy signal (image), respectively. u TV is the TV regularizer of u. This model is difficult to solve due to the non-differentiability of the TV norm. Exist work show that the TV norm can be treated as a convex function, e.g., for 1-D signal, the TV norm can be viewed as 1 norm, for 2-D image, the TV norm can be viewed as 1 norm for anisotropic case and 2 norm for isotropic case [7] - [9] . Efficient convex optimization algorithms are used to solve the TV denoising model [3] , [4] , [7] , [8] , [10] - [13] . Most of these algorithms are based on 1 minimization and sparse optimization [14] - [17] . However, a common drawback of these convex approaches is that they usually underestimate the large components of u, so that are limited for more applications. The so-called non-convex regularizers are also widely used [18] - [20] . Generally, the non-convex regularizers can result in more accurate estimation, but the non-convexity makes the model hard to be addressed.
In this paper, we will propose non-separable non-convex regularizers for 2-D TV denoising models with both anisotropic and isotropic cases. For anisotropic case, the nonconvex regularizer is much similar with [21] since the TV norm can also be viewed as 1 norm. For isotropic case, the non-convex regularizer will be much different since the TV norm will convert to the sum of 2 norms. This mixed-norm has get much more attention in group sparsity. We give the Moreau envelop and minimax-concave (MC) penalty of 2 norm and then proposed a non-convex regularizer. The proposed non-convex regularizers can promote higher reconstructing accuracy of the hign-amplitude components. Furthermore, these regularizers can maintain the convexity of the total cost functions, which can be solved by effective convex optimization algorithms.
On the other hand, the methodology of optimization in TV denoising has also received extensive attention. Many efficient algorithm schemes have been proposed, such as proximity algorithms [8] , [22] , [23] , first-order methods [3] , [7] , [11] , [12] , primal-dual approaches [24] , [25] , etc. Forward-Backward Splitting (FBS) algorithm (also known as proximal gradient method) [26] gives a simple and practical way to minimize the general convex problem. In this paper, we will solve the proposed anisotropic and isotropic TV denoising models by FBS iteration.
The remainder of this paper is organized as follows. In the next section, we will introduce the 1-D and 2-D TV denoising model briefly. In section III, we will propose the non-convex regularizers of TV denoising model for both anisotropic and isotropic cases. FBS algorithms will be used to solve the new convex cost function in section IV. Experimental results with comparisons to the state-of-the-art algorithms are present in section V. Finally, the conclusion is drawn in section VI.
A. RELATED WORK
The 1-D TV regularizer can be viewed as 1 norm, which is convex and can induce sparsity. Compare with 1 norm, non-convex regularizers [27] - [29] can result in more accurate reconstruction but make the problem hard to solve. Recently, new non-convex regularizers are proposed [30] - [33] . With these regularizers, the large amplitude components can either be estimated accurately due to the non-convex penalties, and the corresponding problems can also be solved easily due to the convexity of the cost function. However, the above non-convex regularizers are separable. As Selesnick [21] , [34] mentioned, convexity-preserving conditions for separable non-convex regularizers are ''fundamentally limited.'' Non-separable non-convex regularizers based on Moreau envelope are proposed in [21] , [34] , and [35] . Compare to separable non-convex regularizers, the non-separable ones can preserve the convexity of the cost function with looser conditions, so that are more preferred.
Note that [21] only considers the 1-D TV denoising model, which only contains the 1 norm. However, 2-D TV denoising models are more widespread in real applications, such as image denoising, inpainting, deblurring, etc. Compared with 1-D case, 2-D TV denoising models are more complicated due to the structure of the regular terms, and generally cannot be considered as straight forward generalizations of 1-D ones since it contains 2 norm.
Non-convex regularization for 2 norms, such as logarithmic, arctangent, first order rational and convex non-convex (CNC) penalties are proposed in [30] and [36] and used in image denoising. However, these penalties are separable and have strict convexity-preserving conditions.
B. NOTATION AND DENIFITIONS
Throughout the paper, we denote vectors by boldface lowercase letters, e.g., u, matrices by boldface uppercase letters, e.g., A. u 1 and u 2 denote the 1 and 2 norm of a vector u, respectively. R denote the set of real numbers. ⊗ denote the Kronecker product.
We also recall some definitions that will be used in the next sections.
Definition 1: For a proper, lower semi-continuous function f , the Moreau envelope [37] of f is defined as
Definition 2: For a real-valued convex function f , the proximity operator (proximal mapping) [26] of f is defined as
Definition 3: For a real-valued convex function f , the subdifferential [38] of f is defined as
(4) Follow with Definition 3, the subdifferentials of 1 and 2 norm are given by
and
II. TV DENOISING MODEL

A. 1-D TV DENOISING
For a 1-D signal u ∈ R n , the TV denoising model (1) can be rewritten as
where D ∈ R n×n is the first-order difference matrix and defined as
(7) is a 1 -regularized optimization problem. The 1 penalty is convex and can be used to promote sparsity. However, 1 penalty usually underestimates the large amplitude components of the signals. Reference [21] replace 1 penalty by a non-separable non-convex one. The non-convex penalty is defined as
where S α (u) is the Moreau envelope of the 1 penalty Du 1 .
ψ α (u) is non-convex and its non-convexity is controlled by the parameter α. If α = 0, ψ α (u) degrade into the standard Then the Moreau-Enhanced TV denoising model can be defined as
where λ > 0, α ≥ 0, ψ α (u) is given by (9) . The objective function of (11) has proven to be convex if 0 ≤ α ≤ 1/λ and strongly convex if 0 ≤ α < 1/λ [21] .
B. 2-D TV DENOISING
For a 2-D image u ∈ R n×m , without loss of generality, we assume the image is square, that means n = m. The TV norm of u can be defined as
for anisotropic and isotropic case, respectively. Suppose D (1) ∈ R n 2 ×n 2 and D (2) ∈ R n 2 ×n 2 are two first-order difference matrices in horizontal and vertical directions. D i ∈ R 2×n 2 is a two row matrix formed by stacking the i-th row of D (1) and D (2) . Then the TV norms (12) and (13) can be expressed as
where D i u ∈ R 2 denote the first-order difference of u at the pixel i in both horizontal and vertical directions [7] , [8] .
Then the anisotropic and isotropic TV denoising models can be written as
There are many ways to solve (16) and (17) directly [3] , [7] , [8] , [11] . Follows with Definition 2, (16) and (17) are the proximity operator of functions u → λ
The anisotropic model (16) is similar with 1-D TV denoising model (7) . So the non-convex analysis of anisotropic TV denoising can be also followed with [21] .
The penalty term of (17) is a sum of 2 norms. The non-convex regularizer of this penalty is much different with the 1 norm. As far as we know, few literature has focused on the non-convex analysis of 2 norm. In next section, we will give the Moreau envelope of 2 norm and then discuss the non-convex regularizer for isotropic cases.
III. NON-CONVEX REGULARIZER FOR ISOTROPIC CASE A. MOREAU ENVELOPE OF 2 NORM
Consider the general 2 norm u 2 where u is a two-dimensional vector. Follow with Definition 1, the Moreau envelop of u 2 is given by
The minimization in (20) has a close solution as follows
Substitute (21) into (20), we obtain Figure 1 shows u 2 and its Moreau envelope s(u). When u is no longer a vector but a scalar, u 2 reduce to the absolute value function |u|, the Moreau envelop (22) also reduce to the Huber function mentioned in [34] .
The scaled version of function s(u) can defined by
where α is the scaled parameter. Figure 2 shows s α (u) with different α. From Figure 2 we can also see that
and Using the definition of minimax-concave(MC) penalty [34] , [39] , function of u 2 can be expressed as
where s α is defined as (23) . Figure 3 shows the minimaxconcave(MC) penalty ψ α (u) with different α. Note that ψ 0 (u) = u 2 and for α = 0,
B. MOREAU ENVELOPE OF TV NORM
It is easy to see the penalty term of (17) is a sum of 2 norm. In this subsection we will give the Moreau envelope of this penalty. The Moreau envelope of (23) can be defined as
Proof: From (29) it is easy to get S α (u) ≥ 0 by the non-negativity of the 2 norm.
(29) also show that
Proposition 2: Let α ≥ 0, S α is convex and differentiable. Furthermore, its gradient is given by 
when α > 0. Then by the Definition 1, we can get the first equation of (31) . When α = 0, S 0 (u) = 0. By the definition of gradient we can easily get that ∇S 0 (u) = 0.
C. NON-CONVEX PENALTY
Definition 4: Let α ≥ 0, the MC penalty function of (17) is defined as
where S α (u) is defined by (29) . The proposed penalty function can be viewed as subtracting a differentiable convex function from the TV norm.
Proposition 3: Let α ≥ 0, ψ α (u) satisfies
D. ISOTROPIC TV DENOISING MODEL
Now we replace the isotropic TV norm in (17) by (33) and get the new TV denoising model
where ψ α (u) is defined by (33) . The non-convexity of ψ α (u) is increased with the value of parameter α. When α = 0, (36) will reduce to standard TV denoising model (17) . Next we will give a range of α that can maintain the convexity of the whole cost function of (36) . Proposition 4: Let λ > 0 and α ≥ 0. Define
Here g(u, x) is affine in u, max x g(u, x) is convex since it is the point-wise maximum of a set of convex functions.Hence
From Proposition 4 we can see that the objective function of (36) is convex under some conditions. So this problem can be solved by convex optimization algorithms. In next section, we will solve (36) by forward-backward splitting algorithm.
IV. FORWARD-BACKWARD SPLITTING ALGORITHM FOR TV DENOISING A. FBS FRAMEWORK
Forward-backward splitting (FBS) algorithm (also known as proximal gradient method) [13] , [26] , [40] , [41] gives a simple and practical way to minimize the general convex problem
where f (x) is convex and differentiable, g(x) is arbitrary convex ( not necessarily smooth).
A point x * is the solution of (39) if and only if
where P(x) = ∇f (x) and Q(x) = ∂g(x). For any µ > 0, (40) is equal to
Then we have
That means
Here (I − µP) and (I + µQ) −1 are the so-called forward and backward operator, respectively. Furthermore, the backward operator (I + µQ) −1 is the resolvent of the operator Q. If Q is the subdifferential operator, then its resolvent is the proximal operator, i.e. prox µQ = (I + µQ) −1 [40] . So the FBS iterations for (39) is given by
FBS algorithm is known to converge for 0 < µ < 2/L(∇f ), where L(∇f ) is the Lipschitz constant of ∇f [42] .
B. FBS FOR ISOTROPIC TV DENOISING
In order to solve (36) by FBS, we substitute (33) into (36) and rewrite (36) as a saddle-point problem as follows:
where
Note that the solution of (46) is the saddle-point of F α (u, x), and the point (u * , x * ) is a saddle-point of F α (u, x) if 0 ∈ ∂F α (u * , x * ).
From (47) we have
Let
The subdifferential ∂ D i · 2 can be calculated as follows: first we write
is defined as (6).
Hence, 0 ∈ ∂F α (u, x) is equal to 0 ∈ P(u, x) + Q(u, x). Follow the FBS iterations (44) and (45), the FBS iterations for (46) can be given as follows:
where J µQ = (I + µQ) −1 is the resolvent operator of Q.
(53) is equal to
As mentioned in (19) , the resolvent of Q is proximal operator prox µλ
Now, we present a FBS algorithm for isotropic TV denoising with non-convex regularizer as follows.
Algorithm 1 FBS Algorithm for Isotropic TV Denoising With Non-Convex Regularizer
Require: f, u 0 , x 0 , λ > 0, 0 < α < 1/λ, 0 < µ < 2 max{1,αλ/(1−αλ)} Ensure: u.
while ''stopping criterion is not met'' do
The optimality condition of Algorithm 1 is given as follows.
Proposition 5: Let λ > 0 and 0 < α < 1/λ. For any f, if 0 < µ < − βP T P is positive. Substitute (50) to above condition we can get that
Note that if α = 0, (36) reduces to the standard isotropic TV denoising model (17) and Algorithm 1 reduces to the standard iterative shrinkage/thresholding algorithm (ISTA) [44] .
C. FBS FOR ANISOTROPIC TV DENOISING
In this subsection we will give the FBS algorithm for anisotropic TV denoising with non-convex regularizer briefly, since the anisotropic model is similar with 1-D TV denoising one.
The anisotropic TV denoising model with non-convex regularizer can be present as the following saddle-point problem min
where Then follow the step (48) to (55), we can obtain the FBS algorithm for anisotropic TV denoising with non-convex regularizer as follows.
Algorithm 2 FBS Algorithm for Anisotropic TV Denoising With Non-Convex Regularizer
Require: f, u 0 , x 0 , λ > 0, 0 < α < 1/λ, 0 < µ < while ''stopping criterion is not met'' do
end while
The only difference between Algorithm 1 and Algorithm 2 are the calculation steps of u k+1 and x k+1 . prox µλ
are defined as (19) and (18) to solve the standard 2-D TV denoising problem. Note that these two problems can be solved by various algorithms. In our numerical experiments, we calculate these problems by split Bregman iteration [11] .
V. NUMERICAL EXPERIMENTS
In this section, we give some numerical results to illustrate the performance of the proposed non-convex regularizers for both image denoising. 1 All experiments are run in MATLAB 2016b on the PC with Intel(R) Core(TM) 2.5 GHz CPU and 8 G memory.
Inspired by Lanza et al. [30] , we test different regularizers on four 512×512 test images: Lena, Phantom, Checkerboard and Qrcode. These test images in Figure 4 are with constant regions and sharp edges so as to highlight the performance of the proposed TV denoising models. The test images are corrupted by additive Gaussian noise. More precisely, the corrupted image can be obtained by u = u ori + σ * randn(n), where u ori is the vectorized original image and σ is the noise standard deviation.
We reconstruct the original images with four different regularizers: the standard anisotropic TV regularizer (ATV), the standard isotropic TV regularizer (ITV), the proposed non-convex anisotropic TV regularizer (NATV) and non-convex anisotropic TV regularizer (NITV). For the standard anisotropic and isotropic regularizers, we solve these problems by split Bregman iteration 2 [8] , [11] and keep the default parameter settings. We also compare the proposed non-separable non-convex models with convex non-convex (CNC) model [30] , which is non-convex but separable. In [30] , four non-convex isotropic regularizers (logarithmic, arctangent, rational and exponential) are proposed and exponential regularizer provided the best performance. In the following experiments, we redeveloped the CNC method with exponential regularizer and reconstruct the original images. The parameters setting are the same as [30] .
For the proposed non-convex ones, we set λ = 32, α = 0.7/λ, µ = 1.9/(max(1, αλ/(1 − αλ))). We initialize u 0 = x 0 = 0 and terminate the iterations when condition u k − u k−1 / u k < 1e − 3 is met. Improved Signal-to-Noise Ratio (ISNR) is used here to quantify the denoising capability, which is defined by
where u, u rec and u ori are the corrupted, reconstructed and original image, respectively. More precisely, a higher ISNR indicates better denoising capability. In the first experiment, we compare the denoising capability of the above four regularizers by considering the four test images in Figure 4 . These images are corrupted with noise standard deviation σ equal to 10, 15 and 20. Table I report the results of the comparison. The best results are marked by boldface. We can see that the non-convex regularizers (CNC, NATV, NITV) have higher ISNR than the convex regularizers. The proposed non-separable non-convex regularizers (NATV and NITV) always have the highest ISNR.
They also show their superior to the separable non-convex regularizer CNC. Furthermore, the ISNR improvements of the non-convex regularizers are more obvious for Checkerboard and Qrcode images. The reason is that the obvious constant regions and sharp edges of these two images result in large components of the TV norm, and the non-convex regularizers show their potential for estimating the large values more effectively than convex ones. In particular, we can also see than the anisotropic regularizers have better performance VOLUME 7, 2019 than isotropic ones on the well-regulated images (Checkerboard and Qrcode), and the results seem to be opposite on the nature images (Lena).
In order to show the denoising performance intuitively, we also give visual comparison of different regularizers, which are reported in Figure 5 . The first column of Figure 5 present the corrupted images with standard deviation σ = 15. The second to fifth columns give the absolute error images, which are defined by |u rec − u ori |, with u rec and u ori are the original and reconstructed images. For better highlight the differences, we also give the negative transformation on the absolute error images. That means the darker are the pixels, the greater is the error at the same pixel in the reconstructed images. It is evident to see that the absolute error of the proposed non-separable non-convex regularizers are much smaller than the convex ones. We should also note that even though the proposed method achieves higher ISNR values, the absolute error images actually contain outline and edges. That means that there is still loss of signal information.
VI. CONCLUSION
In this paper, we first gave the Moreau envelope of the 2 norm. Then we proposed non-convex regularizers for both anisotropic and isotropic TV denoising. Comparing with standard TV regularizers, the proposed non-convex regularizers have several advantages. Firstly, non-convex regularizers can significantly improve the reconstruction accuracy. Furthermore, these regularizers can maintain the convexity of the cost functions, which can be minimized efficiently and avoided the suboptimal local solutions. Finally, we solved the proposed non-convex TV modeled denoising problem by forward-backward splitting, which is suitable for large-scale problem since the iterations in FBS are computational efficient and easy implementation.
In the numerical experiments, we tested different regularizers on synthetic and real-world images with different noise level. The numerical results show the superiority of the proposed non-convex regularizers.
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