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1. INTRODUCTION AND NOTATIONS 
Most of the results of this paper have been announced in [31, Section 3] 
and, in slightly simplified form, in [32]. The reader is advised to consult 
these announcements for an outline of the contents of the present work. 
One of our main purposes here is to extend part of the Artin-Schreier theory 
of real closed fields to commutative semilocal rings with involution. The 
central concept that enables us to accomplish this goal is that of a signature: 
Let C denote a semilocal ring with an involution / whose fixed ring we 
denote by A. A signature is a homomorphism a from A*, the group of units 
of A, to {±1} with certain properties (Definition 2.1 and Proposition 2.4). 
If A is a field the signatures correspond byectively with the set of total 
orderings of A for which all the norms N(c) = c J(c) for c in C * are positive. 
In particular then, if / is the identity, this latter set consists of all orderings 
of A. 
In Section 2 we study the notion of signature. By definition a signature a 
on (C, /) corresponds with a unique homomorphism 5 from the Witt ring 
WF(C, J) of free Hermitian spaces over (C, /) to Z and conversely. For the 
case / the identity and C = A a field this correspondence between orderings 
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and homomorphisms of W(A) to Z has also been noted in [36] and [25]. 
We then use the structure theory of such Witt rings developed in [33] as 
our main tool in the study of signatures. The relationship between signatures 
on (C, /) and the signatures on A is discussed as well as the relationship 
between the signatures of a semilocal domain and the orderings of its quotient 
field. 
Since there is a bijection of the set of signatures with a set of prime ideals 
in a commutative ring, the Zariski topology induces a topology on the set 
of signatures on a semilocal ring with involution. With this topology the set 
of signatures becomes a compact totally disconnected Hausdorff space X. 
In Section 3, we study the space X and in particular the embedding of 
WF(C, /)red = (WF(C, J))fR*d(WF(C, J)) in the ring C(X, I) of continuous 
integer valued functions on X. Moreover, if X is any compact totally dis-
connected Hausdorff space, we study arbitrary Witt subrings for groups of 
exponent two [33, Definition 3.12] of C(X,Z) and characterize these in 
terms of the Boolean algebra of closed and open sets of X. We then use this 
information to obtain a necessary and sufficient condition for an approxima-
tion theorem for the orderings of a formally real field to hold. In the last part 
of Section 3, we give a description of the image of the map 
(ä1,...,än):WF(C,J)-^l» 
for a finite set ax an of signatures of (C, /). 
In Section 4 we further generalize Pfister's generalization [39, Satz 21] of 
Artin's characterization of sums of squares in a formally real field. T o 
accomplish this we introduce the notion of the saturation TfiT of an arbitrary 
subset M of A *. The subgroup M consists of all units of the form 
E ch * * I i - « J r . 
with r > 1, tft in M a n d £ t l,...,* f a sum ofnorms in A. We show that M is the 
set of all units b in A with a(b) = 1 for all signatures a on A such that 
a(M) = 1. In the special case when A is a field and / is the identity [39, Satz 21] 
follows and further setting M — 1 yields the classical Artin result [3, Satz 1]. 
The latter part of Section 4 is devoted to the study of the torsion subgroup 
of WF(C, J). 
Section 5 deals with the problem of extending signatures. For the sake of 
simplicity we consider only semilocal rings with the identity involution. 
Most of our results concern the extensions of signatures of a semilocal ring A 
to signatures on a Galois extension B with group (7, in the sense of [5] and [15]. 
Thus, we show that a signature on A has either no or [G : 1] extensions to B. 
Moreover, in the latter case all the extensions are conjugate under the action 
of G. In the last part of Section 5 we obtain some information about the 
G-module structure of W(B) and the cohomology groups Hl(Gy W(B)). In 
particular, we show that the localization of W(B) with regard to the multi-
plicative semigroup {2n} is a free G-module of rank one. We have not been 
able to generalize the main results of this section from the case of a Galois 
extension to that of an arbitrary finite etale extension. This points up the 
most serious defect of the theory developed so far: Namely, no notion of 
"real closure" with respect to a fixed signature has yet been established.1 
We close Section 1 by recalling a few facts and notations from [33]. For 
a semilocal ring C with involution /, the fixed ring of / is denoted by A, 
the groups of units of C and A are denoted by C * and A*, respectively, and 
N: C* A* is the homomorphism given by N(c) = cj(c). A (C, /)-space 
is a pair (E, 0)y where E is a finitely generated projective left C-module and 
0: E x E —• C is a Hermitian form. The relation of isometry is written as 
If E is free with an orthogonal basis e 1 e n such that 0{ei , e{)'== af we 
often write (aly...y an) ^ (Ey 0). A space (Ey 0) is called nondegenerate if 
the natural map E -> homc(Ey C) induced by 0 is an isomorphism and 
metabolic if it is nondegenerate and E has a C-module direct summand V 
with Vx = V. Two nondegenerate spaces (Ey0) and (E'y0r) are called 
equivalent, written as E ~ E'y if there are metabolic spaces U and Ur with 
E JL-U ~ & A. U'. The set of equivalence classes under ^ form a commu-
tative ring, the Witt ring, denoted by W(Cy J)(WF(Cy J) if only free C-
modules are considered). The ring theoretic operations of W(Cy ]) are 
induced by the orthogonal direct sum and the tensor product of spaces, 
respectively. The class of a space (Ey 0) in W(Cy J) is denoted by [(Ey 0)] 
or [£]. There is a ring surjectionZ[A*INC*] WF(Cy /), whereZ[^*/ATC*] 
denotes the group algebra of the group A*jNC* over Z. For a in A*y we 
write {a} for the element aNC* ofZ[A*INC*]. 
2. T H E NOTION OF SIGNATURE 
Until the last part of this section C will always be a connected ( = no 
idempotents other than 0 and 1) semilocal ring with involution / and A will 
be the fixed ring of /. 
CONVENTION. If <J: A * —^{±1} is a group homomorphism such that 
a(NC*) = 1 then the induced ring homomorphism Z[A*/NC*] - > Z will 
also be denoted by a. 
1 Note added in proof. We now know that a reasonable theory of real closures exists 
(cf. Bull Amer. Math. Soc. 79 (1973), 78-81). 
DEFINITION 2.1. A signature a of (C, /) is a group homomorphism 
o: A* {±1} satisfying 
(i) a(NC*) = 1. 
(ii) If G == A*jNC* and ^ C :Z[G] -> W(C, /) is the canonical map 
then <r(ker 0C) = 0. 
Sign(C, /) will denote the set of signatures of (C, /). 
Remark 2.2. If a is a signature of (C, /) we denote by ö the unique ring 
homomorphism from W(Cy J) to Z such that a:I\G] —• Z equals <r ° ^ c . 
Evidently we have a canonical bijection between Sign(C, /) and the set of 
ring homomorphisms from W(Cy J) to Z. By [33, Example 3.11] if 
Sign(C, /) 0 then these sets are in bijective correspondence with the set 
min W(Cy J) of minimal prime ideals of W(Cy J). Specifically, if a is a 
signature then ö[(a1an)] = cr(a2) + cr(an) and the associated prime 
ideal Pa is the kernel of a. 
The inclusion A c —• C induces a morphism (Ay Id) -> (C, /) of pairs [33] 
from which we get a ring homomorphism W(A) -> PF(C, /), where W(A) = 
PF(^ 4, Zi). The commutative diagram 
Z[A*i(A*)*] ~ W(A) 
! I 
Z[^*/ATC*] W(C, /) 
shows that —• W(C, /) is surjective and that Sign(C, /) is a subset of 
Sign(^)=Sign(^,/</). 
In order to give a more explicit description of signatures we need the 
following lemma. 
LEMMA 2.3. (i) For any o in Sign(C, /) we have o(—1) = — 1. 
(ii) Each a in Sign(C, J) has the followingproperty for all r_> 1: 
(Sr) Let a x a r be units of A with v(a^= = a(ar) = 1 and cx cr 
be elements of C such that 
b=N(c1)a1+--+N(cr)ar 
is also a unit. Then u(b) — I. 
Note that for any r > 1, (Sr) implies (S^). 
Proof, (i) is clear since [(1)] + [(-1)] = 0 in W(Cy /). 
(ii) The element b is represented by the space (a± ar) over (C, /). 
Hence, we have an isometry 
(a± ^ (b) _L N, 
for some space N. The space N may not have an orthogonal basis, but 
N _L (1) is proper so that 
J V _ L ( i ) ^ ( 6 1 ( . . . A ) , 
for some bt in A* [33, Lemma 1.12]. Hence, 
(1, ax ar) A * (by b± br). 
Since o(at) = ••• = a(ar) = 1 we have d[(by bly...y br)] = r + 1, which can 
only happen if e(b) = o^) = ••• = a(br) = 1. 
PROPOSITION 2.4. Lef 4^* —* { ± 1 } he a group homomorphism with 
< K ^ * ) ^ 1 ^ ~ 
(i) If A is a field then a is a signature if and only if o\a) = 1 implies 
u(\ + a) = \ for all a in A*. 
(ii) Assume C has no maximal ideal 9M with /(3W) =Wland C/9M = F 2 . 2 
Then a is a signature if and only if the property (Sz) of Lemma 2.3 holds. 
(iii) Assume in addition that C has no maximal ideal 9M with /(SR) = 9W, 
AjWl nA=¥2y and C/3JI = F 4 . Then a is a signature if and only if(S2) holds. 
Proof. The "only if" is clear in all cases from Lemma 2.3. Moreover, it is 
easily seen that (S2) is equivalent to the property stated in (i) if A is a field. 
In [33, Theorems 1.15 and 1.16, Corollary 1.17] it has been shown that the 
kernel of i(sc:Z[A*INC*] -+ W(Cy J) is generated by the elements {1} + {—1} 
and 
with ( a x a r ) ^ ( b t b t ) . It was shown there that r = 2 suffices in 
Cases (i) and (iii) and r = 3 in Case (ii) of our proposition. Thus, we need 
only prove that in any case for r ^ 3 the property (Sr) implies ~ 
ror a u * ur*its aly...yary bly...ybr of A* such that (ax ar) ^ 
( b t b r ) . If all a(tfj) = 1 then it follows immediately from (Sr) that all 
afyi) = 1. If all a(ai) = — 1 then we also have all o(b^) = —1, since 
(—%,..., —-ar) ^ (—£x —£ r ) . Hence, we need only consider the case 
that neither all a(a£) nor all ofa) have the same value. But by taking deter-
minants we see that f l L i — O i - i {^ J m A*/NC*. Hence, n L i ^ 
n L i a n < ^ since r ^ 3 it is clear that cr(a^) — — 1 occurs as often as 
<r(b~) = - 1 . 
2 F a denotes the field of q elements. 
We would like to give a more explicit characterization of Sign(C, /) as a 
subset of Sign(-4). The following proposition will be proved in Section 6 
since the proof uses techniques from [29] which will not be needed elsewhere 
in this paper. 
PROPOSITION 2.5. Assume that either A is afield or C has no maximal ideal 
SR such that one of the following exceptional cases occurs: 
(i) qm = FzorF3. 
(ii) 9H = /(9K), C/2R = F 4 , andA/Wl nA=F2. 
Then the kernel of W(A) —• W(C, J) is generated by the binary space classes \ 
[(1, —Nc)] with c in C*. 
From this proposition and Definition 2.1 we immediately obtain the fol-
lowing. 
COROLLARY 2.6. Under the hypotheses of Proposition 2.5, Sign(C, J) is 
the set of all a in Sign(A) with <J(NC*) = 1. 
Remark 2.7. (i) If C is a field then Corollary 2.6 is an immediate 
consequence of Proposition 2.4(i) and Proposition 2.5 is not needed. 
(ii) If A is a field it follows from Proposition 2.4(i) that Sign(^4) can be 
identified with the set of all orderings on A. This is done as follows (cf. [25; 36]): 
If < is an ordering on A we define a signature o< of A by 
if a > 0, 
if a < 0, 
and if a is a signature of A we define an ordering < a on A by 0 <a a if and 
only if o(a) = 1. 
Note that Corollary 2.6 shows that a signature a in Sign(^4) is in Sign(C, J) 
if and only if 0 <a N(c) for all c in^?*. 
LEMMA 2.8. Let C be a field with J identity. Then a signature a in 
Sign(^l) lies in Sign(C, /) if and only if the ordering <a on A does not extend to an 
ordering onC. 
Proof Since A must have characteristic 0 we can write C = A(0)> where 
B2eA and J(6) = -6. If a is in Sign(C, /) then 0* <o0 and, hence, < f f 
cannot be extended to an ordering on C. Suppose now that < a does not 
extend to an ordering on C. Then 02 < f f 0 [9, p. 38] (see also Proposition 5.15), 
and, hence, for any c — a + bO in C * we have 0 <.aaz — b202 iV$£). 
Let C be a field with involution / ^ identity, let a be a signature of A, 
and let Aa be a real closure of A with respect to the ordering <CT (e.g. [9, p. 38]). 
If A is the algebraic closure of Aa and Ja is the involution of Ä whose fixed 
field is Aa then W(Aa) ^ W(Ät Ja) ^ Z (Sylvester's law of inertia). Moreover, 
the homomorphism W(A) —>Z induced by a coincides with the homomor-
phism W(A)-> W(A0) induced by the inclusion Ac->Aa [36]. Finally, since 
the ordering < a extends to C if and only if Ja does not extend /, Lemma 2.8 
shows that Ja extends / if and only if a is in Sign(C, /). When this is the case 
the induced homomorphism 5: W(C,J)-+Z is just the canonical map 
W(CiJ)-+W(A\J.). 
If the semilocal ring A has no zero divisors we can still ask whether a given 
signature a of A gives rise to an ordering < of A; i.e., whether there exists 
an ordering < of A such that o(a) = 1 if and only if 0 < a for all a in A*. 
In order to investigate this question we prove a lemma which will also be 
used to prove other results concerning extensions of signatures. We first need 
the following definition. 
DEFINITION 2.9. Let (C, / ) - i ( C , /') be a morphism of pairs and let 
cr be a signature of (C, /). We say that the signature a of ( C , /') extends a 
(relative to/) if a'(f(a)) = a(a) for all a in A*. 
Note that a in Sign(C, /') extends a in Sign(C, /) if and only if we have 
a commutative diagram 
w(c,j)—m^w(c,j') 
LEMMA 2.10. Let (C, J) —*• (C, J') be a morphism of pairs and a a 
signature of (C, J). Then a extends to a signature a of (C, J') if and only if 
ä(ker W(f)) = 0. 
Proof. If a extends to a signature a of ( C , /') then the above diagram 
shows that <r(ker W(f)) — 0. Conversely, assume o(ker W(f)) = 0 and let 
R — Im W{f). Then there exists a ring homomorphism <p:R-+Z such 
that <p o W(f) = or. Let P = ker (p. Then P is a minimal prime ideal of R 
so there is a minimal prime ideal P' of W(C, J') such that P' n R — P 
(e.g. [11, Proposition 16, p. 96]). The signature a of ( C , /') corresponding 
to P' clearly extends a. 
Since the intersection of all minimal prime ideals of a commutative ring 
is the set of nilpotent elements [11, Proposition 13, p. 95] we have the following. 
COROLLARY 2.11. Let (C, /) ( C , /') be a morphism of pairs. Then 
every signature of(C, J) extends to a signature of(C> /') if and only //"ker W(f) 
is a nil ideal. 
We now return to the question of extending a signature of a semilocal 
integral domain A to an ordering on A. Since any ordering on A extends in 
a unique way to an ordering on the quotient field F of Ay it is enough to ask 
when a signature öf A extends to a signature (= ordering) of F. This question 
is answered by Lemma 2.10; namely, a signature cr of A extends to an ordering 
of F if and only if ker(W(A) -> W(F)) is contained in the kernel of the map 
Ö: W(A)-+1. 
EXAMPLE 2.12. Let A be the local ring of the affine curve X2 + Y2 = 0 
over the real field R at (0, 0). Then the signature 
obtained by composing the evaluation map at (0, 0) and the unique signature 
of R, does not arise from an ordering of A. This follows because —1 is a 
square in the quotient field of A, and, hence, A can have no orderings. 
EXAMPLE 2.13. Let A be a valuation ring with maximal ideal m. Then 
any a in Sign(^l) can be extended to an ordering of A. If A has rank one 
[12, p. 115] and a(l + m) ^ {1}, then a has exactly one extension to an 
ordering. If A is discrete [12, p. 108] and a(\ + m) = {1}, then a has exactly 
two extensions. 
Proof. Let F be the quotient field of A. Since A is a Prüfer ring, 
W(A)-+ W(F) is injective [27, 11.1.1] so the first assertion follows from 
Corollary 2.11. 
Now assume A has rank one and <r(l + m) ^ {1}. Then there exists an a 
in 1 + m with o(a) = —1, and, hence, cr[(l, —a)] = 2. Let W(Ay m) be the 
kernel of the natural map W(A) -+ W(Ajm). Then [(1, —a)] lies in W{Ay m), 
so since W(Ay m) is an ideal in W(F) [27, 12.1.1] it follows that for any c 
in F* the class [(cy —ca)] lies in W(A). Therefore, if t is any signature on 
F extending a we must have 
o[(cy —ca)] = f[(cy —ca)] = r{c) f[(l, —a)] 
= r(c)-OKI, - * ) ] = 2r(c)y 
for all c in F*. Hence, a can have only one extension. 
If A is discrete with m = Aw then any extension r in Sign(F) of a is deter-
mined by the value T(TT). If a(l + m) = {1} it is easily verified using Proposi-
tion 2.4(i) that for both a = 1 and oc = — 1 the functions r a : F * —• { ± 1 } 
defined by Ta(w7rn) = o(u) ocny for u in A * and n in Z are signatures of F 
extending a. 
PROPOSITION 2,14. Let A be a Dedekind ring (not necessarily semilocal) 
with quotient field F. 
(i) If all orderings on F are Archimedian then A/p is not formally real 
for all nonzero prime ideals p of A. 
(ii) If A/p is not formally real for all p ^ 0 then the natural map of 
Spec W(F) to Spec W(A) is a homeomorphism. In particular, if A is semilocal then 
the signatures of A correspond bijectively with the orderings on A. 
Proof, (i) Assume there exists a prime ideal p of A such that A/p is 
formally real; i.e., has at least one signature r. Composing r with the reduction 
map from Ap* -> (A/p)* yields a signature o: Ap* -> (A/p)* { ± 1 } of 
the valuation ring Ap . Then for any ordering < of F extending a we must 
have a < 1 for all a in pAp, since a(l + pAp) — 1. Such an ordering is 
obviously non-Archimedian. 
(ii) By [38, p. 93] there is an exact sequence 
0 ^ W(A)-+ W(F)-+ U W(Alp), 
v 
where p runs through the nonzero prime ideals of A. Since none of the A/p 
is formally real, each W(Ajp) is a 2-primary torsion group [39, Satz 16] as is 
W(F)jW(A). Thus, a given homomorphism from W(A) to Z or Fp, p odd, 
has at most one extension to W(F). Furthermore, the unique homomorphism 
W(A) —> F 2 [34, Remark 2.2] extends to the unique homomorphism 
W(F)-+ F 2 . By [34, Remark 2.2] the prime ideals of W(A) and W(F) are 
exactly the kernels of such homomorphisms. Thus, the continuous map 
Spec W(F) Spec W(A) is injective. Since W(F) is integral over W(A), 
this map is also surjective and closed [12, Theorem 1, p. 38 and Remark 2, 
p. 39] and, hence, is a homeomorphism. 
Note that Example 2.13 and the proof of Proposition 2.14(i) show that the 
converse of Proposition 2.14(H) also holds. 
Remark. If A is the ring of integers in an algebraic number field F then 
the hypothesis of Proposition 2.14(H) is satisfied and so the nonmaximal 
prime ideals of W(A) correspond bijectively with the real embeddings of F. 
This is a small part of [38, Corollary 4.5, p. 97]. 
Finally, we consider pairs (C, /) with C semilocal but not necessarily 
connected. In defining signatures a: A* -> { ± 1 } of (C, /) we replace W(C, J) 
in Definition 1.1 by the Witt ring WF(C, J) of free nondegenerate Hermitian 
spaces over (C, /) [33, Remark 1.18]. The ring WF(C, f) is a homomorphic 
image of Z[^4*/ATC*] and in fact a Witt ring for A*/NC* in the sense of 
[33, Definition 3.12]. Note that WF(C, J) = W(C, J) if C is connected. 
'v Lemma 2.3 and Proposition 2.4 still hold with identical proofs if C is not 
connected. 
The pair (C, /) is called connected, if C has no decomposition C Cx x C 2 
with Cx and C 2 stable under /. If (C, /) is connected but C is not connected 
then (C, J) (A x A, J0) with connected and J0 the involution 
(xyy) i-> (j>, JC) on A X 4^ [33, Lemma 1.8]. In this case NC* = A* and, 
as is easily seen, WF(C> J) = F 2 so (C, /) has no signatures. 
We shall now show that even in the case that (C, /) is not connected the 
signatures of (C, /) correspond bijectively with the ring homomorphisms 
from W(C, J) to I. Let 
(C,J) = {CX,JX) X -x(Ct9Jt) 
be the decomposition of (C, /) into connected pairs. Then by [33, Lemma 1.9] 
we have a corresponding decomposition 
W(C, J) = WiC, , h) x - X W(Ct, Jt) 
of Witt rings. Assume Q is connected for 1 ^ i ^ s and not connected for 
s < i < /. (s = 0 if no Q is connected.) For any index i with 1 < i < s 
we have a ring homomorphism 
/ u < : ^ ( C l / ) - > J T ( C < ) / < ) ^ > F 2 ) 
where the first map is the canonical projection and the second map vt is 
reduction modulo the unique maximal ideal of W(Ct, /,•) containing 2. 
LEMMA 2.15. If s > 1 the canonical map from WF(Cy J) to W(Cy J) is 
injective. The image consists ofallelements z in W(Cy J) with fix(z) = ••• = fis(z). 
Proof Denote by Hf the standard hyperbolic plane (J J) over (C£ , ]t) 
and by H the standard hyperbolic plane over (C, /). Note that H = 
Hx x *•* X Ht. We consider a free space E over (C, /) whose image in 
W(C, J) is zero. This means that in the decomposition E — E1 X • • • X Et 
into spaces Et over (C t-, Jt) every component E{ has image zero in W(Ct, /e). 
We first treat the case i < s. The Witt ring W ( C ? , J{) is the quotient ring 
K(ci > Ji)IKM(Ci, fi) of the Grothendieck ring K{Ct, /,) of nondegenerate 
spaces over ( C f , /i) modulo the ideal KM(C{, /,-) generated by the metabolic 
spaces [33, Corollary 1.6]. Thus, the class, cl(2£t) of Et in K(C(, /i:) lies 
in KM(Ct, /,•). Since every projective C rmodule is free, the latter is 
additively generated by cl(^) [33, Lemma 1.3(i) and (iii)]. Hence, cl(2?e-) = 
ri cl(fT,) for some integer r{. Taking account of the definition of equality in 
K(Ct , /,•) shows that rt is positive. Hence, there exists a nondegenerate space 
Gi over (Ct, Jt) such that 
Ei ± Gt g± r, x Hf ± G , . 
Since E is free, all the E{ are free over Ct of the same rank. Thus, rt = • • • = rt . 
By [33, Lemma 1.10], the spaces G e are free C rmodules. Thus, by adding 
suitable spaces to the G 4 we may assume that the rank of G{ over C t is w, 
independent of i. 
Now assume i > s. Then since the rank of Et is the same as that of Ex, 
the previous considerations show that Et has even rank. It can then be easily 
shown, using [33, Example 1.7], that Et ^ r 2 x Ht. Let G£ be an arbitrary 
nondegenerate free Q-space of rank u. Then G = G x X ••• X Gt is a free 
space over (C, /) and 
which shows that WF(Cy J) W(C, /) is injective. 
v For any z in the image of WF{Cy J)y in W(Cy J) we have/^(s) = • • * — / s^(^ ), 
since there is only one ring homomorphism from WF(Cy J) to F 2 . Now consider 
an element x in W(Cy J) with ^ (x) = ••• = p8(x) and let E = £ x x X Et 
be a space over (C, /) representing Then, for 1 ^ i ^ sy the are free 
spaces with rank Ex == ••• = r a n k £ s (mod 2). Adding a suitable multiple 
r, X Hi to 2£T , for 1 < i < s, we get spaces Fly...yFs of the same rank n. 
For s < -i ^ f, let be an arbitrary nondegenerate free space of rank n. 
Then the space F = Fx X • • • X Ft is free over (C, /) and since W(C4, /T) = 0 
for s < i < £ [33, Example 1.7], JP represents the element x of W(Cy J). 
Thus, # lies in the image of WF(Cy J). 
For $ > 1 we shall identify WF(Cy J) with its image in W(Cy J)> 
PROPOSITION 2.16. If s ^ 1 the restriction map defines a Injection of the 
set of ring homomorphisms from W(Cy J) to Z with the set of ring homomorphisms 
from WF(Cy J) to Z . 
Remark 2.17. If s = 0 then by [33, Remark 1.7 and Lemma 1.9], 
W(C, J) = 0 and it is easily seen that WF(Cy J) = F 2 . Thus, neither ring 
admits homomorphisms to Z . 
Proof of Proposition 2.16. Denote the subring WF(Cy J) of W(Cy J) by R 
and W(Ci, /,•) by Rt, so that W(Cy J) = f l L i Ri • Let <p be a homomorphism 
from WF(Cy J) to Z . By Lemma 2.15, 2x lies in JR for every x in f| Rt, and 
hence RJR IS a g r o u P ° f exponent 2. Thus, 9) has at most one extension 
to a homomorphism from 1Q to Z . Moreover, such an extension always 
exists. Indeed, the kernel Q of <p is a minimal prime ideal of R so by [11, 
Proposition 16, p. 96] there is a prime ideal P of ]~J lying over Q. Clearly, 
p = R1 x ••• X Pk x •- XRtt 
with a unique index & and a unique minimal prime ideal Pk of Rk . Since 
Z ^ R/Q embeds into n Ät/^ ^ f^c/^ fc > it follows that I"I &ilP ^ Z. The 
homomorphism A from Yl Pit0 Z with kernel P extends <p. 
We denote by At the fixed ring of ] t in C 4 and by ^ the projection from 
A = Ax x X 4^* onto At. The proof of Proposition 2.16 together with 
Remark 2.17 immediately imply the following. 
COROLLARY 2.18. The signatures a: A* -> {±1} on (C, /) correspond 
bijectively with the homomorphisms A from W(C> J) to Z via a(a) — A[(a)]. 
For any signature a on (C, /) there exists exactly one index k between 1 and t 
and one signature ak on (Ck , fk) such that 
* = oko7rk:A*^Ak*-»{±l}. 
Thus, Sign(C, /) can be identified with JjJUi Sign(C J b, Jk) (disjoint union). 
As in the connected case we denote the homomorphism from W(C, J) 
to Z which corresponds with the signature a of (C, /) by a. 
From Corollary 2.18 it is clear that problems about signatures may always 
be reduced to the connected case. 
3. TOPOLOGICAL DESCRIPTION OF REDUCED WITT RINGS 
In this section a Witt ring R is always a Witt ring for some Abelian group G 
of exponent 2 as defined in [33], i.e., if? is a nonzero homomorphic image of 
the integral group ringZ[G] anoVthe torsion subgroup Rt of R is 2-primary. 
Clearly, for any Witt ring R, the group G can always be chosen as G(R) = 
{x in R I x2 = 1}. Furthermore, if G is an Abelian group of exponent 2, a 
homomorphic image R of Z[G] is a Witt ring if and only if. the reduced ring 
RTed = R/Ni\(R) is a Witt ring [33, Remark 3.13(ii)]. Our interest in these 
"abstract" Witt rings stems from the fact that the Witt ring WF(Cy J) of free 
spaces over a semilocal ring with involution is a Witt ring for the group 
^*/iVC* [33, Remark 1.18, Corollary 1.20, Theorem 3.9]. i 
DEFINITION 3.1. (i) For any Witt ring R, \et-X(R) denote the set of ring 
homomorphisms from R to Z. 
(ii) For any topological space X and discrete ring /), let C(X,D) 
denote the ring of continuous functions from X to D. 
(iii) A Boolean topological space is a compact totally disconnected 
Hfausdorff space. 
Remark 3.2. If R = WF(C, J) then the set X(R) may be identified with 
Sign(C, J) as in Proposition 2.16, which explains its relevance to this paper. 
LEMMA 3.3. Let R be a Witt ring. Then 
(i) Rt = Ror Rt = Nil(Ä); the set X(R) is empty if and only ifRt = R. 
(ii) If x is-in X(R) let Px = ker x. Then x H-> Px yields a Injection of 
X(R) with the set of prime ideals of P of R such that P C\Z = 0. If X(R) 0 
then X(R) can be identified with the set min(R) of minimal prime ideals of R. 
For the remainder of the lemma we assume X(R) 0 . 
(iii) . In the Zariski topology the map Pt->Q ® P8 is a homeomorphism 
the subspace X(R) of Spec(Ä) with the Boolean space Spec(Q (x) R). Thus, 
WS&iCan regard X(R) as the set of all Q-algebra homomorphisms from Q ® R 
7o Ö under the correspondence # <-> 1 ® x. The field Q is the only integral 
domain which occurs as a homomorphic image of Q ® R. 
(iv) For any element s in Q (x) Ry let fs be the function in C(X(R), Q) 
defined by fs(x) = (1 ® x)(s). Then s\->fs is an isomorphism of Q-algebras. 
(v) The image 1 ® R of R in Q <x) R is isomorphic to RTea and the 
isomorphism of (iv) maps 1 (x) R into a subring ofC(X(R)9 Z). 
Proof (i) That Rt is either R or Nil(R) follows from [33, Proposition 3.15]. 
Clearly, if Rt = R then X(R) is empty. If X(R) is empty [33, Remark 3.2 and 
Proposition 3.4] show that Rt = R. 
(ii) The map x i -* Px yields a bijection of X(R) with the set of prime 
ideals P of R such that R/P^ Z, since Z has no automorphisms except the 
identity. The rest of (ii) then follows from [33, Remark 3.2, Theorem 3.9, 
Propositions 3.15 and 3.16]. 
(iii) If S is the multiplicative semigroup Z — 0 then Q (x) R = S ^ Z . 
Hence, P f-* Q ® P is a bijection of the prime ideals P of R such that 
PnZ = 0 and all the prime ideals of <Q (x) R [11, Proposition 1 l(ii), p. 91]. 
Furthermore, by [11, Corollary, p. 129] the foregoing map is a homeo-
morphism in the Zariski topology. Since by [33, Remark 2.6] Q ® R is von 
Neumann regular, [11, Exercise 16, p. 173] shows that Spec(Q (x) R) is a 
Boolean space. 
3 Unadorned (x) always denotes (x)2 . 
(iv) By (iii), for every prime ideal M of Q (x) R we have Q ® RjM ^ Q 
so (iv) is a special case of [2, Theorem 2.3]. 
(v) It is clear that ker(# -> Q ® Ä ) = Rt which is Nil(#) by (i). 
Furthermore, by definition fx^r{x) = #(r) lies in Z , completing the proof. 
Our main goal in this section is to study the embedding of i ? r e d in C(X(R), Z). 
However, we first shift our point of view by studying the Witt subrings of 
C(X, Z) for an arbitrary Boolean space X. 
DEFINITION 3.4. For any Boolean space X> let (£ denote the basis of all 
clopen (closed and open) sets. 
The proof of the following lemma will be omitted since its contents are 
either wTell known or the missing proofs can be easily supplied. 
LEMMA 3.5. (i) Let U, V be in <S and set U + V = U U V - U n ~V~ 
UV = U n V. Then (£ is a Boolean ring with these operations. 
(ii) If D is an integral domain the only idempotents of C(Xt D) are the 
characteristic functions ev, for U in (E. For an arbitrary commutative ring D, 
an element f in C(X, D) has the form 
n 
/ = I dieUt > 
1 
with di in D and {£/,} a partition of X by elements of f£. 
(iii) <S ^ C(X, F 2) via U ev. 
(iv) The units of C(X> Z) are precisely the functions gv = 1 — 2ev for 
U in<&\gvis — 1 on U, I on X — U, andgv2 = I. 
(v) gugv = gu+r • 
DEFINITION 3.6. For any subring T of C(X, Z) let $(T) denote the se^ 
of U in (£ with gv in T. 
COROLLARY 3.7. (i) If T is a subring of C(Xy Z) then <b(T)is an additive 
subgroup of(& containing X. The units of T are precisely the gv with U in § ( T ) . 
(ii) C(X, 1) is the integral closure ofl in C(X, Q). 
Proof (i) By Lemma 3.5(v), §>(T) is a subgroup, and X is in $y(T) since 
gx r=z — 1 lies in T. The last part is clear from Lemma 3.5 (iv). 
(ii) By Lemma 3.5(ii), every element of C(X,Z) is an integral linear 
combination of idempotents and so C(X> T) is integral over Z . JffirfC(X, Q ) 
is integral over Z , its values are elements of Q integral over Z , and so lie in Z . 
Hence,/is in C(X,I). 
PROPOSITION 3.8. Let 21 be an additive subgroup o/C containing X and let 
Then S(2t) is a Witt subring ofC(X, Z) am/ /Ae maps 2(f-> S(2l), £>(T) 
Are inverse isomorphisms of the lattice of additive subgroups 2( of (£ containing A', 
and the lattice of Witt subrings T of C(X, Q). 
Proof Since any Witt subring of C(X, Q) is integral over Z, it is a 
subring of C(X, Z) by Corollary 3.7 (ii). Because any subring T of C(X, Z) 
is torsion free and all units of C(XrZ) have (multiplicative) order < 2, the 
subring 71 is a Witt ring if and only if it is additively generated by its units. 
Thus, in view of Corollary 3.7 (i), we have the equality S(£(Tj) = T, for 
any Witt subring T of C(Xy Q). Furthermore, by Lemma 3.5 (v), S(2() is a 
ring and, hence, a Witt ring. 
It remains to show that for any additive subgroup 21 of (£ containing AT, 
we have §(£(21)) = 21. Thus, let U in © be an element of §(£(21)) . Then £c 
and, hence, 2ev lie in «S(2i). Therefore, there are integers UQ , mt such that 
»; 
2ev = n0 + Z 2fw^tf., 
l 
Evaluating both sides at a point of X shows that n0 is even so 
k 
o 
where U0 = X and *w0 = w0/2. Thus, in C(X, F 2) we have 
k 
eU = £ €ieVi » 
0 
with €T = 0 or 1, so by Lemma 3.5 (hi), U = e i ^ » m ®- Hence, 77 lies 
in the subgroup 21, completing the proof of the proposition. 
EXAMPLE 3.9. £(<£) = Z + C(X, 21) is the largest Witt subring of 
C(X, Q) while S({ 0, X}) = Z is the smallest such. Furthermore, it is easily 
verified that X(S((&)) is homeomorphic to X. This follows as in the proof of 
Proposition 2.14 from the facts that C(X> Z)/S(Q) is a group of exponent 2 
and min(C(X, Z)) is homeomorphic to X [1, Proposition 1.2], [40, Theorem 
1.6.1]. 
Next, we need the following version of the Stone-Weierstrass theorem 
[26, Theorem 32] or [18, Proposition 1 and remark on p. 236]. 
with U{ in 21. 
that we have 
THEOREM 3.10. Let F be a discrete field, X a Boolean space, and s/ an 
F-subalgebra of C(X,F) separating points. Then-s/ = C(X,F). 
Proposition 3.11 is a slight recasting of Proposition 3 of [18]. 
PROPOSITION 3.11. For any Boolean space X let Y = Xj~ run through 
the Boolean quotient spaces of X, and let F be a discrete field. Then F W C(Y,F) 
yields a lattice antiisomorphism between the family of all Boolean quotient 
spaces of Xand the F-subalgebras of C(X,F). 
Proof. For any F-subalgebra of C(X,F) we define an equivalence 
relation on X by x ~ y if f(x) = f(y) for all / in stf. Let Y = Xj~. Since 
the projection X —• Y is continuous, Y is compact. By definition, stf induces 
an F-algebra of continuous functions on Y which separates points. Since F is 
discrete, this shows immediately that Y is HausdorfT and totally disconnected. 
Thus, by (3.10), stf = C(Y,F). 
Conversely, let Y = Xj~ be a Boolean quotient space of X with projection 
7r and let stf = C(Y,F). Let ~ be the equivalence relation defined by stf 
on X. Clearly, x ~ y implies x y. On the other hand, if x ~ y then for 
every continuous function / : Y -> F we have / (7r(x)) = /(7r( y)). Since Y is 
totally disconnected, C(Y,F) separates points so that n(x) — 7r(y), i.e., 
x r^y. Thus, ^ = proving the proposition. 
COROLLARY 3.12. Let 93 be a subring of <£ and set ^(93) = QS(93) = 
Hue* Q*u • Then ^(9?) is a Q-subalgebra ofC(X, Q) and the maps 93 H> ^ (93), 
stf -> $$(stf) are inverse isomorphisms of the lattice of subrings of (£ and the 
lattice of Q-subalgebras of C(X, Q). 
Proof. We identify (E with C(X, F 2 ) by the isomorphism of Lemma 3.5 (iii) 
so that subrings of (E correspond with F2-subalgebras of C(X, F 2 ) . By Proposi-
tion 3.11, the lattice of Q-subalgebras of C(X, Q) and the lattice of F 2 -
subalgebras of C(X, F 2 ) are both antiisomorphic to the lattice of Boolean 
quotient spaces of X. We, thus, obtain a lattice isomorphism between the 
two by associating subalgebras corresponding to the same quotient spaces. 
Let a subalgebra stf of C(X, Q) correspond to a quotient space Y = Xj~*>. 
Now gu — 1 — 2eu lies in stf if and only if ev does. Thus, 
%(stf) = {Uin <E I ev{x) = ea(y) if x ~ y}, 
which under the isomorphism of Lemma 3.5 (iii) is precisely the F2-subalgebra 
of C(X, F 2 ) corresponding to Y. If a subring 93 of correspond to a quotient 
space Y = X/^, it is clear that the equivalence relation defined by -5^ (93) 
on X is precisely ^ so that the inverse isomorphism carries 93 to y(93). 
COROLLARY 3.13. If R is a Witt subring of C(Xy Q ) then 9y(QR) <§(#)>, 
the subring of (& generated by 
Proof Since $j(®R) is a subring of «B by Corollary 3.12 and $(QR) D § ( # ) , 
it is clear that $(QR) D <§(Ä)>. On the other hand, from Proposition 3.8 it 
is clear that £/J(($y(R)}) D QRy whence by Corollary 3.12 we have 
<$(«)> D$(QR). 
COROLLARY 3.14. Let Rbe a Witt subring of C(Xy Q ) . Then the following 
are equivalent. 
(i) C(XyZ)/Ris a torsion group. 
(ii) S)(R) is a subbasis of X. 
(iii) R separates the points of X. 
Proof. Statement (i) is equivalent to QR= C(Xy Q) and since e^e^ • • • eUn = 
eu1r\uan—nuH a n d ^ * s compact, (ii) is equivalent to the statement that 
<$>(/?)> = (&. Thus, the equivalence of (i) and (ii) follows from Corollaries 
3.12 and 3.13. The implication (i) => (iii) is clear and (iii) => (i) follows from 
(3.10). 
LEMMA 3.15. If R is a Witt subring of C(X, Q) then the torsion subgroup of 
C(Xy I)/R is 2-primary. In particular, if C(Xy Z)/R is torsion then 
2-™C(Xf Z) = C(Xy 2-°°Z) = 2~«>R, 
where f for any commutative ring Ty 2~OC71denotes the ring effractions of T zvith 
respect to the multiplicative semigroup {2n}. 
Proof. Let R be the integral closure of R in QR. In view of Corollary 3.7 (ii), 
it is readily verified that the torsion subgroup of C(X, Z)/R equals £t/R, which 
is 2-primary by [33, Proposition 3.17]. 
PROPOSITION 3.16. Let Rbe a Witt subring of C(X, Q) and*ft: Z[G\ -> R 
a ring surjection with G an Abelian group of exponent 2. Then the elements of 
jr>(/?) are precisely the sets 
W(a) = {x in X I +(a){x) = -1} 
and their complements X — W(a)y where a runs through the elements of G. 
Proof. Since a2 — 1 we must have i^(a)( y) ~ ± 1 for all y in X. Hence, 
gwu) — H&) a n d gx-wia) = —H6^' Since Nil(Z?) = 0 , [33, Remark 3.22 and 
Theorem 3.23] shows that every unit of R is of the form ±i/f(a)y proving the 
proposition. 
Remark 3.17. Following Belskii [7] we call a Witt ring for an Abelian 
group G of exponent 2 "small" if there is an element a in G such that 
ifi(a) — 1. For example, the Witt ring R = WF(C, J) of free nondegeneratc 
Hermitian spaces over a semilocal ring C with involution / is small for G = 
A*/NC*. If R is a small Witt ring for G, Proposition 3.15 shows that §(/?) 
is the family W(a)t with a running through G. It should be noted that any 
Witt ring R is small for G — G(R) = the group of all r in R with r 2 = 1. 
If R is a Witt ring and X — X(R) is the Boolean space of Definition 3.1 (i) 
and Lemma 3.3 (iii), our results yield the following theorem. 
THEOREM 3.18. Let Rhea Witt ring with Rt # R and 0: 1[G] -> Ra ring 
surjection for some Abelian group G of exponent 2. If X — X(R) then 
(i) C(XfZ)/Rrea is a 2-primary torsion group and C(X,Z) is the 
integral closure of Rrea in C(X, Q). 
(ii) The sets W(a) = {x in X | *fi(a)(x) = — 1} and their complements 
form a subbasis &Rof the topology of X. 
(iii) is the family of all clopen subsets U of X such that 2ev is in /?red , 
i.e., in the notation of Definition 3.6, $)R = $(#). Hence, §Ä depends only on R 
and is independent of G and t/ß. Furthermore, $R is an additive subgroup of (£, 
the Boolean ring of all clopen subsets of X, containing X. 
(iv) # r e d =Z + Zue$>R2Zeu. 
Proof. From the definition of X(R) and the map R C(X, Z) of 
Lemma 3.3 (v), it is clear that the Witt subring RTe& of C(Xt Q) separates 
points of X. Thus, (i) follows from Corollary 3.14, Lemma 3.15, and Corol-
lary 3.7 (ii). Statement (ii) is an immediate consequence of Proposition 3.16 
and Corollary 3.14, while (iii) and (iv) follow from Proposition 3.8. 
Remark 3.19. In case R = W(F) is the Witt ring of a formally real field F, 
X(R) may be identified with the set of all orderings oFF, as was pointed out in 
Remark 2.7 (ii), and G may be taken as F*/F*2. Harrison (unpublished) first 
proposed that the set of orderings be topologized by taking the sets W(a) — 
{< in X(R) I a < 0}, for a inF*, as a subbasis of the topology. 
THEOREM 3.20. Let G be an Abelian group of exponent 2, $:Z[G] —> R 
a ring surjection making R into a Witt ring, and X — X(R). If Rt ^ R the 
following statements are equivalent. 
(i) #red = Z + C(Xt 2Z). 
(ii) C(X, Z)/i?red is a group of exponent 2. 
(iii) $ Ä = <S. 
(iv) For any two disjoint closed subsets Yx , Y2 of X there is an element 
r == ±^(tf) with a in G such that y±(r) — 1 for all yx in Y1 and y2(r) = — 1 
for all y2 in Y2 . 
Proof The implication (i) ••=> (ii) is obvious, (ii) => (iii) follows from 
Theorem 3.18 (iii), and (iii) => (i) follows from Proposition 3.8 and Example 
3.9. 
(iii) => (iv). The compact HausdorfT space X is normal so there is an 
open set E in X such that Y1 C E and E n Y2 = 0. Since X is totally dis-
connected, E is a union of clopen sets and since Yx is compact there exist 
clopen sets XJX Un such that Yx C Ux U •*• U UnC E. Then U = 
E/i U ••• U £/n is a clopen set with Y± C (7 and F 2 C I - U. By (iii), J7 is in 
§ Ä and so by Theorem 3.18 (ii) there is an element r = ±jff(a) having the 
desired properties. 
(iv) => (iii). Let U be a clopen subset of X. Applying (iv) to Y1 = U7 
Y2 = X — U shows that U lies in § Ä in view of Theorem 3.18 (ii). 
In view of Remark 3.19 we have the following corollary. 
COROLLARY 3.21. LetF be a formally real field, X the Boolean space of all 
orderings of F, and W(F) the Witt ring of F. Then the following statements are 
equivalent. 
(i) W(F)Ted^I + C(X,21). 
(ii) C(X, Z)/W(F)Tea is a group of exponent 2. 
(iii) If U is a clopen subset of X there exists an element a ofF* such that 
an ordering < is in U if and only ifa<0. 
(iv) (Approximation). Given any two disjoint closed sets Yx , Y2 of 
orderings of F there is an element a in F* with a < 0 for < in Yx and 0 < a 
for < in Y2 . 
Remark 3.22. (i) In [23, Theorem 3.5] it is shown that condition (iii) 
of Corollary 3.21 is also equivalent to 9)W{F) being a basis of the open sets of 
X = X(W(F)). 
(ii) It is shown in [13, Theorem 2.1], [38, Example 2.10, p. 64], and 
[23, Section 3, Example 1] that the equivalent conditions of Corollary 3r21 
hold for an arbitrary formally real algebraic extension of Q . Moreover, 
Elman and Lam have also shown that the conditions of Corollary 3.21 hold 
for a formally real extension of transcendence degree 1 of a real closed field 
[23, Section 3, Example 2]. 
COROLLARY 3.23. Let R = 0(Z[G]) be a small Witt ring for an Abelian 
group G (Remark 3.17) and let xx xn be n distinct elements of X(R)f i.e.. 
x.i'. R-+Z are distinct ring homomorphisms. Let B denote the subring of 
Z X ••• X Z (n factors) of all elements (blf...y bn) with bt == b3- (mod 2), i.e., 
B =1 + (2I)n. Then 
(i) lm{x1 xn) C B. 
(ii) The following statements are equivalent. 
(a) lm{xx xn) = B. 
(b) For any i, 1 ^.i ^n, there exists an element at in G with xj^ia^) — 
- 1 , = l,i ^j. 
(c) The characters Xi' G{±1}, defined by xAa) ~ xi(*K<*))- f0* a 
in Gy are linearly independent in the ¥2-vector space 0 of all characters of G. 
Proof. By [33, Proposition 3.14], R = R/O^ker xt is a reduced Witt 
ring for G. Thus, without loss of generality we may assume R = R so that 
X(R) = {xx xn}. Then (i) follows from Theorem 3.18 (iv) and the equiva-
lence of (a) and (b) of (ii) is easily deduced from the equivalence of (i) and (iv) 
of Theorem 3.20. 
(c) o (b). If we write G additively as an F2-vector space then G Lecomes 
the dual space hom F a(G, F 2) and the equivalence of (c) and (b) is a standard 
result of linear algebra [8, Corollary 2(i), p. 160]. 
EXAMPLES 3.24. (i) Let F be a formally real field with F*/F*2 a finite 
group of order 2n. Then W(F) is a small Witt ring for F*/F* 2 , and since an 
element x in X(W(F)) is completely determined by the corresponding character 
it follows that the set of orderings of F can be regarded as a subset of the set 
of all characters of F*/F*2 sending — 1 • F*2 to — 1. Thus, there are at most 
2 n _ 1 orderings on F. ' . 
According to [20, Satz 4], F has 2 n _ 1 orderings if and only if —1 is a not 
a square in F and all extensions F(qll2) with q in F * , —q not a square, are 
Pythagorean fields, i.e., sums of squares are squares. See also [23, Corollary 
4-5]. 
If the conditions of Corollary 3.21 hold then by Corollary 3.23 (ii) (c), 
F has at most n orderings. In Section 4, Example 4.10 (iii) and [23, Corollary 
5.7] it is shown that if F is a Pythagorean field then F has exactly n orderings 
if and only if the conditions of Corollary 3.21 hold. 
(ii) Let F be a formally real field and x 1 x n elements of X(W{F)) 
corresponding to Archimedean orderings of F. Then each Xj yields an order 
isomorphism of F into the field of real numbers [9, Example 1 la, p. 57] and so 
as is well known [4, Theorem 8, p. 10] condition (b) of Corollary 3.23 (ii) is 
fulfilled. Hence, Im(^ xn) = B. 
(iii) Let R be an arbitrary Witt ring with R ^ Rt and let xx xn , 
n ^ 3, be elements of.X{R). Then we always have Im(x1xn) - B. T o 
see this note that the ring R may be taken to be a small Witt ring for 
G = {r e R | r2 = 1}. Then condition (c) of Corollary 2.23<(ii) is easily seen 
to be fulfilled for this G. Indeed, since none of the \i» * ^  3> can be the 
identity character, the cases » = 1 ,2 are clear and if n = 3, a relation 
X1X2X3 ~ 1 would lead to a contradiction when applied to —1, 
(iv) Let F = R((#))(( be the field of iterated formal power series 
in two variables over the real field. Then by a theorem of Springer [45], 
W(F) is isomorphic to Z[G], with G the Klein four group. Hence, there are 
exactly four homomorphisms W(F) = Z[G] —> Z corresponding to the four 
characters of G. Since these are linearly dependent, Imfa , x2 , xz , x4) Q B 
in this case. Thus, the orderings of F do not satisfy the conditions of Corol-
lary 3.21. 
Our final result of this section yields a lower bound on I m ( ^ t x n ) . 
PROPOSITION 3.25. Let Rbea Witt ring and x{:R-*Z distinct elements ofX(R)y 
1 = 1,..., n. Thenlm(x1xn) contains (2^I)n ( = X»™! X - X X-n^lL\ 
where as usual [k] denotes the greatest integer < k. 
Proof. If n = 1 the conclusion is vacuous and for n — 2, 3 it follows 
from Example 3.24 (iii). We proceed by induction. Thus, suppose the propo-
sition is true for all k < n and n ^ 4. 
T o prove the result, it suffices to find an r in R such that xx(r) = 2 T N / 2 ] and 
x{(r) — 0, i > 1, for then similar elements will exist with xt replacing x1 
andit will follow that Im(^ xn)D(XnmZ)n. S ince[(» - 2)/2] = [n/2] - 1, 
the induction hypothesis guarantees the existence of s and / in R with 
(Xl(s),..., *.(,)) = 0,..., 0, * *), 
(Xl(t),...,xn(t)) = (2, * * . . . , * 0,0), 
where the asterisks stand for arbitrary integers. Then the required element 
is r = st. 
4. A GENERALIZATION OF A THEOREM OF ARTIN-PFISTER 
In this section the results obtained so far are applied to obtain a generaliza-
tion of [39, Satz 21] which in turn is an extension of [3, Satz 1]. We also prove 
a result concerning extensions of signatures and study certain ideals in Witt 
rings. We continue to use the notations of Sections 2 and 3 and in this 
section C will always denote a connected semilocal ring with involution /. 
DEFINITION 4.1. A subset M of A* is saturated with respect to (C, /) 
if M is a subgroup of A* and every unit of the form N(c1)a1 + • + N(cr)tfr 
with cx cr in C and ^ ar not necessary distinct elements of M , lies in M . 
The last condition is equivalent to asserting that for a x a r in M every 
unit represented by the space ( a t a r ) lies in M . 
Clearly, A* is saturated and the intersection of saturated sets is saturated. 
Hence, any subset M of A* is contained in a smallest saturated subset of A* 
which is called the saturation of M and is denoted by M. Since for any am A* 
we have A - 1 = öTV^dr1), the group ißT consists of the units in the. semiring 
generated by N(C) and the elements of M; i.e., i f M # 0 the elements of ißT 
are all the units of the form 
£ cu)ah-al/t 
with a t ö r in M , (*) = i r), and a sum of norms. 
DEFINITION 4.2. For any subset MofA* let F(M)={a in Sign(C,/) | a(m)=1 
for all m in M) and for any subset Yof Sign(C,/) letT(Y)={ainA*\ u\a) = 1 
for all a in y}. We write V(m) and T(a) for the sets V({m}) and r({a}). 
LEMMA 4.3. (i) V(M) is a closed subset of Sign(C, /). 
(ii) V(M) = F(Af ). 
(iii) r(a) is a saturated subgroup of index two. 
Proof. Since V(m) = W(—mNC*), Proposition 3.16 shows that the set 
V(m) is dopen in Sign(C, /) for any min A*. Hence, V(M) = f)min M V(M) 
is closed, proving (i). 
The last two statements follows immediately from Definition 4.2 and 
Lemma 2.3 (ii). 
DEFINITION 4.4. The involution / is called tracique if there is an element 
c in C with c + J(c) = 1. 
LEMMA 4.5. Let C be an arbitrary commutative ring with involution J. 
If J is tracique then for any metabolic space M over (C, /) we have M ^ 
H J_ ••• _L //, where H denotes the hyperbolic plane given by the matrix (J J). 
In particular, for each unit a of A the metabolic space (a) J_ {—a) ^  H. 
Proof. By [33, Lemma 1.3 (iii)] every metabolic space is isometric to an 
orthogonal sum of spaces (£ J) for arbitrary elements a of A. Let 0 denote 
the form of H and {x1, x2} a basis of H with 0(x1, xx) — &(x2 , x2) = 0, 
0(xx , x2) — 1. Let c be an element of C such that c -f J(c) = 1. Then 
y1 = x± + acx2 and x2 are also a basis of H and <£( y± , yx) = a> &(x2 , x2) — 0, 
0(yi ,x2) = 1. If a is in A* then and y2 = ^ — Ö/(C) #2 constitute an 
orthogonal basis of // with &(yx , j^ ) = a, &{y2 ,y2) = —a: 
EXAMPLES 4.6. (i) If 2 is a unit in A then every involution is tracique 
with c = 1/2. 
(ii) Let / be tracique and M a saturated subset of A*. If M contains — 1, 
the set M equals 4^*, since by Lemma 4.5 every unit is represented by the 
space (1, —1). 
(iii) Assume C contains no maximal ideal m with C/m = F 2 . I f M is a 
saturated subset of A * with — 1 not in M and [A * : M] = 2 then by Proposi-
tion 2.4 (ii) there is a a in Sign(C, /) such that M = r(a). 
Before stating the main theorem of this section we quote the following 
result which can be found in [6]. In case / is the identity the result can be 
found in [28] or [42]. 
THEOREM 4.7. Let J be tracique. IfEltE2i and F are nondegenerate spaces 
over (C, /) such that Ex A_Fg*E2 ±F then Exg±E2. Thus, if [ £ J = [JEJ 
in W(Cy J) and Ex , E2 have the same rank over C then EX^.E2. 
THEOREM 4.8. For every subset MofA*, 
ifiT = r(V(M)) 
with the convention that r(0) == A*. 
Proof. The sets {1} and 0 have the same saturation and V(\) = V(0) 
so we may assume that M is nonempty. Since for all o in V(M) we have 
M C r(a) and by Lemma 4.3 (iii) the subgroup r(o) is saturated, it follows 
that jfirc r w » = nv(M)). 
We first prove the reverse inclusion for the case M — {ax ar} is a finite 
subset of A*. Let a in A* be such that o(a) = 1 for all o in V(M) and let E 
be the space (1, —a) ® (1, ax) ® (x) (1, ar). Then 5([E\) = 0 for all a in 
Sign(C, /), and, thus, [E] is a nilpotent element of W(C, J). (If Sign(C, /)= 0 
this is still true since the rank of E is even [33, Proposition 3.16 and Example 
3.11]). Then by [33, Example 3.11] there is an integer m such that 2m[E] = 0 
in W(C, /), i.e., 
[2- X (1, ax) ® - ® (1, ar)] = [2m X (n) ® (1, at) ® - ® (1, ar)]. 
But then by Theorem 4.7 we have 
2WI X (1, ax) ® - ® (I, ar) g±2m X (a) ® (1, ax) ® - ® (1, ar) 
over (C, /). Since a is represented by the form on the right, it is also repre-
sented by the form on the left so a lies in ißT. Thus, we have proved Theorem 
4.8 if M is finite. 
Now let M be an arbitrary nonempty subset of A* and again let a be a unit 
in A with a(a) = 1 for all a in V(M), i.e., V(a) D V(M). Let {M,} ? e / be the 
family of finite subsets of M and let Y 4 = V(Mt) C\ V(—a). By Lemma 4.3 (i) 
the Yi are a family of closed subsets of Sign(C, /) and this family is closed 
under finite intersections. Since flan/ ^* = J^(M) ^ V(—a) = 0 and by 
Lemma 3.3, Sign(C, /) is compact, it follows that for some index i0 the set Yt 
is empty. Thus, V(a) D F(M ? o ) which by the first part of the proof shows 
that a is in Af, CM. 
o 
Remark 4.9. In the case / is the identity and A is a field, Theorem 4.8 
is Satz 21 of [39] for M finite, and for arbitrary M i s due to Witt (unpublished). 
Witt's proof is quite different from ours. He shows by a simple argument, 
valid only in fields (cf. [9, p. 35]) that for any proper saturated subset M of A* 
and any element a of A* not lying in M the saturated set generated by M , 
and — a is different from A*. From this it follows that the maximal proper 
saturated subsets of A* are the T(a) with a running through the signatures 
(= orderings) of A. Then an application of Zorn's lemma yields the statement 
of Theorem 4.8. 
EXAMPLES 4.10. (i) Assume that / is tracique and let M = {1}. Then 
the units a of A with a(a) = 1 for all a in Sign(C, /) are the sums of norms 
(cf. [3, Satz 1]). Furthermore, Sign(C, J) = 0 if and only if —1 is a sum of 
norms and in that case all units of A are sums of norms. 
(ii) Assume that J is tracique and Sign(C,/) ^ 0. If M is any 
proper saturated subset of A* then there is a signature a such that M C r(6). 
In particular, the maximal saturated proper subsets of A* are exactly the r(a) 
with cr running through Sign(C,/). 
(iii) Assume that / is tracique and A has the property that every unit 
which is a sum of norms is itself a norm. If Sign(C,./) is finite with r ^ 0 
signatures then A*jNC* is a finite group of order 2N ^ 2r with equality if 
and only if the conditions of Corollary 3.23 (ii) hold for Sign(C, /) (cf. [23, 
Corollary 5.7]). 
(iv) Let C be a connected semilocal ring with tracique involution ] ' 
and fixed ring A'. Let C be a semilocal subring of C with J'(C) — C, let / 
be the restriction of / ' to C, and let A be the fixed ring of /. Then an element 
cr in Sign(C, /) does not extend to an element a' in Sign(C, /') if and only if 
there are elements ax ar in A* with ^(a^) — ••- = cr(ar) ~ 1 and elements 
q',..., c/ in C such that 
- 1 ^N(cxf)ai+ - - + N(cr')ar (4.11) 
(cf. [9, Theorem 1, p. 35]). 
Proof, (i) and (ii) are immediate consequences of Theorem 4.8. For (iii) 
assume / is tracique and NC* — {a in A * | a is a sum of norms}. Then, by (i), 
Sign(C, ]) — 0 if and only if A* =• NC* so we may assume r > 1. Let 
ax a r be the distinct elements of Sign(C, /). Then it is easy to see that the 
equivalent conditions of Corollary 3.23 (ii) hold for the at if and only if the 
natural map, 
A*^f\A*ir(al), 
: is suijective. Moreover, from the fact that the induced map, 
A*/C\IX<,t)-+flA*ll\ot), 
is injective we note that 
with equality if and only if the conditions of Corollary 3.23 (ii) hold. By (i), 
HLI jT(a,) = {a in A* \ a is a sum of norms} — NC* completing the proof. 
(iv) It is easily verified that an element a of Sign(C, /') extends a if 
and only if a'(r(o)) = 1. Hence, applying Theorem 4.8 to the saturation M' 
of r(a) with respect to ( C , /') we see that a does not extend to ( C , /') if and 
only if M' = (A')*. Moreover, by Example 4.6 (ii), M' = (A')* if and only 
if — 1 is in M', i.e., if and only if (4.11) holds. 
COROLLARY 4.12. If J is tracique and the sets V(a), a in A*, form a basis 
for the open sets of Sign(C, /) (cf. Theorem 3.20) then the correspondence 
V(M) yields a lattice antiisomorphism between the family of saturated 
subsets of A* and the closed subsets of Sign(C, /). 
Proof By Theorem 4.8, M = r(V(M)) for any subset M of A* which 
shows that the correspondence is injective. On the other hand, if Y is a closed 
subset of Sign(C, /) the complement of Y is open and, hence, is a union of 
sets V(a) with a in A*. Therefore, Y is the intersection of the complements 
of these sets which are again of the form V{b\ b in A*. Thus, there is a set M 
in A* such that Y == ()beM V(b) = V(M). Since V(M) = V(M), the proof 
is complete. 
In the last part of this section we study the torsion subgroup W(C> J)t and 
some other ideals of W(C, J). It is easily checked that all the following results 
remain valid even if C fails to be connected provided W(Cy J) is replaced by 
WF(C, /), the Witt ring of free spaces. 
PROPOSITION 4.13. (cf. [36, Satz 3; 43, Lemma2.2.4, p. 49]). // W(C, J)t - 0 
then any element a in A * which is a sum of norms is itself a norm but — 1 is not 
a norm. 
Proof. If a in A* is a sum of norms it follows from Lemma 2.3 (ii) thai 
a(a) = 1 for all a in Sign(C, /). Hence, [(1, -a)] lies in W(C, J)t = 0. Thus, 
[(a)] = [(!)], i.e., there exist metabolic spaces (f/?, 0 ?), i = 1,2, over (C, /) 
with 
(a) ±Uig±([) ±U2. (4.14) 
Since C is connected and semilocal the Ut are free C-modules of equal rank 
2m, say. It is easily verified that the determinants of both spaces (£/,, are 
the norm class (— \)mNC*. Thus, taking determinants of both sides of (4.14), 
it follows that a == 1 (modiVC*), i.e., a is a norm. Furthermore, since 
W(C, J)t = 0 it follows that W(C, J) # W(C, J)t so by Lemma 3.3, 
Sign(C, /) # 0 . Hence, by Lemma 2.3, —1 is not a norm. 
If C is a field such that any sum of norms is a norm, but — 1 is not a norm 
it can be shown as in [43, Lemma 2.2.4, p. 49] that if (E, 0) is an anisotropic 
space over (C, J) then so are E J_ E, E J_ E J_ E,...y which implies that 
W(C, J)t = 0. However, for arbitrary semilocal rings with tracique involu-
tion it is not immediately clear how to obtain a converse to Proposition 4.13. 
After some preliminary work, we only fully treat the case that / is the identity. 
We introduce some notation. For any subset Y of Sign(C, /) we denote 
by I(Y) the ideal 
0 Pa = {x in W(C, J) J a(x) = 0 for all a in Y), 
olnY 
with the convention that if Y = 0 then I(Y) = 9M 0 , the unique prime 
ideal of W(C, f) containing 2 [33, Example 3.11]. If a is an ideal of W(C, J), 
we write o1/2 for the radical of a. For any subset T of W(C, J) we let 
Ann T = {x in W(C, J) \xT = 0}. If M i s a subset of A* we denote by a(M) 
the ideal of W(C, J) generated by [(1, —a)] for all a'mM. 
LEMMA 4.15. For any subset M of A*, W(C, J)/a(M) is a Witt ring for 
an Abelian group of exponent 2 (cf. [33, Definition 3.12]). 
Proof. Write W(C, J) = I[G]/Kwith G = A*/NC*. Then W(C, f)/a(M) = 
Z[G]/K', where K' is generated by K and all elements 1 — {a} with a in M 
and {a} — aNC* in Z[G]. For any ring homomorphism <p from Z[G] to Z, 
<p(K) equals 2 n Z for some n > 0, or 0 [33, Corollary 1.21] and cp(l — {a}) 
equals 0 or 2. Thus, 9?( '^) equals 2 W Z for some m > 0, or 0 which means 
that W(C, J)/a(M) is a Witt ring for G [33, Definition 3.12]. 
COROLLARY 4.16. For any subset M of A*, (a(M))1'2 -= I(V(M)). 
Proof. Since <r([l, —a)]) = 0 if and only if a(a) = 1 it is clear that 
o(M) C Pa if and only if a lies in V(M). Thus, by [33, Theorem 3.9 (v)], 
(a(M)y/2 = I(V(M)). 
LEMMA 4.17. For any subset M of A* containing 1 and each integer r0 > 1 
we have 
(a(M))V2 ^ y Ann[(l, ® • ® (1, flr)], 
where the at run through the elements of M and r runs through the integers > r0. 
Proof. Let c denote the right hand side. Then for an element x in c we have 
* [ ( l , « l ) ] [ ( l , « 2 ) ] •[(l,"r)]=0, 
for some a x a r in M. Hence, for any a in V(M) we obtain 2^6\x) = 0, 
i.e., 6%x) = 0. Thus, x lies in I(V(M)) = (a{M)fl2. (If F(Af) = 0 , JC lies 
in 8»o by [33, Theorem 3.9 (iv) and Example 3.11]). Hence, c C (a{M)fl2. 
Now let x be an element of (a(Af))1/2. Since by Corollary 4.17 (i), R = 
W(C, J)/a(M) is a Witt ring for an Abelian 2-group, the image of x in R is a 
torsion element [33, Proposition 3.15 and 3.16]. Hence, there is an integer n 
with 2nx lying in o(M). Thus, we have 
1 
for ax ar in M and r > 1. Since [(1, — a)][(l, Ä)] = 0 in FF(C, /) it is 
clear that for all integers m ^ n 
1)-» ® (1, ® - ® (1, « r ) ] = 0 , 
so that x lies in c, which completes the proof of Lemma 4.17. 
For the remainder of this section we only consider the case / = identity, 
i.e., C = A. 
THEOREM 4.18. Assume 2 is a unit in A. Then for any subset MofA* 
(a(M))V2 = a(ißT). 
Proof. Since ißT and a(M) do not change is we adjoin 1 to Af, we may 
assume 1 lies in M. Now by [29, Theorem 4.1] and Lemma 4.17, the ideal 
(a(M))1/2 I(V(M)) is generated by elements of the form [(1, —a)]. Clearly, 
[(1, -a)] lies in I(V(M)) if and only if a(a) - 1 for all a in V{M\ i.e., if and 
only if a lies in r(V(M)) which equals Af by Theorem 4.8. Thus, (a(M)) 1 2 = 
Taking M — {1} in Theorem 3.18 we obtain the following. 
COROLLARY 4.19. (cf. [39, Satz 22]). Let A be a connected semilocal ring 
with 2 a unit. If W(A)t # W(A) then W(A)t is generated by the elements 
[(1, — a)] where a is a sum of squares. 
Corollary 4.19 and Proposition 4.13 yield. 
COROLLARY 4.20. Let A be a connected semilocal ring with 2 a unit. Then 
W(A) is torsion free if and only if every unit which is a sum of squares is already 
a square but — X is not a square. 
We conjecture that [29, Theorem 4.1] remains true for the annihilator 
of a multiplicative Hermitian space E in W(C, J) if / is tracique and if dim E 
is not too small. This would imply that (4.18)-(4.20) can be extended to 
W(C, J) if / is tracique. 
5. EXTENSIONS OF SIGNATURES 
In this section, for the sake of simplicity we consider only semilocal rings A 
with the identity involution. For a finite etale extension B of such a ring A, 
i.e., B is a finitely generated projective ^4-module and a projective B ®^ B-
module [24, Proposition 18.3.1, p. 114] we want to study the signatures 
T : extending a given signature a: A* -> {dbl}- It should be 
noted that a finite extension of a semilocal ring is again semilocal. 
We begin by considering a commutative Frobenius extension B of A, i.e., 
B is a finitely generated projective A -module and there exists an ^4-linear 
form s: B —* A such that the ^4-bilinear form (bx , b2) f-> s(bibz) on B is 
nondegenerate [22]. Indeed, for BjA finite etale the trace T r B / y 4 [5, p. 397; 
19, p. 91 ff.] has this property. 
Any ^-linear form s making BjA Frobenius yields a homomorphism of 
additive groups, 
W(B) -> W(A\ 
mapping the class of a J5-space (E, 0) to the class [(£*, s o 0)] of E considered 
as an ^4-module carrying the nondegenerate form s o 0: E X E —• B A 
[21, Lemma 2.2]. 
Before considering extensions of signatures we make some simple and well 
known remarks about this transfer map. It is easily proved that is W(A)-
linear 
x**(y} = y) (5-1) 
for x in W(A), y in W(B), with r denoting the canonical mapvfrom W(A) to 
W(B) [44]. If y : B —> A is another ^4-linear form such that the bilinear form 
s'ifhPi) 1 S nondegenerate, then the nondegeneracy of s shows that there is an 
element u in B with s'(b) = s(ub) for all b in B. The fact that $ '(^2) is also 
a nondegenerate bilinear form forces u to be a unit in 5. Since a 5-space 
(2?, 0) is nondegenerate if and only if (E, u&) is, we have Im s* = Im s 
This image, which by (5.1) is an ideal of W(A), will be denoted by I(B, A), 
while the kernel of r: W(A) ~-> W(B) will be written as K(A, B). Again from 
(5.1) we obtain 
I(A,B)K(A,B) = 0. (5.2) 
Now let cr be in Sign A As usual we write ö for the corresponding ring 
homomorphism from W(A) to Z (cf. the end of Section 2). The signatures 
r: B* —> { ± 1 } extending a correspond bijectively with the homomorphisms 
f: 1^(5) -> Z such that f o r = ä (cf. Definition 2.9). 
LEMMA 5.3. Le* Frobenius. Then a signature a of A can be extended 
to B if and only ifö(K(A, B)) = 0. In particular this is the caseifb\I{Ay B)) ^ 0. 
Proof The considerations at the end of Section 2 show that Lemma 2.10 
is still valid in the nonconnected case. Hence, the first assertion is just a 
special case of this lemma. The second one follows from (5.2). 
PROPOSITION 5.4. Let BjA be a Frobenius extension. Assume that for all 
maximal ideals 11t of A, the free Am-moduleBm has odd rank. Then 
(i) K(A,B) = 0. 
(ii) Every signature of A extends to one ofB. 
Proof. The element **(1) of I(B, A) is represented by an ^4-space whose 
underlying module is B. By [33, Lemma \.%W(A) = J l W(At) where the 
rings At are the connected components of A. The components x£ of s*(l) 
in W(A4) are represented by free ^-modules of odd rank since the rank of 
a projective module is constant on the connected components. Thus, by 
[33, Example 3.11], the x/s are not zero divisors in W(Ai), and, consequently, 
s%(l) is not a zero divisor in W{A). Then by (5.2), K(Ay B) == 0 which, in 
view of Lemma 5.3, completes the proof. 
The next proposition generalizes [9, Proposition 3, p. 36]. 
PROPOSITION 5.5. Let f(x) be a monk polynomial in A[x] and let B = 
mm*))-
(i) If there is an element c in A with f(c) in A*, then B is a Frobenius 
extension of A. 
(ii) Let a be in Sign A. If there exists an element c as in (i) with o(f(c)) 
— 1, then a extends to a signature of B. 
Proof. By replacing x by x — c we may suppose c — 0. Thus, f(x) = 
xn — an_xxn~x — •• •— Oq 9 with a0 a unit in A. Then the ^4-algebra B has a 
basts 1, xt x2,..., xn~x and a multiplication table given by 
xn = fln-i**-1 + - + *ol-
Following [44] we define s in \\omA(By A) by s(x*) =? Boi. Then $*(1) is the 
class of the ^4-module B with form s(bxb2). Clearly J^is* Ax~i = (^T) x and, 
since with respect to this basis of (ATy the form has a matrix of determinant 
d$~\ the spaces (AI)2- and 5^ (1) are nondegenerate, proving (i). 
Now, if n is even, n = 2k + 2 say, $(tf*+1#*+1) = ÖA SO that by [33, 
Lemma 1.1] ^(T)^ = (Ax^1) ± (Ax^y. But M = ^ is clearly a 
direct summand of such that Af x = M so that (^4jcfc+1)x is metabolic. 
Hence, $*(1) is also the class of the space AT _L Axk+1> i.e., ^^ (1) = [(1, a0)]. 
Since by hypothesis o(tf0) = 1, we have ö(s*(l)) = 2 and so by Lemma 5.3, 
<7 extends to a signature of JB. If n = 2k + 1, the result follows from 
Proposition 5.4 or can be proved directly as in the case of even n since (AT)-1 
is then metabolic. 
Remark 5.6. If BjA is a finite etale extension, B has the form given in 
Proposition 5.5 if either A is local with infinite residue class field or B itself 
is local [24, 18.4.5, p. 119]. 
We shall obtain a better insight into the extension problem of signatures 
if BjA is a finite Galois extension as defined in [5; 15]. Note that by [15, 
Theorem 1.3] a Galois extension is always finite etale. We first need the 
following lemma. 
LEMMA 5.7. Let BjA be a Galois extension with group G and g ^ 1 an 
element of G. Assume that no residue class field of B contains only two elements. 
Then there is an element b in B such that g(b) — b is a unit. 
Proof. Let A' be the fixed ring of g. Since A' D A> the ring B is a finitely 
generated A '-module. Thus, since B is semilocal Af is also. By [15, Theorem 
2.2] BjA' is a Galois extension with group generated by g. Thus, it suffices 
to prove the lemma in case B is a Galois extension of A with finite cyclic 
Galois group. 
We first consider the case that A is a field. Then B =- YW F{, where the 
F/s are isomorphic extension of A and G permutes the factors transitively 
[17, Lemmas 5.2 and 5.6; 46]. Thus, we may write B = \~[0 g*(F) with 
gk(F) = F. Of course, k need not be the order of G. If k = 2k' is even the 
element 
* = (o,*(i), o,^(i),..., o,^'-Hi)) 
will do. If k — 1, the field B is a Galois extension of A and so for each 
element b in B not in 4^, we have that g(b) — b # 0 is a unit. If £ = 2A' + 1 
with k' > 1, let c be an element in F differing from 0 or 1, then 
will do. 
To treat the general case we first note that if m is a maximal ideal of A, the 
ring B/mB is a Galois extension of Ajm with group G [15, Lemma 1.7]. 
Since the ideals mB are comaximal, the Chinese Remainder Theorem shows 
that B/(f) mB) ^ JJ B/mB. By the first part of the proof there is an element 
B in B/f) mB with g(B) — B a unit. Since B/mB is a semisimple algebra, it 
is clear that f] mB = Rad(2?). Thus, for 6 in B with image f, the element 
g{b) — b is a unit. 
Remark. Let 2?/^ 4 be a finite etale extension with B connected and g 1 
an automorphism of B which is the identity on A. If no residue class field of B 
contains only two elements, the conclusion of Lemma 5.7 still holds. Indeed, 
by [15, Theorem 3.5] B is then Galois over the fixed ring of g. 
PROPOSITION 5.8. Assume B\A is Galois with group G and that no residue 
class field of B contains^bnty two elements. Then for any element g ^ 1 of G 
and any signature T: J5* -> {±1} the map rg: B* —> {±1} is a signature of B 
distinct from r. 
Proof From Definition 2.1, it is clear that rg is in Sign B. The automor-
phism g has finite order it, .say, and by Lemma 5.7 there is an element b in B 
with g(b) — b in B*. Replacing b by —b if necessary, we may assume that 
r(g(b) -b) = 1. Now 
gn~l{h) _ b = {gn-l{b) „gn-2{b)) + {gn-2(b) _ gn-3{b)) + ... + ( g { b ) _ b ) . 
If Tg = T , then TgK = r and so ( T ^ X ^ * ) — b) = r(gk(b) — gk-\b)) = 1 
for all k. On the other h^nd, g(gn-1(b) -b) =b- g(b), whence T(gn-\b) - b) = 
— 1. This is impossible by Lemma 2.3-
We continue to assume that B\A is a Galois extension with group G. Any g 
in G is an automorphism of the pair (B, Id) and, hence, induces an auto-
morphism of W(B). Thus, G operates on W(B). If an element x of W(B) is 
represented by the space (M, 0) then gx is represented by (B ®g M> B ®g 0). 
Here B ®a M and B ®g 0 denote the B module and bilinear form obtained 
from M and 0 by base extension with B By i.e., 
bx ®„ b2m — bxg(b2) ®g m and 0(bx ® m1 yb2 ® m2) = b1b2g(0(ml , m2)) 
(cf. [9, p. 14]). If M is a free B-module and 0 has matrix (b{j) with respect 
to a basis mx iwM of M , then B ®g 0 has matrix (£(£#)) with respect to 
the basis 1 ® ^ 1 « ! 1 ®g mn of B ®g M (cf. [41]). 
This action of G on W(B) induces an action of G on the set X of prime 
ideals P of W(B) with W(B)jP = Z . As usual, we consider A' as a right G-set 
via 
On the other hand, G operates from the right on the set Sign B via 
tax*) = A m 
for T in Sign B and 6 in B*. As described in Corollary 2.17 there is a canonical 
bijection Sign B >—» Jf. It is easily verified that this is an isomorphism of 
right G-sets. If no residue class field of B contains only two elements, 
Proposition 5.8 shows that any element g 1 of G operates on Sign B and, 
hence, on X without fixed points. In particular if X ^ 0 , no g ^ 1 operates 
on W(B) as the identity. This is not always true if X = 0, as the example 
A =• R, B = C shows. 
LEMMA 5.9. a Galois extension with group G and denote the trace 
map rTrB/A by T r . Then for any z in W(B) 
r(Tr*(*)) = X g(z) 
glnG 
(cf. [35, Satz 1.5]). 
Proo/. By [15, Theorem 1.31(e)] the map B ®A B-+ UginGB given 
by bx ®A £ 2 —> X I bxg(b2) is an isomorphism of rings. Since &x ®^ b2 -> bxg(b2) 
yields an isomorphism of B ®g B with J3 as Abelian groups, the map 
6:B®AB^ L L I N G 5 ® f l 5 given by 6(bx ®A b2) = L I K ®g b2 is a bijec-
tion and is readily verified to be an isomorphism of two-sided jB-modules. 
Therefore, if M is any left ^-module the composite map, 
X:B®AM->(B®AB)®BM^> \J (B®gB)®BM-> \J B®gMy 
giiiG ginG 
is an isomorphism of left Z?-modules; explicitly, X(b ®A m) — OoinG (b ®g m) 
for b in By m in M. 
Now let (M, 0) be a ß-space. By [5, Proposition A.3] Tr(b) •= ^ g l n G g(b) 
for all b in B. Hence, it is readily verified that A is an isometry of (B (x)A M , 
B ®A T r o 0) with ± a i n ü (B ®a M, B ®g 0). Let z in W(B) be represented 
by (M, 0). The fact that A is an isometry asserts r(Tr^(ar)) — ^ i n c Siz)-
For any Galois extension BjA with group G, the ^4-module B is free of 
rank [ G : 1] [15, Theorem 4.2(c)]. We denote this rank by [B : A]. Then 
Lemma 5.9 implies the following corollary. 
COROLLARY 5.10. As usual let W(B)C denote the fixed ring of G in W(B). 
For any z in W(B)C 
r(Tr#(*)) - [B : A]z. 
Hence, Coker(r: W(A) -> W(B)G) and ker(Tr*: W(B)G — W(A)) are annihil-
ated by [B : A]. 
Remark. The proofs of Lemma 5.9 and Corollary 5.10 remain valid 
for a Galois extension BjA of an arbitrary commutative ring A. Indeed, the 
^4-module B is also projective of constant rank [G : 1] [15, Lemma 4.1]. This 
rank is also denoted by [B : A]. 
PROPOSITION 5.11. Let BjA be a Galois extension and [B : A]2 be the 
highest power of 2 dividing [B : A], Then 
(i) [B : ^] 2(ker(Tr*: W{Bf — W{A))) = 0. 
(ii) [B : ^]2(Coker(r: W(A) W(B)G)) = 0. 
(iii) // [B : A] is odd, r: W(A) -> W(B)G is an isomorphism. 
Proof. By [33, Lemma 1.9 and Example 3.11], the torsion subgroup of 
W(B) is 2-primary, which in view of Corollary 5.10 proves (i). For an odd 
prime p the ring W(A)jpW(A), and, therefore, its homomorphic image 
r(W(A))jp - r(W(A)) is von Neumann regular [33, Lemma 1.9 and Example 
2.6 (ii)]. Since W(B)G has zero />-torsion, [33, Lemma 2.8] shows that 
W(B)Gjr[W(A)) also has zero/>-torsion proving (ii). Statement (iii) is immediate 
from (ii) and Proposition 5.4. 
Remark. Proposition 5.11 (iii) was first proved for A and B fields in [41]. 
Essentially the present proof is contained in [33, Remark 2.11] and a slightly 
different version can be found in [35]. 
PROPOSITION 5.12. Let BjA be a Galois extension with group G and assume 
that no residue class field of B contains only two elements. For a in Sign A we 
write T I aifr is an element of Sign B extending a. 
(i) Let T be the set of signatures of B extending a given signature a of A. 
If T ^ 0 , the group G acts faitlifully and transitively on T. Hence, T = 0 
or has [B : A] elements. 
(ii) For z in W(B) we have ö^Yr*(z)) = £ T j 0 f (#), with the empty sum 
being 0. 
(iii) Card T = <r(Tr*(l)). 
Proof, (i) By Corollary 2.17 the correspondence T PT — ker f defines 
a bijection of Sign B with the set of prime ideals P of W(B) such that W(B)jP 
is not a torsion group. Thus, T F-> Q ® PT is a bijection from Sign 5 to 
Spec(Q ® W(B)) (cf. Lemma 3.3 (iii)). Clearly, r | a if and only if Q ® PT 
lies over Q ® Pa with respect to I ® r: Q ® PF(^ 4) -> Q ® W(£) . 
As usual for g in G, ^ in Q, and # in JF(1?), we set g(q ® z) =- q ® g(z). 
Then G operates on <Q> ® FF(2?) from the left and, hence, from the right on 
Spec(Q ® W(B)). The considerations before Lemma 5.9 show that 
Sign B —• Spec(Q ® W(B)) is an isomorphism of G sets. 
Let v be an element of (Q ® W(B))G. Then by Lemma 5.9 
v = (l ® r ) ( l <8>Tr*)[B:A]-*-
so that v lies in Q ® r(W(A)). Since Q ® r(W{A)) clearly is contained in 
( Q ® W(B))G, we have ( Q ® W{B))G = Q® r(W(A)). Hence, [12, 
Theorem 2, p. 42] shows that G operates transitively on the Q ® Pr for r | a, 
i.e., G operates transitively on T. That G operates faithfully on T is a con-
sequence of Proposition 5.8. 
(ii) Assume first that a has at least one extension T ö . By Lemma 5.9 
we have r(Tr*(#)) = Z £(<*)• T n u s > 
ä(Tr*(*)) = f0(r(Tr*(*))) = £ r0(g(z)) = £ <*)> hY W-
If a does not extend to B, then by Lemma 5.3, ö(Tr*(z)) = 0 . 
(iii) This is assertion (ii) for z — 1. 
As an application of Proposition 5.12 we treat the case [B :A] — 2. We 
first determine the structure of such extensions explicitly. 
LEMMA 5.13. (i) Let A be an arbitrary commutative ring and let BjA 
be a free etale extension of rank 2. Then B ^ A[x]j(x2 — dx — c) with d2 - f 4c 
a unit in A. Conversely, any such algebra is a free etale extension of A of rank 2. 
(ii) If A is semilocal, then d in (i) can be chosen as 1. 
Proof By [11, Exercise 4, p. 176] the natural map A —» B splits. By the 
usual exterior power argument there is an element t in B such that {1, t} is a 
basis of B over A. If t2 -= c + dt with c, d in A, it is clear that B ^ 
A[x]l(x2 — dx — c). By [19, Theorem 4.4, p. 111], B is etale if and only if 
| T r Ä M ( l ) TvBIA(t) 
l T r Ä M ( 0 TvBIA(t2) 
is a unit in A. A routine computation shows that this determinant is d2 -{- 4c, 
proving (i). 
(ii) If {1, t'} is another ^4-basis of B we have = a0 + with ax in 4^ * 
and *'2..= c' + </Y where d' = 2 « 0 + Thus, to prove (ii) it suffices to 
show that 
2x + yd = 1 (5.14) 
Jias a solution in ^ 4 with y a unit. Now, it is readily verified that if A is a field 
(5.14) has a solution with y 0. Hence, (5.14) has a solution in any finite 
direct product of fields with y a unit. Thus, if A is semilocal (5.14) has a 
solution mod Rad A with y a unit. But then clearly (5.14) has a desired 
solution in A. 
From now on A again denotes a semilocal ring. 
PROPOSITION 5.15. Let BjA be a free etale extension of rank two. Thus, 
by Lemma 5.13 (ii) B ^  A[x]/(x2 — x — c) with 1 + 4c in A*. If no residue 
class field of B has only two elements, an element a in Sign A extends to B if and 
onlyifo(\+4c) = \. 
Proof. Any element b of B can be uniquely written as a0 + axt with a0 , ax 
in A and t2 = t + c. Define g: B -> B by g(a0 + axt) = (a0 + at) — a±t. 
It is readily verified that g is an A-automorphism of B of period two. Moreover, 
g(t) — t = 1 — It and (1 — It)2 = 1 + Ac, so that 1 — 2x is in B*. By 
[15, Theorem 1.3 (f)], the extension BjA is Galois with group G = {1,^ }. 
Thus, by Proposition 5.12 (ii) it suffices to prove 
<r(Tr*(l)) = \+o(\+Ac). 
Now Tr*(l) is represented by the A -module B varrying the form 0 whose 
matrix with respect to the basis {1,*} is (i i+2e)- [33, Lemma 1.12], 
(B, 0) _L (—1) is isometric to a diagonal form (ax , a2 , a3) with at in A, so 
that <r(Tr*(l)) — 1 = a(at) + a(a2) + o(a^. Taking determinants of both 
forms and applying a we find 
—<r(l + 4c) = o(a^)a{a2) 0(0^). 
On the other hand, it is clear that (B, 0) J_ (— 1) represents both +1 and —1. 
It follows from Lemma 2.3 (ii) that we cannot have a(at) = 1, i — 1, 2, 3 
or o(at) = — 1, i = 1, 2, 3. Thus, the values of the a(at) will include either 
two +1 's or one +1 • I n the former case o^i) v(a2) cr(ö3) = — 1 and 
a(ai)+ °ia2) + a(a3) ~ h while in the latter o(a1) a(a2) o(a3) ~- 1 and 
G(ai) + a ( Ä 2 ) + a(az) = —-1- In b°th cases, ö(Tr 5 ( c ( l ) ) =. 1 + a(.l -f 4c), 
proving the proposition. 
We have not been able to generalize Proposition 5.12 to arbitrary finite 
etale extensions. However, we make the following conjecture. 
CONJECTURE 5.16.4 Let BfA be a finite etale extension and assume that no 
residue class field of B contains only two elements. Then for any z in W(B) 
- o(Tr4z)) = Zf{z). 
The conjecture is known to hold if A is a field [30, Section 5]. For z = 1 
the conjecture asserts that a has exactly <7(Tr*(l)) extensions to B. By [19, 
Corollary 2.3, p. 94] the form T r : B x B -> A is proper and so, if B is a free 
A -module, it has an orthogonal basis [33, Lemma 1.12]. Hence, <7(Tr*(l)) = 
[B : A] — 2k for some natural number k. Thus, if Conjecture 5.16 holds 
there can be at most [B : A] extensions of a and the number of extensions 
differs from [B : A] by an even integer. Further evidence for the truth of 
conjecture 5.16 is given by the following proposition. 
PROPOSITION 5.17. Let BjA be a finite etale extension. For any a in Sign A 
we have ö ( T r * ( l ) ) ^ 0, and a extends to B if and only ifo(Tr*(\)) > 0. 
This proposition can be proved essentially in the same way as in the special 
case when A and B are fields [30, Lemma 4.1]. 
A special case of our final result was already announced in [35, Bemerkung 
1.3]. We begin with a topological lemma and refer to Section 3 for the ter-
minology. 
LEMMA 5.18. (i) Let Y be a Boolean space and G a finite group of fixed 
point free homeomorphisms of Y. Then there is a clopen fundamental domain Q 
for G in Y. 
(ii) Let X —Y\G and for any discrete ring Z), denote C(Xt D) by R 
and C(F, D) by S. We identify R with the subring of S consisting of the functions 
constant on the orbits of G. By letting (gf)(y) = fig^y) we obtain an action 
of Gas a group of R-automorphisms of S. Let eg in S be the characteristic function 
ofg(Q) forg in G. Then S = ^Reg , the eg are orthogonal idempotents of S, 
the R-modules R eg are free of rank one, and gf(eg) = eg>g . Thus, S is ring iso-
morphic to a direct product of[G: 1] copies ofR and the map^grgg\-^^grgegfrom 
the group ring R[G] of G over R to S is an isomorphism of left R[G]-modules. 
4 Note added in proof. We now know that this conjecture holds true even without 
any assumption about the residue class fields of B (cf. Bull. Amer. Math. Soc. 79 
(1973), 79). 
Proof, (i) It is easily verified that the canonical projection m Y —> YjG 
possesses a continuous cross section 6 [37, Proposition 3.1]. Let Q = Im 0. 
Since BIT is the identity of QY it is clear that Q is a fundamental domain for G 
so that Y is a finite disjoint union of the sets g(Q) for g in G. Since YjG is 
compact, 12 is also, and, thus, since Y is Hausdorff, Q is a closed subset of F . 
Hence, Y — Q is also closed so that ß is clopen. 
(ii) Since G is finite, it is well known that TT is both open and closed. 
Hence, IT | g(Q) is a homeomorphism of g(Q) onto X Denote its inverse by 
<pg . For s in S let rg(s) ~ s o <pg o n. Clearly rg(s) is a continuous function 
from F to D constant on the orbits of G and so lies in R. Moreover, for anyy 
in Y there is a unique h in G with h(Q) containing y. Then for an element s 
in 5, we have s(y) = rh(s)(y) eh(y)y so that s(y) = £ f f l n C '*(*) >0, 
5 — Sffino *0 • If ~ 0 for some r in then r(g(Q)) ~ 0, and since r 
is constant on the orbits of G, this forces r = 0. Thus, since the eg are 
clearly orthogonal, S = f l R eg . It is clear that RC SG and easily verified 
that £'(*?) = V ? . Thus, the last assertion of Lemma 5.18 is also evident. 
PROPOSITION 5.19. Let BjA be agalois extension with group G and assume 
that no residue class field of B contains only two elements. Let W(A) = r(W(A))y 
the image of W(A) in W(B). Then 2~coW(B) is a free module of rank one over 
the group ring 2~™W(AJ[G]. 
Proof. Let Y = Sign B. By Lemma2.15 we have 2~«>W{B) = 2-°°WF(B) 
and, as stated just before Definition 3.1, WF(B) is a Witt ring for some 
group of exponent 2 in the sense of [33]. Thus, from Lemma 3.15 and 
Theorem 3.18 (i) we obtain 2~™W(B) = 2~^W(B)red C(F , 2-°°Z). Further-
more, by Proposition 5.11 (ii) we have [2-™W(B)]G = 2~«>W(A). Since G 
consists of automorphisms of By it induces homeomorphisms on the space of 
minimal ideals of W(B) and so on Y. By Proposition 5.8 any element g ^ 1 of 
G induces a homeomorphism without fixed points. Let X = YjG. If we define 
an action of G as automorphism of C(F, 2~°°Z) as in Lemma 5.18 (ii), it is 
easily verified that C(F, 2~°°Z) ^ 2~a3W(B) is a G-isomorphism also. Hence, 
C(Xy 2—2) ^ C(F, 2-™2)G ^ 2 - ° °W^3) and Lemma 5.18 (ii) completes the 
proof. 
COROLLARY 5.20. As in Proposition 5.11 let [B: A]2 denote the highest 
power of 2 dividing [B : A]. Then [B : i 4 ] 2 (£' (G, W(B)) = 0, — oo < i < oo, 
where H{(Gy...) denote the Tate cohomology groups of G. 
Proof. Since 2-°°/ is flat over Z, we have 2~xx>Hi(Gy W(B)) Ä 
#'(G, 2- f l0JT(B))[I4, Theorem 3.3, p. 113]. Thus, by Proposition 5.19 we have 
2 - 0 C Ä I ( G , W(B)) = 0, i.e., all the H*(G, W(B)) are 2-torsion groups. Now, 
since G is finite of order [B : A], we have [B : A] Hl(G, W(B)) = 0 
[14, Proposition 2.5, p. 236] so that [B : A]2Hl{Gy W(B)) = 0. 
Remark. If A is a field, Dress [31] proves the following generalization of 
Corollary 5.20: Let B\A be an arbitrary finite etale extension of A and E 
a finite Galois field extension of A with the property that all the fields which 
are the simple components of B have ^ 4-isomorphism into E. Let Hi(B/Af W)y 
i = 0, 1, 24..., denote the Amitsur cohomology groups of BfA with coefficients 
in the Witt ring functor [16, Section 3] and write H^B/A, W) for H\B\Ay W\ 
i > 0, and H\B\Ay W) for Coker(PF(J) H°(B/Ay W)). Then 
[E : A^^B/A, W) = 0, i = 0 , 1, 2,... 
[21, Corollary 2.3 and p. A.26]. It should be noted that in [21] the usual 
indexing of the Amitsur cohomology groups is shifted by one. Furthermore, 
ii A is an arbitrary commutative ring and B ^ A [x] j(f(x))y where f(x) is a 
monic polynomial of odd degree [21, Corollary 2.3 and Lemma 2.3] shows 
that Ü\B\A% W) = 0, i = 0,1, 2,.... 
6. PROOF OF PROPOSITION 2.5 
In this section C always denotes a connected semilocal ring with involution 
/ : y -> y and A the fixed ring of /. We shall consistently use Roman letters 
for elements of A and Greek letters for elements of C. 
LEMMA 6.1. Assume that either A is a field or that Chas no maximal ideal 
such that one of the following exceptional cases occurs 
(i) C/SK = F 2 or 
(ii) m=m, Cim = F4dndAßRnA=F%. 
Then the kernel of the canonical surjection r: W(A) —W(Cy J) is the ideal 
generatedby the elements [(1, — Np)] with pin C* and [(1, tf)][(l, —(NX+aNfi))) 
with a in A*, A, p. in C and NX + aNp. in A *. 
Proof. The commutative diagram, 
Z[A*/A*2] W(A) 
! • I ' 
Z[A*/NC*] 0 1 W(C, J) 
shows that ker r = ^(ker^Tr)). For x in A* let {x} denote the element xA*2 
in l\A*jA**\. Now ker^Tr) = ^ ( k e r Thus, ker^Tr) is generated by 
ker TT and the elements {1} + {-1}, ({1} + {a})({\} - {NX + aNp}) with a 
in A*, A, /x in C, and iVA + aNp in .4* [33, Theorem 1.16, Corollary 1.17, 
and Lemma 1.19]. Since ker TT is generated by the elements {1} — {Np} with p 
in C*, the lemma follows. 
For a fixed a in A* let denote the set of units of A of the form NX + aNp 
with A, p in C. Since 
(NX± + aNpl)(NX2 + fliV>2) = JV^Ag - ap^) + aNty^ + /x^) 
and 
(iVA + ^ - N ( „ A + A ^  ) + aN ( ^ *aN(i.), 
is a subgroup of 4^*. 
Let ^ be the set of all c in .4* such that the element [(1, <*)][( 1, —c)] of 
1^ (^ 4) lies in the ideal generated by the elements [(1, — Np)] with p in C* . 
In we have M O , «) ] [ ( ! , -* ! ) ] + [(1, a)J[( W 8 ) ] = [(1, « ) ] [ ( ! , - ^ 2 ) ] , 
and [(1, — c - 1)] = [(1, — c)]. Hence, is also a subgroup of A*. By Lemma 
6.1, Proposition 2.5 will be proved if we show Jf C & for every a in A*. 
LEMMA 6.2. Every unit of the form b2 + ad2 with b, d in A lies @. Further-
more, every unit of the form Nij + ab2Nrj with f, 77 in C * and b in A, also 
lies in 
Proof In W(A) it is easily verified that [(1, a)] = [(b2 + ad2)][(lt a)]. 
Hence, [(1, - ( £ 2 + <a/2))] - 0 in W(A) and so £ 2 + ad2 lies in ^ . 
Since all Nrj with 7; in C * lie in <3 it suffices to consider a unit c = iVf + a&2 
with £ in C * and £ in A Since the space (ay —c) over 4^ represents — iVf 
[(*> -*)] - tt-tfflHO, - « ) ] 
in W(,4). Thus, [(1, -c)] - [(1, - i V ö ] [ ( l , - « ) ] , which shows that 
c is in ^ . 
The proof that C & and thus of Proposition 2.5 will be completed with 
the proof of the following lemma. 
LEMMA 6.3. Assume that either A is a field or that C has no maximal 
ideal SB such that one of the following exceptional cases occurs 
(i) qm = F 2 o r F 3 o r 
(ii) m = W, C/M = F 4 and'A/An M - F 2 . 
Then the units b2 + ad2 and N£ + ab2Nrj described in Lemma 6.2 generate the 
group 3tf of all units NX + aNp with A, p in C(cf. [29, Satz 1.2 its proof]). 
Proof. Let denote the group generated by the units b2 + ad2 and 
N$ + alPN-q with b> d in A and f, rj in C*. If 4^ is a field an element y in C 
is a unit if and only if Ny ^ 0. Putting f = A ^ 0, & = 0, ?; = 1 shows 
that iVA lies in and, clearly, aNX does also. This finishes the proof if.A 
is a field. 
The remainder of the proof is a series of reductions. Note that if m 1 m t 
are all the maximal ideals of a semilocal ring D and d1,...idt are prescribed 
elements of Z), the Chinese Remainder Theorem guarantees the existence of 
an element d in D with d ^ ^(m 4). 
(1) Let c = NX + tfiV/x be a unit. We have 
c(b2 + <a/2) = iV(6A - adp) + aiV(</A + bp). 
Let ntx be all the maximal ideals of A. Since c is a unit, if ATA == 0(m t) 
then iVtt ^ 0(m4). Thus, if b and are elements of A such that b == 1, 
J == 0(mt) if ATA =£ 0(m,), and Z> — 0, = l(m t) if ATA s 0(m,), both the 
elements IP+ad2 and bX—adp are units of A Multiplying by (NtyX—adp))-1 
we find c = \-\-aNp.'mod J^0. Thus, it suffices to consider the case 
c = 1 + öATit. 
(2) We have 
<1 + a*Wf) = Af(l - tffyt£) + + p). 
Thus, the proof will be complete if we can find elements bin A and £ in C * 
such that 1 + ab2N£, 1 — abp,ij and b£ + p are units. 
Over each maximal ideal m of A there is either a unique maximal ideal SB 
of C with ffli '= SB or there are two maximal ideals SB, 9ER of C [12, Theorem 2, 
p. 42]. Hence, in order to complete the proof we must show that for each 
maximal ideal m of A there exist elements f in C and b in A satisfying the 
following congruences: 
(iii) £ OmodSfiandSE; 
(iv) 1 + ab2m # 0(m); 
(v) 1 - ö f y x £ ^ 0 m o d S B a n d 3 [ R ; 
(vi) 6£ + p, 0 mod SB and SR. 
If Afyi 0(m), choosing 6 == 0(m) and | == 1 mod SB and 59? satisfies 
(iii)—(vi). For the remainder of the proof, therefore, we assume Np, = 0(m). 
(3) Let SB ^ 5R. By [12, Corollary 1, p. 47] the canonical mappings 
4^/m -> C/SB and A/m —• C/ffl are bijective. Hence, there are rings iso-
morphisms 
Ajm x A/m C/SB x C/SB ^ C/(SB n JR). 
It is easily checked that the involution induced by / on C/(ätt n 9K) is carried 
to the involution (äx, ä2) \-> (ä2 , of Ajm x A/m by these isomorphisms. 
Hence, for a given element £ in C there exist elements dx , d2 in 4^ with 
$ . = £ E~ </2(9ER) and Aff == ^ ( m ) . Since Nfi - 0(m), the element p 
lies in either SOI or SR. By interchanging s3Jl and 50? if necessary we may suppose 
fi lies in ffl. Then conditions (iii)-(vi) become 
(iii) ' dx =£ 0(m) and d2 0(m); 
(iv) f 1 + 0 ^ ^ 0 ( 1 1 1 ) ; 
(v) ' 1 - abiidt # 0(3R); 
(vi) ' bd2 + fi=£ 0(SR)-and M ^ 0(m). 
We choose & == l(m). By the hypotheses (i) and (ii) Ajm has at least three 
nonzero elements. Hence, we can choose d2 so that the conditions involving 
ä2 in (iii)' and (vi)' are satisfied. Having fixed d2 mod(m) we can then pick dx 
to satisfy the remaining conditions. 
(4) Let 3K = SEK. Then JJL is in 9M and (v) is automatically satisfied. 
The remaining conditions now become 
b 0(m), £ ^ 0(9K) and aPN( & — l(m). 
Assume first that A/m contains at least four elements. Choose f = 1(351). 
Since A/m contains at least two distinct nonzero squares we can also choose b 
to satisfy these conditions. 
Assume now that Ajm — ¥2 or F 3 . Since Ajm is perfect [12, Theorem 2 (ii), 
p. 42] shows that [C/9W : A/m] < 2. By hypothesis (ii) we need only consider 
the case Aim = F 3 , CjWl = F 9 . By the same theorem of [12], / does not 
induce the identity on C/9W. Hence, N: C —• A induces the usual field norm 
F 9 —> F 3 which is well known to be surjective. Hence, if we choose b ~ l(m) 
there is an element £ in C to fullfill. our conditions. This completes the proof 
of Lemma 6.3 and, thus, of Proposition 2.5. 
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