Motivated by formal similarities between the continuum limit of the Ising model and the Unruh effect, this paper connects the notion of an Ishibashi state in boundary conformal field theory with the Tomita-Takesaki theory for operator algebras. A geometrical approach to the definition of Ishibashi states is presented, and it is shown that, when normalisable the Ishibashi states are cyclic separating states, justifying the operator state corespondence. When the states are not normalisable Tomita-Takesaki theory offers an alternative approach based on left Hilbert algebras, opening the way to extensions of our construction and the state-operator correspondence.
Introduction
Since their introduction and exploitation, particularly by Cardy, there has been a strong interest in boundary states in conformal field theory [3, 4, 5, 6, 14] . However, there are many other interesting examples of quantum field theories with boundary. For example, the Unruh effect [25] in which an observer accelerating through a vacuum detects a thermal spectrum of particles, can be linked to the splitting of two-dimensional Minkowski space into two Rindler-type space-times, and the horizon or boundary between them (see particularly [22, 25, 2] ). An even more obvious example of a boundary, though in momentum rather than configuration space, is the Fermi energy level. Although physically very different, these share mathematical features which we shall study in this paper, placing boundary conformal field theory within the broader context of operator algebras associated to quantum field theories with boundaries. We shall concentrate on the boundary states, where the broader context suggests an alternative mathematical description of Ishibashi states, which avoids the normalisability problem. The key mathematical tool, suggested already by the Unruh effect, is Tomita-Takesaki theory, whose primary physical use is usually to study thermal states and the KMS condition.
To see how this comes about we first consider the treatment of the Ishibashi boundary states in conformal field theory. In the physics literature conformal symmetry is usually expressed in terms of a Lie algebra which is the direct sum of two (commuting) copies of the Virasoro algebra, a central extension of the vector fields vect(S 1 ) on a circle. The Virasoro algebra is generated by elements L n (or by L n for the other copy) for n ∈ Z, with the Lie brackets given in terms of the central charge c ∈ R by [L m , L n ] = (m − n)L m+n + cn(n 2 − 1)
These commutation relations define projective representations L and L of vect(S 1 ) with essentially the same multiplier when we identify L n = −L(z n+1 ∂/∂z) and L n = − L(z n+1 ∂/∂z). We shall often write L(X) for the representation of a general holomorphic vector field X, and L(Y ) for an antiholomorphic vector field Y , and use σ for the multiplier.
The Ishibashi states Ω are supposed to satisfy L * n Ω = L n Ω, for all n ∈ Z, (where L * n = L −n ). This condition can be regarded as a replacement for the highest weight condition that L n Ω = 0 = L n Ω for n > 0. Unfortunately, the vectors Ω which occur in the physics literature are almost always unnormalisable, that is, they are not really vectors in the representation space at all.
Another useful feature of conformal field theories is the operator-state correspondence in which an algebra element a is identified with the vector aΩ. In fact, this identification map is surjective just when the vector Ω is a cyclic vector, and is one-one when Ω is separating (that is, aΩ vanishes only when a = 0). The operator-state correspondence also means that the algebra can also be regarded as an inner product space, and so should in fact be some sort of Hilbert algebra (a * -algebra which is also a pre-Hilbert space with certain properties linking the multiplication and inner product). Now left Hilbert algebras and cyclic separating vectors are united in Tomita-Takesaki theory, [24, 7, 8, 22] . Moreover, that theory can cope with the situation when there is only the Hilbert algebra, but no cyclic separating vector Ω, as happens when the Ishibashi states are not normalisable.
In this setting other features of conformal field theory find a natural place. For example, left and right multiplication in the Hilbert algebra generate two commuting von Neumann algebras of operators, which Tomita theory shows to be anti-isomorphic. This is just the sort of structure exhibited by the two algebras generated by the L n and the L n . In fact, we shall often find it convenient to forget the detailed structure of the Virasoro algebra and simply work with two commuting (or graded commuting) algebras A + and A − which are related by some conjugate linear homomorphism a → a, such that a = a. We associate to the boundary a left Hilbert algebra, A 0 , having the given commuting anti-isomorphic algebras as its left and right von Neumann algebras. In some cases this Hilbert algebra can be generated by a generalised Ishibashi vector Ω satisfying a * Ω = aΩ, for all a ∈ A + . In this paper we shall show how this viewpoint enables us to reconstruct various results from the physics literature. Section 2 explains how the geometrical link between boundaries and involutions provides an easy characterisation of a subgroup of the conformal group respecting the boundary, and of the Ishibashi states. This is extended in Section 3 to * -algebras having an antilinear involutory automorphism. In Section 4 it is shown that these definitions pick out cyclic separating vectors, bringing the ideas into the framework of Tomita-Takesaki theory. Section 5 looks at properties of symmetries of such a system. The ideas are brought together in Section 6 to show how Tomita-Takesaki theory provides a replacement for Ishibashi states when, as usually happens, these are not normalisable. Finally we discuss the situation when a region has several disconnected boundaries. The two appendices review the Unruh effect from the perspective of conformal field theory and the fermion field theory arising as the continuum limit of the Ising model.
Whilst working on this topic we became aware of work by Wassermann [27] which also investigates boundary conformal field theory using operator algebras, but with somewhat different objectives. The monograph by Evans and Kawahigashi explains the links between operator algebras and ordinary conformal field theory.
The conformal group
The vector fields are the Lie algebra of the orientation preserving diffeomorphisms of the circle H = Diff + (S 1 ). In practice, however, the Lie algebra action of vector fields does not always exponentiate to a welldefined action of H, and, as Isham has remarked [13] , it really makes more sense to consider a pseudogroup of locally defined transformations. Alternatively, one might allow for groups or Lie algebras by working in the context of a Hopf algebra, but, for simplicity, having signalled the technical obstacle, we shall proceed as though the group actions existed, leaving the reader to reinterpret results in those few cases where necessary.
The key to the study of boundaries in quantum conformal theory, as in its classical analogue, is the method of images. The boundary separates two regions, the physically interior region and its reflection outside the curve. The reflection, which reverses the holomorphic structure, fixes the boundary. For example, in two-dimensions the unit circle C is the fixed point set of the antiholomorphic involution κ C : z → 1/z which interchanges the unit disc and the exterior, whilst the real axis is the set fixed by conjugation κ R : z → z. By the Riemann mapping theorem the interior of any Jordan curve in C can be mapped to the unit disc by a map Φ, so for any such curve there is an antiholomorphic involution κ = Φ −1 κ C Φ which interchanges the inside and outside of the curve, (though one has to be careful about behaviour on the curve itself). (In practice, it is more convenient to use the map F taking the interior to the upper half plane, and
.) The product of two antiholomorphic involutions is holomorphic (for example, κκ R (z) = F −1 F (z)), and so products of even numbers of such involutions generate a subgroup of the conformal group, which is clearly normal as the conjugate of a product of involutions is the product of their conjugates. Using the fact that the conformal group is the product of two copies of the diffeomorphism group of the circle, together with Cartan's result that diffeomorphism groups have simple Lie algebras [12] , we see that a group with the Lie algebra of the whole conformal group is generated in this way.
The boundary involutions induce antilinear automorphisms of any algebras associated to the surface, and we shall argue that these provide a dense subalgebra with the structure of a Tomita or modular Hilbert algebra, which encodes the information about the boundary normally described using Ishibashi states.
A conformal transformation of S can be reflected to give a conformal transformation in the subgroup G κ commuting with the involution κ.
Lemma 2.1. The restriction of the multiplier to G κ is trivial.
Proof. We start by considering the case of the upper half plane and involution κ = κ R : z → z defining the real axis. A conformal transformation F : z → F (z) commutes with κ R if and only if F (z) = F (z), or equivalently F = F . To find the effect on the multiplier we need to work at the Lie algebra level, where a typical vector field has the form
We easily calculate that
so that X + Y commutes with κ if and only if Y n = X n for all n, (or equivalently Y = κXκ). In the real Lie algebra of G we also have X n = −X −n . Thus in the real Lie algebra of G κ one has X n = −Y −n , so that it is generated by elements of the form z −n+1 ∂/∂z − z n+1 ∂/∂z. (In more abstract form the elements of this subalgebra have the form X + X κ , where X κ = κXκ.) The representations are thus generated by
The first two terms give −δ m+n,0 cn(n 2 − 1)/12, whilst the last pair gives the same with n replaced by −n, so that there is cancellation, and the multiplier vanishes on this subalgebra.
Although we have only proved the result for κ R , any other involution is conjugate to this and conjugation does not affect the triviality of the multiplier.
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Note. The characterisation of the elements of the Lie subalgebra as having the form X + X κ , works more generally, and these are represented by L(X) + L(X κ ). For unitary representations of the real algebra
* , so that the subalgebra is represented by elements of the form −L(X) * + L(X κ ). One then checks that, for any holomorphic vector fields X and Y
which cancels to give 0.
The corresponding condition for the conformal group G = H × H is obtained by taking the tensor product V of the σ-representations V and V obtained by exponentiating L and L: V (exp(X)) = exp(L(X)) and V (exp(X)) = exp( L(X)). As we readily see, the subgroup commuting with the involution is
We may look for a vector Ω κ in the representation space which is an eigenvector for all elements g ∈ G κ :
This is a quantum mechanical analogue of the curve itself for a conformal field theory based in the interior of the fixed point set of κ. (For consistency the multiplier on the subgroup G κ must be trivial, but that is assured by the Lemma.)
The eigenvector Ω κ must also be an eigenvector for the Lie algebra of G κ and, when the boundary is the real axis, we know that this is generated by
The simplest case is when the eigenvalues vanish, (or Ω κ is actually fixed by the subgroup G κ ) giving (L * n − L n )Ω κ = 0, for all n ∈ N, which is the Ishibashi condition. This condition can also be expressed in the form L(X)
* Ω κ = L(X κ )Ω κ , valid for any boundary curve. (When the eigenvalue is non-vanishing one may subtract half of it from each L and L, to obtain new operators satisfying the same commutation relations whose kernel contains Ω κ , so that the condition that the vector be fixed by G κ is less special than appears at first sight.) We deduce the following result.
Lemma 2.2. The Ishibashi condition on a vector Ω κ is equivalent to Ω κ being a vector fixed the representation of G κ , or annihilated by its Lie algebra.
Note: It follows from the definition of the Ishibashi boundary state Ω that
defines a positive matrix. In Euclidean algebraic field theory this is the reflection positivity condition, [18, 11] . The advantage of this more abstract characterisation is that similar constructions could be made for any group G with a multiplier σ with subgroups H, on which the multiplier is totally non-degenerate, and K on which σ is trivial, such that H ∩ K = {1} and G = HK. In some ways the special feature of conformal field theory is that all boundaries are (more or less) equivalent. The mass m bosons in the positive z half of R 3 with Dirichlet boundary conditions, for example, still have an obvious Green's function
where a is the reflection of a in the plane z = 0. However, the same Dirichlet problem in the unit sphere has Green's function
where a is now the inverse of a with respect to the sphere, and λ = 1/|a|, so that this non-conformally invariant system has rather different forms of Green's function for the two boundaries.
Boundary states for algebras
We may encode the effect of the boundary on the conformal Lie algebra by defining the map
From the properties of κ it is clear that α κ is an antilinear involution, and, using the same argument as in the alternative proof of Lemma 2.1, α κ is an additive and multiplicative * -homomorphism. It is therefore an antilinear automorphism. Returning to the general situation, we write A + for the algebra of fields in S, A − for those on S, and Ω for the boundary state in a space on which both algebras operate. We assume that an involutory antilinear * -isomorphism α κ : A + → A − can be associated with the geometric involution κ. We shall sometimes write α κ (a) = a. This can be extended to an involution α κ of the algebras generated by A + and A − by defining
for all a ∈ A + , and since α κ is an involution, the same applies to the whole algebra generated by A + , and A − . We have seen that these relations hold when A + is the enveloping algebra of one copy of the Virasoro algebra and A − the other, or when A + and A − are suitable group algebras for the corresponding groups. However, there are other examples such as the massless free fermion theory which is the continuum limit of the Ising model [10, 16] , (see Appendix 2). Fermion theories are described by canonical anticommutation relation algebras CAR(W ) over a complex inner product space W , and are generated by creation operators c(w), depending linearly on w ∈ W , and their adjoint annihilation operators, satisfying the canonical anticommutation relations
The papers [10, 16] describe the boundary states in terms of a Bogoliubov transformation K. This would normally be given in terms of Bogoliubov operators A (linear) and B (antilinear) on W , which would be thought of as defining an automorphism of the CAR algebra:
The conditions for this to be an automorphism (c (A,B) and c satisfy the same anticommutation relations) can be written as
When A is invertible we may introduce the antilinear operator Z = BA −1 and rewrite the second condition as Z + Z * = 0. The connection with the Ishibashi states comes from the observation that the condition c (A,B) (w)
* Ω = 0 (for all w ∈ W ) defining a Fock vacuum Ω, can be rewritten as
which looks like an Ishibashi condition with α κ (c(w)) = c(Zw).
The problem with this approach is that in the case of the Ising model Z is not a Hilbert-Schmidt operator, and so (by the Shale-Stinespring criterion, [20] ) the Bogoliubov transformation is not implementable, as the papers acknowledge, so that Ω does not lie in the same representation space as the Fock vacuum for c. However, in this case the space W decomposes into W + ⊕ W − , the orthogonal direct sum of two subspaces, corresponding to the two sides of the boundary and the Ishibashi criterion is needed not for all w ∈ W , but only for w in the subspace W + . This provides an alternative interpretation of the condition on Ω.
Suppose that (as happens in the example) A maps each of W ± to itself, whilst B sends W ± to W ∓ . The condition that A * B + B * A should vanish is now automatically satisfied on the subspace W + , though the condition A * A + B * B = 1 is still needed. We shall write c ± for the restriction of c to W ± , and then we have c (A,B) (w) = c + (Aw) − c − (Bw) * , for w ∈ W + . This formula is essentially the Araki-Powers-Størmer purification map, [1, 18] , which realises a quasi-free state of W + as the restriction of a Fock state for the "doubled" space W = W + ⊕ W − . (Quasi-free states have all their n-point correlation functions given in terms of the 2-point correlation functions by the same formulae as for Fock states, for example in the fermion case by Wick's determinant formula.) Purification is generally used when Z is invertible (so that W really is a double), and Z need no longer satisfy a Hilbert-Schmidt condition. In the example of the Ising model Z is indeed invertible, and this provides a better interpretation of the Ishibashi condition.
Before stating the key result we note that this example shares with the conformal algebra the property that there are simple commutation relations between A + and A − (which intersect only in C1). For the Ising model A + = CAR(W + ), and A − = CAR(W − ). We shall assume that in general we have a relation of the sort .) For consistency we now require
suggesting that κ should satisfy α κ (ab) = ǫ(a, b)α κ (a)α κ (b). In practice algebras such as the Virasoro and CAR algebras are graded and we can use this formula as a way of generating the whole algebra from its degree one subspace, which is where the condition on Ω κ is initially given.
When the algebra and its image enjoy a commutation relation of this sort they generate the algebra A = A + α κ (A + ). One can, if so desired, generalise the notion of crossed product to this setting and work with the crossed product κ ⊲⊳ A of the algebra A + α κ (A + ) by the group κ ∼ = Z 2 generated by κ.
Tomita-Takesaki theory
We now turn to a very important property of Ω κ , which does not seem to have been given much prominence. In the presence of a boundary the algebras are doubled due to reflection, and we have seen how this doubling can be interpreted as a version of the Araki-Powers-Størmer (APS) purification construction. (This already links it to numerous quite different physical situations where quasifree states appear naturally, as, for example, for systems at non-zero temperatures.)
The cyclic vector of the quasi-free states constructed by non-trivial doubling is usually also separating, that is aΩ = 0 for a ∈ A + only if a = 0. In fact this is easy to prove directly. Theorem 4.1. Suppose that A + , α κ , ǫ are as above, and that H is a module for A + α κ (A + ). If there exists a cyclic vector Ω κ satisfying α κ (a)Ω κ = a * Ω κ for all a ∈ A + , then it is cyclic and separating for A + .
Proof. The commutation property for A + and α κ (A + ) permits us to order any product of elements of A + and A − with the elements of A + to the left, and those of A − to the right. If Ω κ is a cyclic vector for the double algebra then the space is the closure of the span of products acting on Ω κ . Now, any element of A − has the form α κ (a) for a ∈ A + , and, if α κ (a)Ω κ = a
* Ω κ for all a ∈ A + , then this can be replaced by a * Ω κ . Using the commutation property a * can be taken to the left of the other elements of A − acting on Ω κ , and the process repeated until we have only elements of A + acting on Ω κ , showing that A + also generates the whole space from Ω κ . We could have argued similarly that Ω κ is also cyclic for A − , which is equivalent to its being separating for A + . (For if aΩ κ = 0 for a ∈ A + , then for any b ∈ A + we have
and, since Ω κ is also cyclic for A − , this shows that a annihilates the whole space, so that a = 0.) 2
We may now define the Tomita operator S κ : aΩ κ → a * Ω κ , for a ∈ A + . By definition S κ is an involution and fixes Ω κ , but also
showing that α κ (a) = S κ aS κ . Thus we may obtain an action of the crossed product by sending κ to S κ . We have already noted that a cyclic separating vector is precisely what is needed to justify the stateoperator correspondence, since there is a one-one correspondence between algebra elements a ∈ A + and the vectors aΩ κ . (This has long been known in quantum field theory in the context of the Reeh-Schlieder theorem. A similar connection between cyclic separating vectors and reflection properties has been used purely as a mathematical tool in [15] .) In Tomita-Takesaki theory this correspondence is used to give the algebra an inner product a, b = aΩ κ , bΩ κ with respect to which it is a left Hilbert * -algebra [24, 7, 8, 23] . (This is a *-algebra, which is also an inner product space, such that the map a → a * is closable, the left multiplication action of the algebra on itself defines a bounded non-degenerate * -representation.) In conformal field theory one tends to work with the much smaller algebra of primary fields. This has the advantage of giving a much smaller Frobenius algebra, but loses other structure such as the adjoint.
Tomita-Takesaki theory gives us far more than this. The operator S κ , defined above, has a polar decomposition with positive part given by the positive linear operator ∆ κ = S * κ S κ , and antiunitary part
κ , which is also an involution. (The association of boundary states to antiunitary operators has been noted in a somewhat different form by Watts. One can construct a representation of the cross product by mapping κ to S κ , but when ∆ κ = 1 this is not antiunitary, and so one does not obtain a * -representation.)
It is then known that the state defined by Ω satisfies the KMS condition at inverse temperature 1, with respect to the one-parameter unitary automorphism group a → a t = ∆ it a∆ −it that is
It is also known that J defines a spatial anti-isomorphism between A + and its commutant A 
Symmetries of the system
Usually the physical algebra will also have symmetries, acting as automorphisms, as, for example, the conformal group acts as automorphisms of the CAR algebra. We can then form the crossed product of the symmetry group and algebra. For boundary theories it makes sense to consider a group G which contains the symmetry group G 0 as a normal subgroup of index 2, where we think of G as the extension of G 0 by the addition of the boundary involution κ. The group G 0 acts by automorphisms α g of A + and elements of the non-trivial coset in G/G 0 by antilinear automorphisms. For consistency the map g → α g is a homomorphism, which means that α κ α g α κ = α κgκ .
The * -representations of the crossed product algebra correspond naturally to covariant representations (V, π) consisting of a projective representation V of the group and a * -representation πof the algebra, which satisfy V (g)π(a) = π(α g (a))V (g).
Lemma 5.1. Let (V, π) be a covariant representation of (G, A + ), with consistency between the involutions in the sense that α κ α g α κ = α κgκ , and suppose that there is a unique generalised Ishibashi vector Ω κ for A + . Then Ω κ is also an eigenvector for G.
Proof. Using the covariance condition in the form
When g ∈ G κ this can be written as π(α κ α g (a))V (g)Ω κ . Replacing α g (a) by a gives
so that by uniqueness V (g)Ω κ is a multiple of Ω κ , showing that Ω κ also defines a boundary state for G. 2
Left Hilbert algebras
Unfortunately, although our reinterpretation of the boundary states avoids the infinities caused by nonimplementable Bogoliubov transformations, it still does not banish non-normalisable vectors completely. (There are other ways of circumventing this problem, for example using Connes' composition of correspondences, [27] .)
In diagonalisable minimal conformal field theories the representation space for the conformal group G = H × H decomposes into a finite number of copies of spaces equivalent to H V ⊗ H * V , where V is an irreducible σ-representation of H on H V , and V * denotes the dual representation on the dual space H *
We may identify H V ⊗ H * V with the Hilbert-Schmidt operators L HS (H V ) on H V , and the projective representations V and V as the natural left and right actions on operators. Identifying the boundary state Ω κ with a linear operator it must satisfy
so that, by irreducibility Ω κ is a multiple of the identity, which (for infinite-dimensional V ) is not HilbertSchmidt, so that Ω κ is not normalisable.
The situation is somewhat analogous to the Peter-Weyl theory for compact groups, where the H × H representation space L 2 (H) decomposes into a direct sum of L HS (H V ) for irreducible V , and the Plancherel theorem tells us that the δ function at the identity of H is the sum of multiples of the identity in each component, except that in this case the V are finite-dimensional. In fact, the similarity can be taken much further, if we recall that the conformal group is a direct product group H × H, with H = Diff + (S 1 ), and the subgroup G κ = {(x, x κ ) : x ∈ H} is almost a diagonal subgroup. Were we dealing with a squareintegrable representation, the fact that Ω κ is fixed by G κ would tell us that the projective representation of G is contained in that induced by the trivial representation of G κ . (A vector ψ in the representation space defines a function g ∈ G → ψ ′ (g) = g · Ω, ψ . Since Ω is fixed by h ∈ G κ , we have ψ ′ (gh) = σ(g, h)ψ ′ (g), showing that ψ ′ satisfies the equivariance condition for the induced representation space, and for squareintegrable representations the map ψ → ψ ′ is unitary up to a scalar factor.) In practice this does not make sense because G/G κ ∼ = H is not locally compact so we lack a quasi-invariant measure needed for the usual inducing construction. However, it formally resembles the construction of the projective representation of H × H induced from the diagonal subgroup. This would act on
, and is the product of the left regular σ and right regular σ-representations of H, giving a very clear analogy with the Peter-Weyl theory.
Fortunately Tomita theory was devised precisely to provide a remedy for the absence of a cyclic separating vector by using only a left Hilbert algebra. One can still define the antilinear map S as the closure of S(a) = a * , and ∆ = S * S, J = S∆ and ab = a b, so that we have an antilinear homomoprhism a → a as before. Moreover,
whence a commutes with A + . When the algebra has an identity 1 = 1 * then
showing that Ω = 1 is a generalised Ishibashi vector, and we may think of the algebra as consisting of the aΩ. This is the situation in which we find ourselves in the case of the Hilbert-Schmidt operators. In our case with our non-normalisable state being a multiple of the identity it is clear that we should just take the Hilbert-Schmidt operators as the left Hilbert algebra.
In this case, since
we see that the modular operator is in this case ∆ V = 1. This means that S V is itself antiunitary, providing a slightly different perspective on Watts' identification of boundary states with antiunitary maps [6] . This contrasts with the case of the free fermion model discussed earlier, where ∆ is certainly not 1. At first sight this contradicts the fact that this is also a conformal model. However, those fermions were on R not the circle as in the minimal conformal model. One immediate consequence of the fact that S κ is antiunitary is that we can extend our projective representation U of the conformal group to a unitary-antiunitary representation of the group which includes κ, by setting U (κ) = J κ = S κ . The standard Tomita-Takesaki theory tells us that A ′ + = J κ A + J κ , and since A ′ + = A − , this shows explicitly that the quantum action of κ interchanges the quantum algebras of observables inside and outside the boundary.
Multiple boundaries
Similar methods can be applied when a region has several boundaries. For example, when there are two boundaries associated with involutions κ 1 and κ 2 , one has to look for a state Ω which is an eigenvector for the elements of G κ1,κ2 = G κ1 ∩G κ2 . This subgroup can also be thought of as G κ1 ∩G κ1κ2 , that is the subgroup of G κ1 which commutes with the holomorphic transformation κ 1 κ 2 . In classical conformal problems there are two common approaches to problems in a wedge with angle π/N . One is to calculate the Green's function using the images of the various products of reflections in its two boundaries. The other is to carry out the conformal transformation z → z N which maps the wedge to the half-plane where the Green's function is already known (using a single image). The approach we have been using shows a simple connection between these, by producing the transformation which simplifies the problem. In fact, the holomorphic functions invariant under κ 1 κ 2 form a ring of holomorphic functions of a new variable which is the transform of z.
As examples we consider regions bounded by two straight lines. There are two cases to consider, the case when the lines meet in a point, which we take to be 0, and the case when they are parallel in the finite plane. In the first case we denote by κ θ the reflection in the half-line of complex numbers with argument θ. This takes z to e 2iθ z, and so the product κ θ κ 0 associated with the wedge where the argument lies in (0, θ), is the rotation which takes z to e 2iθ z. When θ = π/N this rotation has finite order N . By considering the Laurent expansion, any holomorphic function which is invariant under such rotations must be a function of z N . The map z → z N is precisely the map from the wedge to the half-plane. The other possibility for a region bounded by two straight lines is the strip between two parallel lines. For definiteness let us take the strip were the imaginary part of z lies in (0, 1 2 β). Reflection in the upper line takes z to z + iβ, and the product of the two reflections maps z to z + iβ. Again we see that the holomorphic functions invariant under this transformation are holomorphic functions of exp(2πz/β), so that this time we have recovered the transformation z → exp(2πz/β) which maps the strip to the half plane.
In a region with multiple boundaries one has involutions J κi representing the different involutions and the map κ i κ j is represented by the linear operator J κi J κj . In the example of the strip, double reflection of the upper half-plane maps it to a subset of itself, and accordingly J κi J κj gives an endomorphism of the algebra A + . This is very similar in form to the Longo canonical endomorphism of A + defined by its image subalgebra, [17] . (That is in some ways more like the case when β = 0, but with two different algebras sharing the same boundary.)
Now the last expression is unchanged by the translation ζ 1 → ζ 1 + i2πc 2 /a, which, in terms of the original problem involves adding iπc/a to τ 1 . Such a periodicity in imaginary time is the KMS condition at inverse temperature β = 2πc/a, thus giving the Unruh effect.
Appendix 2. The continuum Ising model
It is known that the Ising model has a continuum limit (as the lattice spacing goes to 0), which is described by a canonical anticommutation relation algebra over the complex inner product space W = S(R), (the Schwartz functions), and one has the smeared creation and annihilation operators
In the case studied in [10, 16 ] the boundary at x = 0 separates the positive real axis, which is the physically interesting part of the space, from its mirror image. Denoting by c(w + ) the operator which creates the fermion state w + on the physically interesting side of the boundary, it turns out that the boundary state Ω κ satisfies c(w + ) * Ω κ = c(Kw + )Ω κ , for a certain operator K, mostly simply expressed in terms of the Fourier transform F W + (p) by (F Kw + )(p) = K(p)(F w + )(−p), where K(p) = −ip/(E p ± m), E p = p 2 + m 2 and the sign depends on the type of boundary condition. ( [10] expresses K in terms of the rapidity θ rather than p = m tanh θ.) This fits our previous framework with α κ (c(w + )) = c(Kw + ).
Subtleties arise because the algebra is represented on the standard Fock-Dirac space generated by a vacuum killed by creators of negative energy states and by annihilators of positive energy states, so that there is a second boundary in momentum space, the Fermi level of the free Dirac theory. Here the boundary separates positive from negative energies, and, as above, the Dirac vacuum state Ω is killed by creators of negative energy states and by annihilators of positive energy states. The annihilators of negative energy states c(w − ) * are then reinterpreted as creators of a positron c(Cw − ) (C being charge conjugation), and the defining identity c(w − )
* Ω = c(Cw − )Ω can be interpreted as another example of the same class. As mentioned in Section 3, [10, 16] try to interpret K in terms of a Bogoliubov transformation with K = Z = BA −1 . However, the operator K * K can be considered as the integral operator with the distributional kernel k(p, q) = |K(p)| 2 δ(p − q), from which it is obvious that the Hilbert-Schmidt norm tr(K * K) = R k(p, p) dp diverges, and so the Bogoliubov transformation is not implementable. Since K is normal, the condition A * A + B * B = 1 reduces to (AA * ) −1 = 1 + K * K, so we take from which we deduce that c(w − ) * Ω κ = −c(K * w − )Ω κ for all w − ∈ W − .) As mentioned in Section 3, the restriction to CAR(W + ) of the state defined by Ω κ is quasi-free. The injection of W + into the double W is given by I K w + = Aw + + Bw − .
It is now easy to compute S at the one particle level, since we have Sc(w + )Ω κ = c(w + )
* Ω κ = c(Kw + )Ω κ and, since S is an involution, Sc(w − ) * Ω κ = c(K −1 w − )Ω κ .
Similarly, we have
Sc(w − )Ω κ = −c(K * w + )Ω κ , Sc(w + ) * Ω κ = −c(K * −1 w + )Ω κ .
Thus on the one-particle space S has the matrix form This illustrates the fact that this interpretation of the boundary states also provides a useful tool for calculation.
