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Let D be a bounded or unbounded open domain of 2-dimensional Euclidean space R2. If
the boundary ∂D = Γ exists, then we assume that the boundary is smooth. In this paper
assuming that the kinematic viscosity ν > 0 is large enough, we discuss the existence
and exponential stability of energy solutions to the following 2-dimensional stochastic
functional Navier–Stokes equation perturbed by the Levy process:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
dX(t) = [νX(t) + 〈X(t),∇〉X(t) + f (t, X(t))+ F (t, Xt) − ∇p]dt
+ g(t, X(t))dW (t) + ∫
U
k
(
t, X(t), y
)
q(dt dy),
div X = 0 in [0,∞) × D,
where X(t, x) = ϕ(t, x) is the initial function for x ∈ D and t ∈ [−r,0] with r > 0. It is
assumed that f , g, F and k satisfy the Lipschitz condition and the linear growth condition.
If there exists the boundary ∂D , then X(t, x) = 0 on [0,∞) × ∂D .
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
The Navier–Stokes equation deﬁned on a domain D in 2-dimensional Euclidean space R2 has been extensively investi-
gated as a very important model in ﬂuid mechanics by many authors (e.g. [17,19,22] and references therein). Furthermore
the stochastic Navier–Stokes equation with a Brownian motion has been also considered as the natural model in real world
[4,21].
E. Pardoux [14] proved the existence and uniqueness of the solution to the stochastic partial differential equation by the
monotonicity method. Menaldi and Sritharan [12] discussed the existence of the solution to the 2-dimensional stochastic
Navier–Stokes equation with an additive Brownian motion by the local monotonicity method. Sritharan and Sundar [18]
considered the existence of the solution to the 2d stochastic Navier–Stokes equation perturbed by a multiplicative Brownian
motion by the same method.
On the other hand the stochastic heat equation with a Poisson process was discussed in [1]. The stochastic Burgers
equation with the Poisson process was considered in [23]. Knoche [10] and Hausenblas [8,9] investigated the stochastic
integral by a Poisson process and discussed stochastic evolution equations perturbed by the Poisson process. Furthermore
stochastic ordinary and partial differential equations perturbed by the Poisson process have been also investigated by many
authors [2,15,6,11,20]. The 2-dimensional stochastic Navier–Stokes equation with the Levy noise was discussed in [7] for a
bounded domain.
✩ This paper is in ﬁnal form and no version of it will be submitted for publication elsewhere.
E-mail address: takeshi_taniguchi@kurume-u.ac.jp.0022-247X/$ – see front matter © 2011 Elsevier Inc. All rights reserved.
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stochastic Navier–Stokes equation perturbed by the Wiener process and the Poisson process deﬁned on an unbounded
domain.
Let D be a bounded or unbounded open domain of R2. If the boundary ∂D = Γ exists, then we assume that the
boundary is smooth. Let f , g, F and k satisfy the Lipschitz condition and the linear growth condition. We are concerned
with the following 2-dimensional stochastic functional Navier–Stokes equation driven by the Levy noise:⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
dX(t) = [νX(t) + 〈X(t),∇〉X(t) + f (t, X(t))+ F (t, Xt) − ∇p]dt + g(t, X(t))dW (t) +
∫
U
k
(
t, X(t), y
)
q(dt dy),
div X = 0 in [0,∞) × D,
X(t, x) = 0 on [0,∞) × Γ, X(0, x) = X0(x),
X(t, x) = ϕ(t, x) for t ∈ [−r,0] and x ∈ D with r > 0,
where X is the velocity ﬁeld of the ﬂuid, p the pressure, ν > 0 the kinematic viscosity, X0 the initial velocity ﬁeld, ϕ the
initial function on the interval [−r,0].
In this paper we assume that the kinematic viscosity ν is large enough.
The contents of this paper are as follows: In Section 2 we give preliminaries. In Section 3 the uniqueness of the energy
solution is proved. The moment boundedness of the approximate solution Xm by the Galerkin method are considered. Then
we prove the existence of the solution to the stochastic Navier–Stokes equation by using Lemma 1. In Section 4 the almost
sure exponential stability of energy solutions is investigated.
2. Preliminaries
Let D be a bounded or unbounded open domain of 2-dimensional Euclidean space R2. If the boundary ∂D = Γ exists,
then we assume that the boundary is smooth. In this paper we use the following Hilbert spaces L20,σ (D) and W
1,2
0,σ (D)
deﬁned by
L20,σ (D) := the closure of the set
{
u ∈ C∞0 (D): div u = 0
}
in L2(D)
with the norm |u| = (u,u) 12 , where for u, v ∈ L2(D),
(u, v) =
2∑
j=1
∫
D
u j(x)v j(x)dx,
W 1,20,σ (D) := the closure of the set
{
u ∈ C∞0 (D): div u = 0
}
in W 1,2(D)
with the norm (|u|2 + ‖u‖2) 12 , where for u, v ∈ H1(D) := W 1,2(D), ‖u‖ := |∇u| = (∇u,∇u) 12 with
(∇u,∇v) =
2∑
j=1
(
∂u
∂x j
,
∂v
∂x j
)
.
Let A : W 1,20,σ (D) ⊇ D(A) → L20,σ (D) be a Stokes operator (see the deﬁnition on p. 128 [17]) and let P : L2(D) → L20,σ (D) be
a Helmholtz projection. Then it holds that
Au = −Pu for u ∈ D(A),
D(A) = W 2,2(D) ∩ W 1,20,σ (D),
where  := ∑2j=1 ∂2∂x2j (Theorem 2.1.1 [17]). The operator A is positive and self-adjoint. The following relation holds: for
u, v ∈ D(A),
〈Au, v〉 = 〈∇u,∇v〉,
where in this paper we use the same notation 〈·,·〉 for the inner product and the duality if no confusion. Deﬁne the trilinear
form b by
b(u, v,w) =
2∑
i, j=1
∫
D
ui(x)
∂v j
∂xi
(x)w j(x)dx.
Set H := L20,σ (D) and V := W 1,20,σ (D). We deﬁne the operator B : V × V → V ∗ by〈
B(u, v),w
〉= b(u, v,w), ∀u, v,w ∈ V .
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B(u) := B(u,u), ∀u ∈ V .
Since it holds that b(u, v,w) = −b(u,w, v), it follows that b(u, v, v) = 0. Set w = u − v . Then we have that〈
B(u) − B(v),w〉= B(u,u,−v) − B(v, v,u)
= −B(w,w, v).
By using the Hölder inequality, the Gagliardo–Nirenberg inequality and the Yang inequality, one has the following lemma
(see Sritharan and Sundar [18]). This lemma is crucial in this paper.
Lemma 1. There exists a λ > 0 such that for any u, v ∈ W 1,20 (D),
2
〈
B(u) − B(v),u − v〉+ 〈−νA(u − v),u − v〉 λ|v|44|u − v|2.
Remark 1. Let D = R2 or D = an open bounded domain with the smooth boundary ∂D or D = the half space R2+ . Then it
holds that W 1,20 (D) ⊂ L4(D).
Let (Ω, P ,F) be a complete probability space on which an increasing and right continuous family (Ft)t∈[0,∞] of complete
sub-σ -algebra of F is deﬁned. F0 contains all the null sets of F . Let βn(t) (n = 1,2,3, . . .) be a sequence of real valued
one-dimensional standard Brownian motions mutually independent on (Ω, P ,F). Then we consider a K -valued stochastic
process W (t) given by the following series:
W (t) :=
∞∑
n=1
βn(t)
√
Q en, t  0, Q ∈ L(K , K ),
where {en} (n = 1,2,3, . . .) is a complete orthonormal basis in K . If an operator Q ∈ L(K , K ) is deﬁned by Q en = σnen ,
then we assume that trace Q = Σσn < ∞ is satisﬁed. W (t) is called the K -valued Q -cylindrical Wiener process with a
covariance operator Q . See [3] for the stochastic integral.
Let G be a separable Hilbert space. Let p(t), t  0 be a σ -ﬁnite stationary Ft-adapted G-valued Poisson point process.
Then for Λ ∈ Bσ (G − {0}), where 0 /∈ the closure of Λ,
N
(
(0, t] × Λ) := ∑
0<st
1Λ
(
p(s)
)
= #(s ∣∣ 0< s t, p(s) ∈ Λ),
N
(
(t1, t2] × Λ
) := N((0, t2] × Λ)− N((0, t1] × Λ).
The following notation is used:
N(t,Λ) := N((0, t] × Λ).
Then it is known that there exists a σ -ﬁnite measure π such that
E
[
N(t,Λ)
]= π(Λ)t,
Pr
(
N(t,Λ) = k)= exp(−tπ(Λ))(π(Λ)t)k
k! .
This measure π is called the Levy measure. Then the measure q is deﬁned by
q
([0, t],Λ)= N([0, t],Λ)− tπ(Λ), t > 0.
This measure q(dsdy) is called the compensated Poisson random measure and dtπ(Λ) is called the compensator.
Let U ∈ Bσ (G −{0}), where 0 /∈ the closure of U . Then the stochastic integral of the function ρ : R+ × (G −{0})×Ω → F
w.r.t. q(dsdy) is deﬁned as follows [16]:
t∫
0
∫
U
ρ(s, y)q(dsdy) :=
t∫
0
∫
U
ρ(s, y)N(dsdy) −
t∫
0
∫
U
ρ(s, y)π(dy)ds,
where
t∫ ∫
ρ(s, y)N(dsdy) :=
∑
0<st
ρ
(
s, p(s)
)
1U
(
X(s)
)
.0 U
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θ = 1 is presented in [20].
Lemma 2. (See [5,8].) Let θ = 1 or 2. Assume that the function ρ : R+ × (G − {0}) × Ω → G is a progressively measurable function
satisfying
∫ t
0
∫
U E|ρ(s, y)|θπ(dy)ds < ∞. Then the Burkholder inequality holds:
E
(
sup
0τt
∣∣∣∣∣
τ∫
0
∫
U
ρ(s, y)q(dy ds)
∣∣∣∣∣
θ
F
)
 cβ
(
E
t∫
0
∫
U
∣∣ρ(s, y)∣∣θFπ(dy)ds
)
, cβ > 0.
Let Xt denote the function from [−r,0] into Π (Π := H or V ) which is deﬁned by Xt(s) = X(t + s) for any s ∈ [−r,0].
Let Dr(Π) denote the set of all cadlag functions from [−r,0] into the space Π . Let the norm | · |Dr of the space Dr = Dr(Π)
be deﬁned by |ψ |Dr := sup−rs0 |ψ(s)|Π .
In this paper let U ∈ Bσ (G − {0}), where 0 /∈ the closure of U . Thus the stochastic 2D Navier–Stokes equation can be
rewritten as follows in the abstract mathematical setting:⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
dX(t) = [−νAX(t) + B(X(t))+ f (t, X(t))+ F (t, Xt)]dt + g(t, X(t))dW (t) +
∫
U
k
(
t, X(t), y
)
q(dt dy), t  0,
X(0, x) = X0(x), x ∈ D,
X(t, x) = 0 on [0,∞) × Γ (omitted if D = R2),
X(t, x) = ϕ(t, x) for t ∈ [−r,0] and x ∈ D with r > 0,
(2.1)
where the functions f : [0, T ] × W 1,20,σ (D) × Ω → W 1,20,σ (D)∗ , F : [0, T ] × Dr × Ω → H , g : [0, T ] × W 1,20,σ (D) × Ω → L02(K , H)
and k : [0, T ] × H × (G − {0}) × Ω → H are progressively measurable. In this paper we set L02 := L02(K ; H) and assume the
following conditions.
Condition 1. It holds that⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
∣∣ f (t,u)∣∣2W 1,20,σ (D)∗  a f (1+ |u|2W 1,20,σ (D)
)
, u ∈ W 1,20,σ (D),∣∣F (t, ξ)∣∣2  aF (1+ |ξ |2Dr ), ξ ∈ Dr,∣∣g(t,u)∣∣2L02  ag(1+ |u|2W 1,20,σ (D)
)
, u ∈ W 1,20,σ (D),
(2.2)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∫
U
∣∣k(t,u, y)∣∣π(dy) α1(1+ |u|), u ∈ H,
∫
U
∣∣k(t,u, y)∣∣2π(dy) α2(1+ |u|2), u ∈ H,
∫
U
∣∣k(t,u, y)∣∣4π(dy) α4(1+ |u|4), u ∈ H,
(2.3)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∣∣ f (t,u) − f (t, v)∣∣2W 1,20,σ (D)∗  c f |u − v|2W 1,20,σ (D), u, v ∈ W 1,20,σ (D),∣∣F (t, ξ) − F (t,ψ)∣∣2H  cF |ξ − ψ |2Dr , ξ,ψ ∈ Dr,∣∣g(t,u) − g(t, v)∣∣2L02  cg |u − v|2W 1,20,σ (D), u, v ∈ W 1,20,σ (D),∫
U
∣∣k(t,u, y) − k(t, v, y)∣∣2π(dy) ck|u − v|2W 1,20,σ (D), u, v ∈ W 1,20,σ (D).
(2.4)
Condition 2. The following inequalities hold:
ν > 2
√
c f + cαcg, (2.5)
2ν > (6
√
a f + 129ag) ∨ (1+ a f + 513ag). (2.6)
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Deﬁnition 1. The Ft-adapted process X(t) is called the energy solution to (2.1) if the following conditions are satisﬁed:
1. X ∈ L2(Ω; L∞([0, T ]; H)) ∩ L2([0, T ] × Ω;W 1,20,σ (D)),
2. the equation holds for all φ ∈ W 1,20,σ (D)
〈
X(t),φ
〉=
〈
X0 +
t∫
0
−νAX(s) + B(X(s))ds, φ
〉
+
〈 t∫
0
f
(
s, X(s)
)
ds +
t∫
0
F (s, Xs)ds, φ
〉
+
〈 t∫
0
g
(
s, X(s)
)
dW (s) +
t∫
0
∫
U
k
(
s, X(s), y
)
q(dsdy),φ
〉
, (2.7)
3. the energy equality holds
∣∣X(t)∣∣2 = |X0|2 +
t∫
0
2
〈
X(s),−νAX(s) + B(X(s))〉ds +
t∫
0
2
〈
X(s), f
(
s, X(s)
)+ F (s, Xs)〉ds
+
t∫
0
∣∣g(s, X(s))∣∣2L02 ds +
t∫
0
2
〈
X(s), g
(
s, X(s)
)
dW (s)
〉
+
t∫
0
∫
U
∣∣k(s, X(s), y)∣∣2π(dy)ds +
t∫
0
∫
U
∣∣k(s, X(s), y)∣∣2q(dsdy)
+
t∫
0
2
〈
X(s),
∫
U
k
(
s, X(s), y
)
q(dsdy)
〉
. (2.8)
3. The existence and uniqueness of energy solutions
In this section we prove the existence and uniqueness of the energy solution to (2.1). The uniqueness of the energy
solution is proved by the following lemma.
Lemma 3. Let E[sup−rs0 |ϕ(s)|4] < ∞. Let X0 be an F0-random variable which is an initial value of (2.1) with E|X0|4 < ∞ and
E‖X0‖2 < ∞. If Conditions 1 and 2 are satisﬁed, then there exists at most one energy solution to (2.1).
Proof. We show the uniqueness of the solution to (2.1). Without loss of generality we may assume that 0 < t  1. Let X(t)
and Y (t) be two energy solutions to (2.1) with the same initial value X0 = Y0. Let N > 1 be any ﬁxed integer and let
τN := inf
{
t  T :
t∫
0
∣∣Y (s)∣∣44 ds N
}
.
Without loss of generality we may assume that E
∫ T
0 |Y (s)|44 ds < ∞. Set
η(t) := exp
(
−λ
t∫
0
∣∣Y (s)∣∣44 ds
)
,
where λ > 0 is the same one as in Lemma 1. Hence we have that
η(t ∧ τN) exp(−λN).
By applying the energy equality to the function η(t)|X(t) − Y (t)|2 we have that
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∣∣X(t) − Y (t)∣∣2 = −λ
t∫
0
η(s)
∣∣X(s) − Y (s)∣∣2∣∣Y (s)∣∣44 ds
+ 2
t∫
0
η(s)
〈
X(s) − Y (s),−νA(X(s) − Y (t))+ B(X(s))− B(Y (s))〉ds
+ 2
t∫
0
η(s)
〈
X(s) − Y (s), f (s, X(s))− f (s, Y (s))〉ds
+ 2
t∫
0
η(s)
〈
X(s) − Y (s), F (s, Xs) − F (s, Ys)
〉
ds +
t∫
0
η(s)
∣∣g(s, X(s))− g(s, Y (s))∣∣2L02 ds
+ 2
t∫
0
η(s)
〈
X(s) − Y (s), (g(s, X(s))− g(s, Y (s)))dW (s)〉
+
t∫
0
∫
U
η(s)
∣∣k(s, X(s), y)− k(s, Y (s), y)∣∣2π(dy)ds
+
t∫
0
∫
U
η(s)
∣∣k(s, X(s))− k(s, Y (s))∣∣2q(dsdy)
+ 2
t∫
0
η(s)
〈
X(s) − Y (s),
∫
U
(
k
(
s, X(s), y
)− k(s, Y (s), y))q(dsdy)〉.
Therefore by Lemma 1 it follows that
E
[
sup
0τt∧τN
η(τ )
∣∣X(τ ) − Y (τ )∣∣2]+ ν
t∧τN∫
0
η(s)
∥∥X(s) − Y (s)∥∥2 ds
 2E
[
sup
0τt∧τN
∣∣∣∣∣
τ∫
0
η(s)
〈
X(s) − Y (s), f (s, X(s))− f (s, Y (s))〉ds
∣∣∣∣∣
]
+ 2E
[
sup
0τt∧τN
∣∣∣∣∣
τ∫
0
η(s)
〈
X(s) − Y (s), F (s, Xs) − F (s, Ys)
〉
ds
∣∣∣∣∣
]
+ E
[
sup
0τt∧τN
∣∣∣∣∣
τ∫
0
η(s)
∣∣g(s, X(s))− g(s, Y (s))∣∣2L02 ds
∣∣∣∣∣
]
+ 2E
[
sup
0τt∧τN
∣∣∣∣∣
τ∫
0
η(s)
〈
X(s) − Y (s), (g(s, X(s))− g(s, Y (s)))dW (s)〉
∣∣∣∣∣
]
+ E
[
sup
0τt∧τN
∣∣∣∣∣
τ∫
0
∫
U
η(s)
∣∣k(s, X(s), y)− k(s, Y (s), y)∣∣2π(dy)ds
∣∣∣∣∣
]
+ E
[
sup
0τt∧τN
∣∣∣∣∣
τ∫
0
∫
U
η(s)
∣∣k(s, X(s), y)− k(s, Y (s), y)∣∣2q(dsdy)
∣∣∣∣∣
]
+ 2E
[
sup
0τt∧τN
∣∣∣∣∣
τ∫
η(s)
〈
X(s) − Y (s),
∫ (
k
(
s, X(s), y
)− k(s, Y (s), y))q(dsdy)〉
∣∣∣∣∣
]
.0 U
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2E
[
sup
0τt∧τN
∣∣∣∣∣
τ∫
0
η(s)
〈
X(s) − Y (s), f (s, X(s))− f (s, Y (s))〉ds
∣∣∣∣∣
]
 2E
[ t∧τN∫
0
η(s)
∣∣X(s) − Y (s)∣∣W 1,20,σ (D)
∣∣ f (s, X(s))− f (s, Y (s))∣∣W 1,20,σ (D)∗ ds
]
 2
√
c f
t∫
0
Eη(s ∧ τN)
∣∣X(s ∧ τN) − Y (s ∧ τN)∣∣2 ds + 2√c f
t∫
0
Eη(s ∧ τN)
∥∥X(s ∧ τN) − Y (s ∧ τN)∥∥2 ds,
2E
[
sup
0τt∧τN
∣∣∣∣∣
τ∫
0
η(s)
〈
X(s) − Y (s), F (s, Xs) − F (s, Ys)
〉
ds
∣∣∣∣∣
]
 1
4
E
[
sup
0τt∧τN
η(τ )
∣∣X(τ ) − Y (τ )∣∣2]+ 4cF
t∫
0
Eη(s ∧ τN)
∣∣X(s ∧ τN) − Y (s ∧ τN)∣∣2 ds.
By the Burkholder inequality and Condition 1, there exists a cα > 0 such that
2E
[
sup
0τt∧τN
∣∣∣∣∣
τ∫
0
η(s)
〈
X(s) − Y (s), (g(s, X(s))− g(s, Y (s)))dW (s)〉
∣∣∣∣∣
]
 1
4
E
[
sup
0τt∧τN
η(τ )
∣∣X(τ ) − Y (τ )∣∣2]+ cα
t∫
0
Eη(s ∧ τN)
∣∣g(s ∧ τN , X(s ∧ τN))− g(s ∧ τN , Y (s ∧ τN))∣∣2L02 ds
 1
4
E
[
sup
0τt∧τN
η(τ )
∣∣X(τ ) − Y (τ )∣∣2]+ cαcg
t∫
0
Eη(s ∧ τN)
∣∣X(s ∧ τN) − Y (s ∧ τN)∣∣2 ds
+ cαcg
t∫
0
Eη(s ∧ τN)
∥∥X(s ∧ τN) − Y (s ∧ τN)∥∥2 ds.
By Lemma 2 and Condition 1, there exists a cβ > 0 such that
2E
[
sup
0τt∧τN
∣∣∣∣∣
τ∫
0
η(s)
〈
X(s) − Y (s),
∫
U
(
k
(
s, X(s), y
)− k(s, Y (s), y))q(dsdy)〉
∣∣∣∣∣
]
 1
4
E
[
sup
0τt∧τN
η(τ )
∣∣X(τ ) − Y (τ )∣∣2]
+ cβ
t∫
0
∫
U
Eη(s ∧ τN)
∣∣k(s ∧ τN , X(s ∧ τN), y)− k(s ∧ τN , Y (s ∧ τN), y)∣∣2π(dy)ds
 1
4
E
[
sup
0τt∧τN
η(τ )
∣∣X(τ ) − Y (τ )∣∣2]+ cβck
t∫
0
Eη(s ∧ τN)
∣∣X(s ∧ τN) − Y (s ∧ τN)∣∣2 ds.
Thus we have a γ0 > 0 such that
1
4
E
[
sup
0τt∧τN
η(τ )
∣∣X(τ ) − Y (τ )∣∣2]+ (ν − (2√c f + cαcg))
t∫
0
Eη(s ∧ τN)
∥∥X(s ∧ τN) − Y (s ∧ τN)∥∥2 ds
 γ0
t∫
Eη(s ∧ τN)
∣∣X(s ∧ τN) − Y (s ∧ τN)∣∣2 ds.
0
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E
[
sup
0τt∧τN
η(τ )
∣∣X(τ ) − Y (τ )∣∣2]= 0.
Thus for any ﬁxed N > 1,
X(t ∧ τN) = Y (t ∧ τN), a.e. ω ∈ Ω.
Since τN → T as N → ∞, we have that X(t) = Y (t), a.e. ω ∈ Ω . Consequently the proof of the lemma is complete. 
Let 0 < T ∞ and so T = ∞ means [0, T ] = [0,∞). Let {wk}∞k=1 be a completely orthonormal system in L2(Ω) with
wk ∈ D(A). In this section we consider by the Galerkin method the existence of an energy solution to the following stochas-
tic integral equation:
X(t) = X0 +
t∫
0
[−νAX(s) + B(X(s))]ds +
t∫
0
[
f
(
s, X(s)
)+ F (s, Xs)]ds
+
t∫
0
g
(
s, X(s)
)
dW (s) +
t∫
0
∫
U
k
(
s, X(s), y
)
q(dsdy), t  0, (3.1)
with an initial function ϕ(s, x), s ∈ [−r,0]. Set
Xn(t) =
n∑
k=1
φnk(t)wk,
where φnk(t) are determined by the next ordinary stochastic differential equation
(
Xn(t),wk
)= (X0n,wk) +
t∫
0
(−νAXn(s) + PnB(Xn(s)),wk)ds +
t∫
0
(
Pn f
(
s, Xn(t)
)+ Pn F (s, Xnt),wk)ds
+
t∫
0
(
Png
(
s, Xn(t)
)
dW (s),wk
)+
t∫
0
(∫
U
Pnk
(
s, Xn(t), y
)
q(dsdy),wk
)
, k = 1,2, . . . ,n
with an initial value Xn(0) = X0n , where X0n :=∑nk=1(X0,wk)wk . We note that X0n converges strongly to X0 in D(A).
In this paper we use the following notation.
Notation 1.
Mπ,θ
([0, T ] × H; H) := {the space of predictable mappings k(s, y) : [0, T ] × H × Ω → H}
such that
t∫
0
∫
U
E
∣∣k(s, y)∣∣θπ(dy)ds < ∞.
D
([0, T ]; H) := {the space of all cadlag paths from [0, T ] into H}.
Consider the following stochastic differential equation:
Xn(t) = Pn X0 +
t∫
0
[−νAXn(s) + PnB(Xn(s))]ds
t∫
0
[
Pn f
(
s, Xn(s)
)+ Pn F (s, Xns)]ds
+
t∫
0
Png
(
s, Xn(s)
)
dW (s) +
t∫
0
Pn
∫
U
k
(
s, Xn(s), y
)
q(dsdy). (3.2)
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constant c > 0 such that
E
[
sup
0st
∣∣Xn(s)∣∣2]+
t∫
0
E
∥∥Xn(s)∥∥2 ds c
uniformly in n 1.
Proof. Without loss of generality we may assume that 0< t  1. By the Ito formula
∣∣Xn(t)∣∣2 = |Pn X0|2 + 2
t∫
0
〈
Xn(s),−νAXn(s) + B
(
Xn(s)
)〉
ds + 2
t∫
0
〈
Xn(s), f
(
s, Xn(s)
)+ F (s, Xns)〉ds
+
t∫
0
∣∣Png(s, Xn(s))∣∣2L02 ds + 2
t∫
0
〈
Xn(s), Png
(
s, Xn(s)
)
dW (s)
〉+
t∫
0
∫
U
∣∣Pnk(s, Xn(s), y)∣∣2π(dy)ds
+
t∫
0
∫
U
∣∣Pnk(s, Xn(s), y)∣∣2q(dsdy) + 2
t∫
0
〈
Xn(s),
∫
U
k
(
s, Xn(s), y
)
q(dsdy)
〉
.
Hence, since 〈B(Xn), Xn〉 = 0,
E
[
sup
0st
∣∣Xn(s)∣∣2]+ 2ν
t∫
0
E
∥∥Xn(s)∥∥2 ds
 E|X0|2 + 2E
[
sup
0τt
τ∫
0
∣∣Xn(s)∣∣W 1,20,σ (D)
∣∣ f (s, Xn(s))∣∣W 1,20,σ (D)∗ ds
]
+ 2E
[
sup
0τt
τ∫
0
∣∣Xn(s)∣∣∣∣F (s, Xns)∣∣ds
]
+ E
[
sup
0τt
τ∫
0
∣∣g(s, Xn(s))∣∣2L02 ds
]
+ 2E
[
sup
0τt
∣∣∣∣∣
τ∫
0
〈
Xn(s), g
(
s, Xn(s)
)
dW (s)
〉∣∣∣∣∣
]
+ E
[
sup
0τt
τ∫
0
∫
U
∣∣k(s, Xn(s), y)∣∣2π(dy)ds
]
+ E
[
sup
0τt
τ∫
0
∫
U
∣∣k(s, Xn(s), y)∣∣2q(dsdy)
]
+ 2E
[
sup
0τt
∣∣∣∣∣
τ∫
0
〈
Xn(s),
∫
U
k
(
s, Xn(s), y
)
q(dsdy)
〉∣∣∣∣∣
]
= E|X0|2 + I1 + I2 + I3 + I4 + I5 + I6 + I7.
By the Young inequality and Condition 1,
I1  2
√
a f
t∫
0
E
[(∣∣Xn(s)∣∣2 + ∥∥Xn(s)∥∥2) 12 (1+ ∣∣Xn(s)∣∣2 + ∥∥Xn(s)∥∥2) 12 ]ds
 2
√
a f
t∫
0
E
[(∣∣Xn(s)∣∣+ ∥∥Xn(s)∥∥)(1+ ∣∣Xn(s)∣∣+ ∥∥Xn(s)∥∥)]ds

√
a f + 6√a f
t∫ (
E
∣∣Xn(s)∣∣2 + E∥∥Xn(s)∥∥2)ds,0
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1
4
E
[
sup
0st
∣∣Xn(s)∣∣2]+ 4E
( t∫
0
∣∣F (s, Xns)∣∣ds
)2
 1
4
E
[
sup
0st
∣∣Xn(s)∣∣2]+ 4t
t∫
0
E
∣∣F (s, Xns)∣∣2 ds
 1
4
E
[
sup
0st
∣∣Xn(s)∣∣2]+ 4aF
t∫
0
(
1+ E
[
sup
0τs
∣∣Xn(τ )∣∣2])ds + 4raF E[ sup
−rs0
∣∣ϕ(s)∣∣2],
I3  ag
t∫
0
(
1+ E∣∣Xn(s)∣∣2 + E∥∥Xn(s)∥∥2)ds.
By the Burkholder inequality,
I4  8
√
2E
[( t∫
0
∣∣Xn(s)∣∣2∣∣g(s, Xn(s))∣∣2L02 ds
) 1
2
]
 8
√
2E
[
sup
0st
∣∣Xn(s)∣∣
( t∫
0
∣∣g(s, Xn(s))∣∣2L02 ds
) 1
2
]
 1
4
E
[
sup
0st
∣∣Xn(s)∣∣2]+ 128ag
t∫
0
(
1+ E∣∣Xn(s)∣∣2 + E∥∥Xn(s)∥∥2)ds.
By Lemma 2
I5 + I6  (1+ cβ)α2
t∫
0
(
1+ E∣∣Xn(s)∣∣2)ds
and
I7  2cβ
(
E
t∫
0
∫
U
∣∣Xn(s)∣∣∣∣k(s, Xn(s), y)∣∣π(dy)ds
)
 1
4
E
[
sup
0st
∣∣Xn(s)∣∣2]+ 4c2β E
( t∫
0
∫
U
∣∣k(s, Xn(s), y)∣∣π(dy)ds
)2
 1
4
E
[
sup
0st
∣∣Xn(s)∣∣2]+ 8c2βtα21
t∫
0
(
1+ E∣∣Xn(s)∣∣2)ds.
Since 0< t  1,
1
4
E
[
sup
0st
∣∣Xn(s)∣∣2]+ (2ν − (6√a f + 129ag))
t∫
0
E
∥∥Xn(s)∥∥2 ds
 E|X0|2 +
(√
a f + 4aF + 129ag + (1+ cβ)α2 + 8c2βα21
)+ 4raF E[ sup
−rs0
∣∣ϕ(s)∣∣2]
+ (6√a f + 4aF + 129ag + 8c2βα21 + (1+ cβ)α2)
t∫
0
E
[
sup
0τs
∣∣Xn(τ )∣∣2]ds.
Thus by (2.6) and the Gronwall lemma the proof of the lemma is complete. 
644 T. Taniguchi / J. Math. Anal. Appl. 385 (2012) 634–654Lemma 5. Let E[sup−rs0 |ϕ(s)|4] < ∞ and let Conditions 1 and 2 be satisﬁed. Assume that h(s) ∈ L2(Ω ×[0, T ]; H) and k(s, y) ∈
Mπ,4([0, T ] × H; H). If E|X0|4 < ∞, then there exists a Bα > 0 such that E
∫ t
0 |Xn(s)|44 ds < Bα uniformly for all n 1.
Proof. Without loss of generality we may assume that 0< t  1. Applying the Ito formula for the function |Xn(t)|4 to (3.2),
we have that
∣∣Xn(t)∣∣4 = |Pn X0|4 + 4
t∫
0
∣∣Xn(s)∣∣2〈Xn(s),−νAXn(s) + B(Xn(s))〉ds
+ 4
t∫
0
∣∣Xn(s)∣∣2〈Xn(s), f (s, Xn(s))+ F (s, Xns)〉ds
+ 2
t∫
0
∣∣Xn(s)∣∣2∣∣g(s, Xn(s))∣∣2L02 ds + 4
t∫
0
∣∣Xn(s)∣∣2〈Xn(s), g(s, Xn(s))dW (s)〉
+
t∫
0
∫
U
[(
Xn(s) + k
(
s, Xn(s), y
))4 − Xn(s)4]q(dsdy)
+
t∫
0
∫
U
[(
Xn(s) + k
(
s, Xn(s), y
))4 − Xn(s)4]π(dy)ds −
t∫
0
∫
U
[
4
∣∣Xn(s)∣∣2〈Xn(s),k(s, Xn(s), y)〉]π(dy)ds.
Thus
E
[
sup
0τt
∣∣Xn(τ )∣∣4]+ 4νE
[ t∫
0
∣∣Xn(s)∣∣2∥∥Xn(s)∥∥2 ds
]
 E|X0|4 + 2E
[
sup
0τt
τ∫
0
∣∣Xn(s)∣∣2(∣∣Xn(s)∣∣2W 1,20,σ (D) +
∣∣ f (s, Xn(s))∣∣2W 1,20,σ (D)∗)ds
]
+ 2E
[
sup
0τt
τ∫
0
∣∣Xn(s)∣∣2(∣∣Xn(s)∣∣2 + ∣∣F (s, Xns)∣∣2)ds
]
+ 2E
[
sup
0τt
τ∫
0
∣∣Xn(s)∣∣2∣∣g(s, Xn(s))∣∣2L02 ds
]
+ 4E
[
sup
0τt
∣∣∣∣∣
τ∫
0
∣∣Xn(s)∣∣2〈Xn(s), g(s, Xn(s))dW (s)〉
∣∣∣∣∣
]
+ E
[
sup
0τt
∣∣∣∣∣
τ∫
0
∫
U
((
Xn(s) + k
(
s, Xn(s), y
))4 − Xn(s)4)q(dsdy)
∣∣∣∣∣
]
+ E
[
sup
0τt
τ∫
0
∫
U
∣∣(Xn(s) + k(s, Xn(s), y))4 − Xn(s)4∣∣π(dy)ds
]
+ 4E
[
sup
0τt
τ∫
0
∫
U
∣∣Xn(s)∣∣2∣∣〈Xn(s),k(s, Xn(s), y)〉∣∣π(dy)ds
]
:= E|X0|4 + I1 + I2 + I3 + I4 + I5 + I6 + I7.
Thus since 0< t  1, by the Schwartz inequality and the Young inequality
I1  2
t∫
E
∣∣Xn(s)∣∣4 ds + 2
t∫
E
∣∣Xn(s)∣∣2∥∥Xn(s)∥∥2 ds + 2a f
t∫
E
∣∣Xn(s)∣∣2(1+ ∣∣Xn(s)∣∣2 + ∥∥Xn(s)∥∥2)ds0 0 0
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t∫
0
E
[
sup
0τs
∣∣Xn(τ )∣∣4]ds + a f + 3a f
t∫
0
E
[
sup
0τs
∣∣Xn(τ )∣∣4]ds + 2(1+ a f )
t∫
0
E
∣∣Xn(s)∣∣2∥∥Xn(s)∥∥2 ds
and we have constants cα, cβ > 0 such that
I2  2
t∫
0
E
∣∣Xn(s)∣∣4 ds + 2aF
t∫
0
E
∣∣Xn(s)∣∣2(1+ |Xns|2Dr )ds
 2
t∫
0
E
∣∣Xn(s)∣∣4 ds + aF
(
1+
t∫
0
E
∣∣Xn(s)∣∣4 ds +
t∫
0
E
∣∣Xn(s)∣∣4 ds +
t∫
0
E|Xns|4Dr ds
)
 cα + cβ
t∫
0
E
[
sup
0τs
∣∣Xn(τ )∣∣4]ds,
I3  2E
t∫
0
∣∣Xn(s)∣∣2∣∣g(s, Xn(s))∣∣2L02 ds
 2ag E
t∫
0
∣∣Xn(s)∣∣2(1+ ∣∣Xn(s)∣∣2 + ∥∥Xn(s)∥∥2)ds
 ag + 3ag
t∫
0
E
[
sup
0τs
∣∣Xn(τ )∣∣4]ds + 2ag
t∫
0
E
∣∣Xn(s)∣∣2∥∥Xn(s)∥∥2 ds.
By the Burkholder inequality and the Young inequality
I4  16
√
2E
[( t∫
0
∣∣Xn(s)∣∣6∣∣g(s, Xn(s))∣∣2L02 ds
) 1
2
]
 1
8
E
[
sup
0τt
∣∣Xn(τ )∣∣4]+ 1024E
t∫
0
∣∣Xn(s)∣∣2∣∣g(s, Xn(s))∣∣2L02 ds
 1
8
E
[
sup
0τt
∣∣Xn(τ )∣∣4]+ 1024ag E
t∫
0
∣∣Xn(s)∣∣2(1+ ∣∣Xn(s)∣∣2 + ∥∥Xn(s)∥∥2)ds
 1
8
E
[
sup
0τt
∣∣Xn(τ )∣∣4]+ 512ag + 1536ag
t∫
0
E
[
sup
0τs
∣∣Xn(τ )∣∣4]ds + 1024ag
t∫
0
E
∣∣Xn(s)∣∣2∥∥Xn(s)∥∥2 ds.
Furthermore by Lemma 2 and the Young inequality, we have constants γ2, γ3 > 0 such that
I5  cβ E
[ t∫
0
∫
U
∣∣(Xn(s) + k(s, Xn(s), y))4 − Xn(s)4∣∣π(dy)ds
]
 cβ E
t∫
0
∫
U
[
4
∣∣Xn(s)∣∣3∣∣k(s, Xn(s), y)∣∣+ 6∣∣Xn(s)∣∣2∣∣k(s, Xn(s), y)∣∣2
+ 4∣∣Xn(s)∣∣∣∣k(s, Xn(s), y)∣∣3 + ∣∣k(s, Xn(s), y)∣∣4]π(dy)ds
 1
8
E
[∣∣Xn(t)∣∣4]+ γ2E
t∫ ∫ ∣∣k(s, Xn(s), y)∣∣4π(dy)ds
0 U
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8
E
[
sup
0τt
∣∣Xn(τ )∣∣4]+ γ2α4
t∫
0
(
1+ E
[
sup
0τs
∣∣Xn(τ )∣∣4]) ds,
I6 
1
8
E
[
sup
0τt
∣∣Xn(τ )∣∣4]+ γ3α4
t∫
0
(
1+ E
[
sup
0τs
∣∣Xn(τ )∣∣4])ds.
By the Young inequality we have a positive real number γ4 > 0 such that
I7  4E
[
sup
0τt
∣∣Xn(τ )∣∣3
t∫
0
∫
U
∣∣k(s, Xn(s), y)∣∣π(dy)ds
]
 1
8
E
[
sup
0τt
∣∣Xn(τ )∣∣4]+ γ4E
( t∫
0
∫
U
∣∣k(s, Xn(s), y)∣∣π(dy)ds
)4
 1
8
E
[
sup
0τt
∣∣Xn(τ )∣∣4]+ γ4α4π(U )3
t∫
0
(
1+ E
[
sup
0τs
∣∣Xn(τ )∣∣4])ds.
Thus we have positive real numbers γ5, γ6 > 0 such that
1
2
E
[
sup
0τt
∣∣Xn(τ )∣∣4]+ (4ν − 2− 2a f − 1026ag)E
t∫
0
∣∣Xn(s)∣∣2∥∥Xn(s)∥∥2 ds
 E|X0|4 + γ5 + γ6
t∫
0
E
[
sup
0τs
∣∣Xn(τ )∣∣4]ds.
Therefore by (2.6) and the Gronwall lemma there exists a cγ > 0 such that
E
[
sup
0τt
∣∣Xn(τ )∣∣4]+ E
t∫
0
∣∣Xn(s)∣∣2∥∥Xn(s)∥∥2 ds cγ , 0 t  1.
By the Gagliardo–Nirenberg inequality we have a δ > 0 such that
∣∣Xn(s)∣∣4  δ∣∣Xn(s)∣∣ 12 ∣∣∇Xn(s)∣∣ 12 for all n 1.
Therefore we have a Bα > 0 such that
E
t∫
0
∣∣Xn(s)∣∣44 ds δ4E
t∫
0
∣∣Xn(s)∣∣2∥∥Xn(s)∥∥2 ds < Bα for all n 1.
Consequently the proof of the lemma is complete. 
For proving the main theorem, we need the following condition.
Condition 3. Let z(s) be any ﬁxed Ft-adapted process with z ∈ L4(Ω × [0, T ]; L4(D)) and z(s) = ϕ(s), −r  s  0. Let
ρ(s) ≡ 0, −r  s 0 and
ρ(t) =
t∫ ∣∣z(s)∣∣44 ds, t  0.0
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
〈
f (t,u) − f (t, v),u − v〉 C f ‖u − v‖2, u, v ∈ W 1,20,σ (D),
t∫
0
e−λρ(s)
〈
F (s, ξs) − F (s,ψs), ξ(s) − ψ(s)
〉
ds CF
t∫
−r
e−λρ(s)
∥∥ξ(s) − ψ(s)∥∥2 ds, ξ,ψ ∈ L2(−r,∞;W 1,20,σ (D)),
where ξ(s) = ψ(s) = ϕ(s), −r  s 0,∣∣g(t,u) − g(t, v)∣∣2L02  Cg‖u − v‖2, u, v ∈ W 1,20,σ (D),∫
U
∣∣k(t,u, y) − k(t, v, y)∣∣2π(dy) Ck‖u − v‖2, u, v ∈ W 1,20,σ (D).
Condition 4. The following inequality is satisﬁed:
ν > 2C f + 2CF + Cg + Ck.
We obtain the main theorem:
Theorem 1. Let E[sup−rs0 |ϕ(s)|4] < ∞ and let Conditions 1 and 2 be satisﬁed. Assume that k(s, y) ∈ Mπ,2([0, T ] × H; H) ∩
Mπ,4([0, T ] × H; H). If E|X0|4 < ∞ and E‖X0‖2 < ∞, then Eq. (3.1) has a unique energy solution X(t) in L2(Ω; L∞(0, T ; H)) ∩
L2(Ω × [0, T ];W 1,20,σ (D)) satisfying the energy equality:
∣∣X(t)∣∣2 = |X0|2 +
t∫
0
2
〈
X(s),−νAX(s) + B(X(s))〉ds +
t∫
0
2
〈
X(s), f
(
s, X(s)
)+ F (s, Xs)〉ds
+
t∫
0
∣∣g(s, X(s))∣∣2L02 ds +
t∫
0
2
〈
X(s), g
(
s, X(s)
)
dW (s)
〉
+
t∫
0
∫
U
∣∣k(s, X(s), y)∣∣2π(dy)ds +
t∫
0
∫
U
∣∣k(s, X(s), y)∣∣2q(dsdy) +
t∫
0
2
〈
X(s),
∫
U
k
(
s, X(s), y
)
q(dsdy)
〉
.
(3.3)
Proof. By Lemmas 4 and 5 we obtain an X(t) ∈ L2(Ω; L∞(0, T ; H)) ∩ L2(Ω × [0, T ]; V ) ∩ L4(Ω × [0, T ]; L4(D)) such that
the subsequence Xn(t) converges weakly to X(t) in L2(Ω; L∞(0, T ; H)) ∩ L2(Ω × [0, T ]; V ) ∩ L4(Ω × [0, T ]; L4(D)) (we use
the same symbol Xn(t) for subsequence without any confusion). Furthermore as n → ∞,⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
−νA(Xn) + B(Xn) → χ weakly in L2
(
Ω × [0, T ]; V ∗),
f
(
s, Xn(s)
)→ f∗(s) weakly in L2(Ω × [0, T ];W 1,20,σ (D)∗),
F (s, Xns) → F∗(s) weakly in L2
(
Ω × [0, T ]; H),
g
(
s, Xn(s)
)→ g∗(s) weakly in L2(Ω × [0, T ]; L02),∫
U
k
(
s, Xn(s), y
)
π(dy) →
∫
U
k∗(s, y)π(dy) weakly in L2
(
Ω × [0, T ]; H).
(3.4)
As on p. 139 of [14] we use the absolutely continuous function φk from [0, T ] to (−∞,∞) with φ′k ∈ L2(0, T ) and φk(T ) = 0
deﬁned as follows
φk(s) =
⎧⎪⎨
⎪⎩
1 if s t − 12k ,
1
2 + k(t − s) if t − 12k < s < t + 12k ,
0 if s t + 12k .
We use the Ito formula to the function 〈Xn(s), ξ〉φk(s), ξ ∈ W 1,2 (D) to get0,σ
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t+1/2k∫
t−1/2k
〈
Xn(s), ξ
〉
ds +
t∫
0
〈[−νAXn(s) + B(Xn(s))], ξ 〉φk(s)ds
+
t∫
0
〈[
f
(
s, Xn(s)
)+ F (s, Xns)], ξ 〉φk(s)ds +
〈 t∫
0
g
(
s, Xn(s)
)
, ξ
〉
φk(s)dW (s)
+
t∫
0
〈∫
U
k
(
s, Xn(s), y
)
, ξ
〉
φk(s)q(dsdy),
where we have used that
∫ t
0 〈Xn(s), ξ〉φ′k(s)ds = −k
∫ t+1/2k
t−1/2k 〈Xn(s), ξ〉ds. Letting k → ∞, by the Lebesgue theorem we have
that
〈
Xn(t), ξ
〉= 〈Xn0, ξ〉 +
t∫
0
〈[−νAXn(s) + B(Xn(s))], ξ 〉ds +
t∫
0
〈[
f
(
s, Xn(s)
)+ F (s, Xns)], ξ 〉ds
+
〈 t∫
0
g
(
s, Xn(s)
)
, ξ
〉
dW (s) +
t∫
0
〈∫
U
k
(
s, Xn(s), y
)
, ξ
〉
q(dsdy) (3.5)
and then by taking the limit n → ∞, from (3.4) we have that in W 1,20,σ (D)∗
X(t) = X0 +
t∫
0
[
χ(s) + f∗(s) + F∗(s)
]
ds +
t∫
0
g∗(s)dW (s) +
t∫
0
∫
U
k∗(s, y)q(dsdy). (3.6)
By Metivier [13, p. 127]
Ee−λρ(t)
∣∣X(t)∣∣2 = E|X0|2 − E
t∫
0
λe−λρ(s)
∣∣z(s)∣∣44∣∣X(s)∣∣2 ds + 2E
t∫
0
e−λρ(s)
〈
χ(s) + f∗(s) + F∗(s), X(s)
〉
ds
+ E
t∫
0
e−λρ(s)
∣∣g∗(s)∣∣2L02 ds + E
t∫
0
∫
U
e−λρ(s)
∣∣k∗(s, y)∣∣2π(dy)ds, (3.7)
where z(s) is any ﬁxed Ft -adapted process with z ∈ L4(Ω × [0, Tε]; L4(D)) and ρ(t) =
∫ t
0 |z(s)|44 ds. We also have by the Ito
formula from (3.2) that
Ee−λρ(t)
∣∣Xn(t)∣∣2 = E∣∣Xn(0)∣∣2 − E
t∫
0
λe−λρ(s)
∣∣z(s)∣∣44∣∣Xn(s)∣∣2 ds + 2E
t∫
0
e−λρ(s)
(−νAXn(s) + B(Xn(s)), Xn(t))ds
+ 2E
t∫
0
e−λρ(s)
〈
f
(
s, Xn(s)
)+ F (s, Xns), Xn(s)〉ds +
t∫
0
e−λρ(s)E
∣∣Png(s, Xn(s))∣∣2L02 ds
+ E
t∫
0
∫
U
e−λρ(s)
∣∣Pnk(s, Xn(s), y)∣∣2π(dy)ds. (3.8)
Deﬁne αn, βn and γn as follows.
αn = −E
t∫
0
λe−λρ(s)
∣∣z(s)∣∣44∣∣Xn(s) − z(s)∣∣2 ds + 2E
t∫
0
e−λρ(s)
〈−νAXn(s) + B(Xn(s)), Xn(s) − z(s)〉ds
− 2E
t∫
e−λρ(s)
〈−νAz(s) + B(z(s)), Xn(s) − z(s)〉ds + 2E
t∫
e−λρ(s)
〈
f
(
s, Xn(s)
)− f (s, z(s)), Xn(s) − z(s)〉ds
0 0
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t∫
0
e−λρ(s)
〈
F (s, Xns) − F (s, zs), Xn(s) − z(s)
〉
ds + E
t∫
0
e−λρ(s)
∣∣Png(s, Xn(s))− Png(s, z(s))∣∣2L02 ds
+ E
t∫
0
∫
U
e−λρ(s)
∣∣Pnk(s, Xn(s), y)− Pnk(s, z(s), y)∣∣2π(dy)ds, (3.9)
βn = −E
t∫
0
λe−λρ(s)
∣∣z(s)∣∣44∣∣Xn(s)∣∣2 ds + 2E
t∫
0
e−λρ(s)
〈−νAXn(s) + B(Xn(s)), Xn(s)〉ds
+ 2E
t∫
0
e−λρ(s)
〈
f
(
s, Xn(s)
)+ F (s, Xns), Xn(s)〉ds + E
t∫
0
e−λρ(s)
∣∣Png(s, Xn(s))∣∣2L02 ds
+ E
t∫
0
∫
U
e−λρ(s)
∣∣Pnk(s, Xn(s), y)∣∣2π(dy)ds, (3.10)
γn = −E
t∫
0
λe−λρ(s)
∣∣z(s)∣∣44(∣∣z(s)∣∣2 − 2〈Xn(s), z(s)〉)ds + 2E
t∫
0
e−λρ(s)
〈−νAXn(s) + B(Xn(s)),−z(s)〉ds
− 2E
t∫
0
e−λρ(s)
〈−νAz(s) + B(z(s))+ f (s, z(s))+ F (s, zs), Xn(s) − z(s)〉ds
+ 2E
t∫
0
e−λρ(s)
〈
f
(
s, Xn(s)
)+ F (s, Xns),−z(s)〉ds
+ E
t∫
0
e−λρ(s)
〈
Png
(
s, z(s)
)− 2Png(s, Xn(s)), Png(s, z(s))〉L02 ds
+ E
t∫
0
∫
U
e−λρ(s)
〈
Pnk
(
s, z(s), y
)− 2Pnk(s, Xn(s), y), Pnk(s, z(s), y)〉π(dy)ds. (3.11)
Then we have
αn = βn + γn (3.12)
and by Lemma 1, Conditions 3 and 4 we obtain that
αn  0. (3.13)
Furthermore by (3.7) and (3.9)
βn = Ee−λρ(t)
∣∣Xn(t)∣∣2 − E∣∣Xn(0)∣∣2,
lim inf
n→∞βn  Ee
−λρ(t)∣∣X(t)∣∣2 − E∣∣X(0)∣∣2.
Thus by (3.7) we have that
lim inf
n→∞βn −E
t∫
0
λe−λρ(s)
∣∣z(s)∣∣44∣∣X(s)∣∣2 ds + 2E
t∫
0
e−λρ(s)
〈
χ(s) + f∗(s) + F∗(s), X(s)
〉
ds
+ E
t∫
0
e−λρ(s)
∣∣g∗(s)∣∣2L02 ds + E
t∫
0
∫
U
e−λρ(s)
∣∣k∗(s, y)∣∣2π(dy)ds
and
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n→∞γn = −E
t∫
0
λe−λρ(s)
∣∣z(s)∣∣44(∣∣z(s)∣∣2 − 2〈X(s), z(s)〉)ds + 2E
t∫
0
e−λρ(s)
〈
χ(s),−z(s)〉ds
− 2E
t∫
0
e−λρ(s)
〈−νAz(s) + B(z(s)), X(s) − z(s)〉ds
− 2E
t∫
0
e−λρ(s)
〈
f
(
s, z(s)
)+ F (s, zs), X(s) − z(s)〉ds
+ 2E
t∫
0
e−λρ(s)
〈
f∗(s) + F∗(s),−z(s)
〉
ds + E
t∫
0
e−λρ(s)
〈
g
(
s, z(s)
)− 2g∗(s), g(s, z(s))〉L02 ds
+ E
t∫
0
∫
U
e−λρ(s)
〈
k
(
s, z(s), y
)− 2k∗(s, y),k(s, z(s), y)〉π(dy)ds. (3.14)
Therefore by (3.13) and (3.12), it follows that
0 lim inf
n→∞αn  lim infn→∞βn + lim infn→∞γn
−E
t∫
0
λe−λρ(s)
∣∣z(s)∣∣44∣∣X(s) − z(s)∣∣2 ds
+ 2E
t∫
0
e−λρ(s)
〈
χ(s) + f∗(s) + F∗(s) −
(−νAz(s) + B(z(s))), X(s) − z(s)〉ds
− 2E
t∫
0
e−λρ(s)
〈
f
(
s, z(s)
)+ F (s, zs), X(s) − z(s)〉ds + E
t∫
0
e−λρ(s)
∣∣g(s, z(s))− g∗(s)∣∣2L02 ds
+ E
t∫
0
∫
U
e−λρ(s)
∣∣k(s, z(s), y)− k∗(s, y)∣∣2π(dy)ds.
Thus we obtain that
0 E
t∫
0
e−λρ(s)
∣∣g(s, z(s))− g∗(s)∣∣2L02 ds + E
t∫
0
∫
U
e−λρ(s)
∣∣k(s, z(s), y)− k∗(s, y)∣∣2π(dy)ds
 2E
t∫
0
e−λρ(s)
〈
Γ
(
z(s)
)+ f (s, z(s))+ F (s, zs), X(s) − z(s)〉ds
− 2E
t∫
0
e−λρ(s)
〈
χ(s) + f∗(s) + F∗(s), X(s) − z(s)
〉
ds + E
t∫
0
λe−λρ(s)
∣∣z(s)∣∣44∣∣X(s) − z(s)∣∣2 ds,
where Γ (z(s)) := −νAz(s) + B(z(s)). Let z(t) = X(t). Then since there exists a random variable b∗ > 0 such that b∗ <
e−λρ(s)  1 for s ∈ [0, T ], it follows that
E
t∫
0
∣∣g(s, X(s))− g∗(s)∣∣2L02 ds = 0, (3.15)
E
t∫ ∫ ∣∣k(s, X(s), y)− k∗(s, y)∣∣2π(dy)ds = 0. (3.16)
0 U
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0 2E
t∫
0
e−λρ(s)
〈
Γ
(
X(s) − θu)+ f (s, X(s) − θu)+ F (s, Xs − θu),u〉ds
− 2E
t∫
0
e−λρ(s)
〈
χ(s) + f∗(s) + F∗(s),u
〉
ds + θλE
t∫
0
e−λρ(s)
∣∣z(s)∣∣44|u|2 ds.
Therefore, letting θ → 0, since u is any, we obtain that
E
t∫
0
〈
χ(s) + f∗(s) + F∗(s) − Γ
(
X(s)
)− f (s, X(s))− F (s, Xs),u〉ds = 0.
Since C∞0,σ (D) is dense in W
1,2
0,σ (D) and u is any, it holds that in W
1,2
0,σ (D)
∗
t∫
0
−νAX(s) + B(X(s))+ f (s, X(s))+ F (s, Xs)ds =
t∫
0
χ(s) + f∗(s) + F∗(s)ds, a.e. ω ∈ Ω.
Therefore from (3.5), (3.14) and (3.15) we have that
X(t) = X0 +
t∫
0
−νAX(s) + B(X(s))ds +
t∫
0
f
(
s, X(s)
)+ F (s, Xs)ds
+
t∫
0
g
(
s, X(s)
)
dW (s) +
t∫
0
∫
U
k
(
s, X(s), y
)
q(dsdy), a.e. ω ∈ Ω.
We have a unique energy solution to (2.1) on [0, Tε], Tε ∈ (0, T ]. If Tε < T , then by repeating the above proof we have a
unique energy solution on [Tε,2Tε]. Consequently repeating this procedure, there exists a unique energy solution to (2.1)
on [0, T ]. This completes the proof of the theorem. 
Let f ∈ L4([0, T ];W 1,20,σ (D)∗). We consider the following stochastic Navier–Stokes equation:
X(t) = X0 +
t∫
0
−νAX(s) + B(X(s))ds +
t∫
0
f (s)ds +
t∫
0
g
(
s, X(s)
)
dW (s) +
t∫
0
∫
U
k
(
s, X(s), y
)
q(dsdy). (3.17)
Then by the same way as in the proof of Theorem 1, we have the following theorem.
Theorem 2. Assume that k(s, y) ∈ Mπ,2([0, T ] × H; H) ∩ Mπ,4([0, T ] × H; H) and the functions g and k satisfy Condition 3 with
ν > Cg + Ck, 2ν > 1 + 513Cg and ν > cαcg + cβck. If (2.3) holds, supt0 |g(t,0)|2L02 < ∞, E|X0|
4 < ∞ and E‖X0‖2 < ∞, then
there exists a unique energy solution to (3.17).
4. Exponential stability of solutions
In this section we assume that
Condition 5. The Poincaré inequality holds for the domain D , that is, there exists a constant λ1 = λ1(D) such that λ1|u|2 
‖u‖2 for all u ∈ W 1,20 (D).
We give two deﬁnitions of exponential stability of solutions.
Deﬁnition 2. The solution X(t) to (2.1) is called to be exponentially stable in mean square if there exist an M > 0 and a
θ > 0 such that
E
∣∣X(t)∣∣2  ME|ϕ|2Dr exp(−θt), t  0.
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and a subset Ω0 ⊂ Ω with P (Ω0) = 0 such that for each ω /∈ Ω0, there exists a positive random number T (ω) > 0 such that
the following inequality holds:
E
∣∣X(t)(ω)∣∣2  M0|ϕ|2Dr exp(−θt), t  T (ω).
In this section we investigate the exponential stability of energy solutions to
X(t) = X0 +
t∫
0
[−νAX(s) + B(X(s))]ds +
t∫
0
f
(
s, X(s)
)
ds +
t∫
0
bX
(
s −μ(s))ds +
t∫
0
g
(
s, X(s)
)
dW (s)
+
t∫
0
∫
U
k
(
s, X(s), y
)
q(dsdy), t  0, (4.1)
where b > 0 and ϕ(s) is an initial function deﬁned on −r  s  0, r > 0. Assume that the function μ(t) is differentiable
with 0μ(t) r, and there exists an M∗ > 0 such that 0 ddtμ(t) < M∗ < 1. Set
F (Xt) := bX
(
t −μ(t)). (4.2)
Then ∣∣F (Xt) − F (Yt)∣∣ b|Xt − Yt |Dr .
Then F satisﬁes Condition 1 with aF = cF = b2 and
t∫
0
e−λρ(s)
〈
F (Xs) − F (Ys), X(s) − Y (s)
〉
ds b
λ1(1− M∗)
t∫
−r
e−λρ(s)
∥∥X(s) − Y (s)∥∥2 ds.
Thus F satisﬁes Condition 3. We have the following theorem.
Theorem 3. Let E[sup−rs0 |ϕ(s)|4] < ∞, E|X0|4 < ∞ and E‖X0‖2 < ∞. Let (4.1) hold and k(s, y) ∈ Mπ,2([0, T ] × H; H) ∩
Mπ,4([0, T ] × H; H). Assume that
ν > 2
(
1+ 1
λ1
)
c f + b
λ1(1− M∗) +
(
1+ 1
λ1
)
cg + ck
λ1
, (4.3)
2ν >
(
1+ 1
λ1
)
(1+ c f + cg) + 1
λ1
(
1+ b
2er
1− M∗
)
+ ck
λ1
. (4.4)
If f , g,k satisfy Conditions 1–2 and f (t,0) = g(t,0) = k(t,0, y) = 0 for t  0, then the energy solution to (4.1) is almost surely
exponentially stable.
Proof. Let C f = (1+ 1λ1 )c f , Cg = (1+ 1λ1 )cg and Ck =
ck
λ1
. Then Condition 3 is satisﬁed and by (4.3) Condition 4 is satisﬁed.
Thus by Theorem 1 there exists an energy solution to (4.1). By (4.4) we can take a constant a > 0 such that
2ν −
((
1+ 1
λ1
)
(1+ c f + cg) + 1
λ1
(
1+ b
2ear
1− M∗ + ck + a
))
> 0. (4.5)
By the energy equality we have that
eat E
∣∣X(t)∣∣2 = E|X0|2 +
t∫
0
aeas E
∣∣X(s)∣∣2 ds + 2
t∫
0
eas E
〈
X(s),−νAX(s) + B(X(s))+ f (s, X(s))+ F (Xs)〉ds
+
t∫
0
eas E
∣∣g(s, X(s))∣∣2L02 ds +
t∫
0
∫
U
eas E
∣∣k(s, X(s), y)∣∣2π(dy)ds. (4.6)
Since by f (t,0) = 0 and (2.4)
2
t∫
eas E
〈
X(s), f
(
s, X(s)
)〉
ds
t∫
eas
(
E
∣∣X(s)∣∣2 + E∥∥X(s)∥∥2)ds + c f
t∫
eas
(
E
∣∣X(s)∣∣2 + E∥∥X(s)∥∥2)ds0 0 0
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2E
t∫
0
eas
〈
X(s),bX
(
s −μ(s))〉ds (1+ b2ear
1− M∗
)( t∫
0
eas E
∣∣X(s)∣∣2 ds
)
+ b
2ear
a(1− M∗) E
[
sup
−rs0
∣∣ϕ(s)∣∣2],
it follows that
2
t∫
0
eas E
〈
X(s),−νAX(s) + B(X(s))+ f (s, X(s))+ F (Xs)〉ds
 (−2ν + 1+ c f )
t∫
0
eas E
∥∥X(s)∥∥2 ds + (1+ c f )
t∫
0
eas E
∣∣X(s)∣∣2 ds
+ 1
λ1
(
1+ b
2ear
1− M∗
)( t∫
0
eas E
∥∥X(s)∥∥2ds
)
+ b
2ear
a(1− M∗) E
[
sup
−rs0
∣∣ϕ(s)∣∣2].
By g(t,0) = k(t,0, y) = 0 and (2.4)
t∫
0
eas E
∣∣g(s, X(s))∣∣2L02 ds cg
t∫
0
eas E
(∣∣X(s)∣∣2 + ∥∥X(s)∥∥2)ds,
t∫
0
∫
U
eas E
∣∣k(s, X(s), y)∣∣2π(dy)ds ck
t∫
0
eas E
∣∣X(s)∣∣2 ds.
Thus, by (4.6)
eat E
∣∣X(t)∣∣2  E|X0|2 −
(
2ν −
((
1+ 1
λ1
)
(1+ c f + cg) + 1
λ1
(
1+ b
2ear
1− M∗ + ck + a
)))
×
t∫
0
eas E
∥∥X(s)∥∥2 ds + b2ear
a(1− M∗) E
[
sup
−rs0
∣∣ϕ(s)∣∣2]. (4.7)
Thus by (4.5) we obtain that
E
∣∣X(t)∣∣2  (E|X0|2 + b2ear
a(1− M∗) E
[
sup
−rs0
∣∣ϕ(s)∣∣2])exp(−at), t  0.
This means that the solution is exponentially stable in mean square. Thus by the Borel–Cantelli lemma it follows that the
solution is exponentially stable almost surely. Consequently the proof of the theorem is complete. 
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