We consider a system of 2D fermions on a triangular lattice with well separated electron and hole pockets of similar sizes, centered at certain high-symmetry-points in the Brillouin zone. We first analyze Stoner-type spin-density-wave (SDW) magnetism. We show that SDW order is degenerate at the mean-field level. Beyond mean-field, the degeneracy is lifted and is either 120
I. INTRODUCTION
The nature of a magnetic order in itinerant electron systems and the interplay between magnetism, superconductivity, and charge order has attracted a substantial interest in the last decade [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] , chiefly in the context of the analysis of cuprate and iron-based superconductors (FeSCs) . Recently, studies of itinerant magnetism and its interplay with other orders have been extended to include itinerant systems on hexagonal lattices, like doped graphene [19] [20] [21] [22] [23] and transition metal dichalcogenides (TMDs) 24 . In localized spin system, a magnetic order on a hexagonal lattice (a triangular, honeycomb, or a Kagome lattice) is strongly influenced by geometrical frustration [25] [26] [27] [28] [29] , and in certain cases a classical ground state magnetic configuration can be infinite degenerate, like in, e.g., an antiferromagnet on a Kagome lattice with nearest-neighbor Heisenberg interaction. However, such degeneracy is almost certainly lifted by interactions involving further neighbors 26, 30 .
In itinerant systems, relevant interactions are in general long-ranged in real space as they involve fermions near particular k−points in the Brillouin zone, where Fermi surfaces (FSs) are located. Yet, magnetism in itinerant systems also shows a strong frustration, this time because of competition between several symmetryequivalent magnetic orderings between different FSs. This holds already in systems on non-frustrated lattices, e.g., in square lattice systems with a circular hole FS at (0, 0) and electron FSs at (0, π) and (π, 0) (similar to parent compounds of Fe-pnictides). A dipole spindensity-wave (SDW) order parameter in such a system can be M 1 with momenta (π, 0) or M 2 with momentum (0, π). At a mean-field level, the Free energy depends on M 2 1 + M 2 2 , i.e., the ground state is infinitely degenerate. The degeneracy is lifted either by changing the FS geometry, e.g., making the electron pockets non-circular, or by adding other interactions between fermions near hole and electron pockets [31] [32] [33] [34] , which do not contribute to SDW instability at the mean-field level, but distinguish between different ordered states from a degenerate manifold.
In this communication we analyze the structure of an SDW order in a system of 2D itinerant fermions on a triangular lattice. We consider a band metal with a hole pocket at Γ = (0, 0) (c-band) and two electron pockets at ±K (f -band), where K = (4π/3, 0) (see Fig. 1 ). We discuss the electronic structure and interactions in Sec. II. In such a system an SDW order parameter can be either with momentum K or with −K. The SDW order parameters with K and −K are M ±K = . A unique SDW order is selected by either interactions outside of SDW channel, or by the anisotropy of the pockets, or, potentially, by other perturbations. We show in Sec. III that these additional terms stabilize either a 120
• spiral order with three-fold rotation symmetry (M r ⊥ M i , |M r | = |M i |), or a collinear SDW with non-equal magnitude of magnetization on different lattice sites (M r M i , or M r = 0, or M i = 0). In particular, when |M r | = 0, the SDW order is antiferromagnetic on two-third of sites and there is no magnetization on the remaining one-third of sites. We show SDW configurations in real space for these two types of order in Figs. 2(a) and Fig. 2 
(b).
We also consider in Section III another type of magnetic order, with the order parameter Φ ±K = 1 2 (∆ ±K − ∆ * ∓K ). At zero magnetic field, self-consistent equations for Φ ±K and M ±K decouple. The one for Φ ±K yields ∆ ±K = −∆ * ∓K , i.e., Φ K = ∆ K , Φ −K = −∆ * K . For repulsive interactions between low-energy fermions, the Free energy for Φ order is higher than for M (SDW) order, i.e., the leading instability is SDW. However, Φ order wins when some interactions are repulsive and some are attractive. Like for SDW, the Φ order parameter is a complex vector, Φ K = Φ r + iΦ i . At a mean-field level, the Free energy for the Φ depends on |Φ| 2 , i.e., the ground state manifold is degenerate. The degeneracy is lifted by other interactions, like for an SDW order, and the selected states are the analogs of 120
• and collinear SDW states.
The order parameter Φ ±K preserves the sign under time reversal and is similar to iSDW order on a square lattice, discussed in the context of FeSCs [35] [36] [37] (the direct analogy holds when ∆ ±K is purely imaginary and ), but beyond mean-field and/or for non-circular (but C3-symmetric) pockets, the degeneracy is lifted. Panels (a) and (b) -the two SDW configurations selected in the model -the 120
• spiral order (the same as for localized spins) (panel (a)) and the collinear magnetic order with antiferromagnetic spin arrangement on two-thirds of sites, and no magnetization on the remaining one-third of the sites (panel (b)). The three colors indicate the threesublattice structure of the SDW order.
In real space, a non-zero Φ ±K does not give rise to either site or bond real magnetic order, but it gives rise to a non-zero order parameter Φ, which is expressed via the imaginary part of the expectation value of a spin operator on a bond between r+δ/2 and r−δ/2:
We label the order with a non-zero Φ as "imaginary" spin bond (ISB) order. We show that one can associate Φ α r,δ with a vector directed either along or opposite to δ, depending on the sign of Φ α r,δ . In Fig. 3 we display graphically ISB order parameter in real space for two Φ states -one is the analog of the 120
• SDW order [Φ r ⊥ Φ i , |Φ r | = |Φ i |, panels (a) and (b) in Fig. 3] ; the other is the analog of a partial collinear SDW order [the case Φ i = 0, panels (c) and (d) in Fig. 3 ]. In a multi-band system an ISB order may give rise to circulating spin cur-
, if the hopping t r,δ has a proper form ( a, b label orbitals of f -and c-fermions in Eq. 1). This does not hold in our model, where a potential multi-orbital composition of low-energy states are neglected. We show a potential circulating spin-current order in Fig. 4 .
We next return to SDW order and analyze in Sec. IV its evolution in a small magnetic field. We show that the 120
• spiral order becomes cone-like, i.e. the order in the plane transverse to the field remains 120
• spiral, and the order in the direction of the field is ferromagnetic, due to an imbalance of spin up and down electrons. In this respect, the field evolution of the 120
• order in an itinerant system is different from the one in the Heisenberg model with nearest neighbor exchange, where spins remain in the same plane during the field evolution and pass through an intermediate up-up-down phase [38] [39] [40] . We next argue that in a field, spin-polarization operators for spin components along and transverse to the field become different, and the bubbles made out of spinup c−fermion and spin-down f −fermion and out of spindown c−fermion and spin-up f −fermion also become different. The first discrepancy keeps ∆ ±K in the plane perpendicular to a field, the second breaks the equivalence between ∆ K and ∆ * −K . As the consequence, SDW and ISB orders get linearly coupled. We explicitly derive the bilinear coupling term F cross (M, Φ) in the Free energy. Because of the linear coupling of M and Φ, an itinerant system in a field necessarily possesses both SDW and ISB orders, even if only SDW order was present in zero field (and vice versa).
Finally, in Sec. V we return to zero field and consider a model with purely repulsive interactions, when the magnetic order is SDW. We use parquet renormalization group (pRG) approach and analyze the competition between SDW magnetism and other orders bilinear in fermions, such as superconductivity and conventional and unconventional charge density-wave orders. Magnetism is an expected winner in an itinerant system, if the corresponding instability temperature is high enough, because at relatively high energies the only attractive 4-fermion interaction is in the SDW channel. However, if an instability develops at a smaller energy/temperature, other channels compete with SDW because in the process of the flow from higher to lower energies, partial components of the interaction in some superconducting and charge-density-wave channels change sign and become attractive. As the consequence, the system may develop superconductivity or charge order instead of SDW magnetism. We show that this actually happens, at least in some range of input parameters, and the system develops either s ± -wave superconductivity, or an unconventional charge-order, which breaks time-reversal symmetry.
We present the summary of our results in Sec. VI.
II. ELECTRONIC STRUCTURE AND INTERACTIONS
We consider a system of 2D itinerant fermions on a triangular lattice, with hole and electron FSs. The hole FS is centered at Γ = (0, 0), and the two inequivalent electron pockets are centered at ±K (f -band), where K = (4π/3, 0). We show the Brillouin zone and the FSs in Fig. 1 . We label fermionic operators with momenta near Γ as c p and the ones near ±K as f ±K+p . The electronic dispersion is this three-pocket (3p) model can be approximated as Γ,k = − where each time k is shifted from the center of a FS and I is the 2 × 2 identity matrix in spin space.
There are 8 different four-fermion interactions between low-energy fermionic states near hole and electron pockets. We show the fermion propagators and four-fermion interactions graphically in Eqs. 3 and 4. These 8 terms include inter-pocket and exchange interactions between fermions near a hole pocket and an electron pocket (g 1 and g 2 terms, respectively), a pair hopping from a hole pocket into electron pockets at K and −K (g 3 term), intra-pocket interactions between fermions near a hole pocket and one of electron pockets (g 4 and g 5 terms, respectively), inter-pocket density-density and exchange interactions between fermions near the two electron pockets (g 6 and g 7 terms, respectively), and umklapp interaction in which incoming fermions are near a hole pocket and one of electron pockets and outgoing fermions are near the other electron pocket. This last interaction is allowed because 3K is a reciprocal lattice vector. We do not consider in this work potential multi-orbital composition of the excitations around hole and electron pockets, like in Fe-based superconductors. Accordingly, we treat g i as some constants, independent on the angles along the FSs. For most of the paper we assume that all g i > 0, i.e, all interactions are repulsive.
III. MAGNETIC ORDER AND ITS SELECTION BY ELECTRONIC CORRELATIONS
At low enough temperature interactions may give rise to an instability of the normal state towards some form of electronic order. Like we said, the most natural candidate for the ordered state is SDW magnetism, because a magnetic order develops when electron-electron interaction is repulsive, while other instabilities, like superconductivity and charge order, require an attraction in some partial channel. This is particularly true if the instability develops at a relatively high energy, before interactions get modified in the RG flow. In this section we assume that itinerant SDW magnetism is the leading instability and study the structure of SDW order in zero magnetic field. We also consider the case when g 3 interaction is attractive, in which case the leading magnetic instability is towards ISB order.
Out of eight interactions, the two, g 1 and g 3 , can be re-expressed as the interactions between∆s as
The self-consistent equations on infinitesimal ∆ K and ∆ −K are obtained by summing up series of ladder diagrams:
At zero magnetic field the equations for all three spin components of ∆ ±K are the same, and we have
where
, and A B.Z. is the area of the Brillouin zone. Because the dispersions near K and −K are identical, Π (+K) = Π (−K) = Π. Eq. 10 then decouples into
or
We see that M and Φ channels are decoupled.
One can easily verify that (i) Π < 0 and (ii) its magnitude grows logarithmically with decreasing T due to opposite signs of dispersions near Γ and near ±K, even if the masses of the two dispersions are different (i.e., even if there is no true nesting). We found numerically that the logarithmic enhancement holds down to T ∼ |µ 1 − µ 2 |/5, below which Π saturates. The combination of (i) and (ii) implies that the magnetic instability develops already for small values of g 1 , g 3 , but still the interaction should be above the threshold.
B. The SDW order
When both g 1 and g 3 are positive, the leading instability occurs when (g 1 + g 3 )|Π| = 1, and the emerging order is SDW with
We verified that the condition ∆ K = ∆ * −K holds also for the solution of the full non-linear self-consistent equation at a finite SDW order parameter.
Keeping M K = M * −K and adding to the quadratic Hamiltonian the SDW termsM ±K = g sdw 2 M ±K , where g sdw = g 1 + g 3 , we found that H 0 modifies to
Eq. 13 can be also obtained via Hubbard-Stratonovich transformation using the interaction terms projected to the SDW channel. We show the derivation in Appendix A. We emphasize that each component ofM K is a complex variable because in our case K and −K are not separated by a reciprocal lattice vector. In this respect, SDW on a hexagonal lattice differs from commensurate SDW withM Q on a square lattice as for the latterM Q is real because Q and -Q differ by a reciprocal lattice vector. For convenience, we separateM K and
The quadratic Hamiltonian H M can be diagonalized by two subsequent Bogolyubov transformations (see Appendix B for details). The result is
The operatorf is the linear combination of f operators with momenta near K and −K, which does not get coupled to c-operators in the presence of SDW order. Because of the last term in Eq. 14 the system remains a metal in the SDW phase, even in case of perfect nesting Γ,k = − K+k , when excitations described by E ± k are all gapped. The self-consistent equation for the order parameter M reduces to
As the dispersion depends onM , but not separately on M r andM i , the SDW ground state is degenerate for all configurations in the manifold of
Without loss of generality we can choose M r and M i to be in the x − y plane and set M r to be along x direction. We then have
e. the SDW order configuration is 120
sin Kr, the SDW configuration is antiferromagnetic on two-thirds of sites, while the remaining one third of sites remains non-magnetic (see Fig. 2(b) ). This kind of order is peculiar to itinerant systems. A similar partial order has been found in the studies of magnetism in in doped graphene 20, 21 and in doped FeSCs 32,34 .
The selection of the SDW order
Selection by the anisotropy of the spectrum -One way to lift the degeneracy is to include the anisotropy of the dispersion near the two electron pockets. The points K and -K are highly-symmetric points in the Brillouin zone, but still, the lattice symmetry only implies that the dispersion should remain invariant under the rotation by 120
• . Then the most generic dispersion near ±K
− µ 2 ± δ cos 3θ p , where θ p is the angle between p and K. A conventional analysis, similar to the one in Ref. 41 , shows that a non-zero δ gives rise to additional quartic term in Landau Free energy in the form c(M r × M i ) 2 with c < 0. The minimization of the Free energy then yields M r ⊥M i and |M r | = |M i |. This corresponds to the 120
• SDW order. Selection by the other couplings -Another way to lift the ground state degeneracy is to go beyond mean-field and include the corrections to the ground state energy from four-fermion couplings other than g 1 and g 3 . These other couplings do not contribute to SDW order at the mean-field level, but affect the Free energy beyond meanfield. For simplicity of presentation, we analyze the effect of other couplings assuming that Γ,k = − ±K+k (a perfect nesting).
In our case, there are two contributions from other interactions. First, the terms g 4 , g 6 , and g 7 have nonzero expectation values in the SDW state. This effect is similar to the one found in Fe-based systems 32, 33 . The contribution to the Free energy from an average value of these additional interactions is
where N F is the density of states near the Fermi surface. The selection of SDW order depends on the relative strength of the couplings. When g 6 − g 7 − 2g 4 < 0, δF a is minimized when θ = π/2 (mod π) and τ = π/4 (mod π/2), i.e. when M r ⊥M i and |M r | = |M i |. This gives 120
• spiral SDW order. When g 6 − g 7 − 2g 4 > 0, θ = 0 (mod π) or τ = 0 (mod π/2). In the first case M r M i , in the second either M r or M i is equal to zero. In both cases, the SDW order is collinear and the ground state manifold remains infinitely degenerate because for M r M i , δF a = 0, and the ratio M i /M r is arbitrary (M i = 0 or M r = 0 are the two limits of the degenerate set).
The second effect comes from the g 8 term, which gives rise to SDW-mediated coupling between fermions near K and near −K. Indeed, the g 8 term is
In the SDW state, this term acquires a piece quadratic in fermions
where γ 8 = g 8 /g sdw . In the second order in perturbation, this term gives the correction to the Free energy, which also scales asM 2 :
The τ, θ that minimize δF b are θ = −π, 0 and τ = ±π/6, ± 5π/6, or τ = ±π/2 and θ arbitrary (23) One can verify that both choices for θ and τ describe a collinear spin configuration with antiferromagnetic spin ordering on two-thirds of sites, while the remaining one third of sites remain non-magnetic (see Fig. 2(b) ), i.e. δF b selects SDW configuration which corresponds to M r = 0. For example, when θ, τ = π/2, we obtain from Eq. 18 M x (r) = 0, M y (r) = 2M sin Kr. In other words, δF b lifts the degeneracy of collinear SDW states in favor of the state with antiferromagnetism on 2/3 of lattice cites.
The SDW ground state configuration is obtained by for 120
• spiral order ( Fig. 2(a) ) and τ = π 2
for collinear order (Fig. 2(b) ). At κ = −4 (thick red line), the ground state energy of the two SDW order configurations are the same, indicating a first order phase transition.
minimizing the total δF = δF a + δF b . We define the ratio of the prefactors forM 2 terms in δF a and δF b as
We find that for κ < −4 the system selects the 120
• spiral state and for κ > −4 it selects the collinear antiferromagnetic state. At κ = −4 (highlighted in red in Fig. 5 ), both states correspond to local minima, i.e., the transition between the two is first order.
C. The ISB order
When g 3 is negative, the leading instability in the magnetic channel is towards ISB order Φ ±K . For this order we have
. At the mean-field level the Free energy again depends on Φ 2 r + Φ 2 i , i.e., the ground state is infinitely degenerate. The degeneracy is lifted by either the anisotropy of the electron pockets or by other interactions.
In real space, a non-zero Φ K gives rise to a finite value of an imaginary part of an expectation value of a spin operator on a bond between r − δ/2 and r + δ/2. The corresponding real order parameter is
Because Φ α r,δ is an odd function of δ, the ISB order is "directional" in the sense that for a given r, one can associate Φ α r,δ with a vector directed either along or opposite to δ, depending on the sign of Φ α r,δ . In Fig. 3 we show Φ α r,δ for the two ISB states selected by the lifting of the degeneracy. One is the analog of 120
• SDW spiral state, another is the analog of a partially ordered collinear state. In the first case Φ r ⊥ Φ i , |Φ r | = |Φ i |, in the second Φ i = 0. The direction of the arrow on each bond is determined by the sign of Φ α r,δ (if it is positive, the arrow goes from r − δ/2 to r + δ/2). In the "120
• " state (panels (a) and (b)), Φ x r,δ and Φ y r,δ are both nonzero. In the "collinear" state (panels (c) and (d)) only one component of Φ r is non-zero.
We emphasize that Φ α r,δ is not a spin current operator (Φ α r,δ at a given site is not conserved, as it would be required for a current due to local spin conservation). In a generic multi-orbital system a spin current is expressed in terms of ISB orders and hopping integrals as
, where (a, b) label the orbital components of f -and c-fermions (see Ref.
37 for a discussion on the orbital currents). The hopping parameters t Fig. 3 ), a change of the direction and the magnitude on a half of the red bonds directed towards green sites in Fig. 3 , will give rise to a circulating current, which obeys a local spin conservation. We show this in Fig. 4 .
IV. A FINITE MAGNETIC FIELD: A CONE SDW STATE AND A FIELD-INDUCED ISB ORDER
In this section we consider the evolution of the SDW state in a Zeeman magnetic field. In a free electron system a Zeeman field shifts spin-up bands down and spindown bands up, inducing a net magnetization along the field directionẑ. For interacting fermions the effect of a magnetic field is more complex. Suppose we start with 120
• spin ordering in zero field. For a system of localized spins on a 2D triangular lattice quantum fluctuations select field reorientation in which spins remain in the same plane in a finite field 38, 40 . We show below that for itinerant fermions the evolution of the spin configuration with a field h = hẑ proceeds differently -in a finite field the SDW becomes a non-coplanar cone state in which spins preserve a 120
• order in the xy plane and simultaneously develop a net magnetization along the field. However, this is not the only effect of the field. We show that a magnetic field triggers the appearance of an ISB order
Fermi surface geometry in a magnetic field. Spin-up (blue) and spin-down (green) bands split by the Zeeman field. Double arrows connect electronic states that form SDW order in the σ + channel (grey arrow) and σ − channel (red arrow). The quantity ∆±K,± is defined in Eq. 26.
|Φ ±K | ∝ (h/µ)|M ±K |. We remind that Φ ±K is even under time-reversal and may give rise to circulating spin currents.
A. Spin order in a magnetic field When a Zeeman field is applied, say alongẑ, it splits the spin-up and spin-down bands, as shown in Fig. 6 . It also breaks SU (2) spin rotation symmetry down to U (1), which means that SDW instabilities in σ ± and σ z channels now develop at different temperatures, which we label as T c,tr and T c,z respectively. Only the higher T c is meaningful. We show that the SDW order develops in the σ ± channel first, i.e. SDW is locked in the plane transverse to the field.
To see this we define the order parameters ∆ ± and ∆ z as:
where α, β = {↑, ↓}. The linearized equations on ∆ in σ ± channel are
It is essential that Π + = Π − (see below). In the σ z channel we have
To get qualitative understanding, consider first the case of perfect nesting, i.e. set m h = m e = m and µ h = µ e = µ such that Γ,k = − ±K+k . Then the two larger FSs with Fermi momentum k Fig. 6 ). One can easily verify that in this situation Π z↓ = Π z↑ . Eq. 28 is then simplified to
Solving Eqs. 27 and 29 we obtain the SDW instability conditions in (i) σ ± and (ii) σ z channels as
Evaluating the expectation value of polarization operators Π ± and Π z , we obtain at h T (see Appendix D for details),
where Π ph,0 ≈ −(N F /2) log µ/T is the polarization at zero field. Substituting into Eq. 30 we obtain the critical temperature of SDW order in the transverse and longitudinal channels as
where T c,0 = µe −2/(g1+g3)N F . Because T µ, T c,tr > T c,z independent on the sign of g 3 − g 1 . For very low T , when in a finite field h T , the expression for T c,z gets modified (see Appendix D), but still, T c,tr > T c,z . We also computed T c,tr and T c,z without assuming perfect nesting, by expanding in δµ µ , and found that the condition instability temperature in the σ ± channel is larger than that in the σ z channel.
B. SDW order in a field
Because T c,tr > T c,z , the SDW instability develops in the σ ± channel, i.e, the spontaneous order remains in xy plane. A finite field indeed also creates a magnetization component in z direction simply because the total densities of spin-up and spin-down fermions are now different. The ratio between ∆ ±K,± and ∆ * ∓K,∓ , however, changes in the field. We remind that in zero field ∆ ±K = ∆ * ∓K , i.e. ∆ ±K,± = ∆ * ∓K,∓ , such that M ±K = ∆ ±K and Φ ±K = 0. At a finite field the solution of self-consistent equations on ∆ ±K,+ and ∆ * ∓K,− yields
The ground state still remains degenerate at the meanfield level, i.e., SDW order in xy plane can be either 120 0 spiral or a collinear state with 2/3 of lattice sites ordered. An arbitrary state from a degenerate manifold can be parametrized as
where φ,θ ∈ (0, 2π), ∆ − = γ∆ + and without loss of generality we set ∆ + to be real. We then have
and M K = M * −K . The 120
• spiral order corresponds to φ = 0, π andθ arbitrary (and its symmetry equivalents). The collinear state with two-thirds sites ordered corresponds to φ = − π 4 andθ = 0 (and symmetry equivalents). In the real space the SDW order is
where α = x, y, z, and φ α is the phase of the α component of M K in Eq. 35. In these notations, the 120
• spiral order corresponds to |M To lift the degeneracy, one again has to include into consideration either the C 3 anisotropy of electron pockets, or four-fermion interactions other than g 1 , g 3 . We verified that if in zero field these terms select the 120
• spiral SDW order, the same order remains at h = 0, i.e. at least in this case a Zeeman field doesn't change the type of the SDW order.
C. Field-induced ISB order
Eq. 33 has another, more prominent consequence. Because ∆ ±K,+ = ∆ * ∓K,− , SDW and ISB channels no longer decouple, i.e., the emergence of a non-zero M ±K = 1 2 (∆ ±K +∆ * ∓K ) triggers a non-zero ISB order parameter Φ ±K = 1 2 (∆ ±K − ∆ * ∓K ). We remind that M ±K changes sign under time reversal, while Φ ±K is symmetric under time-reversal. For a state from a degenerate manifold parametrized by Eq. 34
and Φ K = −Φ * −K . The ISB order triggered by the 120
{1, i, 0}. Similarly, the ISB triggered by the partial collinear SDW order is
We emphasize that at small field, when γ = 1−O(h/µ), the magnitude of Φ K is linearly proportional to that of
This implies that a non-zero field mediates a linear coupling between SDW and ISB order parameters. This is different (and stronger) effect than a potential generation of Φ K in a field due to nonlinear effects, considered in Ref 34 .
We now derive explicitly the F cross (M ±K , Φ ±K ) term in the Free energy.
The Free energy
The Free energy in terms ofM ±K andΦ ±K can be obtained following the standard Hubbard-Stratonovich transformation. We present the details in Appendix B and here quote the result.
where k stands for integration over momentum and frequencies, V = V M + V Φ and
The Green's function of free electrons in a field, G 0,k , is:
The bilinear coupling between M ±K , Φ ±K comes from the crossing terms of
To obtain the last line in (41) we expanded G in powers of h as
. In zero field, F cross = 0 as the quantities under the trace in the upper line in Eq. 41 cancel each other. When a magnetic field is applied, hσ z doesn't commute with σ ± components of SDW and ISB orders, and F cross becomes finite.
V. COMPETITION BETWEEN MAGNETIC AND OTHER ORDERS
In this section we return back to the case of zero magnetic field and study the interplay between magnetism, superconductivity and charge density wave order. We remind that at the mean-field level, SDW magnetism is the leading instability because this channel is attractive and because for positive pair-hopping interaction g 3 the attraction is stronger than the one in ISB channel. The strength of the interactions in SC and CDW channels depends on the values of the bare couplings g 1 − g 8 . If we set all bare couplings to be equal, the interactions in s ++ SC channel and in CDW channel are repulsive, and the ones in ISB, "imaginary" charge bond, and s +− SC channel vanish.
In a system with one type of FSs, a vanishing pairing interaction can be converted into an attraction by going beyond mean-field and adding Kohn-Luttinger-type corrections to the pairing vertex from the particle-hole channel 42 . However, the corresponding SC T c is smaller than the one for SDW, except for the case when all couplings are truly small. The situation is different in systems with hole and electron Fermi pockets. Here, a particle-hole bubble with the incoming momentum equal to the distance between the pockets (±K in our case) behaves as log W/E at energies E smaller than the bandwidth W but larger than, roughly, E F . As the consequence, KohnLuttinger renormalization, as well as the renormalizations of the interaction in CDW channels, become logarithmic. The renormalizations in the particle-particle channel are also logarithmic in 2D at energies above E F , as long as fermionic dispersion can be approximated as parabolic. The presence of the logarithms in the particlehole and particle-particle channels implies that at energies between E F and W the interactions g 1 − g 8 flow as one progressively integrates out fermions with higher energies, and split from each other even if at the bare level all g i were set to be equal. This flow can be captured within pRG computational scheme [43] [44] [45] [46] [47] [48] [49] [50] [51] Because g i flow to different values, the interactions in some SC and CDW channels may flip the sign below a certain E and become attractive. These newly attractive interactions and the attractive interaction in SDW channel compete and mutually affect each other. SDW order still develops first if there is not enough "space" in energy domain for the flow of the couplings. However, if the system allows the couplings to flow over a sizable range of energies, the values of g i at an energy/temperature, where the leading instability develops, are in general quite different from the bare ones. Then there is no guarantee that the leading instability will still be in the SDW channel, and not in one of SC or CDW channels. To find out which channel wins, one needs to (a) analyze the flow of the couplings, (b) use the running couplings to construct the effective interactions in different channels and compare their strength. This is what we will do below. For the full analysis one also has to compute the flow of the vertices in different channels and analyze the corresponding susceptibilities. This last analysis is important for the selection of subleading instabilities 50, 52 and for computations in the channels where the bare susceptibility is non-logarithmic (e.g., for a particle-hole channel with zero momentum transfer 36 ). We will not consider such channels and will only be interested in the leading instability. For such an analysis it will be sufficient to compare the effective interactions constructed out of the running couplings.
A. the RG flow
As we said, there are 8 different 4-fermion interactions between fermions near hole and electron pockets, allowed by momentum conservation -the g 1 − g 8 terms. These couplings are shown graphically in Eq. 4. The flow of all 8 couplings can be obtained by applying pRG analysis similar to how this was done for Fe-based materials, which also have hole and electron pockets 36, 46, 48, 49, 52 . We perform one-loop pRG calculation keeping only logarithmically singular terms in the diagrams for the renormalizations of the couplings. In Eq. 44 we show diagrams for the renormalizations of the representative set of the couplings g 1 , g 2 , g 6 and g 7 . The computation of the diagrams is time-consuming but straightforward, and we just present the result. The flow of the couplings is described by the set of differential equations:
The derivatives are with respect to the RG "time" t = ln(W/E), where, we recall, W is the UV cutoff, of order bandwidth, and E is the running pRG scale. The pRG flow terminates at E ∼ max{T ins , E F }, below which either an order develops in some channel at E ∼ T ins , when T ins > E F , or the flow equations become different, and the renormalizations of the interactions in particlehole and particle-particle channels essentially decouple. The analysis of Eq. 42 shows that the equations for the intra-electron pocket coupling g 4 and for g e− = g 6 − g 7 decouple from the equations for other couplings. As g 4 apparently flows to 0 and g e− does not contribute to the instabilities which we consider here, and we neglect them. The remaining equations arė
where g e = g6+g7
2 .
Comparing this set with the corresponding pRG equations for the 3p model on a square lattice (one hole pocket at Γ and two electron pockets at (0, π) and (π, 0)), we note that in our case the r.h.s of the flow equations contain additional terms due to the presence of the Umklapp g 8 term, which couples particle-particle and particle-hole channels 24 .
To analyze the fixed trajectories of the pRG flow we rewrite interactions as g i = γ i g, where we choose g as one of the couplings, which increases under pRG and eventually diverges along the fixed trajectory (as we verify a'posteriori), and assume that γ i tend to some constant values γ * i at the fixed trajectory 48 . We then search for the solutions
The fixed trajectory is stable if small perturbations around it do not grow, i.e. the real parts of the eigenvalues of the matrix T ij = ∂β i /∂γ j | γ * are negative.
We focus on the effects of g 8 in the RG flow and study the fixed trajectories obtained by varying g 8 from weak to strong relative to other interactions g 1 − g 7 . For definiteness we set the bare values of all other interactions to be equal and positive, i.e. set g 
8 > g
8,c . We show the pRG flow of the couplings for g
8,c and g
8,c in Fig. 7 . We checked that these two fixed trajectories are stable. We didn't search for other possible fixed trajectories in the 6-dimensional space of the bare couplings.
The couplings along these two trajectories are:
(1) g
8 < g
8,c . We choose g 1 = g, g i = γ i g 1 . We find g = (3/23)
On a more careful look we find that g 8 still diverges, but with a smaller exponent, as
8,c . Now the system flows to another fixed point where g 2 remains the only leading divergent interaction and it changes sign in the process of pRG flow and becomes negative along the fixed trajectory. We choose g 2 = g, g i = γ i g 2 , and obtain g = (−1/2) 1 (t0−t) , γ 1 = γ 3 = γ 5 = γ e = γ 8 = 0. Again, on a more careful look we find that g 8 and g 1 actually also diverge and are only logarithmically smaller than g:
B. Interactions in different channels
We now need to relate pRG results to the competition between different ordering tendencies. To do this, we introduce infinitesimal vertices for various bilinear combinations of fermions and find which combination of g i contributes to the renormalization of each of these vertices. To be more specific, we introduce SDW and CDW vertices with incoming momentum ±K and SC vertices for fermions near hole or electron pockets, with zero total momentum. These vertices are
where σ 0 , σ are the identity and the Pauli matrices in spin space, respectively. The equations for different vertices are presented diagrammatically in Eqs. 47-49. 
We defined the couplings in the magnetic, charge, and SC channels as Γ s , Γ c , and Γ sc . The sign convention is such that the corresponding interaction is attractive if Γ c , Γ s > 0 and Γ sc < 0.
In the magnetic channel, the result is the same as in our earlier consideration -the two order parameters are SDW and ISB, and the corresponding couplings are
where the superscript r stands for SDW and i stands for ISB ( symmetric and antisymmetric combinations of ∆ s ±K and (∆ s ±K ) * , respectively). In the charge channel we have
where r and i again stand for symmetric and antisymmetric combinations of ∆ In the SC channel we have
,
The solution with Γ + sc is a conventional s ++ pairing with ∆ 
At a perfect nesting, Π ph (±K) = −Π pp (0). Then the leading instability will be in the channel for which Γ is of proper sign and the largest by magnitude. Away from perfect nesting, Π ph (±K) and −Π pp (0) differ by the ratio of the masses m h /m e , but still are logarithmic. For simplicity, below we assume m h = m e . If we set the bare values of the couplings to be the same, the interactions in s ++ SC channel and in CDW channel are repulsive, the ones in ISB, ICB, and s +− SC channel vanish, and the interaction in SDW channel is attractive. At this level, the SDW is the leading instability.
If, however, we allow RG to run and compare Γ's for the couplings along the fixed trajectory, we obtain different results. For the first fixed trajectory (smaller g 
Now the largest vertex is in CDW and ICB channels. To lift the degeneracy between the two we notice that the condition γ 1 = γ 3 = 0 along this fixed trajectory does not imply that g 1 and g 3 vanish but rather that they are parametrically smaller than |g 2 |. For our purpose, it is sufficient to note that Γ r,i c = g 1 ± g 3 − 2g 2 , and g 3 > 0 remains positive in the pRG flow. As the consequence, Γ i c > Γ r c , i.e., the leading instability is towards an unconventional ICB order. A similar instability has been previously found in 4p model on a hexagonal lattice 24 .
VI. SUMMARY
In this work we studied the three-pocket itinerant fermion system on a 2D triangular lattice. We assumed that there is a small hole pocket centered at Γ = (0, 0) and two electron pockets centered at ±K = ±(4π/3, 0). Our goals were to study in detail the magnetic order in such a system in zero and a finite magnetic field, and the interplay between magnetism and another potential orders like superconductivity and charge order. We first analyzed Stoner type magnetism in zero field. We found that for purely repulsive interaction the leading instability is towards a conventional SDW order with momentum ±K. The SDW order parameter Beyond mean-field, we found that the ground state degeneracy is lifted. Depending on parameters, the ground state configuration is either 120
• "triangular" structure (same as for localized spins), or a collinear state with antiferromagnetic spin order on 2/3 of sites and no magnetic order on the remaining 1/3 sites. Such partial order with non-equal magnitude of magnetization on different sites cannot be realized in a localized spin system. When some interactions are repulsive and some attractive, the system develops another type of order, which we labeled as ISB order. The corresponding order parameter is the imaginary part of the (complex) expectation value of a spin operator on a bond. This order parameter is even under time reversal. We argued that an ISB state can possess circulating spin currents if the hopping integrals have a certain symmetry.
We then returned to a system with purely repulsive interactions and considered a magnetic order in a non-zero field. We found that 120
• "triangular" spin configuration becomes a non-coplanar cone state with 120
• spin order in the plane perpendicular to the field and ferromagnetic order along the field. We also found that a field generates a bilinear coupling between SDW and ISB order parameters, i.e., a SDW order in a field immediately triggers an ISB order. This is one of the central results of our work.
We next considered the interplay between magnetism and superconductivity and charge order. For this, we analyzed the flow of the couplings within pRG and used the running couplings to analyze the flow of the effective interactions in magnetic, SC, and charge channels. We argued that magnetic order develops if there is little space for pRG, however if the system parameters are such that pRG runs over a wide window of energies, the couplings flow towards one of the two fixed trajectories (depending on the values of the bare couplings), and for both fixed trajectories magnetism is not the leading instability. For one fixed trajectory we found that the leading instability is towards s ± superconductivity, for the other the leading instability is towards ICB order, which may support circulating charge currents. This highly unconventional charge order is induced by the Umklapp scattering process (g 8 term), which couples particle-hole and particle-particle channels.
We call for the extension of our work to multi-orbital models of fermions on a triangular lattice. Among other things, these studies should settle the issue whether the ISB/ICB orders, which we found, support circulating spin/charge currents.
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Since the action is quadratic in fermion operators, it is straight forward to integrate out the fermion fields and obtain the effective action in terms of bosonic fields as
Right below the transition temperature that the ordering instability starts developing, Tr ln 1 − G 0,k V can be expanded in powers of V as 
Effective action in zero field
In zero field, evaluation of the trace 1 2 Tr(G 0,k V) 2 yields identical quadratic coefficients for both |M| 2 and |Φ| 2 , i.e.
At mean field level, due to the repulsive Coulomb interaction, g 1 + g 3 > g 1 − g 3 . As a result, the quadratic coefficient for M ±K becomes negative first, i.e. the leading instability should be SDW order. Beyond mean field, the four-fermion interactions are strongly renormalized by the logarithmically singular fluctuations in particle-particle and particle-hole channel. From the pRG analysis shown in Sec. V, in the interaction range that stabilize spin ordering, g 1 + g 3 > g 1 − g 3 , again SDW order wins over ISB order.
To be precise, if g 1 − g 3 < 0, i.e. the effective interaction in the antisymmetric spin ordering channel is repulsive, Φ ±K condensates are impossible to develop in any case. In this case, the formulation should be modified as the Hubbard-Stratonovich for the channel with repulsion should be e −w † Aw = Dv e −v † A −1 v+iw † v−iv † w , A positive definite. As there is no essential change of physics, we don't consider this possibility further.
As terms linear in Φ ±K should vanish in the expansion due to time-reversal symmetry, the ISB instability cannot be triggered by the SDW order in zero field. We restrict to the SDW channel, and calculate the quartic term by evaluating − µ + δ µ ± δ m cos 3θ k , we find ξ 2 − ξ 1 > 0. Thus to lower the free energy in Eq. A13, M r ⊥M i and |M r | = |M i |, i.e. the SDW in real space is the 120
• spiral order due to anisotropy of the electron Fermi surface. 
Effective action in a Zeeman field
We now derive the effective action in a Zeeman field, and show that the Zeeman field introduces bilinear coupling betweenM andΦ as F cross = − F cross = 1 2β 
The integral
) is: 
