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Abstract
The study of fundamental flow and transport processes at the pore scale is essential
to understanding how the mechanisms affect larger, field-scale, processes that occur in oil
and gas recovery, groundwater flow, contaminant transport, and CO2 sequestration. Porescale imaging and modeling is one of the techniques used to investigate these fundamental
mechanisms.

Although extensive development of pore-scale imaging and modeling has

occurred recently, some areas still need further advances. In this work, we address two
areas: (1) imaging of bulk proppants and proppant-filled fractures under varying loading
stress and flow simulation in these systems and (2) nanoparticle (NP) transport modeling in
porous media. These are briefly explained below.
Rock fracturing, followed by proppant injection, has been used for years to improve oil
and gas production rates in low permeability reservoirs and is now routinely used in lowpermeability resources such as a shales and tight sands. While field data makes clear the
effectiveness of this technique, there is still much room to improve on the science, including
how the proppant-filled fracture system responds to changes in loading stress which affect
permeability and conductivity. Here, we use high-resolution x-ray computed tomography
(XCT) to image two unsaturated rock/fracture/proppant systems under a series of stress
levels typical of producing reservoirs: one with shale, one with Berea sandstone. The
resulting XCT images were segmented, analyzed for structural and porosity changes, and
then used for image-based flow modeling of Stokes flow using both finite element (FEM) and
Lattice Boltzmann methods.
NPs have been widely used commercially and have the potential to be extensively used
in petroleum engineering as stabilizers in enhanced oil recovery operations or as tracers or
v

sensors to detect rock and fluid properties. In this work, we describe a Lagrangian particle
tracking algorithm to model NP transport that can be used to better understand the impact
of pore-scale hydrodynamics and surface forces on NP transport. Two XCT images, a Berea
sandstone and a 2.5D micromodel, were meshed and used for image-based flow modeling
of FEM Stokes flow. The effects of particle size, surface forces, flow rate, particle density,
surface capacity, and surface forces mapped to XCT-image based mineralogy were studied.

vi

1.

Summary
This work uses x-ray computed tomography (XCT) to image and characterize porous

media at the pore scale in three dimensions (3D). Image-based computational fluid dynamics
and particle tracking simulations are then used to study fundamental flow and transport
processes. Particular interest is given to Berea sandstone, proppant packs, and proppantfilled fractures due to their importance in oil and gas production.
1.1

Objectives
The study of fundamental flow and transport processes at the pore scale is essential

to understanding how the mechanisms affect larger, field-scale, processes that occur in oil
and gas recovery, groundwater flow, contaminant transport, and CO2 sequestration. Porescale imaging and modeling is one of the techniques used to investigate these fundamental
mechanisms.

It has evolved tremendously in the past decade; from basic research of

fundamental displacement processes to commercial exploitation with several companies
providing “digital core analysis” (Blunt et al., 2013).
Although extensive development of pore-scale imaging and modeling has occurred
recently, some areas still need further advances. In this work, we address two areas: (1)
imaging of bulk proppants and proppant-filled fractures under varying loading stress and
flow simulation in these systems and (2) nanoparticle (NP) transport modeling in porous
media. These are briefly explained below.
Proppants are used in hydraulic fracturing – now a common technique used in
unconventional reservoirs – to “prop” the fracture open after the hydraulic fracturing fluid
retreats. Proppant arrangement directly impacts flow patterns which, in turn, is likely
to affect oil and gas production. Additionally, it is reasonable to argue that proppant
1

arrangement is different at various depths due to the increased pressure within the Earth.
Previous studies investigated the impact of loading stress (i.e., pressure) on permeability
using loading cells (e.g, Cooke (1973); Much and Penny (1987), for more information, refer
to Chapter 3). However, visualization of the pore space during the experiment was not
possible. Therefore, the objectives in this first area are:
1. Use x-ray computed tomography to characterize: proppant packs, proppant-filled
fractures, and reservoir rocks under varying loading stress.
2. Investigate the impact of high loading stress on proppant arrangement and flow
behavior by using image-based flow modeling.
And some of the research questions that we aim to answer are:
1. Does the decrease in pore space due to increase in loading stress cause permeability
reduction in the proppant-filled fractures?
2. How are the flow patterns affected when the pore space and morphology are
changed?
3. Is permeability reduction due to the increased loading stress greater in proppant
monolayer than in bulk proppant?
Nano engineered materials have emerged as a new technology with application across
various areas such as drug delivery, contaminant remediation, enhanced oil and gas recovery,
and cosmetics. Applications of NPs for oil and gas industry have great potential to create
and improve processes in reservoir characterization and enhanced oil recovery. Current
temperature and pressure tools can only be used near the wellbore, hence the development
of nanosensors that travel through the reservoir and provide temperature and pressure
measurements would greatly improve reservoir characterization (Alaskar et al., 2012).
2

Another idea is the use nanotracers that also travel through the reservoir but are detectable
by seismic imaging or nuclear magnetic resonance. Moreover, nanosilica-stabilized CO2 foam
has been shown to improve oil recovery (Mo et al., 2014). These are a few examples of the
many applications of NPs in oil and gas industry. Thus, it is important to understand how
these NPs behave in the porous medium to assess the capabilities and limitation of NPs as
sensors, tracers, or surfactants. Particularly, we are interested in NP transport in porous
media at the pore scale and the mechanisms that cause retention and/or facilitated transport
of NPs.
The studies that address NP transport in porous media generally use column experiments.
Although they provide valuable information (e.g., effluent curves, adsorption rates), some
details remain hard to identify, especially those related to visualization of NPs inside the
porous media as, for example, location of adsorption sites and the effect of complex geometry
at the pore scale. Another common approach to study NP transport in porous media,
the modified colloid filtration theory (CFT), has brought new insights and improved our
understanding about the mechanisms that affect NP retention. However, as with column
experiments, it does not provide locations and visualization of retention sites. Thus, we aim
to address some of these problems by simulating flow and NP transport in 3D images of
rocks obtained through XCT. The objectives of this investigation are:
1. Develop a NP transport tracking code, based on first principles of physics, that
will simulate NP transport in porous media. This program will be a tool to study
the effect of porous medium geometry, flow rate, particle size, and particle-surface
forces on NP retention behavior.

3

2. Use the developed model to provide: effluent concentration, location and concentration of adsorption sites. These results can be used as adsorption coefficients for
field-scale simulations.
3. Use the developed model to understand how complex geometry of porous media
affect NP transport.
4. Include realistic surface forces obtained from experimental and/or computational
work.
5. Make this program user-friendly such that students/researchers can use it in the
future.
1.2

Description
Chapter 2 provides a literature review on x-ray computed tomography, image-based pore-

scale flow modeling, and NP transport modeling. Chapter 3 presents a manuscript on our first
topic: imaging of bulk proppants and proppant-filled fractures under varying high loading
stress and flow simulation in these systems. Chapter 4 presents the current work on the
second topic: nanoparticle transport model, including assumptions, methods, preliminary
results and limitations, and issues to be addressed.
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2.

Introduction
Flow in porous media occurs in many commonly known natural and engineered systems

such as groundwater, contaminant transport and remediation, oil and gas exploration,
geothermal energy production, CO2 sequestration, packed beds, and membranes. It also
occurs in some unusual cases in absorbent hygiene products like diapers, paper towels,
wipes, and textile products like cotton and fabrics. Understanding the details of how fluids
behave and how particles are transported in porous media can enhance our understanding
of the process’ physics.

This, in turn, allows us to create more effective and efficient

processes and/or products. For example, when Hassanizadeh and Gray (1993) presented
that capillary pressure is an intrinsic property rather than hysteretic as believed until then,
a finding that was based on fundamental principles of thermodynamics developed by Gray
and Hassanizadeh (1991) and Hassanizadeh and Gray (1990).
Methods of investigating porous media include: core flood experiments, field data,
imaging, serial sectioning, and two and two and half dimensional (2D and 2.5D) micromodels.
Core flood experiments provide valuable effluent information for real materials, but when
microscopic adsorption information is necessary, samples must be milled and analyzed,
destroying samples and not allowing an exact replication of the experiment.
For this work, x-ray computed tomography (XCT) is used because it is a non-destructive
technique that provides visualization in three dimensions (3D) and information at the
microscopic level (i.e. micro scale or pore scale) that traditional methods fail to provide
or are cumbersome (e.g. serial sectioning). Some advantages of this method when compared
to others include:

6

• Three dimensions: images retain pore connectivity and packing structure information (Wildenschild and Sheppard, 2013)
• Non destructive: allows multiple analyses and comparisons
• Ease of image interpretation: x-ray attenuation of each material closely relates to
its density, making the interpretation straightforward (Ketcham and Carlson, 2001)
• Analysis: digital data allow the use of computational methods for fast image
analysis (Ketcham and Carlson, 2001)
2.1

X-Ray Micro Computed Tomography

2.1.1

Brief History

Wilhelm Röntgen discovered x-rays in 1895 (Röntgen, 1896), but the advancement of
tomography (i.e. the superimposition of 2D projections to create a 3D image) was developed
a few decades later in the late 1960s for medical purposes, when Hounsfield (1973) used
Radon transform (Radon, 1917) to reconstruct 2D projections at different angles into a 3D
image. Laboratory experiments using medical x-ray computed tomography were first used to
study porous media in the 1980s. Sato et al. (1981) led the progress of laboratory-based x-ray
micro-tomography while investigating optic fibers. In the following year, Elliott and Dover
(1982) studied the shell of a freshwater snail (Biomphalaria glabrata) and later a human femur
(Elliott and Dover, 1985). In wood technology, computed tomography was used by Onoe
et al. (1984) to study annual rings of trees and by Taylor et al. (1984) to find internal knots of
pine and red oak logs. In soil sciences, Petrovic et al. (1982) successfully measured soil bulk
density, Crestana et al. (1985) measured soil water content and the same group but led by
Vaz et al. (1989) later investigated soil compactation. In petroleum engineering, Vinegar and
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Wellington (1987) analyzed relative saturation of up to three phases and Coles et al. (1991)
investigated bulk density and porosity of cores as well as water saturation and distribution.
Flannery et al. (1987) used for the first time both laboratory and synchrotron sources to
characterize rocks. An extensive review of XCT history including evolution of hardware and
techniques utilized to achieve better resolution and mitigate noise can be found in Ketcham
and Carlson (2001); Cnudde and Boone (2013); Wildenschild and Sheppard (2013).
2.1.2

Conventional vs. Synchrotron

Two sources of x-ray radiation are commonly used in porous media research: conventional
(laboratory based) and synchrotron. Figure 2.1 illustrates the major difference: conventional
source produces a cone or fan beam whereas synchrotron produces a high intensity beam that
passes through a monochromator and generates a parallel beam. Although monochromators
have been used in conventional sources for clinical purposes (Zhong et al., 2001; Bingölbali
and MacDonald, 2009), they generally deplete the source so much that noisy images would
be generated and long scan times would be necessary (Wildenschild and Sheppard, 2013).
Therefore, the use of monochromators is more common in synchrotrons because of its
adequate high intensity (Bingölbali and MacDonald, 2009), a million times brighter than
conventional sources (Wildenschild and Sheppard, 2013). Apart from this difference, the
rest of the of the apparatus is fairly similar. After x-ray radiation passes through the
sample and is attenuated, a scintillator converts x-ray radiation into visible light which is
generally magnified by optical devices before it is captured by charge-coupled-device (CCD)
or complementary-metal-oxide-semiconductor (CMOS) camera (Wildenschild and Sheppard,
2013). The sample is rotated and a 2D projection is captured at different angles; as resolution
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increases, the angle interval needs to be smaller, increasing the number of 2D projections
(Wildenschild and Sheppard, 2013). Each projection represents the transformation of the
sample attenuation values from its plane onto the camera’s plane, where corresponding points
are connected between planes by parallel lines (Weisstein).

Figure 2.1: (a). Conventional and (b) synchrotron setups (from Cnudde and Boone (2013))
Main advantages and disadvantages of these two sources include:
• Synchrotron x-ray radiation requires a large facility: the Advanced Photon Source
at Argonne National Laboratory (Argonne, Illinois, USA), where the data for this
study was collected, has a storage ring that is 1104 m long with more than 1,000
electromagnets (APS).
• Accessibility: Conventional sources can be used in laboratories in universities and
companies and are sold by more than 15 vendors worldwide (Wildenschild and
Sheppard, 2013).
• Tune necessary energy for synchrotron: the use of monochromators enables one to
choose narrow ranges of energy (Grodzins, 1983; Wildenschild and Sheppard, 2013).

9

This is a great advantage when specific energy is necessary for K-edge subtraction
imaging.

K-edge occurs when an element suddenly increases its attenuation

coefficient because the photon energy is just above the K shell electron’s biding
energy (Fosbinder and Orth, 2011). Thus, a substance (e.g. iodine) can be added
to a phase and imaging acquisition is done at below and above the element’s K-edge
providing good phase contrast between the below and above images (Dilmanian
et al., 1997).
• Acquisition time: synchrotron acquisition times are much faster than conventional,
the former requiring typically 10-15 minutes whereas the latter ranges from 15
minutes to 24 hours, depending on resolution, exposure time, and energy level
(Wildenschild and Sheppard, 2013).
• Beam hardening: due to the polychromatic beam of conventional sources, the lower
energies (soft x-rays) are absorbed more and mostly the higher energies (harder
x-rays) penetrate deeply into the material causing the outer material to have a
higher attenuation than the inner material (Cnudde and Boone, 2013; Ketcham
and Carlson, 2001; Wildenschild and Sheppard, 2013). To minimize this problem,
filters may be employed to pre- or post-harden the x-ray beam so the beam is
attenuated before reaching the sample (Ketcham and Carlson, 2001). However,
this procedure diminishes the quality of the beam, which could lead to noisier
images unless acquisition time is adjusted (Ketcham and Carlson, 2001).
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2.1.3

Reconstruction

After many projections are captured by the camera at different angles, it is necessary
to combine these projections to compile a 3D image. Reconstruction is the process of
recovering an object from its projections (Fessler, 2014). There are four main approaches to
reconstruction: analytical, iterative, statistical, and model based.
2.1.3.1

Analytical Methods

Analytical methods are based on simplified models (for example, by assuming continuous
measurements) and provide fast solutions (Beister et al., 2012; Fessler, 2014). Although fast,
analytical methods require filtering methods to remove noise and artifacts (Li et al., 2004;
Beister et al., 2012). Many models emerged after Hounsfield (1973) used Radon transforms
(Radon, 1917) for the first time to reconstruct an image, such as back projection, direct
Fourier, and filtered back projection (Fessler, 2014). Although the filtered back projection
algorithm was developed thirty years ago (Feldkamp et al., 1984), modifications of this
algorithm continue to be extensively used. Pan et al. (2009) even inquired and studied why
filtered back projection has been the main reconstruction algorithm and why new algorithms
have not been developed. An extensive historical review can be found in Defrise and Gullberg
(2006) and detailed explanation of main analytical reconstruction methods is provided in
books by Natterer and Wübbeling (2001), Deans (2007), and Fessler.
2.1.3.2

Iterative Methods

Iterative methods reconstruct an image by repeatedly computing a forward projection,
followed by a back projection, until a fixed number of iterations or a convergence criterion
is reached (Beister et al., 2012). A priori information may be given, for example, by a
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filtered back projection reconstruction, which generally improves convergence (Beister et al.,
2012). Because iterative methods remove some noise and artifacts during reconstruction,
they provide better images than analytical methods (Beister et al., 2012; Fessler, 2014).
Although successful, they are extremely computationally intensive (Agulleiro and Fernandez,
2011; Beister et al., 2012; Fessler, 2014), a major limiting factor for their advancement and
usage (Pan et al., 2009). They were first proposed in the 1970s (Budinger and Gullberg, 1974;
Brooks and Chiro, 1976), but only recently have become a more realistic option due to the
improvement of processing units (CPU) and recent use of graphics processing units (GPU)
(Agulleiro and Fernandez, 2011; Beister et al., 2012). Beister et al. define statistical methods
as an algorithm that assumes photons have a Poisson distribution and this information is
incorporated into the iterative reconstruction. This definition varies and some authors have
a broader definition of statistical methods. For methods that include geometrical, physical,
and more statistical information, Beister et al. define them as model-based methods. To
explain the details of statistical and model-based methods is beyond the scope of this work.
A review of iterative methods can be found in Beister et al. and more detailed information
about various methods is described in De Man and Fessler (2010) and Fessler.
2.1.4

Filtering

Filtering is a post-processing method that consists on sharpening the features of interest.
For medical purposes, the objective may be emphasizing soft tissue. For porous media
XCT, the objective of filtering is to remove noise by smoothing homogeneous regions and
maintaining sharp edges (Schlüter et al., 2014), as shown in Figure 2.2, where anisotropic
diffusion filter was applied in a Berea sandstone XCT image – the gray scale was smoothed
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within the grains while maintaining edges.

There are thousands of filtering methods

(Wildenschild and Sheppard, 2013); to give a general idea, Avizo – a common but expensive
visualization software – and Matlab provide over ten filters each and Mathematica over
thirty.

Figure 2.2: Left: raw XCT image before filtering. Right: anisotropic diffusion filter (Section
2.1.4.2) applied to the raw image.
In XCT, it is important to use a filter that accounts for the 3D geometry, for otherwise the
full image information would not be used. Most filtering methods operate in 2D and are too
computationally intensive to apply in large 3D images (Wildenschild and Sheppard, 2013).
Buades et al. (2005a) provides an extensive review of 2D methods. 3D filtering methods used
in XCT for porous media include linear and nonlinear filters. Linear filters, like Gaussian and
mean, reduce noise but also blur edges (Zhong et al., 2004; Kaestner et al., 2008). Nonlinear
filters better preserve edges while smoothing homogeneous regions (Kaestner et al., 2008;
Schlüter et al., 2014). A brief description of main filters is given below.
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2.1.4.1

Median Filter

Median filter is the simplest nonlinear filtering algorithm (Schlüter et al., 2014) first
developed by Tukey (1977) and has been continuously improved (Huang et al., 1979; H and
Haddad, 1995; Esakkirajan et al., 2011). It uses convolution (∗) between the raw image u0
and the median M of a region of diameter d at location x (Schlüter et al., 2014):

u(x) = u0 (x) ∗ Md (x)

(2.1)

where u is the filtered intensity values.
This filter performs well in the presence of outliers, but because it is spacially invariant,
it tends to smooth sharp edges as well (Kaestner et al., 2008).
2.1.4.2

Anisotropic Diffusion Filter

Perona and Malik (1990) first introduced this filter for edge detection by using a nonlinear
function g controlled by the amplitude of the gradient as the diffusion coefficient:

u(0) = u0
(2.2)
∂u
= ∇ · [g (|∇u|) ∇u]
∂t
where t is the numerical time and u is short for u(x, t). The idea is to smooth homogeneous
areas and perform almost no smoothing where the gradient is high, i.e. at the edges (Catté
et al., 1992). A drawback mentioned by Perona and Malik is that the presence of noise
may give oscillating gradients. To overcome this issue, Catté et al. introduced “selective
smoothing” by using the gradient of a convolution between a Gaussian G with standard
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deviation σ and the smoothed intensity values u:

u(0) = u0
(2.3)
∂u
= ∇ · [g (|∇ (Gσ ∗ u)|) ∇u]
∂t
Now, smoothing of the intensity values occurs “if and only if the gradient is estimated to be
small” (Catté et al.). Schlüter et al. (2014) present the simplest implementation:

g (|∇ (Gσ ∗ u)|) =







1,

|∇ (Gσ ∗ u)| ≤ λ,






0,

|∇ (Gσ ∗ u)| > λ,

(2.4)

where λ is the diffusion stopping criterion. By modifying the parameters for intensity level
λ and the Gaussian region given by σ, different smoothing effects can be obtained (Kaestner
et al., 2008). It is also important to set the maximum number of iterations manually, because
otherwise the solution converges to a uniform intensity (Schlüter et al., 2014).
PDE-based filters require a lot of computer memory reaching up to seven times the
image size, but can be highly improved by redesigning the filter algorithm implementation
(Kaestner et al., 2008). Another drawback is the poor performance in flat regions (Buades
et al., 2005a).
Anisotropic diffusion filters are available in open source from library ITK.
2.1.4.3

Total Variation Filter

Total variation is another nonlinear filter based on a partial differential equation (PDE),
but with a different approach than anisotropic diffusion (Rudin et al., 1992). It uses a
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minimization of a functional:




min = 

u

J(u)
| {z }

regularization

+ βH(u0 , u)

|

{z

fidelity

(2.5)

}

where β is a scale parameter that controls the balance between fidelity of the original intensity
values u0 and the smoothing (or regularization). The solution is obtained by solving the
system of coupled PDEs (Kaestner et al., 2008; Schlüter et al., 2014):

u(0) = u0
∂u
= −p(u) + βq(u0 + v, u)
∂t
∂v
= αq(u0 , u)
∂t
where α ≤

1
4

(2.6)

(Lie and Nordbotten, 2007) and β  1 (Kaestner et al., 2008). For this

algorithm, the fidelity term prevents the solution from converging to a uniform intensity and
thus the maximum number of iterations is not as important (Schlüter et al., 2014).
Similarly to the anisotropic diffusion filter (Section 2.1.4.2), the total variation filter
maintains edges but can smooth textures too much (Kaestner et al., 2008).
2.1.4.4

Shock Filter

This is another PDE-based filter first introduced by Osher and Rudin (1990):

u(0) = u0
(2.7)


∂u
= − |∇u| sign ∇2 u
∂t
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where ∇2 is the Laplacian operator. This filter enhances every rapid change, including
outliers due to noise (Kaestner et al., 2008). To avoid the enhancement of noise, Alvarez
and Mazorra (1994) added an anisotropic diffusion term to Eq. (2.7) and Kaestner et al.
rewrote it to include the curvature H in the diffusion term:

u(0) = u0
(2.8)


∂u
= c |∇u| H − |∇u| sign ∇2σ u
∂t

where c determines how much smoothing is added and σ indicates the Laplacian uses a
Gaussian filter. This extra term adds diffusion perpendicular to ∇u, smoothing both sides
of edges, but maintaining the edge (Alvarez and Mazorra, 1994). The original term – but
now slightly modified by the Gaussian filter – has a shock effect perpendicular to the edge
(Kaestner et al., 2008).
The shock filter is suitable for images with smooth edges and low spatial noise correlation
because, when high noise correlation is present, noise regions are enhanced as features unless
a lot of diffusion is added (Kaestner et al., 2008).
2.1.4.5

Nonlocal Means Filter

Nonlocal means is a linear filter that can potentially use the information of the entire
image to change a pixel value – unlike means filter that uses the information from local
neighbors (Schlüter et al., 2014). Nonlocal means filter was developed by Buades et al.
(2005a) to overcome some of the shortcomings of Gaussian and anisotropic diffusion filters
(Section 2.1.4.2). It uses a weighting function, W , to smooth the original image, u0 with
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domain Ω, at pixel x ∈ Ω:

1 Z
u(x) =
u0 (y)W (x, y)dy
C(x) Ω

(2.9)

where
C(x) =

Z

W (x, y)dy

(2.10)

Ω

"

(Gσ ∗ ku0 (x + .) + u0 (y + .)k2 )
W (x, y) = exp −
h2

#

(2.11)

C is a normalizing factor, W is a Gaussian weighted Euclidean distance between image
neighborhoods centered at x and y, σ is the standard deviation of the Gaussian kernel, and
h is a filtering parameter that gives the degree of filtering (Buades et al., 2005a, 2011). The
weighting function gives larger weights for the pixel neighborhoods that are similar; this
means that W not only considers the grey value of a single pixel, but also its neighborhood
geometry (Buades et al., 2005b)
Nonlocal means filter can be computationally intensive while searching neighborhoods in
a big image, which may require restriction of the neighborhood area (Schlüter et al., 2014).
To overcome computational cost, Avizo uses an accelerated implementation on multiple cores
or on GPUs (Avizo, 2013).
An open source implementation if available in Buades et al. (2011).
2.1.5

Segmentation

In computed tomography, segmentation (Figure 2.3) is the process of separating discrete
phases in a reconstructed XCT image, commonly performed for two phases at a time (i.e.
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binarization) (Iassonov et al., 2009; Wildenschild and Sheppard, 2013), but can also be
performed in multiple phases simultaneously such as rock matrix, air, and oil (Schlüter
et al., 2014). Segmentation is the most critical process because it affects all subsequent
quantitative analysis (Cnudde and Boone, 2013; Houston et al., 2013; Iassonov et al., 2009;
Schlüter et al., 2014; Tuller et al., 2013). Once each phase is separated, then pore-scale
parameters – porosity, pore connective, specific surface area, saturation, etc. – can be
determined (Iassonov et al., 2009).

Figure 2.3: Left: anisotropic diffusion (Section 2.1.4.2) filtered image of a Berea sample
applied to the raw image. Right: segmented image using indicator kriging (Section 2.1.5.2).
Segmentation can be automated or require input from a skilled operator. In theory,
automated methods would be preferable because they are faster and also eliminate operator
bias (Wildenschild and Sheppard, 2013). However, results from operator-based methods
have been more reliable and consistent than automated methods (Iassonov et al., 2009;
Wildenschild and Sheppard, 2013) because automated methods are unable to produce
consistent results when images from the same sample have small differences (Wildenschild
and Sheppard, 2013).
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Over a hundred segmentation methods have been published, most with application
outside of geomaterials (Iassonov et al., 2009).

Each method is optimal to a certain

instrument and sample; for example, images of glass beads are extremely high quality when
compared with soil samples, and an optimal method for glass beads may not be useful for soil
(Wildenschild and Sheppard, 2013). Here, the main segmentation methods for geomaterials
are presented. For a good comparison of segmentation methods refer to Iassonov et al.; Pal
and Pal (1993); and Schlüter et al. (2014).
2.1.5.1

Global Thresholding

This is the most common segmentation method (Iassonov et al., 2009). A value from the
image histogram1 is chosen that separates two different phases (Iassonov et al., 2009). For an
n-phase segmentation, n − 1 threshold values are chosen. Many approaches exist to find the
optimal threshold value and they can classified into subcategories based on the information
used, for example (Iassonov et al., 2009; Sezgin and Sankur, 2004):
• Histogram shape
• Background and foreground (object) gray scales or entropy
• Similarity between grey scale and binary images by a certain function (e.g. fuzzy
shape)
• Higher-order probability distribution of pixels
A good description and comparison of thresholding methods is given by Sezgin and Sankur.
Iassonov et al. (2009) compared many thresholding methods for geomaterials scanned in
both conventional and synchrotron systems. They obtained poor and/or inconsistent results

1

A histogram shows the image gray scale distribution
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except for the methods by Otsu (1979) and Kittler and Illingworth (1986). Images with
low contrast and partial volume effects produced even worse results. The authors concluded
that thresholding methods are not suitable for images with unimodal histograms. However,
they also asserted that better techniques for filtering (a median filter was used) could have
produced better results.
2.1.5.2

Indicator Kriging

This common method in the geosciences was first developed by Oh and Lindquist
(1999) and improved by Bhattad et al. (2013) and Houston et al. (2013). Two a priori
threshold values are defined by the user such that two phases are defined (i.e. one below
the lower threshold value and one above the higher threshold value) and the range between
threshold values remains unidentified (Oh and Lindquist, 1999). The assignment of these
unidentified values are given by a weighted average (Schlüter et al., 2014), where the “weights
are calculated from the two point spatial covariance relation calculated using smoothed
indicators” (Bhattad et al., 2013).
Indicator kriging has been successfully used to segment clean synchrotron images (Porter
and Wildenschild, 2009) and noisy images (Iassonov et al., 2009; Prodanović et al., 2007)
and for multiphase segmentation (Bhattad et al., 2013; Schlüter et al., 2014). Nonetheless,
Schlüter et al. point out that the segmentation process needs to be repeated n − 1 times for
n phases, a disadvantage when compared with other multiphase methods. The choice of the
two thresholding values may also improve image segmentation (Iassonov et al., 2009).
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2.1.5.3

Watershed

Watershed segmentation is emerging in the medical field (Wildenschild and Sheppard,
2013) and recently evaluated for geomaterials (Schlüter et al., 2014). To understand the
watershed geographical/topographical concept, one can think of a gray scale image as a
surface, where the dark areas represent basins or local minima and the brighter areas
represent peaks or local maxima (Eddins, 2002). Suppose these local minima are slowly
flooded. When the water from different basins meet, a watershed line is defined, where
segmentation occurs (Roerdink and Meijster, 2001; Sheppard et al., 2004). A good graphical
representation of the segmentation procedure is presented by Beucher (2010).
Summary of the watershed segmentation steps (Beucher, 2010; Schlüter et al., 2014) :
1. Create a gradient image from the original image
2. Use simple thresholding to determine local maxima and minima as seeding points
for the immersion process
3. Perform immersion to find watershed lines
4. Voxels are assigned according to their predominant neighbors.
Watershed segmentation is generally applied to object detection in “topographic” data
(Iassonov et al., 2009) and may not be optimal for geomaterials due to over segmentation.
2.1.5.4

Active Contours

Active contours (also called level set or snake) method was first proposed by Kass et al.
(1988) with the intent of detecting edges, lines, subjective contours, and motion tracking.
The idea is to evolve interfaces that start from seeding regions and converge to the nearest
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edge by means of energy minimization (Kass et al., 1988; Sheppard et al., 2004). The specific
energy term determines which feature (e.g. line, edge) is captured (Kass et al., 1988).
Although an appealing method, active contours is very computationally intensive – which
can be aggravated by orders of magnitude depending on the speed at which the interface
evolves (Sheppard et al., 2004). In addition, the energy minimization function can rarely be
determined a priori (Sheppard et al., 2004).
2.1.6

Postprocessing

Noise in the gray scale image can be reduced by using filters before segmentation. When
filtering prior to segmentation is not enough to produce segmented images without noise,
postprocessing methods can help. Some examples include:
• Erosion and dilation: a common method to improve the morphology of the
segmented image
• Filters: a simple filter (e.g. median, minimum and maximum) removes segmentation noise and phase boundaries badly defined (Schlüter et al., 2014)
• Object removal: the user defines a size such that objects smaller than this size and
surrounded by another phase are removed and replaced by the surrounding phase.
2.1.7

Recent Advances

Advancements in beamlines and imaging processing have allowed development in different
areas.
At GSECARS at APS, high loading pressure and high temperature experiments can
be performed by using their large volume press (Wang et al., 2005b). This apparatus can
simulate deep Earth environment of up to 8 GPa and allow the study and visualization of
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geological formations. In a more recent study (Wang et al., 2011), the mechanical behavior
of multiphase composites was studied under up to 6 GPa and 800 K.
In a recent study by Herring et al. (2013), they were able to image super critical CO2 by
controlling the hutch temperature and pressure. This is an important advancement for the
study of CO2 geologic sequestration to mitigate climate change.
Bésuelle et al. (2010) and Raynaud et al. (2008) have used a triaxial cell and XCT to
understand rock physics, more specifically, they investigated different strain regimes (from
brittle to ductile).
The advancement of imaging processing techniques coupled with multiphase segmentation
allows the study of various materials altogether (rather than two materials at a time). This,
in turn, allows the quantification of specific minerals and of multiphase flow processes such
as drainage and imbibition. When minerals are determined, the effect of specific minerals
on transport processes can be investigated.
2.2

Image-Based Pore-Scale Flow Modeling
There are two approaches to image-based flow modeling: direct and indirect methods.
Direct methods preserve the geometry of the image by discretizing the pore space and

by using traditional computational fluid dynamics (CFD) to solve for flow and transport
processes (Blunt et al., 2013; Joekar-Niasar et al., 2012; Shen, 2014). Common CFD methods
used for flow in porous media are (1) continuum-based models such as finite difference
(Manwart et al., 2002; Mostaghimi et al., 2012), finite element (Bird et al., 2014; Lane, 2011;
Shen, 2014), and level set (Prodanović and Bryant, 2006) methods, and (2) particle-based
models such as Lattice-Boltzmann (Hao and Cheng, 2010; Pan et al., 2004; Porter et al.,
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2009) and smooth particle hydrodynamics (Ovaysi and Piri, 2010; Tartakovsky and Meakin,
2005). Honoring the porous media geometry and using first principle physics as governing
equations are the obvious advantages of direct methods (Blunt et al., 2013; Joekar-Niasar
et al., 2012; Thompson et al., 2008). However, they come at a high computational cost –
especially Lattice-Boltzmann method (LBM) – which considerably limits the computational
domain (Blunt et al., 2013; Joekar-Niasar et al., 2012; Thompson et al., 2008).
Fatt (1956) first introduced network modeling, an indirect method, with the idea of
modeling flow as a network of tubes rather than a bundle of tubes – a more common approach
at the time. Network modeling simulates flow in porous media by performing two levels
of approximations (Thompson et al., 2008). First, a topologically representative network
structure of the image pore space needs to be extracted (Blunt et al., 2013). Second, fluid
dynamics need to be modeled by governing equations within the pore network (Thompson
et al., 2008). Pore network models have extensively advanced and today include multiphase flow (Joekar-Niasar and Hassanizadeh, 2012), inertial flow (Balhoff and Wheeler,
2009; Shen, 2014), non-Newtonian flow (Balhoff and Thompson, 2006; Lopez et al., 2003),
reactive transport (Hannaoui et al., 2015; Kim and Lindquist, 2012), solute transport (Blunt
et al., 2013), and multi-scale (Sheng and Thompson, 2013) processes. The main advantage
of pore network modeling is its computational efficiency, allowing simulations in domains
that are not feasible for direct methods. The major drawback of network modeling is
the approximation of a heterogeneous and complex porous medium by simple geometric
shapes and statistical parameters (e.g. pore connectivity, pore-throat aspect ratio, etc.)
(Wildenschild and Sheppard, 2013). The representation depends on the method employed
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to generate the pore network structure and may not be unique, even statistically (Blunt
et al., 2013).
A brief explanation of pertinent methods to this work is given below.

For more

information of other methods, refer to detailed explanations from Blunt et al. (2013); JoekarNiasar and Hassanizadeh (2012); and Meakin and Tartakovsky (2009).
2.2.1

Lattice Boltzmann Method

The idea of this particle-based method is to model the mean population of a lattice gas
using Boltzmann equations (Succi et al., 1989). The solution of these equations approximates
the incompressible Navier-Stokes equations for small Knudsen and Mach numbers and,
therefore, well represents macroscopic flow behavior (Blunt et al., 2013; Succi et al., 1989).
LBM uses particle streaming and collision to describe their motion with the following
equation (Pham et al., 2014; Succi et al., 1989)

fi (x + ei ∆t, t + ∆t) = fi (x, t) + Ωi (x, t)
|

{z

}

streaming

(2.12)

| {z }
collision

where f is the mean particle population at lattice i, x is the node position, e is the nodal
velocity, t is the time, ∆t is the time step, and Ω is the collision operator.
Succi et al. (1989) were among the first to use of LBM to simulate flow in complex
geometries and Hazlett (1995) introduced the use of LBM on XCT images. Since then, the
applications of LBM for porous media have evolved and now can simulate multi-phase flow
(Pan et al., 2004; Porter et al., 2009; Schaap et al., 2007), multiscale flow (Kang et al.,
2002), reactive transport (Hao and Cheng, 2010), solute transport (Mendoza et al., 2010),
non-Newtonian flow (Boek et al., 2003), and non-Darcy flow (Chai et al., 2010). Some of
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the main advantages of LBM include its ease of coding and parallelization, and adaptation
to complex geometries (Blunt et al., 2013; Succi et al., 1989). However, even with massive
parallel codes and the recent advance of computing power, the high computational demand
limits the size of the simulation domain (Blunt et al., 2013; Wildenschild and Sheppard,
2013).
2.2.2

Finite Element Method

Although an established numerical technique with a wide range of applications in material
deformation and stress analysis (e.g., aircraft and bridges) as well as in analysis of heat and
magnetic fluxes and fluid flow (Chandrupatla and Belegundu, 1991), finite element method
(FEM) has been seldom used in pore-scale modeling (Takbiri Borujeni et al., 2013). The
idea behind FEM is to use simple geometric shapes – finite elements – to discretize complex
continuum regions (Chandrupatla and Belegundu, 1991). Then, the material properties can
be assigned to the elements and governing equations can be solved at the elements’ nodes.
The use of unstructured grids is very suitable for porous media because the discretized
pore space can (1) conform to the medium and (2) be refined in regions of interest (Takbiri
Borujeni et al., 2013). The local refinement is a great advantage for heterogeneous systems
because bigger pores can have coarse discretization whereas smaller features or areas of
interest (e.g., pore throats, grain surface) can be finely discretized – this only increases
computational cost at the necessary locations. The mesh generation (discretized domain)
is, however, one of the major obstacles of FEM applied to porous media because of the
high complexity of the mesh. The development of commercial software, such as Avizo and
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COMSOL that allow mesh generation directly on the voxel image, has helped to overcome
this problem.
Despite the use of FEM to simulate 2D Stokes and inertial flow in fibrous media as early as
1995 by Ghaddar, application of FEM to understand flow in porous media has been limited.
For complex geometry such as XCT image-based (Akanji and Matthai, 2010) and complex
physical processes such as non-isothermal two-phase flow (Akhlaghi Amiri and Hamouda,
2014), simulations were limited to a 2D domains. When performed in 3D (Chareyre et al.,
2012; Fourar et al., 2004), geometries remained fairly simple (e.g., uniform sphere pack). As
part of previous work in our research group, Lane (2011) developed a 3D FEM Stokes solver
using an in-house mesh generation. These meshes were constructed based on 3D digital
images that were computer generated or obtained by XCT. Their results were successfully
validated against LBM simulations in Takbiri Borujeni et al. (2013). Bird et al. (2014)
were another group that implement 3D XCT image-based FEM Stokes flow, but using the
commercial software COMSOL. Due to computational constraints, their computational size
was very limited (30-50 voxels on a side).
This study uses the 3D FEM Stokes code developed by Lane (2011). It solves Stokes
equation with a Bubnov-Galerkin scheme using P1 P2 or Taylor-Hood elements; this means
that pressure and velocity are approximated linearly and quadratically, respectively. Pressure
is defined at the vertices and velocity is defined at vertices and at edges’ mid-points – the
quadratic approximation for velocity requires more degrees of freedom (Figure 2.4). Constant
traction (normal component) boundary conditions are set at inlet and outlet whereas no-slip
conditions are imposed at the interior surfaces and on no-flow boundaries.
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Figure 2.4: P1 P2 element: pressure is defined at points 1, 2, 3, and 4 (vertices); velocity is
defined at all points (from Shen (2014)).
2.3

Nanoparticle Transport Modeling
Column experiments are commonly used to study a wide range of factors that affect

NP retention in porous media, including different types of porous media such as sand,
crushed sedimentary rocks and core plugs (e.g., Neukum et al., 2014; Yu et al., 2012; Zhang
et al., 2014), solution pH and ionic strength (e.g., Chowdhury et al., 2011; Li et al., 2011;
Vitorge et al., 2014), flow rate (e.g., Ben-Moshe et al., 2010; Chowdhury et al., 2011; Zhang
et al., 2014), NP size and material (e.g., Ben-Moshe et al., 2010; Zhang et al., 2014), NP
concentration (e.g., El Badawy et al., 2013; Vitorge et al., 2014; Zhang et al., 2014), addition
of organic matter (e.g., Ben-Moshe et al., 2010) or clay (e.g., Zhang et al., 2014). These
experiments showed that various factors had an impact on NP retention, with adsorption
capacities varying from 10−5 to 101 mg/g (Zhang et al., 2014). This variation was dependent
on porous medium, NP material, solution chemistry as well as operating conditions like NP
concentration and flow rate.
Another approach to study NP retention in porous media is by modifying the classical
colloid filtration theory (CFT) equations. CFT was proposed by Yao et al. (1971) and models
the particle effluent concentration using a one-dimensional advection-diffusion equation.
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They proposed that a particle may be captured by a collector either by interception,
sedimentation, or diffusion (Figure 2.5).

These processes were incorporated into the

governing equation by a collector efficiency parameter. Since then, CFT has been extensively
used to model fate and transport of colloids in porous media and also modified to account
for different mechanisms of particle retention. Nelson and Ginn (2005) showed that, for
submicrometer particles, CFT failed due to the independent treatment of diffusion and
advection and concluded that diffusion and advection need to be modeled simultaneously.
Modified CFT now accounts for favorable and unfavorable attachment conditions (e.g.,
Tufenkji and Elimelech, 2005) as well as more constraints for particle retention such as
straining (e.g., Bradford et al., 2004) and capacity of attachment sites (e.g., Johnson and
Elimelech, 1995).

Figure 2.5: Particle retention mechanisms, from Yao et al. (1971).
The collector efficiency used in the CFT models are based on the Happel sphere-in-cell
(Figure 2.6, a.), an ideal geometry that disregards collector-collector contacts. In order to
account for these, Ma et al. (2009) developed a hemisphere-in-cell geometry (Figure 2.6, b.).
Although the latter is a considerable improvement, both geometries are ideal and far from
the complex geometries that occurs in many porous medium systems. Moreover, the main
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result of modified CFT are breakthrough curves, which do not provide details on the location
of retention sites and concentration at particular sites.

Figure 2.6: Collector geometries: (a) Happel in-cell-sphere, from Nelson and Ginn (2005),
and (b) Hemisphere-in-cell, from Ma et al. (2009).
Molnar et al. (2014) used XCT to image silver NP (nAg) concentration in glass bead
packs while conducting flow experiments. To the knowledge of the author, this is the first
attempt of estimating nanoparticle concentration using XCT; this method determines a 3D
distribution of NP concentration, results that column experiments and CFT models fail to
provide. In addition, it provides visualization of nAg concentration in the porous medium.
Researchers have also modeled NP transport using computational methods. An EulerianLagrangian approach is often used, where the flow is solved using an Eulerian method
(e.g., lattice Boltzmann, FEM, finite different methods) and, subsequently, a Lagrangian
particle tracking model is implemented using the velocity field solution.

Wang et al.

(2005a) implemented this methodology to model aerosol particles in gas in a 2D geometry
of aerodynamic lenses. They used two coupled ordinary differential equations (ODEs) to
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account for drag and Brownian forces:

dvp
= FD + FB
dt

(2.13)

dxp
= vp
dt

(2.14)

where vp is the particle velocity, xp is the particle position, FD is the drag force, and FB
is the Brownian force. Mehel et al. (2010) used the same approach to model micro- and
nano-particle deposition in wall-bounded turbulent flows by adding lift and gravity forces to
the right hand side of Equation 2.13. Longest and Xi (2007) modeled deposition of ultrafine
aerosols in upper airways, a more complex 3D geometry than previous works. The framework
of coupling ODEs 2.13 and 2.14 is based on first principles and provides a robust approach
to include extra forces when necessary. For example, Larimi et al. (2014) added a magnetic
force term to account for magnetic field around the medium.
It is worthwhile noting that these previous methods were not applied in complex
geometries of porous medium, which is a major challenge in the implementation. This is
because particle-surface interactions are more common in porous media and these need to be
handled carefully in the numerical scheme. Also worth noting, Pham et al. (2014) developed
an Eulerian-Lagrangian method for porous media and validated against experimental results.
Nevertheless, the geometry consisted of a sphere pack (an ideal porous media) with a few
pores and they used one ODE (Equation 2.14) and introduced particle attachment through
a probabilistic term.
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The NP transport model presented in this work uses the coupled ODEs, Equations 2.13
and 2.14, and adds a surface force term to Equation 2.13. As work progresses, more force
terms can be added/removed as necessary. A great benefit of this work’s methodology is
the use of unstructured mesh and FEM Stokes flow, which allows the simulations in XCT
images of very complex geometries across thousands of pores.
2.4
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3.

Image-Based Stokes Flow Modeling in Bulk Proppant Packs and Propped
Fractures Under High Loading Stresses

3.1

Abstract
Rock fracturing, followed by proppant injection, has been used for years to improve

oil and gas production rates in low permeability reservoirs and is now a routine part of
producing from low-permeability resources such as a shales and tight sands. While field
data makes clear the effectiveness of this technique, there is still much room to improve
on the science, including how the proppant-filled fracture system responds to changes in
loading stress and the corresponding impact on the proppant structure and fracture width,
which affect permeability and conductivity. Here, we use high-resolution x-ray computed
tomography (XCT) to image two unsaturated rock/fracture/proppant systems: one with
shale, one with Berea sandstone. Both systems were imaged under a series of stress levels
typical of producing reservoirs. The resulting XCT images were segmented, analyzed for
structural and porosity changes, and then used for image-based flow modeling of Stokes flow
using both finite element (FEM) and Lattice Boltzmann (LBM) methods. The images and
quantitative grain analysis showed expected changes as stress increased: rearrangement of
the packing structure, corresponding reduction in porosity, and some embedding at rock
walls to a depth of less than 0.5 times the proppant diameter. The shale system exhibited
more embedding than the Berea system. At the highest stress in the Berea system (20 kpsi
or 138 MPa), individual proppant particles failed and the broken particles caused significant
loss of permeability. For the shale system, the embedding had a significant effect on the
simulated permeability/fracture conductivity. Simulation results for each of the loadings
showed that permeability is less sensitive to loading than experimental (vendor-reported)
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permeability values, but also show reasonable agreement at 8 kpsi (55 MPa) for both
systems. Another somewhat surprising result is that fracture permeability for the singlelayer proppants confined between shale is similar to what would be predicted from bulk
proppant results, despite the significantly different flow geometry in the monolayer fracture.
3.2

Highlights
• Bulk and monolayer proppant systems have similar permeability trends under
loading
• Permeability loss due to bulk proppant failure under loading is quantified
• Loss of fracture conductivity due to proppant embedment is quantified
• Pore-scale velocity distributions become more uniform as loading stress increased

3.3

Keywords
Propped fracture conductivity, bulk proppant permeability, loading stress, Darcy flow,

finite element method, Lattice Boltzmann method.
3.4

Introduction
Hydraulic fracturing with proppants has been used for many years to enhance extraction

of oil and gas (Cooke, 1973; Graham and Kiel, 1968). In the past decade, advances in
hydraulic fracturing and horizontal well techniques have enabled dramatic expansion of
commercial shale gas production in North America (Hart et al., 2011; Sondergeld et al., 2010).
This new source of natural gas will play an important role in energy resources worldwide
due to reduced greenhouse gas emissions and its availability in the United States, as well
as in China, Canada, Poland, etc. (Hart et al., 2011). Hydraulic fracturing and horizontal
well techniques have also revived gas and oil recovery from existing vertical wells that were
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becoming commercially non-viable (Castro et al., 2013; Gutiérrez et al., 2014; Ramurthy
et al., 2013; Wornstaff et al., 2014).
Hydraulic fracturing is the process of injecting fluids at high pressure to fracture the
producing rock and create high-conductivity flow paths from the source rock or reservoir to
the well (Cipolla, 2009). Proppants are added to the fracturing fluid to prop the fracture
open after the fracturing pressure is reduced. For the proppants to be effective, it is essential
that they maintain paths of high conductivity (Brannon et al., 2006; Kaufman et al., 2008;
Warpinski et al., 2008).
Despite its widespread use, many aspects of the hydraulic fracturing process remain
poorly understood. For example, a field study showed that of more than 100 Barnett shale
gas wells, almost half did not produce, and most of the production came from a small
number of wells (Maxwell, 2011). Among many factors that can affect the productivity of
a well, formation permeability and fracture conductivity are certainly two of the dominant
factors. The network of fractures dominates early flow, whereas matrix permeability becomes
important on the gas decline and ultimate recovery (King, 2010; Luffel et al., 1993; Warpinski
et al., 2008).
While the permeability of bulk proppant can be considered an intrinsic property (a
function of grain/pore size distribution, shape of the grains, tortuosity, specific surface,
porosity), fracture conductivity, which combines proppant permeability with fracture width,
depends on proppant interactions with the fracture walls. Thus, it is important to be
able to evaluate bulk proppant permeability as well as relate this measurement to fracture
conductivity. Different proppants can have different permeabilities due to factors such as
material, size, roundness, sphericity, etc. Mechanical properties of a material also affect
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conductivity due to compression or failure during loading. Other stress-related factors
expected to impact fracture conductivity include rearrangement of the proppant packing
structure and embedment into the fracture walls.
Work from as early as 1973, found a two-order-of-magnitude reduction in proppant
conductivity when the loading stress was increased from 1000 to 10000 psi (6.895 to 68.95
MPa) (Cooke, 1973). A conductivity cell was developed to measure permeability of bulk
proppants for different combinations of stress, temperature, fluids (oil, brine, and gas) and a
variety of sizes and types of proppants. A load was applied to the piston of the stainless steel
cell that contained the proppants, and permeability was determined by flow experiments.
The author measured a reduction in permeability up to two orders of magnitude for sand
proppants as the pressure was increased from 1000 to 10000 psi (6.895 to 68.95 MPa) at 150
◦

F (65.6 ◦ C). Much and Penny (1987) used a similar setup to test the conductivity of sand

and intermediate strength ceramic proppants (ISP) but used both steel pistons and sandstone
cores as column walls. They found that as the loading stress increased, there was a large
decrease (> 50%) in Jordan sand conductivity, whereas ceramic proppants decreased ∼30%.
In addition, ceramic proppants presented at least 50% higher conductivity than Jordan sand.
Much and Penny (1987) attributed the differences to the observation that sand crushes at
lower loading stresses than ceramic proppants. They concluded that “ceramic ISP proppants
can provide conductivities over 1000% greater than sand proppants at equal concentrations
and conditions.” Fredd et al. (2001) observed similar behavior in a conductivity cell when
they tested Jordan sand and bauxite proppants between two sandstones cores from the
Texas Cotton Valley formation. Jordan sand started to crush after a loading stress of 2000
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psi (13.79 MPa) whereas sintered bauxite did not crush below 5000 psi (34.47 MPa). Preexperiment sieve analysis revealed that both proppants had less than 5% of the particles
smaller than 300 µm. Post-experiment sieve analysis, however, showed that 65% of the
Jordan sand particles were lower than 300 µm while bauxite had only 35%. The bauxite
conductivity decreased from 2000 mD·ft to 10 mD·ft (6.48×10−6 m2 ·m to 3.24×10−8 m2 ·m)
and Jordan sand from 400 mD·ft to 0.35 mD·ft (1.30×10−6 m2 ·m to 1.13×10−9 m2 ·m), when
the stress increased from 1000 to 7000 psi (6.895 to 48.26 MPa). Dusterhoft et al. (2004)
used a conductivity cell in which the proppant pack was sandwiched between two Ohio
sandstones. They tested bauxite, ISP, and economical lightweight proppants (ELW). All
of the proppant systems exhibited a trend of decreasing conductivity as the loading stress
increased from 2000 to 12000 psi (13.79 to 82.74 MPa) (bauxite: 7050 to 2016 mD·ft or
2.283×10−5 to 6.528×10−6 m2 ·m; ISP: 7874 to 946 mD·ft or 2.250×10−5 to 3.063×10−6
m2 ·m; ELW: 6779 to 393 mD·ft or 2.195×10−5 to 1.273×10−6 m2 ·m). However, each type
of proppant had a different range in which the proppants crushed (bauxite: 8000-10000 psi
(55.16-68.95 MPa); ISP: 6000-8000 psi (41.37-55.16 MPa); ELW: 4000-6000 psi (27.58-41.37
MPa)), showing that the material strength is an important factor affecting conductivity.
This behavior was especially evident for coated proppants (coating was added to increase
conductivity) because they had higher initial porosity but also exhibited crushing at higher
stresses because of higher point-load stresses. The uncoated proppants, on the other hand,
crushed less, which the authors attribute to the lower porosity. They also observed intrusion
of formation fines due to significant failure at the interface. Ye et al. (2012) developed a
dynamic compression device and investigated permeability changes for 20-40 high-strength
ceramic proppant. Similar to other results, they measured a decrease in permeability from
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680 D at 120 psi (6.71×10-10 m2 at 827 kPa) to 420 D at 7100 psi (4.15×10-10 m2 at 48.95
MPa), showing the high-strength ceramic proppants are not as susceptible to crushing as
other materials. It is clear that the proppant material is an important factor in conductivity
and that its failure point needs to be taken into account when comparing conductivity
reductions.
Another important factor highlighted by these experiments is the type of column wall
used for the flow experiments. Steel pistons are commonly used (Cooke, 1973; Ye et al.,
2012). However, this arrangement has a number of distinct differences from a real system,
including the inability of the proppant to embed into the wall and the smoothness of the
container wall (which influences local packing structure). Experiments reported by Much and
Penny (1987) showed different conductivities for steel pistons and sandstone cores. At lower
loading stresses (< 2000 psi or 13.79 MP), when there is neither crushing nor embedding,
conductivities are higher with steel pistons (except for Jordan sand at 225 ◦ F or 107 ◦ C),
which the authors attribute to wall effects introduced by the pistons. In addition, they found
that embedding becomes an important factor for loading stresses of 8000 psi (55.16 MPa) or
higher for sandstone cores, a situation that is clearly not seen for steel pistons.
X-ray computed tomography (XCT), a technique that allows for the nondestructive
imaging of the internal features of the system, is a valuable tool to visualize grains and pore
space in 3D. Cheremisin et al. (2011) modified the standard conductivity cell to accommodate
a large-scale XCT scanner and compared the performance of rod-shaped proppants with
average diameter equal to 12-18 sieve of spherical proppants against 12-18 sieve ISP at
different loading stresses. Experimental results showed a decrease in conductivity for both
proppants from 2000 to 6000 psi (13.79 to 41.37 MPa): 7250 to 3250 mD·ft (2.348×10−5 to
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1.052×10−5 m2 ·m) for rod shaped and 2750 to 2000 mD·ft (8.904×10−6 to 6.476×10−6 m2 ·m)
for spherical. X-ray images at 100-µm voxel resolution were obtained for both proppants at
4000 psi (27.58 MPa). Cheremisin et al. (2011) then used pore network modeling to show
differences between the pore structures of the two types of proppants and to simulate flow
in the porous media. Finite element method was also used to simulate and visualize flow in
the porous media. However, permeability or conductivity values were not reported.
Few groups have studied the effect of axial/vertical stress in conjunction with XCT.
Raynaud et al. (2008) used XCT, scanning electronic microscopy (SEM), quantitative image
analysis of thin sections, and mercury porosimetry to analyze Plaisancian marl and classify
the different strain regimes (brittle-ductile transition, axial stress up to 1MPa or154 psi).
Bésuelle et al. (2010) obtained XCT images (14 µm resolution) of a Callovo-Oxfordian
argillite sample under axial load up to 10 MPa (1450 psi) to define localized deformation
classifications from brittle (at 1 MPa) to ductile (at 10 MPa).
Petunin et al. (2011) studied the relationship between stress and permeability using a
CMS-300 permeameter. Four types of rock were used and exposed to loadings from 5-35 MPa
(725-5000 psi). One carbonate sample (1.5 mm in diameter, 3.0 mm in length) was imaged
using XCT at 2.8-µm voxel resolution in order to check experimental results. However, XCT
was only used for initial validation (no loading) and XCT images after loading were not
obtained.
Compared to experimental studies, relatively few numerical studies of proppant/fracture
systems have been reported. Zhao et al. (2008) developed a two-fluid model to simulate
the particle migration process in the fracture with various proppant concentrations and
flow velocities. Koyama et al. (2008) performed fluid and particle flow simulations in the
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2D geometry of a single rock fracture using measured topographical data of the fracture
surface obtained from laser scanning profilometer. In the work of Khanna et al. (2012),
a fracture filled with a monolayer of proppant particles was modeled as an array of rigid
spheres squeezed between two semi-infinite elastic bodies to evaluate the opening length
of the fracture according to Hertz contact theory. Computational fluid dynamics (CFD)
simulations were used to obtain conductivity at different loading stresses.
In this work, our approach is to use image-based pore-scale modeling, an increasingly
popular method to predict flow and transport properties in porous media. The approach can
help provide a fundamental understanding of transport in porous media and the topologic and
geometric factors that affect it. Two main approaches for image-based pore-scale modeling
have evolved since the use of XCT became widespread. One is network modeling, which
discretizes the pore space into pores and throats and imposes mass conservation in this
system (Bhattad et al., 2011; Lindquist et al., 1996; Oren and Bakke, 2003; Thompson
et al., 2008). The second approach uses direct approximation of the equations of motion
applied to the digitized image of the pore space. The Lattice Boltzmann method (LBM) is
the most widely used of the latter approaches (Auzerais et al., 1996; Bosl et al., 1998; Jin
et al., 2004; Schure et al., 2004). The alternatives to LBM are one of the more traditional
computational fluid dynamics modeling methods such as finite element method (FEM) or
finite volume method (FVM). Both structured grids (Arns et al., 2002; Zhan et al., 2010)
and unstructured meshes (Lane, 2011) have been used with CFD techniques for pore-scale
modeling.
In this paper we report on nondestructive imaging of dry fracture/proppant systems
under different loading stresses, followed by direct numerical simulation of flow in the
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digitized pore space to determine proppant permeability and fracture conductivity. Two
rock/fracture/proppant systems were imaged using a high-pressure synchrotron-based XCT
apparatus. The first system consisted of a bulk packing of 20-40 CarboHSP R high-strength
sintered bauxite proppants placed between two Berea sandstone cores; the second was a
monolayer of 30-60 CarboHSP R high-strength sintered bauxite proppants loaded between
two shale cores. Both systems were imaged approximately at loads of 0, 4, 8, 12 kpsi (0, 28,
55, 83 MPa) and the Berea system was also imaged at 20 kpsi (138 MPa). The image datasets
were segmented (void/solid) and packing parameters and pore structure were quantified.
Two different image-based simulation techniques were used to compute permeability: finite
element method approximation of the Stokes equation using unstructured meshes and the
Lattice Boltzmann method operating directly on the voxel grid. For the proppant monolayer
between shales, fracture conductivity was also calculated based on the average fracture width
as determined from the images. From these results, we are able to better interpret the causes
of permeability loss due to mechanical loading than has been possible from past experiments.
3.5

Materials and Methods

3.5.1

Experimental Setup

Two different rocks were used for this study: Berea sandstone and Pierre shale. Two
Berea sandstone cores, 6.1 mm in diameter and 2 mm in height, were extracted from a 1 in
(2.54 cm) core using a diamond-tipped hollow drill bit. The same approach was used for the
Pierre shale, except that we were unable to extract single 6mm-long cores; hence, four cores
were cut and stacked in pairs. The proppants, from CARBO Ceramics, were CarboHSP R
high-strength sintered bauxite proppants. The proppants used in the Berea test were 20-40
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(sieve) with a median particle diameter of 697 µm, and the proppants in the shale test were
30-60 (sieve) with a mean particle diameter of 430 µm.
The sample holder consists of an outer cylindrical plastic sleeve that is transparent to
x-rays and strong enough to support the stresses with little deformation (< 2% for the Berea
system and < 1% for the Shale system) (Figure 3.1). For the Berea system (Figure 3.1, a.),
only one sleeve (inner diameter: 6 mm, outer diameter: 10 mm) was used. Steel anvils, used
to apply the load to the rock-proppant-rock sample, were 6 mm in diameter and 2 mm in
height. For the shale system (Figure 3.1, b.), two sleeves were used (inner diameters: 6, 10
mm; outer diameter: 10, 20 mm, respectively) to allow more stability for the stepped anvils.
The rocks and proppants were packed by first placing a layer of rock on the lower anvil, then
placing proppants while using a microscope to ensure they remained in a monolayer, and
finally inserting another layer of rock on top.

Figure 3.1: Schematic of experimental setup for a.) Berea and b.) Shale.
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3.5.2

Data Acquisition

Once assembled, the samples were placed in the Advanced Photon Source GSECARS
high pressure tomography module (Wang et al., 2005) in the 13-BMD hutch. The imaging
at all loadings was performed using a total of 720 projection images as the specimen was
rotated from 0◦ to 180◦ by 0.25◦ increments exposed to monochromatic x-ray beam at 37.00
and 35.00 keV (Berea and shale, respectively) while the incident x-ray flux was stabilized to
within a few percent by monitoring the incident beam intensity using an ion chamber. The
Berea sample was imaged in two overlapping volumes covering most of the Berea cores and
all of the proppants. The entire shale sample (top steel anvil down through bottom steel
anvil) was imaged in 3 overlapping regions. Imaging details are summarized in Table 3.1.
After the entire sample was imaged at zero stress, a load was applied, and once stabilized at
Table 3.1: Imaging details.
Imaging Details

Berea

Shale

Voxel Dimensions (µm)
Energy (keV)
Exposure (s)
Rotations
Subvolumes scanned per load

11.8
37.00
0.3
720
2

12.0
35.00
0.2
720
3

the desired stress level, the sample was imaged again using the same procedure. The Berea
system was imaged at 0, 0.09, 0.18, 0.27, 0.45 tons (1 ton = 2000 lbs), corresponding to
loading stresses 0, 4.0, 7.9, 11.9, and 19.9 kpsi (0, 28, 54, 82, and 138 MPa) respectively.
The shale was imaged at 0, 0.09, 0.18, and 0.26 tons, corresponding to loading stresses 0,
4.1, 8.2, and 11.9 kpsi (0, 28, 57, and 82 MPa). The loading stresses were calculated by
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dividing the load applied at each step by the corresponding sample (Berea or shale) crosssectional area. Henceforth, the loading stresses are denominated 0, 2, 4, 8, 12, and 20 kpsi
for simplicity.
3.5.3

Image Processing

Image reconstruction, the process of converting 2D projection images into a 3D volumetric
file, was performed using a filtered back-projection algorithm developed by GSECARS
(Rivers, http://cars9.uchicago.edu/software/idl/tomography.html). Each voxel in the 3D
volumetric data file (695×695×520 voxels) contains a linear attenuation value that depends
on the composition of the phases within the voxel and the x-ray energy. The voxel sizes
of the reconstructed images were 11.8 µm for the Berea system and 12.0 µm for the shale
system.
The resulting 3D datasets were first converted to 8 bit data and then smoothed by an
anisotropic diffusion (AD) filter Bhattad (2010). They were segmented using an indicator
kriging (IK) algorithm based on the technique first developed by Oh and Lindquist (1999)
and then modified as described in Bhattad et al. (2010). Each segmentation trial was
evaluated both quantitatively (e.g., porosity) and qualitatively (i.e., comparison of segmented
image to the original grayscale) to select the final segmented image to be used for further
analysis. Finally, “islands-and-holes” removal was performed to remove physical voids from
the proppant particles (for computational reasons) and to clean up additional speckled noise.
The image-processing steps are illustrated for the Berea system at 0-kpsi loading in Figure
3.2.
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Figure 3.2: Image processing steps for the Berea-proppant system. Top to bottom: xy slice
in the Berea; xy slice in the proppant-filled region; and xz slice showing the proppant-filled
region with Berea above and below. Left to right: original 16-bit grayscale; after anisotropic
diffusion; and after solid/void segmentation.
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3.5.4
3.5.4.1

Image Analysis
Porosity and Surface Area

For a given volume of interest, porosity is the ratio of void voxels to total voxels and
specific surface area is the ratio of solid surface area to total volume. The solid surface area
is calculated using the algorithm described by (Thompson, 2007). For the Berea-proppant
sample, two porosities are defined for the proppants. Bulk porosity is computed from a cubic
cutout from the interior of the packing, 3.54 mm (300 voxels) on a side. Total porosity is the
porosity of the cylindrical sample, 6 mm in diameter and 3.54 mm in height, excluding the
Berea cores; hence it includes wall effects caused by the cylindrical container. See Figure 3.3
for a 3D representation of both cutouts.

Figure 3.3: Berea-proppant system: 3003 voxels cubic cutout (colored) used for permeability
computation, bulk porosity, and bulk permeability. (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this article.)
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For the shale-proppant sample, a 4.80×3.60 mm (400×300 voxels) rectangle inscribed
by the cylinder was selected in the xy-cross section. A vertical section 0.84 mm (70 voxels)
high was extracted, which included portions of the top and bottom shale. Figure 3.13 shows
the shale-proppant computational domain. The porosity of this selected single fracture was
calculated and defined as the fracture porosity. It is important to note that porosity value
for the shale sample is an arbitrary number because it depends on the cutout selected and
the volume of shale that is included in the cutout. However, a true fracture porosity was
difficult to obtain accurately because of the non-uniform geometry of the shale face relative
to the Cartesian image grid, and this approach provides a consistent and quantitative way
to present porosity differences from one load to another.
3.5.4.2

Embedding

The amount of proppant embedding was estimated by visual inspection followed by direct
measurement of embedded length using the gray-scale images. More embedding was observed
near the container walls because the rock cores are not cut at a perfect 90◦ angle, which
creates some weakness and/or space for the proppants to move into as stress is applied.
Therefore, when measuring embedment in the Berea sample, a 300×300 xy-centered cutout
with axial length remaining from top to bottom of the Berea was used. For the shale sample,
the entire xy-cross section was observed, but proppants on the boundary were not included
in this estimation.
3.5.5

Grain Analysis

Grain analysis of the 3003 -voxel bulk proppant pack was performed using the methods
described in Thompson et al. (2006). This algorithm finds the maximal inscribed sphere for
each grain by using a combination of erosion and nonlinear optimization. The grain centers
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are located and adjacent voxels belonging to that grain are collected by using a type of
watershed algorithm. With this method, each grain is identified and labeled, which allows
characterization of the grains to be performed by computing grain surface area, number of
grain-to-grain contacts, contact areas, grain volume, grain position, grain orientation, and
grain aspect ratio. The grain effective diameter was calculated as the average of the major
and minor diameters; in other words, the average of the inscribed diameter and the particle
length (Thompson et al., 2006; Willson et al., 2012). Only grains that were fully contained in
the cutout were included in the analysis to ensure that the grain-characterization parameters
are representative.
3.5.6
3.5.6.1

Simulation
Numerical Techniques: Finite Element Method

The finite element method was used to simulate fluid flow in the pore space. Unstructured
meshes of the void space were created by importing segmented XCT images into the
commercial software package AVIZO. While FEM simulations can be performed directly
on the uniform grid structures from XCT images by using voxels as elements, unstructured
meshes allow the mesh resolution to be decoupled from the number of voxels in the image
dataset and also allow local mesh refinement to be performed. Therefore, mesh resolution
can be tailored to the numerical problems independently of the original image resolution,
while still preserving the image structure. In this work, approximately 0.15 elements per
voxel were generated for the bulk proppant packing at each loading stress. This value was
determined based on numerical convergence as the mesh was continually refined. Figure 3.14
shows the bulk proppant mesh refinement used at 0 psi for a smaller section of the domain
(∼1.2 mm or 100 voxels).
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An in-house FEM algorithm (Lane, 2011) was used to determine permeability. In this
algorithm, the Stokes equation is solved using P2P1 or Taylor-Hood tetrahedral elements
(which employ quadratic approximations for velocity and linear shape functions for pressure).
The boundary conditions at the inlet and outlet surfaces of the domain were assigned normal
tractions equal to the desired applied pressure. No-slip boundary conditions were applied at
the interior solid-void interfaces as well as the four sides of the simulation domain (not inlet
or outlet). More details can be found in Lane (2011).
3.5.6.2

Numerical Techniques: Lattice Boltzmann Method

The Lattice Boltzmann method is a simplification of the Boltzmann equation that solves
for particle distribution functions in a discrete phase space. For more details on the LBM
equation and solution method, refer to Supplementary Information, Section 3.9.3.
LBM simulations in this study are done using the Parallel Lattice Boltzmann Solver
(PALABOS, 2012) on Louisiana Optical Network Initiative (LONI) resources. The bounceback boundary scheme is one of the no-flow boundary conditions commonly implemented in
LBM simulations. The no-flow boundary is assumed to be at a halfway distance between
the fluid and solid nodes for simple geometries. For more complex geometries this scheme
puts the no-flow boundary somewhere between the fluid and solid nodes. The exact position
of the no-flow boundary varies with the relaxation time used and the geometry (numerical
resolution) of the numerical domain. The body force approach is used to replicate a pressure
gradient at the inlet and outlet. More details can be found in Takbiri Borujeni (2013);
Takbiri Borujeni et al. (2013); Chukwudozie (2011).
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Ideally, the porous media domain used for simulations should be periodic representative
elementary volumes (REVs) or unit cells. The domains used here for the LBM simulations
were changed to periodic by adding ten layers of void voxels to each side. A body force
approach, which is an alternative to specifying pressure values at the inlet and outlet of the
domain, was used. Periodic boundary conditions were applied on all the external faces. A
body force was not applied on these added layers.
Applying high-pressure gradients (large body forces) in LBM simulations may cause
continuity errors that can grow at each time-step and break down the simulation. In order
to increase numerical resolution and avoid errors, the original domain (3003 voxels) was subdivided on each side of the voxels by 2, i.e., increasing the total number of the voxels by a
factor of 8.
3.5.6.3

Permeability Computations (Total, Bulk and Monolayer)

Permeability is a continuum-scale porous-media property that quantifies how easily a fluid
can flow through the pore space. Permeability is generally related to porosity, tortuosity and
the characteristic length in the pore space (the latter is often defined as hydraulic radius in
unconsolidated packings). It is defined by Darcy’s law, which describes the linear relationship
between superficial (Darcy) velocity and pressure gradient:

ν=

k
∇P
µ

(3.1)

where k is the permeability and µ is the dynamic viscosity of the fluid. To determine
permeability from the FEM or LBM flow simulations, we calculated the inlet/outlet flow
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rate Q =

RR

v · dA and then computed the superficial velocity Q/A based on the known inlet

area.
Compared to permeability, conductivity is more widely used to describe transport in
fractures. The conductivity of a fracture is calculated as

C = kw

(3.2)

where k is the permeability of the fracture and W is the opening width of the fracture.
We denote the permeability obtained from the 3003 -voxel interior section of the proppant
pack as the bulk permeability and the permeability obtained from multilayer proppants
confined by cylindrical walls as the total permeability.

For the shale fracture sample,

both permeability and conductivity were calculated and defined as the fracture permeability
and conductivity respectively.

The cross sectional area of the fracture is the xz-plane

perpendicular to the flow direction (y).

The opening width is not uniform along the

cross-sectional area. Therefore it was approximated as the average opening width and was
estimated by visual inspection of the segmented image at each loading stress. The width
was measured manually three times at each cross section for 40 different xz-cross sections.
The average of these 120 measurements was used as the fracture width for a given loading
stress in both cross-sectional area and conductivity calculations.
3.5.6.4

Tortuosity

Tortuosity value quantifies the flow pattern of the fluid in the pore space of proppant
packing. It can be defined as the ratio of the length of actual path of fluid to the shortest
path length in the direction of the mean flow. Koponen et al. (1996) proposed that the
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tortuosity can be calculated based on velocity values on grid points:

P

umag(i,j,k)
τ = P i,j,k
i,j,k |uz (i, j, k)|

(3.3)

where umag is the magnitude of velocity, uz is the z direction (flow direction) velocity and
(i, j, k) is the location of lattice used to perform the computation.
3.6

Results and Discussion
XCT images of both the Berea and shale systems were analyzed to quantify the effects

of loading stress on the proppant structure. For the Berea system, a detailed grain analysis
on the proppant characteristics was performed (Section 3.1.2). The bulk permeability in
the Berea system was predicted and the structural changes including particle rearrangement
and breakage caused by stress on the predicted permeability were characterized. The wall
effects were quantified by comparing the porosity and permeability values in the interior
versus the complete packings. Permeability and conductivity values for the shale fracture
with a monolayer of proppants were calculated to quantify the effect of proppant embedment
and/or rearrangement on transport properties for this system.
For the Berea system, the design consisted of bulk proppants instead of a monolayer –
which would be a more realistic configuration – because the characteristics and behavior of
bulk proppants under high loading stress needed to be determined for direct comparison to
previous studies of bulk proppants. In addition, embedment at the rock-proppant interface
was captured and analyzed. For the second system, a proppant monolayer was placed
between shale cores. In a complementary study (Sanematsu et al., 2013), we studied the
effect of embedding and crushing of the rock matrix interface on the flow.
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In this work, we were mostly interested in the effect of loading stress on the flow through
the proppants rather than the effect of fracture geometry and proppant distribution. For
this reason, as well as ease of imaging, the fracture was created by stacking small rock cores
instead of artificially or hydraulically fracturing the rocks.
3.6.1
3.6.1.1

Berea-proppant System
General Observations

As loading stress increased, proppants rearranged, embedded into the rock and eventually
crushed at the highest stresses (Figure 3.4). The rearrangement of proppant particles caused
changes in the pore space, which in turn modified flow pathways and increased the number
of grain-grain contacts and the tortuosity. As Figure 3.4 shows, crushing occurred at 12
and 20 kpsi (83 to 138 MPa), thus increasing the number of particles, creating more surface
area, and reducing porosity. Embedment of proppants into the rock was relevant because it
reduced the impact of near-wall packing structures that occur in rigid-wall systems. This
embedment was first observed at 8 kpsi (55 MPa) (to an extent approximately 5% of d 50 ),
similar to the trend found by Much and Penny (1987). At 20 kpsi (138 MPa), we observed
single-particle embedment up to approximately 35% of the d50 . Overall movement of the
Berea faces due to the applied stress was smaller: approximately 5-10% of d50 .
3.6.1.2

Detailed Grain Analysis on 3003 Cutout

A detailed analysis on a 3003 cutout (the same cutout used for flow simulations) was
performed to quantify factors that could affect flow. Fractions of grains located at the faces
and edges of the cutout were not used when computing average parameters on a per-grain
basis (see Section 2.5 for details).
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Figure 3.4: Horizontal (top row) and vertical (bottom row) cross-sections at each loading
stress. Blue squares indicates FEM and LBM computational domains. Triangles and stars
“follow” two different proppants at each loading stress. (For interpretation of the references
to color in this figure legend, the reader is referred to the web version of this article.)
For the first 3 loadings (0, 4, 8 kpsi or 0, 28, 55 MPa respectively), similar values were
found for porosity, tortuosity, permeability and the number of grains, as well as for average
grain characteristics such as specific surface area, effective diameter, aspect ratio, number
of grain-to-grain contacts (Table 3.2). As seen in the XCT images, these results support
the finding that proppants did not crush from 0 to 8 kpsi (0 to 55 MPa), which agrees
with Fredd et al. (2001), who found that a similar proppant did not crush up to 5 kpsi (34
MPa). At 12 kpsi (83 MPa), few grains were crushed (which agrees with Dusterhoft et al.
(2004) who found that the crushing range for sintered bauxite was from 8 to 10 kpsi or 55
to 69 MPa). We also detected small changes in packing characteristics; i.e., the number of
grains, number of grain-grain contacts, and aspect ratio, all increased (the latter indicating a
departure away from spherical shape). The average grain volume, surface area and effective
grain diameter decreased, supporting the visual observation that proppants were crushed.
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Changes were more apparent at 20 kpsi (138 MPa), where significant changes occurred in
all of these characteristics, especially the number of grains, average grain effective diameter,
average number of grain to grain contacts and average aspect ratio.
Table 3.2: Detailed grain analysis (d50 = 697µm; *not performed in the 3003 cutout. An
xy-centered cutout including the Berea-proppant interfaces was used).
Loading (kpsi)
(MPa)

0
0

2
28

8
55

12
83

20
138

Porosity
32.92 31.69 32.75 32.14 28.46
Number of Grains
65
66
68
82
251
Inscribed Radius (µm)
319
313
304
251
131
−3
Specific Surface Area (×10 1/µm)
5.37 5.29 5.47 5.30 6.44
Effective Diameter (µm)
743
741
730
638
393
Aspect Ratio
1.34 1.36 1.47 1.83 2.70
Number of Grain-Grain Contacts
7.52 7.83 7.96 8.77 11.61
Tortuosity
1.27 1.27 1.26 1.28 1.36
Permeability (Darcy)
230.4 205.4 235.7 197.1 79.7
Single-Particle Embedment* (×10µm) 4.7
5.9
15
32
50
3.6.1.3

Bulk Permeability

Figure 3.5 shows predicted bulk permeability values using both FEM and LBM at all
loading stresses. From 0 to 8 kpsi (0 to 55 MPa), bulk permeability remained essentially
constant at approximately 225 Darcy. A small decline (12%) occurred at 12 kpsi (83 MPa),
when crushing began to occur. From 12 to 20 kpsi (83 to 138 MPa), the permeability was
reduced by around 60% which is due to substantial crushing of particles. Crushing was clearly
the dominant factor causing permeability reduction, which is consistent with conclusions of
Fredd et al. (2001) based on conductivity measurements and sieve analysis of the pre- and
post-loaded proppants.
From 0 to 8 kpsi (55 MPa), structural parameters such as porosity, average grain surface
area and inscribed radius, remained relatively constant, as did the tortuosity, all of which
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Figure 3.5: Berea-proppant system comparison of image porosity and bulk permeability
predicted from FEM, LBM, CARBO Ceramics (proppant manufacturer) experimental
results, Carman-Kozeny equation (3.4), Carman-Kozeny with tortuosity equation (3.5) at
each loading stress.
caused permeability to remain essentially constant at these lower stresses. At 12 kpsi (83
MPa), however, proppant crushing began to alter the pore space, increasing tortuosity and
thus reducing permeability. At 20 kpsi (138 MPa), the major structural changes led to
increased tortuosity by approximately 6% and decreased permeability by 60% (Figure 3.5
and Table 3.2).
In Figure 3.5, bulk permeability values obtained from simulations are compared with
Modified API RP-61 (ISO 13503-3) experimental results published by CARBO Ceramics,
the manufacturers of the 20-40 proppant used in the Berea-proppant imaging experiments
(Palisch et al., 2007). The experimental permeability results show a very smooth declining
trend as loading stress was increased from 0 to 14 kpsi (0 to 97 MPa), in contrast to the
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image-based flow simulations which show a more sudden onset of permeability loss at the
point where major structural changes occurred.
Additional insight is gained by computing the expected permeability using the CarmanKozeny equation, an empirical equation widely used to predict the permeability of random
sphere packs. Here it is expressed in two different forms (Bear, 1988). The first is

d2p φ3
k=
180(1 − φ)2

(3.4)

where dp = 697 µm is the median particle diameter reported by the manufacturer and φ is
the porosity (from Table 3.2).
The second form incorporates tortuosity (Wyllie and Spanger, 1952):

k=

2
φ
RH
k0 τ 2

(3.5)

where RH is the hydraulic radius, the ratio of void volume and surface area, k0 is the shape
factor of 2.5 and τ is the tortuosity (from Table 3.2).
Figure 3.5 shows that as loading stress increased from 0 to 12 kpsi (0 to 83 MPa), the
discrepancy of permeability predicted from pore-scale simulations (FEM and LBM) and
equation (3.4) was only ±8%. At 20 kpsi (138 MPa), equation (3.4) and equation (3.5)
predicted permeability values 37% and 25%, respectively, higher than FEM simulations.
The larger discrepancy of equation (3.4) – an equation used specifically for sphere packs –
is likely because the significant crushing caused the proppant pack to no longer resemble a
uniform sphere packing.
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Velocity fields in the pore space provide a definitive link between the explanations offered
above for permeability loss and the pore-scale physics that ultimately govern fluid flow.
Figure 3.6 shows, for each loading stress, the normalized magnitude of velocity in cross
sections from the middle of the domains obtained from 3D FEM simulation. At lower
loadings, there were wide-open pore spaces where particles were not packed tightly and
contain high velocities. As loading increased, pore spaces became more compact, resulting
in lower and more uniform velocities in the pore space.
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Figure 3.6: Berea-proppant system cross sections showing normalized magnitude velocity
field at each loading stress.
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3.6.1.4

Wall Effects

In order to investigate wall effects (which are expected to be relevant in a fracture
geometry), the total porosity and total permeability were compared with bulk porosity and
bulk permeability (where bulk refers to the internal cutout whereas total includes the full
cross section including the area in contact with the container walls). It is important to note
that the cylindrical plastic used as column walls did not deform considerably and proppants
did not embed into the column walls. Thus, changes in porosity and permeability are not
tied to wall deformation.
Figure 3.7 shows that both porosity and permeability follow the same declining trend as
loading stress increases. The average total porosity (for all loadings) is around 6% higher
than the average bulk porosity. The wall of the cylindrical container forces a more structured
arrangement of proppants near the wall with sphere centers located a minimum of one
radius away from the wall, which in turn corresponds to a larger local void fraction (Cohen,
1981; Sodré and Parise, 1998). From 0 to 12 kpsi (0 to 83 MPa), the total permeability is
approximately 31% higher than the bulk permeability, however, at 20 kpsi (138 MPa), the
total permeability is 58% higher than the bulk permeability. This result shows that wall
effects became especially important at 20 kpsi (138 MPa) when proppants were crushed and
the internal pore space became more tortuous and tightly packed. It also means that flow
channels close to the wall remained important contributors to the total flow at all loadings,
and suggests that the internal structure was more affected by crushing and/or rearrangement
than the near-wall region.

72

0.39
Bulk Permeability
Total Permeability
Bulk Porosity
Total Porosity

Permeability (Darcy)

350

0.37

300

0.35

250

0.33

200

0.31

150

0.29

100

0.27

50

0.25

0

Porosity

400

0.23
0

4

8
12
Loading Stress (kpsi)

16

20

Figure 3.7: Comparison of bulk and total porosities and bulk and total permeabilities at
each loading stress for the Berea-proppant system.
3.6.2
3.6.2.1

Shale-proppant Monolayer System
Observations: Embedment, Fracture Width, Porosity and Surface Area

Visual inspection shows that the rock walls changed little from 0 to 4 kpsi (0 to 28 MPa).
However, from 4 to 12 kpsi (28 to 83 MPa), there was considerable embedment of proppants
reaching, at the highest loading, single-particle embedment up to approximately 40% of d 50
(see Table 3.3 for details). From the XCT images (Figure 3.8), one can see that pathways
between proppants and the wall narrowed or closed after the other proppants embedded.
Another important consequence of embedding for a monolayer system is the reduction of the
fracture width, which decreases the fracture conductivity.
Table 3.3: Structural changes in the shale fracture system (d50 = 430µm).
Loading (kpsi)
(MPa)

0
0

Porosity
0.2
Specific Surface Area (×10−3 1/µm)
5.05
Fracture Width (×10µm)
46
Single-Particle Embedment (×10µm) 34
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Figure 3.8: xz slice through the Shale-proppant system at 0 kpsi (left) and at 12 kpsi (right).
Fracture porosity decreased as the loading stress increased (Figure 3.9), which was a
consequence mainly of the narrowing of the fracture width (allowed by particle embedment).
Specific surface area of the fracture (i.e. the specific surface area of the proppants plus the
shale wall) decreased significantly as the stress increased from 0 to 8 kpsi (55 MPa) (Figure
3.9), which could be attributed to the embedment of proppants into the shale. Although there
was further embedment from 8 to 12 kpsi (55 to 83 MPa), specific surface area increased,
reaching a value even higher than at 0 kpsi. The XCT images in Figure 3.8 indicate that
some additional fissures in the shale became connected to the proppant-filled fracture at 12
kpsi (83 MPa), contributing to the large increase in total surface area. However, for the FEM
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Figure 3.9: Porosity and surface area of the shale fracture as a function of the loading stress.
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simulation, these additional fissures were removed from the images such that permeability
and conductivity values would be comparable to other loadings.
3.6.2.2

Permeability and Conductivity

Conductivity is more relevant to well production than bulk proppant permeability
because it takes into account both the width of the fracture and the material permeability
between the fracture walls. In the shale system (Figure 3.10), permeability decreased by
approximately 25% and another 15% when loading stress increased from 4 to 8 kpsi (28 to
55 MPa) and from 8 to 12 kpsi (55 to 83 MPa), respectively. The corresponding changes
in conductivity were 40% and 25%, respectively. It can be seen from velocity fields (Figure
3.11) and the XCT images (Figure 3.8) that permeability reduction is mainly caused by
two factors: particle rearrangement (which in turn causes a narrowing of the larger pores
and pore throats) and embedment (which causes closure of flow channels at some locations).
Conductivity is reduced by these two factors, but also decreases due to the narrowing of the
overall fracture width (Table 3.3).
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Figure 3.10: Conductivity and permeability of the shale fracture as a function of the loading
stress.
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Figure 3.11: Shale-proppant system cross sections showing normalized magnitude velocity
field at each loading stress.
3.6.3

Permeability Comparison: Berea Versus Shale Results

In Figure 3.12, bulk permeability values are presented for both the 20-40 proppant used
in the Berea experiment and the 30-60 proppants used in the shale experiment. Results show
lower permeability for the 30-60 proppant, as expected because of its smaller size. The 20-40
Berea results exhibit stress-independent permeability up to larger loadings, which is likely
caused by the use of Berea versus shale at the walls and also the bulk versus monolayer
packing geometry. All permeability results from our work are less dependent on applied
stress than what is reported by earlier experimental work from the manufacturer (Palisch et
al., 2007), until reaching stresses at which proppant particles start to crush.
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Figure 3.12: Comparison of permeability predicted from FEM simulations and experimental
results from vendor of both bulk proppants and monolayer of proppants at each loading
stress.
3.7

Summary and Conclusions
We have presented results from XCT imaging and image-based modeling that allow

quantitative analysis of the impacts of loading on the proppant packing structure, pore
space morphology, and flow properties.
For the bulk proppant contained between Berea sandstone faces, the XCT images
captured structural changes (e.g. arrangement, embedding) for different loading stresses
and failure of proppants at the highest loading stresses. These results are consistent with
other studies that indirectly measured these changes. Flow simulations showed that the
reduction of high velocity was due to elimination of the largest flow channels, which in turn
led to a more uniform velocity field.
For the monolayer proppant placed between shale samples, proppant embedment was
much more pronounced at high loading stress. This caused a reduction of the fracture width
and a corresponding loss of fracture conductivity. As loading stress increased, narrowing of
the main flow channels led to a more uniform velocity field.
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The two image-based simulation approaches used here, FEM and LBM, predicted very
similar permeabilities within the applied loading stresses. Finally, it is noteworthy that the
permeability was essentially independent of loading at the lower stresses (below 12 kpsi or 83
MPa). This result differs from the manufacturer’s data, which shows a correlation between
loading and permeability over the entire range.
The images used in this study can be further used to simulate flow from the matrix into the
fracture to understand skin effects, compaction of matrix pores, and effects of heterogeneity
in the proppant pack. In addition to the environment studied in this paper, it would be
valuable to understand how various fluids (e.g. oil, brine) affect the proppant arrangement
and permeability reduction under increasing loading stress.
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3.9
3.9.1

Supplementary Material
Shale-Proppant Computational Domain

Figure 3.13: Computational domain of shale-proppant system: proppant monolayer between
two shale cores.
3.9.2

Berea-Proppant Mesh

Figure 3.14: Unstructured tetrahedral mesh generated from bulk proppant segmented 3D
image at 0 psi. Note: only a small section of the domain (∼1.2mm or 100 voxels) is shown
here. Approximately 0.15 elements per voxel were generated at each loading stress. The
commercial software Avizo was used to create unstructured mesh.
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3.9.3

Lattice Boltzmann Method

The LBM equation with streaming and single velocity relaxation operator (LBGK)
collision is
fα (x + eα ∆t, t + ∆t) = fα (x, t) −

fα (x, t) − fαeq (x, t)
τ

(3.6)

where eα are directions of particle and equilibrium distribution functions, fαeq , is
eα · u (eα · u)2
u2
eq
fα (x, t) = wα ρ(x, t) 1 + 2 +
−
cs
2c4s
2c2s
"

#

(3.7)

√
where wα are weight factors specific to different directions, cs = 1/ 3 is the sound speed in
the fluid, u is the velocity of the fluid, and ρ is the density of the fluid.
In LBM, positions of particles are limited to nodes of a lattice with equal spacing. In
this work, the D3Q19 model is used. Velocity directions of a particle on a typical 3D lattice
node is shown in Figure 3.15.

Figure 3.15: : Velocity directions of a particle on a typical 3D lattice node.

80

Velocity vectors for this model are described below,

eα =

3.10







(0, 0, 0)







α=0

(±1, 0, 0), (0, ±1, 0), (0, 0, ±1)











(±1, ±1, 0), (±1, 0, ±1), (0, ±1, ±1)

α = 1, 2, 3, 4, 5, 6

(3.8)

α = 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17
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4.

Nanoparticle Transport Model

4.1

Abstract
Nanoparticles (NPs) have been widely used commercially and have the potential to be

extensively used in petroleum engineering as stabilizers in enhanced oil recovery operations
or as tracers or sensors to detect rock and fluid properties. In spite of a wide range of
applications, many NP transport details are still unknown. Column experiments, where a
NP solution is injected and effluent concentration history is measured, are currently the most
common approach to understand NP mobility and deposition. However, this approach does
not provide any insights into the pore-level processes and the system must be destroyed
to analyze deposition. Modified colloid filtration theory (CFT) has also been used for
many years to understand colloid transport, and most recently, NP transport. Again, this
model fails to provide pore-level details of the processes affecting particle fate and transport.
Micromodels have a transparent top cover that allows researchers to see particles traveling
the domain. They have been used to overcome “visualization” issues and to investigate
pore-level mechanisms.
In this work, we describe a NP transport model that can be used to better understand
the impact of pore-scale hydrodynamics and surface forces on NP transport. First, an
unstructured mesh is created based on the pore space of a segmented x-ray computed
tomography image of a Berea sandstone and a 2.5D micromodel. Finite element method
(FEM) of Stokes flow is implemented to solve for pressure and velocity at the mesh nodes.
The NP transport code accounts for three main transport processes: hydrodynamic forces,
Brownian motion, and surface forces. However, the flexibility of the numerical scheme allows
the addition of forces.
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The effects of particle size, attractive and repulsive surface forces, flow rate, particle
density, and surface capacity (site blocking), and surface forces mapped to XCT-image based
mineralogy were studied. Larger particles traveled, on average, faster than smaller particles.
Consistent with experimental and modeling results, attractive surface forces decreased
effluent concentrations whereas repulsive surface forces increased effluent concentration. In
the presence of attractive surface forces, NP recovery increased as particle diameter increased.
Flow rate (micromodel only) showed the biggest impact on NP recovery when attractive
surface forces were present, especially for bigger particles. An increase in flow rate increased
NP recovery. Particle density showed a negligible effect, which disagreed with experimental
results. Compared to unlimited attachment, surface capacity decreased particle retention in
the Berea by limiting the number of particles that could attach to the wall.
4.2

Introduction
Nano engineered materials have emerged as a new technology with application across

many areas such as drug delivery, contaminant remediation, oil and gas exploration and
production, and cosmetics. Government-reported investment in nanotechnology around
the world has increased more than six times from 1997 to 2003, from $430 million to
$3 billion, and is expected to reach $1 trillion by 2015 (Roco, 2003).

At the same

time, concerns regarding health and environmental safety have also increased, with peerreviewed publications growing more than ten times in thirteen years, from about 100 in
2000 to more than 1,300 in 2013 (Maynard, 2014). One of the issues addressed by some of
these publications is particle fate and transport, the area that this work concentrates on.
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Particularly, we are interested in nanoparticle (NP) transport in porous media at the pore
scale and the mechanisms that cause retention and/or facilitated transport of NPs.
Studies that address NP transport in porous media generally use an experimental
approach.

Although experiments provide valuable information (e.g., effluent curves,

adsorption rates) about factors that affect NP transport in porous media (e.g., flow rate, NP
concentration, types of porous media, etc.), some details remain hard to identify, especially
those related to visualization of NPs inside the porous media, for example, the location of
adsorption sites and the effect of complex geometry at the pore scale.
A common modeling approach is the modified colloid filtration theory (CFT), which has
brought new insights and improved our understanding about the mechanisms that affect
NP retention in porous media. However, as with column experiments, it does not provide
location and visualization of retention sites neither allows the modeling of favorable and
unfavorable forces simultaneously.
In order to provide more insights on fluid flow and particle transport behaviors in porous
media, researchers have used micromodels (Park et al., 2012). Micromodels are typically
2D artificial geometries that are idealized patterns or represent real rocks by honoring
rock geometry, topology, or dynamic flow parameters such as velocity and permeability
(Buchgraber et al., 2011; Park et al., 2012).

Most importantly, the transparency of

midromodels allows direct observation of flow and transport processes. Due to their ease of
visualization, micromodels have been widely used to investigate two-phase flow displacement
instabilities (e.g., Chuoke et al. (1959), Clemens et al. (2013), Buchgraber et al. (2011)), twophase flow in fractured media (e.g, Rangel-German and Kovscek (2006)), two-phase flow in
dual porosity media (e.g., Buchgraber et al. (2012)), and particle transport (e.g., Yoon et al.
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(2006)) – detailed reviews of micromodels can be found in Buckley (1991) and Wan et al.
(1996).
In addition to theoretical and experimental methodologies, numerical modeling has also
been used to understand fluid flow and particle transport in porous media. Two general
approaches are commonly used to model particle transport: Eulerian-Eulerian (EE) and
Eulerian-Lagrangian (EL).
The EE approach uses continuity and momentum equations to simulate flow and particle
transport; particles and fluid are considered separate phases that interpenetrate (Larimi
et al., 2014; Tu et al., 2013). Various methods exist to link the particle and fluid phases.
For example, when volumetric fractions of phases are used, a net rate of mass transfer term
is introduced in the continuity equation. Similarly, a momentum exchange term is added to
the momentum equations. This term includes the particle forces such as drag, lift, buoyancy,
etc. (Tu et al., 2013). EE methodology is commonly used to investigate fine and ultrafine
aerosol deposition (Broday, 2004; Shi et al., 2006). Although the EE approach provides
a robust and computationally efficient formulation based on first principles that can be
applied to dense and dilute solutions, it does not consider microscopic transport processes
(e.g. inertial, electrostatic effects) (Longest and Xi, 2007; Tu et al., 2013). Moreover, it would
be a cumbersome method to apply in a very complex geometry such as porous medium.
The EL approach solves the Navier-Stokes equations for the fluid phase using an Eulerian
method (e.g., lattice Boltzmann, finite element, finite difference ) and, after the flow field is
resolved, Lagrangian particle tracking (LPT) is applied. In the Lagrangian method, particles
are individually tracked using Newton’s second law of motion and the position equation,
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respectively (Guha, 2008; Larimi et al., 2014; Tu et al., 2013):

mp

dvp X
=
F
dt

(4.1)

dxp
= vp
dt

(4.2)

where mp is the particle mass, vp is the particle velocity, and F represents the forces
acting on the particle, and xp is the particle position. These coupled ordinary differential
equations (ODEs) can be numerically integrated and the particle trajectory determined
within the domain. F is generally composed of the following forces: drag, lift, buoyancy,
thermophoretic, force due to Brownian motion, Magnus, and Basset, but other forces may
be added according to the system studied (Guha, 2008; Larimi et al., 2014; Tu et al., 2013)
– Larimi et al., for example added a magnetic term.
Particles interchange mass, momentum, and energy with the fluid phase. Interaction
between the particle and fluid phases is classified into three categories depending on how
particles and fluid interact and exchange forces as well as the interaction between particles.
Elghobashi (1994) classified these interactions based on particle volume fraction, α (particle
volume divided by the total volume). One-way coupling, for dilute solutions with α <
10−6 , occurs when the fluid phase influences particles but particle forces on the fluid can be
neglected – because their volume fraction is negligible. Two-way coupling, for solutions with
10−6 < α < 10−3 , occurs when fluid affects particle trajectories and particles affect fluid flow.
Four-way coupling, for dense solutions α > 10−3 , means that not only the forces between
fluid and particle need to be taken into account, but also particle-particle interactions.
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The EL approach is commonly used to model aerosol transport where solutions of fine and
ultrafine particles are typically dilute, thus allowing one-way coupling to be used (Robinson
et al., 2006; Zamankhan et al., 2006). Wang et al. (2005) implemented an EL methodology
to model aerosol particles in gas in a 2D geometry of aerodynamic lenses. They included
drag and force due to Brownian motion. Mehel et al. (2010) modeled micro- and nanoparticle deposition in wall-bounded turbulent 3D vertical and horizontal channel flows as
well as circular pipe flows. In addition to drag and force due to Brownian motion, they also
included lift and gravity. Longest and Xi (2007) modeled deposition of ultrafine aerosols in
upper oral airways of the human respiratory system by considering drag and force due to
Brownian motion. These simulations represent additional geometric complexity compared
to most other previous works and thus are more relevant to our work.
Advances in computational methods for flow in porous media involving porous media
characterization (e.g. x-ray computed micro tomography) and flow modeling have allowed
the development of LPT models in porous media. However, only a few studies investigated
particle transport in porous media using the EL approach.

The complex pore-scale

geometries observed in many natural porous media represent a significant challenge for
implementation because particle-surface interactions are more common in porous media and
they need to be handled carefully in the numerical scheme. In addition, porous media can
exhibit low-flow and backward-flow zones, creating zones that particles can be trapped, but
not necessarily attached to a surface (Li et al., 2012). Pham et al. (2014) developed an EL
methodology using lattice Boltzmann simulations in porous media method and successfully
validated against experimental effluent concentration. Nevertheless, the geometry consisted
of a sphere pack (an ideal porous media) with only a few pores and they introduced particle
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attachment through a probabilistic term. Li et al. also developed a LPT algorithm based
on lattice Boltzmann simulations. They performed image-based flow simulations in glass
beads under favorable1 conditions (based on DLVO theory – for details on DLVO theory,
see Lyklema et al. (1999)) and studied particle retention for different colloid sizes and flow
conditions.
In this study, we develop a nanoparticle transport model for porous media using an EL
approach. The presented methodology uses an unstructured mesh built from an XCT image
of a real material and employs the finite element method to solve Stokes flow. Unlike LBM
methods that use structured grids, unstructured meshing can decouple image resolution
from mesh resolution. This decoupling makes FEM less computationally intensive and
thus allowing simulations in larger domains. In addition, unstructured meshing allows
finer resolution in specific areas of interest to improve local accuracy and resolution. For
example, a narrow throat that is only a few voxels wide whereas most of the domain features
have hundreds to voxels. In general, FEM is more computationally efficient than LBM
when solving Stokes flow in porous media. However, attention is necessary when using
local refinement because it can considerably increase the mesh size and, therefore, affect its
computational efficiency.
Simulations in this work were performed in a real rock (Berea sandstone), but most
simulations were performed in a novel performed in a novel 2.5D micromodel system
developed by Park et al. (2012). The 2.5D micromodel allowed ease of visualization and

1

Favorable/unfavorable is a common term in colloid transport that means favorable/unfavorable, respectively, for particle retention.
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more intuitive geometry – when compared with a 3D porous medium – that helped us
interpret the results.
4.3

Materials and Methods

4.3.1

Assumptions

We assume one-way coupling is valid because NP concentration is low and because NP
are stable and do not aggregate. These are reasonable assumptions considering several
experiments used low concentration and stable solutions to quantify adsorption in which
they also disregarded aggregation effects (Zhang et al., 2014). Previous modeling works in
fine and ultrafine aerosol transport (e.g. Longest and Xi (2007); Zamankhan et al. (2006))
and colloid transport in porous media also assumed one-way coupling (e.g. Johnson et al.
(2007); Pham et al. (2014)). Given these premises, it is plausible to track particle paths
independently, one particle at a time.
In general, particles may be retained in the porous media through straining, attachment,
gravitational sedimentation, and Brownian diffusion (Figure 4.1). For conventional reservoir
rocks, NP size is 2-3 orders of magnitude smaller than pore throats (Zhang et al., 2014).
Therefore, straining is negligible (considering particles do not aggregate) and retention is
only caused by particle-surface forces (Nowack and Bucheli, 2007).

Figure 4.1: Retention processes: (a) gravitational sedimentation, (b) interception, (c)
Brownian diffusion, and (d) NP aggregation, from Lin et al. (2010)
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4.3.2

Micromodel XCT Image

A rock-based polymethylmethacrylate (PMMA) micromodel (2×2×1.3 mm3 ), designed
and fabricated by Park et al. (2012), was imaged using XCT at a voxel resolution
of 2.3 µm at the Advanced Photon Source GSECARS at Argonne National Laboratory.

The image was reconstructed using a filtered-back projection algorithm (Rivers,

http://cars9.uchicago.edu/software/idl/tomography.html), smoothed by anisotropic diffusion and segmented by interactive thresholding using the commercial software Avizo. (Image
collection and processing were performed by Godfrey Mills and the details of that part of
the work will be published in the future). The dimensions of the final segmented image were
870×871×56 voxels, corresponding to 2.00×2.00×0.13 mm3 .
4.3.3

Berea XCT Image

A Berea sample, 5 mm in diameter and ∼15 mm in length, was imaged using XCT at a
voxel resolution of 4.12 µm at the Advanced Photon Source GSECARS at Argonne National
Laboratory and produced a scanned imaged that was ∼12 mm long (Mills et al., 2013). After
reconstruction, the image was processed (filtered and segmented) using various methods to
generate a multi-phase image with defined mineralogy. The final multi-phase image was
composed of void and three minerals with dimensions 850×850×551 voxels, corresponding
to 3.50×3.50×2.27 mm3 . In this work, a 200×200×300 voxels or 0.84×0.84×1.24 mm3
cropped section of the XCT image (Figure 4.2, a.) segmented into void and three minerals
(Figure 4.2, b.) was used.
A thin section of the Berea was analyzed using x-ray diffraction (XRD) at Louisiana State
University to identify the minerals. The mineralogical composition is displayed in Table 4.1.
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(a) Volume rendering of cropped
section of Berea XCT image.

(b) Cross section of multi-phase
segmented image.

Figure 4.2: Berea XCT image.
Table 4.1: Berea mineralogical composition (Thompson, 2014 AEC Annual Report).
Mineral

Thin Slice (XRD)

XCT

95
5.0
trace

97.8
1.50
0.73

Quartz/Feldspar
Clay
CaCO3
4.3.4

Unstructured Mesh and Finite Element Method Flow Modeling

Taylor-Hood elements (Figure 2.4) are tetrahedrons containing four pressure nodes
(vertices) and ten velocity nodes (four vertices and six edges’ mid-points). An in-house
code described by Lane (2011) was used to created an unstructured mesh of Taylor-Hood
elements. Meshes of increasing resolution were generated to assess whether the flow rate,
velocity profiles, and particle deposition efficiency were sensitive to mesh resolution.
Stokes flow was solved using FEM as implemented by Lane (2011). Constant traction
(normal component) boundary conditions were imposed at the inlet and outlet of the domain
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with flow in the y-direction. No-slip boundary conditions were imposed on the other six faces
of the domain as well as on the interior solid/void surfaces..
4.3.5

Image-Based Mineralogy

In order to understand the effect of different minerals in reservoir rocks on NP transport,
the unstructured mesh was labeled according to the multi-phase segmented image (Figure
4.2b). Only wall surface elements need to be labeled since pore elements correspond to the
void phase. The mesh labeling was performed per tetrahedron face. Each tetrahedron face
(i.e., a triangle) has three nodes. Based on the node location and where it corresponds in
the XCT image, a phase was assigned. Table 4.2 shows the XCT and mesh mineralogical
composition.
Table 4.2: Berea mineralogical composition.
Mineral

XCT

Mesh

Quartz/Feldspar
Clay
CaCO3

97.8
1.50
0.73

97.7
2.03
0.27

It is important to note that the mesh values indicate percentage of tetrahedron faces
whereas XCT values indicate percent volume. In addition, the XCT values were obtained
from the full domain 850×850×551 voxels or 3.50×3.50×2.27 mm3 and the mesh values from
the cropped section, 200×200×300 voxels or 0.84×0.84×1.24 mm3 (Figure 4.2a). Although
different values are compared, for the purpose of this work as a proof of concept, the results
are acceptable.
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4.3.6

Nanoparticle Transport Model

The governing equations for particle tracking are given by Newton’s second law and the
position equation, Equations (4.1) and (4.2), respectively. Because NPs have such small
mass, in the order of 10−9 kg, inertia is negligible (Longest and Xi, 2007) and the particle
response to the fluid flow is instantaneous, i.e. the particle velocity is the same as the fluid
velocity. Therefore, Equation (4.1) and (4.2) can be simplified and the governing equations
become:
X

where vf is the fluid velocity.

F=0

(4.3)

dxp
= vf
dt

(4.4)

Equation (4.3) can be combined to Equation (4.4) by

calculating the resisting drag, Fdrag∗ , created when the particle is moved due to surface
forces, gravity, etc. (excluding the driving hydrodynamic drag, i.e. the fluid velocity). The
sum of forces can be expanded:

X

F = Fdrag∗ + Fgravity + Fsurface + · · · = 0

(4.5)

There are numerous formulations for Fdrag∗ that account and approximate different physical
behaviors. Ma et al. (2009), for example, accounts for drag normal and tangential to the
surface as well as drag surface from near a wall. Here, Fdrag∗ is simply described by Stokes
drag:
Fdrag∗ = 6πµrp (−vforces )
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(4.6)

Substituting Equation (4.5) into Equation (4.6) yields

vforces =

1
(Fgravity + Fsurface + · · · )
6πµrp

(4.7)

where µ is the fluid dynamic viscosity and rp is the particle radius. The relevant forces in
the system can be added to Equation (4.7).
Finally, Brownian motion is added Equation (4.4) as a random displacement (Nelson and
Ginn, 2005):
q

B = n 2DM ∆t

(4.8)

where n is a vector with components in x, y, z directions that are random numbers of a
Gaussian distribution with zero mean and unity variance, DM is the diffusion coefficient,
and ∆t is the time step during the displacement. DM is diffusion coefficient for spherical
particles given by the Stokes-Einstein law of diffusion (Dill and Bromberg, 2011)

DM =

kB T
6πµrp

(4.9)

where kB = 1.3806488 × 10−23 m2 kg s−2 K−1 , the Boltzmann constant, T is the absolute
temperature, and µ is the dynamic viscosity.
Combining Equations (4.4, 4.7, and 4.8), the governing equation to be discretized in this
study becomes:
dxp
= vf + vforces + B
dt
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(4.10)

4.3.6.1

Numerical Scheme

An operator splitting scheme is implemented to numerically integrate Equation (4.10).
The first step of the operator splitting computes the first term of the right hand side (RHS)
of Equation (4.10) using fourth order Runge-Kutta:

0

xp = xpn +

1
(k1 + 2k2 + 2k3 + k4 )
6

(4.11)

where n is the discrete time and



k1 = ∆t vf xpn


!

k2 = ∆t vf

k1
xpn +
2

!

k3 = ∆t vf

k2
xpn +
2


k4 = ∆t vf xpn + k3

(4.12)



and ∆t is an adaptive time step that is dependent on the gap distance, dgap , the distance
between the particle surface and the solid surface:

∆t = α

dgap
kvf k

(4.13)

where α is the time step multiplication factor. The choice of ∆t is to improve computations
time by allowing large displacements away from the surface – most likely in large pores –
and small displacements close the surface, most likely in pore throats. The rationale for
the adaptive time step is, assuming the particle was moving straight at the surface (i.e.,
perpendicular to the surface), ∆t would be the the time the particle would take to reach the
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wall. In most cases, however, particles do not move perpendicular to the wall and therefore,
∆t provides a conservative time step.
The second step of the operator splitting solves the second term on the RHS of Equation
(4.10) with a Euler discretization:

00

0

xp = xp + ∆t vforces

(4.14)

The third and final step adds the Brownian displacement:

00

xpn+1 = xp + B

(4.15)

The initial condition for Equation (4.11) is the inlet location provided by a function that
is flow-rate biased, i.e., inlet channels with high flow rate receive more particles than low
flow rate channels.
4.3.6.2

Forces

1. Gravity: the force due to gravity is

Fgravity = (ρp − ρfluid ) Vp g

(4.16)

where ρp is the particle density, ρfluid is the fluid density, Vp is the particle volume,
g is the acceleration of gravity.
2. Surface forces: the model developed in this study has a flexible scheme to implement
surface forces with a “black box” approach. This type of approach allows the use of
surface forces acquired by various methods (e.g., numerical simulations, theoretical,
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experimental) to be implemented. As long as the surface force data is in the format
“force vs. distance”, then it can be incorporated into the model. Options we have
implemented include tabulated data from molecular dynamics simulation results
(Figure 4.3, a.) or formulas based on Derjaguin-Landau-Verwey-Overbeek (DLVO)
theory (Figure 4.3, b.) from Zypman (2006). However, only the DLVO theory
results were presented. The force vs. distance profile from Zypman was chosen due
to its application to colloid transport in porous media.
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(a) Molecular dynamics simulation
(D.E. Nikitopoulos, personal communication).
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Figure 4.3: Examples of surface forces acting on the particle in the direction normal and
away from the surface (towards the particle) which means that a positive force is repulsive
and a negative force is attractive.
4.3.6.3

Brownian Motion

The displacement due to Brownian motion was implemented according to Nelson and
Ginn (2005) and Dill and Bromberg (2011) using Equations (4.8, 4.9). When Brownian
motion caused the particle to reach a wall, an elastic collision was performed. It is also
possible to perform inelastic collision to simulate energy losses. Figure 4.4 illustrates particle
movement due only to Brownian motion. These simulations were run as part of the debugging
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Figure 4.4: Displacement during 6.68 s due to Brownian motion only for a 30-nm particle at
293 K in water. Left: displacement in the xy-plane. Middle: displacement in the xz-plane.
Right: displacement in the yz-plane
process and to ensure that the stochastic algorithm was producing diffusion consistent with
continuum-scale behavior and length/time scales.
4.3.6.4

Particle Initial Conditions

The initial position of each particle is randomly distributed but with a flow-rate bias,
which means that higher flow rate areas receive more particles than lower flow rate areas – as
it occurs in experimental setups. The flow rate bias is implemented by comparing a random
number between 0 and 1 and the normalized cumulative flow rate across the entry plane.
The flow rate bias initial condition provides a more realistic initial condition than simply
randomly distributed because the number of particles across the entrance plane relates to
the flow pattern whereas simply randomly distributed does not.
For the various simulations in the micromodel domain, the particles were attributed the
same initial positions. Thereby, when a parameter (e.g., flow rate or particle diameter)
was changed, this single parameter was the only change and simulations could be directly
compared. Although just one parameter was changed at time for most cases, it is important
to note that there was still a random component due to Brownian motion. This procedure
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of attributing the same initial position was also performed for the simulations in the Berea
domain.
4.3.6.5

Rolling and Ray Tracing

Two procedures have been instituted to increase numerical efficiency that we will refer
to as rolling and ray tracing. These are two similar procedures that help prevent numerical
problems when the particle is very close to the surface (user-defined distance) and ∆t is
00

00

extremely small resulting ∆xp = kxp − xpn k < . These procedures approximate the particle
displacement by moving the particle to the next tetrahedron.
Rolling is performed only on neutral surfaces (no surface forces) and when the particle
is within a user-defined distance from the wall. The particle moves towards the wall until it
touches the wall and then travels parallel to the wall until it reaches the adjacent tetrahedron.
The direction of the movement is determined by the tangential component of vf . After rolling
is performed, the regular scheme for time step advance is performed at least twice before
rolling is allowed to be performed again.
00

Ray tracing is performed when ∆xp <  and the particle is within five times the userdefined distance from the wall. Ray tracing approximates particle displacement by moving
the particle to the adjacent tetrahedron in the direction of the fluid velocity. This position
is calculated by finding the intersection of the velocity vector and the tetrahedron using an
algorithm from Moller and Trumbore (2005).
4.3.6.6

Surface Forces and Active Surfaces

When surface forces are turned on, it is possible to select – randomly or in a pattern
– which surfaces are actually active (i.e., some surface may remain neutral).

For the

micromodel simulations, when surface forces were present, the top cover was still considered
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neutral. For the Berea, when surface forces were on, all surfaces were active (except for XCT
image-based mineralogy).
4.3.6.7

Particle Retention

A particle is considered attached to the wall when the surface forces are dominant
compared to other forces. We have used the criterion

Fsurface
> 1000
Fother

(4.17)

for when the particle is considered attached to the surface. However, the value of this ratio
may need to be revisited in the future by comparing with experimental results.
4.3.6.8

Breakthrough Curves (BTCs)

In order to produce breakthrough curves, each particle is given a random entrance time
during the injection process. After injection of NP solution, a solution without any particles
is injected. The effluent time is given by the sum of the the random entrance time and the
particle travel time.
Due to computational limitation, particles are tracked up to ten pore volumes (PV).
When a particle is still traveling in the pore space (i.e., not attached) after 10 PV, it is given
a different tag and simulation is stopped to proceed with the next particle.
The number of pore volumes injected is attributed during post processing.

After

consideration of two, three, four, and five pore volumes of injection, we decided to present
results for 4-PV injection because the differences between curves were more distinguishable.
In addition, using 4 PV resulted in a volume fraction α < 10−6 and, therefore, satisfied the
one-way coupling condition.
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4.3.6.9

Surface Capacity (Smax )

Surface capacity (or site blocking) is introduced by limiting surface coverage by NPs. In
other words, when Smax = 0.10, up to 10% of the surface may be covered by a monolayer
to NPs such that there is no overlap between particles. The maximum monolayer coverage
occurs in a hexagonal packing, covering ∼91% of the surface (Weisstein).
Surface capacity calculation consists of, first, calculating the surface area of each wall
surface tetrahedron face (i.e. triangle). The nodes A, B, C of the tetrahedron face are
known. Then, the area is given by

Area =

|AB × AC|
2

(4.18)

where AB is the vector from node A to node B. With a known surface area, the crosssectional area projection of a NP, and a maximum surface coverage, then the maximum
number of NPs per tetrahedron face can be calculated.
4.4

Results and Discussion

4.4.1
4.4.1.1

Micromodel
Sensitivity Analysis

A sensitivity analysis on the mesh resolution was performed to verify what mesh
resolution was sufficient.

Our in-house unstructured mesh generator allows variable

refinement such that close to the surface the mesh is fine and away from the surface, in large
pores, the mesh is coarse. In addition, it provides user-defined localized refinement. Initially,
uniform refinement was used for the full domain (870×830×56 voxels or 2.00×1.91×0.13
mm3 ). However, due to the large domain, variable refinement was soon necessary. In Figure
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4.5, a., flow rate seems to converge at about 2 to 3.5 million elements. User-defined local
refinement generated a mesh with 1.11 million elements that predicted a similar flow rate. To
ensure convergence was achieved, a uniform refinement was performed in a smaller domain,
480×300×56 voxels or 1.10×0.69×0.13 mm3 , and compared with the parameters used in the
3.4 and 2.2 million element full domain meshes (Figure 4.5, b.), which supported that the
flow rate had converged.
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1.10×0.69×0.13 mm3 .

Figure 4.5: Mesh refinement sensitivity analysis: flow rate convergence.
Velocity profiles can provide more evidence that a sufficiently fine mesh has been achieved.
Figure 4.6 shows the streamlines obtained by the FEM Stokes flow solver and the location
where the velocity profiles of Figure 4.7 come from. According to the velocities profiles, it
can be seen that when the number of elements is about two million or more, the velocities
converge to the same curve. In addition, the mesh with user-defined local refinement shows
good agreement except for Vz from ∼150 to 200 voxels.
Based on results from Figures 4.5 and 4.7, three domains – 1.1 (with user-defined local
refinement), 2.2, and 3.4 million elements – were chosen to analyze particle deposition
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Figure 4.6: Streamlines obtained by the FEM Stokes flow solver. Top: top view superimposed
on the micromodel XCT image. Bottom: cross-section at the red line indicated on the top
view.
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Figure 4.7: Velocity profiles at the locations shown in Figure 4.6. At the top, the cross-section
where white represents the solid phase and black represents the pore space.
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efficiency for three different particle diameters (dp ): 10, 50 and 300 nm (Figure 4.8). Due
to the small differences in deposition efficiency between meshes with 2.2 and 3.4 million
elements, the 2.2 million element mesh was chosen to be used in this study.
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Figure 4.8:
diameters.

Particle deposition efficiency for different mesh refinements and particle

In addition to mesh refinement, it is also important to determine the sensitivity of
deposition efficiency to the number of particles simulated. Figure 4.9 shows that as the
number of particles increased, the variation in deposition efficiency decreased. Based on
these results, all of the following simulations used 30k particles.
35
34.5

Deposition Efficiency (%)

34
33.5
33
32.5
32
31.5
31
10k, DE = 33.57 ± 0.51 (%)
20k, DE = 33.08 ± 0.39 (%)
30k, DE = 33.32 ± 0.14 (%)

30.5
30
1

2

3

4

5

6

7

8

9

10

Run

Figure 4.9: Variation of particle deposition efficiency for ten runs (dp = 50 nm).
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4.4.1.2

Particle Diameter Effect

Five different particle diameters (2, 10, 50, 100, and 300 nm) were simulated with the
same flow rate (and surface forces turned off) to understand the effect of particle size on
NP transport. Figure 4.10 shows that larger particles travel, on average, faster than smaller
particles and exit earlier producing an earlier BTC and lower tail. Compared to larger
particles, smaller particles were able to reach lower velocities in slower streamlines that were
close to the surface. In addition, Brownian motion had a more pronounced effect for smaller
particles.
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Figure 4.10: Breakthrough curves of various particle diameters without surface forces and
constant flow rate.
Table 4.3 shows more evidence that smaller particles on average travel slower than larger
particles. The percent recovered in 10 PV increased as particle diameter increased.
Table 4.3: Simulations with varying particle diameter (dp ) and other parameters fixed
dp
Surface
(nm) Forces
2
10
50
100
300

-

Reynolds
ρp
Number (kg/m3 )
3.10e-04
3.10e-04
3.10e-04
3.10e-04
3.10e-04

Recovered
in 10 PV (%)

In the domain
after 10 PV (%)

Attached
(%)

93.46
95.34
98.35
99.26
99.82

6.54
4.66
1.65
0.74
0.18

0
0
0
0
0

1000
1000
1000
1000
1000
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However, when rolling and ray tracing (Section 4.3.6.5) were not active and Runge-Kutta
was used near the surface, particle diameter seemed to have no effect on particle transport
(Figure 4.11). It is clear that particle-surface interaction had an important role and the time
that each particle spent close to the surface had impact on the overall particle transport.
Further investigation (e.g., comparison with experimental results) is necessary to determine
which algorithm is more accurate. It is important to note that when surface forces were
present rolling and ray tracing did not occur – this effect was only seen when surface forces
were neutral.
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Figure 4.11: Breakthrough curves comparing different algorithms near the surface for dp = 10
and 300 nm without surface forces and constant flow rate. RollRay: see Section 4.3.6.5, RK:
Runge-Kutta (Section 4.3.6.1).
4.4.1.3

DLVOA – Attractive Surface Force Effect

In the presence of attractive surface forces (DLVOA, Figure 4.3, b., red curve), NP
attachment decreased as particle diameter increased (Figure 4.12). The same trend was
found by Nelson and Ginn (2005) when using modified colloid filtration theory in a Happel
sphere and 10 ≤ dp ≤ 626 nm. Longest and Xi (2007), while investigating NP (ultra fine
aerosol) deposition in the upper airways using an EL methodology that neglects particle
inertia, also found a decreasing trend in DE as particle diameter increased from 1 to 120 nm.
Li et al. (2012) investigated NP transport using LBM and LPT in a pack of glass beads that
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Figure 4.12: Breakthrough curves of four particle diameters (2, 10, 100, and 300 nm) when
attractive surface forces (DLVOA, Figure 4.3, b., red curve) are present. DLVOA: attractive
surface force.
was imaged using XCT and found a decrease in particle deposition for 100 ≤ dp ≤ 500 nm
for constant flow rate within Darcy regime.
It is reasonable to argue that smaller particles are able to reach slower streamlines close
to the wall and thus, have a higher chance of depositing on the surface. In addition, smaller
particles are more subject to Brownian motion which could cause movement towards the wall.
Evidence of these behaviors can be found when comparing no surface forces vs. DLVOA:
larger particles recovery was less affected by DLVOA (Table 4.4). For example, when dp =
2 nm, recoveries in 10 PV were 93.46% and 53.38% for no surface forces and DLVOA,
respectively, whereas when dp = 300 nm the recoveries were 99.82% and 84.11%.
In order to understand the effect of surface force strength, the magnitude of attractive
surface forces (DLVOA) was increased and/or decreased by two orders of magnitude for
dp = 10 and 100 nm. Figure 4.13 shows that, for 10-nm particles, the increased (DLVOA
100×) surface forces did not increase particle retention nor modify the BTC pattern. The
lack of a difference between DLVOA 1× and 100× indicated that the DLVOA 1× was strong
enough to retain all the particles that approached the surface. The DLVOA 0.01× results
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Table 4.4: Simulations with attractive surface forces with other parameters fixed for four
particle diameters. DLVOA: attractive surface force; DLVOA 100×: attractive surface force
× 100.
dp
(nm)

Surface
Forces

Reynolds
Number

ρp
(kg/m3 )

Recovered
in 10 PV (%)

In the domain
after 10 PV (%)

Attached
(%)

2
2

DLVOA

3.10e-04
3.10e-04

1000
1000

93.46
53.38

6.54
2.74

0
40.88

10
10
10
10

DLVOA
DLVOA 0.01×
DLVOA 100×

3.10e-04
3.10e-04
3.10e-04
3.10e-04

1000
1000
1000
1000

95.34
59.56
77.59
59.64

4.66
1.96
2.20
2.01

0
38.48
20.21
38.35

100
100
100

DLVOA
DLVOA 100×

3.10e-04
3.10e-04
3.10e-04

1000
1000
1000

99.26
70.40
67.25

0.74
0.42
0.39

0
29.18
32.36

300
300

DLVOA

3.10e-04
3.10e-04

1000
1000

99.82
84.11

0.18
0.08

0
15.81
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Figure 4.13: Breakthrough curves of 10-nm particles when attractive surface forces (DLVOA)
of various strengths are present.
also support this argument: decreasing the strength of attractive surface forces yielded less
particle retention and a BTC profile that sits between no surface forces and DLVOA 1×.
These behaviors also showed that the competing hydrodynamic and surface forces were an
important factor for particle retention. Figure 4.14 shows the effect of increasing attractive
surface forces (DLVOA) by a factor of 100 when dp = 100 nm. For this larger particle, there
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Figure 4.14: Breakthrough curves of 100-nm particles when attractive surface forces
(DLVOA) of two different strengths are present.
was a slight increase of particle retention, from 29.18% to 32.36% (Table 4.4) which can also
be seen by the higher plateau of the BTC (Figure 4.14).
4.4.1.4

DLVOB – Repulsive Surface Force Effect

The effect of repulsive surface forces (DLVOB, Figure 4.3, b., blue curve) was investigated
for 10 and 100-nm particles. Figure 4.15 and Table 4.5 show a small increase in particle
recovery for 10-nm particles in the presence of repulsive surface forces.

In addition,
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Figure 4.15: Breakthrough curves of two particle diameters (10 and 100 nm) when repulsive
surface forces (DLVOB, Figure 4.3, b., blue curve) are present. DLVOB: repulsive surface
force; DLVOB 100×: repulsive surface force × 100
DLVOB BTCs showed a higher shoulder and lower tail when compared with no surface
forces. These findings suggest that repulsive surface forces prevented particles from moving
to slower streamlines closer to the surface and exiting the domain earlier. This is also
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Table 4.5: Simulations with repulsive surface forces with other parameters fixed for two
particle diameters. DLVOB: repulsive surface force; DLVOB 100×: repulsive surface force
× 100.
dp
(nm)

Surface
Forces

Reynolds
ρp
Number (kg/m3 )

10
10
10

DLVOB
DLVOB 100×

3.10e-04
3.10e-04
3.10e-04

100
100
100

DLVOB
DLVOB 100×

3.10e-04
3.10e-04
3.10e-04

Recovered
in 10 PV (%)

In the domain
after 10 PV (%)

Attached
(%)

1000
1000
1000

95.34
97.30
97.28

4.66
2.70
2.72

0
0
0

1000
1000
1000

99.26
99.48
99.43

0.74
0.52
0.57

0
0
0

supported when comparing 10 vs. 100-nm particles: particles with dp = 10 nm could get
closer to the wall in slower streamlines than 100-nm particles. With repulsive surface forces
acting, these particles were moved away from the wall into faster streamlines and causing
the 10-nm BTC shoulder to move up more than the 100-nm BTC shoulder, relative to the
non-repulsive base cases.
There was not a considerable difference for 100-nm particles when comparing no surface
forces and repulsive surface forces (DLVOB), indicating that larger particles travel on faster
streamlines away from the surface. Thus, the presence of repulsive surface forces did not
have a considerable impact on 100-nm particles.
A stronger repulsive force was simulated for dp = 10 and 100 nm to investigate the effect
of surface force strength. Figure 4.15 and Table 4.5 show no apparent changes when the
strength of repulsive surface forces were 100× stronger, which indicates that the DLVOB 1×
was strong enough to repel all of the particles that got close to the surface.
An interesting finding by Li et al. (2012) for particle transport under unfavorable
conditions (i.e., repulsive surface forces) was that the number of particles still in the domain

115

after 7 PV increased as repulsive surface forces increased. Our results for dp = 10 nm (Tables
4.4 and 4.5) also show this trend: more particles were still traveling in the domain after 10
PV in presence of repulsive surface forces (DLVOB) than in the presence of attractive surface
forces (DLVOA), 2.70% vs. 1.96%, respectively.
4.4.1.5

Flow Rate Effect

In the presence of attractive surface forces (DLVOA), the increase in flow rate caused a
higher particle recovery (Figures 4.16, 4.17, Table 4.6), a trend also found by Li et al. (2012)
when flow rate was increased from 1.71 × 10−5 to 3.42 × 10−5 m/s for 100 ≤ dp ≤ 500 nm.
Longest and Xi (2007) also showed a decrease in particle deposition with increased flow rate
from 15 to 60L/min and fixed particle size.
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Figure 4.16: Breakthrough curves when attractive (DLVOA) or repulsive (DLVOB) surface
forces are present with varying flow rate and dp = 10 nm.
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Figure 4.17: Breakthrough curves when attractive (DLVOA) or repulsive (DLVOB) surface
forces are present with varying flow rate and dp = 100 nm.
116

Table 4.6: Simulations with different Reynolds number (i.e., flow rates) with other
parameters fixed for two particle diameters. DLVOA: attractive surface force; DLVOA 100×:
attractive surface force × 100; DLVOB: repulsive surface force; DLVOB 100×: repulsive
surface force × 100.
dp
(nm)

Surface
Forces

Reynolds
ρp
Number (kg/m3 )

Recovered
in 10 PV (%)

In the domain
after 10 PV (%)

Attached
(%)

10
10
10
10
10

DLVOB
DLVOA
DLVOA
DLVOA

3.10e-04
3.10e-04
3.10e-04
3.10e-03
3.10e-02

1000
1000
1000
1000
1000

95.34
97.30
59.56
69.50
82.66

4.66
2.70
1.96
1.91
1.59

0
0
38.48
28.59
15.76

100
100
100
100
100

DLVOB
DLVOA
DLVOA
DLVOA

3.10e-04
3.10e-04
3.10e-04
3.10e-03
3.10e-02

1000
1000
1000
1000
1000

99.26
99.48
70.40
89.40
98.82

0.74
0.52
0.42
0.65
0.33

0
0
29.18
9.96
0.84

In addition, Table 4.6 shows that the effect of flow was more prominent for 100-nm
particle than for 10-nm particles. Longest and Xi (2007), however, found the opposite trend:
when flow rate was increased from 15 to 60 L/min, it smaller particles more than bigger
particles for the particle size range 1 ≤ dp ≤ 120 nm and.
An interesting observation in Figure 4.16 is the earlier BTC when flow rate is 100×
higher and dp is constant. This behavior was also found by Zhang (2012) experimentally
and numerically (using modified colloid filtration theory with two-site model) when flow
rate increased from 1 to 10 mL/min for two salt tolerant silica particles (dp = 15 nm) and
iron-oxide particles (dp = 150 nm). He et al. (2009) found a similar trend of earlier BTCs
experimentally and when simulating carboxymethyl cellulose stabilized iron nanoparticles in
porous media and flow velocity increased from 0.0176 to 0.0706 cm/s.
This earlier BTC for higher flow rate could either be the effect of surface forces
or Brownian motion.

Surface forces could delay smaller particles more than it delays
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bigger particles. Brownian motion, in turn, could play a bigger role when the competing
hydrodynamic forces are lower and thus delaying the effluent concentration more when flow
rates are lower.
To verify the main factor causing an earlier BTC for higher flow rates, first, we turned
off surface forces and compared BTCs. Figure 4.18 shows that even without surface forces,
the high flow rate presented an earlier BTC than the low flow rate.
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Figure 4.18: Breakthrough curves with no surface forces, varying flow rate, and dp = 10 nm.
Second, Brownian motion was turned off (i.e., streamline tracking). Figure 4.19 confirmed
that Brownian motion caused particles to delay exiting from the domain. From Figures 4.16
and 4.17, it is also evident that the delay of BTC due to Brownian motion was more important
for dp = 10 nm than dp = 100 nm.
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Figure 4.19: Breakthrough curves with Brownian motion turned off (i.e., streamline
tracking), no surface forces, varying flow rate and dp = 10 nm.
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4.4.1.6

Particle Density Effect

In order to understand the effect of particle density in effluent concentrations, silver and
“air” NPs (ρp = 10490 and ρp = 1.3 kg/m3 , respectively) were simulated. Note that although
NPs have “air” density, they behave as solid particles with a very low density.
Figures 4.20 and 4.21 and Table 4.7 show no apparent difference in the effluent
concentration and particle deposition for the different densities. One could argue that NPs
have such small mass (in the order of 10−25 -10−21 kg) that the difference in particle density
is negligible.
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Figure 4.20: Breakthrough curves with varying particle density, surface forces on (DLVOA)
or off, and dp = 10 nm.
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Figure 4.21: Breakthrough curves with varying particle density, surface forces on (DLVOA)
or off, and dp = 100 nm.
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Table 4.7: Simulations with different particle density (ρp = 1000, 10490, 1.3 kg/m3 , water,
silver, and air, respectively) with other parameters fixed for two particle diameters. DLVOA:
attractive surface force.
dp
(nm)

Surface
Forces

Reynolds
ρp
Number (kg/m3 )

10
10
10
10
10
10

DLVOA
DLVOA
DLVOA

3.10e-04
3.10e-04
3.10e-04
3.10e-04
3.10e-04
3.10e-04

100
100
100
100
100
100

DLVOA
DLVOA
DLVOA

3.10e-04
3.10e-04
3.10e-04
3.10e-04
3.10e-04
3.10e-04

4.4.1.7

Recovered
in 10 PV (%)

In the domain
after 10 PV (%)

Attached
(%)

1000
1000
10490
10490
1.3
1.3

95.34
59.56
95.23
59.50
95.38
59.50

4.66
1.96
4.77
1.97
4.62
1.89

0
38.48
0
38.53
0
38.62

1000
1000
10490
10490
1.3
1.3

99.26
70.40
99.38
69.05
99.38
70.25

0.74
0.42
0.38
0.23
0.62
0.46

0
29.18
0
30.72
0
29.29

Surface Capacity Effect

Two different surface capacities, Smax = 10% and 1%, were tested for dp = 300 nm.
Figure 4.22 shows that when Smax = 10%, there was no apparent difference in the BTCs.
When, Smax = 1%, the shoulder was slightly higher but the maximum value of C/C0 was
the same as when Smax = 10% and when attachment was unlimited. Table 4.8 also shows a
smaller percentage of attached particles, 14.59%, than when there was unlimited attachment,
15.81%. The differences between the three BTCs (Figure 4.22) and percent attached (Table
4.8) were small and it would be more appropriate (in a future investigation) to perform
multiple simulations to ensure that the differences were statistically significant.
4.4.2

Berea

Preliminary simulations on a XCT image of Berea sandstone were performed to
demonstrate that the nanoparticle transport model presented in this work can be used in
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Figure 4.22: Breakthrough curves with attractive surface forces (DLVOA) on and varying
surface capacity (Smax ) for dp = 300 nm.
Table 4.8: Simulations with different surface capacities (Smax ) with other parameters fixed
for dp = 300 nm. DLVOA: attractive surface force.
dp
(nm)

Surface
Forces

Reynolds
ρp
Number (kg/m3 )

Smax

Recovered
in 10 PV (%)

In the domain
after 10 PV (%)

Attached
(%)

300
300
300

DLVOA
DLVOA
DLVOA

3.10e-04
3.10e-04
3.10e-04

0.10
0.01

84.11
83.71
85.33

0.08
0.09
0.08

15.81
16.20
14.59

1000
1000
1000

real rocks to study NP fate and transport in very complex geometries. A detailed sensitivity
analysis was not completed because the purpose is to show the potential of the code developed
in this work. Nonetheless, streamlines were plotted against the XCT image (Figure 4.23)
and showed good agreement for the purpose of these simulations.
4.4.2.1

Particle Diameter Effect

The effect of particle size in the Berea was similar to the micromodel. As particle size
increased, particles traveled through the domain faster and exited the domain earlier. Thus,
larger particles had earlier BTCs with higher shoulders and lower tails (Figure 4.24).
The same rationale from the micromodel applies to the Berea: smaller particles traveled
on slower streamlines close to the surface and had a higher chance to move to these slower
streamlines because they were more susceptible to Brownian motion. Larger particles, on
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Figure 4.23: Cross section of Berea XCT image and streamlines obtained from FEM
simulation.
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Figure 4.24: Breakthrough curves with no surface forces for varying particle diameters.
the other hand, traveled on faster streamlines away from the surface and were less subject
to Brownian motion. Table 4.9 shows that the percent recovered within 10 PV increased
with particle diameter. In addition, the percent still in the domain after 10 PV decreased
by about a half when dp doubled from 2 to 10 nm. However, it decreased by an order of
magnitude (from 3.64% to 0.47%) when dp increased by a factor of 10. This finding provided
more evidence of the relationship between particle size and particle recovery.
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Table 4.9: Berea simulations with varying particle diameter (dp ) and other parameters fixed
dp
Surface
(nm) Forces
2
10
100

-

Reynolds
ρp
Number (kg/m3 )
3.37e-04
3.37e-04
3.37e-04

1000
1000
1000

Recovered
in 10 PV (%)

In the domain
after 10 PV (%)

Attached
(%)

93.80
96.36
99.53

6.20
3.64
0.47

0
0
0

The retardation effect on smaller particles seemed to be greater for NPs in the Berea
than in the micromodel. For the micromodel, the BTCs for dp =2, 10, and 100 nm (Figure
4.10) generally have the same shape, with small changes in the shoulder and tail. For the
Berea (Figure 4.24), when dp = 2 and 10 nm, the BTCs were similar, but when dp = 100 nm,
the shoulder is much higher and the tail much lower. This difference between micromodel
and Berea was reasonable because the pores and throats in the Berea are a lot smaller than
the ones in the micromodel. Therefore, smaller particles in the Berea have a higher chance
of traveling on slow streamlines than in the micromodel.
Figure 4.25 shows that this difference between particle diameters was not seen when
rolling and ray tracing (Section 4.3.6.5) were not active and Runge-Kutta (Section 4.3.6.1)
was used near the surface. As seen with the micromodel simulations (Section 4.4.1.2),
the time spent close to the surface had impact on the overall particle transport. Further
investigation is necessary to determine which algorithm is more accurate.
4.4.2.2

Surface Forces Effects

Attractive (DLVOA), repulsive (DLVOB), and neutral (no surface forces) surface forces
were simulated for dp = 10 nm to understand their impact on NP transport. Figure 4.26
shows that repulsive surface forces aided NP transport through the Berea, similarly to effect
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Figure 4.25: Breakthrough curves comparing different algorithms near the surface for dp = 10
and 100 nm without surface forces and constant flow rate. RollRay: see Section 4.3.6.5, RK:
Runge-Kutta (Section 4.3.6.1).
seen in the micromodel. With the repulsive surface forces, particles were kept away from the
surface. Thus, they traveled on faster streamlines and exited earlier.
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Figure 4.26: Breakthrough curves with varying surface forces and fixed particle diameter
(dp = 10 nm). DLVOA: attractive surface force; DLVOB: repulsive surface force.
Attractive surface forces (DLVOA) greatly reduced particle recovery, from ∼96% to 31%,
as shown in Table 4.10. The effect of attractive surface forces in the Berea was greater than
in the micromodel (Tables 4.4 and 4.10). As mentioned above in Section 4.4.2.1, the Berea
has smaller pores and throats than the micromodel and therefore, NPs were more likely to
attach to the surface in the Berea.
The different BTC shapes between neutral and DLVOA/B in Figure 4.26 was caused
by the time the particles spend near the surface. The same behavior was evident when
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Table 4.10: Berea simulations with different surface forces and other parameters fixed for
dp = 10 nm. DLVOA: attractive surface force; DLVOB: repulsive surface force.
dp
(nm)

Surface
Forces

Reynolds
ρp
Number (kg/m3 )

10
10
10

DLVOB
DLVOA

3.37e-04
3.37e-04
3.37e-04

Recovered
in 10 PV (%)

In the domain
after 10 PV (%)

Attached
(%)

96.36
99.35
30.99

3.64
0.65
0.13

0
0
68.89

1000
1000
1000

comparing the different algorithms used when a particle was near the surface (Figure 4.25).
When surface forces were neutral (i.e., no surface forces), particles could travel near the
surface until they eventually exited the domain. When attractive surface forces (DLVOA)
were present and dominant, particles that approached a surface attached to it. And when
repulsive surface forces (DLVOB) were present, particles that were near surface were pushed
away from it. Due to the DLVOA/B surface forces, particles could not travel close to the
surface, which was the main mechanism that caused the delayed BTC with a low shoulder
and long tail for neutral surface forces.
4.4.2.3

XCT Image-Based Mineralogy

Previous simulations in the Berea using DLVO forces meant that all wall surfaces were
active – as opposed to neutral. Thus, particles were subject to surface forces when close to any
wall surface. With XCT image-based mineralogy, clay represented only 2% of wall surfaces
which were defined as active. The remaining 98% of wall surfaces, mostly quartz/feldspar
were neutral. Although only representing a small percentage, 2%, XCT image-based clay
had a relevant impact on particle attachment, retaining 10.25% of the particles. Figure
4.27 shows how the shape of the BTC considerably changed: a much higher shoulder and
lower tail than when surface forces were off. A simulation with 2% active surfaces randomly
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Figure 4.27: Breakthrough curves with attractive surface forces (DLVOA), different
distribution of surface forces when dp = 10 nm.
distributed was performed to confirm that XCT image-based mineralogy was the cause of
such drastic change – rather than the decrease of active surfaces. Indeed, the simulation
(Figure 4.27 and Table 4.11) showed that the location of the clay was very important in the
way particles were retained.
Table 4.11: Berea simulations with and without attractive surface forces(DLVOA). Surface
forces were randomly distributed or based on XCT mineralogy. Other parameters were fixed:
Reynolds number = 3.37e-04, ρp = 1000 kg/m3 , dp = 10 nm. SF: surface forces.
dp
(nm)

Active
Surfaces (%)

Surface
Forces

Distribution
Recovered
of SF
in 10 PV (%)

10
10
10
10

100
2
2

DLVOA
DLVOA
DLVOA

Mineralogy
Random

96.36
30.99
89.14
85.36

In the domain Attached
after 10 PV (%)
(%)
3.64
0.13
0.62
2.77

0
68.89
10.25
11.87

Interestingly, the shape of the XCT image-based clay BTC (Figure 4.27) was very similar
to the DLVOB (Figure 4.26). They breakthrough approximately at the same time and the
tails were very similar. The plateau, however, reached the maximum C/C0 = 1 for DLVOB,
but was ∼0.9 for XCT image-based clay. The role of repulsive surface forces everywhere
(Figure 4.26) seemed to be similar to having a few spots of particle retention determined by
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XCT imaging. This leads us to think that certain zones in the Berea had a great impact on
the overall particle retention.
Figure 4.28 shows the streamlines through the Berea and where particles attached. For
the 2% active forces randomly distributed, red particles attached through the entire domain.
On the other hand, for the 2% active forces determined by XCT, green particles attached in
clusters where the clay was located.

Figure 4.28: Locations of attached particles for 2% active forces randomly distributed (red)
and XCT image-based mineralogy (green). (a) Stremlines and particles; (b) particles only.
Flow simulated from top to bottom.
The match between XCT image-based mineralogy and particle attachment can be
visualized in Figure 4.29. The blue particles (XCT image-based mineralogy active surface
forces) laid on top of the clay (light gray) whereas red particles did not.
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Figure 4.29: Locations of attached particles for 2% active forces randomly distributed (red)
and XCT image-based mineralogy (blue) superimposed with XCT slice. In the XCT slice
the clay is represented by light gray. Void is black and quartz is dark grey. Note that
the attached particles correspond to particles within a thickness perpendicular to the page
whereas the XCT slice is a single cross-section.
4.5

Surface Capacity Effect
Surface capacity (site blocking) was also analyzed in the Berea. Figure 4.30 shows that

the overall behavior of particle transport remained fairly similar from unlimited capacity to
Smax = 7e-6: particles breakthrough and exit approximately at the same times. However,
the percent attached decreased from ∼69% to ∼64% (Table 4.12) when DLVOA surface
forces were present in 100% of the surfaces.
Surface capacity was also simulated for 2% active surface forces determined by XCT
mineralogy. Again, a similar trend of BTCs were found between unlimited capacity and
Smax = 7e-6. However, the plateau was higher for the latter, indicating less particle retention
(10.25% and 5.27%, respectively – Table 4.12).
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Figure 4.30: Breakthrough curves with unlimited surface capacity (Smax ) and Smax = 7e-6
for two cases of active forces and dp = 10 nm. DLVOA: attractive surface forces.
Table 4.12: Berea simulations with unlimited surface capacity (Smax ) and Smax = 7e-6 for
two cases of active forces. Fixed parameters: attractive (DLVOA) surface forces, Reynolds
number = 3.37e-04, ρp = 1000 kg/m3 , dp = 10 nm. SF: surface forces.
dp
(nm)

Active
Surfaces (%)

10
10
10
10

100
100
2
2

Distribution Smax
of SF
Mineralogy
Mineralogy

Recovered
in 10 PV (%)

In the domain
after 10 PV (%)

Attached
(%)

30.99
36.32
89.14
94.02

0.13
0.17
0.62
0.71

68.89
63.51
10.25
5.27

7e-6
7e-6

These results showed that, when Smax = 7e-6, some sites were filled and became
unavailable for further attachment. Unlimited attachment, on the other hand, allowed more
particles to attach on those sites. The maximum effluent concentration C/C0 = 1 was not
achieved likely because not enough particles were used in these simulations to fill all of the
available sites.
Surface capacity results for the Berea were more prominent than in the micromodel. The
smaller number of sites available for attachment in the Berea could be one of the factors
that caused this difference.
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4.6

Comparison with Other Models
The presented nanoparticle transport model was able to simulate 30,000 particles under

different conditions. Compared to Li et al. (2012), the only work to do LPT in an XCT
image, this was a great improvement in the number of particles as their simulations ranged
from 500-4000 particles (to generate at least 100 particles attached). Some groups were
able to simulate a large number of particles, but the geometry they used was simpler than
XCT image-based porous media. Pham et al. (2014) simulated 100,000 particles but their
computational domain consisted of a few pores. Longest and Xi (2007) simulated 300,000
particles in their airway model. However, the airway model was a much simpler geometry
(Figure 4.31).

Figure 4.31: CT image-based idealized geometry of upper oral airways of the human
respiratory system from Longest and Xi (2007).
The geometries used in this work were considerably more complex than geometries used
in aerosol transport. However, aerosol flow fields are generally turbulent and turbulence
terms need to be included the in LPT equations, greatly increasing the complexity of the
problem.
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The LPT methods presented by Longest and Xi (2007); Li et al. (2012); Pham et al.
(2014) used a random release of particles at the entrance. This type of particle release could
have increased the chance of particles to attach to the surfaces because there is an equal
chance of particles starting close or far from a surface. The random flow rate biased particle
release presented in this work prevents uniform distribution of particles across the entrance
plane.
Finally, none of the LPT models simulated site blocking (or surface capacity) or XCT
image-based mineralogy. These last two developments can greatly improve the understanding
of NP transport and fate in porous media.
In addition to physical behaviors that were simulated, another advantage of presented
model is the ability to track a single particle at each time step along its trajectory. Figure
4.32 gives an example of a few parameters that can be tracked at each time step for a single
particle.
Furthermore, combining all of the information: XCT image, FEM results, unstructured
mesh, and particle trajectories, into a powerful visualization software can provide valuable
insights. Figure 4.33 shows two particle trajectories: one that experienced a lot of Brownian
motion because it was close to the top cover (not shown in figure); and another that was
away from the surface and the trajectory was smooth.
Figure 4.34 shows how visualization of the micromodel XCT image combined with FEM
streamlines and the particle attachment location can enhance our understanding about NP
transport. In Figure 4.34, it is clear that the particle was deposited in a stagnation point.
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Figure 4.32: Example of different parameters that can be tracked at each time step. Top:
Displacement due to hydrodynamic forces and Brownian motion; middle: gap distance
(distance between wall and particle surface); bottom: ∆t.
4.7

Summary and Conclusions
The model presented in this work successfully simulated nanoparticle transport in two

porous media: micromodel and Berea.

We compared the effect of particle diameter,

attractive and repulsive surface forces, flow rate, particle density, surface capacity (site
blocking), and image-based mineralogy.
Particle diameter affected the pattern of effluent concentration: larger particles exited
earlier than smaller particles. However, the total NP recovery in 10 PV was not affected
considerably. In the presence of attractive surface forces, NP recovery increased with particle
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Figure 4.33: Particle trajectories. Trajectory 1: irregular path because particle was close to
the top surface (not shown) and experienced a lot of Brownian motion; trajectory 2: smooth
path because particle was away from the surface and mainly followed the streamline.

Figure 4.34: Combination of micromodel XCT image, FEM streamlines and particle
attachment position shows particle deposited in a stagnation point. Flow is from left side,
around circular feature, and down towards the bottom right corner. Note that the NP (green
spehere) is not to scale.
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diameter increased – an effect more evident in the micromodel. However, the two-ordersof-magnitude increase in surface force strength (micromodel only) had a minor effect in
particle deposition. Repulsive surface forces facilitated the transport of NPs, increasing
their recovery rate compared to no surface forces. This effect was more evident in the
Berea, considerably changing the shape of the BTC. Flow rate (micromodel only) showed
the biggest impact on NP recovery when attractive surface forces were present, especially
for bigger particles. Particle density varying four orders of magnitude showed a negligible
effect in the micromodel. Surface capacity affected particle attachment, a result that was
more prominent in the Berea than in the micromodel. The effects of flow rate, attractive
and repulsive surface forces were consistent with experimental data. However, increasing
surface forces by two orders of magnitude or changing particle density did not affect particle
transport, which disagrees with experimental results.
This work provided a methodology to analyze NP transport in porous media and to study
factors that affect NP recovery and deposition. More simulations in realistic rocks in bigger
domains are necessary to draw relevant conclusion. Direct comparison with experimental
data and other models would also be valuable to further validate the presented model.
4.8
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5.

Conclusions
X-ray computed tomography (XCT) successfully characterized proppant packs, proppant-

filled fractures, and reservoir rocks under varying loading stress from 0 to 20 kpsi. The impact
of loading stress on proppant packing structure, pore space morphology, and flow properties
was investigated using XCT images and image-based flow modeling by two different methods:
finite element (FEM) and Lattice Boltzmann (LBM).
XCT images of bulk proppant between Berea sandstone cores captured structural changes
(e.g. arrangement, embedding) for different loading stresses and failure of proppants at the
highest loading stresses. These results are consistent with other studies that indirectly
measured these changes. Flow simulations showed that the reduction of high velocity was
due to elimination of the largest flow channels, which in turn led to a more uniform velocity
field.
XCT images of proppant monolayer between shale cores showed that crushing did not
occur at high loading stress. However, proppant embedment was much more pronounced,
which decreased the fracture width as well as fracture conductivity. As loading stress
increased, narrowing of the main flow channels led to a more uniform velocity field.
The two image-based flow simulation approaches used here, FEM and LBM, predicted
very similar permeabilities within the applied loading stresses. Finally, it is noteworthy that
the permeability was essentially independent of loading at the lower stresses (below 12 kpsi
or 83 MPa). This result differs from the manufacturer’s data, which shows a correlation
between loading and permeability over the entire range.
An increase in loading stress does not necessarily affect proppant packing and pore space
morphology. As seen the the Berea-proppant system, minor changes occurred from 0 to 8
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kpsi. Changes started to develop at 12 kpsi when a few proppants crushed. Major changes in
proppant packing and pore space occurred at 20 kpsi when many proppants crushed. Thus,
crushing was the most important effect that caused changes in packing and pore structure
which, in turn, affected flow behavior.
The initial research questions from Section 1.1 can be answered:
1. Does the decrease in pore space due to increase in loading stress cause permeability
reduction in the proppant-filled fractures?
Yes, but only when the pore space actually decreased. At lower stresses, below 12
kpsi (83 MPa), the pore space remained fairly the same and so did permeability.
When the pore space started to change as 12 kpsi, then permeability started to
reduce. At 20 kpsi, when many proppants crushed and the porosity reduced,
permeability also reduced.
2. How are the flow patterns affected when the pore space and morphology are
changed?
As loading stress increased, main channels were narrowed, leading to a more uniform
velocity field with less spots of high velocity.
3. Is permeability reduction due to the increased loading stress greater in proppant
monolayer than in bulk proppant?
For the same range of loading stress (0 to 12 kpsi), the fracture permeability of the
monolayer of proppants decreased more than the bulk permeability. However, the
decrease in permeability for the bulk proppant from 0 to 20 kpsi was similar to the
fracture permeability reduction from 0 to 12 kpsi.
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As the second part of this work, a Lagrangian particle tracking (LPT) algorithm based on
first principles of physics was successfully developed to model nanoparticle (NP) transport in
porous media. This program can be used to study the effect of porous medium geometry, flow
rate, particle size, and particle-surface forces on NP retention behavior. It provides effluent
concentrations, location of retention sites, particle trajectories, and each component of
particle displacement (e.g., displacement due to hydrodynamic drag or Brownian motion) at
each time step. In addition, it allows visualization of retention sites and particle trajectories
in combination with the porous media and flow field. This type of visualization can greatly
increase our understanding about the mechanisms that affect particle fate and transport.
The two different geometries presented in this work, a Berea sandstone and a micromodel,
showed the relevance of porous media geometry in NP transport. Although NP transport
presented similar trends on both geometries, surface forces effects were more pronounced in
the Berea. This showed the importance of using real rocks in NP transport models – as
opposed to idealized structures used in other models.
The developed model successfully allows the implementation of realistic surface forces
obtained experimentally, numerically, or empirically. The surface force data can be tabulated
or a mathematical formulation, as for example, the DLVO forces used in this work.
The algorithms implemented when surface forces were neutral and particles were near
the surface need to be further investigated. The use of two different algorithms resulted
in considerably different particle transport behavior. A comparison with experimental data
would allow us to determine the more accurate algorithm.
In order to make this code available to other researchers, further documentation is
necessary. In addition, a user-friendly version needs to be written.
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The research questions from Section 1.1 can be answered:
1. Does Lagrangian particle tracking accurately model nanoparticle transport in
porous media?
The effects of flow rate, attractive and repulsive surface forces were consistent with
experimental data. However, increasing surface forces by two orders of magnitude
or changing particle density did not affect particle transport, which disagrees with
experimental results. Further validation is necessary to assert that LPT accurately
model NP transport in porous media.
2. Does the addition of surface forces from molecular dynamics simulations and/or
experiments improve NP transport model by providing more realistic results (when
compared to core flooding experimental results)?
Yes. The results of attractive surface forces and repulsive surface forces were
consistent with experimental sand pack/core flood experiments. In addition, when
flow rate was varied in the presence of attractive surface forces, our results presented
similar trends as sand pack/core flood experiments and modified Colloid Filtration
Theory (CFT).
3. Does the inclusion of XCT-determined mineralogy in NP transport model produce
more realistic results?
In the work presented here, only a comparison between XCT-determined mineralogy
and no mineralogy was performed which seemed to improved the results. However,
it is important to have a direct comparison with experimental results. For example,
by using an XCT image of the same type of core that was used in a core flood
experiment.
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4. Can the NP transport model provide more detailed pore-scale information on NP
deposition than current core flooding experiments by producing curves of effluent
concentration and 3D map of particle deposition?
A 3D map of particle deposition was fairly easy to be created in the micromodel
because of its transparent top cover.

For real rocks, the data is available to

create a 3D map of particle deposition. However, further visualization attempts
are necessary to produce valuable visual data.
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