We present a psychometric scale that assesses risk-taking in 10 evolutionary content domains: between-group competition, within-group competition, status-power, environmental exploration, food selection, food acquisition, parent-offspring conflict, kinship, mate attraction, and mate retention. We report on three studies that evaluate the scale's validity and consistency for a sample of 1,326 participants who rated their likelihood of engagement in, the perceived riskiness of, and the benefit associated with various risky activities. Behaviors were framed as modern-day analogues of qualitatively similar actions in recurring problem domains of the ancestral environment that were potentially beneficial but also potentially costly to survival and reproductive success. As expected, respondents' degree of risk-taking was not consistently riskaverse or risk-seeking across content domains, and a set of eight life-history variables had domain-specific effects on risk-taking propensity. In most domains, men were significantly more risk-seeking than women, but in 2 of the 10 domains-food selection and kinship risks-women were more risk-prone than men. Participants who reported not being married or in a committed relationship scored significantly higher in the domains of mate attraction and mate retention. Age, reproductive goalsetting, parental status, number of siblings, and birth order also affected the formation of risk thresholds.
Evolutionary scientists have never needed much coaching on issues concerning the domain specificity of risk-taking behavior. The mere notion of domain specificity is foundational to its discipline (Barrett & Kurzban, 2006; , and evolutionary investigations of human risk-taking behavior have already resulted in many novel contributions in the study of hormones (e.g., Bröder & Hohmann, 2003) , genetics (e.g., Dreber et al., 2009) , emotions (e.g., Fessler, Pillsworth, & Flamson, 2004) , and explanations of why sex differences in risk-taking exist (e.g., Wilson & Daly, 1985) .
However, until now, the exchange of ideas between the fields of evolutionary and behavioral decision sciences has been rather limited. For the most part, evolutionary psychologists have not been very keen on adapting these new instruments because the content domains that behavioral decision scientists have chosen had no a priori theoretical justification and there were no alternative psychometric measurements for testing evolutionarily inspired research questions. On the other hand, behavioral decision researchers had too little exposure to the idea that adaptive problem domains and evolutionary tradeoffs among finite energy budgets must have had an important influence on the evolution of human decision-making capacities (e.g., Wilke & Todd, 2010) . Why consider a subject's age and relationship status when predicting risk thresholds-a behavioral decision scientist might think-when there is no indication from first principles that these variables should matter?
In an effort to conciliate these two disciplines, Kruger, Wang, and Wilke (2007) made the first step toward the validation of an evolutionary domain-specific risk scale. Their preliminary results demonstrated how modern-day analogues of recurring risks in ancestral problem domains could be conceptualized and that such a risk scale can be applied in contexts where a functional perspective to human risk-taking is important. Likewise, Wang, Kruger, and Wilke (2009) emphasized that the recurrent and enduring risks that our ancestors faced in the environment of evolutionary adaptedness acted as selection pressures in the evolution of human risk-taking propensity. In their study, various life-history variables were only shown to consistently regulate human risk-taking propensity in specific domains.
Evolutionary Domains of Risk
Evolutionary psychology stresses that our cognitive architecture possesses a rich set of adaptations for solving recurrent evolutionary problems, and these problems are what define a domain. In this light, risk-taking behavior can be viewed as variations in payoff distributions within specific domains of adaptation. Cues of analogous risks of modern times would trigger these mental algorithms, and the behavioral responses for these domains could be qualitatively different (Kruger et al., 2007; Wang et al., 2009) . Kruger et al. (2007) constructed a risk scale out of an original pool of only 30 items. Their preliminary scale spanned a mere five content areas with three items per domain, leading us to believe that additional distinct domains that could be part of an individual's domain-specific risk propensity might not have been discovered. To address this limitation, we first carefully screened and merged the contents of various widely used textbooks in the fields of biological anthropology and evolutionary psychology (e.g., Barkow, Cosmides, & Tooby, 1992; Boyd & Silk, 2011; Buss, 2011; Gaulin, 2003) and created a more comprehensive list of evolutionarily valid content domains. This original list included the broad adaptive problem domains of competition, cooperation, status, mate choice, foraging, parenting, kinship, and habitat selection (see Figure 1a ). In the next step, we created a large set of modern-day analogues of qualitatively similar actions in recurring problem domains of the ancestral environment that were potentially beneficial but also costly to survival and reproductive success (see DomainSpecific Risk Attitudes) . For each domain, our goal was to conceptualize several items that would cover various diverse activities and/or subdomains within this area (e.g., various shortterm vs. long-term mating risks within the mate choice domain).
Domain-Specific Risk Attitudes
Aside from the traditional definition of risk as a decision-maker's utility function (as economists often do) or as a general trait such as impulsivity or sensation-seeking (as personality theorists often do), risk-taking propensity can be defined as an attitude within a risk-return framework. This approach generated much well-deserved attention because it enabled researchers to separate the construct of risk propensity into its underlying psychological components (see Weber & Johnson, 2008 for a comprehensive review).
Risk attitudes can be thought of as a person's baseline likelihood of engaging in a certain activity (i.e., a subject's risk behavior) on the basis of that person's underlying perceptions toward this activity with regard to how safe or dangerous it is (i.e., a subject's risk perception) and what potential benefits might come out of engaging in this activity (i.e., a subject's expected benefits). Conceptualizing risk-taking behavior as a risk-return framework (see Weber et al., 2002) allows researchers to better understand why people differ with regard to their risky choices across various contexts. For example, someone can be risk-seeking in recreational risks but at the same time appear to be very risk-averse in the financial domain. It is possible that this person dislikes taking risks in both of these domains (i.e., be consistently riskaverse across recreational and financial decisions) but perceives the risk of bungee jumping to be very low (perhaps because it feels safe and controllable to that person) and the risk of investing in the stock market to be very high (perhaps because of a lack of familiarity or a previous negative experience). Similar differences could exist with regard to that person's perceived benefits of engaging in these hypothetical activities (cf. Hanoch et al., 2006; Johnson et al., 2004) . Therefore, the perceived riskiness and perceived benefits of an activity each influence a person's risk behavior in fundamental ways. Previous studies have shown that the likelihood of engaging in a risky behavior is typically negatively associated with the perceived riskiness of that activity (i.e., if something looks very daring to me then I am less likely to engage in that activity, and vice versa). Furthermore, the likelihood of engaging in a risky behaviors is often positively related to the perceived benefits associated with the activity (i.e., if something looks useful/beneficial to me then I am more likely to engage in that activity, and vice versa). 
Overview of Studies
The goal of this paper is to more clearly define the construct of risk propensity and provide a new tool for assessing domain-specific risk-taking that can be used by evolutionary and nonevolutionary scientists alike. In a threestudy project, we (a) constructed an enhanced evolutionary domain-specific risk scale, (b) compared our results to existing domainspecific risk measures to highlight the utility of using evolutionary domains of risk when studying functional aspects of human decisionmaking behavior, and (c) investigated the convergent and external validity of domain-specific risk attitudes. Specific focus was given to the role of life-history variables in shifting riskseeking tendencies. We anticipated replicating the patterns of results regarding sex and lifehistory differences from our previous papers (cf. Kruger et al., 2007; Wang et al., 2009) . In an effort to keep our manuscript concise, we decided to interpret and discuss all of our findings within the respective Results and Discussion sections of the three studies. Wherever applicable, we provide citations on how our empirical findings compare to previous results from the risk literature.
Study 1 Method
Participants. A total of 620 participants (397 females, 223 males) were recruited from Central Michigan University, Mount Pleasant, Michigan, and the University of Michigan, Ann Arbor, Michigan. Participants received course credit for their participation. Participants' age ranged from 17 to 47 years (M ϭ 19.52, SD ϭ 3.04).
Materials and procedure. All participants responded online to a set of survey items assessing participant's demographic background and their independent life-history variables. These eight variables included age, sex, birth order, number of biological siblings, reproductive goal (i.e., how many biological offspring, at most [at least], would you like to have?), parental status (i.e., how many biological offspring do you have now?), relationship status (i.e., are you married or in a long-term relationship?), and their subjective life expectancy. The life expectancy measure was adopted from a study by Hill, Ross, and Low (1997) that asked participants to assign a percentage value for how likely it is that they will be alive at specific age categories. There were a total of eight age categories (i.e., 20 -29, 30 -29, 40 -49, 50 -59, 60 -69, 70 -79, 80 -89, 90ϩ) in which participants had to fill in their estimated likelihood of being alive during this period, ranging from 0% to 100%. An example was given for illustration. Each participant's subjective life expectancy was calculated using the formula of [20 ϩ sum of (P i ϫ 10)].
The questionnaire consisted of 137 risk items that covered multiple evolutionarily relevant content domains (e.g., mate choice, parenting, foraging) and its subdomains (e.g., mate attraction, short-term and long-term mating strategies). Our goal was to create behavioral questionnaire items that were (a) modern-day analogues of qualitatively similar actions in recurring problem domains of the ancestral environment that were (b) potentially beneficial but also potentially costly to survival and reproductive success. Questionnaire items were given in randomly interspersed order, and participants had to rate each item on a 5-point bipolar scale that ranged from 1 (very unlikely) to 5 (very likely). Each item referred to a risky behavior for which participants indicated their likelihood of engaging in it. Appendix A lists the scale instructions.
Results and Discussion
Scale properties. We ran exploratory principal component analyses with nonorthogonal rotation to investigate the underlying factor structure of our large item set. A principal component analysis explains the variance-covariance structure of a set of variables through a few linear combinations of the variables under consideration (see Jolliffe, 2002) . Unlike factor analysis-which is typically used to check if data are consistent with a prescribed structurethe key feature of principal component analysis is data reduction and interpretation. Principal component analyses often reveal relationships that were not previously suspected or otherwise intuitively obvious.
With the goal of creating a valid and reliable instrument, we aimed to create a wide set of evolutionarily valid content domains that con-tained only those items within each domain that provided the best factorial structure for our empirical data. The best interpretation of the data was reached with a 10-factor model that contained three items in each domain. This model accounted for a total of 60.37% of the explained variance. Other factorial solutions either did not go beyond a satisfactory amount of explained variance, resulted in item loadings with factors that were not interpretable, or resulted in an uneven number of items per content domain. Table 1 shows the 10 evolutionary content domains and our final selection of questionnaire items. All 30 of the newly developed Evolutionary Risk Scale (ERS) items loaded highest on their respective domains. The domains of status/ power and environmental exploration accounted for the most explained variance (15. 98% and 8.91%, respectively) and the withingroup competition and mate retention domains for the least (3.54% and 3.11%, respectively). Consistent with our previous work, we found two separate content domains for competition (i.e., between-group vs. within-group competition) and distinct domains for mate attraction and environmental risks (see Kruger et al., 2007; Wang et al., 2009) .
To judge the internal consistency and reliability of the ERS, we computed Cronbach's ␣ coefficients and mean inter-item correlations (see Table 2 ). For all 10 domains, the values for Cronbach's ␣ are moderate but acceptable (range: .52 to .68) given that there are only three items per domain and ␣ increases with higher item numbers (see Carmines & Zeller, 1979) . The most reliable responses during this scale construction were within the environmental exploration, status/power, and mate retention domains; the least reliable responses were from the within-group competition domain. The mean inter-item correlations indicate similar domain differences in reliability. Here, the environmental exploration domain had the highest average inter-item correlations (.43) and the within-group competition domain had the lowest (.25).
We chose Promax for the factor rotation method because it provides nonorthogonal (oblique) solutions that allow the factors to be correlated. The top section of Table 3 shows the correlations among the ERS domains for this scale construction study. Of the 45 Pearson correlation coefficient domain pairs, 26 show a weak domain relationship (rs Ϫ.3 to Ϫ.1 or .1 to .3) and only 4 domain pair correlations are moderate in strength (rs Ϫ.5 to Ϫ.3 or .3 to .5). The remaining 15 correlation pairs indicate very little to no relationship at all (rs Ϫ.1 to .1). Thus, the generally low values of these correlations suggest that risk-taking indeed should be seen as domain-specific and that risk attitudes do not easily generalize across content domains (see Hanoch et al., 2006) . Previously reported effects of the domain specificity of risk-taking seem to hold not only in modern domain contexts (e.g., financial or recreational risks; Weber et al., 2002) but (also) when creating evolutionary valid content domains (e.g., mate choice or foraging risks; Kruger et al., 2007) .
Sexual selection and risk-taking propensity. Table 4 shows the domain means and standard deviations of risk behavior split by sex. In most domains, men were significantly more risk-seeking than women (cf. Byrnes, Miller, & Shafer, 1999) . Consistent with previous findings, men were more willing to take risks in the between-group and within-group competition domains (e.g., Ermer, Cosmides, & Tooby, 2008) , in the domain of status and power (e.g., Hill & Buss, 2010) , when facing environmental risks (e.g., Wang et al., 2009) , and when confronted with problems of mate attraction and mate retention (e.g., Baker & Maner, 2008) . However, in two of the 10 domains-food selection and kinship riskswomen were more risk-prone than men. This finding suggests that risk thresholds related to nutrition and family relationships may be of higher importance to women than previously reported in the literature.
The risk thresholds of young males were ultimately selected for not only to promote social status and resource control but (also) for mating competition (Low, 2000; Wilson & Daly, 1992) . Thus, higher levels of mating effort and lower levels of parental investment should not only affect differences in risk thresholds between men and women, but they should also shift behavioral strategies in evolutionarily relevant risk-taking domains (Wilson & Daly, 2004) . To investigate this effect, we split our sample by sex and relationship status. Male participants who reported that they were single scored significantly higher in the domains of mate attraction and mate retention (see Table 5A ). This can be inter- preted as men increasing their risk propensities with specific behaviors that display their suitability as a potential mate (Zahavi, 1975) . Previous research has shown these effects (e.g., Bliege Bird, Smith, & Bird, 2001; Shan et al., 2012) , in particular when men are in the presence of other females (Frankenhuis, Dotsch, Karremans, & Wigboldus, 2010; Ronay & von Hippel, 2010) . Risk propensities of single men were also significantly higher in the within-group competition domain, highlighting that these shifts in risk propensity affect intersexual attraction and intrasexual competition (Trivers, 1972) . It is interesting to note that we also found similar shifts in risky behavioral strategies for women. For instance, in the domains of mate attraction and mate retention, womenalthough scoring lower than their male counterparts overall-also increased their risk propensities when reporting not being married or in a committed relationship. This highlights the importance of considering relationship status as a variable when testing evolutionary inspired theories of sex differences in risktaking (e.g., Geher & Kaufman, 2011; Sylwester & Pawlowski, 2011; cf. Fisher, Cox, & Shaw, 2009 ) and that certain risky behaviors (e.g., recreational risks) may only be attractive in potential short-term but not long-term partners (Wilke, Hutchinson, Todd, & Kruger, 2006) .
Life-history variables and risk-taking propensity. In addition to sex and relationship status, we investigated how other typically less-explored life-history variables affect risk-taking propensity in evolutionarily relevant domains. Table 6 shows the Pearson correlation coefficients between a subject's average risk domain scores and their selfreported life-history variables. Although most correlations are of small effect size, more than one fourth of all coefficients (17 of 60) were statistically significant. Each of the 10 evolutionary domains was affected by at least one of the life-history variables-approximately half of them were influenced by two or three variables. For example, younger individuals were more willing to take risks compared with older-aged participants in the between-group competition (-.12) and parent-offspring domain (-.21). A higher reproductive goal-setting was related to higher risk-taking in the food selection (.12) and kinship domain (.12) but to more risk aversion in the mate retention domain (-.10). Likewise, parental status, number of siblings, and birth order also affected subjects' formation of risk thresholds (see Table  6 ). The strongest effect on risk propensities was the participants' subjective life expectancy: When the future was seen as unpredictable and life expectancies were estimated to be shorter, risk thresholds increased in the domains of within-group competition, status/ power, mate attraction, and mate retention (cf., Wilson & Daly, 1997) . Materials and procedure. As before, participants responded online to a set of survey and questionnaire items. All survey questions that assessed demographic and life-history information were identical to Study 1, but the set of questionnaire items differed.
The questionnaire included a total of 60 risk items. Half of the set consisted of the newly developed 30-item ERS (see Study 1 for details). The second half consisted of the 30-item revised Domain-Specific Risk-Taking Scale (DOSPERT; see Blais & Weber, 2006) . The DOSPERT covers five risk domains (i.e., ethical, financial, health/safety, recreational, and social) and includes six items in each domain. Questionnaire items were presented in interspersed order, and participants had to rate each item on a 7-point bipolar scale that ranged from 1 (extremely unlikely) to 7 (extremely likely). All 60 items referred to a risky behavior for which participants indicated the likelihood that they would engage in the described activity or behavior if they were to find themselves in that situation. Appendix A lists the scale instructions.
Scale replication. A confirmatory principal component analysis with Promax rotation replicated the underlying factor structure of our 30-item ERS. The model accounted for a total of 63.30% of explained variance. As before, other factorial solutions did not go beyond a satisfactory amount of explained variance or resulted in item loadings that were difficult to interpret. The amounts of variance that were explained by individual factors were almost identical (ranging from 15.15% to 3.12%), and individual items loaded very highly on the pre- Although we modified the scale instructions and changed the response scale, the results from this scale comparison sample were very comparable to the data obtained in the scale development study. The lower sections of Tables 2-6 compare the results from this dataset to the ERS results we obtained before. The coefficients for Cronbach's ␣ and the mean inter-item correlations were similar, but with somewhat higher 
Mate retention -
Note. BGC ϭ between-group competition; WGC ϭ within-group competition; S/P ϭ status/power; EE ϭ environmental exploration; FS ϭ food selection; FA ϭ food acquisition; POC ϭ parent-offspring conflict; K ϭ kinship; MA ϭ mate attraction; MR ϭ mate retention. ‫ء‬ Correlation is significant at the 0.05 level (two-tailed). ‫ءء‬ Correlation is significant at the 0.01 level (two-tailed).
averages (.64 and .38, respectively; see Table  2 ). As before, the strength and distribution of domain correlations support a domain-specific approach to measuring risk propensity (see Table 3 ). Sample differences that were based on sex and/or relationship status replicated our earlier main findings (Tables 4 and 5) , and lifehistory variables again had an important role in predicting participants' average domain responses (see Table 6 ). Note. Study 1 responses were given on a 5-point scale.
Scale comparison. The main goal of this second study was to quantify how well both scales measure risk propensity and to highlight the utility of applying a life-history framework when working with each psychometric instrument.
The DOSPERT scale is a highly reliable and valid instrument whose psychometric properties are well documented (Blais & Weber, 2006; Hanoch et al., 2006; Weber et al., 2002) . In our scale comparison sample, we ran the DOSPERT against the ERS because both instruments have Note. Study 2 responses were given on a 7-point scale. the same number of items and a similar factor structure that is based on domain specificity. By using the original DOSPERT instructions and response scale for the ERS, we were able to (a) test how the DOSPERT with its focus on modern-day risk domains relates to life-history variables and (b) assess each instrument's respective contribution for testing evolutionarily inspired questions. Table 7 displays the results of a regression analysis summarizing the influence of all eight life-history variables on a subject's single overall mean risk score across the 10 domains. The overall fit of the ERS and the DOSPERT models have low R 2 values, which is what one would expect given that these scales are intended to be used in a domainspecific manner, not for a domain-general application. Still, the ERS model shows a significant effect across domains for the variables sex (B ϭ 0.23, p Ͻ .001) and relationship status (B ϭ Ϫ0.14, p ϭ .02), with males being more risk-seeking than females and singles being more risk-seeking than individuals who were married or in a committed relationship. In contrast, the DOSPERT shows a comparable effect for sex (B ϭ 0.48, p Ͻ .001) but also an influence of participants' subjective life expectancy (B ϭ Ϫ0.01, p Ͻ .01), with shorter estimated life expectancies being associated with increased risk propensity. This suggests that researchers using the DOSPERT-even when studying risk behaviors only in modern-day nonevolutionary domains-may benefit from incorporating theories used in evolutionary psychology (i. e., a life-history framework) to better understand an individual's risk propensity. Figure 1b shows the conceptual organization of our 10 evolutionary risk domains when viewing risk-taking behavior through a life-history lens. From a theoretical standpoint, the influence of life-history variables on risk-taking propensity can be understood as tradeoffs when allocating finite effort among survival (e.g., somatic effort) and reproduction (e.g., mating effort, parental effort). Thus, patterns of birth, growth, and death (i.e., life-histories) result from competing costs and benefits of different risk allocations at different times in the life cycle (see Chisholm, 1993; Horn, 1978; Roff, 2002) . The patterns of expenditure that are most effective for survival and reproduction depend on the environment the organism is facing: For instance, in environments with longer life expectancy, it might pay to invest effort in growth and development whereas in an environment with shorter life expectancy, it might be advantageous to reproduce earlier (e.g., Hill et al., 1997) . We ran individual regression analyses to investigate the effects of life-history variables on a subject's domain-specific risk propensity as measured by the ERS and the DOSPERT. Table 8 shows the predictions and results we obtained from predicting risk domain scores from the set of life-history variables. All reported congruent (and incongruent) domain results shown in the table were significant (ps Ͻ .05).
Our life-history predictions resulted in 18 congruent effects on the ERS. The strongest individual effects on risk domains were obtained with the life-history variables sex, relationship status, and life expectancy (7, 3, and 4 domain effects, respectively). Here, the predictions were-everything else being the samethat males would be more risk-seeking than females, singles would engage in more risks compared with individuals in long-term relationships, and that estimates of lower life expectancy would be associated with higher riskseeking tendencies across domains. Additional significant domain effects were found for the life-history variables age, birth order, number of siblings, and the number of offspring. Although the DOSPERT scale was never specifically created for testing evolutionary inspired questions, we also found nine congruent life-history effects across its five risk domains. Likewise, the variables sex and life expectancy had the biggest effects in the predicted direction, but there were also four life-history variables (i.e., age, relationship status, birth order, number of siblings) that did not result in any modern risk domain effects compared with only one such result (i.e., reproductive goal-setting) on the ERS. This suggests that although there is also a benefit for incorporating life-history variables in research conducted with the DOPSERT, the ERS might be a more suitable choice when testing risk behaviors among modern-day analogues of evolutionarily important content domains. However, both scales produced novel, yet incongruent, results with regard to what effects life-history variables are predicted to have on specific risk domain scores (see rightmost column in Table 8 ). Future studies should investigate and extend our current knowledge of the domain specificity of risktaking to address these incongruencies (cf. Wang et al., 2009 ). Note. Life-history variables were considered to be significant contributors to the domain mean when p Ͻ .05. BGC ϭ between-group competition; WGC ϭ within-group competition; S/P ϭ status/power; EE ϭ environmental exploration; FS ϭ food selection; FA ϭ food acquisition; POC ϭ parent-offspring conflict; K ϭ kinship; MA ϭ mate attraction; MR ϭ mate retention; E ϭ ethical; F ϭ financial; H/S ϭ health and safety; R ϭ recreational; S ϭ social.
Study 3 Method
Participants. A total of 281 participants (117 females, 164 males) were recruited from Clarkson University, Potsdam, New York. Participants received course credit for their participation. Participant's age ranged from 18 to 45 years (M ϭ 19.14, SD ϭ 2.27).
Materials and procedure. Participants responded online to a set of questionnaire items and a self-report inventory of real-world risky behavior frequencies. All questionnaire items were identical to Study 2, but participants rated each of the 30 risk items on each of three response scales. The risk behavior subscale asked participants to report their likelihood of engagement in each activity, the risk perception subscale asked them to indicate how risky they perceived each activity to be, and the expected benefit subscale asked them to rate their perception of the benefit they would derive from engaging in each behavior. The order of items within each subscale was randomized, and the order of subscales was counterbalanced across participants.
To additionally validate the behavioral intentions that participants reported on the risk behavior subscale, we collected self-reports of common risky behaviors in the recent past (cf. Weber et al., 2002) . Using a 3-point rating scale that ranged from 1 (never) to 3 (several times), participants responded to a set of 44 questions on how often they engaged in various risky behaviors in the past year (or month). Each of the 10 evolutionary domains was represented on this self-report inventory but with a variable number of questions. For instance, whereas the between-group competition domain had a total of five questions (e.g., engage in a physical fight), the food acquisition domain contained only two questions (e.g., buy food that is on sale, but has a short expiration date) because it was more difficult to find representative everyday behaviors in some domains than others.
Results and Discussion
Scale validation. Table 9 shows the means and standard deviations of participants' item responses on the risk behavior, risk perception, and expected benefit subscale, allowing us to interpret their overall risk attitudes. Previous studies found that risk behaviors are typically negatively associated with perceived risk and often positively related to the perceived benefits of an activity. This is what we also find in the data presented here. Across all domains, behavioral intentions showed a significant negative correlation with a participant's perception ratings (-.24), but they showed a significant positive correlation (.39) with a participant's expected benefit ratings. Table 10 shows a summary of this finding by domain. A person's behavioral intention (here, the intercept) can be interpreted as showing how much baseline risk is attributed to behaviors in the domain when perceived risks and benefits are zero. For example, Table 10 shows that our participants have a Note. Responses were given on a 7-point scale; N ϭ 281.
higher baseline likelihood of engaging in kinship and food acquisition risks (3.71 and 3.67, respectively) compared with any other domain. The perceived risk coefficients show the degree to which risk perception decreases the likelihood of the associated behaviors in that domain (indicated by the negative sign), and the perceived benefit coefficients show the degree to which the expected benefit increases the likelihood of engaging in that behavior (shown by the positive sign). Thus, the coefficients show the effect of perceived risk and perceived benefit on a person's risk behavior. This idea can be used to further study the individual differences among people's risk attitude; for instance, here when splitting the domain coefficients by sex (as is shown in the lower part of Table 10 ) or by specific life-history variables (e.g., relationship status or the presence of children; not shown). In sum, these results suggest that risk attitudes can be understood from the perspective of a risk-return framework and can be meaningfully conceptualized within an evolutionary domainspecific context. External validity. Our participants' selfreports of past behavior in each of the 10 domains correlated with their behavioral intentions for behaviors within the same domain. The average correlation between frequency reports and behavioral intentions was highest in the mate attraction domain (.30) and lowest in the food acquisition domain (.16). Although these average correlations may appear low, consider that all of the 44 frequencies of common risky behaviors correlated significantly with their behavioral intentions in the same domain (all ps Ͻ .05) and that these correlations measure the association between past and current behaviors as well as the association between different risky activities within a domain. Thus, these results provide an important additional test for the validity of the ERS-here, its external validity rather than the validity of the construct risk attitude per se-and that participants' behavioral intentions in our study correspond to how much (or how little) domain-specific risk they are willing to take outside of the laboratory-a feature that many risk instruments do not possess (cf. Huber, Wider, & Huber, 1997) .
General Discussion
Our results from these three studies strongly support the notion that risk-taking is domainspecific rather than being a stable domaingeneral attitude or personality trait. Earlier results finding domain-specific effects on risk propensity in modern domain contexts also held when we created evolutionary valid content domains in which questionnaire items mirror behaviors in adaptive problem domains.
We used exploratory and confirmatory analyses to select risk items among 10 evolutionary content domains and developed and validated an evolutionary risk scale that shows evidence of validity and reliability. Risk-taking is a widely studied phenomenon that is under investigation in various scientific disciplines and is considered important in many applications. By offering a tool that allows the study of evolutionary-oriented research questions, we extend basic research on risk propensity and provide a psychometric service to researchers in the behavioral sciences.
Our results indicate that more attention should be paid to life-history variables in research on human decision-making capacities. We replicated many of the findings of Wang et al. (2009) when they examined the distinct effects of life-history variables on risk-taking propensity. However, the study presented here extends previous findings by investigating the effects of additional life-history variables and by exploring a much broader, more complete set of evolutionary risk domains. For example, adding relationship status revealed that uncommitted men increase their risk propensities in specific behavioral activities to display their suitability as a potential mate and that womencontrary to mainstream findings in evolutionary psychology (e.g., Kelly & Dunbar, 2001; Pawlowski, Atwal, & Dunbar, 2008) -can be more risk-seeking than men in domains relating to nutrition and family relationships (cf., Campbell, 1999) .
Future research should investigate risk tendencies in these domains as well as in samples that are representative cross-sections of other parts of the population. Many of the life-history variables studied here will have a different magnitude of effects (or different effects altogether) when testing noncollege samples (e.g., because of age differences that result in a shift in the allocation of effort from mating to parenting). Further studies will also need to draw better connections between life-history variables and risk propensity on one side and important everyday applications on the other (e.g., Hill & Chow, 2002) . Another interesting opportunity to pursue would be to translate the current risk items into other languages and explore other cultural settings. A further refinement of our domain structure as well as our methodology with which participant's responses are collected may also be necessary (cf. Bartoshuk et al., 2004) . These studies would provide additional support for the domain specificity of risk-taking and provide better measurement tools for assessing common behaviors, further integrating evolutionary theory into the behavioral decision sciences.
