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Abstract
We study upper bounds for the first non-zero eigenvalue of the
Steklov problem defined on graphs with boundary. For graphs with
boundary included in a Cayley graph associated to a group of poly-
nomial growth, we give an upper bound for the first non-zero Steklov
eigenvalue depending on the number of vertices of the graph and of
its boundary. As a corollary, if the graph with boundary also satis-
fies a discrete isoperimetric inequality, we show that the first non-zero
Steklov eigenvalue tends to zero as the number of vertices of the graph
tends to infinity. This was recently shown by Han and Hua for the case
of Zn. We obtain the result using metric properties of Cayley graphs
associated to groups of polynomial growth.
1 Introduction
LetM be a compact Riemannian manifold of dimension n ≥ 2 with boundary
∂M . The Steklov problem on M is{
△u = 0 in M
∂u
∂n
= σu on ∂M
where △ is the Laplace-Beltrami operator and ∂u
∂n
is the outward normal
derivative along the boundary ∂M . It is a well known result that if the
boundary is sufficiently regular, the spectrum of the Steklov problem is dis-
crete and its eigenvalues form a sequence 0 = σ0 < σ1 ≤ σ2 ≤ · · · ր ∞.
An important question in studying the spectral geometry of the Steklov
problem is to maximize its eigenvalues under a constraint on the volume of
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the boundary or on the volume of the manifold. For simply-connected planar
domains of fixed length of boundary, it has been shown by R. Weinstock that
the disk maximizes σ1. For bounded Lipschitz domains of fixed volume in
R
n, F. Brock proved that the ball maximizes σ1. Several upper bounds have
also been obtained for different families of manifolds where the volume or
the volume of the boundary is fixed. In 2014, a survey of the literature on
this question has been given in [7]. In 2017, it was shown in [1] that the
Weinstock inequality holds in Rn in the class of convex sets.
In this article, we investigate isoperimetric upper bounds for σ1 of the
Steklov problem on graphs. The Steklov problem on graphs is a discrete
analogue of the Steklov problem and has recently received attention in the
literature. In [10] and [11], lower bounds for the first non-zero eigenvalue are
given. A lower bound for higher eigenvalues is given in [8]. For subgraphs
of integer lattices, an upper bound has been obtained by W. Han and B.
Hua [9]. In [3], a relation between the eigenvalues of the Steklov problem on
a manifold and the eigenvalues of a discrete problem is established. Hence,
results in the discrete and in the Riemannian settings are closely related and
the study of the discrete problem is a possible approach to understand the
spectral geometry of the Steklov problem.
A graph with boundary is a pair (Γ, B) where Γ = (V,E) is a simple
graph, that is, without loops or multiple edges, and B ⊂ V is a subset of V ,
called the boundary, such that two vertices of B are not joined by an edge.
The Steklov problem on a graph with boundary (Γ, B) is to find all σ ∈ R
for which there exists a non-zero function v on the vertices such that{
(△v)(i) = 0 if i 6∈ B
( ∂v
∂n
)(i) = σv(i) if i ∈ B
where △ is the discrete Laplacian, and ∂v
∂n
is the discrete normal derivative
(a definition of these objects can be found in Section 2). Its eigenvalues are
0 = σ0 ≤ σ1 ≤ ... ≤ σ|B|−1.
We say that a graph with boundary (Γ′ = (V ′, E ′), B) is included in a
graph Γ = (V,E) if V ′ ⊂ V and E ′ ⊂ E. A particular case of graphs with
boundary included in a given graph Γ = (V,E) are what te call the subgraphs
of Γ. They are defined from a subset Ω of V in the following way: given a
graph Γ = (V,E) and a subset Ω ⊂ V , we define δΩ := {i ∈ Ωc : i ∼
j for some j ∈ Ω}, Ω¯ := Ω ∪ δΩ, and E(Ω, Ω¯) := {{i, j} ∈ E : i ∈ Ω, j ∈ Ω¯};
then (Γ′ = (Ω¯, E(Ω, Ω¯)), δΩ) is a graph with boundary that we call subgraph
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of Γ = (V,E). The distinction between subgraphs of a given graph Γ = (V,E)
and graphs with boundary included in Γ = (V,E), without being necessarily
a subgraph, is illustrated in Section 2. This distinction is important in this
article because some of the given results require us to consider subgraphs of
a given graph.
We recall that we are interested in upper bounds for σ1. A first remark
is that without any constraint on (Γ, B), it is easy to find examples (see, e.g.
Example 1 in [11]) showing that it is not possible to bound from above σ1
uniformly in terms of the inverse of the number of vertices of the graph. In
[9], W. Han and B. Hua brought forward the idea of considering subgraphs
of Zn. In this setting, they obtain an upper bound for σ1, which proves
that for a sequence {Ωn}n∈N of finite subsets in Z
n satisfying |Ωn| → ∞, we
have that σ1 of Ωn tends to 0 as n tends to infinity. To prove this, Han and
Hua use a very interesting method to reduce to the Euclidean case. In the
present article, we study wider families of graphs and show that the result
can be generalized with a more direct proof using qualitative metric geometry
methods.
The idea is to consider graphs with boundary included in a Cayley graph
of a group with polynomial growth (we recall the notions of geometric group
theory that we use in Section 2.2). Our main result is the following (Theorem
1, Section 3.1). Given a Cayley graph Γ = (V,E) of a group with polynomial
growth of order D, there exists a constant C(Γ) > 0 such that for any graph
with boundary (Γ′ = (V ′, E ′), B) included in Γ,
σ1(Γ
′, B) ≤ C(Γ)
|V ′|
D−2
D
|B|
.
Because the subgraphs of a Cayley graph of a group with polynomial
growth satisfy a discrete isoperimetric inequality, we can deduce the follow-
ing two corollaries for subgraphs of Γ = (V,E) given by a subset Ω ⊂ V
(Corollaries 2 and 3, Section 3.2): if D ≥ 2, there exists C(Γ) > 0 such that
for any subset Ω of V
σ1(Ω) ≤ C(Γ)
1
|δΩ|
1
D−1
;
there exists C(Γ) > 0 such that for any subset Ω of V
σ1(Ω) ≤ C(Γ)
1
|Ω¯|
1
D
.
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A direct consequence is that for a sequence of subgraphs such that the number
of vertices tends to infinity, σ1 tends to zero.
In Zn this last result corresponds to Corollary 1.4 in [9] but we do not
give explicit constants as were given in [9]. The proof of our main result
essentially uses the control of the growth function of the Cayley graph. The
method was inspired by the methods used in [2]. In the contrast to the proof
of the result of Han and Hua, the proof of our result is direct because it does
not use known results for domains in Euclidean space. A straightforward
example of a Cayley graph of a group of polynomial growth that is different
from Zn is a Cayley graph associated to the discrete Heisenberg group of
dimension 3, which has polynomial growth of order 4. Many other examples
exist (see Example 3) where the result holds.
2 Preliminaries
2.1 The Steklov problem on graphs
Let Γ = (V,E) be a graph. The boundary of a subset Ω ⊂ V is the set
δΩ := {i ∈ Ωc : i ∼ j for some j ∈ Ω} where i ∼ j signifies that {i, j} ∈ E.
This set is sometimes called vertex boundary in the literature (there is also
a notion of edge boundary that we will not use here). Given two subsets Ω1,
Ω2 ⊂ V , the set of edges between these two subsets is E(Ω1, Ω2) := {e =
{i, j} ∈ E : i ∈ Ω1, j ∈ Ω2}. The degree of a vertex i is denoted d(i). In
this article, we will always consider simple graphs, that is without loops or
multiple edges. The distance between two vertices i and j is the number of
edges in the shortest path joining i and j. It is denoted d(i, j).
Definition 1. A graph with boundary is a pair (Γ, B), where Γ = (V,E) is
a simple graph and B ⊂ V is a subset of V such that E(B,B) = ∅. We call
B the boundary of the graph and Bc the interior.
Remark 1. A subset Ω ⊂ V of the set of vertices of a graph Γ = (V,E)
defines a graph with boundary. Indeed, if we denote Ω¯ := Ω∪δΩ and consider
the graph Γ′ := (Ω¯, E(Ω, Ω¯)), then (Γ′, δΩ) satisfies the definition.
Definition 2. Given a graph Γ = (V,E), a graph with boundary induced by
a subset Ω ⊂ V is called a subgraph of Γ.
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Given a graph Γ = (V,E), we say that a graph with boundary (Γ′ =
(V ′, E ′), B) is included in Γ if V ′ ⊂ V and E ′ ⊂ E. A particular case of
graphs with boundary included in Γ are the subgraphs of Γ, that is, those
induced by a subset Ω ⊂ V . Only in this case do we call them subgraphs of
Γ = (V,E). In our main result, we consider graphs with boundary included
in a given graph; in Section 3.2, we give corollaries for subgraphs. Figure
1 illustrates the difference between the two objects (the bigger vertices are
boundary vertices).
Figure 1: Subgraph of Z2 and graph with boundary included in Z2.
Let (Γ, B) be a graph with boundary. The space of all real functions
defined on the vertices V , denoted by RV , is the Euclidean space of dimension
|V |. Similarly, the space of real functions defined on the vertices of the
boundary, denoted RB, is the Euclidean space of dimension |B|. We denote
by 1B the matrix of the orthogonal projection onto R
B ⊂ RV .
The Laplacian △ of a function v ∈ RV is defined by
(△v)(i) =
∑
j∼i
(v(i)− v(j)).
A function v ∈ RV is called harmonic if
(△v)(i) =
∑
j∼i
(v(i)− v(j)) = 0 ∀i 6∈ B.
The normal derivative operator ∂v
∂n
: RV → RB is defined by(
∂v
∂n
)
(i) =
∑
j∈Bc,j∼i
(v(i)− v(j)) i ∈ B.
Since there are never edges between two boundary vertices (see Definition
1), we remark that ( ∂v
∂n
)(i) = (△v)(i).
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Definition 3. The Steklov problem on a graph with boundary is the eigen-
value problem
△v = σ1Bv
where v 6≡ 0 and σ is a spectral parameter.
As shown in [11], the solutions of this problem coincide with the eigen-
values of the discrete Dirichlet-to-Neumann operator defined in [10]. They
form a sequence 0 = σ0 ≤ σ1 ≤ ... ≤ σb−1, where b = |B|. The associated
Rayleigh quotient is, for v ∈ RV ,
R(v) :=
〈v,△v〉
〈1Bv, 1Bv〉
=
∑
i∼j(v(i)− v(j))
2∑
i∈B v(i)
2
.
We have the following variational characterization of the eigenvalues:
σj = min
E
max
v∈E,v 6=0
{∑
i∼j(v(i)− v(j))
2∑
i∈B v(i)
2
}
, (1)
where E is the set of all linear subspaces of RV of dimension j + 1.
Remark 2. It is easy to see that the multiplicity of the eigenvalue 0 corre-
sponds to the number of connected components of the graph with boundary
(see Proposition 2.1 in [9]).
2.2 Groups with polynomial growth and Cayley graphs
In this article, we work in the setting of Cayley graphs of groups with polyno-
mial growth. We recall here the definitions and the geometric group theory
notions that we will use. For further details on this topic, one can see e.g.
[5].
Let G be a finitely generated infinite discrete group and S={g1, ..., gk} a
generating set of G. For n ∈ N∗, we denote the ball of radius n B(n) := {x ∈
G : x = gǫ1i1 ...g
ǫn
in
, i1, ..., in ∈ {1, ..., k}, ǫj = ±1}. The growth function of G is
V (n) := |B(n)|. If there exist D ∈ N∗ and C > 0 such that
C−1nD ≤ V (n) ≤ CnD,
we say that the growth rate is polynomial of order D. Since the growth rate
does not depend on the choice of generating set, we can speak of the growth
type of a group.
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Let G be a group and S a generating set that does not contain the identity
element of the group and is symmetric, that is, satisfies S = S−1. The Cayley
graph Γ = Γ(G, S) associated to (G, S) is the graph with vertices V = G
and edges E = {{x, y} : x, y ∈ V and ∃s ∈ S such that y = xs}. Since S
is symmetric and does not contain the identity element, the graph is simple,
and since S is a generating set of G, the graph is connected.
Let Γ = Γ(G, S) be a Cayley graph of a group with polynomial growth
of order D. Then, a ball B(y, n) = {x ∈ V : d(x, y) ≤ n} in Γ has V (n)
vertices. Therefore, we say that the graph has polynomial growth of order
D to signify that C−1nD ≤ |B(y, n)| ≤ CnD.
We now give two properties of Cayley graphs with polynomial growth
that we will need to prove our results.
Lemma 1. Let Γ = (V,E) be a graph with polynomial growth of order D.
Let a, b ∈ R∗+ and B(x, aR) be a ball in Γ of radius aR. Then ∃N ∈ N
∗ such
that B(x, aR) is the union of N balls of radius bR and this number does not
depend on R. More precisely, we can take N = ⌈C2(2a+b
b
)D⌉ where C is a
constant satisfying C−1nD ≤ V (n) ≤ CnD.
Proof. Let {yi}mi=1 be a maximal subset of vertices in B(x, aR) such that
d(yi, yj) ≥ bR for i 6= j. Then ∪
n
i=1B(yi, bR) ⊃ B(x, aR) and, by the triangle
inequality, B(yi,
bR
2
) ∩ B(yj,
bR
2
) = ∅. This implies
m∑
i=1
|B(yi,
bR
2
)| ≤ |B(x, (a+
b
2
)R)|. (2)
Since the graph has polynomial growth of order D, we know that there exists
C such that C−1nD ≤ |B(z, n)| ≤ CnD ∀z ∈ V . We approximate the volume
of the balls in equation (2) using the latter inequality and we obtain that
m ≤ C2(2a+b
b
)D.
The second property is a discrete isoperimetric inequality.
Proposition 1. Let Γ = (V,E) be a graph with polynomial growth of order
D. There exists C such that for any subset Ω ⊂ V , δΩ its boundary, and
Ω¯ := Ω ∪ δΩ, we have that
|Ω¯|
(D−1)
D
|δΩ|
≤ C. (3)
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For the proof of this proposition, we refer to [4]. In fact, the result that
we give corresponds to the first particular case of Theorem 1 of [4], but
formulated in the setting of Cayley graphs.
3 Isoperimetric upper bound for σ1 in Cayley
graphs with polynomial growth
For the Steklov problem on graphs with boundary without any additional
geometric constraint, σ1 does not admit a uniform upper bound. But if we
assume that the degree of the graph, d, is bounded, it is easy to see that
σ1 ≤ d. In the following, we will work in a setting that allows us to deduce
upper bounds for σ1 in terms of the inverse of the number of vertices of the
graph or in terms of the inverse of the number of vertices of the boundary.
3.1 Main result
We give an upper bound for σ1 which holds for every graph with boundary
included in a given Cayley graph associated to a group with polynomial
growth. In section 3.2, we will give corollaries for subgraphs.
Theorem 1. Let Γ = (V,E) be a Cayley graph with polynomial growth of
order D. There exists C(Γ) > 0 such that for any graph with boundary
(Γ′ = (V ′, E ′), B) included in Γ, we have
σ1(Γ
′, B) ≤ C(Γ)
|V ′|
D−2
D
|B|
.
The proof consists of finding two regions of the subgraph with a sufficient
number of vertices of the boundary, then building test functions, evaluating
their Rayleigh quotient, and using the variational characterization in order
to obtain an upper bound for σ1.
Proof. By Lemma 1, there exists c1 such that a ball of radius 3R in Γ is the
union of c1 balls of radius
1
2
R. From now on, we will assume |B| > c1 + 1.
If |B| ≤ c1 + 1, the result is trivially true because σ1 is bounded from above
by the degree of the graph. We define
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α :=
|B|
c1 + 1
.
Let x ∈ V . We set
rx := min{r ∈ N : |B(x, r) ∩ B| ≥ α}
and
R := min
x∈V
rx.
Then, we have that ∀x ∈ V , |B(x,R − 1) ∩ B| < α and there exists
x0 such that |B(x0, R)∩B| ≥ α. We remark that R ≥ 1. Since B(x,R−1) ≥
B(x, 1
2
) we have that B(x0, 3R) is the union of c1 balls of radius R− 1. This
implies
|B(x0, 3R) ∩ B| < c1α
and consequently
|B(x0, 3R)
c ∩ B| = |B| − |B(x0, 3R) ∩ B|
> |B| − c1α
= |B| − c1
|B|
c1 + 1
=
|B|
c1 + 1
= α.
Hence, we have found two regions, B(x0, R) and B(x0, 3R)
c, such that
|B(x0, R) ∩B| ≥ α
and
|B(x0, 3R)
c ∩B| > α.
We define two test functions, one with support B(x0, 2R), and the other
with support B(x0, 2R)
c.
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f1(y) =


1 if y ∈ B(x0, R)
1− k
R
if k := d(y, B(x0, R)) ≤ R
0 otherwise,
f2(y) =


1 if y ∈ B(x0, 3R)
c
1− k
R
if k := d(y, B(x0, 3R)
c) ≤ R
0 otherwise.
We consider the linear subspace W of RV generated by f1 and f2. The
variational characterization of equation (1) gives
σ1 ≤ max
v∈W
R(v).
Since f1 and f2 have disjoint support, it implies
σ1 ≤ max{R(f1), R(f2)}.
R(f1) can be evaluated in the following way. The denominator is
∑
i∈B
f1(i)
2 = |B(x0, R) ∩ B| ≥ α =
|B|
c1 + 1
.
The only edges contributing to the sum in the numerator
∑
i∼j(f1(i) −
f1(j))
2 are the ones in B(x0, 2R)\B(x0, R). In this annulus, for two adjacent
vertices, we have that (f1(i)− f1(j))
2 ≤ 1
R2
. Moreover, the number of edges
in this annulus is smaller than or equal to the number of edges in B(x0, 3R).
Hence we have
∑
i∼j
(f1(i)− f1(j))
2 ≤
∑
i∼j,i,j∈B(x0,3R)
1
R2
.
Because the graph has polynomial growth of order D, there exists c2 > 0
such that |B(x0, 3R)| ≤ c2(3R)
D. We recall that the graph is the Cay-
ley graph defined by a group G and a generating set S of G. The de-
gree of the graph is |S| = |B(y, 1)| ≤ c2. By the handshaking lemma,
E(B(x0, 3R), B(x0, 3R)) ≤
1
2
|B(x0, 3R)||S| ≤
1
2
c22(3R)
D := c3R
D. Conse-
quently, for D = 1 or D = 2, we have
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∑
i∼j,i,j∈B(x0,3R)
1
R2
≤ c3
RD
R2
≤ c3.
If D ≥ 3, we note that we have the following equality
∑
i∼j,i,j∈B(x0,3R)
1
R2
= (
∑
i∼j,i,j∈B(x0,3R)
1
RD
)
2
D (
∑
i∼j,i,j∈B(x0,3R)
1)
D−2
D
The left factor is bounded by a constant:
(
∑
i∼j,i,j∈B(x0,3R)
1
RD
)
2
D ≤ c
2
D
3 =: c4.
For the right factor, we have
(
∑
i∼j,i,j∈B(x0,3R)
1)
D−2
D ≤ (
c2
2
|V ′|)
D−2
D ,
and we obtain
∑
i∼j,i,j∈B(x0,3R)
1
R2
≤ c4(
c2
2
)
D−2
D |V ′|
D−2
D =: c5|V
′|
D−2
D .
Hence, the numerator of the Rayleigh quotient satisfies∑
i∼j
(f1(i)− f1(j))
2 ≤ max{c3, c5}|V
′|
D−2
D =: c6|V
′|
D−2
D .
The Rayleigh quotient of f1 becomes
R(f1) =
∑
i∼j(f1(i)− f1(j))
2∑
i∈B f1(i)
2
≤
(c1 + 1)c6|V
′|
D−2
D
|B|
=: c7
|V ′|
D−2
D
|B|
.
By the definition of the test functions, the same upper bound can be
obtained for f2. We conclude that
σ1 ≤ max{R(f1), R(f2)} ≤ c7
|V ′|
D−2
D
|B|
.
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Remark 3. The proof is qualitative rather than quantitative since the goal
here is not to find an optimal constant (the constant depends on the gener-
ating set of the group).
Example 1. An example of a group with polynomial growth of order D is
Z
D.
Example 2. The Heisenberg group over Z,
Heis(Z) =



1 x z0 1 y
0 0 1

 : x, y, z ∈ Z

 ,
is an example of a group with polynomial growth of order 4, which is not
quasi-isometric Z4. Hence, for the Steklov problem on a graph with boundary
(Γ′ = (V ′, E ′), B) included in a Cayley graph associated to the Heisenberg
group, σ1 is bounded from above by C(Heis(Z))
|V ′|
|B|
.
Example 3. An important theorem due to M. Gromov characterizes finitely
generated groups of polynomial growth. It says that that a group is of polyno-
mial growth if and only if it has a nilpotent subgroup of finite index. Lattices
in nilpotent Lie groups, which are finitely generated and themselves nilpotent
are other examples where the theorem holds (for the existence of such lattices,
see e.g. [12] and [6]).
Corollary 1. Let Γ = (V,E) be a Cayley graph with polynomial growth of
order 2 and let (Γ′, B) be a graph with boundary included in Γ. Then, there
exists C(Γ) > 0 such that
σ1(Γ
′, B) ≤ C(Γ)
1
|B|
.
Proof. We remark that the corollary corresponds to Theorem 1 when D =
2.
This shows that in this particular case, for a sequence {(Γ′n, Bn)}n∈N of
graphs with boundary satisfying |Bn| → ∞, we have that σ1 tends to 0 as n
tends to infinity.
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3.2 Application to subgraphs
Graphs with boundary that are subgraphs in a Cayley graph with polynomial
growth satisfy the discrete isoperimetric inequality given in Proposition 1.
Using this result, we give two corollaries of Theorem 1. Since subgraphs are
determined by a subset Ω of the set of vertices of the graph, we can speak of
σ1 of Ω.
Corollary 2. Let Γ = (V,E) be a Cayley graph with polynomial growth of
order D ≥ 2. There exists C(Γ) > 0 such that for any subset Ω of the set of
vertices V we have
σ1(Ω) ≤ C(Γ)
1
|δΩ|
1
D−1
.
Proof. By the isoperimetric inequality in Proposition 1, there exists c1 > 0
such that |Ω¯|
(D−1)
D
|δΩ|
≤ c1, where Ω¯ = δΩ ∪ Ω. We raise the latter inequality
to the power of D−2
D−1
and obtain |Ω¯|
D−2
D ≤ (c1|δΩ|)
D−2
D−1 =: c2|δΩ|
D−2
D−1 . By
Theorem 1, there exists c3 such that σ1 ≤ c3
|Ω¯|
D−2
D
|δΩ|
. Consequently,
σ1 ≤ c3
|Ω¯|
D−2
D
|δΩ|
≤ c3c2
|δΩ|
D−2
D−1
|δΩ|
= c3c2
1
|δΩ|
1
D−1
=: c4
1
|δΩ|
1
D−1
.
Remark 4. For D = 1, we remark that by Theorem 1, we have that σ1(Ω) ≤
C(Γ) 1
|δΩ|
.
Corollary 3. Let Γ = (V,E) be a Cayley graph with polynomial growth of
order D. There exists C(Γ) > 0 such that for any subset Ω of the set of
vertices V we have
σ1(Ω) ≤ C(Γ)
1
|Ω¯|
1
D
,
where Ω¯ = δΩ ∪ Ω.
Proof. By the isoperimetric inequality in Proposition 1, there exists c1 > 0
such that |Ω¯|
(D−1)
D
|δΩ|
≤ c1. By Theorem 1, there exists c2 such that σ1 ≤
c2
|Ω¯|
D−2
D
|δΩ|
. Hence, we have
13
σ1 ≤ c2
|Ω¯|
D−2
D
|δΩ|
= c2
|Ω¯|
D−1
D |Ω¯|
−1
D
|δΩ|
≤ c2c1|Ω¯|
−1
D =: c3
1
|Ω¯|
1
D
.
Remark 5. Since Ω¯ = δΩ ∪ Ω, we also have σ1 ≤ C(Γ) 1
|Ω|
1
D
and σ1 ≤
C(Γ) 1
|δΩ|
1
D
but this last bound is weaker than Corollary 2.
Remark 6. In a Cayley graph with polynomial growth of order D, for a
sequence {Ωn}n∈N of finite subsets satisfying |Ωn| → ∞, we have that σ1(Ωn)
tends to 0 as n tends to infinity.
Remark 7. For subgraphs of Zn, the result of Corollary 3 was recently ob-
tained by Han and Hua (see Corollary 1.4 in [9]), who also give an explicit
constant.
References
[1] Dorin Bucur, Vincenzo Ferone, Carlo Nitsch, and Cristina Trombetti.
Weinstock inequality in higher dimensions. Journal of Differential Ge-
ometry. To appear. Preprint: arXiv:1710.04587 (2017).
[2] Bruno Colbois, Ahmad El Soufi, and Alexandre Girouard. Isoperimetric
control of the Steklov spectrum. J. Funct. Anal., 261(5):1384–1399,
2011.
[3] Bruno Colbois, Alexandre Girouard, and Binoy Raveendran. The
Steklov spectrum and coarse discretizations of manifolds with bound-
ary. Pure and Applied Mathematics Quarterly, 14(2):357–392, 2018.
[4] Thierry Coulhon and Laurent Saloff-Coste. Isopérimétrie pour les
groupes et les variétés. Rev. Mat. Iberoamericana, 9(2):293–314, 1993.
[5] Pierre de la Harpe. Topics in geometric group theory. Chicago Lectures
in Mathematics. University of Chicago Press, Chicago, IL, 2000.
[6] Patrick Eberlein. Geometry of 2-step nilpotent groups with a left in-
variant metric. ii. Annales Scientifiques de l’École Normale Supérieure.
Quatrième Série, 5, 06 1994.
14
[7] Alexandre Girouard and Iosif Polterovich. Spectral geometry of the
Steklov problem (survey article). J. Spectr. Theory, 7(2):321–359, 2017.
[8] Asma Hassannezhad and Laurent Miclo. Higher order Cheeger inequal-
ities for Steklov eigenvalues. Ann. Sci. École Norm. Sup. To appear.
Preprint: arXiv:1705.08643 (2017).
[9] Bobo Hua and Wen Han. Steklov eigenvalue problem on subgraphs of
integer lattices. arXiv preprint arXiv:1902.05831, 2019.
[10] Bobo Hua, Yan Huang, and Zuoqin Wang. First eigenvalue estimates of
Dirichlet-to-Neumann operators on graphs. Calc. Var. Partial Differen-
tial Equations, 56(6):Art. 178, 21, 2017.
[11] Hélène Perrin. Lower bounds for the first eigenvalue of the Steklov
problem on graphs. Calc. Var. Partial Differential Equations, 58(2):Art.
67, 12, 2019.
[12] M. S. Raghunathan. Discrete subgroups of Lie groups. Springer-Verlag,
New York-Heidelberg, 1972. Ergebnisse der Mathematik und ihrer Gren-
zgebiete, Band 68.
Université de Neuchâtel, Institut de mathématiques, Rue Emile-Argand
11, CH-2000 Neuchâtel, Switzerland
E-mail address, helene.perrin@unine.ch
15
