Abstract-Intelligent reflecting surface (IRS) is a promising solution to build a programmable wireless environment for future communication systems, in which the reflector elements steer the incident signal in fully customizable ways by passive beamforming. This work focuses on the downlink of an IRSaided multiuser multiple-input single-output (MISO) system. A practical IRS assumption is considered, in which the incident signal can only be shifted with discrete phase levels. Then, the weighted sum-rate of all users is maximized by joint optimizing the active beamforming at the base-station (BS) and the passive beamforming at the IRS. This non-convex problem is firstly decomposed via Lagrangian dual transform, and then the active and passive beamforming can be optimized alternatingly. In addition, an efficient algorithm with closed-form solutions is proposed for the passive beamforming, which is applicable to both the discrete phase-shift IRS and the continuous phaseshift IRS. Simulation results have verified the effectiveness of the proposed algorithm as compared to different benchmark schemes.
I. INTRODUCTION
Passive radio technique has been considered as the key enabler for the smart radio environment, based on which the passive device reflects the incident radio-frequency (RF) signal with the real-time programmable reflection coefficient (RC), thanks to the recent advances in meta-materials and electromagnetic scattering theory. One key application of the passive radio is ambient backscatter communications or symbiotic radio network [1] - [4] , which are used to support low-power communications in Internet of Things (IoT). In particular, the data of the IoT devices are embedded into the reflected signal from the environment rather than emitting a new radio carrier. Recently, a novel passive-radio application called Intelligent reflecting surface (IRS), also known as reconfigurable intelligent surface (RIS), attracts increasing attention from both academia and industry [5] - [7] . The IRS is comprised of massive passive reflector elements with reconfigurable RC. Instead of data transmission, the IRS is utilized to enhance the performance of the wireless system via control over the behavior of wireless environment by passive beamforming [8] - [10] . Fig. 1 illustrates a typical IRS-aided wireless communication system, in which one multi-antenna base station (BS) serves multiple single-antenna users. The direct links between the BS and the mobile users may suffer from deep fading and shadowing. The IRS is deployed on a surrounding building's facade to assist the BS in overcoming the unfavorable propagation conditions by providing high-quality virtual links from the BS to the users. The objective of this paper is to maximize the weighted sum-rate (WSR) of the mobile users by jointly optimizing the active beamforming at the BS and the passive beamforming at the IRS.
Most existing works assume that the reflector element on the IRS is able to induce a certain phase shift on the incident RF signal. Thus the IRS passive beamforming is equivalent to optimizing the phase-shift matrix. In [11] , the transmit power of the BS is minimized subject to the rate requirements of mobile users by jointly optimizing the active beamforming at the BS and the passive beamforming at the IRS. In [12] , the energy efficiency is maximized via joint beamforming based on gradient descent and the majorization-minimization approach. In [13] , the minimum signal-to-interference-plusnoise ratio (SINR) of mobile users is maximized under some practical considerations about the channel model. To the best of our knowledge, the joint beamforming for maximizing the WSR of all users has not been investigated before.
In practice, the continuous phase-shift setup is difficult to realize due to the hardware limitation, and thus the reflector element may only shift the incident signal with discrete RC values. In [14] and [15] , quantization approach is proposed to extract the discrete value from the optimized solution for the continuous phase-shift setup. However, this method is heuristic with unpredictable performance loss. In [16] , a sequential algorithm is proposed to directly deal with the discrete feasible set for single-user system via optimizing the element's phase one by one. However, the performance of the sequential algorithm is vulnerable to be trapped by the uninteresting solutions.
In this paper, we consider the practical discrete phase-shift setup for the WSR maximization problem. Apart from the phase-shift matrix optimization on the non-convex discrete feasible set, the WSR problem is still NP-hard, which is rather elusive compared with the min-max fairness problem or the transmit power minimization problem [17] . We try to design an unified algorithm to find a suboptimal solution with low computational complexity for both continuous and discrete phase-shift setups. To be specific, the active beamforming at BS and the passive beamforming at IRS are decomposed based on the Lagrangian dual transform proposed in [18] . Then, the active beamforming subproblem is solved with closed-form solutions using the multi-ratio quadratic transform [18] . The RC adjustment subproblem is reformulated as the non-convex quadratically constrained quadratic program (QCQP), and is further solved via the alternating direction method of multipliers (ADMM) instead of the highcomplexity semidefinite relaxation (SDR) technique suggested by [16] . The main contributions of this work are summarized as follows:
• Firstly, this paper investigates the WSR maximization problem for the multiuser downlink MISO system aided by IRS. An iterative algorithm with closed-form solutions is proposed to jointly optimize the active and passive beamforming.
• Secondly, we design a low-complexity algorithm for the passive beamforming, which is applicable to both the discrete and the continuous phase-shift IRS.
• Finally, simulation results have verified the effectiveness of the proposed algorithm. In particular, the 2-bit phase shifter may work well with only a small performance degradation compared with the performance achieved by the ideal phase shifter assumption. The rest of the paper is organized as follows. Section II outlines the system model. The joint active and passive beamforming problem is formulated and solved in Section III. Simulation results are provided in Section IV, and Section V concludes the paper.
II. SYSTEM MODEL
As shown in Fig. 1 , we investigate an IRS-aided multiuser MISO communication system, in which one multi-antenna BS serves K single-antenna users. The numbers of transmit antennas at the BS and reflector elements at the IRS are denoted by M and N . In addition, the baseband equivalent channels from BS to user k, from BS to IRS, and from IRS to user k are denoted by
, and h r,k ∈ C N ×1 , respectively. We assume a quasi-static flatfading model, and the channel state information (CSI) of all channels involved is perfectly known by the BS and the IRS.
the phaseshift matrix of the IRS, where η < 1 indicates the reflection efficiency, and θ n is the RC of the n-th reflector element. For ease of practical implementation, θ n only takes d finite values, which are equally spaced in [0, 2π). Then the set of θ n is given by
Note that, the algorithm developed in this paper for the discrete phase-shift assumption is also applicable to the continuous phase-shift cases by letting d approach to infinity.
Denote the information bearing symbol of user k by s k , which is independent random variable with zero mean and unit variance. We consider linear beamforming at the BS, and the beamforming vector for user k is denoted by w k ∈ C M ×1 . Then, the signal received at user k is expressed as
where the superscript H denotes the conjugate transpose, and
) denotes the additive white Gaussian noise (AWGN) at the k-th user receiver. The k-th user treats all the signals from other users as interference. Accordingly, the decoding SINR is
III. WSR MAXIMIZATION FOR DOWNLINK TRANSMISSION
In this paper, we aim to maximize the WSR of all the K users by jointly designing the beamforming vectors at the BS and the RC matrix at the IRS, subject to the transmit power constraint
Mathematically, the WSR maximization problem is thus formulated as
where
, and the constant weight ω k is used to represent the priority of user k.
Despite the conciseness of (P1), it is generally very hard to obtain the optimal solution due to the non-convex objective function f 1 (W, Θ) and the non-convex constraint sets F D . In this paper, we propose a low-complexity algorithm to solve (P1) sub-optimally based on the fractional programming technique [18] . Applying the Lagrangian dual transform proposed in [18] , (P1) can be equivalently written as
T , and α k is an auxiliary variable for the decoding SINR γ k ; and the new objective function is defined by
In (P1 ′ ), when W and Θ hold fixed, the optimal α k is α
• k = γ k . Then, for a fixed α, optimizing W and Θ is reduced to
To sum up, the original problem (P1) is firstly transformed to (P1 ′ ), in which the active beamforming at BS and the passive beamforming at the IRS can be decomposed. Then, we can solve (P1 ′ ) in an iterative manner by alternatively optimizing α, W and Θ as illustrated in Fig. 2 . 
, ,
, , 
A. Transmit Beamforming
For a given Θ, the composite channel for user k is
and the objective function of (P1 ′′ ) is written as a function of W:
Thus, given α and Θ, optimizing W becomes
(P2) is the multiple-ratio fractional programming problem. Using quadratic transform proposed in [18] , (P2) can be reformulated as a biconvex optimization problem with a new objective function:
where β is the vector of the auxiliary variables [β 1 , · · · , β K ] T , and the superscript * denotes the conjugate of scalar. Then, β and W can be updated with closed-form solutions.
Lemma 1: The beamforming vector w k is updated by
where λ 0 is the dual variable introduced for the transmit power constraint, which is determined by
and β k is the fractional-programming auxiliary variable, which is given by
Proof: β 
B. Optimizing Reflection Response Matrix Θ
For a fixed W, the objective function of (P1 ′′ ) can be expressed as a function of Θ:
By defining (11) is equivalently transformed to a new function of θ:
As a result, optimizing Θ is translated to optimizing θ, which is represented as follows:
(P3) is also a multiple-ratio fractional programming problem, and can be translated to the following problem (P3a) max
where the new objective function is
and ε refers to the auxiliary variable vector [ε 1 , · · · , ε K ] T . Similarly, we optimize θ and ε alternatively. The optimal ε k for a given θ can be obtained by setting ∂f 3a /∂ε k to zero, i.e.,
Then the remaining problem is optimizing θ for a given ε. It is known that, (14) can be further written as
Substituting (15) and (16) into (14), and dropping irrelevant constant terms, the optimization problem for θ is represented as follows
where the objective function is
and
Since a i,k a H i,k for all i and k are positive-definite matrices, U is a positive-definite matrix, and f 4 (θ) is a quadratic concave function of θ. Therefore, the non-convexity of (P4) is only introduced by the constraint set.
C. Solving (P4) by ADMM
(P4) is a non-convex QCQP. In [11] , this problem is solved by applying the SDR technique to relax the nonconvex constraint. However, the complexity of solving SDR is very high (in the order of O(N 6 )). Recently, a lowcomplexity algorithm has been proposed in [19] to solve the non-convex problem with convex objective function and nonconvex constraints based on the ADMM. In this subsection, we adopt the ADMM algorithm to solve (P4).
The key idea of the non-convex ADMM is introducing an auxiliary vector q for θ, as well as a penalty term for q ̸ = θ.
Then, (P4) is equivalently represented as
where µ > 0 is the penalty parameter. Then, we have the Lagrangian of (P4c):
T are the Lagrange variables for Re{q − θ} = 0 and Im{q − θ} = 0, respectively, and F (·) is the indicator function of set F (i.e., F (θ n ) = 0 if θ n ∈ F ; otherwise, equals infinity).
The dual problem for (P4a) is formulated as
The ADMM proposed in [19] aims to find the optimal solution for the dual problem (P5), which has the following iterative forms:
whereλ = λ R + jλ I , and t is the iteration index. 1) Optimizing θ: In (22), the optimal θ for fixed q t and λ t is
where Pj F (·) is the projection operation. Letθ = q t − 1 µλ t . We have
Note that, for continuous phase-shift setup (d → +∞), equation (26) reduces to
2) Optimizing q: In (23), q is optimized given θ t+1 and λ t , and we have
It can be verified that the complexity of the ADMM algorithm is O(N 3 ), which is much smaller than that of the SDR based method. In addition, the convergence condition of the ADMM algorithm is presented in the following lemma.
Lemma 2: The ADMM algorithm presented above guarantees to converge, if the penalty parameter µ satisfies:
Proof: The detailed proof can be referred to [19] . It is worth noting that, the ADMM algorithm needs not to converge to the global or even local optimum. Thus, we need to check whether the solution is better than the initial point. Also note that, if we relax the non-convex constraint in (20b) to a convex form, i.e., |θ n | ≤ 1, (P4a) becomes convex, and the ADMM converges to the global optimum. This optimal objective value may serve an upper bound of (P4a) for performance evaluation.
D. Algorithm Development
We summarize the proposed alternating optimization method in Algorithm 1. In particular, the algorithm is initialized by W (0) and Θ (0) chosen from the feasible set. Then, given a fixed solution
, and Θ (i+1) are updated alternatively for the (i + 1)-th iteration. Since the objective function is monotonically nondecreasing after each iteration, Algorithm 1 is guaranteed to converge.
Algorithm 1
The alternating optimization for solving (P1 ′ ). Update ε (i) by (15); 8: Get Θ ⋆ by solving (P4) based on ADMM;
else 12:
end if 14: until The value of function f 1a in (4) converges.
IV. NUMERICAL RESULTS
In this section, numerical examples are provided to validate the effectiveness of the proposed algorithm for the IRS-aid multi-user MISO system. The system has 4 users, in which the BS is equipped with 4 antennas. Simulation results are obtained by averaging over 10 4 channel realizations. All the channels involved are assumed to be Rayleigh fading, and the channel coefficients (i.e., the elements in G, h d,k , and h r,k , for all k) are normalized with zero mean and unit variance. We compare the performance of the proposed algorithm with the following 3 baselines:
• Baseline 1 (Without IRS): Let N = 0, and then the active beamforming is optimized via the WMMSE in [17] . • Baseline 3 (Upper bound): We relax the constraint in (3a) for (P1) to |θ n | ≤ 1. 1 Then the performance upper bound of the proposed algorithm is obtained. Moreover, we adopt the solution in this case to assist the initialization of the proposed algorithm under non-convex constraints.
In Fig. 3 , we show the average sum rate of different schemes with respect to the transmit power P T , where the IRS has 10 reflector elements with reflection efficiency η = 0.1. It is known that, the performance gain of the IRS comes from two aspects. One is the passive beamforming gain, and the other is the inherent aperture gain by relaying all signal power in the BS-IRS link. Therefore, we observe that baseline 2 outperforms baseline 1, although the phase-shift matrix is randomly chosen. In addition, the proposed algorithm with continuous phase shifter achieves almost the same performance as the upper bound. Thus, the ADMM obtains nearly optimal solution for the non-convex passive beamforming subproblem for the continuous phase-shift setup. Moreover, the "1-bit" phase-shift setup achieves more than 2-dB gain compared with baseline 2, and the performance gap between the "2-bit" phase-shift setup and the upper bound is smaller than 1 dB.
In Fig. 4 , we compare the average sum rate with the number of reflector elements. The transmission power is fixed at P T = 5 dB, and the reflection efficiency is η = 0.1. It is shown that the performance of all the schemes compared with baseline 1 increases with the increase of N , since the signal strength of the reflection links (from BS-to-IRS-to-users) becomes stronger. We also observe that, the performance gain of the proposed algorithm compared with baseline 2 increases as N increases.
In Fig. 5 , we continue comparing the average sum rate with N . The only difference with Fig. 4 is that the reflection efficiency is normalized by the number of reflector elements, i.e., η = 1 N . As a result, the aperture gain of the IRS changes little as N increases, which is verified by baseline 2. However, we can still observe that the performance gain of the proposed algorithm increases with the increase of N .
V. CONCLUSION
In this paper, we investigate the IRS-aided multiuser downlink MISO system while considering practical discrete phaseshift constraints for the IRS. An iterative low-complexity algorithm with closed-form solutions is proposed to maximize the WSR of all users by jointly designing the active beamforming at the BS and the passive beamforming at the IRS. The proposed algorithm is applicable not only to the practical discrete phase-shift IRS but also the popular continuous phase-shift IRS. Extensive simulation results have demonstrated that the proposed joint beamforming algorithm achieves significant capacity gain compared with the conventional system without the IRS and the IRS-aided system employing random passive beamforming. Moreover, it is also shown that the discretephase-shifting IRS with 2-bit quantizer may achieve sufficient capacity gain with only a small performance degradation.
