










Gene transfection is a technique of deliberately introducing DNA into cells through the membrane. The 
cold atmospheric plasma CAP is potentially a new alternative, safe and damage-free technique. It can lead 
to a transient permeabilization of the cell membrane allowing processes of gene transfection in which DNA 
and cells are both exposed to fluxes of active plasma species (electrons, ions, and neutral radicals). The 
mechanisms of more particularly membrane poration are far to be clear and controlled. Therefore, the aim 
of this thesis is to numerically study the mechanisms of plasma-induced membrane permeabilization using 
a specific micro-air plasma. More precisely, is to develop and exploit a specific Monte Carlo poration 
model. This model is aimed to simulate the pore formation of few nm of width through cell membranes 
when irradiated by micro-air plasma. This developed model requires a prior input data on the density of 
charged particles and the temperature of gas and electrons. Thus, an experimental characterisation by OES 
of the micro-air corona discharge is performed. Rotation temperature was determined (between 700K to 
2350K) even though under our non-equilibrium conditions Tg remains ~300K. OES also has given the space 
variation from the high voltage tip to the grounded plate of vibration temperatures (between 3000K up to 
about 6500K) and Te (about 6.75 eV down to 3.4 eV near the plate). A magnitude around 1015cm-3 for the 
electron and ion densities have been also determined. Moreover, knowing that there are no literature 
simulations devoted to membrane permeabilization and pore formation when impacted by plasma actives 
species, we developed for the first time in literature a specific Monte Carlo poration model. In this 
framework, we assumed each plasma species (electrons, ions, and neutral radicals) as a super-particle 
grouping a large number of particles. The species fluxes were estimated from a plasma reaction kinetic 
model and OES study. The membrane layers were assumed as a simple membrane model superposing four 
layers of phospholipids and proteins. Each layer was constituted by a succession of super-sites subjected to 
specific super-processes (recombination, reflection, activation of a site, opening, etc). For an accurate 
exploitation of our model, the estimation of the probability of occurrence of the whole considered super-
processes is absolutely necessary. Thus, a large parametric study is conducted. The aim is to evaluate the 
effects of the initial simulation parameters as well as the magnitude of the occurrence probabilities of each 
reaction process on pore formation.  Several important results are emphasized. First, energetic electrons 
play a main role on site activations and openings due their strong anisotropy in the forward direction. In 
addition, due to their lower energy close to background gas, reflection processes due to ions, and radicals, 
have shown their role to widen and deepen the pore dimensions. Overall, it is more particularly shown that 
the initial particle number Np is the most efficient parameter of the membrane poration. We observed a 
direct correlation between Np and the exposure time of the cell membrane to the microplasma. This means 
that Monte Carlo poration model is an interesting tool of the prediction of the optimal exposure time versus 
the input data of the low-temperature plasma parameters, the cell membrane structure and the needed pore 
sizes.  Under the specific chosen simulation conditions coming from the parametric study, it is shown a 
dynamics of formation of membrane pores having dimensions pore (diameters~10nm) compatible for the 
gene transfection. Our Monte Carlo simulation results are qualitatively validated from a first comparison 
with the measured transfected efficiency of DNA plasmid and the surviving cell rate in the case of mouse 
fibroblast cells. The present Monte Carlo method is, therefore, a very promising tool for a better 






La transfection est le processus de transfert de gènes (ADN) dans des cellules. L’utilisation des plasmas 
froids à la pression atmosphérique est un excellent vecteur pour la transfection de gènes. Cela peut conduire 
à une perméabilisation temporaire de la membrane cellulaire permettant ainsi le processus de transfection 
de gènes, dans lequel l’ADN et les cellules sont exposées aux flux des espèces actives du plasma (électrons, 
ions et radicaux neutres). Cependant beaucoup de questions restent sans réponse notamment sur les 
mécanismes de transfection par plasma, en particulier de formation de pores et de perméabilisation de la 
membrane par interactions avec les espèces actives du plasma. Ainsi, nous avons développé un modèle 
Monte Carlo simulant la formation de pores de quelques nm de largeur sous l’effet d’un microplasma d’air. 
Ce model nécessite a priori des données d’entrées sur la densité des espèces chargées et la température du 
gaz et des électrons. C'est pourquoi nous avons aussi effectué une caractérisation expérimentale par 
spectroscopie d'émission optique OES de la micro décharge couronne. On a estimé les températures 
rotationnelles de plusieurs espèces variant entre (700K-2350K) même si dans nos conditions de plasma 
hors équilibre la température du gaz demeure ~300K. Les variations spatiales de la température 
vibrationnelle Tvib et des électrons Te le long de l’espace inter-électrode (de la pointe vers l’électrode de 
masse) ont aussi été estimées (Tvib:3000K-6500K et Te:6.75 eV-3.4eV). Les densités des ions et des 
électrons ont été déterminées et valent environ 1015 cm-3. Par ailleurs, sachant qu’il n’existe dans la 
littérature aucune modélisation consacrée à la perméabilisation de la membrane et la formation de pore par 
interactions avec les espèces actives du plasma, nous avons développé pour la première fois dans la 
littérature un modèle spécifique de simulation Monte Carlo pour la poration. Chaque espèce du plasma 
(électrons, ions, neutres radicaux) est considérée comme une macro-espèce (ou super-particule) 
représentant un grand nombre de particules. La proportion des espèces du plasma arrivant sur la membrane 
est estimée à partir de leurs flux, calculés à l'aide d’un modèle de cinétique réactionnelle et par mesures 
spectroscopiques.  La membrane est supposée comme une simple structure multicouche de phospholipides 
et protéines. Les interactions avec les couches membranaires sont considérées comme étant des super-
processus (recombinaison, réflexion, activation, ouverture). Une probabilité d'occurrence de chacun de ces 
super-processus est assignée à chaque super-particule sur la base d’une étude paramétrique. Le but est 
d'évaluer les effets des paramètres de simulation initiaux ainsi que l’effet des probabilités d'occurrence de 
chaque processus sur la formation de pores. Plusieurs résultats importants ont été obtenus. Les électrons 
jouent un rôle principal sur l’activation et l’ouverture des sites dus à leur forte anisotropie dans la direction 
avant. Malgré les faibles énergies, proche de celle du gaz, des ions et des radicaux, leur processus de 
réflexion est déterminant pour élargir et approfondir les dimensions des pores. Il a été montré que le nombre 
initial de particules NP est le paramètre qui contrôle le plus efficacement la formation de pores. De plus, 
nous avons observé une corrélation directe entre NP et la durée d'exposition de la membrane cellulaire au 
plasma. Dans les conditions actuelles de simulation, on a obtenu une dynamique de formation de pores avec 
des dimensions  (diamètres~10nm) compatibles pour la transfection de gènes. Les résultats de simulation 
Monte Carlo ont été qualitativement validés par une comparaison préliminaire avec les mesures des taux 
de transfection d’ADN et de survie de cellules fibroblaste de souries. La méthode de Monte Carlo 
développée dans ce travail représente un outil très prometteur pour une meilleure compréhension des 
mécanismes de transfection de gènes par plasma. 
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The transfection of nucleic acids into cells through their membranes is one of the most valuable 
and frequently used tools of biological science. Transfection methods are used for a range of 
applications, including gene function studies, modulation of gene expression, and production of 
recombinant proteins. The transfection techniques which are commonly used to introduce a foreign 
gene into host cells can be classified into three groups.  In the first group, methods that make use 
of genetically engineered viruses, particular viruses have been selected as gene delivery vehicles 
because of their capacities to carry foreign genes and their ability to efficiently deliver these genes 
associated with efficient gene expression. In general, the achieved transfection efficiencies in 
primary cells and cell lines are high. However, only cell types carrying a viral specific receptor 
can be transferred. The first step in the infection cycle of a virus is the interaction between the 
virus and a cellular receptor on the surface of a target cell, resulting in the fusion of the viral and 
the cellular membrane. Cells which are not carrying such a receptor cannot be infected by the 
virus. Other  limitations  of  viral  gene  transfer  are  the  time  consuming  and  laborious 
production of vectors, elevated laboratory costs due to higher  biosafety level requirements, 
limitation of insert size, variability in infection  potencies  of  the  generated  virus  particle  
preparations  and  possible immunogenic reaction. For the second group, there are chemical 
methods or methods that rely on carrier molecules to overcome the cell membrane barrier. In fact, 
there are no chemical reactions taking place between the carrier molecule and the nucleic acid or 




acids with positively charged carrier molecules, like polymers or lipids, enabling the nucleic acid 
to come into contact with the negatively charged membrane components and incorporating the 
gene into the cell by endocytosis and later releasing it into the cytoplasm. This transfection 
technique is able to transfect a wide range of cell types (mainly adherent cell lines) with high 
efficiency, and relatively low costs. Additionally, it offers advantages like the successful delivery 
of DNA of all sizes, delivery of RNA and protein, as well as the applicability to use this technique 
for both transient and stable protein production. Despite these advantages, there are several 
drawbacks, including low efficiencies in most primary cells, as well as its cytotoxicity and its 
dependence on cell division. In the case of the third group, physical methods or methods that 
deliver nucleic acids directly to the cytoplasm or nucleus by physical or mechanical means and 
without the usage of foreign substances like lipids. Generally, it is based on the application of an 
electric field (electroporation) or acoustic field (sonoporation) or magnetic field (magnetoporation) 
or even photon (laser) to destabilize the membrane. The electroporation is a frequently used 
physical gene transfer method. The high voltage pulses of electricity applied to the cells create a 
potential difference across the membrane, as well as charged membrane components, and induces 
temporary pores in the cell membrane for DNA entry. With this physical method, it is possible to 
transfect large DNA fragments and the efficiencies achieved in cell lines are good.  Unlike the 
chemical reagents, there is no reagent-induced cytotoxicity towards the cells. However, the 
drawbacks are low efficiency in primary cells and high mortality rates caused by the high voltage 
pulses or by only partially successful membrane repair. The technique requires fine tuning and 
optimization for duration and strength of the pulse for each type of cell used. As a consequence of 
the compromise between efficiency and mortality, usually 50% of the cells are lost. Thus, not all 




with respect to the achieved transfection efficiency, viability, level of gene expression etc. Thus 
the development of a new method for safe and high efficiency gene transfer is an important subject 
in medical and biological fields. The reader interested by more details on these different methods 
used for gene transfection can consult the references given in chapter 1.  
The cold atmospheric plasma irradiation is potentially a new safe and damage-free gene 
transfection method. It can lead to a transient permeabilization of the cell membrane allowing 
processes of gene transfection in which DNA and cells are both exposed to fluxes of active plasma 
species (electrons, ions and neutral radicals) and also to the plasma-induced electric field. The 
mechanisms leading to membrane permeabilization during plasma species/cell interactions are cell 
charging, lipid peroxidation and the well-known membrane electroporation provided a high 
enough plasma-induced electric field. However, the mechanisms of more particularly membrane 
poration are far to be clear and controlled. Therefore, the aim of this thesis is to study the 
mechanisms of plasma-induced membrane permeabilization using a specific air microplasma that 
is also characterized in the framework of this thesis. This aim is achieved by numerically simulate 
the membrane permeabilization and pore formation when the cells are impacted by the active 
species of the micro air plasma. 
The thesis is divided into four chapters that follow this general introduction.  
The first chapter is devoted to a bibliographical synthesis including the various existing or 
potential applications of gene transfection in the biomedical domain. Thereafter, the different 
common main transfection methods, as well as the new ones based on atmospheric plasma 
irradiation are described. In the second part of the first chapter, I begin by a bibliographic overview 
on the different developed and used plasma setups for gene transfection. This is aimed to underline 




serious problems of the plasma transfection method is a difficulty in keeping simultaneously both 
high transfection efficiency and low cell damage. Another serious problem  is the reproducibility:  
even  if  the  plasma  generation  conditions  such  as  applied  voltage,  waveform, frequency, etc. 
are identical, the transfection efficiency varies shot by shot. To solve this problem, the researchers 
of electrical engineering department of Ehime University have evaluated four different plasma 
configurations: arc plasma discharge, an atmospheric pressure plasma jet (APJ) using helium 
carrier gas and equipped with 4 jets, a dielectric barrier discharge (DBD) plasma using also helium 
flow, and last an air microplasma discharge. Thus in the continuation of this first chapter, I describe 
the different experimental setups used for each plasma source. This is followed by some important 
results coming from a comparative study between rates of plasmid transfection and cell viability 
obtained in the case of each plasma setup. Finally, the most promising, safe and high efficiency 
plasma configuration, which is the micro air plasma discharge, will be focused on. For this 
purpose, an experimental parametric investigation on the involved process and gene transfection 
mechanism by using this reliable air microplasma discharge as well as the most important obtained 
results will be discussed. Through all of that, I will discuss the state of the knowledge of the various 
mechanisms involved in the plasma gene transfection. This thus allows the reader to a better 
understand the motivations of the present research work which are aimed to more precisely develop 
and exploit a specific Monte Carlo poration model. This model is aimed to simulate the pore 
formation of few nanometre of width through cell multilayer membranes when irradiated by the 
air microplasma discharge generated in ambient air.  
The second chapter is devoted to the spectroscopic characterizations of the air microplasma. 
Such plasma characteristics are needed as input data for the developed Monte Carlo poration model 




plasma species arriving to the cell membrane. This concerns more particularly the knowledge of 
the density of charged particles (electrons and N2
+ ion), and the temperatures of gas Tg and 
electrons Te. In fact, the micro air plasma used for gene transfection is a corona discharge generated 
in ambient air from the tip of a pulsed high voltage microtube placed 2 mm in front of a petri dish 
containing deionized water and set over a grounded copper plate. The rotational temperature Trot 
is estimated from comparison of synthetic and experimental spectra of OH(A-X), N2
+(FNS: 0, 0) 
at 391.4 nm, and N2(SPS: 0, 0) at 337nm. Based on N2
+(FNS: 0, 0) and N2
+(FNS: 1, 1) head bands 
spectra at 391.4 nm and 388.4 nm. The vibrational temperature Tvib is estimated along the plasma 
axis between the tip electrode up to the grounded plate. Moreover, the electron temperature Te is 
estimated from an interesting approach based on the experimental ratio of the closest nitrogen 
emission spectra of N2
+(FNS: 0, 0) at 391.4nm and N2(SPS: 2, 5) at 394.3 nm. This is based on 
one hand a balance equation between creations and losses of excited upper levels of these two UV 
spectra and on the other hand on the electron impact rates of the creation of these upper levels 
calculated from a solution of multi-term Boltzmann equation. Then using the measured Hα spectra, 
electron density ηe has been estimated from Stark broadening versus the inter-electrode position. 
Last, the spatial variation along z axis of the nitrogen ion density has been determined from the 
relative intensities of the same close wavelength spectra (N2(SPS: 2, 5) at 394.3 nm and N2
+(FNS: 
0, 0) at 391.4 nm). The present experimental plasma characteristics are used to better understand 
the mechanisms and the processes involved during plasma gene transfections when using the 
Monte Carlo poration model developed in the present work. 
The third chapter begins with a review on the progress made so far on the numerical modeling 
of cold plasma interactions with cells and tissues. I underlined that there are no literature 




actives species. This is why I developed for the first time in literature a specific Monte Carlo 
poration model based on the concepts of super-particles interacting with super-sites of the 
membrane following super-reaction processes. The present Monte Carlo poration model is aimed 
to statistically simulate, at a global (or macro) scale, the pore formation during atmospheric 
pressure plasma interactions with cell membranes. In the framework of this simulation model, each 
plasma species was assumed as a super-particle grouping a large number of particles. Three kinds 
of plasma active species are considered: electrons, ions and neutral radicals, with fluxes estimated 
from a plasma reaction kinetic model and the OES study conducted in chapter 2. The membrane 
layers were assumed as a simple membrane model superposing four layers of phospholipids and 
proteins. Moreover, each layer was constituted by a succession of super-sites subjected to specific 
super-processes (recombination, reflection, activation of a site, opening) during the membrane 
impacts by the plasma super-particles. 
The last chapter (chapter 4) is first devoted to a description of the computational simulation 
conditions as for instance the initial particle number, the simulation domain geometry and the 
fraction of the initially activated super-sites. The different occurrence probabilities of each super-
process between a given plasma super-particle and a membrane super-site that are considered in 
the Monte Carlo model are also defined and described. These reaction probabilities are selected in 
a suitable way based on some biophysical considerations; as for example the magnitude of the 
layer density (either protein or lipid layer), the plasma super-particle type and the energy 
magnitude of the electrons. In addition, the super-site state is also considered as a factor 
determining the choice of reaction probabilities. Furthermore, for an accurate exploitation of our 
Monte Carlo poration model, the good estimations of the different probabilities of occurrence of 




study is conducted in the second part of chapter 4. This is aimed to evaluate the effects of the initial 
simulation parameters as well as the magnitude of the occurrence probabilities of each reaction 
super-process on the cell membrane permeabilization and pore formation. More precisely, I 
discuss the effects of the initial incidence angle of ions, and radicals, the effect the energy 
distribution of the electrons, as well as the effects of reaction as for instance the role of the 
reflection process in the case of ions, and radicals, and the importance of the electron energy and 
processes in the super-site opening process. This parametric study enabled to underline several 
important and original results. Moreover, a comparison with the measured transfected efficiency 
of DNA plasmid and the surviving cell rate in the case of mouse fibroblast cells are used to discuss 
the validation of the present Monte Carlo poration model.  
Last, these discussions and analyses of Monte Carlo simulations of membrane poration using 
air microplasma generated at atmospheric pressure are followed by a general conclusion 
summarizing the main results obtained in the framework of this thesis and giving some future 





BIBLIOGRAPHIC OVERVIEW ON GENE 
TRANSFECTION AND CONTEXT  
1.1  Introduction  
As underlined in the general introduction, Gene transfection, the process of inserting using a 
vector a foreign genetic material, such as DNAs and RNAs, into cells, has origins as far back as 
the 1950s [1]. Transfection is one of the most valuable and frequently used tools of biological 
science. It is an important tool used in studies investigating gene function and the modulation of 
gene expression, thus contributing to the advancement of basic cellular research and drug 
discovery. The insertion of DNA into a cell enables the expression of proteins using the cells own 
machinery [2] in the aim to correct a cellular dysfunction, to modify genetic inheritance in order 
to treat pathology, to provide a new cellular function or to manufacture programmed cells able to 
grow and to become designed organs [3] (cf. Figure 1-1). Various approaches, such as viral, 
chemical and physical methods with non-viral vectors, have been developed to make gene delivery 
safer and more efficient [4]. However all these reliable methods are limited to a few experimental 
systems and can have known drawbacks. Therefore, the development of a new safe and damage-
free technique of gene transfection is an interesting complementary technique to the existing ones. 
To this purpose, gene transfection based on low-temperature atmospheric pressure plasmas can 





Nevertheless, one of the most important issues for the plasma irradiation technique when used for 
gene transfection is to find an optimal relationship between transfection efficacy and cell damages. 
In fact, under the condition of high transfection rates, the cells can also be damaged. Thus in the 
aim to optimize this trade-off relationship, several types plasma sources with different designs and 
configurations as well as gene transfection protocols were developed. Moreover, the mechanisms 
and the processes of plasma gene transfection, more precisely membrane poration are far to be 
clear and controlled. Therefore fundamental understanding on plasma-induced membrane 
permeabilization is required for further progress in the field of plasma gene transfection.  
The aim if this first chapter will be, in first part, to make a short bibliographical synthesis 
including the various applied and potentially applied fields of gene transfection in the biomedical 
domain. Thereafter, the different common main transfection methods as well as the new ones based 
on atmospheric plasma irradiation will be reviewed, while detailing the main advantages and the 
drawbacks of each method.  
In the second part of the chapter, on the one hand, a bibliographic overview on the various 
developed and used plasma setups for gene transfection in literature will be reviewed. On the other 
hand a detailed overview on the plasma setups developed in Ehime University (arc plasma 
discharge, an atmospheric pressure plasma jet (APJ) using helium carrier gas and equipped with 4 
jets, a dielectric barrier discharge (DBD) plasma using also helium flow, and last an air 
microplasma), will be described, followed-up by some important results derived from a 
comparative study based on transfection and cells viability rates obtained in the case of each 
plasma setup. Finally, the most promising, safe and high efficiency plasma configuration, which 
is the air microplasma discharge, will be focused on. To this aim, an experimental parametric 
investigation on the involved process and gene transfection mechanism by using this reliable 




microplasma discharge as well as the most important obtained results will be discussed based on 
different gene transfection protocols. Through all of that, it is discussed the state of knowledge of 
the various mechanisms imply in the plasma gene transfection, and the importance of their better 
understanding to make further improvements and progresses in gene transfection technique.  
 
Figure 1-1 Schematic diagrams of gene transfections principle by using virus vector. Foreign 
DNA (red-wave) is delivered to nucleus by passage through the cell and nuclear membranes. 
Foreign DNA is integrated into the host genome (black-wave) and expressed sustainably [5]. 
1.2  Overview on gene transfection  
Genes have long been considered as medicines [6]. During the past decade, the field of gene therapy 
has grown into a dynamic and exciting interdisciplinary research that not only impacts on the development 
of innovative cures but also provides significant added value by applying gene transfection tools to study 
and manipulate biological systems. It is widely anticipated that improved gene transfection approaches will 
yield new treatments and cures of a wide range of human diseases [7]. There are some of the most urgent 
unmet medical needs, such as hereditary immune deficiencies, neurodegenerative and neuromuscular 
disorders, hemophilia, cardiovascular disease, congenital blindness, infectious diseases and cancer [4]. In 
the absence of effective drugs or alternative therapies, the advances in gene therapy technology represent 





1.2.1 Applied fields of gene transfection  
The diverse applications of gene transfection are categorized under four strategies:  
The gene replacement therapy for monogenic diseases: Many human genetic diseases are 
clearly defined by a single gene defect, and gene replacement is a straightforward approach to 
treating these diseases. Not surprisingly, the majority of the most advanced clinical gene therapy 
development falls into the category of gene replacement, because the conceptually simple design 
leads to extensive investigation. Gene replacement can take place either directly in vivo or through 
ex vivo cell therapy [8]. The promising gene replacement clinical trials involve treating of 
respiratory diseases [9][10], leukodystrophies (degeneration of the white matter in the brain)[11], 
life threatening inflammation in pancreas [12] and blood disorders. Taken together, these human 
gene replacement applications have pioneered the gene therapy field. 
Gene addition for complex disorders and infectious diseases: In contrast to a single gene defect 
underlying monogenic diseases, the combination effects of multiple genes and environmental 
factors cause complex disorders such as cancer and heart diseases rendering gene replacement not 
feasible for these disorders. Complex disorders are often common, and represent the most urgent 
unmet medical needs. In addition to genetic disorders, infectious diseases also debilitate or kill a 
large population worldwide. Therefore, significant efforts of gene therapy development have been 
devoted to these diseases [8]. Including heart disease [13], cancer [14], cardiovascular diseases 
[15] and neurodegenerative diseases [16], as well as infectious diseases. Indeed gene therapy 
vaccines are being developed and trialed for tackling infectious diseases, including tuberculosis 
[17], malaria[18], HIV [19] and influenza [20].  
Gene expression alteration targeting RNA: RNA can be an intermediate (e.g. messenger RNA) 
or final (e.g. microRNA) gene product, with diverse functions in biology and disease. Due to the 




versatile roles of RNA molecules in controlling gene expression, gene therapy strategies 
specifically designed to target RNA or to produce effector RNA molecules deserve close attention 
[8]. Here, two commonly utilized gene therapy strategies based on RNA biology; Gene knockdown 
by RNA interference (RNAi)[10][21][22] and Reprogramming messenger RNA (mRNA) [23]. 
Gene editing to introduce targeted changes in host genome: The potential of genome editing in 
human gene therapy applications is evident, as a number of successful studies in human cells and 
model organisms have been reported [24][25]. However, the specificity of editing needs to be 
rigorously tested to address possible off-target effects before widespread clinical use [26]. In 
addition, editing efficiency needs to be further improved to meet therapeutic needs, particularly in 
in vivo gene therapy settings that require gene editing in an enormous number of cells throughout 
an organ or the whole body.  
Furthermore, the manipulation of gene expression is a core technique in more research areas 
such as drug development and tissue engineering [27][28]. However, although the gene transfer 
field is rapidly progressing, is still far from providing enough tools for the treatment of the 
previously mentioned diseases. Moreover, many gene transfer technologies still remain highly 
unexplored both experimentally and theoretically [29]. The most pressing issue that the field of 
gene therapy has to address is the development of efficient and safe gene delivery methods. Indeed, 
one of the main difficulties with gene transfection is how to effectively and safely deliver the 
genetic material to different cells, organs and tissues. For instance, this is achieved by using gene 
delivery vehicles, namely vectors which carry the material into the cell, and it can be categorized 
into two classes: DNA (non-viral) vectors and viral vectors [7][30]. However side effects such as the 
carcinogenesis and leukemia occurred by the gene therapy using the virus vector, it is not in practical use. 





as cytotoxicity, low gene transfection and integration efficiency are exist. To be in practical use of gene 
therapy, it is necessary to develop the safe and high efficiency gene transfection method in substitution for 
viral vector method.  
1.2.2 Description of different methods of gene transfection 
Transfection can be accomplished using many developed methods, for instance, biological 
methods based on the virus as delivery vector of the nucleic acid. As well as , the common main 
methods for non-viral delivery, which are broadly classified into chemical and physical methods 
[5]. Many types of genetic material, including plasmid DNA, siRNA, proteins, dyes, and 
antibodies, may be transfected using any of these methods. However, a single method cannot be 
applied to all types of cells; transfection efficiencies and cytotoxicity may vary dramatically and 
depend on the method, cell type being utilized, and types of experiments being performed [5]. 
Therefore, to obtain high transfection efficiencies, low cell toxicity, minimal effects on normal 
physiology, and be easy to use and reproducible, all relevant factors should be considered for 
planning and selecting the appropriate transfection method. 
1.2.2.1 Viral method 
The most commonly used method in clinical research is virus-mediated transfection. This 
process named transduction can be applied to several biological models and represents the most 
efficient approach to achieve good gene expression levels in many cells [31]. The use of viral 
vectors was employed as early as the late 1970’s to express functional mRNA and protein [32]. 
Many mammalian viruses have been explored as gene delivery vectors [33][34] [35]. Thus, virus-
mediated transfection is highly efficient and it is easy to achieve sustainable transgene expression 
in vivo owing to the viral nature of integration into the host genome for example, retrovirus murine 
leukemia virus (MLV) has been used as a viral vector to establish sustainable transgene expression 




in humans [36]. MLV integrates its DNA into the host genome and the integrated DNA is 
expressed in the host. The integrated MLV DNA replicates as the host genome does. Consequently 
it segregates into daughter cells, which enables sustainable transgene expression. The major 
drawbacks of virus-mediated transfection are immunogenicity and cytotoxicity. Introduction of a 
viral vector may cause an inflammatory reaction and an insertional mutation, because viral vectors 
integrate into the host genome randomly, which may disrupt tumor suppressor genes, activate 
oncogenes, or interrupt essential genes [9]. Another disadvantage of this method is that a virus 
package has limited space for a foreign gene to keep infectivity as well as the high costs due to 
biosafety requirements[5][37]. For these reasons, much effort has been made to develop non-viral 
transfection methods even though virus-mediated transfection is highly effective and easy to use 
[5]. 
1.2.2.2 Chemical method 
Chemical transfection methods are the most widely used methods in contemporary research and 
were the first to be used to introduce foreign genes into mammalian cells [38]. These methods 
commonly use compounds such as cationic polymer (one of the oldest chemicals used), calcium 
phosphate and cationic lipid (the most popular method), to name a few [38][39]. The elementary 
principle of chemical methods is similar. Positively charged chemicals make nucleic acid/ 
chemical complexes with negatively charged nucleic acids. These positively charged nucleic 
acid/chemical complexes are attracted to the negatively charged cell membrane. The exact 
mechanism of how nucleic acid/chemical complexes pass through the cell membrane is unknown 
but it is believed that endocytosis and phagocytosis are involved in the process [5]. Transfected 
DNA must be delivered to the nucleus to be expressed and again the translocation mechanism to 





Calcium phosphate represents the oldest and most inexpensive chemical method for 
transfecting nucleic acids. It has been a popular transfection method since its introduction in the 
early 1970s by Graham and van der Eb [40]. Furthermore, the technique is easy to master, it is 
effective with many types of cultured cells, and it can be used for both transient and stable 
transfection of a variety of cultured cell types. However, calcium phosphate co-precipitation is 
prone to variability due to its sensitivity to slight changes in pH, temperature, and buffer salt 
concentrations, and can be cytotoxic to many types of cell cultures, especially of primary cells. In 
addition, it is unsuitable for in vivo transfer of nucleic acids to whole animals, and it shows 
relatively poor transfection efficiency compared to other chemical transfection methods such as 
lipid-mediated transfection [41]. 
Cationic lipid-mediated transfection is one of the most popular methods for introducing foreign 
genetic material into cells. Although first generation of lipid-based transfection reagents relied on 
artificial liposomes that could envelop nucleic acids and then fuse with the cell membrane to 
deposit their cargo inside [42], newer cationic lipid-based reagents spontaneously form condensed 
nucleic acid-cationic lipid reagent complexes via electrostatic interactions between the negatively 
charged nucleic acid and the positively charged head group of the synthetic lipid reagent. These 
complexes are believed to be taken up by the cell through endocytosis and then released in the 
cytoplasm. Once in the cell, transfected DNA is translocated to the nucleus to be expressed by a 
yet unknown mechanism [43][44]. The advantages of cationic lipid-mediated transfection are the 
ability to transfect a broad range of cell lines with high efficiency, and its ability to deliver DNA 
of all sizes, as well as RNA and proteins. In addition, this method can be applied to both stable 
(Stable viral delivery systems that provide long-term, mid-level production of protein or gene 
expression) and transient expression (express the foreign gene without its integration into their 




genome, for a finite period of time, usually several days, after which the foreign gene is lost 
through cell division or other factors). Moreover, unlike other chemical methods, it can be used 
for in vivo transfer of DNA and RNA to animals and humans[30]. The main drawback of cationic 
lipid-mediated transfection is the dependence of transfection efficiency on the cell type and culture 
conditions, requiring the optimization of transfection conditions for each cell type and transfection 
reagent [30]. 
Another chemical method based on cationic polymers, which differ from cationic lipids in that 
they do not contain a hydrophobic moiety and are completely soluble in water. Although they 
differ dramatically in their degree of transfection efficiency and cytotoxicity. Among the cationic 
polymers used for the transfection of cultured mammalian cells, DEAE-dextran was one of the 
first studied [30]. This reagent has been successfully used to deliver nucleic acids into cells for 
transient expression and short-term expression analyses but is not suitable for stable transfection 
studies [45]. The primary drawback of the DEAE- dextran system is the cytotoxicity. Therefore, 
the effects of concentration and exposure times need to be determined before transfection for 
individual cell lines. Other synthetic cationic polymers have been used to transfer DNA into 
mammalian cells. The polymers include protamine, intact and fractured polyamidoamine 
dendrimer [46][47][48], more recently, polyethylenimine (PEI) [49][50] which appears to be better 
than cationic liposomes at delivering DNA across the nuclear envelope [51][52].  
Despite that these methods have merits of relatively low cytotoxicity, no mutagenesis, no extra-
carrying DNA, and no size limitation on the packaged nucleic acid, the transfection efficiency of 
chemical methods is largely dependent on factors such as nucleic acid/chemical ratio, solution pH, 
and cell membrane conditions, so the process results in low transfection efficiency, especially in 





1.2.2.3 Physical method  
The physical transfection methods are the most recent methods. It uses diverse physical tools 
to deliver nucleic acids [5]. It depends neither on viral vehicles and their receptors nor on 
biochemical structures or features of target cell membranes required for uptake of a vehicle-DNA 
complex [30]. These methods directly deliver nucleic acids into the cytoplasm or the nucleus of 
the cell. I can cite for instance, direct micro injection, biolistic particle delivery, laser-based 
transfection, electroporation [53], sonoporation [54], and other methods using for instance 
magnetic field to destabilize the cell membrane. Finally, I can also cite, the novel transfection 
method using cold gas plasma [55] [56]. 
Briefly, the direct micro injection delivers nucleic acids into the cytoplasm or the nucleus [57], 
one cell at a time by means of a fine needle; therefore, this method is limited to ex vivo applications 
such as the transfer of genes into oocytes to engineer transgenic animals or the delivery of artificial 
chromosomes [57]. Although direct microinjection is nearly 100% efficient, it demands 
considerable technical skills, is extremely labor-intensive, and often causes cell death. Moreover, 
this method is not appropriate for studies requiring the transfection of large number of cells.  
Moreover, the relatively new physical method of gene transfer is biolistic particle delivery, also 
known as particle bombardment technique [58]. It involves projecting of microscopic heavy-metal 
particles (often gold or tungsten) coated with nucleic acids into recipient cells at high velocity 
using a ballistic device (i.e., “gene gun”)[59][60]. Biolistic particle delivery can be used to 
transiently transfect dividing and non-dividing cells in culture as well as cells in vivo, and it is 
often used for genetic vaccination and agriculture applications [61]. While this technique is reliable 
and fast, it requires costly equipment, causes physical damage to the samples, and necessitates a 
large number of cells due to high mortality. 




Furthermore, the laser-mediated transfection, also known as phototransfection, laserfection, or 
optoporation, uses a laser pulse to transiently permeabilize the cell membrane [62][63]. When the 
laser induces a pore in the membrane, the osmotic difference between the medium and the cytosol 
facilitates the entry of nucleic acids or other desired substances in the medium (ions, small 
molecules, proteins, semiconductor nanocrystals, etc.) into the cell. Advantages of laser-mediated 
transfection include high transfection efficiency and the ability to make pores at any location on 
the cell. However, the method requires an expensive laser-microscope system and the cells have 
to be attached to a substrate. 
In addition to the methods mentioned above, electroporation is the most widely used physical 
delivery technology [30]. The exact mechanism is unknown, but it is supposed as shown in 
Figure 1-2 [64] that a short electrical pulses at an optimized voltage and lasting only a few 
microseconds to a millisecond generates an electrical field, which disturbs the cell membrane 
capacitance and creates transient membrane pores through which small particles can pass into cells 
(further details on the mechanisms of electroporation of cell membranes in chapter 3, sub-section 
3.2.1. This technology was initially developed for in vitro DNA delivery but has expanded to 
include transfection of other nucleic acids (e.g., oligos, mRNA, siRNA, and miRNA), drug 
delivery, cell-cell fusion (i.e., electrofusion), and membrane protein insertion (i.e., electro-
insertion)[5].  
Indeed, electroporation can be an effective and efficient alternative to chemical transfection. Its 
main advantage consists on its applicability for transient and stable transfection of all cell types. 
In fact, it provides a robust and universal approach for transfecting various cell types including 
bacterial, mammalian, yeast, and plant cells, with any type of nucleic acid [5]. Furthermore, 





time once optimum electroporation conditions are determined [5]. However, the major drawback 
of electroporation is substantial cell death caused by high voltage pulses and only partially 
successful membrane repair, requiring the use of greater quantities of cells compared to chemical 
transfection methods [30]. The high cell mortality can be minimized through optimization of 
experimental conditions and may be counterbalanced by increased transfection efficiencies: 
Conditions similar to chemical transfection (e.g., nucleic acid amount and cell density) or 
parameters unique to electrical methods (e.g., voltage and pulse types). 
 
Figure 1-2 DNA vaccination and schematic representation of the effect of electroporation at the 
cell membrane level [64]. 
As already emphasis and with a burgeoning interest in transfection, particularly for therapeutic 
purposes, advances in the field of transfection are spurred by the need to increase efficiency, to 
broaden the range of transfectable target cell or tissue types, and to address specific workflow 
requirements. Therefore, the improvement of these current techniques of gene transfection or the 
development of new safe and damage-free techniques is in demand. 




1.2.2.4 Non-equilibrium cold atmospheric plasma discharge  
The emergence of plasma medicine field proves that the non-equilibrium plasmas are able to 
initiate, promote, control, and catalyze various complex behaviors and responses in biological 
systems. For instance apoptosis, cell detachment [65], and cell permeabilization [66]. More 
importantly, it showed that the non-thermal plasma effects can be tuned to achieve various desired 
medical purposes, especially in medical sterilization and treatment of different kind of skin 
diseases, such as wound healing, tissue regeneration and gene transfection [67][57]. Indeed, a 
method of interesting efficiently of transferring numerous selected molecules into various cells by 
using cold gas plasma was patented by Miyoshi et al. [68] in 2002 and was then reported by Ogawa 
et al.[55] . The plasma, which is generated by discharge contains a large number of charged and 
uncharged particles such as ions, electrons, and radicals and could easily provide an appropriate 
impact on the samples and mediate gene transfer as well as electroporation [57][67][69]. On the 
one hand, it was shown that the plasma can transfer the genes even into primary neuronal cells 
without a loss of function of the cells, into which electroporation cannot sufficiently do it [57]. On 
the other hand, since this technique is free from adverse effect associated with viruses, there is no 
risks compared to the others methods mentioned above [69].  
1.3  Non-thermal plasmas at atmospheric pressure for 
gene transfection 
As already highlighted, gene transfection induced by low-temperature plasmas can be an 
interesting alternative to the previous conventional methods. It was once shown in the literature 
that the plasma irradiation leads to a transient permeabilization of the cell membranes allowing 
gene transfection (ref Ogawa et al. [55], Sakai et al.[56] Leduc et al. [65][70], Nakajima  





both exposed to fluxes of active plasma species (such as electrons, ions and neutral radicals) and 
also to plasma-induced electric field [66]. Thus, the non-thermal plasmas are already well-known 
for their gene transfer ability; however, the mechanisms of this gene transfection are under debate. 
Short and long-living active species and radicals produced by plasma, and bombardment by 
charged particles are all listed as potential candidates for cell membrane poration and 
permeabilization.  
1.3.1 Mechanisms of plasma gene transfection 
The mechanisms leading to membrane permeabilization during plasma species/cell interactions 
are partly evoked in the literature [70] as twofold mechanisms: cell charging (direct plasma effect) 
and lipid peroxidation (indirect plasma effect). Obviously, the well-known membrane 
electroporation could be the third mechanism provided high enough plasma-induced electric field 
is present.  
1.3.1.1 Cell charging (plasma direct effect)  
In fact, in physical cell charging, the electrons accumulated on the cell membrane can generate 
Coulomb forces at the membrane surface high enough to deform the cell from its ellipsoidal form 
to a spherical form. This deformation of the cells could create a shear stress high enough to partially 
disrupt the wall of the cell thus creating transient pores. Experiments on poration indicate that 
direct plasma exposure is effective for gene transfection [56]. It is also evoked the possibility of a 
significant role of electric charging in this poration phenomena. Anyway, the contribution of cell 
surface charging is not really quantified. This is why cell detachment and poration in interactions 
with actives plasma species should be further investigated using numerical models of the plasma 
membrane poration.  




1.3.1.2  Chemical lipid peroxidation (indirect plasma effect) 
The active species of the plasma reaching the cell membrane can react with the lipid bilayer 
and ultimately enable creation of transient pores. The hydroxyl radical OH is the most probable 
active species to initiate lipid peroxidation. Indeed, OH is known to react rapidly with organic 
molecules which is the pathway leading to lipid peroxidation. The propagation of the lipid 
peroxidation leads to the cross-linking of the fatty acid side chain which can lead to formation of 
transient pores [65]. 
In the aim to investigate experimentally the potentiality to use of non-thermal plasmas 
generated at atmospheric pressure for the gene transfection applications, different plasma devices 
in terms of configuration, generation, and irradiation of plasma have been used for gene 
transfection. An overview of these different existing plasma setups in literature as well as those 
tested at Ehime University, with the corresponding obtained results is an essential step and it is 
presented in the following sub-section. 
1.3.2 Overview on plasma setups used for gene transfection in 
literature  
In 2005, Ogawa et al. [55] followed by Sakai et al. [56] presented a novel transfection method 
for eukaryotic cells using a type of atmospheric pressure discharge plasma jet. The plasma 
generation and irradiation was carried out as follows: a high air flow (around 90 slm) provided by 
an air pump, blown-off between electrodes powered by a pulsed high frequency (20 kHz) 
generating, on the downstream side, a U-shaped active gas plasma jet that impacts the sample 
mixtures of cells and plasmid placed under the electrodes (See Figure 1-3). The height (H) of the 
electrodes is adjusted to 22mm from the dish bottom so that the lower end of the flare can reach 





during electric discharges, and the distance between the two electrodes was adjusted to the half 
diameter of the 6 cm dish so that the whole cells on the sample dish could be homogenously 
exposed to the gas plasma during transfection.  
 
Figure 1-3 Schematic diagram of the plasma generation and the treatment of the cultured cells 
with the plasma generator [56]. 
The experimental conditions of the considered cells (HeLa-S3 and other cell lines), the 
transfected DNA (pEGFP-C1 plasmid at a concentration of 0.5µg/µl), the solution used for cell 
and DNA immersion (phosphate buffered saline PBS), the method of cell evaluation (fluorescence 
microscopic observation and the flow cytometry analysis) are already described elsewhere [56]. 
The obtained results (cf. Figure 1-4) establish an optimum exposure time around (1–3s) of the 
treated cells to the plasma irradiation with a favorable transfection efficiencies (17.8-21.6%) and 
relatively low cell mortalities (0.65-2.86%). Indeed, the results of transfection clearly show that 
the cells became transiently permeable for plasmid DNA during the plasma exposure, suggesting 
that the plasma-mediated transfection may involve similar mechanisms that accounts for 
electroporation. 





Figure 1-4 Transfection efficiencies with various lengths (0–5 s) of plasma exposures at the DNA 
concentration of 0.5µg/µl. Filled diamonds, transfection efficiency; and open squares, mortality 
rate. TE, transfection efficiency [56]. 
Leduc et al., in 2009 [70] used another plasma jet, referred to atmospheric pressure glow 
discharge torch (APGD-t). This last, is formed by the injection of a plasma-forming helium gas 
 (at 0.5 slm) inside an annular space defined by a central capillary electrode (connected to RF 
power supply at 13.56 MHz) and a quartz confinement tube itself coated with a conductive paste 
(see Figure 1-5). The end of the nozzle is positioned 3mm away from the bottom of the Petri dish 
containing a mixture of cells (HeLa cells) and plasmid (hrGFP-II-1 at a concentration of 0.05 
µg/µl). A motorized X–Y platform is used to move the sample and treat each plate in a selected 
pattern. The obtained results, show that the APGD-t is capable of including temporary cell 
permeabilization allowing a local transfection efficiencies as high as 35%. Moreover, the 
maximum radius of macromolecules able to enter into HeLa cells following a plasma treatment, 





plasmid DNA suspended in culture media is plasma-treated at the operating conditions leading to 
cell permeabilization [65]. 
 
Figure 1-5 Picture of the APGD-t mounted over a Petri dish placed on the X–Y motorized platform 
and schematic drawing [70]. 
There is also low frequency (at 2.5kHz pulsed) plasma jet used by Nakajima et al., in 2010 [66]. 
It’s generated by argon gas (at 2 slm) in an outer glass tube with a stainless wire electrode covered 
with another glass tube and the outer glass tube is covered by a grounded mesh electrode. The gap 
between the tip of the generator and the surface of the agar medium or the water surface was 20 
mm (Figure 1-6).  
 
Figure 1-6 A schematic of the experimental setup for plasma exposure and Photograph of the 
generated plasma torch [66]. 




The plasma jet was exposed to the mixture of E. coli strain MV1184 cells and plasmid pUC19 
DNA, and the transfection was clearly demonstrated [66].  
Moreover, we can also refer to different types of dielectric barrier discharge DBD (ref Leduc et 
al., in 2010 [65] and Sasaki et al., 2014 [74]). Figure 1-7 shows both the photography and 
schematic drawing of the DBD plasma sources used by Leduc et al. [65]. It is based on a helium 
carrier gas flow (at 1 slm) passing through a mesh electrode and reaching to a glass plate placed 
over grounded electrode. The mesh electrode is powered by an AC high-voltage (10 kHz)  
(cf. Figure 1-7). On the other hand, it was found that based on the typical configuration of the used 
plasma sources, the plasma exposure to cells can be direct (DBD [65]) or indirect (APGD-t [70]). 
A comparison between both plasma sources was conducted in the aim to assess the possible 
negative effects of direct and indirect plasma treatment of mammalian cells (HeLa cells ATCC 
CCL-2) and naked DNA (hrGFP-II-1 at a concentration of 0.05 µg/µl)[65]. It was found that, the 
direct plasma treatment using DBD caused an oxidative stress to the cells, and both the direct and 
indirect plasma sources were able to fragment naked DNA. No lipid peroxidation was found in the 
treated samples [65]. From the obtained results we conclude that the plasmas may have unintended 
negative effects on cells which require a deep understanding of the mechanism of plasma-
biological surface interactions.  
 





In the aim to investigate the mechanism of gene transfer by plasma irradiation, Sasaki et al., in 
2014 [74] used another non-equilibrium atmospheric pressure plasma jet (APPJ). The last, is based 
on a helium carrier gas flow (at 3 slm) crossing a glass tube wrapped by two copper cylindrical 
electrodes that are powered by an AC high-voltage (10 kHz) (See Figure 1-8).  
 
Figure 1-8 Schematic of the experimental setup [74]. 
The generated DBD plasma flows out from the nozzle quartz glass tube. The living cells in 
suspension consisting of genes (fluorescent dye YOYO-1) are irradiated with the plasma. The 
distance between the downstream electrode and the edge of the glass tube is defined as dg = 73mm 
and the distance between the edge of the glass tube and the surface of the cell suspension as  
dair = 5mm. The cells after direct plasma irradiation under various conditions (suspension volume 
l= 100 or 150µL and plasma irradiation time td=0–60s) are evaluated by simultaneous analysis of 
transfection efficiency and cell viability. As a result (see Figure 1-9), the efficiency has a maximal 
value at a short plasma irradiation time (3–5s) while maintaining a very high cell viability, and the 
volume of irradiated cell suspension changes the time dependence of the efficiency. Indeed, the no 
monotonically increase of the efficiency predicted a mechanism of gene transfer based on a 




competition between various factors such as reactive oxygen species ROS and electric field 
stimulation [74]. 
 
Figure 1-9  (a) Transfection efficiency ƞ (%) of YOYO-1 and (b) cell viability (%) as a function of 
plasma irradiation time td (s) when the final volume of cell suspension l is 100 or 150µL [74]. 
 From this overview, one notes that one of the most important issues for the plasma 
irradiation technique when used for gene transfection is a trade-off relationship between 
transfection efficacy and cell damages. In fact, under the condition of high transfection rate, the 
cells can also be damaged [65]. Another most important issue is the transfection reproducibility 
[55][56]. For a given plasma source, even if the operating parameters of the power supply used to 
generate the plasma (e.g. applied voltage, waveform, frequency, etc.) are chosen identical, the 
transfection rates can vary significantly shot by shot [69][67]. Since the size and the spatial position 
of the plasma irradiations changes randomly in time, in some trials the genes and the cells are 
heavily damaged and reach necrosis or apoptosis by being exposed to the high density part of 
plasma, while in some other trials, the plasma irradiations do not reach the cells and transfection 
is not efficient. It was assumed that these important issues can be associated more particularly to 





different designs and configurations were tested from 2002 until 2011 at Ehime University. An 
overview on these different tested plasma setups as well as the obtained results issue from a 
comparative study, are presented in the sub-section 1.3.3.  
1.3.3 Overview on the different experimental setups tested at 
Ehime University for gene transfection  
Four different types of plasma sources were developed and used at Ehime University: A an arc 
plasma discharge, an atmospheric pressure plasma jet (APJ) using helium carrier gas and equipped 
with 4 jets, a dielectric barrier discharge (DBD) plasma using also helium flow, and last an air 
microplasma discharge [69] [73]. 
The arc plasma configuration was identical to Ogawa et al..[55], which have a custom 
made HV power supply (Pearl Kogyo) for discharge initiation, (see Figure 1-10 (a)). The output 
voltage was pulse modulated sinusoidal waveform (20 kHz). The modulation frequency range was 
10200 Hz (typically 25 Hz) and its duty ratio range was 0100%. The amplitude voltage could 
be set up to 15 kV. Argon or helium gas can be supplied to the discharge space with controlled 
flow rate using a MFC (mass flow controller, Advanced Energy, FC7710C). Two copper wire 
electrodes (diameter 1 mm) were attached in line on the bottom of a ceramic head  
(25 mm wide  22 mm deep  30 mm high). The head had a vertical hole (cross section of 
4.3  8.3 mm2) for working gas supply. A 3.5 cm dish was on a rotation stage. The distance 
between the electrode and the sample solution in the dish was set at 12 mm. A flare-like plasma 
was initiated between the electrodes and the dish, as shown in the bottom of Figure 1-10 (a). The 
plasma irradiation area on the sample solution was about 30 mm in diameter, although it was 
perturbed because of waving of the flare.  




In addition, a continuous working sinusoidal power supply (Rogie electronic, LHV-13AC) was 
used for plasma jet configuration (cf. Figure 1-10 (b)).The frequency was 14 kHz and the 
maximum amplitude of the output voltage was 10 kV. Four thin glass tubes (3 mm of external 
diameter and 1.25 mm of internal diameter) were used as nozzles. Copper tapes were attached on 
the outside surface of the nozzles as electrodes. The HV electrodes were placed near the tip of the 
nozzles, whereas the GND (ground) electrodes were placed towards 17 mm upstream from the HV 
electrodes. The four nozzles were placed in line as shown in Figure 1-10 (b), and the electrodes 
were connected in parallel (same voltage was applied to all nozzles). Helium working gas was 
distributed to each nozzle from one MFC. A plasma plume of up to 1 cm was constructed at the 
tip of each nozzle. The plasma irradiation area on the sample solution was line shape of about 15 
mm long.  
On the other hand, a positive polarity pulsed power supply (Suematsu electronic, MPC3010S-
50SP) was used for dielectric barrier discharge DBD configuration (cf. Figure 1-10 (c)).The 
frequency was 100 Hz, pulse width was 100 ns and the maximum amplitude of the output voltage 
was 30 kV. An acrylic tube (20 mm of external diameter and 4 mm of internal diameter) was used 
as a gas nozzle. As HV and GND electrodes, two Teflon-covered copper wires were placed at the 
outlet of the nozzle. The gap length between the electrodes was set at 3 mm. The working gas was 
helium and its flow rate was controlled by the MFC. By applying the voltage and the working gas, 
a plasma plume was generated between the nozzle tip and the electrodes. In this configuration, the 
plasma did not propagate toward the downstream very much. Therefore, the electrodes was placed 
near the sample solution: the gap length between the electrodes and the solution was set at 0.1 mm. 






Figure 1-10 A schematic of the experimental setup for the different plasma configuration and 
Photograph of the generated plasma. (a) Arc plasma, (b) APJ plasma, (c) DBD, and (d) 
Microplasma [73].  
Finally, the low-temperature microplasma configuration (cf. Figure 1-10 (d)). The HV power 
supply was identical to that for the arc plasma configuration.  A thin copper tube was employed as 
the HV electrode. The outer and inner diameters of the tube were 70 and 20 m respectively. A 
grounded copper plate was used as the counter electrode and was placed under the dish in order to 
stabilize the discharge. Without the counter electrode, the discharge becomes spatiotemporally 




unstable. The distance between the HV electrode tip and the sample solution was set as 2 mm. The 
HV electrode was a capillary tube structure in order to flow discharge gas inside it. However, since 
the gas flow rate was too low and the discharge did not show gas dependency, we did flow any gas 
into the capillary tube in this study. A microplasma was generated at the tip of the HV electrode 
as shown in the photo in Figure 1-10 (d).  
In order to obtain an averaged exposure of the sample to the plasma, the used dish was rotated 
by 75 rpm, in the following three configurations (Arc plasma, plasma jet, and DBD). On other 
hand, since the microplasma seems to be spatially and temporary stable, the solution sample was 
not rotated and was fixed after alignment using an XYZ translation stage. The microplasma 
irradiation area was about 1 mm in diameter.  
Moreover, the target cells used in the fourth considered plasma configuration was COS-7 cells, 
which were taken from African green monkey kidney. The cells were seeded onto a 3.5 cm dish 
at a density of 26,000 cells/cm2 and 1.5 ml of medium (The medium consisted of D-MEM (Wako, 
044-29765), penicillin-streptomycin solution (Wako, 168-23191) and fetal bovine serum 
(Invitrogen, 26140-079). The cells were incubated for more than 24 h until the number of cells 
reached the sub-confluent under the ambient temperature of 37°C and the CO2 concentration of 
5%. After the incubation, it was confirmed that the number of cell was in a sub-confluent state and 
the medium was aspirated and washed 2 times with phosphate buffered saline PBS.  In addition, 
for plasma irradiation, the sample was made by pouring in this dish, 4.0 g of pCX EGFP plasmid 
coded with GFP (Green Fluorescent Protein) diluted with 120 l of PBS (0.033 g/l). Just after 





for 24 h under the same condition mentioned above. Then they are observed by microscope (bright 
field and florescence images).  
1.3.4 Comparative study on the different experimental setups 
tested at Ehime University for gene transfection: 
Transfection efficiency and cell viability  
A comparative study was achieved at Ehime University in the aim to characterize the most 
suitable plasma configuration for gene transfection, based on the high gene transfection and cells 
viability rates obtained for each plasma sources [73]. For each of the plasma sources, the voltage 
amplitude, pulse modulation frequency, duty ratio, irradiation time, and gas flow rate were 
optimized, and as for the gene transfection efficiency and cell viability, the highest values were 
obtained. The main experimental conditions for the highest transfection efficiency and cell 
viability for each plasma source are listed in Table 1-1. 
Figure 1-11 and Figure 1-12 show respectively; bright field/fluorescence images and 
experimental results of viability/transfection efficiency of the plasma treated COS-7 cells with 
GFP plasmid, obtained in the case of each plasma sources; (arc plasma, APJ, DBD plasma, and 
microplasma).  In these captured images (see Figure 1-11)  , the number of living cells (ηl) as well 
as the number of cells emitting fluorescence (ηf) were counted. The cell emitting green 
fluorescence which is detectable by naked eye are counted as transfected cells. Knowing that the 
auto fluorescence was considered to be negligible because green fluorescence was not detected 
when COS-7 cells without the plasmid DNA were exposed to the air microplasma. Since only 
shrunk or fused cells were categorized to dead cell, apoptosis-mediated cell death was not 
considered. The cell death was also evaluated with trypan blue stain and there was no difference 
between viabilities derived with and without trypan blue-stain. On the other hand, a control sample 




without plasma irradiation was also prepared, incubated for 24 h, and observed, then the number 
of cells was counted (n0). Finally, the average rates of survival (nl) and the transfection (nf) were 
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Figure 1-11 Bright-field (a) and fluorescence (b) images taken with both visible and UV light 
illuminations after 24 h incubations from plasma irradiation. (a-1) and (b-1) Arc plasma 
configuration,  (a-2) and (b-2) APJ configuration, (a-3) and (b-3) DBD plasma configuration, (a-
4) and (b-4) microplasma configuration [73]. 
 
Figure 1-12 The cell viability (left) and the transfection efficiency (right) for four different plasma 
configurations (arc plasma jet, APJ, DBD plasma, and microplasma) [73]. 
 




It is noteworthy that each plasma source has been separately considered in order to compare the 
corresponding viability and transfection rates. Moreover, the considered results, were obtained 
under the conditions where the highest transfection rates were observed.  
In the case of arc plasma irradiation, Figure 1-11 (a-1) and (b-1) show several exfoliated cells 
and some fused ones with each other. Indeed, it was found that the plasma irradiation gave damages 
to the cells, however, gene transfection rate was about 16.5% (cf. Figure 1-12). In addition, both 
exfoliation and fusion of cells were observed in the case of plasma jet and DBD plasma irradiation 
(cf. Figure 1-11 (a-2), (b-2), (a-3), and (b-3)). However, gene transfection efficiency were less than 
3% (cf. Figure 1-12). On the other hand, high transfection efficiency around 52.5% was obtained 
by the microplasma configuration.  Indeed, Figure 1-13 shows an example of fluorescent image of 
whole 3.5 cm dish after the microplasma irradiation. In order to obtain a wide area image, an LED 
transilluminator with amber filter (Wako) was used instead of the microscope.  
 
Figure 1-13 Fluorescence image of whole 3.5 cm dish after microplasma irradiation. In order 
to obtain a wide area image, an LED transilluminator with amber filter was used instead of the 
microscope. Although the microplasma irradiation area was limited (the center of the dish, ~1 mm 





The experimental condition was identical to Figure 1-11 (a-4) and (b-4). Although the 
microplasma irradiation area was limited (the center of the dish, ~1 mm of diameter), transfection 
occurred in a wide area of the dish. The obtained results from the comparative study on the diffrents 
plasma configurations, show that by using microplasma electrode, spatially and temporary stable 
microplasma can be obtained. Thus, the best rates of transfection rates 52.5% and cells survival 
90.8 % were realized simultaneously [73].  
1.4  Parametric investigation on gene transfection 
efficiency using air microplasma for different 
protocols  
The comparative study shows that the air microplasma configuration is one of the promising 
gene transfection method for safe and high efficiency gene transfection. These encouraging results 
were attributed to the potential space and time stability of this microplasma air discharge in 
comparison to the other plasma sources.  However, the mechanisms of gene transfection are far 
from to be clear and controlled. Therefore a parametric investigation on gene transfection 
mechanisms by microplasma discharge is conducted at Ehime university. To this purpose, several 
factor effects and gene transfection timing were investigated, by changing the experimental gene 
transfection protocols. 
Recently, an investigation on gene transfection process with the air microplasma was carried 
out based on different experimental protocols [69]. A detailed description on the different tested 
protocols is presented in the following sub-section 1.4.1. As a result of this first investigation, it 
was found that the transfection occurs not only during plasma irradiation but also after that, 
suggesting the possible effects of residual radicals, the radical-induced active species or surface 
charges after plasma irradiation [69].  




Furthermore, a more specifically investigation on the timing in which the above species are 
effective on the transfection was achieved [67]. In other word, is to look at the time periods where 
the factors become more effective.  To this purpose, the samples was treated in seven different 
experimental protocols as show in Figure 1-15. 
1.4.1 Plasma treatment protocols  
Figure 1-14 displays an overview on the scheme of plasma discharge and the experimental setup 
used for gene transfection. As already underlined, the used plasma irradiation source was the 
microplasma configuration which was already described, and more detailed elsewhere [67] [69].  
 
Figure 1-14 Overview on the experimental setup and conditions. 
The applied voltage between the electrodes was 14 kV. The output voltage had a 20 kHz 
sinusoidal waveform which was pulse modulated (width =0.4 ms) at 25 Hz with a duty ratio of 
1%. For the benchmark purpose of this study, a 96 well containing the cells were used instead of 






Figure 1-15 Organigram of sample treatment protocols [67].  
As already noted, Figure 1-15 illustrates the 7 different protocols. The Protocol 0 represents the 
control samples, that is, without plasma irradiation. The Protocol 1, represents the standard plasma 
treatment, where both the cells and DNA plasmid are irradiated by the plasma discharge. The 
Protocol 2, consists on the washing out of the samples with the PBS after the plasma treatment. 
The aim of this washing out process is to suppress any effective factor (without After Effect) on 
the gene transfection after plasma treatment. Otherwise, is to consider only the direct effects of the 
plasma treatment. During protocol 3, after plasma treatment of both cells and DNA plasmid, and 
the washing out with the PBS, the GFP plasmid is re-dropped in the sample. For the Protocols 4 
and 5, only cells are treated by the plasma irradiation, and the DNA plasmid is added just after the 
plasma irradiation (Protocol 5) (After Effect Only) or after the plasma irradiation and the washing 
out (Protocol 4). Finally, for the Protocol 6, just like the control (Protocol 0), no cells plasma 
irradiation is considered. Instead of that only the post-plasma treated DNA is poured in sample for 
the 24h incubation.  




On the other hand, the common process steps for all the 7 protocols consists on; (a) the 
incubation of the COS-7 cells at 37°C under 5% carbon dioxide in D-MEM medium, (b) the 
aspiration of the medium, and then (c) the washing out with the PBS (phosphate buffered saline, 
0.1 M, pH 7.4). In addition, after the common processes, and in the Protocols 0, 1, 2 and 3, GFP 
plasmid diluted with TE buffer (0.4 μg/μl) is poured into each well in Process (d1). Then in the 
Protocols 1, 2, and 3, each well is treated by the plasma irradiation in Process (e). After the Process 
(e), in the Protocol 1 the medium is poured into each well in Process (h). In the Protocols 2 and 3, 
after the Process (e) each well is washed by PBS in Process (f). Moreover, for the protocol 3 and 
after the washing process (process (f)), the GFP plasmid is re-dropped in Process (g1). 
After the Process (c) in the Protocols 4, 5 and 6, 4μl of TE buffer without plasmid is poured 
into each well in Process (d2). In the Protocols 4 and 5, plasma treatment is done in Process (e). 
Following the plasma treatment in the Protocols 4 the TE buffer plasma treated solution is washed 
with the PBS in Process (f), and the GFP plasmid is dropped in Process (g1) in both Protocols 4 
and 5. Finally, in the Protocol 6, after the Process (d2), GFP plasmid treated by the plasma 
irradiation is poured into the well in Process (g2). In the end of each protocol, the samples are 
incubated for 24 hours in Process (h), then followed by the microscope observations.  
1.4.2 Discussion on plasma transfection protocols and effects   
In order to estimate quantitatively the differences between the protocols in the transfection 
efficiency, transfection rates were calculated from the fluorescent and bright field images  
(cf. Figure 1-11). Then, the average transfection efficiency was estimated from the obtained results 






Figure 1-16 Transfection efficiency Rt2 for each Protocol [67]. 
 Form the considered results, we notice that the standard plasma irradiation protocol (Protocol  
1) shows a transfection rate around 12.2%, whereas only 0.1% transfection was obtained without 
plasma irradiation (Protocol 0). This difference clearly confirmed that the plasma treatment is 
effective to gene transfection. On the other hand, by washing out the plasma irradiated sample 
(Protocol 2), the transfection rate drastically dropped to 1.3%. The obtained result, gives us a 
quantitative estimation of the contribution rates of both direct (e.g., electric field, discharge 
current, charged particle, etc.) and after plasma effects (chemically reactive species, bio-chemical 
reactions, etc.) on gene transfection. For instance, the direct effect was estimated to be 1/10 of all 
the effects induced by plasma irradiation. Whereas, the major remainder 9/10 was contributed to 
the indirect effects (after effect) of the plasma irradiation. 
By adding the GFP plasmids again after washing out (Protocol 3), the transfection rate increases 
double (2.3%) compared to that of Protocol 2. One possible reason for the enhancement is that 
residual chemical species (after effect) exist even after washing out process which induces 




transfection of the GFP plasmids that are dropped after washing out. However, if GFP plasmids 
are not dropped before plasma irradiation (Protocol 4), the transfection rate re-increases double 
(4.5%) compared to that of Protocol 3. A possible reason of this enhancement is that existence of 
GFP plasmids decreases the stress to the cells during plasma irradiation. In addition, if the washing 
out process is omitted (Protocol 5), the transfection rate dropped to 0.6%. Besides the instability 
of washing out process mentioned above, there is a possibility that this process itself has some 
effect such as endocytosis enhancement. Finally, by pouring the plasma-irradiated GFP plasmids 
solution to the cell (Protocol 6) it does not result in the transfection (0.5%). From the comparison 
between Protocols 1, 2, 5 and 6, we notice that, the “after effect” is effective only when both GFP 
plasmids and cells are irradiated by plasma. Therefore, the “after effect” is caused not only by the 
residual chemically reactive species, but also by plasma irradiation stress to cells and plasmids 
(possibly charging effect or oxidation stress).  
While summarizing, the results suggest that the principal mechanism of the gene transfection 
is due 9/10 to the indirect irradiation effect of plasma (chemically reactive species, electric charge 
and bio-chemical reactions). However, it also shows that the direct effect (e.g., charged particles) 
can play a second role around 1/10 of all plasma effect in the gene transfection. In other words, 
the gene transfection occurs effectively only with the presence of two effects direct and indirect 
during the treatment of both GFP plasmids and cells, suggesting a synergetic relationship between 
the direct and indirect effect on plasma gene transfection. 
1.5  Conclusion  
During this first chapter, the technique of gene transfection was presented. Indeed, this chapter 
was first of all devoted, on the one hand, to different applied fields of gene transfection. We 





as for instance regenerative medicine, genetics therapies, cardiovascular diseases as well as the 
various pharmaceutical aspects. On the other hand, we presented a detailed review on the various 
developed gene transfection methods. For instance, the viral method which is the most commonly 
used method in clinical research, chemical transfection methods, most widely used in 
contemporary research, and the physical transfection methods, the most recent ones, using diverse 
physical tools to deliver nucleic acids to the target cell. For example, the electroporation is 
regarded as the most widely used physical technology. It’s based on the application of an electric 
field over the cells, allowing the creation of transitory pores through which nucleic acid can pass 
into cells. However, it proved that each one of these used methods are limited to minority 
experimental systems and can have serious known drawbacks. Moreover, knowing that one of the 
major difficulties with gene transfection is how to effectively and safely deliver the genetic 
material to different cells types, we encircled the most pressing point that the field of gene 
transfection has to address, which is the development of efficient and safe gene delivery methods. 
Therefore, we were interested to the potentiality of using cold plasmas generated at atmospheric 
pressure for the gene transfection applications. An overview on the different plasma sources used 
for gene transfection, which have emerged in literature (APJ, DBD, etc., based on using helium or 
argon gas carrier), confirmed clearly that the cold plasma irradiation is effective to gene 
transfection. Indeed, it shows that the cells became transiently permeable for plasmid DNA during 
the plasma exposure, suggesting that the possible cold plasma transfection mechanisms by which 
pores are created in the cell membrane are twofold mechanisms; cell charging and lipid 
peroxidation. On the other hand, further literature results, predicted that the possible mechanisms 
of gene transfection are based on a competition between various factors such as reactive species, 
and plasma-induced electric field stimulation. However, it also showed us, that the plasmas may 




have unexpected negative effects on cells which require a deeper understanding on the mechanism 
of plasma-cells interactions. More generally, I understand that, any cold plasma setup used for 
gene transfection, must fulfil to various criteria’s, such as be able to reach the treatment zone by a 
stable propagation in time and space and do not damage the treated cells. In other words, is to 
achieve the best trade-off relationship between transfection efficacy and cell damages. 
To this aim, the research team of Ehime University, developed several types of plasma sources 
with different designs and configurations (arc plasma discharge using argon carrier gas, 
atmospheric pressure plasma jet (APJ) using helium and equipped with 4 and 9 jets, dielectric 
barrier discharge (DBD) plasma using also helium flow, and last an air microplasma), in the aim 
to characterize the most suitable plasma configuration for gene transfection, based on the high 
gene transfection and cells viability rates. A comparative study on the different plasma setups, 
shows that, the best results (52.5% of transfection rate and 90.8 % of cell viability rate) are obtained 
in the case of air microplasma. These encouraging results were attributed to the potential space 
and time stability of this microplasma air discharge in comparison to the other plasma sources. 
Moreover, an experimental parametric study on gene transfection focused on the application of 
microplasma discharge, showed that nearly 1/10 of transfections occur during plasma irradiation 
and that the last 9/10 of transfections occur after plasma irradiation is stopped. Suggesting that, 
the second stage transfection is caused not only by the residual chemically reactive species, but 
also by plasma irradiation stress to cells and plasmids, i.e., possibly charging effect. 
Thus, in the perspective to contribute to a better understanding of mechanism and the processes 
involved during plasma gene transfection, this thesis work will be interested, to numerically 
simulate the membrane permeabilization and pore formation when the cells are impacted by the 





However, this model requires a prior an input database on the fluxes and the energy of the main 
plasma species arriving to the cell membrane. This concerns more particularly the knowledge of 
the density of charged particles (electrons and N2
+ ion), and the temperature of gas and electrons. 
This is why the aim of the following chapter is to experimentally measure these plasma 
characteristics from OES in the case of air microplasma. 
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EXPERIMENTAL CHARACTERIZATIONS BY 
OPTICAL EMISSION SPECTROSCOPY OF AIR 
MICROPLASMA USED FOR GENE TRANSFECTION  
2.1  Introduction  
The Monte Carlo poration model requires in particular the knowledge of the fluxes and the 
energy of the main species emanating from the successfully low-temperature microplasma and 
impacting the membrane structure. In others words, it requires the use of some plasma diagnostic 
and characterization tools such as experimental optical emission spectroscopy (OES). Indeed, OES   
is    a    well- established, non-intrusive diagnostic method to investigate temperatures and densities 
of some excite species within plasmas.  The spectra emitted  by the plasma involve many important 
information on the estimation of plasma parameters such as rotational Trot, vibrational Tvib and 
electron Te temperatures and the identification of existing excited active species (charged particles, 
atoms, molecules, radicals) as well as their population density in some peculiar case when 
calibration is possible.   
In this chapter, and after the description of the experimental setup used for the optical emission 
spectroscopy measurements, I am first interested by the determination of rotational Trot and 





spectra of specific UV molecular emission bands. Indeed, OH (A-X), N2
+ first negative system 
(FNS: 0, 0) at 391.4 nm and N2 second positive system (SPS: 0, 0) at 337 nm are considered in the 
case of Trot estimations. In addition, N2
+(FNS: 0, 0) and N2
+(FNS: 1, 1) head bands at respectively 
391.4 nm and 388.4 nm allow us the estimations of Tvib. Furthermore, the electron temperature Te 
is estimated from an interesting approach based on experimental ratio of the closest nitrogen 
emission spectra N2(SPS: 2, 5) at 394.4 nm and N2
+(FNS: 0, 0) at 391.4 nm. This is based on one 
hand, on a balance equation between creations and losses of excited upper levels of these two UV 
spectra and on the other hand, on the electron impact rates of the creation of these upper levels 
calculated from solution of multi-term Boltzmann equation in humid air. 
Then, the densities of plasma charged particles are estimated. First, by using the measured Hα 
spectrum, electron density ηe versus the inter-electrode position is estimated from Stark broadening 
under our gas temperature condition. In addition, the density of molecular nitrogen ion in its 
background state N2
+(X 2Σ+g) is also estimated from the experimental ratio of the intensities of the 
two close previous molecular nitrogen emission bands N2(SPS: 2, 5) at 394.4 nm and  
N2
+(FNS: 0, 0) at 391.3 nm. This ratio intensity will be correlated to the density of background 
states ion N2
+(X 2Σ+g) and neutral molecule N2(X 1Σ+g) assuming an a priori known excitation 
temperature Tex . 
The present experimental plasma characteristics can be used for a better understanding of the 
mechanisms and the processes involved during plasma gene transfection. It have been used as 
input data for the specific Monte Carlo poration model developed to simulate the membrane 
permeabilization and pore formation when the cells are impacted by the present microair plasma 
fluxes. 
  




2.2  Experimental setup used for plasma spectroscopy 
measurements 
Figure 2-1 displays a scheme of the experimental setup used for plasma spectroscopy 
measurements and a picture of the generated plasma discharge. The configuration of the studied 
plasma source is identical to the one already tested for gene transfection and described in 
chapter 1. A SUS 304 tube of 0.2 mm inner diameter and 0.7 mm for outer diameter (22 G injection 
needle without bevel) was used for the HV (high voltage) electrode. A copper plate was used as 
the grounded (GND) electrode. A Petri dish with diameter of 3.5 cm made of polystyrene was 
placed on the GND electrode. The dish was filled with deionized water to simulate low 
conductivity buffer solution (Tris-EDTA used in reference [1]). Reproducibility of emission 
spectra with and without cells and buffer solutions was confirmed, this is why we have not used 
cells and buffer solutions for running spectra to save measurement costs. A corona discharge was 
initiated between the tip of the HV electrode and the water surface. The discharge gap length was 
set at 2 mm. The applied voltage waveform was sinusoidal with the frequency of 20 kHz. The 
typical amplitude was fixed at 7 kV. The duration of the HV voltage application was set at 0.1 s 
with a repetition frequency of 1 Hz. 
The optical emission spectra collected from the microplasma between the tip of the HV 
electrode (z = 0 mm) and the water surface (z = 2 mm) were measured in order to analyze the axial 
distribution of the plasma characteristics. The actual size of the microplasma image was projected 
on the optical fiber using biconvex lens with focal length of 72 mm (see Figure 2 2). The opening 
diameter of the optical fiber was 0.2 mm, which determines the special resolution. In fact, to collect 
the light along the inverted plasma image made by the lens on the level of the optical fiber entrance, 





 z = 0.5 mm, z = 1 mm, etc), the light emissions correspond to a small area of 0.2 mm diameter 
corresponding to the opening diameter of the optical fiber. In other words, each z position along 
the plasma is given in a range of 0.2mm of spatial incertitude (i.e. z±0.1mm). The optical fiber 
was scanned vertically along the plasma image in a direction parallel to z axis to obtaining the 
spatial resolution of the plasma. 
 
Figure 2-1 (a) Scheme of the experimental setup using sinusoidal voltage waveform with 
frequency of 20 kHz, amplitude of 7 kV and duration of 0.1 s with a repetition frequency of 1 Hz 
to producing micro air plasma and (b) A picture of the generated plasma discharge.  
Furthermore, a high wavelength resolution spectrometer (Princeton Instruments, SP2758) was 
used for analysis of rotational fine structure of the molecular emission from N2SPS(C-B), 
N2
+FNS(B-X) and OH(A-X) systems. The Stark broadening of the Balmer α hydrogen atomic 
emission was also investigated. The focal length of the spectrometer was 750 mm and the grating 
line density was 3600 mm-1 for UV (N2 (C-B), N2
+ (B-X) and OH (A-X) emissions) and 2400  
mm-1 for visible (Hα emission) regions. By measuring the spectrum of He-Ne laser, the FWHM 
(full width at half maximum) of the instrumental function at the slit width of 0.15 mm was derived 
as 56 pm at 632.8 nm. For determination of electron temperature from N2(SPS: 2, 5) and  
N2
+(FNS:  0, 0) emissions (see sub-section 2.3.4), another spectrometer (Jasco, CT-25TP) was 




used to increase the sensitivity. The focal length of the spectrometer was 250 mm and the grating 
line density was 1200 mm-1. The FWHM of the instrumental function at the slit width of 0.15 mm 
was derived as 0.4 nm at 632.8 nm. A gated ICCD (image intensified CCD) camera (Andor, iStar) 
was used for record the emission spectra. The gate width was set at 0.12 s and the HV voltage 
application for the plasma initiation was synchronized to the gate signal in order to cover the whole 
duration of plasma exposure (0.1 s). The emission spectra from 100 times of plasma exposure were 
accumulated and recorded by the ICCD camera. 
 
Figure 2-2 Schematic representation of the setup of plasma light collection along the z axis of the 
image through the lens of the air microplasma. 
2.3  Results and discussion 
2.3.1 Determination of rotational temperature Trot 
The chemistry of the discharge is significantly influenced by the neutral gas temperature Tg 
since it governs the reaction rate of active species generated through dissociation, excitation, and 
ionization processes. The rotational temperature Trot is related to collisions between heavy particles 
such as neutrals and molecules, owing to the fast rotational relaxation, and thus can be seen as an 






NO (dry air) and OH (humid air) can be used for the determination of the rotational temperature, 
depending on the level of plasma excitation [2].  In low-temperature humid air plasmas, the 
emission spectrum of the OH (A-X) transition between 306 to 310 nm provides a particularly 
convenient way to measure the rotational temperature. At higher temperatures, or in the presence 
of an electric field, the OH transition is overlapped by strong emission from  
N2(C–B) of second positive system. In this case, the rotational temperature can be measured from 
N2(C–B) rotational lines. At even higher temperatures or higher electric field excitation, many 
molecular transitions appear in the spectrum and an accurate spectroscopic model is required to 
extract individual lines of a particular system [2]. In the case of our microplasma discharge, three 
radiation transitions were chosen to estimate the rotational temperature: the second positive band 
system of homonuclear molecule N2 (C 
3Πu - B 3Πg, v=0, v’=0), the first negative band system 
 N2
+(B 3Πu - X 3Πg, v=0, v’=0) and the ultraviolet band system of OH (A 2Σ+- X 2Πi, v=0, v’=0) 
transitions. The N2, N2
+ and OH rotational temperature estimation methods are described in the 
following sub-sections 2.3.2. 
2.3.2 Estimation of Trot from N2(SPS) and N2+(FNS) emission 
spectra  
Nitrogen is a diatomic molecule, thus having several excitation modes: electronic, vibrational 
and rotational. Electronic excitation is a change in the electronic energy levels, according to the 
energy level pattern shown in Figure 2-3. The changes in the electronic level are generally 
accompanied by a change in the vibrational level according to the Frank-Condon principle [3][4]. 
Vibrations are relative motions of the atomic nuclei composing the molecule, whereas rotations 
are collective motions of all the atomic nuclei of the molecule. The two latter are sub-levels of the 
electronic states. The de-excitation from a selected state leads to a specific photon of the exact 




energy between the two states. The de-excitation from a ro-vibrational state leads to many different 
wavelengths, thus creating the bands seen in Figure 2-4. The transition probability between two 
states is called the Einstein coefficient of spontaneous emission, and can be found in literature, 
such as in [4].  
 
Figure 2-3 Energy diagram of the nitrogen molecule.  
Figure 2-3 displays the classical energy diagram of the nitrogen molecule. We can notice the 
main electronic states of the neutral molecule N2 (B) and N2(C) (surrounded with red circles), and 
the radiative electronic state of the molecular ion N+2(B) (surrounded with green circle). The main 
electronic levels have different energies: N2 (B) 7.35 eV and N2(C) 11.03 eV; and at higher energy 
the molecule is ionized with a threshold energy of 15.58 eV (background level of the ion) or  





light at a specific wavelength depending on the energy of the upper and lower excitation levels. 
Two distinct regions can be drawn on a typical spectrum (see Figure 2-4) obtained with our 
microplasma discharge, the major nitrogen components are: The SPS is the region from 300 nm 
to 400 nm, corresponding to the de-excitation from the N2(C) into the N2 (B) state, and the first 
negative system FNS from the molecular ion N+2 (B) into the N
+
2(X), corresponding to molecular 
bands not far from 400 nm. 
 
Figure 2-4 Spectrum of N2 second positive band system SPS and N2
+first negative band system 
FNS by microplasma discharge. 
The N2(SPS) and N2
+(FNS) are one of the most extensively studied band systems. Moreover, 
these spectra are often used for determination of the gas temperature in atmospheric pressure 
plasmas by analyzing their rotational structures[2][5]. Indeed, as already stated and due to the low 
energies needed for rotational states and in the presence of thermal equilibrium, the gas 
temperature Tg can be associated to the rotational temperature Trot  of  N2(SPS) and N2
+(FNS). This 
association is possible since the relaxation time between rotation and translation energies is very 
short. However, in the cases of non-thermal equilibrium in filamentary discharges present in our 




air microplasma, Trot can be substantially different from gas temperature as it will be seen later. 
Anyway, we estimated the rotational temperature of our microplasma discharge by comparing the 
experimentally measured spectra with the simulated synthetic spectrum of the N2 SPS  
(C 3Πu–B 3Πg, v=0, v’=0) in the range 335.5-337.5 nm, with the head band at 337 nm and  
N2
+ FNS(B 3Πu - X 3Πg, v=0, v’=0) transition emission bands in the range 388-392 nm, with the 
head band at 391.3 nm. On the other hand, a commercial code of SPECAIR [6] was used to 
generate the synthetic spectrum of N2 (SPS : 0,0), while that of N2
+(FNS : 0, 0) was generated 
using a free code of LIFbase [7]. The simulated spectra were calculated to minimize the sum of 
square error between the measured and those calculated by choosing the best fit for the 
instrumental function and the rotational temperature. The temperature assuring the best fit between 
experimental and synthetic spectra was taken as Trot. On the other hand, the instrumental function 
was tuned for each emission spectrum as follows to obtain the best fitting results. A trapezoid 
instrumental function with the top width of 25 pm and the bottom with of 80 pm was used for 
N2(SPS) spectrum generation (Specair). A Gaussian profile of the instrumental function with 
FWHM of 20 pm and 30 pm was used for N2
+(FNS) spectrum (LIFbase). For a rotational 
temperature Trot of 700 K for N2(C) and 2000 K for N2
+(B), the simulation results show a good 
agreement with the measured spectra (see Figure 2-5 (a) and 2-5 (b)). The noticed significant non-
equilibrium among these molecules N2 and N2
+, will be discussed in the end of this  







Figure 2-5 Measured and calculated emission spectra for (a) N2 (C 
3u (v=0) - B 3g (v’=0)), (b) 
N2
+ (B 3u (v=0) - X 3g (v’=0)) and (c) OH (A 2+ (v=0) - X 2 (v’=0)) systems. A Rotational 
temperatures Trot of 700 K for N2(C) state,2000 K for N2
+(B) and 2350 K for OH A state were 
derived by fitting. 
2.3.2.1 Estimation of Trot from OH ultraviolet band system  
The OH (A–X) transition is one of most intense systems emitted by low-temperature air plasmas 
sources containing even a small amount (∼1%) of H2 or H2O [2]. It corresponds to radiative 
transitions between the first electronically excited state A2Σ+ and the ground state X2Πi, at 4.046 
eV and the ground energy level.  The OH ultraviolet band can be obtained under various 
experimental conditions, and can be easily isolated in order to give useful information on the 
rotational temperature Trot. Indeed, this technique provides a sensitive thermometer since the OH 
band shape is more sensitive than that of N2 band shape with variation of rotational temperature. 











































































calibration because the response of usual detection systems is nearly constant over the small 
spectral range of interest. However, one should be aware of potential difficulties associated with 
self- absorption, non-Boltzmann rotational population distribution, and interferences with other 
species present in the plasma [2]. For the determination of rotational temperature, we are interested 
in the spectral range from 306.48 to 310 nm, covering the (A2Σ+ -X2Π, v’=0, v’’=0) band. The 
rotational temperature was obtained by fitting the experimentally spectrum with the simulated one 
on the entire band of OH (A-X) (see Figure 2-5 (c)). LIFbase code was used for calculations of 
synthetic spectra. Moreover, as in the case of N2
+ synthetic spectrum, a Gaussian profile of the 
instrumental function with FWHM of 20 pm and 30 pm was used for generation of OH(A-X) 
spectrum. The derived Trot was around 2350 K for OH (A). 
The estimation of the rotational temperatures from these molecular spectra of N2(SPS), 
N2
+(FNS) and OH(A-X), show a significant non-equilibrium. Indeed, Bruggeman et al. have 
reported significant differences between the rotational temperatures of OH(A) and N2(C) in 
plasmas contacting with liquids even in the atmospheric pressure ([8],[9]). This phenomenon is 
attributed to overpopulation of high rotational states. This is also true for N2
+(B) upper state. They 
explained this phenomenon as follows: the rotational population distribution of OH(A) is 
influenced by the formation process of OH(A), i.e. dissociative recombination of H2O
+ or H3O
+ 
and dissociative excitation of H2O. Fast quenching rate of OH(A) also inhibits its thermalization 
[10]. Therefore, the rotational temperature of OH(A) does not relax to the gas temperature Tg and 
stay at high values. An alcohol thermometer (Nihon Keiryoki, JC-2050) was placed on the GND 
electrode when exposed to the microair plasma to estimate the gas temperature. The temperature 
of the thermometer increased and reached thermal equilibrium after 5 min of plasma exposure. 





because strong spark discharge occurred between the HV electrode and the thermocouple. It is 
suggested that the rotational temperatures of N2(C) and N2
+(B) are not also in equilibrium with the 
gas temperature.  
To summarize, the rotational temperatures measured near the anodic tip (for z=0 mm) are 
equal to 2350 K using OH (A-X), 2000 K using N2
+ (B-X) at 391.4 nm and 700K using N2 (SPS) 
at 337 nm. These high Trot in comparison to Tg (300K) are representative of the corresponding 
excited species generated only inside the thin streamer filaments (around 50µm of diameter [11]) 
propagating from the tip of the high voltage electrode. In fact, these relatively high temperatures 
do not really affect the ambient temperature of background gas which remains at about 300 K. 
This is due to an important dilution of these excited species because their densities are very low in 
comparison to the gas density since we are in the framework of a weakly ionized gas having an 
ionization degree close to 10-5 [11]. 
2.3.3 Determination of vibrational temperature Tvib from 
N2+(FNS) spectra at 388.4 and 391.4 nm  
The vibrational temperature Tvib was determined from the N2
+(FNS) spectra using 
  N2
+ (FNS: 1, 1) at 388.4 nm and N2
+(FNS: 0, 0) at 391.4 nm. Tvib is estimated from the comparison 
of these two FNS measured spectra with the calculated ones using LIFBase software [28]. The 
best fit is obtained for a couple of Trot and Tvib that are displayed in Table 2-1 versus five different 
positions of the inter-electrode space between the anodic tip and the cathode plate. Tvib is around 
3000 K near the tip and increases up to about 7000 K near the plate. This Tvib rise is probably due 
to the increase of vibration-vibration collision frequency that producing high vibration levels when 
the micro air plasma gradually crosses the gap from the anodic tip to the cathode plate. 
Furthermore, as it is known Trot depends on the energy transfer between heavy species of the 




considered air plasma. Therefore, this is certainly why Trot remains quasi-constant between the 
anodic tip to the cathode plate because the temperature of the dominant heavy particles is quasi-
invariant along the z axis. This is different for Tvib behavior since it is initiated by electron impacts 
and also depends on many other processes such as vibration-vibration and vibration-translation 
interactions (see e.g. ref [12]). Therefore, the position dependence of Te (detailed in next sub-
section 2.3.4) necessarily affects the position dependence of Tvib. 
Table 2-1 Rotational and vibrational temperatures determined from N2
+(FNS) spectra for 
several positions of the inter-electrode space in the case of micro air plasma (z=0mm corresponds 
to the anodic tip and z=2 mm to the cathode plate) 
z (mm) Trot (K) Tvib (K) 
0 2000 2800±500 
0.5 2000 3500 ±500 
1 2000 4500 ±500 
1.5 2000 5500 ±500 
2 2000 6500 ±500 
 
Moreover, Tvib is obtained when there is a good agreement both for  the intensity ratio   
IN2+(FNS:0,0)/IN2+(FNS:1,1)  of measured and calculated spectra and for the rotational bands of measured 
and calculated spectra of N2
+(FNS: 0,0) which depend on Trot. We also used the comparison 
between the surface covered by the experimental and synthetic spectra that corresponds in fact to 
the integral of the normalized spectra over the wavelength. An example of comparison of these 
N2
+(FNS: 1, 1) at 388.4 nm and N2





2.3.4 Determination of electron temperature Te from N2 (SPS) 
and N2+ (FNS) emissions 
The electron temperature is the translational temperature of free electrons. It is among the most 
fundamental parameter in gas plasma discharges and plays a very important role in understanding 
the discharge physics and optimization of the operation of plasma [13]. Different methods are 
available to measure the electron temperature of which the most commonly used are Langmuir 
probe, microwave interferometer, Laser Thomson Scattering (LTS) and optical emission 
spectroscopy (OES) [14].  
At atmospheric- pressure plasma discharges, both the probe and the microwave based methods 
are difficult to use due to the small plasma dimension and strong collision process [13] while the 
LTS laser technique which is well adapted for our air microplasma requires a specific setup that 
we do not have in our laboratory. Therefore, we used an OES approach based on nitrogen spectra 
and data analysis for measurements of electron temperature Te along the z axis of our air 
microplasma used for gene transfection. This interesting OES approach requires first the use of 
the two close molecular nitrogen emission bands N2(SPS)(C 
3u,v=2, v’=5) and N2+(FNS)(B 2Σ+u, 
v=0, v’=0) with head bands at respectively 394.3 nm and 391.4 nm (see Figure 2-6). 
 More precisely, it is based on relation between the ratio of these measured head band intensities 
spectra and more particularly the electron rate coefficients of creations and losses of N2(C
3u) and 
N2
+(B2Σ+u) upper states and the electron temperature Te. 





Figure 2-6 N2 (SPS: 2, 5) and N2
+ (FNS: 0, 0) spectra with head band at respectively 394.3nm 
and 391.4 nm emitted near the tip (z=0mm) and the plate (z=2mm) of micro air plasma used for 
gene transfection at Ehime University. 
In fact, there are in the literature similar methods to obtain electron temperature from optical 
emission spectra (OES). The reader can find in the typical review of Zhu et al 2010 [15] an 
overview on such methods. There is for instance an emphasis on the so-called corona model 
method which has some similitudes with the present method such as:  
- The studied two emissive states that are populated only by electron impacts and depopulated 
by radiative decays. 
- The use of balance equation to obtain a relation between ratio of emissive states and excitation 
rate coefficients.  
- The use of the Te dependence of excitation rate coefficients.  
But, the present work approach involves some differences with the literature such as: 
- The emissive states are depopulated by both radiative decays and also collisional quenching. 
-  The excitation rate coefficients are calculated without assuming a Maxwell distribution for 






















































It is known  that in molecular gases such as N2 or O2, electron energy distribution (EEDF) can 
substantially deviates from a Maxwellian distribution particularly in the high energy region (or 
for the distribution tail) that strongly affects the accuracy of excitation rate coefficients [17].  
- The use of two emissive states having close wavelengths (N2+FNS at 391 nm and  
N2 SPS at 394 nm) in order to fulfill the conditions detailed in subsection 2.3.4.3 and allowing 
to get a direct relation between ratio of spectra intensities and electron temperature via the 
excitation rate coefficients (see Eq-2-8 and subsection 2.3.4.3).  
The present approach to determine Te from N2 (SPS) and N2
+ (FNS) emission spectra is detailed in 
the following. 
2.3.4.1 Reactions involved in creations and losses of upper levels of N2(SPS) 
and N2+(FNS) emissions 
The considered microplasma behaves as air corona discharges. It is a low-temperature and non-
equilibrium plasma with a low ionization degree. It is in fact a weakly ionized gas in which the 
most energetic particles are electrons impacting a background gas that remains at a temperature 
close to ambient one.  
On the basis of such considerations, we assumed that the reactions contributing to the creation 
of the upper levels of second positive system N2 (C 
3u, v’=2, v’’=5) and first negative system 
N+2(B 
2Σ+u, v’=0, v’’=0) emissions of molecular nitrogen (see Figure 2-7) are mainly populated 
by direct electron impacts, while these upper levels are lost following specific radiative de-
excitation and collisional quenching. These reactions of creation and loss of these excited species 
are summarized in the following. 





Figure 2-7 Schematic diagram of molecular transition leading to N2 (SPS) and N2
+ (FNS) 
emissions. 
A. Electron impacts 
Among the various inelastic collisions occurring between electrons and nitrogen ground state 
N2(X 
1Σ+g), we considered the direct formation by electron impacts of the upper level of N2(SPS) 
i.e. N2,v(C
3u) noted N2(C) and also the upper level of N2+(FNS) emission i.e. N+2,v(B2Σ+u) noted 
N2
+(B). The two assumed reactions of direct formation of N2(C) and N2
+(B) by electron impacts 
can be written as following with their respective rate constants k1 (Te) and k2 (Te): 
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Where k1 and k2 denote the rate constants by electron-impacts depending on the electron 
kinetic temperature Te, σ1 and σ2 the collision cross sections for reactions (R-2-1) and (R-2-2) 
respectively, ε the electron kinetic energy, m the electron mass and f (ε,Te) the electron energy 





B. Radiative decays  
N2(C) and N2
+(B) can be lost following spontaneous emissions of respectively second positive 
system and first negative system corresponding to the measured spectra (see Figure 2-6). These 
two reactions are given with their frequencies νrad1 and νrad2: 
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Band head at 391.4 nm 
(R-2-4) 
C. Quenching  
N2(C) and N2
+(B) species can be also lost by quenching collisions with molecular background 
nitrogen N2(X) and oxygen O2.  These reactions are listen hereafter with their rate constants: 
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2.3.4.2 Relations between N2 (C) and N2+ (B) densities and rates of creations 
and losses 
At equilibrium, there is obviously a balance between rates of creations and losses of N2(C) and 
N2
+(B) states. When their respective densities are noted as [N2(C)] and [N2
+(B)], the balance 
equations take the following form: 
In the case of N2(C) balance: 
 
1 2 1 22 1 1 2 2 2 2 2
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e rad Q N Q O
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- In the case of N2+(B) balance: 
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From balance equations (Eq-2-1) and (Eq-2-2), densities of N2(C) and 𝑁2
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2.3.4.3 Relations between N2(C) and N2+(B) densities and spectra intensities 
Furthermore, we can show that density ratio [N2(C)]/ [N2
+ (B)] is proportional to ratio of 
intensity of N2(SPS) and N2
+(FNS) spectra ISPS (394,4nm)/IFNS (391,3nm). But, as it is shown in 
 Figure 2-7, the emitting state or the upper level corresponds to the specific quantum number v=2, 
i.e. N2(C
3u), with its density noted [N2(C)]. Therefore, the classical relation between each 
spectrum intensity and density of the upper energy state can be written as: 
(394.4 ) 1 2

















Where A denotes the radiative transition probabilities, hc/𝜆 the transition energy at wavelength 
λ (394.3 nm for N2 SPS or 391.4 nm for N2+ FNS) and C1 and C2 represent the constants depending 
on the spectrometer and the wavelength.  
In the case of an optically thin medium and when specific conditions are fulfilled, we can 





need to be quite close to be simultaneously collected in the same spectrum (only about 3 nm 
between 391.3 nm and 394.4 nm emissions). In fact for the validity of the approximation C1≈C2, 
the SPS and FNS spectra require to be measured simultaneously under the same spectroscopic 
parameters (i.e. same time exposure, same slit wide of spectrometer, same distance between the 
plasma source and the optical fiber of the spectrometer, and finally the same grating). Therefore 












   (Eq-2-7) 
Where Cst is a constant including the transition probabilities (ASPS and AFNS) and the wavelength 








 x  Then, by combining equation (Eq-2-7) with equations  
(Eq-2-3) and (Eq-2-4), we can write the following:  
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As intensity ratio ISPS/IFNS is experimentally known using OES measurements of our air 
microplasma (see for instance Figure 2-1), and since that the data of life time and quenching are 
known from literature (see Table 2-2), it remains a priori one unknown, namely, the electron 
temperature Te. The problem is to find the best fit of Te allowing the equality between left and right 
hand sides of equation (Eq-2-8). 
  




Table 2-2 Data for lifetimes of N2(C) i.e. N2, v=2(C
3u) and N2+ (B) i.e. N+2, v=0(B2Σ+u) and 










( )N C  
1 2Q N
k 
 0.46x10-10 cm3/s 
1 2Q O
k 













 5.1x10-10 cm3/s 
 
Data for electron reaction coefficients k1(Te) and k2(Te) are calculated versus Te using multi-
term development of EEDF to numerically solve Boltzmann equation [16]. The use of this rigorous 
method of Boltzmann equation solution is preferred to basic approximation of Maxwell 
distribution for EEDF or to the standard two-term solution no more available in molecular gases 
such as N2 or O2 or H2O having high inelastic processes in comparison to elastic ones. In the case 
of air involving 50% of humidity, the collision cross sections of electron-N2, electron-O2 and 
electron-H2O are taken from [21]. Then, the set of electron-N2 collision cross sections is completed 
by using data from [22] for collision cross section σ1 of reaction (R-2-1) corresponding to N2(C) 
formation and for cross section σ2  of reaction (R-2-2) corresponding to N2+(B) formation. 
Figure 2-8(a) and 2-8(b) display the best fit obtained for electron temperature Te from equation 
(Eq-2-8) when using an experimental data of the intensity ratio IFNS/ISPS for two positions of inter-
electrode space between the anodic tip and the cathode plate (IFNS/ISPS3.1 for z=0 mm on the tip 







Figure 2-8 Left hand term (or SPS term) and right hand term (or FNS term) of (Eq-2-8) for (a) 
z=0mm and (b) z=2mm. N.B.: the crossing between the two curves gives an electron temperature 
Te6.75 eV for z=0mm and Te3.38 eV for z=2mm. 
We used the highest value of the N2 (FNS) at 391.4nm and N2 (SPS) at 394.4nm for the 
estimation of the spectra intensities needed for the ratio IFNS/ISPS.  Finally as shown in Figure 2-8, 
the electron temperature has been estimated from the crossing of the two curves corresponding 
respectively to left and right hand terms of equation (Eq-2-8). We obtained a mean temperature of 
around 6.75 eV equivalent to a reduced electric field E/N (where E is electric field and N is 
concentration of neutral particles) of about 290 Townsend (Td, 1Td=10-17 Vcm2), near the tip of 




micro air plasma and Te≈3.38 eV near the plate equivalent to E/N of about 120 Td. This 
equivalence between energy and electric field is confirmed in Figure 2-9 displaying the variation 
of electron temperature (or mean energy) obtained from solution of multi-term Boltzmann 
equation [16]. 
 
Figure 2-9 Electron mean kinetic temperature (or mean energy) calculated from solution of Multi-
term Boltzmann equation in the case of humid air. This shows that Te=6.75 eV is equivalent to 290 
Td and Te=3.38 eV to 120 Td. 
The experimental electron temperature magnitudes using the present method based on spectra 
intensities are displayed in Figure 2-10 for several positions of the inter-electrode space. We can 
observe a decrease of Te from the anodic tip (z=0mm) downwards the cathode plate (z=2mm). 
Such decrease of electron temperature versus the gap distance is qualitatively coherent with the 
usual electrical characteristics of air streamer corona discharges  [11]. The error bars are also 
displayed in Figure 2-10. These errors come from; first, the incertitude on measured spectra due 
mainly to the systematic spectrometer errors and on the choice of baseline. Secondly, these errors 
come from the incertitude on the knowledge of basic data used in Eq-2-8, i.e. radiative life times, 





k2(Te). As the spectra measurements are well reproducible, the second error source is the most 
important. The present error bars on basic data in humid air have been assumed not  
exceeding 30%. 
                 
Figure 2-10 Variation of estimated electron temperature Te from ratio of FNS and SPS spectra 
versus the gap distance from the anodic tip. 
2.3.5 Determination of densities of plasma charged particles  
2.3.5.1 Electron density ηe from Hα line 
In addition to the electron temperature Te, the electron density ηe is one of the fundamental 
plasma parameters.  It plays an outstanding role in the study of the degree of thermodynamic 
equilibrium of the discharge: its value makes it possible to establish how far the plasma is from 
the local thermodynamic equilibrium conditions. In addition, most of the theoretical models that 
simulate discharge behaviour require accurate values of electron density to be validated since 
electron density is important to study the ionization degree of the considered plasma. Moreover, 
the knowledge of this parameter when the plasma is used in many applications such as chemical 
analysis, contaminant compound destruction, surface treatment, gene transfection, etc. allow us to 




optimize the efficiency of the process [23]. As already emphasised and due to their non-disturbing 
character, the use of the spectroscopic methods based on the analysis of the light emitted by the 
plasma are of great interest in the determination of the electron density ηe. Analysis of the Stark 
broadening of Balmer lines from neutral atoms or ions emitted by the plasma is the most used 
method to estimate the electron density [24]. 
In many research studies, hydrogen lines are the first choice for plasma diagnostic applications 
because of the linear Stark effect and position in visible spectral region where high sensitivity and 
spectral resolution can be achieved with commercially available spectrometers. In the present 
study, the electron density ηe of the microplasma was calculated based on the emission of the Hα 
line at 656.28 nm. The H emission was observed with overlap of the band spectrum of N2 first 
positive system. The spectral profile of pure H emission was determined by subtracting a straight 
baseline from the measured spectrum as shown Figure 2-11.  
 
Figure 2-11 Measured emission spectrum at z = 0 and fitting of the H profile by straight 

































Moreover, unlike in a computer simulation, in the experimental conditions it is often not 
possible to turn on or off different effects at demand; subsequently, the recorded line shapes can 
be the result or the superposition of several different emission. Typically, line shapes emitted by 
an atom or ion in a plasma is never infinitely narrow and suffer broadening and shifting either due 
to the interaction of the emitter with other particles in the plasma, what is usually called the 
pressure-broadening that includes Stark, van der Waals and resonance broadening, or to the 
movement of the emitters in the plasma, or even to the usually least important of all, the natural 
broadening [25]. It is also important to note that for the same plasma conditions the relative 
importance of those broadening mechanisms can be different for different lines. This is why in 
order to extrapolate accurate diagnostic information from the recorded line profiles, an evaluation 
of the importance of the different effects, or even correction, must be performed [25], such 
approach on processes is discussed in detail in several recent reviews [26][27][28]. 
Considering the case of atmospheric pressure microplasma discharge, the present measured H 
spectrum was broadened by the combination of the following four mechanisms: the instrumental 
broadening, the Doppler broadening, the collisional broadening and the Stark broadening. 
Moreover, knowing that, the natural broadening arises due to the finite lifetime of the excited 
levels and is typically very small, it can be neglected in the case of the present air microplasma. 
Depnding on the plasma conditions an estimation of the Stark component can be a non-trivial task. 
The choice of the deconvolution procedure as well as uncertainty of the final result depends on the 
ratio of the Stark component over all others. The deconvolution of the various contributions in the 
line broadened profile can be carried out based on the fact that, in many cases, the experimentally 
measured line profiles can be fitted with the Voigt function Eq-2-11 which is the convolution of 
the two functions: Gaussian and Lorentzian profiles. Theses profiles are respectively described by 




Eq-2-9 and Eq-2-10 with the full width at half maximum FWHM ΔvG for Gaussian profile and ΔvL 
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Here we will give a short overview of the fundamental characteristics of each brodening 
mechanism with approximate formulae for evaluation of their profile prameter. Further 
information on the theory of broadening mechanisms can be found in literature books and articles 
as for instance [24][29][30] and [31]. 
A. Instrumental broadening  
Any optical instrument has its own resolution and emission lines are necessarily affected by the 
instrument. Therefore, for an accurate analysis of emission spectroscopy, it is very important to 
include instrumental broadening of the spectrometer used in the experiment. Instrumental 
broadening has been measured from the reference single wavelength source such as a mercury 
lamp or He-Ne laser emission. In most experimental conditions, the apparatus function with 
instrumental broadening can be successfully expressed with the Gaussian profile with full with at 
half maximum FWHM as function of the wavelength (Δλi). In the case of our microplasma 
discharge, the measured instrumental function was fit well by the Gaussian profile Eq-2-9 as 
shown in Figure 2-12 and the FWHM of the instrumental broadening in terms of wavelength, was 






Figure 2-12 Measured emission spectrum of He-Ne laser and fitting by Gaussian profile. 
B. Doppler broadening  
For atomic spectra in the visible and UV, the limit on resolution is often set by Doppler 
broadening. With the thermal motion of the atoms (hydrogen atom H in this case), those atoms 
traveling toward the detector with a velocity υr will have transition frequencies which differ from 
those of atoms at rest subjected to the Doppler shift. The distribution of velocities can be found 
from the Boltzmann distribution. Since the thermal velocities are non-relativistic, the Doppler shift 









     (Eq-2-12) 
 
Where υr is the component of the velocity of the absorbing atom along the line of sight, ν0 is the 
frequency of an atom at rest and c is the light speed. The amplitude of the frequency shift, is 
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From the Boltzmann distribution, the number of atoms with velocity υr in the direction of the 
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Where N is the total number of atoms, mH  the hydrogen particle mass, kB is the boltzman 
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  (Eq-2-16) 
The distribution function now refers to the number of particles capable of intercepting photons 
of frequency ν due to their velocity offset. The distribution of radiation around the center frequency 





















  (Eq-2-17) 
 
The spectral profile of Doppler broadening is also in the form of a Gaussian and the FWHM 














    (Eq-2-18) 
 
Often it is convenient to express this in terms of wavelength:  
 







    (Eq-2-19) 
 
In low-temperature plasma, the gas temperature is Tg = 300 K. Thus, by substituting Tg = 300 K 
in Eq-2-19, according to the measurement with an alcohol thermometer described in sub-section 
2.3.2.1, the Doppler width was derived as D = 8.14 pm. 
C. Collisional broadening  
If the absorbing atom or ion responsible for an absorption line is suffering frequent collisions 
with other atoms or ions, the electron energy levels will be distorted. This is another mechanism 
leading to broadening of emission and absorption lines, called collisional broadening or pressure 
broadening. The line profile resulting from collisions is a Lorentzian profile (Eq-2-10), and the 
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We denotes υth as the thermal velocity of the hydrogen atoms, p as the atmospheric pressure, ng 
the gas density, and σc the collision cross section between hydrogen atoms and other molecules. A 
collision cross section σC1x10-18 m2 was used for rough approximation [32]. Finally, the FWHM 
for the collisional broadening was estimated as C =31 pm. 
D. Stark broadening  
Due to the distribution of the particles in the plasma, atoms at different points in the discharge 
experience different electrics fields which may fluctuate in time, due to the relative movement 
between atoms and the charged particles surrounding them. This perturbation electric field changes 
the eigenvalues of the energies of the atoms, breaking partially the degeneracy of the atomics level, 
what is known as the Stark effect [33]. This field also affects the selection rules of the optical 
transitions between two states of each atom [34]. Considering the distribution of emitters and 
charged perturbers in the plasma, the collective consequence of those changes on the observed 
spectral lines results in a variation of the line shape, the width and the position depending on the 
plasma electron density and temperature [25].   
On the one hand, and as already stated, the deconvolution of all broadening components from 
the experimentally measured H  spectral profile in accordance with equations Eq-2-9,  
Eq-2-10 and Eq-2-11, enables an estimation of the FWHM of the Stark broadening S=33 pm at 
z=0 mm. On another hand, and knowing that in plasma with a relatively high electron density 
(higher than at least 1013 cm-3 in the case of atmospheric pressure plasma) the Stark broadening 
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The reduced wavelength 1/2 is tabulated as a function of electron density and temperature in 
[11]. This data set for ηe1015 cm-3 was extrapolated to 300 K, because the table contains only for 
the temperature higher than 5000 K, and 1/2=1.103 pm was derived. Using this value and 
according to Eq-2-22, the electron density ηe as a function of the position z was estimated as shown 
in Figure 2-13 
The estimated axial profile of the electron density shows a maximum near the water surface 
 (z = 1.5 mm). This could be possibly attributed either to a physical process (as i.e. secondary 
electron emission at the water surface) or to fitting uncertainties resulted from convolution of four 
broadenings whose FWHM are in the similar order of magnitude. There are also uncertainties due 
to the choice of the baseline used to estimate the experimental FWHM. Such errors are dependent 
of the resolution of Hα spectra measurements. 
 
Figure 2-13 Derived electron density as a function of the position z. The open circles and the 
error bars show the average and the standard deviation respectively over four measurements at 
each z position. 




In the case of present spectroscopy measurements, the total uncertainties including the 
estimations of the four physical broadenings and the good base line choice are of about 50%. In 
fact, the electron density behavior versus gap position has to be analyzed with many cautions 
because the present method based on Stark broadening of H emission spectrum is not well adapted 
for accurate determination of  electron density lower than about 1014cm3 (see e.g. ref [36]). This 
method gives only an interesting estimation for the order of magnitude. 
2.3.5.2 Estimation of Nitrogen ion density from N2 (SPS) and N2+ (FNS) 
spectra 
Second positive system N2(C
3u - B3g, v=2, v’=5) and first negative system  
N+2(B
2Σ+u - X2Σ+g, v=0, v’=0) spectra can also be used to estimate ion density (see e.g. [37]). In 
the present work, the spectra intensities of head bands at 394.3 nm for N2 (SPS: 2, 5) and 391.4nm 
for N2
+(FNS: 0, 0) (see Figure 2-6) are used to estimate density of N2
+ (X2Σ+g) ion on its ground 
state energy from the anodic tip to the cathode plate for the air microplasma used for gene 
transfection at Ehime University [1]. 
First of all the densities of upper emissive states [N2(C)] and [N2
+ (B)] are expressed by  
Eq-2-22 and Eq-2-24, respectively, as a function of the density of their respective background 
states using the corresponding partition function and electronic excitation temperature Tex of the 
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 their energy of exited states. 
Moreover, by substituting (Eq-2-23) and (Eq-2-24) in (Eq-2-5) and (Eq-2-6), we can obtain the 
following relation under the same assumptions already given in sub-section 2.3.4.3 about the 
wavelength proximity of the two considered head bands at 391.4 nm and 394.3 nm :  
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   (Eq-2-25) 
  By considering the molecular data displayed in Figure 2-6 we can straightforwardly obtain 
a direct relationship between the ion density and the spectra intensity ratio ISPS/IFNS (Eq-2-26) 
measured near the tip of microplasma (cf. Figure 2-6), provided the excitation temperature Tex is 
known: 







N X N X
I T
          
   
(Eq-2-26) 
 
In fact, the unknown Tex is generally assumed higher than vibration temperature Tvib of the 
plasma and lower than the electron temperature Te..  Indeed, in the case of the considered plasma, 
the electrons lose a fraction of their energy to initiate the excitation of the impacted molecules into 
a rotation or vibration or optical excitation states characterized by its own temperature (Trot or Tvib 
or Tex). In fact, these temperatures are relative to the internal energy of the associated excited state. 
While, the electron temperature Te corresponds to the mean incident electron energy in the studied 
plasma. When the vibration and optical excitation states are mainly excited by electron impacts, 
therefore by definition Te is always higher than the internal energy of the excited states since 




electrons can also undergo ionization processes requiring electron energies higher than for 
excitation processes. This is why it is usually considered that Tex is comprised between Tvib and Te 
thus fulfilling the inequality: Tvib < Tex < Te.  Furthermore, it is worth noting that Tex is generally 
estimated using Boltzmann plots of the atomic line emissions as for instance in the case of an argon 
plasma when assuming a Boltzmann distribution of the different Ar I excited levels with energy 
Ei (see e.g. ref [38]). While Te can be obtained from comparison of two close molecular spectra as 
shown in sub-section 2.3.4 and also underlined in the topical review of Zhu et al [15] . In the 
present microair plasma, Tex has been estimated as following without using Boltzmann plot 
because we have not a succession of excited of atomic lines for various energy levels. We 
estimated the excitation temperature from a linear relation between Tvib and Te having this form:  
(1 )
ex vib e
T weight T weight T            with  weight=0.058 (Eq-2-27) 
The constant coefficient weight between 0 and 1 (weight=0.058) has been chosen in order to 
have on the anodic tip (z=0mm) an ion density of about 1015 cm-3 usually obtained from air 
streamer simulation (see e.g. [39] or [40]) and coherent with an electrically neutral plasma, i.e. 
with the electron density ηe1015 cm-3 previously measured in sub-section 2.3.5.1.  
Figure 2-14 displays, versus inter-electrode position for z varying between 0.5 mm to 2 mm, an 
estimation of nitrogen ion density [N2
+(X)] based on (Eq-2-26) by assuming that the excitation 
temperature Tex is linearly weighted between vibration and electron temperatures as given by  
(Eq-2-27).  
Error bars of about 50% are displayed in Figure 2-14. The error bars on the ion density 
estimation are simply a juxtaposition of the errors of the different terms used in Eq-2-26. The first 





to the other errors since there is a good reproducibility on the spectra measurements. The second 
error is linked to the estimation on Tex and the third source of errors comes from the used molecular 
data used in Table 2-3 (partition function, statistic weight, etc.). In fact, the main error is normally 
due to Tex estimation since a small decrease of Tex magnitude (for instance 10%) leads to an 
important decrease of ion density (about 75%) due to the exponential dependence of ion density 
on Tex. For all these reasons, the error bar for ion density estimation is important and can be 
considered in the best case close to 50%. The uncertainty of such approximation for ion density 
determination can therefore overpass 50% which means that such a method rather gives an order 
of magnitude.  




 1   Approximately equal 






 6   = Spin multiplicity 




 (1/39)x109 s-1 
 Paris and al [41] 
 (1/62)x109 s-1 
Energy of 
exited states 
 11.3  eV 
 






2 ( )N C
g
g






2 ( , 2)N C v
 
2 ( , 0)N B v
  





Figure 2-14 Nitrogen ion density [N2
+(X)] estimated from equation (Eq-2-26) versus inter-
electrode position for z varying between 0.5mm to 2mm (green circles) when the ion density for 
z=0mm (red circle) is estimated from streamer dynamics simulations. 
2.4  Conclusion  
During this second chapter, the air microplasma discharge, that already shows the best 
efficiency in the field of gene transfection in comparison to other plasma sources, has been 
experimentally characterized using optical emission spectroscopy (OES). The air microplasma is 
a corona discharge generated in ambient air from the tip of an anodic copper tube of 70 µm for 
outer diameter. The latter is powered by a pulsed AC high voltage with an amplitude of 7 kV, a 
frequency of 2 kHz and pulse duration of 0.1s. Moreover, a petri dish containing deionized water 
is placed on grounded electrode 2 mm under the anodic tip. The optical emission spectroscopy 
provided an estimation of the rotational Trot, vibrational Tvib and the electron Te, temperatures and 
also the densities of charged particles such as electrons and molecular nitrogen ions.  
Indeed, this chapter was first devoted to the estimation of plasma rotational temperatures Trot. 





molecular emissions of OH(A-X), N2
+(FNS: 0, 0) at 391.4 nm and N2(SPS: 0, 0) at 337 nm.  The 
derived rotational temperatures determined near the anodic tip are equal to 2350K in the case of 
OH(A-X), 2000 K for  N2
+(FNS: 0, 0)  and 700 K for N2(SPS: 0, 0). There is practically no Trot 
variation along the inter-electrode space due to the dependence of Trot on mainly the interactions 
between the heavy particles. These rotational temperatures higher than gas temperature clearly 
underlines significant thermal non-equilibrium between the different excited species that are 
generated inside the thin streamer filaments developed from the high voltage tip. However, as the 
density of these excited species are low (about 105 lower than background gas density), the gas 
temperature measured using a standard thermometer remains close to ambient temperature  
i.e. 300 K. Furthermore, the spatial variation of the vibration temperature Tvib from around 3000 K 
near the tip electrode up to about 6500 K near the plate has been determined using N2
+(FNS: 0, 0) 
and N2
+(FNS: 1, 1) head bands  spectra at 391.4 nm and 388.4 nm. 
Then, the electron temperature Te is estimated by using an interesting approach based on OES 
spectra previously emphasized in the literature.  The present method uses two close molecular 
nitrogen emission bands N2(SPS: 2, 5) and N2
+(FNS: 0, 0) with band heads at respectively 394 nm 
and 391.4 nm. We assumed that upper levels N2(C 
3u) and N+2(B 2Σ+u) of these emission spectra 
are populated by direct electron impacts and lost either by radiative de-excitation or collisional 
quenching. We therefore obtained, at the balance between creations and losses, an interesting 
equation between the ratio of measured head band intensities of N2(SPS: 2, 5) and  
N2
+(FNS: 0, 0) spectra and more particularly the electron rate coefficients of creations of N2(C
3u) 
and N+2(B 
2Σ+u) that depend on electron temperature Te. The solution of this balance equation leads 
to Te6.75 eV near the anodic tip when the variation of electron rate coefficients versus Te has 
been rigorously calculated using multi-term solution of Boltzmann equation in humid air. The 




electron temperature decrease versus the inter-electrode distance from the tip to the cathode plate. 
This result is coherent with electron energy in the case of streamer corona discharges in the region 
close the high voltage tip. Noting that the error bar on electron temperature estimation is equal to 
about 50%. 
In addition, in this chapter we determined the densities of plasma charged particles (electrons 
and ions). Firstly, the electron density ηe is estimated from the measured spectrum of Hα line. The 
full width at half maximum (FWHM) of Stark broadening is extracted from experimental Hα 
spectrum after a prior estimation of instrumental broadening using a standard He-Ne laser, Doppler 
broadening and collisional broadening using classical relations involving more particularly the 
known gas temperature. The use of a smooth extrapolation of literature data of reduced wavelength 
is performed to estimate ηe under our gas temperature condition. The obtained electron density  
ηe 1x1015cm-3, is coherent with the usual magnitude of electron density in the streamer head 
developed near the tip of corona discharge. The present estimations of the spatial variation of the 
electron density cannot be considered as accurate measurements but as a good order of magnitude 
of the electron density within an average error bar of about 50%. 
Last, the density of molecular nitrogen ion in its background state N2
+(X2Σ+g) is also estimated 
from the experimental ratio of the intensities of the two close previous molecular nitrogen emission 
bands N2(SPS: 2, 5) at 394.4 nm and N2
+(FNS: 0, 0) at 391.3 nm. This ratio intensity has been 
correlated to the density of background states ion N2
+(X 2Σ+g) and neutral molecule N2(X 3Σ+g) 
assuming a prior knowledge of the excitation temperature Tex. In this case, when assuming a prior 
estimation or calibration of the ion density of about 1015cm-3 at z=0mm based on literature streamer 
dynamics simulations, the spatial variation of the ion density along z axis has been determined in 





As already emphasis, these plasma characteristics are required as input data for a specific Monte 
Carlo method developed for cell membrane poration and permeabilization. This developed model 
is described in the following chapter 3. The aim of this model is; from various parametric studies, 
the better understanding of the gene transfection mechanisms during the interactions of the present 
microplasma with cell membranes. 
Finally, these optical emission spectroscopy characterizations of the air microplasma used for 
simulation of cell membrane poration was recently published in Plasma Physics and Controlled 
Fusion [42] and will be presented in international conference [43]. 
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DESCRIPTION OF MONTE CARLO MODEL OF 
MEMBRANES PORATION BY PLASMA SPECIES 
FLUXES 
3.1  Introduction  
 As specified in the first chapter, the aim of the present thesis is to study the mechanisms of 
plasma-induced membrane permeabilization. This is achieved by simulating numerically the 
membrane permeabilization and pore formation when the cells are impacted by the micro air 
plasma fluxes. Thus, the goal of this chapter, is to describe the developed Monte Carlo model of 
membrane poration by interactions with plasma species fluxes.  
 The first part of this chapter is devoted to a review on the progress made so far on the 
numerical modeling of cold plasma interactions with cells and tissues. However, we will interest 
firstly on the different literature researches on the molecular dynamics on electroporation for gene 
transfection. Indeed, it have been shown that this method is suitable for investigating 
electroporation phenomena.  In addition, this atomic level investigations are an important 
contribution towards a better understanding of the basic phenomena and processes occurring on a 





organisms, including bacteria, are coated by lipid film surrounding them. This means that many 
interactions occur between plasma species and the lipid layer before the plasma species reach the 
inner parts of the bio-organisms. Thus, a part of this overview is dedicated to the different literature 
works on the reactive molecular dynamics simulations to study the interactions mechanisms of 
some active plasma chemical species such as O, OH, O3 and HO2 radicals, with different types of 
biomolecules as for instance lipids or DNA, or water, or peptidoglycan. 
 In the second part of this chapter, we are mainly interested by the description of the 
developed Monte Carlo method for the simulation of pore formation. The latter has been inspired 
from literature researches performed in low pressure plasmas and used for deep silicon etching for 
application to power electronic devices. It’s aimed to statistically simulate, at a global (or macro) 
scale, the pore formation during atmospheric pressure plasma interactions with cell membrane. 
The plasma species interacting with membrane come from a low-temperature microplasma 
generated in air at atmospheric pressure and used for gene transfection. This new Monte Carlo 
technique is applied for the first time to the case of interactions between plasma species and 
multilayer membrane of a biological cell. In the framework of this simulation model, the plasma 
species are considered as a succession of super-particles. Each super-particle corresponds to a great 
number of elementary species impacting the membrane. The three kinds of considered plasma 
active species are electrons, ions and neutral radicals with fluxes estimated from a plasma reaction 
kinetic model and optical emission spectroscopy OES. The membrane is discretized following a 
great number of super-sites. In each super-site can take place different kinds of macro-process 
such as the activation or the opening of the membrane super-site and the recombination or the 
reflection of the plasma super-particle when colliding the considered super-site. Furthermore, the 
displacement of the active plasma species through the membrane are governed by classical laws 




using stochastic formalisms while the interactions processes are defined by their probabilities of 
impacts determined from random numbers. 
3.2  Overview on the numerical modeling of cold 
plasma interaction with cells membrane and tissues 
This subsection is aimed to provide an overview of the various simulations that have been 
carried out in the context of plasma–biomolecule interactions. A reasonable number of studies 
have been devoted to molecular processes in electroporation, and a few studies also addressed 
reactive interactions of plasma species with biomolecules. 
3.2.1 Molecular dynamic studies on electroporation of cell 
membranes for gene transfection 
Electroporation or electropermeabilization of cell membranes is a topic of considerable interest. 
Indeed, the natural formation of transient aqueous-filled pores in biological membranes is crucial 
to many important processes on the cellular level, such as for instance ensuring ion transport across 
the membrane and maintaining osmotic balance by assisting pumps and ion channels [1] [2]. 
Alternatively, as mentioned in the first chapter, electroporation can also be induced artificially by 
high-intensity electric field pulses, permitting bio-medical applications, including for instance 
drug, antibody and plasmid delivery into cells (gene transfection)[3].  
A significant number of MD molecular dynamics studies have been performed to study 
electroporation of cell membranes at the molecular level (see e.g. [4] or [5]). Their goals are to 
quantitatively model and understand some effects of the high electric field on biological 
membranes at the nanosecond time scale. These research studies were more particularly aimed to 
better clarifying the pore formation process, and possible ionic transports either via nano-pores or 





Hu et al [4] employed coarse-grained simulations based on the Groningen molecular simulation 
(Gromos) force field software [6] to study electroporation in a lipid membrane composed of 
dipalmitoylphosphatidylcholine (DPPC) lipid molecules surrounded by water molecules. He 
carried out two types of simulations: the first one using a variable field strength with an average 
value of 0.01Vnm−1 during 10 ns, and the second one by using a fixed field simulation with a field 
strength of 0.5Vnm−1. The used system is the same as in the simulations by Tieleman et al [5], 
except that Tieleman et al employed a united-atom description. The last is based on a particle that 
incorporates a group of atoms and can approximately represent the molecular mechanical 
properties of the group on a scale of size that is larger than atomic scale, called pseudo-atom.  
In addition, Tieleman et al [5] employed the Optimized Potentials for Liquid Simulations force 
field (OPLS) to study the formation of water-filled pores under mechanical and electrical stress. 
The membranes studied consisted of DPPC and Dioleoylphosphatidylcholine (DOPC) lipid 
molecules which are similar to most other MD simulations of electroporation of membranes [1]. 
Figure 3-1 and Figure 3-2 show respectively one of the obtained results by Hu et al [4] and 
Tieleman et al [5] when using a fixed field of 0.5Vnm−1. These results are in good agreement. 
Indeed pore formation is observed to occur after a few nanoseconds, mostly on the anodic side of 
the electrically stressed membrane. Moreover, defects start to appear at the anodic side of the 
membrane, due to the interaction of the dipole moments of the polar heads with the electric field, 
disturbing the alignment of the lipid tails. After the initial breakthrough, the poration process 
occurs quickly on the nanosecond time scale.  
 





Figure 3-1 Simulated pore formation by applying an electric field in a classical MD simulation 
with non-reactive force field. The electric field (in this example 0.5Vnm−1) is perpendicular to the 
membrane, as indicated by the white arrow in (a); (a) Initial configuration at t=0 ns (b) structural 
rearrangement begins at the membrane bottom (anode side) at about t=4.8 ns; (c) a pore predicted 
to form at t=5.3 ns. The turquoise, green, purple and gold spheres denote methylene, glycerol, 
choline and phosphate groups, respectively, while the small red and white spheres represent 
oxygen and hydrogen. It is clear from (c) that a pore is formed in the membrane, lined with the 
polar heads of the lipids [4][1]. 
    
Figure 3-2 Pore formation in the DOPC simulation with an applied electric field of 0.5 Vnm-1: (a) 
structure at ∼2.40 ns, no obvious defects; (b)∼3.04 ns, water penetration from both sides and 
significant deformation of the bilayer; (c-e) ∼3.08 to ∼3.15 ns, two defects from opposite sides of 
the bilayer form a single file across the bilayer; (f) ∼3.25 ns and (g) ∼3.35 ns, further 
rearrangement of the phospholipids and increasing size of the water column; (h) ∼3.55 ns, final 
size of the defect and nearly complete rearrangement of the phospholipids [5]. 





Furthermore, in a recent study, Hu et al [7] revealed that the electroporation is really a two-
stage process. Indeed, it was shown that the electric field causes a Maxwell stress at the membrane, 
leading to lipid dipole rearrangement and pore opening. More precisely, the initial step in the pore 
formation is the formation of a ‘single file defect’, where a chain of water molecules span the 
membrane. It is observed that water penetration increases significantly even before the actual pore 
formation. It is suggested that the electric field stabilizes water defects, because of the favorable 
interaction of small water clusters with the electric field. Bockmann et al [8] used the Gromos 
force field to study palmitoyl-oleoyl-phosphatidylcholine POPC-based bilayers, applying an 
electric field of 0.04–0.7 Vnm−1. Based on these simulations, a detailed four-state pore formation 
model was formulated (see Figure 3-3), and good agreement between simulations and experiment 
was reached. 
 
Figure 3-3 Kinetic model of pore formation. In a first step, resulting in intermediate T, the polar 
lipid head-groups become tilted. Tilting occurs in opposite directions for the two leaflets. In a 
second step, Q, one or two lipid head-groups and a few water molecules intrude into the bilayer 
and form a polar chain. Pore formation, P, is the last step [8]. 
While the above mentioned simulations are very useful for understanding the basic mechanisms 
of pore formation under the influence of electrical stress in basic membranes, real membranes are 
more complex, as they also contain a number of other components. This is in part addressed in the 
simulations by Tarek et al [9] and Vernier et al [10].  




Tarek et al [9] employed the molecular mechanics program (CHARMM) force field to study 
electroporation in different lipids bilayers, for instance, a standard bare bilayer composed of 
equilibrated fully hydrated dimyristoyl-phosphatidylcholine (DMPC) lipids, a bilayer containing 
a peptide nanotube channel, and a bilayer with a peripheral DNA double strand. Electroporation 
was studied by applying electric fields of 0.5 and 1.0 Vnm−1. These MD simulations demonstrate 
that while the applied field effectively creates electroporation, the internal structure of both the 
peptide tube and the DNA fragment are hardly affected. Resealing and reconstitution of the 
membrane is observed when switching off the field. Figure 3-4 displays the obtained results. We 
notice a formation of ‘fingers’ of water that penetrate the hydrophobic core of the bilayer, from 
either side, and irrespective of the direction of the applied electric field. These fingers expand and 
form water wires, and the hydrophilic heads start to line the pore. Concurrently, a fast reorientation 
of the solvent molecules and a slow reorientation of the lipid head group dipoles is observed. These 
results are similar to the those obtained by Tieleman et al [5] and Hu et al [4]. 
Vernier and co-workers employed a combination of MD simulations and experiments on live 
cells to study electroporation [10]. In this case, the computational bilayers are composed by fully 
hydrated 1-palmitoyl-2-linoleoyl-sn- glycero-3-phosphatidylcholine (PLPC) and oxidized PLPC. 
Forces are derived from the OPLS force field. The goal of this study was to determine if bilayers 
containing oxidized lipids electroporate more easily. Indeed, the electropores were invariably 
formed in immediate association with one or more oxidized lipids. The electric field range was 
chosen to be 0.3–0.5Vnm−1, and the lowest value to observe electroporation was 0.360 Vnm−1, 
which is lower than the threshold value determined by Tieleman et al [5]. This indicates that the 
electric field threshold needed for electroporation may depend on the precise structure and 





stochastic pore formation theories in which the stress imposed on the membrane is released by the 
formation of the nanometre sized hydrophilic pores [1]. Moreover, these pores could be formed 
after a few nanoseconds [4] with diameters ranging from a few to 10 nm could be witnessed 
[5][11].  
 
Figure 3-4 Configurations from the MD simulations for the large DMPC bilayer drawn in 
perspective. (a) Bilayer at equilibrium. (b) Formation of water wires at the initial stage of the 
electroporation process when the bilayer is subject to a transverse electric field. (c) Formation at 
a later stage of large water pores stabilized by lipid head groups. Topology of the water pores (d) 
top view (e) side view. In the first three panels, water molecules (O red; H white), lipid phosphate 
(yellow), and nitrogen (green) atoms are represented by van der Walls radii, and the acyl chains 
(cyan) by stick representation. In the last panel, the hydrophilic lipid head group (yellow) and the 
hydrophobic acyl chains (cyan) are represented by van der Walls spheres to underline the topology 
and nature of the water pores. Due to the use of perspective views, atoms in the front appear bigger 
than those in the back [9]. 




However, despite these numerous literature researches based on molecular dynamics MD 
performed to study electroporation of cell membranes at the molecular level, there are no similar 
scientific papers based on MD simulation to study the membrane poration during interactions with 
low-temperature plasma species. The existing literature researches are based on the reactive MD 
simulations of the interactions between plasma species and biomolecules without targeting 
applications to membrane poration. In fact, these papers are devoted to some active plasma 
chemical species such as O, OH, O3, H2O2 which interact with different types of biomolecules as 
for instance lipids [12], or peptidoglycan [13] or DNA [14], or water [15].  
3.2.2 Reactive MD simulations of the interactions between 
plasma species and biomolecules 
In order to study the chemistry of the interaction of reactive species at the molecular level with 
biomolecular structures, the simulation needs to be able to form and break chemical bonds, thus 
requiring reactive force fields. In the following we will focus on the MD simulations using reactive 
force fields, studying chemical processes when plasma species interact with different types of 
biomolecules. 
3.2.2.1 Reactive MD simulations for reactive species interacting with lipids 
Babaeva et al [12] employed reactive MD simulations to study the interactions of energetic ions 
with a very simple model for a lipid film. Indeed, it was displayed that ions with energies in excess 
of 60 eV may reach the surface. The MD simulations are based on a combination of the reactive 
Brenner potential or so-called ‘Reactive Empirical Bond Order’ (REBO) potential [16] for C–H 
interactions and a purely repulsive Moliere potential for Ar-interactions. The lipid film is modelled 
as an array of vertically aligned acyl chains. Reactive MD studies on the interactions of reactive 





field, simulations were performed to investigate the interaction of O and OH radicals with  
α-linolenic acid, which is a fatty acid typical for the topmost layer of the human skin, the stratum 
corneum. These simulations demonstrate that the radicals abstract hydrogen atoms, which leads to 
the increase of the hydrophilic character of the lipids and thereby alters the homeostatic function 
of the skin.  
More recently, Yusupov et al [18]  studied the interactions of reactive oxygen and nitrogen 
species RONS with a phospholipid bilayer (PLB), which is the simple model system for the cell 
membrane (see Figure 3-5). They investigated these interactions by means of atomic scale reactive 
using density functional based tight binding (DFTB) method [19] and non-reactive molecular 
dynamics simulations. The latter is based on coarse-grained model applying the Martini force field 
developed by the research group of Marrink and Tieleman [20]. The obtained results showed that 
ROS, namely OH radicals can break an important bonds in the hydrophilic head group as well as 
in the lipid tails, modifying/oxidizing the structure. Moreover, the investigation of the long-time 
behavior of the modified PLB structure (due to oxidative and nitrosative stress), applying a long 
timescale simulation technique, i.e., a coarse-grained model, allows the exploration of processes 
such as the membrane permeability and fluidity, as well as the pore formation. Indeed, it shows 
that upon increasing the degree of oxidation of the lipid bilayers, pores can be formed when a 
certain threshold is exceeded. 
  





Figure 3-5 Schematic representation of the PLB used in the coarse-grained model. It is 
surrounded by water, with cholesterol imbedded in it. The grey beads represent water molecules, 
the yellow beads represent cholesterol. The PLB consists of a NC3 head group (dark blue beads), 
a phosphate group (green beads), a diacylglycerol linker (red beads) and two lipid tails (light blue 
beads)[18]. 
3.2.2.2 Reactive MD simulations for reactive species interacting with 
peptidoglycan  
 In the aim to better understand the destruction of the bacterial cell surface and subsequently 
the plasma disinfection mechanisms, the interaction of ROS with prokaryotic peptidoglycan has 
been studied [13]. This can corresponds to the case of Gram-positive bacteria that possess an outer 
protective barrier composed of peptidoglycan PG. Yusupov et al [13] studied the interactions of 
O, O2 and O3 with peptidoglycan, using the Reax force field [21]. The obtained results show that 
the dissociation of structural bonds (C–C, C–O and C–N) proceeds by prior H-abstraction by either 
O or O3 plasma species. Most of the bond-breaking processes occur in the disaccharides. To limit 
the simulation time in these reactive simulations, a liquid water layer surrounding the 





In a complementary study, Yusupov et al [22] studied the interactions of O, O2, O3, OH, H2O 
and H2O2 with peptidoglycan, by using also ReaxFF. The obtained results show that H2O and O2 
are not reactive as expected. However, O, O3 and OH species abstract a hydrogen atom from the 
peptidoglycan, which eventually leads to breaking up of the structure by a sequence of bond 
reorganizations. This is shown in Figure 3-6. The H2O2 molecules, on the other hand, react 
differently. Indeed, H2O2 molecules react with each other leading to the formation of HO2, OH 
and H2O. Then the formed HO2 reacts with the PG structure. In order to save simulation time, as 
previously, the authors do not used liquid water layer.  
 
 
Figure 3-6 H-abstraction by an impinging OH radical (see red dashed oval in (a)) from the N-
acetyl-muramic acid group of the peptidoglycan structure, leading to the breakup of the structure 
in (b), as predicted by reactive classical MD simulations [28]. The C and O atoms are numbered 
to better visualize the breakup of three ether bonds, i.e., the O3−C4,O5−C6,C8−O9 bonds are 
broken (see green dashed lines in (b)) and consequently some double C = O bonds are formed, 
i.e., C2 =O3 and C4 =O5 [22]. 




3.2.2.3 Reactive MD simulations for interaction of reactive species with DNA 
A number of interesting simulation studies on the interactions of reactive species with DNA 
have been carried out as well. Abolfath and Brabec [23] carried out a series of Car-Parrinello and 
ReaxFF-based classical MD simulations to study the interactions of OH radicals with DNA. In a 
first study, the influence of the spin state of the DNA-deoxyribose sugar component on its 
interaction with OH radicals was studied. They found that by pumping the triplet state, hydrogen 
abstraction from the sugar was blocked, due to the formation of a free energy barrier. In their 
classical simulations [14], they show that OH radicals induce hydrogen abstraction from DNA, 
which leads to the formation of carbonyl and hydroxyl groups creating holes in the sugar rings. 
The oxygen from the OH radical weakens the C–N bond that attaches the sugar component to the 
nucleotide base, which finally leads to single and double strand break. This result was also 
reproduced in their later investigations [24]. 
3.2.2.4 Reactive MD simulations for interaction of reactive species with 
liquids 
Biostructures are usually surrounded by a liquid, mainly consisting of water and complemented 
by a variety of other components. Many simulations addressed the adsorption, distribution and 
diffusion of various species at the air/water interface as well as in bulk water [25], [15], [26], [27] 
and [28].  
Specifically in the context of plasma medicine, ReaxFF simulations of the behaviour of O, OH, 
and OH2 and H2O2 species in water were carried out by Yusupov et al [15]. It was shown that OH, 
HO2 and H2O2 easily travel through the water, in contrast to the O atoms, which immediately react 
with water molecules, resulting in the formation of two OH radicals. Furthermore, O, OH and HO2 





case of H2O2. Diffusion coefficients of 0.84 and 0.13 A
2ps−1 are determined for OH and H2O2. 
Their data are in good agreement with literature values. For OH2 a diffusion coefficients of 0.07 
A2 ps−1 was calculated. OH is seen to diffuse by a continuous process of H-abstractions from water, 
thereby continuously creating new OH molecules. OH radicals are not observed to react within the 
simulated time scale of 100 ps. HO2 radicals, however, react with each other, with the formation 
of H2O2 and O2. H2O2 radicals are also observed to react with each other with the formation of 
HO2 and H2O. 
The adsorption of various species relevant for plasma medicine at the air/water interface was 
studied by Vacha et al [26]. Using classical MD simulations, the free energy profile of both 
hydrophilic OH, HO2 and H2O2 species and hydrophobic O2, N2 and O3 molecules were calculated. 
A free energy minimum was obtained for all species at the interface, leading to an accumulation 
of all species in this region. The air/water interface may thus provide a reservoir of potentially 
reactive species. 
These reactive MD simulations can give very interesting information about more particularly 
the bond-breaking of the molecular structure following a sequence of bond reorganizations [1]. 
Nevertheless, this needs for input data complex reactive force fields without for the moment any 
relevant link with transient pore creation. In other words, there are no literature MD simulations 
devoted to membrane permeabilization and pore formation when impacted by plasma actives 
species. Therefore, in order to contribute to a better understanding of the pore formation through 
cell membranes due to interactions with micro air plasma, we developed for the first time in 
literature a specific Monte Carlo poration model based on a macroscopic concept to simulate 
formation pores of few nanometer of width through cell multilayer membranes when impacted by 
air plasma species. 




3.3  Monte Carlo poration model of cell membranes 
for application to plasma gene transfection 
3.3.1 Descriptions of input data and Monte Carlo model 
As already emphasized, the present Monte Carlo model, inspired from previous model for 
plasma deep silicon etching [29], is aimed to statistically simulate the pore formation during the 
interactions of the different plasma species with the membrane structure. Before the description of 
the Monte Carlo model, it is useful to give information on the method of estimation of the fluxes 
of plasma species impacting the membrane, the reaction processes between plasma species and 
cells membrane structure with the corresponding discretization domain. 
3.3.1.1 Estimation of fluxes of plasma species impacting the cell membrane 
The plasma species impacting the membrane come from a low-temperature air microplasma 
generated at atmospheric pressure. This plasma setup has been already used for gene transfection 
[30]. It can be considered as a pulsed corona discharge generated in ambient air from the tip of an 
anodic copper tube of 70 mm for outer diameter. An AC high voltage of 14 kV is applied between 
the anodic tube and the cathode well containing the treated cells with an electrode separation of  
1 mm while the AC voltage frequency is equal to 20 kHz and the pulse frequency to 25Hz 
corresponding to a duty cycle of 1%. Further details on the power supply characteristics can be 
found elsewhere (cf. chapter 2 and [30]). 
Due to the action of the high electric field close the anodic tip (see Figure 3-7 displaying the 
geometric electric field profile in the inter-electrode space), a pulsed corona discharge is developed 
at each cycle in ambient air. These discharges correspond to the well-known streamer mechanisms 
which allow the propagation of strong ionization waves until the cells placed at 1 mm in front of 





and impacting the cell membranes involve various plasmas species as electrons, ions and active 
neutral species as radicals (O, OH, etc.) or air by products (ozone, hydrogen peroxide, nitrogen 
oxides, etc.). In the following, in order to estimate the fluxes of plasma species impacting the 
membrane, we used a reaction kinetic model already developed in the case of corona discharges 
in flue gases[31] and adapted to the case of air microplasma used for gene transfection [30]. 
Furthermore, we also used the optical emission spectroscopy results obtained from the estimation 
of more particularly charged particles temperatures and densities, already detailed in chapter 2. 
 
Figure 3-7 Variation of geometric electric field versus the inter-electrode space along the axis of 
the microplasma tube generating the corona discharge in humid ambient air for an applied anode 
voltage of 14 kV. This initial electric field initiating the discharge from the anodic tip (z=0) is 
calculated from solution of Laplace equation before the streamer propagation towards the cathode 
(z=1mm). 
In fact, the proportion of the three considered plasma species (electrons, ions, and radicals) 
arriving to the membrane and assumed playing a role on the membrane poration are estimated 
from their fluxes calculated with the help of reaction kinetic model. We assumed only three kinds 
of plasma species in order to reduce the complexity of the Monte Carlo poration model at the 




present stage of its development.  However in the future, various kinds of species can be considered 
without any change on the basic concepts of the Monte Carlo model developed in the present work. 
The main reactions, involved in this microplasma discharge in ambient air assumed involving 
50% of humidity, have been considered in the reaction kinetic model. The reactions in the gas 
phase just before the plasma impacts with the cell membranes are:  
1. Electron interactions with ambient air including N2, O2 and H2O and leading to gas 
dissociation, excitation, ionization, attachment and also recombination between electron 
and positive ions. 
2. Interactions of ions and gas leading to charge transfer, ion conversion, electron detachment 
and recombination between negative and positive particles. 
3. Interactions involving long living excited species and leading for instance to ionization. 
4. Reaction between dissociated neutral species as radical and gas molecules. 
The reaction kinetic model needs the a priori knowledge of:   
1. The reaction coefficients of all the previously listed interactions between plasma species 
and ambient air: the reaction coefficients involving electrons interacting with molecules of 
ambient humid air are calculated using a multi-term solution of Boltzmann equation [32] 
using sets of electron-molecule (N2, O2 and H2O) collision cross sections taken from [33] 
and [23]. 
2. The profile of electron energy that initiates and starts all these various interactions: the 
electron energy profile has been calculated using streamer dynamics model already 
developed  [34] and adapted to the case of plasma generated in humid air by the 
microplasma electrode configuration. This streamer dynamics model based on local energy 





example of the time evolution of electron mean energy near the cathode well. This can 
reach several eV in the streamer head us already given in OES results of chapter 2. While 
the neutral species remains close to the gas temperature (around 310 K) and the ion species 
have a temperature slightly higher than gas temperature. This is because our low-
temperature plasma has, as expected, the properties of weakly ionized plasmas with a low 
ionization degree dominated by the concentration of neutral background molecules. Such 
energy profile has been confirmed by using OES of the microplasma, given in chapter 2. 
 
Figure 3-8 Time evolution of electron mean energy in a streamer-like propagated from the micro- 
tube up to the cathode for the case of corona discharge in humid ambient air and for a position 
near the cathode. 
3. The reaction coefficients of heavy particles (radicals or ions or excited species) impacting 
molecules of background: these gas data have taken from ref [31]while the specific data of 
ions interacting with background gas has taken from ref [34].  
Therefore, using reaction kinetic model coupled with electron energy profile estimated from 
streamer dynamics model, the fluxes of electrons, ions, and radicals impinging the cell membrane 




surface can be estimated as the products of their respective densities and drifts or mean velocities. 
The densities of electrons (about 1014 cm-3), positive ions (about 5x1014 cm-3) and radicals  
(1015 cm-3) are calculated from kinetic reaction model. These obtained magnitude of electrons and 
ions densities are coherent with those obtained from OES spectroscopy measurements presented 
in the second chapter of the present thesis. The mean velocity of charged particles (electrons and 
ions) are determined from streamer dynamics model and the mean velocity of radical is assumed 
equal to thermal gas velocity. The electron flux (equal to about 2.5x1021 cm-2/s) is the dominant 
one while the ion flux (close to 5x1019 cm-2/s) is about 2 decades lower than electron flux and the 
radical flux (close to 5x1018 cm-2/s) 3 decades lower. The estimated fluxes will be summarized 
with further simulation input data in Table 4.1 of sub-section 4.2  
3.3.1.2 Reaction processes with cell membrane  
Knowing that the density of plasma species can be very high (around 1014 cm-3 for electron 
density for instance) in the case of the considered microplasma at atmospheric pressure, it is not 
possible to consider in the Monte Carlo poration model each plasma particle at the individual scale. 
This is why we adopted in our model a macroscopic concept with a coarse grained approximation. 
Thus each species is considered as a macro-species (or super-particles or pseudo-particles) 
representing a large number of particles. A super-particle is a computational particle that represents 
a lot of real particles. Essential physics can be captured with a much smaller number of particles 
than that in a real plasma. The number of real particles corresponding to a super-particle must be 
chosen such that sufficient statistics can be collected on the particle motion. Noting that the idea 
of pseudo-particles was already used for instance in the case of PIC-Monte Carlo simulations of 
radio-frequency electrical discharges at low pressure applied to thin film deposition in micro-





each layer is assumed like homogeneous medium of macromolecules of either lipids or proteins. 
The successive interactions with membrane layers is assumed as global or macro-processes 
involving the incident plasma super-particles (electrons or ions or radicals) arriving to the 
membrane surface.  
Therefore, the interactions between the plasma species and the membrane are described in a 
statistical way. In fact, the super-site concept assumes that, when an event occurs between the 
plasma particle and the super-site, it is like if a large number of N particles from the plasma interact 
in the same way with N real sites composing the considered super-site.  
The assumed macro-processes during the interactions of plasma particles with the membrane 
layers can be: 
1.  Non-activated layer mesh (or virgin site) opening: this corresponds to the breaking of the 
molecular bonds during the plasma species impacts.  
2.  Layer mesh (or site) activation leading to activated site: during this process, the incident 
plasma species contribute to weaken the molecular bonds. It is a kind of bio-polymer 
excitation which decreases the breaking potential (or the activation energy) of the chemical 
bond in the aim to prepare its breaking during impacts with the next incident plasma 
species. In other words, an activated site is more suitable for the event of an opening 
process. 
3.  Layer mesh (or site) opening of activated site: as already stated and after the activation of 
a site, the latter is ready to be opened by impact with another plasma species. It is equivalent 
to bond-breaking at the level of the molecular organization. 




4.  Particle recombination or neutralization with layer mesh (or site): it can be considered 
equivalent to the formation of new molecular bonds when the plasma particle is physically 
or chemically adsorbed by the surface matter at the scale of the considered site. 
5.  Particle reflection on the pore surfaces: it is a change of the incident direction during the 
impact with the membrane matter at the scale of the considered site. 
The event probabilities of these different processes depend on the considered particle (electrons 
or ions or radicals) and also on the layer nature (phospholipid for layers 2 and 3 or protein for 
layers 1 and 4), see in Figure 3-9. In the case of a reflection process, the particle is generally 
subjected to new displacements until to reach an occupied (or full) site inside the membrane layer.  
 
Figure 3-9 Multilayer membrane model and discretization domain. 
In fact, a specific probability of occurrence of each macro process is assigned to each super-
particle based on a large parametric study of the whole considered processes between plasma 
species and membrane. It is noteworthy that the different reaction probabilities have been chosen 





membrane. This consists to establish a relation between for instance the magnitude of the opening 
probability of activated site and the density of the layer (phospholipid or protein) on which the 
activated site is opened when impacted by the considered plasma species. The smaller the layer 
density, the higher is the necessary amplitude of the opening probability. In other words, the 
opening probability magnitude has been assumed inversely proportional to the layer density. 
3.3.1.3 Membrane structure and discretization domain 
A very simple membrane model is considered to develop the Monte Carlo model of membrane 
cell poration. The membrane structure is assumed as a "sandwich" of a phospholipid bilayer 
covered on each side by a thin protein layer [37]. Obviously, this simplified membrane model is 
not representative of real membrane which can have a more complex structure composed by a 
bilayer phospholipid crossed by trans-membrane scaffold protein [38]. More generally, membrane 
is described [39] as an assembly of lipids, proteins and carbohydrates self-organized into a thin 
barrier that separates the interior of cell compartments from the outside environment. The main 
lipid constituents of natural membranes are phospholipids that arrange themselves into a bilayer. 
In the present Monte Carlo code, the structure of the membrane which is an input data is totally 
interchangeable and will be therefore changed in a future work by a more complex membrane 
model. 
Figure 3-9 displays the 2D simulation domain represented by a superposition of four layers 
(two external protein layers represented in blue with thicknesses LY1 and LY4 and two wider 
internal lipid layers in green with thicknesses LY2 and LY3). The sum of the four layer thicknesses 
is chosen coherent with usual membrane thickness (for instance LY1+LY2+LY3+LY4 close  
to 10 nm). The simulation domain is discretized into small meshes called super-sites with regular 
step sizes Δx and Δy along x and y axes. The step sizes can be chosen regular or not.  Each mesh 




represents a large number of macro-molecules proportional to the density of the real number of 
molecules of lipids or proteins of the considered layer. As previously emphasized and in the 
framework of this coarse grained approximation, the interactions are assumed occurring between 
plasma super-particles and macro-molecules of the different layer meshes. This macroscopic 
concept does not require a definition at the molecular or atomic scale of the membrane. 
At the beginning of the simulation, a given plasma super-particle interacts first with the surface 
of layer 1. This is why the surface of layer 1 is initialized by an a priori known distribution of 
activated sites that are the starting point of the pore formation. The fraction of the activated sites 
uniformly distributed over the surface of layer 1 can be chosen for instance from experimental 
observations of the membrane surface morphology at the microscopic-scale using for instance the 
fluorescence microscopy or atomic force microscopy observations. When these initial activated 
sites are impacted by incident plasma particles, they can be transformed into void site (or opened 
site) thus starting the sequences of membrane opening. 
It is worth noting that each super-site (or mesh) is numerically defined by a reduced matrix of 
numbers associated to the state of the mesh before or after the interactions with every plasma 
species. The different possible states of a given super-site inside a given layer can be for instance 
non-activated (i.e. virgin) site or activated site or void (i.e. opened) site. 
3.3.2 Description of Monte Carlo poration model 
3.3.2.1 Flowchart of the Monte Carlo poration model 
Figure 3-10 displays a simplified flowchart of the developed Monte Carlo poration model that 
describes the successive simulation steps from the interactions with the surface of layer 1 up to the 
pore formation when crossing the four considered layers following the previously evocated 






Figure 3-10 Simplified flowchart of Monte Carlo method for pore formation. 
 For each super-particle (electrons or ions or radicals), a given number of initial particles is 
chosen proportional to the corresponding particle flux. The plasma particle interacting with the 
layer surface is selected from uniform random number compared to the fraction of particle flux 
over total flux. The position (xp,s, yp,s) of the super-particle p along x axis inside the super-site s 
and the distribution of the incident angle p,s are also determined from random numbers. In this 
case we assume that plasma flux arrives on the surface membrane with a uniform distribution along 




x axis Noting that xp,s varies between 0 and surface length LX, following a uniform distribution. 
While yp,s was assumed constant for the interactions with the first surface layer and equal to a 
fraction of the mesh step size (yp,s=Δy1/10) in the beginning of the simulation at the domain 
entrance (surface layer 1). Furthermore, the incident angle p,s follows in the case of electron flux 
a strongly anisotropic distribution having a Gaussian distribution with a very small full-width at 
half maximum (FWHM). This favors the forward direction of the plasma flux i.e. the direction 
perpendicular to the surface membrane. Due to a lower magnitude of ion and radical temperatures 
which are close to the gas temperature in comparison to electron temperature, the anisotropy of 
ion and radical fluxes are chosen less sharp with a small opening angle (10°) in the forward 
direction. This assumption is coherent with the considered microplasma [30] that behaves as a 
corona discharge between the anodic tip and cell membranes. Indeed, the electron energy (or 
kinetic temperature) can reach several eV in the streamer head of the present air corona discharge 
(see e.g. chapter 2). Moreover, the plasma fluxes move in the forward direction toward the cell 
membranes, first by the charged particle transport and second by the known self-induced electric 
wind that moves all the plasma species (charged or neutral) with a velocity of several m/s  or even 
more due to momentum transfers between charged and neutral species [40]. 
3.3.2.2 Identification of the targeted super-particle neighbours  
The interactions between super-particles and super-sites are treated using predefined reaction 
probabilities for the different macro-processes based on a parametric study (for more details see 
section 4.3 of chapter 4). Before and after each process occurring in a super-site, the entire four 
nearest super-particle neighbours need to be identified, as displayed in Figure 3-11 
It is worth mentioning that each super-particle can interact with only one of the four neighbours. 





neighbour site state, the particle type, the layer composition and the predefined reaction 
probabilities. 
 After each interaction between plasma particle and a given neighbour site, the new matrix 
numbers are stored in order to take into account the change occurring inside the considered super-
site (or mesh). When the considered super-activation particle interacts with a full (i.e. occupied) 
site and undergoes a specific end-process (as site activation or recombination or opening, etc.), a 
new particle, is therefore, selected. The Monte Carlo simulation is stopped when the entire 
considered number of each kind of super-particle are treated. During Monte Carlo simulation, each 
selected super-particle is displaced until to interact with the first super-site of the surface or with 
a full (or occupied) super-site corresponding to the pore walls or to the bottom of a given pore. 
The elementary particle displacement dl for an elementary variation along x and y axis is defined 
as:  
dl=(Δx2 + Δy2)1/2 (Eq-3-1) 
The new position xp,s+1 
 of  the current super-particle p is determined from its initial coordinates  
xp,s, yp,s, the incidence angle p,s and a factor f modulating the magnitude of displacement: 
xp,s+1 = xp,s + f x dl x cos(p,s) (Eq-3-2) 
yp,s+1 = yp,s + f x dl x sin (p,s) (Eq-3-3) 
 
Figure 3-11 Reduced matrix of super-site scheme and the 4 nearest neighbours. 




3.4  Conclusion 
This chapter has first of all devoted to a literature review, where we have underlined the current 
status of simulations in the field of plasma biomolecules interactions. This is a highly complex 
field, and until now, not so many simulation studies have been carried out. A reasonable number 
of studies have been devoted to molecular processes in electroporation, and a few studies also 
addressed reactive interactions of plasma species with biomolecules. However, there is no previous 
modeling of membrane poration when living cells are impacted by low-temperature plasma 
species. Moreover, as already stated in the literature the plasma-induced mechanisms of more 
particularly the membrane poration and the control of pore sizes are not clear enough. Therefore, 
in order to contribute to a better understanding of the pore formation through cell membranes due 
to interactions with micro-air plasma, we developed a specific Monte Carlo poration model. 
Thus, the major aim from this chapter was to give a description of the developed Monte Carlo 
poration model. The latter was inspired from literature researches performed in low pressure 
plasmas used for deep silicon etching in power electronic devices. This simulation model of 
membrane permeablization was based on macroscopic concepts using a coarse grained 
approximation. The three kinds of considered plasma species (electrons, ions, and radicals) are 
assumed as super-particles. Each super-particle (electron or ion or radical) groups a large number 
of particles. This avoids huge computational times since the density of each particle can be higher 
than 1014cm-3 in the considered air microplasma already used elsewhere in experimental gene 
transfection. Furthermore, we considered a simplified membrane model involving four thin layers 
including two phospholipid internal layers sandwiched by two external protein layers. Each layer 
is assumed composed by a succession of super-sites in which can occur, during their impacts with 





supersite, opening of super-site). The electron flux, as well as ion and radical fluxes are estimated 
from optical emission spectroscopy OES coupled to a reaction kinetic model using as input data 
an electron mean energy profile reaching several eV and calculated using a standard streamer 
dynamics model. In addition, in the framework of the air microplasma, the dominant particle flux 
impacting the membrane is the electron flux (equal to about 2.5x1021 cm-2/s) one  while the ion 
flux (close to 5x1019 cm-2/s) is about 2 decades lower than electron flux and the radical flux (close 
to 5x1018 cm-2/s) 3 decades lower. For each super-particle (electrons or ions or radicals), a specific 
number of initial particles is chosen proportional to the corresponding estimated particle flux. The 
type of the particle p, its position (xp,s, yp,s) along x axis inside the super-site s and the angular 
distribution of the incident angle өp,s are determined from random numbers. The different 
successive simulation steps of the developed Monte Carlo poration model was presented in a 
simplified flowchart. The steps start from the interactions of the super-particle with the first layer 
up to the pore formation crossing the four considered layers and following the different reaction 
processes.  In addition, among the most important steps in the exploitation of the present Monte 
Carlo poration model, the estimation of probability of occurrence of whole predicted macro-
processes is more than necessary. For this purpose, the following chapter, will be devoted more 
particularly to a wider parametric study, involving the different reaction processes between super-
particles and layer-meshes to better emphasize processes playing the main role in membrane 
poration and permeabilisation.  
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RESULTS AND DISCUSSION ON MONTE CARLO 
SIMULATIONS OF MEMBRANES PORATION BY 
GASEOUS PLASMA SPECIES  
4.1  Introduction  
During the previous chapter, we presented a detailed description of the present Monte Carlo 
poration model. The latter was developed to simulate the pore formation of few nanometre of 
wide through cell multilayer membranes when impacted by air microplasma species. We 
assumed each plasma species as a super-particle grouping a large number of particles. The 
membrane layers were assumed as a simple membrane model superposing four layers of 
phospholipids and proteins. Moreover, each layer was constituted by a succession of super-sites 
subjected to the known macro-processes (recombination, reflection, activation of site, opening) 
during the membrane impacts by the plasma super-particles. For an accurate exploitation of our 
Monte Carlo poration model, the estimation of probability of occurrence of whole predicted 
macro-processes is absolutely necessary. Thus, in this chapter, a large parametric study is 
conducted. The target is to evaluate the effects of the initial simulation parameters, as well as 
the magnitude of the occurrence probabilities of each reaction process on the cell membrane 
permeabilization and pore formation. 
This chapter is initially devoted to a description of the computational simulation conditions 
taking into account the initial particle number, the simulation domain geometry, as well as the 





probabilities and the notations used of each considered process between plasma super-particles 
and membrane super-sites. These reaction probabilities are selected in a suitable way based on 
some biophysical considerations; as for example the magnitude of the layer density (either 
protein or lipid layer), the plasma super-particle type and energy level. Furthermore, the super-
site state is also considered as a factor determining the choice of reaction probabilities.  
The second part of this chapter is oriented on discussions and analysis of the Monte Carlo 
numerical modeling results obtained from the large parametric study. More precisely, we 
discuss the effects of the initial incidence angle of ions, and radicals, the effect the energy 
distribution of the electron, as well as the effects of reaction as for instance the role of the 
reflection process in the case of ions, and radicals, and the importance of the electron in the 
super-site opening process. Finally, an investigation on the effects of the variation of the initial 
particle number Np on the pore formations is analyzed to show some correlations with 
experimental gene transfection results obtained at Ehime University. This comparison will 
allows as to discuss the Monte Carlo model validation. 
4.2  Computational simulation conditions 
Present stochastic poration method is aimed to simulate the pore formation under specific 
parameters of plasma particles impinging the membrane surface. The simulation parameters are 
summarized in table 4-1.  As already stated in chapter 3, the considered number of initial total 
super-particles is chosen proportional to the corresponding particle flux. It is varied from 
Np=4x10
5 to 1.8x106, because it has been empirically observed negligible pore formation for 
Np < 6x105 and a strong membrane removal for Np > 1.4x106. The information on the flux 
fractions of ions Fion and radicals Frad relative to electron flux is chosen coherent with the 
considered low-temperature plasma, i.e. 
Fion=Ion flux/electron flux = 10
-2 (Eq-4-1) 
  RESULTS AND DISCUSSION ON MONTE CARLO SIMULATIONS OF 







Concerning the discretization domain, the membrane length LX was taken equal to 100 nm 
with thickness LY equal to 10 nm. The latter is divided into  external protein layers with 
thicknesses LY1=LY4=2 nm, and two internal lipid layers with thicknesses LY2=LY3=3 nm. 
The simulation domain is discretized into 16000 small regular meshes (super-sites) with step 
sizes x=y=0.25 nm. Last, the fraction of the initial activated sites which are the starting 
points of the pore formation on the first upper layer (layer 1) is chosen equal to 10-2. This 
corresponds in our simulation to five activated sites uniformly distributed over the surface  
layer 1. 
Table 4-1 Considered parameters in the framework of Monte Carlo simulations. 
Total initial 
Particle number 
and plasma fluxes 
Total number of initial particles Np = 4x105 up to 1.8x106 
(electrons, ions, and radicals ) 
Radical flux/Electron flux        




Membrane layers  
Length LX 
Membrane thickness LY 
Layer 1 thickness LY1 
Layer 2 thickness LY2 
Layer 3 thickness LY3 














Step size ∆x=∆y 





Fraction of activated sites  on       









4.3  Reaction probabilities in the case of each super-
particle 
The notations used for the reaction probabilities of the considered processes between 
plasma super-particles and membrane super-sites are summarized in Table 4-2. In the case of 
electrons interactions and with an aim of comparison, we assume on the one hand a mono 
energetic beam with the following notations:  
- P
e_Act_V-s
 corresponds to probability of site activation.  




e_Rec_Act-s correspond respectively to recombination or neutralization inside 
a no activated and an activated site.  




are associated respectively to opening of no 
activated and activated site.  
On the other hand, we will assumed an energy distribution divided into three electron energy 
ranges (25% of weak energy, 50% of average energy and 25% of high electron energy).The 
reaction processes and their notations are almost same as those used for mono-energetic beam : 
- Pe_weak_Act_V-s, Pe_avrg_Act_V-s, and Pe_high_Act_V-s correspond to activation site probability 
processes. Noting that indexes weak, avrg, and high are, respectively, for weak, average, 
and high electron energy distribution.  
- Pe_weak_2xAct-s, Pe_avrg_2xAct-s, and Pe_high_2xAct-s are used for double site activation probabilities.  
- Pe_weak_Rec_V-s, Pe_avrg_Rec_V-s, and Pe_high_Rec_V-s are associated to super-particle recombination 
or neutralization inside a no activated site.  
- The probabilities Pe_weak_Rec_Act-s, Pe_avrg_Rec_Act-s, and Pe_high_Rec_Act-s correspond to 
recombination inside an activated site.  
- Pe_weak_Op_V-s, Pe_avrg_Op_V-s, Pe_high_Op_V-s and Pe_weak_Op_Act-s, Pe_avrg_Op_Act-s, Pe_high_Op_Act-s 
correspond respectively to probabilities of opening of no activated and activated site. 
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Furthermore, in the case of air microplasma similar to corona discharges, the electron energy 

















































simulations an electron reflection probability Pe_Refl much lower than reflection probabilities of 
ion and radical. 
It is noteworthy that only electrons are assumed playing a role on the site activation due to 
their high energy (several eV for electrons mean energy: see chapter 2) in comparison to ions, 
and radicals energies. These latter are close to background gas temperature in the considered 
air microplasma used for the experimental study of gene transfection [1]. Such hypothesis 
attributing the main role to the electrons onto cell permeabilization were already evocated in 
the case of direct plasma exposure [2]. In fact a given super-site, once activated by an electron 
impact, becomes ready to be opened by the impact of any species which can be either another 
electron or an ion or a radical. In addition, the probability of recombination of any particle 
inside a non-activated site is assumed to be slightly higher than the probability of recombination 
inside an activated site. This choice of probability of recombination is aimed to slightly favor 
the recombination on non-activated sites in comparison to activated sites. 
In the case of radical/super-site and ion/super-site interactions, the predefined reaction 
probabilities are chosen for these calculations similar since in our low-temperature plasma the 
energies of ion and neutral species are close to the background gas energy. 
Reaction probabilities are Prad_Op_V-s and Pion_Op_V-s (index rad for radicals and ion for ions) 
for an opening of non-activated site, while Prad_Op_Act-s and Pion_Op_Act-s are those for opening of 
activated site. Prad_Rec_V-s, Pion_Rec_V-s, Prad_Rec_Act-s, and Pion_Rec_Act-s correspond respectively to 
particle recombination or neutralization inside non-activated and activated sites while Prad_Refl 
and Pion_Refl are associated to particle reflection onto the internal walls of the current pore.  
The deviation angle distribution during particle reflection is assumed specular  
(θp = incidence angle = reflection angle). Moreover, any super-particle can also have the 
possibility to directly open any site. But for sake of simplification such probability is neglected 
since it is much lower than probability to open an activated site.  
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To summarize, once the macro-processes (activation, opening, recombination, and 
reflection) are defined, the main difficulties are on the good choice of their reaction probability 
data. As there are no literature data for these probability data, their choice is first based on the 
following considerations: 
- Magnitude of layer density (either protein or lipid layer): For instance, probability of 
activation or opening process is higher when super-particles interact with super-sites of 
lower layer density. 
- Reflection probabilities of higher energy particles (electrons): it is assumed much lower 
than those of ions or radicals having lower energy. 
- Site activation: only electrons can activate super-sites due to their high energy 
- Probability of recombination in non-activated supersite: it is assumed higher than 
probability of recombination in activated super-site. 
- Reaction probabilities of lower energy particles (ions, and radicals): they are assumed 
equivalent. 
- Deviation angle after reflection: it is assumed specular. 
As already underlined, the choice of reaction probability data is also based on a 
parametric study that is also discussed in the following sub-section 4.4. 
 
4.4  Results and discussion  
The following results are displayed in graphical views. These graphs show along horizontal 
axis (x) and vertical axis (y) the pore formation through the membrane layers under the 
influence of the initial simulation conditions and the considered probabilities of occurrence of 
each macro-process. The computing times are relatively short. Indeed for Np of about 1.1x10
6, 
the computing time allowing a complete run leading to the generation of 5 pores of about 10 
nm diameter, crossing the four membrane layers is approximately equal to 60s. The used 





4.4.1 Effect of the initial incidence angle of ions, and radicals  
First, the effect on the pore formation of the angular distribution of the initial incident angle 
up at the domain entrance (first meshes of surface of layer 1) is displayed in Figure 4-1 (a–d). 
We considered two choices of angular distributions in the case of radicals and ions species 
while the electron Gaussian distribution is kept strongly anisotropic with a very small FWHM. 
Two ranges of the initial incident angles θp were considered in the case of ions, and radicals for 
two numbers Np of initial particles corresponding to thin (Np = 6x10
5) and wider pores 
(Np=1.1x10
6): 85°<θp<95°: anisotropic angular distribution in the forward direction over small 
angle equal to 10° (Figure 4-1 (a) and (c)) and 0°<θp<180°: isotropic distribution on the whole 
forward direction (0-180°) of the plasma fluxes (Figure 4-1(b) and 4.1 (d)).  
 
Figure 4-1 Graphical view of the pore formation through the membrane layers illustrating the 
effect of the initial incidence angle of ions, and radicals for two particle numbers Np. The other 
considered data of reaction probabilities are given in Table 4.2. (a) Np=6x10
5,85°< θp <95° 
(forward anisotropic case) with 25% of weak energy, 50% of average energy and 25% of high 
electron energy distribution, (b) Np=6x155,0°< θp <180° (forward isotropic case), (c) 
Np=1.1x10
6, 85°< θp <95° (anisotropic forward case), (d) Np=1.1x106, 0°< θp <180° (forward 
isotropic case). 
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For a given number of particle Np (see, e.g., either Figure 4-1(a) and 4-1 (b) or 4-1 (c) and 
4-1 (d)), the effect of the initial incident angle θp, is effective only on the pore width. Indeed, 
the obtained pores become wider but not deeper for the same initial particle number. We 
deduced that the angular distribution of initial incidence angle θp of plasma incident particle 
mainly influences the pore width, which is a totally expected result. However, for a better 
coherence with the air microplasma, we considered in the following simulations an anisotropic 
distribution of the incident particles 85°< θp <95°. The observed effect of Np variation on the 
pore formation will be analyzed at the end of this sub-section 4.4. Moreover, we will show 
some correlation with experimental results on plasma membrane permeabilization for gene 
transfection. 
4.4.2 Effect of electron energy distribution 
Figure 4-2 and Figure 4-3 illustrate the role of the electron energy distribution on the pore 
formation. Knowing that profile of electron energy distribution that initiates and starts all the 
various interaction processes is specific to each plasma source. Figure 4-2 (a) and 4-2 (b) show 
the obtained pore when assuming a mono-energetic beam (Figure 4-2 (a)) and an electron 
distribution having three energy ranges (Figure 4-2 (b)), the proportions of electrons in each 
range are 25% of weak energy, 50% of average energy, and 25% of high electron energy 
distribution. Noting that in the case of mono-energetic case, the probabilities of site activation, 
opening of an activated site, recombination and reflection of both on a non-activated and 
activated site are equivalent to those used for an average energy electrons. 
 Furthermore in the case of the three electron energy ranges, the electron probabilities for 
site activation of a non-activated site Pe_Act_V-s, double site activation Pe_2xAct-s, and opening of 
an activated site Pe_Op_Act-s are dependent on each range of electron energy distribution. In other 
words, the probabilities of process event of site activation and activated site opening are chosen 





1. Pe_weak_Act_V-s < Pe_avrg_Act_V-s < Pe_high_Act_V-s and Pe_weak_2xAct-s < Pe_avrg_2xAct-s < Pe_high_2xAct-s: 
For example, in the case of layers 1 and 4, Pe_high_Act_V-s is 1.2 times higher than  
Pe_avrg_Act_V-s and 1.6 times higher than Pe_weak_Act_V-s. 
2. Pe_weak_Op_Act-s < Pe_avrg_Op_Act-s < Pe_high_Op_Act-s: for example, in the case of layer 1, 
Pe_high_Act_V-s is 1.8 times higher than Pe_avrg_Act_V-s and 2 times higher than Pe_weak_Act_V-s. 
 
Figure 4-2 Graphical view of the pore formation through the membrane layers illustrating the 
effect of electron energy distribution for number of particles Np=1.1x10
6, and anisotropic 
forward scattering of initial ion and radical fluxes: 85°<θp <95°. The other considered data of 






























, (b) 25% of weak energy, 50% of average energy and 25% of high 
electron energy. 
The obtained pores become wider in the case of three different energy regions  
(Figure 4-2 (b)) when they are compared to those of Figure 4-2 (a) obtained in the case of mono-
energetic beam. Further cases of electron energy distributions were also analysed in 
 Figure 4-3 (a–f) that display the pore formation for three different electron energy distributions 
in the cases of two initial particle numbers Np=6x10
5 (Figure 4-3 (a–c)) and Np=1.1x106  
(Figure 4-3 (d–f)). When the fraction of electron with a high energy range is chosen two times 
wider (50% in Figure 4-3(c) and (f)) than the fraction of weak and average energy (25% of 
weak energy, 25% of average energy distribution), the obtained pores become deeper when we 
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compare pores of Figure 4-3 (c) to those of Figure 4-3 (a) and 4-3 (b) for Np=6x10
5. Pores 
become wider when we compare pores of Figure 4.3 (f) to those of Figure 4.3 (d) and Figure 
4.3 (e)) for Np=1.1x10
6. 
 
Figure 4-3 Graphical view of the pore formation through the membrane layers illustrating the 
effect of electron energy distribution for two particle numbers Np and anisotropic forward 
scattering of initial ion and radical fluxes:85°<θp <95°. The other considered data of reaction 
probabilities are given in Table 4-2. (a) Np=6x10
5, 50% of weak energy, 25% of average energy 
and 25% of high electron energy, (b) Np=6x10
5, 25% of weak energy, 50% of average energy 
and 25% of high electron energy,(c) Np=6x10
5, 25% of weak energy, 25% of average energy 
and 50% of high electron energy, (d) Np=1.1x10
6, 50% of weak energy, 25% of average energy 
and 25% of high electron energy,(e) Np=1.1x10
6, 25% of weak energy, 50% of average energy 
and 25% of high electron energy, (f) Np=1.1x10
6, 25% of weak energy, 25% of average energy 





These dependences of the pore formation on the electron energy distribution emphasize the 
importance of a judicious choice of an electron distribution coherent with the electron energy 
distribution in air microplasma. Figure 4-4 displays an example of electron energy distribution 
function calculated using multi-term solution of Boltzmann equation [3] in the case of humid 
air for the electron mean energy of the streamer head near the cathode plan already shown in 
Figure 3-7. It is easy to observe that in this real air plasma, the electron distribution is not at all 
mono-energetic but involves a large distribution of electron of intermediate energy range (bulk 
distribution) and a smaller part at low and high (tail distribution) energy ranges. This is why the 
following simulations are performed in the case of an energy distribution with 50% of electrons 
of intermediate energy range and 25% for the two other energy ranges (low and high). 
Moreover, the parametric study is also extended to the analysis of the effect of event 
probabilities of each reaction process, mainly surface processes of reflection and electron 
opening of an activated site. 
 
Figure 4-4 Calculated electron energy distribution function from solution of Boltzmann 
equation [3] in the case of humid air (50% of humidity) for the electron mean energy of the 
streamer head near the cathode plane. 
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4.4.3 Effect of the reflection processes in the case of ions, and 
radicals  
As already emphasized, the probability of electron reflection Pe_Refl is assumed lower than 
reflection of ions, and radicals due to the higher electron energy in comparison to energy of 
ions or radicals. Therefore, only the radical and ion reflection probabilities (Prad_Refl and Pion_Refl 
respectively) are parameterized. Figure 4-5 (a–d) display the effect of the particle reflection 
probabilities on the pore formation for two different initial particle numbers Np=6x10
5  
(Figure 4-5(a) and 4-5 (b)) and Np=1.1x10
6 (Figure 4-5 (c) and 4-5 (d)). The simulation results 
clearly underline the role of the reflection probabilities Prad_Refl and Pion_Refl to widen and deepen 
the pore dimensions. 
Indeed, if the reflection probability of the considered particle (ion or radical) becomes higher 
on the internal walls of the current pore, this particle will diffuse in different directions inside 
the pore after its impact with the membrane matter. This subsequently contribute to widening 
and deepening of the current pore. Therefore, in the following simulations we have considered 
a higher magnitude for the reflection probability of ions or radicals due to their low energy. In 
addition, ions or radicals are assumed to share with an equiprobable way the occurrence of the 
different possible reaction processes (reflection or site opening). While the magnitude of their 
recombination probability is the complement to unit. This is aimed to differentiate between the 
probability magnitudes on layers 1 and 4 (protein) and layers 2 and 4 (phospholipid) with a 
probability ratio proportional to the density of the considered layer. In fact, the choice of the 
collision probability data, that are not available in the literature, is first based on some 
biophysical evidences already evocated, as for instance, probabilities of activation or opening 






Figure 4-5 Graphical view of the pore formation through the membrane layers illustrating the 
effect of the reflection processes in the case of ions, and radicals for two particle numbers Np 
and anisotropic forward scattering of initial ion and radical particle fluxes: 85°<θp <95°. The 









 =0. (a) Np=6x105,25% of weak 
energy, 50% of average energy and 25% of high electron energy, (b) Np=6x105, 25% of weak 
energy, 50% of average energy and 25% of high electron energy, (c) Np=1.1x106, 25% of weak 
energy, 50% of average energy and 25% of high electron energy, (d) Np=1.1x106, 25% of weak 
energy, 50% f average energy and 25% of high electron energy. 
The probability of each reaction process (activation, opening, recombination and reflection) of 
each species have been carefully parameterized with the aim to obtain membrane behavior 
coherent with the measurements representing transfected and surviving cells that will be 
discussed later. What is very noticeable is the very small range of variation of the probabilities 
for which it is possible to have coherent results with experimental results. 
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4.4.4 Role of the processes of electron opening of an activated 
site 
Figure 4-6 (a) and 4-6 (b) show the pore formation without (Figure 4-6 (a)) and with  
(Figure 4-6 (b)) the effect of electron activated site opening for the same initial particle number 
Np = 1.1x10
6. In the case of Figure 4-6 (a), we considered only the opening of activated sites 
by impacts of ions, and radicals. Without the effect of electrons, it is clearly observed in  
Figure 4-6 (a), the too low width and depth of the obtained pores that for instance cannot allow 
any DNA transport trough the membrane. However, as soon as the electron opening of activated 
sites is considered, pores become wider and deeper. These simulation results clearly 
demonstrate that the formation of pores can be accelerated and facilitated due to the action of 
electrons. This is completely coherent with the magnitude of the considered particle fluxes since 
in our simulations (see Table 4-1), the electron flux is the dominant one while the ion flux is 2 
decades lower than the electron flux and the radical flux 3 decades lower. This is why both in 
the following simulations and in the previous ones (from Figure 4-1to Figure 4-7) the opening 
of activated sites by electron is fully considered in both simulations. 
 
Figure 4-6 Graphical view of the pore formation through the membrane layers illustrating the 
role of the processes of electron opening of activated sites for particle numbers Np=1.1x10
6 
and anisotropic forward scattering of initial ion and radical particle fluxes: 85°<θp <95°. The 







=0. (a) 25% of weak energy, 50% of average 
energy and 25% of high electron energy, (b) 25% of weak energy, 50% of average energy and 





4.4.5 Effect of the initial particle number Np   
Finally, Figure 4-7 (a–c) emphasize the choice of the initial particle number Np which varies 
between 6x105 up to 1.4x106, the other parameters concerning probabilities of the different 
processes were kept the same for the three figures (Figure 4-7 (a–c).)  
 
Figure 4-7 Graphical view of the pore formation through the membrane layers illustrating the 
effect of the initial particle number Np  for an anisotropic forward scattering of initial ion and 
radical particle fluxes: 85°<θp <95. (a) Np=6x105, 25% of weak energy, 50% of average energy 
and 25% of high electron energy, (b) Np=1.1x10
6, 25% of weak energy, 50% of average energy 
and 25% of high electron energy, (c) Np=1.4x106, 25% of weak energy, 50% of average energy 
and 25% of high electron energy, Similar used reaction probabilities for the 3 figures, see  
Table 4-2. 
The progressive increase of the depth and width versus the initial particle number Np is 
clearly observed. For the smaller Np (6x10
5), the pore dimensions are too low to allow any DNA 
transfection through the membrane while for higher Np (1.4x10
6) the four layers of the 
membrane are largely removed leading to very wide pores. This latter case certainly 
corresponds to the cell inactivation or death, since the membrane is quasi-totally perforated and 
we can easily imagine in that case the cytoplasm effusion outside the cell. For these simulation 
conditions, the initial particle number can be directly correlated to the exposure time of the cell 
membrane to the plasma species. For this purpose, an experimental validation study is 
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conducted. It is based on comparison of the present simulation results of pore formation with 
measured rates of transfected and surviving cells performed at Ehime University.   
The most important obtained results are summarized in the following:  
- The angular distribution of initial incidence angle θp of ion and radical particle mainly 
influences the pore width. 
- The energetic electrons play the main role on super-site activations and openings due their 
strong anisotropy in the forward direction.  
- The obtained results highlighted the importance to taking into account an electron energy 
distribution coherent with the used air microplasma for a more realistic estimation of the 
pore formation.   
- The reflection processes due to ions, and radicals, have shown their role to widen and 
deepen the pore dimension. 
- The initial particle number was the most efficient parameter of the membrane poration 
since the progressive increase of the depth and width versus the initial particle number Np 
was clearly observed. 
4.5  Experimental validation of the Monte Carlo 
stochastic simulations of the membrane poration 
As already stated, the validation step is based on the comparison of the measured and 
calculated rates of both surviving and transfected cells versus plasma exposure time used for 
experiments and particle number Np used for simulations. 
4.5.1 Simulation and experimental conditions  
The used simulation conditions were similar to those used in Figure 4-7. The initial particle 
number Np was varied from 0.4x10
6 to 1.8x106. The used plasma discharge configuration was 
previously described in chapter 1, sub-section 1.3.3, and experimentally characterized by OES 





treated cells was used (see Figure 1-14). The electrical conditions were same as those used in 
subsection 1.4 (the applied voltage between the electrodes was 14 kV. The output voltage had 
a 20 kHz sinusoidal waveform which was pulse modulated at 25 Hz with a duty ratio of 1%) 
On another hand, the considered cells for gene transfection are L-929 mouse fibroblast cell, 
which are cultured in the 96 wells. The samples were made by pouring in each well the 
transfected DNA, which is plasmid pCX-EGFP coded with green fluorescent protein (GFP) 
with a dilution ratio of 4 µg/4 µL. The solution used for cell and DNA immersion is Tris/EDTA 
(TE) and Phosphate-buffered saline (PBS). The distance from liquid surface of the well to the 
tip of the microplasma electrode was set to 1 mm. The plasma irradiation duration was varied 
from 0.05 to 25ms. Moreover, the protocol of gene transfection was the standard one, where 
both the cells and DNA plasmid are irradiated by the plasma discharge. After plasma treatment, 
the cells are incubated at 37 °C under 5 % carbon dioxide for 24 hours. Then, observed by 
fluorescence microscope. Imaging Cytometer method was used for the evaluation of the GFP-
expressing cells. As already stated in subsection 1.3.4 of the chapter 1, the average number of 
living cells (nl), cells emitting fluorescence (nf) and the number of cells of the control sample 
without plasma irradiation (η0) were counted for 15 wells. Finally, the survival and transfection 
rates were calculated according to equations (Eq-1-1) and (Eq-1-2) of chapter 1.  
4.5.2 Correlation between particle number and plasma 
irradiation exposure time 
The experimental results have shown that when cells are exposed to the micro plasma during 
a too short time there is not enough gene transfection. While when the exposure or irradiation 
time is chosen too long, the number of surviving cells decreases rapidly. Figure 4-8 Illustrates 
such a behaviour since it displays an example of both the surviving cells and the transfected 
cells versus the irradiation time by using the air microplasma.  
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Figure 4-8 Example of measured surviving cells and transfected cells versus irradiation time 
when using air microplasma. 
We can observe that the optimal time of plasma irradiation allowing a good compromise 
between surviving cells and transfected DNA is around 10± 5 ms; this optimal irradiation time 
is obviously dependent on the experimental conditions, and the microplasma generation (cf. 
chapter 2). This means that for durations lower than this optimal time, the DNA transfection 
efficiency is not satisfying while above this optimal time the number of dead cells becomes 
significant. This what we exactly qualitatively observed from Monte Carlo simulations since if 
Np is chosen too low this leads to a pore diameter not large enough to allow any DNA transfer 
through the formed pore. 
On the other hand, if Np is chosen too high the membrane can be damaged (see Figure 4-7) 
which normally corresponds to cell death because most part of the membrane is removed. In 
fact, Monte Carlo simulations of Figure 4-7 showing the pore formation versus particle numbers 





1. The rate of surviving cells is proportional to the surface of the remaining membrane 
(S_memb) normalized by the total membrane surface. 
2. The rate of transfected cells is proportional to the product of the surfaces of remaining 
membrane and formed pores (S_pore) normalized by the quadratic mean of these two 
surfaces (S_memb2+S_pore2). 
3. The optimal transfection corresponds to the case where the pore diameter is close to 10 
nm.  
Figure 4- displaying these two simulated rates versus the particle number Np, shows a very 
interesting qualitative agreement between the measured rates of surviving and transfected cells 
and the simulated ones. This first successful comparison can be considered as a preliminary 
validation of the Monte Carlo poration model developed in the present thesis. 
 
Figure 4-9 Proportion of simulated survived cells and transfected cells versus particle number 
Np. 
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4.6  Conclusion  
The operating parameter study conducted during this chapter, enabled to emphasize several 
important results. First, the strong anisotropy in the forward direction of the incidence angle in 
the case of energetic electrons and the smoother anisotropy of ions, and radicals (due to their 
lower energy which is close to background gas temperature), play a non-negligible role on the 
cell permeabilization and pore formation. Moreover it was also highlighted the importance to 
taking into account an electron energy distribution coherent with the used air microplasma 
obtained from solution of multi-term Boltzmann equation for a more realistic estimation of the 
pore formation. In addition, the parametric variation of event probabilities of the different 
reaction processes has shown that the pore sizes (width and depth) can be partly controlled by 
a judicious fit of both the reflection probabilities of ions, and radicals and the electron opening 
of an activated super-site. We especially underlined the contribution of ion and radical 
reflection to widen and deepen the pore dimension. Overall, it is more particularly shown that 
the initial particle number is the most efficient parameter of the membrane poration.  
Moreover, we observed a direct correlation between the initial particle number and the 
exposure time of the cell membrane to the air microplasma. This means that Monte Carlo 
poration model is an interesting tool of the prediction of the optimal exposure time versus the 
input data of the low-temperature plasma parameters, the cell membrane structure, and the 
needed pore sizes. In other words, this optimal time is important to know before plasma gene 
transfection. Indeed, if this time is too long, cells can be inactivated and if this time is too short 
the gene transfection rate cannot be efficient. Under our specifically chosen simulation 
conditions coming from the parametric study, it is shown a dynamics of formation of membrane 
pores having dimensions compatible for the gene transfection.  In other words, the obtained 
pore width (or diameter) is close to 10 nm. This is coherent with standard diameters generally 





with measured rates of transfected and surviving cells, are therefore very promising for a better 
understanding of the plasma gene transfection mechanisms. 
This stochastic numerical modeling  of plasma-induced poration of cell membranes for gene 
transfection were presented in international conferences [4][5] and [6], and more recently 
published in Plasma Processes and Polymer [7]. 
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 GENERAL CONCLUSION  
The aim of this thesis is to numerically study the mechanisms of plasma-induced membrane 
permeabilization using the micro-air plasma source successfully used for gene transfection at 
Ehime University.  This aim is achieved by developing, for the first time in literature, a specific 
Monte Carlo poration model. The latter has been inspired from literature researches in low 
pressure plasmas used for deep silicon etching and applied to power electronic devices. The 
present stochastic Monte Carlo model is aimed to simulate at a global (or macro) scale, the pore 
formation of few nanometre of width through cell multilayer membranes when irradiated by 
microplasma active species (as electrons, ions, and neutral radicals) generated in ambient air at 
atmospheric pressure. A comparison of the Monte Carlo obtained results with experimental 
gene transfection results allows validating the Monte Carlo model. 
The first chapter is firstly devoted to a detailed review on the different developed gene 
transfection methods. For instance, the viral method which is the most commonly used method 
in clinical research, the chemical transfection methods, widely used in contemporary 
researches, and the physical transfection methods based on diverse physical tools such as 
electric or magnetic or acoustic fields to destabilize the cell membrane in order to deliver 
nucleic acids into the targeted cells. For example, the electroporation regarded as the most 
widely used physical technology. It is generally based on the application of short pulses of an 
intense electric field over the cells, allowing the creation of transitory pores through membranes 
thus allowing nucleic acid to reach the cytoplasm. However, it is proved that each one of these 
used methods is limited to few experimental systems and can have serious known drawbacks. 
Moreover, knowing that one of the major difficulties with gene transfection is how to 
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effectively and safely deliver the genetic material to different cells types, I underlined the main 
request in gene transfection that is the development of efficient and safe gene delivery method. 
Therefore, I emphasized to the potentiality of use of non-thermal plasmas generated at 
atmospheric pressure for the gene transfection applications. An overview on different plasma 
sources used for gene transfection in literature (Plasma jets or Dielectric barrier discharges 
using working gas as for instance helium or argon or air) has clearly confirmed that the cold 
plasma irradiation is effective to gene transfection. Indeed, it is shown that the cells became 
transiently permeable for DNA plasmid during the plasma exposure. However, the mechanisms 
leading to membrane permeabilization by to low-temperature plasmas are not well understood. 
It has been suggested that such mechanisms could be seen as a competition between reactive 
species and plasma-induced electric field stimulation but provided high enough plasma-induced 
electric field is present. Anyway, the mechanisms leading to membrane permeabilization during 
the interactions between plasma species and cell membrane are partly evoked in the literature 
as twofold mechanisms: cell charging and lipid peroxidation. However, it is also shown, that 
the plasmas may have unexpected undesirable effects on cells. This clearly means there is a 
strong demand for a deeper understanding of the mechanisms of plasma-cells interactions. 
Furthermore, any cold plasma setup used for gene transfection must fulfil various criteria such 
as the ability to reach the treatment zone by a stable plasma propagation in time and space and 
to avoid any damage or inactivation of the treated cells. This means that it is important to 
optimize both the gene transfection efficacy and the rate of surviving cells. To this purpose, the 
research team of electrical engineering department of Ehime University, developed several 
types of plasma sources with different designs and configurations (arc plasma discharge using 
argon carrier gas, atmospheric pressure plasma jet using helium and equipped with 4 jets, 
dielectric barrier discharge plasma using also helium flow, and last an air microplasma 
discharge which is a corona discharge). A comparative study between rates of plasmid 




transfection and cell viability obtained in the case of each plasma setup shows that the best 
results (52.5 % of transfection rate and 90.8 % of cell viability rate) are obtained in the case of 
the air microplasma discharge. These encouraging results were attributed to the potential space 
and time stability of this air microplasma source in comparison to the other tested plasma 
sources. Moreover, an experimental parametric study on gene transfection focused on the air 
microplasma source is conducted at Ehime University. This parametric study is based on 
different gene transfection protocols. The obtained results from the parametric study showed 
that the gene transfection occurs effectively only with the presence of two plasma effects (direct 
and indirect) during the treatment of both DNA plasmid and COS-7 cells by the air 
microplasma. These obtained results suggest a synergetic relationship between the direct and 
indirect effect of plasma. 
The second chapter is devoted to the experimental characterizations by optical emission 
spectroscopy OES of the air microplasma used that previously shown the best results for gene 
transfection. In fact, as already stated, the aim of the present thesis is more precisely to develop 
and exploit a specific Monte Carlo poration model. This model is aimed to simulate the pore 
formation when irradiated by the air microplasma discharge fluxes. This developed model 
requires the prior knowledge of some plasma input data such as the fluxes and the energy of the 
main plasma species arriving to the cell membrane. This concerns more particularly the 
knowledge of the density of charged particles (electrons and nitrogen ion N2
+), and the 
temperatures of gas Tg and electrons Te that have been determined using OES in this chapter. 
The plasma setup is a corona discharge generated in ambient air from the tip of a pulsed high 
voltage micro-tube placed 2 mm in front of the petri dish containing deionized water and set 
over a grounded copper plate. The rotational temperature Trot estimated from comparison of 
synthetic and experimental spectra of OH(A-X) between 306 to 310 nm, N2
+(FNS: 0, 0) at 391.4 
nm, and N2(SPS: 0, 0) at 337nm are respectively equal to 2350K, 2000K, and 700K in the gap 
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space. This clearly underlines a thermal non-equilibrium of the corresponding excited species 
generated inside the thin streamer filaments. But, due to the high dilution of these species in the 
background gas, these high rotational temperatures do not affect the mean gas temperature that 
remains close to 300K. Moreover, there is practically no rotational temperature variation along 
the inter-electrode space (z axis) due to the dependence of Trot on mainly the interactions 
between the heavy particles. Then, N2
+(FNS: 0, 0) and N2
+(FNS: 1, 1) head bands spectra at 
391.4 nm and 388.4 nm allowed to estimate the vibrational temperature Tvib . More precisely, 
Tvib was estimated when there is a good agreement both for the intensity ratio  I(FNS: 0,0)/I(FNS: 1,1)  
of measured and calculated spectra and for the rotational bands of measured and calculated 
spectra of N2
+(FNS: 0,0) which depend on Trot. I also used the comparison between the surface 
covered by the experimental and synthetic spectra that corresponds in fact to the integral of the 
normalized spectra over the wavelength. The obtained Tvib varies between around 3000K near 
the tip electrode up to about 6500K near the plate. This Tvib rise is probably due to the increase 
of vibration-vibration collision frequency that producing high vibration levels when the micro 
air plasma gradually crosses the gap from the anodic tip to the grounded plate. Moreover, the 
electron temperature Te was estimated from an interesting approach based on the experimental 
ratio of the closest nitrogen emission spectra of N2
+(FNS) at 391.4nm and N2(SPS) at 394.3 
nm. This is based on one hand a balance equation between creations and losses of excited upper 
levels of these two UV spectra and on the other hand on the electron impact rates of the creation 
of these upper levels calculated from a solution of multi-term Boltzmann equation. The solution 
of this balance equation leads to Te equal to about 6.75 eV near the anodic tip. Then Te decreases 
versus the inter-electrode distance from the tip to the plate. This result is coherent with electron 
energy in the case of streamer corona discharges in the region close the high voltage tip. Noting 
that the error bar on electron temperature estimation is equal to about 30%. Then the electron 
density ηe is estimated from the measured spectrum of H line. The full width at half maximum 




(FWHM) of Stark broadening is extracted from experimental H spectrum after a prior 
estimation of instrumental broadening using a standard He-Ne laser, Doppler broadening and 
collisional broadening using classical relations involving more particularly the known gas 
temperature Tg. In the case of the present air microplasma, the natural broadening is very small 
so it was neglected. The obtained electron density ne equal to about 1x10
15cm-3 within an 
average error bar of about 50%, is coherent with the usual magnitude of electron density in the 
streamer head developed near the tip of corona discharge. Last, the axial variation of the density 
of molecular nitrogen ion in its background state was also estimated from the experimental ratio 
of the intensities of the same close wavelength spectra N2
+(FNS: 0, 0) and N2(SPS: 2, 5). This 
ratio intensity has been correlated to the density of background states ion N2
+(X 2g)  and 
neutral molecule N2(X 
1g)  assuming a prior knowledge of the excitation temperature Tex. 
More precisely, the excitation temperature Tex is assumed to be linearly weighted between 
vibration Tvib and electron temperatures Te. In this case, when assuming a prior estimation of 
ion density close to 1015cm-3 at z=0mm based on literature streamer dynamics simulations, the 
spatial variation of the ion density along z axis has been determined in the whole electrode gap 
distance within an error bar of about 50%. These present estimations of the spatial variation of 
the electron ne and the molecular nitrogen ion densities can be considered as a good order of 
magnitude. The present experimental air microplasma characteristics are used in the last chapter 
of the present thesis (Chapter 4) as input data for the exploitation of the Monte Carlo poration 
model developed in the aim to better understand the mechanisms and the processes involved 
during plasma gene transfections. 
The third chapter was first of all interested in a review on the progress made so far on the 
numerical modeling of cold plasma interactions with living cells and tissues. I underlined that 
there are no literature simulations devoted to membrane permeabilization and pore formation 
when impacted by plasma actives species. However, it is worth noting that several literature 
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researches based on molecular dynamics MD have been performed to study electroporation of 
cell membranes at the molecular level. Their goals are to quantitatively model and understand 
some effects of the high field on biological membranes at the nanosecond time scale. These 
literature researches were more particularly aimed to better clarify the pore formation process, 
and possible ionic transports either via nano-pores or through the bio-membrane structure. The 
obtained results showed that nano-sized pores could typically be formed after a few 
nanoseconds, with diameters ranging from a few nm to 10nm could be witnessed. However, 
there are no similar scientific papers based on MD simulation to study the membrane poration 
during interactions with low-temperature plasma species. The existing literature researches are 
based on the reactive MD simulations of the interactions between plasma species and bacteria 
cell surfaces without targeting applications to membrane poration. In fact, these literature 
researches are devoted to some active plasma chemical species such as O, OH, O3, H2O2 which 
interact with different types of biomolecules as for instance lipids or DNA or water or 
peptidoglycan. These reactive MD simulations can give very interesting information about 
more particularly the bond breaking of the molecular structure following a sequence of bond 
reorganizations. They are aimed to better understand the inactivation of the bacterial cell surface 
and subsequently the plasma disinfection mechanisms. Furthermore, these MD simulations 
need for input data complex reactive force fields without for the moment any relevant link with 
transient pore creation. Therefore, I developed a specific Monte Carlo poration model based on 
global or coarse grained concepts involving super-particles colliding super-sites following 
super-processes. In the framework of this simulation model, each plasma species is assumed as 
a super-particle grouping a large number of particles. Only three kinds of plasma actives species 
(electrons, ions and neutral radicals) are considered in order to reduce the complexity of the 
Monte Carlo poration model at the present stage of its development. However, like a prospect 
for futures research simulations, various kinds of species can be considered without any change 




on the basic concepts of the Monte Carlo model developed in the present thesis. The proportion 
of these considered plasma species arriving to the membrane and assumed playing a role on the 
membrane poration are estimated from their fluxes calculated with the help of reaction kinetic 
model and the OES study conducted in chapter 2. The electron flux (equal to about 2.5x1021cm-
2/s) is the dominant one while the ion flux (about 5x1019cm-2/s) is about two decades lower than 
electron flux and the radical flux (close to 5x1018cm-2/s) three decades lower. The membrane 
layers were assumed as a simple membrane model superposing four layers of phospholipids 
and proteins. Moreover, each layer was constituted by a succession of super-sites subjected to 
specific macro-processes (recombination, reflection, activation of site, opening, etc) during the 
membrane impacts by the plasma super-particles. It is worth noting that each super-site (or 
mesh) is numerically defined by a reduced matrix of numbers associated to the state of the mesh 
before or after the interactions with every plasma species. The different possible states of a 
given super-site inside a given layer can be for instance non-activated (i.e. virgin) site or 
activated site or void (i.e. opened) site. The event probabilities of these different processes 
depend on the considered particle type (electrons or ions or radicals) and also on the layer nature 
(phospholipid or protein). Moreover, the interactions between super-particles and supersites are 
treated using predefined reaction probabilities for the different super-processes based on a large 
parametric study conducted in the last chapter (chapter 4). Before and after each process 
occurring in a supersite, the entire four nearest super-particle neighbours need to be identified. 
The Monte Carlo simulation is stopped when the entire considered numbers of each kind of 
super-particle are treated. 
The last chapter (chapter 4) is first devoted to a description of the computational simulation 
conditions. As for instance, the considered number of initial total super-particles Np is chosen 
proportional to the corresponding particle flux estimated from OES spectroscopy measurements 
(see chapter 2) and kinetic reaction model (see chapter 3). Np was chosen varying from 7x10
5 
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to 3.5x106 while the information on the flux fractions of ions Fion and radicals Frad relative to 
electron flux is chosen coherent with the characteristics of the air microplasma. Moreover, the 
simulation domain geometry was simply represented by a superposition of 4 layers (two 
external protein layers and two wider internal lipid layers). The sum of the four layer 
thicknesses is chosen coherent with usual membrane thickness (i.e. 10nm). This simulation 
domain is discretized into small meshes called super-sites with regular step sizes  
Δx = Δy =0.25nm. Each mesh represents a large number of macro-molecules proportional to the 
density of the real number of molecules of lipids or proteins of the considered layer. As 
previously emphasized and in the framework of this coarse grained approximation, the 
interactions are assumed occurring between plasma super-particles and macro-molecules of the 
different layer meshes. This macroscopic concept does not require a definition of the 
interactions at the molecular or atomic scale of the membrane. The first interaction of any 
incident plasma super-particle is with the surface of the layer 1. Thus, in the aim to start the 
sequences of membrane opening, this surface of layer 1 is uniformly initialized by a fraction of 
activated sites equal to 10-2. This corresponded in our simulation to 5 activated sites uniformly 
distributed over the surface of layer 1. Moreover, as previously mentioned, once the super-
processes (activation, opening, recombination, and reflection) are defined, the main difficulties 
are the good choice of the magnitude of their collision probabilities. As there are no literature 
data for these collision probabilities, their choice is first based on some considerations, as for 
instance the magnitude of layer density (either protein or lipid layer). Indeed, the probability of 
activation or opening process is higher when super-particles interact with super-sites of lower 
layer density. Moreover, the reflection probabilities of energetic electrons is assumed much 
lower than those of ions or radicals having lower energy. By the way, the reactions probabilities 
of these lower energy particles (ions, and radicals) are assumed equivalent. Again due to their 
high energy, only electrons can activate super-sites. In addition, the super-site state is also 




considered as a factor determining the choice of reaction probabilities. As an example, the 
probability of recombination in non-activated supersite is assumed higher than the probability 
of recombination in activated super-site.  For an accurate exploitation of the present Monte 
Carlo poration model, the estimation of the probability of occurrence of the whole considered 
macro-processes was also based on a large parametric study. The initial simulation parameters 
as well as the magnitudes of occurrence probabilities of each reaction processes have been 
largely parameterized with the aim to characterize their effects on the cell membrane behavior 
and pore formation. This parametric study enabled to emphasize several important results. First, 
the effect of the variation of the initial incident angle θp of lower energy particles (ions, and 
radicals) from isotropic (0°<θp<180°) to anisotropic distribution (85°<θp<95°) is effective only 
on the pore width. Indeed, the obtained pores become wider but not deeper for the same initial 
particle number. Thus, the angular distribution of initial incidence angle of ion and radical 
particle mainly influences the pore width, which is a totally expected result. However, for a 
better coherence with the air microplasma, I considered an anisotropic distribution of the 
incident particles 85°< θp <95°. In addition, energetic electrons play a main role on super-site 
activations and openings due their strong anisotropy in the forward direction. Indeed, the 
obtained simulation results clearly demonstrate that the formation of pores can be accelerated 
and facilitated due to the action of electrons. However, it was highlighted the importance to 
taking into account an electron energy distribution coherent with the used air microplasma for 
a more realistic estimation of the pore formation.  Thus, the electron energy distribution 
function was calculated using multi-term solution of Boltzmann equation in the case of humid 
air. I showed that in this real air plasma, the electron distribution is not at all mono-energetic 
but involves a large distribution of electron of intermediate energy range and a smaller part at 
low and high energy ranges. This is why it was assumed an energy distribution with 50% of 
electrons of intermediate energy range and 25% for the two other energy ranges (low and high). 
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Furthermore in the case of the three electron energy ranges, the probabilities of process event 
are chosen progressively higher from the weak energy range up to the high energy range. In 
addition, due to their lower energy close to background gas, reflection processes due to ions, 
and radicals have shown their role to widen and deepen the pore dimension. Overall, it was 
more particularly shown that the initial particle number was the most efficient parameter of the 
membrane poration. Beyond all, the progressive increase of the depth and width versus the 
initial particle number Np was clearly observed. For the smaller Np (6x10
5), the pore dimensions 
were too low to allow the gene transfection, while for higher Np (1.4x10
6) the four layers of the 
membrane are largely removed leading to very wide pores. This latter case certainly 
corresponds to the cell inactivation or death, since the membrane is quasi-totally perforated. 
For these simulation conditions, the initial particle number can be directly correlated to the 
exposure time of the cell membrane to the plasma species. This means that Monte Carlo 
poration model is an interesting tool for the prediction of the optimal exposure time versus the 
input data of the low-temperature plasma parameters, the cell membrane structure, and the 
needed pore sizes. Precisely, the present Monte Carlo simulation results are qualitatively 
validated from a first comparison with the measured transfected rate of DNA plasmid and the 
surviving cell rate in the case of mouse fibroblast cells. The experimental results have shown 
that when cells are exposed to the microplasma during a too short time there is not enough gene 
transfection. While when the exposure or irradiation time is chosen too long, the number of 
surviving cells decreases rapidly. This what it is exactly qualitatively observed from Monte 
Carlo simulations since if Np is chosen too low this leads to a pore diameter not large enough 
to allow any DNA transfer through the formed pore. On the other hand, if Np is chosen too high 
the membrane can be quasi-totally damaged. The present Monte Carlo poration method 
successfully validated, is therefore, a very promising tool for a better understanding of the 
plasma gene transfection mechanisms. Under the present specific chosen simulation conditions 




coming from the parametric study, it is shown a dynamics of formation of membrane pores 
having dimensions compatible for the gene transfection.  In other words, the obtained pore 
width (or diameter) is close to 10 nm. This is coherent with standard diameters generally 
expected for gene transfection. Moreover, the most noticeable and encouraging from this 
parametric study is the small range of variation of the initial parameters and occurrence of 
probabilities for which it is possible to have coherent results with experimental ones.  
Last, after this successful implementation and validation of the Monte Carlo poration model 
developed in the present research work, it would be interesting to consider as future 
developments and perspectives: 
- A more complex structure of the membrane in order to be closer to biological membranes 
with for instance a bilayer phospholipid shape involving scaffold protein. 
- It is investigated in the present work as a primary step only the direct effect of active air 
microplasma species. However, the cells are bombarded by various active species either 
directly produced by the plasma, or indirectly produced by species interactions with the 
liquid medium before to reach the cell membranes. In other words, the gaseous plasma 
species when impacting liquid can be transformed in aqueous by-products that in turn 
interact with the membrane. In addition, the obtained results at Ehime University presented 
in the first chapter suggested a synergetic relationship between the direct and indirect effect 
on pore formation and by the way on plasma gene transfection. Moreover, the bio-
structures are usually surrounded by a liquid phase. Thus, it would be interesting to 
consider the membrane poration by interactions with both gaseous species and aqueous 
species. To reach this step, further optimizations of the developed Monte Carlo model are 
needed by considering further bio-physicochemical processes but without any change to 
the basic algorithm and the basic concepts of the model described in the third chapter of 
this thesis.  
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- A further experimental validation step could be conducted using comparisons between 
Monte Carlo simulations of membrane poration and experimental nano-morphology of 
plasma permeabilized cells using atomic force microscopy experiments. 
