ProjectH, a large group of international researchers, produced a huge amount of data from computer mediated discussions. The data classified several thousand postings from more than thirty newsgroups. One approach to extract typical messages from this database is presented in this paper. An autoassociative neural network was trained on 3000 coded messages and then used to construct typical messages under certain specified conditions for several scenarios. This paper illustrates the architecture of the neural network that was used and explains the necessary modifications to the coding format. In addition several "typicality sets" produced by the neural net are shown and their generation is explained. In conclusion the ANN is used to explore the types of messages that typically initiate or contribute to longer lasting threads.
Introduction
As computer networks expand into homes and organisations, and high-speed network highways provide a medium for communication and community formation on a scale that has never been feasible before, new mores are created.
People invest varying amounts of time and energy in communicating on computer mediated discussion groups with people they have mostly never met face-to-face.
The communication within these groups varies along a continuum of interrelatedness.
Rafaeli [4, 51, Rogers and Rafaeli [8] and
Rafaeli and Sudweeks [6] argue that the variable that affects the interactive nature of computermediated communication (CMC) is the theoretical construct of interactivity -the extent to which messages in a sequence relate to each other, and especially the extent to which later messages recount the relatedness of earlier messages.
In this paper we use an autoassociative neural network (ANN) to analyse and explore communication density, the extent to which messages in a thread cohere. The data set comprises 3000 postings to 30 newsgroups classified on 46 variables or groups of features. In the context of categorisation, each variable equates with a reference point or feature within some information setting. We propose that the ANN is capable of identifying the features of messages that typically initiate or contribute to longer lasting threads. Our findings support the construct of interactivity as a variable of communication settings. We also demonstrate that an ANN is a valuable preprocessor to other analytical methods.
2.The Data

Preprocessing
The data set was created by ProjectH [lo], a large group of researchers who collaboratively collected a representative sample of computer mediated discussions. More than a hundred people from fifteen countries used computer networks to plan, organise and implement a quantitative study of social and linguistic dynamics in public newsgroups and mailing lists. Batches of 100 messages were downloaded from publicly-accessible archives of randomly selected discussion groups on Internet, Bitnet and Compuserve and coded on 46 variables (See [7] for a detailed description of the methodology).
In all, 4322 messages were coded of which 1000 were double coded for reliability purposes, 2000 were single coded, and 322 were partially coded batches. The partially coded batches were excluded, and one of each double coded list was chosen randomly resulting in a database of 3000 messages.
Preparation for the ANN
The database was prepared for processing by an autoassociative neural network. First, identification variables (author-id, coder-id and message-id) were deleted. Second, the date and time variables were converted to two new entries, one indicating day of week and the other time of day (worktime, evening, night).
Third, three new entries were computed since the exploration of the nature of threads was a main focus of analysis:
reference-depth: how many references were reference-width: how many references were reference-height: how many references were found in a sequence before this message.
found, which referred to this message.
found in a sequence after this message.
These entries were extracted from the original database, but were not present in individual entries, because they refer to sequences of references. 
Applying an ANN to 3000 Messages
Since the data consisted of 149 binary features, the resulting autoassociative neural network had 149 fully connected units with the usual sigmoidal activation function. No additional hidden units were used for the experiments reported here. This leads to 149 * 149 = 22,201 weights and 149 thresholds to adjust during training. Training was done using the well known Hebbian training procedure, with an additional stochastic annealing (see [9] for details). Almost 100 hours of CPU-time were spent before the error rate of the network started to settle on a plateau.
Results from the trained ANN
Interpreting the weight matrix
A preliminary look at the weight matrix of the final network gives first interesting insights.
Here only a few examples are listed: excitatory connections (positive weights):
-the large positive weight connecting unit 1, corresponding with the feature LINES-A (1-10 lines of original text) and unit 13, OPINION-A (no opinion is stated), indicates a strong excitatory influence. This leads to the conclusion that short messages (1) state no opinion (13). However this does not mean that short messages always state no opinion, but it is a property of the database the network picked up. It is still possible that other units inhibit unit 13 much stronger and therefore it is not always going to be active if unit 1 is active. Of course, those observations can only reveal relations between a few of the networks' units. To explore the dependencies between all of the 149 units, especially under certain conditions (usually modeled through clamped units), the network has to settle in a state with low energy. Clamping of units can be used to restrict the space the neural network is exploring to find a solution.
In the case of the ProjectH-ANN, the clamping technique was used to define certain properties of a message and to allow the network to determine which other features are correlated. This leads to the creation of typical examples for specific features being on, discussed in the next section. no.
Creating typical examples
To create a typical example, the feature(s) that are required to be present in the feature set are clamped and the network settles at the typical pattern. This worked well in the controlled examples described in [2] but, in the case of the ProjectH-ANN, there are several states the network can settle in. This is mainly due to the fact that the input data is not free of noise and not all of the units are going to be strongly correlated to other units (or correlated at all). Therefore the random update of the states will not always result in the same final state for the network. Instead one would expect the unaffected units to behave randomly and therefore the number of different states can be quite high.
But if the network is allowed to settle several times, each time starting from a different random starting state and using another random order for the asynchronous update, some features occur more frequently in the final states than others. Table l shows some activated features when feature 29 (message contains humour) was clamped.
This list only contains a few of the 149 total features, but it illustrates quite well how some features are strongly correlated to the feature that was clamped and others are not correlated at all. For example, non-humorous messages seem to be gender specific, since feature 58 (GENDER-C, male) is on 80% of the 20 experiments that were conducted. On the other hand, considering that almost 75% of all messages were written by males, the significance of this information is probably not very high. Also, non-humorous messages do not contain abusive language, as the strong response on feature 112 shows. Interesting is feature group 33-36, here none of the features has an exceptionally high occurrence. This leads to the assumption that a message containing humour does not depend on the formatting. This feature group seems to be not szgnzficant to feature
29.
This process can be done for all features separately or for combination of features clamped together. The result will be a list of features, each with an indication of how often the network settled frequency activations description of on ... in a state which had this particular unit (or feature) being on. This information can be used to produced typicality sets as shown in the next section.
Typicality sets of features
Since the main focus of analysis is correlations between features, it is interesting to extract a set of typical features from the output of the ANN. An apriori specified threshold 0 can be used to choose features for this set. 0 determines how often a feature x has to occur in y's feature set to be included in its typicality set (i.e. x is typical for feature y). 0 can also be interpreted as a minimum required correlation between x and y. The example from the previous section is again used to show the resulting typicality set (see Table 2 ). This table shows which features are highly correlated with feature 29.
But so far there is no information about the differential quality of the list. It is certainly possible that one or even several of these features appear in almost every typicality-set and are not well suited to distinguish between different message types. On 
Scoring Features and Sensitivity
Of course, some of the features in the typicality set might not be as interesting as others because they are typical for almost all messages and therefore will be "on" no matter which feature is clamped. A feature behaving like this is called insensitive.
To distinguish between sensitive and insensitive features, the features have to be ranked or scored in a way that indicates the sensitivity of the feature t o the clamping of other features. This information is hidden in the distribution of features over all typicality sets and results in a sensitivity score for each feature. A low sensitivity indicates that the corresponding feature either appears or does not appear in almost all typicality set, a high sensitivity indicates an appearance that depends heavily on the clamped feature. 
Typicality in CMC threads
The previous section described how typicality sets for single features can be generated by an autoassociative neural network. For an investigation of CMC threads and their characteristics, some typicality sets are of more interest than others.
To analyse the nature of threads, we need t o compare messages that start or continue a thread with messages that are not part of a thread. The reference-width variable was used to characterize an "interactive" versus a "noninteractive" message in the sense of participation in a thread. A message is called "interactive" if it is referenced by at least one 47 1 no emoticons 11 2 50 I no punct device to exmess emotion 11 3 135 -1-2 references to this message) leads to two typicality sets for the two types of messages being investigated.
Interestingly the two typicality sets have several features in common. This is due to the fact that not every feature is sensitive to every other one. In addition some of the features have a low sensitivity score, meaning that they are not sensitive at all to other features. In creating the typical "interactive" and "noninteractive" message, features appearing in both typicality sets were deleted and features with a too low sensitivity score were discarded. This led to Tables 3 and 4 and finally enabled us to extract some properties of the messages in the database:
0 An "interactive" message has medium length (2) and an appropriate subject line (6) . 0 A statement of a fact (17) enhances the chances of being followed-up. If, during an already ongoing thread, one introduces a completely new topic (87), the chances of getting a response are slim. This point appears to be a very strong one because of the high sensitivity score of feature 87.
0 Interesting also is that a message which does not refer to another message seems likely not to be referred to. But the sensitivity score of this feature is reasonably low, which makes sense, otherwise threads would never start. This discovery indicates, however, that the start of a thread with a new topic is not an easy task. Being followed-up when one already participates in a thread is much easier.
I feature I description
Conclusions score
We have described a novel approach of using autoassociative neural networks to explore typicality in computer mediated discussions. We showed how to train an ANN and how the final weight matrix could be used to extract relationships between variables. We then used the neural network to define typicality sets for specified features and showed how messages which participate in threads ( "interactive" messages) can be distinguished from those messages not participating in a thread ("noninteractive" messages). This approach can be used to act as a preprocessor for a more detailed statistical analysis, concentrating on the subsets of features already discovered by the neural network. The ANN is used to discover feature groups that are correlated; further analyses would concentrate on the strength and statistical significance of those correlations.
In addition the approach presented here provides insights into the quality of the database. There are several blocks of features that are strongly correlated while other features are only loosely or not at all connected. In contrast to the example used by [3] , noise from coder errors as well as differences on opinionated variables (as described by [6] ) result in a database which is not as well structured as artificial ones.
The possibilities for applying an ANN to the data are far from exhausted; several other features are well worth exploring (a few examples are listed in table 5). STYLE2, for example, has high sensitivity scores for all features of the group. This would be another way of exploring the nature of threads. Also, an analysis about the quality of interactivity could be performed, by the DEPEND3 features, which describe the manner in which previous messages are referenced. Yet another example is GEN-DER3 which is also a feature group with high sensitivity scores for some features. GENDER3 codes the fact that gender identification is an issue.
The ANN-approach we presented in this paper is obviously capable of extracting a form of relationships between features. It also added support to tentative hypotheses about computer-mediated communication and identified new directions for research.
