By using the theory of coincidence degree, we study a kind of periodic solutions to p-Laplacian neutral functional differential equation with multiple deviating arguments, a new result on the existence of periodic solutions is obtained.
Introduction
The problem of periodic solutions of ordinary differential equation was extensively studied, see Refs. [1] [2] [3] [4] . In recent years, there are many results about periodic solutions to second-order scalar differential equations with deviating arguments [5] [6] [7] [8] [9] [10] . For example, in [10] the authors studied the following equation with a deviating argument x (t) + f x(t) x (t) + g x t − τ t, x(t) = e(t).
(1.1) By using Mawhin's continuation theorem, some results on the existence of periodic solution are obtained. But the corresponding problem of p-Laplacian differential equation with deviating arguments has been studied far less often. The reason for this is that the differential operator (ϕ p (u)) = (|u| p−2 u) (p = 2) is no longer linear, so the theory of coincidence degree cannot be applied directly. In [11] , we found that the authors studied periodic solutions for p-Laplacian Liénard equation with a deviating argument as follows:
In this paper, we study the existence of periodic solutions for p-Laplacian neutral functional differential equation with multiple deviating arguments
are continuous periodic functions defined on R with period T > 0, σ, c ∈ R are constants such that |c| = 1. By using the theory of coincidence degree, we obtain a new result to guarantee the existence of periodic solutions. As the way to estimate the priori bounds in paper [11] cannot be applied in the corresponding neutral equation, we use some new analysis techniques to estimate the priori bounds.The significance of this paper is that we do not need the linear operator
Main lemmas
Firstly, we set the following notations:
Clearly, X and Y are Banach spaces. We also defined operators A and L in the following form, respectively:
Lemma 2.1. (See [12] .) If |c| = 1, then A has a unique continuous bounded inverse and satisfies the following conditions:
According to Lemma 2.1, we can rewrite Eq. (1.3) in the following form:
We can easily obtain that ker L = R 2 , Im L = {y ∈ Y :
T 0 y(s) ds = 0}. So L is a Fredholm operator with index zero. Let us introduce the operators P , Q respectively by 
Then equation Lx = Nx has a solution onΩ ∩ D(L).
Main result
Throughout this paper, we assume τ j ∈ C 1 T and τ j (t) < 1, ∀t ∈ [0, T ] (j = 1, 2, . . . , n). So the function t − τ j (t) has a unique inverse denoted by μ j (t) (j = 1, 2, . . . , n). We also denotē
,
.
Theorem. Suppose there exist positive constants D and r 0 such that
Proof. We easily see that Eq. (2.1) has a T -periodic solution if and only if the following operator equation
has a T -periodic solution, where
From the first equation of (3.1) we can know x 2 (t) = ϕ p ( 1 λ (Ax 1 ) (t)), which together with the second equation of (3.1) yields
Integrating both sides of (3.2) over [0, T ], we have
by applying Lemma 2.2 we know that
By using integral mean value theorem, we know that there is a constant t 0 ∈ [0, T ] such that g(x 1 (t 0 ))¯ T = −pT , i.e., g x 1 (t 0 ) = −p .
By assumption [H 2 ], we obtain that there is a constant D > 0 such that |x 1 (t 0 )| D. So
On the other hand, multiplying the two sides of Eq. (3.2) by (Ax 1 )(t) and integrating them over
In view of T 0 f (x 1 (t))x 1 (t)x 1 (t) dt = 0 and (2) of Lemma 2.1, we get
In view of As
it follows from (3.5) and (3.8) that
where F ρ = max |x| ρ |F (x)|.
Now, there is a constant δ > 0 such that
then by (3.10) we know
(3.12) Substituting (3.12) into (3.9), we obtain
(3.14)
By applying the first part of Lemma 2.2, we have Let M 2 = max{D/δ, D + M 1 }, then |x 1 | 0 M 2 .
By the first equation of (3.1) we have = g(M)
Corresponding to Theorem, we have p = 3, T = 2π , c = 20, f (x) = x 2 sin x, F (x) = −x 2 cos x + 2x sin x + 2 cos x − 2, g(x) + x 2 e x , β(t) = 1 − 1 3 cos t, τ (t) = 1 3 sin t, (t) = cos t − 1, so r = 1,p = −1, (t) = 1 − 1 3 cos(μ(t)) 1 − 1 3 cos(μ(t))
where μ(t) is the inverse of t − 1 3 sin t. Then x[g(x) +p ] = x[x 2 e x − 1] > 0, for |x| > 2, and T 1/q r 1/p |c| 1/p |1 − |c|| = (2π) 3/2 5 1/3 19 < 1.
Hence, by using our theorem we know Eq. (3.16) has at least one 2π -periodic solution.
