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Increasing the colonization rate of metapopulations can improve persistence, but can also 31 increase exposure to threats. To make good decisions, managers must understand whether 32 increased colonization is beneficial or detrimental to metapopulation persistence. While a 33 number of studies have examined interactions between metapopulations, colonization, and 34 threats, they have assumed that threat dynamics respond linearly to changes in colonization. 35 Here, we determined when to increase colonization while explicitly accounting for non-linear 36 dependencies between a metapopulation and its threats. We developed patch occupancy 37 metapopulation models for species susceptible to abiotic, generalist, and specialist threats and 38 modeled the total derivative of the equilibrium proportion of patches occupied by each 39 metapopulation with respect to the colonization rate. By using the total derivative, we 40 developed a rule for determining when to increase metapopulation colonization. This rule 41 was applied to a simulated metapopulation where the dynamics of each threat responded to 42 increased colonization following a power function. Before modifying colonization, we show 43 that managers must understand: 1) whether a metapopulation is susceptible to a threat; 2) the 44 type of threat acting on a metapopulation; 3) which component of threat dynamics might 45 depend on colonization, and; 4) the likely response of a threat-dependent variable to changes 46 in colonization. The sensitivity of management decisions to these interactions increases 47 respond non-linearly to changes in host/prey colonization rates. The importance of non-linear 117 interactions among components of ecological systems is well-recognized (Didham et al., 118 2007); however, the effect of such interactions among threats, metapopulations and 119
colonization is yet to be considered in landscape connectivity studies. 120
This study determined when it is desirable to increase metapopulation colonization while 121 accounting explicitly for non-linear dependencies between a metapopulation and threat. We 122 expand on previous modeling efforts to account for three types of threat: an abiotic threat, a 123 generalist biotic threat, and a specialist biotic threat. Our approach is split into three parts. 124
Firstly, we developed a novel method for determining the effect of increased colonization on 125 metapopulation persistence while accounting for non-linear dependencies between a threat 126 and metapopulation. We present this method generically for a susceptible metapopulation, 127 then developed a that determines when it is beneficial or 128 detrimental to increase colonization. Secondly, we applied our rule to simulated 129 metapopulations susceptible to the three types of threat. To do this, we identified which 130 parameter describing the dynamics of each threat might depend on changes in colonization. 131
Finally, we tested the sensitivity of metapopulation persistence to alternative plausible 132 responses of the colonization-dependent threat variable. By doing this, we examined whether 133 management decisions regarding colonization are sensitive to the nature of abiotic and biotic 134 interactions. 135
M aterials and methods 136

Patch occupancy metapopulation models 137
We constructed patch occupancy metapopulation models for three qualitatively different 138 threat dynamics; an abiotic threat, a generalist threat and a specialist threat. First, we 139 established a general model extending the original metapopulation model proposed by Levins 140 (1969) , and then we specified the model for each threat type. In each model, the proportion of 141 patches occupied by the susceptible metapopulation h depends on the colonization rate of 142 vacant patches c h , and the extinction rate of occupied patches. In the absence of a threat, the 143 extinction rate is given by e h . When a threat is present, the extinction rate due to the threat is 144
given by e k (Bascompte and Sole, 1998) . In the abiotic case, all patches are constantly 145 exposed to a threat which means there are no threat dynamics to consider; the background 146 extinction rate is uniformly inflated giving a combined extinction rate of e h + e k . In the 147 susceptible species and explicitly modeled the dynamics. The proportion of patches occupied 149 by the threat p is determined by the extinction rate e p and the colonization rate c p of the 150 threat. We assumed a metapopulation is exposed to one threat at a time and not combinations 151 of each. A summary of model parameters is provided in Table 1 . 152 2.2 Accounting for dependencies between a threat and colonization 153
Our aim was to investigate how changes in the colonization rate of a metapopulation affects 154 persistence (i.e. the proportion of patches occupied) while accounting for non-linear 155 dependencies between a threat and colonization. To do this, we investigated how the stable 156 equilibrium of the proportion of patches occupied in a metapopulation, defined as h*, 157 responds to changes in the colonization rate c h , given by the derivative dh*/dc h . We assumed 158 that changes to the colonization rate of the metapopulation resulted in changes in the 159 dynamics of any threat present. This change will be different for each class of threat. Initially 160 in the generic model, we denote the colonization-dependent variable in the threat dynamics as 161 y p ; however, we specify the nature of this variable in later sections when we consider each 162 class of threat. For example, we might expect the extinction rate of a species due to an abiotic 163 threat e k to depend on changes in the colonization rate. In this case, we would substitute e k for 164 y p . For biotic threats, changes in the colonization rate c h of a metapopulation might also 165 change the colonization rate of the threat c p , in which case we would substitute c p for y p . To 166 capture this dependency generically, we modeled the rate at which the proportion of patches 167 occupied by the metapopulation changes if the colonization rate is varied using the total 168 derivative with the generic colonization-dependent threat parameter y p, given by: 169
Here, the partial derivative h*/ c h is the rate at which the proportion of patches occupied by 170 the metapopulation changes if c h is varied; h*/ y p is the rate at which the proportion of 171 patches occupied by the metapopulation changes with respect to the colonization-dependent 172 threat variable y p and; dy p /dc h is the rate at which the colonization-dependent threat variable 173 y p changes with respect to changes in c h . By incorporating the partial derivatives, we modeled 174 the change in the proportion of patches occupied by the metapopulation due to increased 175 colonization while explicitly accounting for an interaction that increased colonization might 176 have on a threat parameter y p .7 2.3 A rule for when to increase colonization 178
Using this expression for how h* responds to changes in colonization (Eq. 1), we determined 179 when it is beneficial or detrimental to increase metapopulation colonization. If the derivative 180 is positive then the proportion of patches occupied by the metapopulation will increase with 181 increased colonization. If it is negative, then the proportion of patches occupied by the 182 metapopulation will decrease with increasing colonization. Hence, dh*/dc h = 0 defines the 183 critical value (i.e. tipping point) that distinguishes whether to increase or decrease 184 colonization. Thus, to determine what relationship between the colonization rate and threat 185 would prompt managers to increase colonization, we solved the following equation for C: 186 (2) where C is the value of dy p /dc h that determines when dh*/dc h = 0. Thus, represents a 187 tipping point in the optimal action; we seek to increase colonization if dy p /dc h < C and 188 decrease colonization if dy p /dc h > C. In the following section, we define the colonization-189 dependent variable y p and find this tipping point C for an abiotic, generalist and specialist 190 threat. We then use our rule to determine colonization management strategies for alternative 191 dependencies between each threat and metapopulation. In the case of abiotic threats, the extinction rate due to the threat e k, is the colonization-206 dependent variable y p described in Eq. 1. To investigate how this will inform management we 207 need to find the partial derivatives in Eq. 2. To do this, we modeled the change in the 208 proportion of patches occupied by a metapopulation susceptible to an abiotic threat according 209 to (Levins, 1969) : 210
A description of model parameters is shown in Table 1 . The first term in Eq. 3 represents the 211 rate at which h increases due to the colonization of vacant patches. The extinction rate of 212 local populations is then decomposed into two components; the extinction rate independent of 213 both the threat and colonization e h , and the extinction rate due to the threat e k . Below we find 214 the total derivative of dh*/dc h so that e k depends on c h . 215
Two equilibrium points exist for this system, found by solving dh/dt = 0. The equilibrium 216 proportion of patches occupied by the metapopulation h* is positive and stable if (c h -e h -e k )>0, 217
given by: 218
Otherwise the stable state is zero. Given this value of h* the required partial derivatives with 219 respect to colonization c h are: 220
To determine if we should seek to increase or decrease colonization, we substituted the 221 partial derivatives h*/ c h, (Eq. 5) and h*/ e k (Eq. 6) into Eq. 2 and solved for C: 222
By expressing the critical value C in terms of h* from Eq. 4 this becomes: 223 (8) that threat-caused extinction is affected by increased colonization is less than 1 h*, that is, 225 when de k /dc h < 1 h* (see Appendix A for full derivation). 226
The dynamics of a generalist threat will differ from an abiotic threat. A generalist threat is 228 able to occupy patches not occupied by the susceptible species, meaning that a high level of 229 threat can be maintained even when occupancy of the susceptible species reduces to low 230 levels. Rather than directly interact with the local extinction rate of populations, changes in 231 the colonization rate of the susceptible species c h will likely also affect the colonization rate 232 of a generalist threat c p . For example, frogs are often distributed in metapopulations where 233 persistence is governed by local extinction and colonization (Storfer, 2003) . Many species in 234
Australia and Central America are under threat from the pathogen Chytrid fungus 235
Batrachochytrium dendrobatidis, which can spread through hosts and be relatively benign, 236 while causing significant declines in others. Managers may consider developing habitat 237 corridors between wetlands with the intention to increase colonization and improve 238 persistence of a declining frog species. However, increasing colonization of threatened 239 populations might also increase colonization of reservoir hosts, which in turn, may increase 240 the prevalence of Chytrid fungus. 241
Thus, in the generalist case the colonization rate of the threat c p might depend on changes in 242 the colonization rate of the metapopulation c h . Therefore, one might expect a relationship 243 between the colonization rate of the susceptible species c h and the colonization rate of the 244 generalist threat c p , so we substituted c p for y p as the colonization-dependent threat variable in 245 the general model (Eq. 1 and 2). Once again, to investigate how this threat parameter affects 246 the equilibrium proportion of patches occupied by the metapopulation h*, we must find the 247 partial derivatives in Eq. 2. To do this, we described the change in h* due to a generalist 248 threat as a system of coupled differential equations: 249 We are interested in managing a system in which both the metapopulation and threat co-exist. 259
This equilibrium point is given by: 260
The eigenvalues for h* are -c p +e p , and -c h +e h +e k -e k e p /c p , which indicates that this equilibrium 261 point is always real, negative and distinct. Therefore, h* is always asymptotically stable (see 262
Appendix B for complete stability analysis). 263
The equilibrium number of patches occupied by the metapopulation depends not only on its 264 own colonization rate , but also the colonization rate of the threat . The partial 265 derivatives of with respect to these rates are given by: 266
Substituting these partial derivatives into Eq. 2 and solving for C, we found the tipping point 267 value of of dc p /dc h : 268
Hence, in the case of a generalist threat, we should seek to increase colonization when the 269 colonization rate of the threat changes with respect to the colonization rate of the 270 metapopulation slower than c p 2 (1-h*)/e k e p ; that is, if the derivative dc p /dc h < c p 2 (1-h*)/e k e p 271 (see Appendix A for full derivation). 272
Unlike a generalist threat, a specialist threat is restricted to patches where the susceptible 274 species is present. As with cases of a generalist threat, the colonization rate of a threat c p 275 might change in response to changes in the colonization rate of the metapopulation c h . For 276 example, the least weasel Mustela nivalis is a highly specialized predator of small rodents. In 277
Finland, it preys primarily on, and occupies the same habitat as the bank vole Myodes 278 glareolus (Korpimaki et al., 1991) . Habitat fragmentation is thought to affect the behavior 279 and dispersal ability of both weasel and vole populations (Haapakoski et al., 2013) . To 280 improve persistence of vole populations, managers might seek to increase the colonization 281 rate of patches. However, constructing habitat corridors to increase the colonization rate of 282 vole populations will likely also influence the colonization rate of weasel populations, 283 because weasels utilize the same habitat, but do not necessarily move between patches at the 284 same rate. 285
Thus, like the generalist case, we expect a relationship between the colonization rate of a 286 susceptible metapopulation c h and the colonization rate of a threat c p . We therefore 287 substituted c p for y p in Eq. 1 and 2. The underlying dynamics will differ from the generalist 288 threat case, but the required partial derivatives are the same; h*/ c h, and h*/ c p . To find 289 these partial derivatives, we modeled the dynamics of a metapopulation subject to a specialist 290 threat according to a system of coupled differential equations described by Bascompte Model parameters are defined in Table 1 . The difference between a metapopulations response 293 to a specialist (Eq. 16) and generalist threat (Eq. 9) arises in the last term. In both threat 294 the threat occur. For a generalist threat, the proportion of patches occupied, p, is independent 296 of the proportion of patches occupied by the metapopulation, h. Therefore the proportion of 297 patches occupied by both was given by hp. In contrast, a specialist threat only occurs in 298 patches where the susceptible species occurs; p is limited by h by construction. Therefore, 299 the threat-caused extinctions (occurring at a rate e k ), occur in p proportion of patches. The 300 specialist model for the threat (Eq. 17) also differs slightly to the generalist model (Eq. 10) 301 because the threat can only disperse to vacant patches containing the susceptible species. 302
The stable equilibrium when the susceptible species and threat co-exist is given by: 303
This equilibrium point is asymptotically stable, but is either a sink or a spiral sink depending 304 on parameter values (see Appendix B). As for the case of the generalist threat, the full 305 derivative of the equilibrium h* with respect to the colonization rate is given by the partial 306 derivatives associated with the colonization rates. Again, we found the critical value C for the 307 derivative dc p /dc h that determines whether it is beneficial or detrimental to increase 308 metapopulation colonization: 309 (20) Thus, in the specialist case we should seek to increase colonization when dc p /dc h is less than 310 the value of C in Eq. 20 (see Appendix A for full derivation). 311 2.5 Defining dependencies between a susceptible metapopulation and threat 312
To illustrate the sensitivity of decisions regarding whether to increase colonization, we found 313 h* assuming alternative responses of each threat to the colonization rate c h . We did not seek 314 to parameterize our models for specific metapopulations; rather our aim was to illustrate how 315 metapopulation persistence depends on the type and dynamics of a threat relative to c h . We 316 defined the relationship between the colonization-dependent threat variable y p and 317 13 metapopulation colonization c h using both a positive and negative power function, given by 318 y p = c h x and y p = (1 c h ) x respectively. A power function was chosen for simplicity and 319 flexibility; the shape of this curve can be easily changed by varying the parameter x. When x 320 is equal to one, the response of a threat is linear; if less than one, the rate of change is greatest 321
at small values of c h (convex curve); and if greater than one, the rate of change is greatest 322 when c h is large (concave curve) (Figure 1) . 323
Firstly, we plotted the stationary solutions h* of a metapopulation for each threat with x = 324 0.25, 1 and 4 and the extinction rate e h = 0.01, 0.1 and 0.2. The gradient of h* with respect to 325 the colonization rate defines the optimal strategy: positive gradients indicate that colonization 326 should be increased; negative gradients indicate that colonization should be decreased. 327
Across the parameter space considered, there were scenarios where the threat and susceptible 328 species could co-exist, and where the susceptible species could persist but the threat could 329 not. We distinguished between these cases in our plots of h*. Secondly, we determined when 330 to increase or decrease c h for each type of threat by applying our rule using the total 331 derivative of dh*/dc h in Eq. 1 and 2 across a parameter space of 0.25 < x < 4. Once again, we 332 identified the combinations of parameter values where the susceptible species could persist 333 but the generalist or specialist threat could not. All analyses were carried out with e p and e k 334 set to 0.2 and 0.3, respectively, using the freeware R (R Development Core Team, 2014). R 335 scripts are provided in Appendix C. 336
Results 337
The proportion of patches occupied by the metapopulation h* was sensitive to alternative 338 responses of abiotic, generalist and specialist threats to changes in colonization. Our stability 339 analysis showed that the stable states were always asymptotically stable, but were either a 340 sink or spiral sink depending on the type of threat and value of the model parameters. This 341 means that the system will always return to h* following small perturbations to the proportion 342 of patches occupied at equilibrium h. 343 3.1 Positive response of a threat to increased colonization 344
The proportion of patches occupied by the metapopulation was strongly affected the 345 metapopulation colonization rate for all classes of threat. In the abiotic case, the 346 metapopulation could not persist when the response of the colonization-dependent threat 347 variable was convex or linear in shape (x=0.25, 1) because local extinction was always equal 348 (x=4), occupancy increased with colonization until a peak occupancy proportion at which 350 point further increases in the colonization rate reduced the occupancy level. When the 351 metapopulation occupancy is below this peak proportion, it was optimal to increase 352 colonization, and above which it was optimal to decrease colonization. This peak occurred 353 because of the relationship between colonization of the susceptible species and the 354 colonization-dependent threat variable, in this case e k . Increasing colonization at low levels 355 had a small relative impact on the extinction rate due to the threat (Figure 1) . However, 356 increasing colonization to high levels was detrimental because the effect of the threat on 357 extinction outweighed the benefits of increased movement of the susceptible species between 358 patches. 359
In the generalist case, there were scenarios where the susceptible species persisted but the 360 threat did not (indicated by the dashed lines in Figure 2 d,e,f). In such cases, occupancy 361 always increased with increased colonization c h up until a threshold point where the threat 362 could co-exist (hereafter referred to as the co-existence threshold). This threshold point 363 occurred when c p >e p and indicated the optimal colonization rate for almost all of the 364 scenarios tested. As a general rule, when the colonization rate was lower than this level (i.e. 365 the threat was unable to persist), colonization should be increased. Above this level (i.e. the 366 threat could co-exist), whether or not to increase colonization depended on the response of 367 the colonization-dependent threat variable and the extinction rate e h . For instance, it was 368 always optimal to decrease colonization to the co-existence threshold when the response of 369 the threat-dependent variable was concave (x=4), and increase colonization when this 370 relationship was convex (x=0.25). However, when this response was linear (x=1), there was 371 sometimes a local minimum in occupancy which should be avoided. 372
Whether to increase metapopulation colonization of a species susceptible to a specialist threat 373 was also sensitive to the extinction rate and how the colonization-dependent threat variable 374 responded to changes in colonization (Figure 2 g,h,i) . Similar to the generalist threat, there 375 were combinations of parameter values where susceptible species could persist but the threat 376 could not (indicated by the dashed lines in Figure 2 g,h,i) . In such cases, occupancy was 377 maximized by increasing colonization up until the co-existence threshold. It was detrimental 378 to increase metapopulation colonization to high levels for all extinction rates tested when the 379 functional form of the threat-dependent variable c p was concave in shape (x=4, Figure 2  380 g,h,i). A local minimum in the h* existed when x was set to 1 (Figure 2 g,h,i) . Managers15 should seek to decrease colonization to the co-existence threshold when c h is less than this 382 minimum, and conversely, increase colonization when c h is greater than it. It was always best 383 to increase colonization when x=0.25, except when c h was low (approximately 0.1) and e h 384 was equal to 0.01 (Figure 2g) . 385
Negative response of threats to increased colonization 386
Increasing metapopulation colonization improved occupancy assuming each threat responded 387 negatively to increased colonization regardless of whether the susceptible species was 388 exposed to an abiotic, generalist or specialist threat (Figure 3 ). This finding held across all 389 values tested in our model and is not surprising: we expect the stable equilibrium of the 390 susceptible species to increase if the effect of a threat on extinction is reduced. What may be 391 of interest to managers, however, is the rate at which occupancy increased with 392 metapopulation colonization. When x=4, small changes in c h (when c h was small) resulted in 393 a large relative decrease in c p , which in turn, markedly improved the persistence of the 394 susceptible metapopulation (Figure 3) . In contrast, when x=0.25 and when c h was small, the 395 equilibrium proportion of patches occupied responded slowly to increased colonization. Thus, 396 while managers should always seek to increase colonization when the threat responds 397 negatively to increased colonization, the relative improvement in occupancy will depend on 398 the relationship between the dependent variable associated with the threat and colonization. 399
When to increase or decrease metapopulation colonization 400
We applied our rule using the total derivative of dh*/dc h (Eq.1) to inform separate 401 management strategies for metapopulations subject to abiotic, generalist and specialist 402 threats. We found the optimal management strategy across a range of alternative relationships 403 between the colonization-dependent variable y p (Figure 4) . In all three cases, there were 404 regions in the parameter space where neither the threat nor metapopulation could persist 405 because extinction exceeded colonization (shaded light grey). For the generalist and specialist 406 threat, there were also combinations of parameters where the susceptible species could 407 persist, but the threat could not (shaded dark grey), in which case it was always optimal to 408 increase colonization. For each type of threat, the threshold between white and black shading 409 indicates when it is best to switch between increasing and decreasing colonization. For the 410 abiotic threat, there was only a small region in the parameter space where it was optimal to 411 increase colonization (shaded white), which occurred in this instance when colonization was 412 between approximately 0.1 and 0.5 (Figure 4a ). It was best to decrease colonization when it 413 decrease colonization was relatively insensitive to the dependencies between the extinction 415 rate and colonization, but depended on the value of model parameters such as the extinction 416 rate e h . For the generalist and specialist cases, whether to increase colonization was relatively 417 sensitive to alternative dependencies. It became more desirable to increase colonization as the 418 response of the threat-dependent variable c p became more convex in shape (Figure 4b,c) . 419
There are regions in the parameter space where it was best to decrease colonization of a 420 species susceptible to a generalist threat, but best to increase colonization if exposed to a 421 specialist threat. Thus, knowledge of the types of biotic threat acting on a metapopulation can 422 influence management decisions. metapopulation. In this study, we argue that the response of a threat to changes in 432 colonization may not be straightforward; but instead may take the form of more complex 433 non-linear relationships. It is well-recognized that components of ecological systems may not 434 change in constant proportion to ecosystem change (Didham et al., 2007) . By incorporating a 435 non-linear response of the colonization-dependent threat parameter, we highlight the 436 importance of these complexities to decision-making. Furthermore, we found the tipping 437 point that determined when managers should seek to increase metapopulation colonization 438 while explicitly accounting for such dependencies. The generality of our method means that it 439 can be applied to a broad range of threats that impact on the extinction rate of a 440 metapopulation, including predators, disease, pathogens or landscape-level processes such as 441 fire, flood and drought, all of which will be influenced by colonization to different degrees. 442
We did not seek to parameterize our models for specific metapopulations; rather our aim was 443 to illustrate the sensitivity of management decisions across a range of alternative 444 dependencies between threats and metapopulations. Our study demonstrates that the stable 445 colonization-dependent threat variable. Therefore, decisions regarding whether or not to 447 increase colonization depend not only on the type of threat acting on a metapopulation but 448 also on how this variable responds to changes in colonization. This result adds an additional 449 layer of complexity to decision-making. Generally, it was best to decrease colonization when 450 the derivative dy p /dc h was large, and to increase metapopulation colonization when dy p /dc h 451 was small. As an example, if we consider a threatened frog metapopulation susceptible to 452
Chytrid fungus, we should not increase colonization if the reservoir hosts carrying the 453 pathogen increase their movement greatly relative to the threatened frog species. While this 454 result may seem obvious, the relative response of alternative species to increased colonization 455 is yet to be explicitly modeled in landscape-colonization studies. Thus, ignorance of the way 456 in which a threat might respond to colonization may result in sub-optimal management 457 decisions. alternative models to describe these relationships, such as a logistic -466 complex functions. In fact, the type of threat might determine to some extent on the response 467 of the dependency. A specialist pathogen or disease will always increase colonization at the 468 same rate as the host because they are dependent on one another. However, the relationship 469 between a predator and prey may be less clear; a given landscape could be perceived 470 simultaneously as both connected and disconnected by two species that differ in biology or 471 dispersal characteristics. It is possible that the colonization rate of a predator might respond 472 only after colonization of prey exceeds a certain threshold or tipping point. Alternatively, 473 constructing wildlife corridors to assist dispersal of a prey species might have little effect on 474 the colonization rate of that species, but have considerable influence on the colonization rate 475 of the predator. 476
The response of the colonization-dependent threat variable must be specified to use our 477 method. Therefore, an important question is: will we ever know how a threat responds to 478 Fifthly, our method applies to instances when a generalist and specialist threat co-exist. 507
Under conditions in which a threat cannot persist, it will always be optimal to increase 508 colonization up until the threshold where the threat can also survive. Finally, we assumed that 509 the susceptible species did not become immune to a disease/pathogen or learn to avoid 510 predators over time. While these aspects are important considerations in future work, 511 the generality of the results. 513
Our model was different to previous studies that have examined the impact of increased 514 colonization on metapopulation persistence because we modeled threat-metapopulation 515 dynamics as a predator-prey system rather than using SI and SIR models (Gog et al., 2002; 516 Harding et al., 2012; Hess, 1996; McCallum and Dobson, 2002; Park, 2012 ). In the model 517 developed by Hess (1996) , the effect of a pathogen on a host depends on the probability of a 518 susceptible patch being infected. Our model assumes that this probability is one; that is, a 519 threat will always affect a metapopulation if present in the same patch. While this is a 520 simplification, our method requires fewer parameters than SIR models, making it easier to 521 generalize our results into rules of thumb. Secondly, in host-pathogen systems, the equation 522 describing the dynamics of the infected patches has a term describing the transition of 523 susceptible to infected patches. Our model was not equivalent because susceptible species 524
could not become predators. Thus, we did not model the transition of infected states within a 525 metapopulation, but rather the consequences of infection on extinction directly. The benefit 526 of our method is that it can be generalized to different types of threats -such as predators, 527 disease, pathogens or landscape-level abiotic processes -rather than being specific to host-528 pathogen systems. 529
Conclusion 530
Our study presents a method to optimize colonization in order to maximize the equilibrium 531 proportion of patches occupied by a metapopulation while accounting for non-linear 532 dependencies between threats. By analyzing the stationary solutions of a metapopulation, we 533 demonstrate that ignoring how a threat responds to increased colonization can result in sub-534 optimal management decisions. Alternative interactions between dependent variables 535 associated with the threat and colonization can either improve or reduce persistence of a 536 susceptible metapopulation, resulting in very different management decisions. Thus, before 537 managing colonization, managers must understand; 1) if the metapopulation is exposed to 538 threats; 2) the type of threat acting on the metapopulation; 3) which variable associated with 539 the threat might depend on colonization; and 4) the likely response of the dependent variable 540 to changes in colonization. We show that outcomes of increasing colonization rely on 541 interactions between metapopulations, biotic threats and landscape level processes, 542 demonstrating the importance of these interactions for conservation planning decisions. is the extinction rate of the metapopulation due to the threat e k . In the biotic cases (generalist and specialist threats), the colonization-dependent threat parameter y p is the colonization rate of the threat c p . 
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