Introduction
It is well-known that sums and products of holomorphic functions are holomorphic, and the holomorphic functions on a complex manifold form a commutative algebra over C . The study of complex manifolds using algebras of holomorphic functions upon them is called complex algebraic geometry.
The purpose of this paper is to develop an analogue of complex algebraic geometry, in which the complex numbers C are replaced by the quaternions H . The natural quaternionic analogue of a complex manifold is called a hypercomplex manifold. A class of H -valued functions on hypercomplex manifolds will be defined, called q-holomorphic functions, that are analogues of holomorphic functions on complex manifolds. Now, the set of holomorphic functions on a complex manifold is a commutative algebra over C . Therefore one asks: does the set of q-holomorphic functions on a hypercomplex manifold have an analogous algebraic structure, and if so, what is it ? We shall show that the q-holomorphic functions on a (noncompact) hypercomplex manifold do indeed possess a rich algebraic structure. To describe it, we shall introduce a theory of quaternionic algebra, which is a quaternionic analogue of real linear algebra. This theory is built on three building blocks: AH-modules, the analogues of vector spaces, AH-morphisms, the analogues of linear maps, and the quaternionic tensor product, the analogue of tensor product of real vector spaces.
As far as the author can tell, these ideas seem to be new. They enable us to construct algebraic structures over H as though H were a commutative field. Quaternionic algebra describes the algebraic structure of hypercomplex manifolds in a remarkable way, and it seems to be the natural language of hypercomplex algebraic geometry, the algebraic geometry of hypercomplex manifolds.
We believe that quaternionic algebra is worth studying for its own sake. It has many similarities with linear algebra over R or C , which is why the analogies between complex and quaternionic theories work so well, but there are also deep differences, which give quaternionic algebra a flavour all of its own.
Quillen [12] has given a sheaf-theoretic interpretation of the ideas of quaternionic algebra, based on a previous version of this paper. He finds a contravariant equivalence between a class of AH-modules and regular sheaves on a real form of CP 
AH-modules
The quaternions H are H = {r 0 + r 1 i 1 + r 2 i 2 + r 3 i 3 : r 0 , . . . , r 3 ∈ R}, and quaternion multiplication is given by The quaternions are an associative, noncommutative algebra. If q = r 0 + r 1 i 1 + r 2 i 2 + r 3 i 3 then we define the conjugate q of q by q = r 0 − r 1 i 1 − r 2 i 2 − r 3 i 3 . Then (pq) = q p for p, q ∈ H. The imaginary quaternions are I = i 1 , i 2 , i 3 .
Definition 2.1
The following notation will be used throughout the paper. If V is a vector space, then V
Hypercomplex manifolds and q-holomorphic functions
Let M be a manifold of dimension 2n. A complex structure I on M is a smooth tensor I . If M has a hypercomplex structure, it is called a hypercomplex manifold. Since I 1 , I 2 , I 3 satisfy the quaternion relations (2.1), each tangent space T m M is an H -module isomorphic to H n . For more information about hypercomplex manifolds, see for instance [13, p. 137-9] , [7] and [8] .
Now let M be a hypercomplex manifold, and f : M → H a smooth function. Then f = f 0 + f 1 i 1 + f 2 i 2 + f 3 i 3 , where f 0 , . . . , f 3 We define a q-holomorphic function on M to be a smooth function f : M → H for which D(f ) = 0. Equation (3. 3) is the natural quaternionic analogue of the Cauchy-Riemann equation (3.2). Q-holomorphic functions on H were studied, a long time ago, by Fueter and his collaborators. In 1935, Fueter defined q-holomorphic functions on H , which he called 'regular functions', and went on to develop the theory of quaternionic analysis, by analogy with complex analysis. This theory included analogues of Cauchy's Theorem, Cauchy's integral formula, the Laurent expansion, and so on. However, as far as the author knows, Fueter and his school did not discover the quaternionic tensor product or the theory of multiplying q-holomorphic functions that will be explained in this paper. Accounts of the theory, with references, are given by Sudbery [14] and Deavours [4] .
Next we will show that the q-holomorphic functions on a hypercomplex manifold form an AH-module, in the sense of Definition 2.2. is also a complex structure on M , so that there is a family of complex structures on M parametrized by the 2-sphere S 2 , which should be regarded as the unit sphere in I. Let Σ 3 j=1 a 2 j = 1, so that I = Σ j a j I j is a complex structure on M , and let i = Σ j a j i j ∈ I. Then i 2 = −1 ∈ H, and 1, i is a subalgebra of H isomorphic to C . Let f 0 , f 1 be real functions on M , and suppose that f 0 + f 1 i is a holomorphic function on M with respect to I. Then df 0 + I(df 1 ) = 0 on M by (3.2). Substituting I = Σ j a j I j , we see that 5) and from (3.3) we see that f 0 + f 1 i is a q-holomorphic function on M .
Thus, any C -valued function on M that is holomorphic with respect to one of the S Secondly, the product of two holomorphic functions is holomorphic. Therefore, it is possible in some circumstances to take two q-holomorphic functions on a hypercomplex manifold, multiply them together, and get a third q-holomorphic function. So, we expect some sort of multiplicative structure on A M , the AH-module of q-holomorphic functions on M . However, in general the product of two q-holomorphic functions is not q-holomorphic. Thus, A M is not an algebra in the simple, obvious sense. We shall explain in the next two sections how to describe the multiplicative structure on A M . Now we define some special AH-modules X q .
Definition 3.2 Let q ∈ I be nonzero. Define an AH-module X q by X q = H, and X q = {p ∈ H : pq = −qp}. It is easy to show that X q ⊂ I and dim
We can use these AH-modules to characterize the holomorphic functions in the set of q-holomorphic functions. Proof. Suppose for simplicity that i = i 1 and I = I 1 . The proof for general i ∈ I works the same way. As f is holomorphic w.r.t.
where f 0 and f 1 are real functions. Thus, φ f (i 2 ) takes values in I and so
As φ(i 2 ) ∈ A M , it takes values in I, and so f 2 = 0. Similarly, φ(i 3 ) takes values in I, and f 3 = 0. Thus φ(1) = f 0 + f 1 i 1 , and so D(φ(1)) = 0 implies that df 0 + I 1 df 1 = 0. Therefore φ(1) takes values in 1, i 1 , and is holomorphic w.r.t. I 1 .
Quaternionic tensor products
In this section we will define the quaternionic tensor product of two AH-modules U and V , which is an AH-module U ⊗ H V . This is the key algebraic idea of this paper. In the analogy between quaternionic algebra and real algebra, AH-modules correspond to vector spaces, and the quaternionic tensor product corresponds to the tensor product of vector spaces. The definition of the quaternionic tensor product is strange and difficult, and it is not obvious at first sight why it is a good analogue of the tensor product. This should become much clearer later on.
, so that u = 0 as U is an AH-module. Thus ι U is injective, and
Thus the AH-module (U, U ) is determined by the H -submodule ι U (U ). Now we define the quaternionic tensor product. Here is the definition of the tensor product of two AH-morphisms. 
, by definition. Taking the duals gives maps (φ
. Combining these, we have a map
This is the quaternionic tensor product of φ and ψ. Now, if U, V are AH-modules and u ∈ U , v ∈ V , there is in general no element 'u ⊗ H v' in U ⊗ H V that is the product of u and v. This is a fundamental difference between the real and quaternionic tensor products, that makes the interpretation of U ⊗ H V more difficult. However, for some special elements u ∈ U, v ∈ V it is possible to define an element u ⊗ H v ∈ U ⊗ H V . This is shown in the following Lemma, which is trivial to prove. Lemma 4.6 Let U, V be AH-modules, and let u ∈ U and v ∈ V be nonzero. Suppose that
H-algebras and hypercomplex manifolds
In this section we will define the quaternionic version of a commutative algebra, which we shall call an H-algebra. Then we will show that the q-holomorphic functions on a hypercomplex manifold form an H-algebra. Here is the usual definition of a commutative algebra over R .
Axiom A1. (i)
A is a real vector space.
(ii) There is a bilinear map µ :
Now this axiom is not in a suitable form to translate into quaternionic language. The definition involves bilinear maps, and conditions (iii)-(v) are written in terms of elements a, b, c of A. The things we understand how to translate are tensor products and linear maps. Therefore, we rewrite the axiom in the following equivalent form, replacing bilinear maps by linear maps on a tensor product, and using linear maps rather than elements of A in conditions (iii) and (iv). Now, we make a quaternionic version of Axiom A2 by replacing vector spaces by AHmodules, linear maps by AH-morphisms, and tensor products by quaternionic tensor products. Define an H-algebra (short for Hamilton algebra) to satisfy the following axiom.
Axiom H. (i)
A is an AH-module.
(ii) There is an AH-morphism µ :
Here is an example.
Example 5.1 Let U be an AH-module, and define
H U = H, and define 1 ∈ A to be 1 ∈ S 0 H U . These make A into an H-algebra, the free H-algebra generated by U .
In the next few results we will prove that if M is a hypercomplex manifold, then the AHmodule A M of q-holomorphic functions on M is an H-algebra. If M and N are hypercomplex manifolds, then M × N is also a hypercomplex manifold. We shall show that q-holomorphic functions on M, N and M × N are related by the quaternionic tensor product ⊗ H .
Proposition 5.2 Let M and N be hypercomplex manifolds. Then there exists a canonical, injective AH-morphism
As each F is made from a finite number of smooth functions on M, N (see below), we see that F is smooth. Also, for each n ∈ N , the map m → F (m, n) lies in A M . Thus F is q-holomorphic in the 'M ' directions. Similarly, F is q-holomorphic in the 'N ' directions, so F is q-holomorphic on M × N , and Note that if U, V are real infinite-dimensional vector spaces, then there are several ways to define the tensor product U ⊗ V , which can give different answers. In this paper we use the convention that every element of The following Lemma is trivial, and the proof will be omitted.
Lemma 5.3 Suppose M is a hypercomplex manifold, and N is a hypercomplex submanifold of
Let M be a hypercomplex manifold. Our goal is to make A M into an H-algebra. First we can define the multiplication map µ on A M .
Definition 5.4 Let M be a hypercomplex manifold. Proposition 5.2 gives an AH-morphism
Here is the main result of this section. Proof. We must show that Axiom H is satisfied. Part (i) holds by Definition 3.1, and parts (ii) and (v) are trivial. For part (iii), observe that the permutation map
Since the diagonal submanifold is invariant under this, it follows that µ is invariant under permutation, and so Λ
, proving part (iv). Thus all of Axiom H applies, and A M is an H-algebra. Theorem 5.5 is an important part of the analogy we are building between real or complex algebra and geometry, and quaternionic algebra and geometry. We know that the holomorphic functions on a complex manifold form a commutative algebra over C , and this Theorem shows that the q-holomorphic functions on a hypercomplex manifold form an H-algebra, which is the analogue over H of a commutative algebra.
Next we consider the question: given an H-algebra, can we reconstruct a hypercomplex manifold from it? Let M be hypercomplex and m ∈ M . Then θ m ∈ A † M , so that θ m : A M → H is an AH-morphism. But H itself is an H-algebra, and θ m is actually an H-algebra morphism, in the sense of the following definition: Definition 5.6 Let A, B be H-algebras, and let φ : A → B be an AH-morphism. Write 1 A , 1 B for the identities and µ A , µ B for the multiplication maps in A, B respectively. We say φ is an
It is easy to see that in Lemma 5.3, the AH-morphism ρ is actually an H-algebra morphism. In the special case that N is the single point m ∈ M , which is trivially a hypercomplex manifold of dimension zero, A N is H and ρ : A M → H is just θ m . This suggests a way to recover the hypercomplex manifold M from the H-algebra A M .
Let A be an H-algebra, and define the quaternionic variety M A to be the set of H-algebra morphisms θ : A → H. In particularly good cases, M A is a manifold, with a unique hypercomplex structure determined by A, and A is an H-subalgebra of A M A . However, the general situation is more complex, as M A may be singular, or may carry a different geometric structure. The study of H-algebras A and their quaternionic varieties M A appears to be an interesting new field, which could be called hypercomplex algebraic geometry.
Hyperkähler manifolds and HP-algebras
A metric g on a complex manifold M is called Kähler if
where ∇ is the Levi-Civita connection of g, and I is the complex structure. The 2-form ω ac = I c a g bc is a closed (1,1)-form on M called the Kähler form. The Kähler form ω is a symplectic form on M , so that M is a symplectic manifold. Let M be a symplectic manifold, and P the algebra of smooth real functions on M . Then the symplectic structure on M induces a bilinear map { , } : P × P → P called the Poisson bracket. The algebra structure on P together with the Poisson bracket { , } make P into a Poisson algebra. Poisson algebras are studied in [2] .
A hyperkähler structure on M is a quadruple (I 1 , I 2 , I 3 , g), where (I 1 , I 2 , I 3 ) is a hypercomplex structure, and g is a riemannian metric that is Kähler with respect to each of I 1 , I 2 and I 3 .
If M has a hyperkähler structure, it is called a hyperkähler manifold. A hyperkähler manifold has three Kähler forms ω 1 , ω 2 , ω 3 . Hyperkähler manifolds are the natural analogue over H of Kähler manifolds. For more information on hyperkähler manifolds, see [13, p. 114-123] , [6] , [10] and [11] . If M is a hyperkähler manifold, then the Kähler forms ω 1 , ω 2 and ω 3 make M into a symplectic manifold in three different ways, and therefore induce three different Poisson brackets { , } 1 , { , } 2 and { , } 3 on the algebra P of smooth real functions on M . Now the previous section showed how to associate an H-algebra A M with each hypercomplex manifold M , so that the geometry of the hypercomplex structure of M is reflected in the algebraic structure of A M . A hyperkähler structure is a hypercomplex structure with some extra data, the metric g. It is natural to hope that the metric g on a hyperkähler manifold M might be encoded in some additional algebraic information on the H-algebra A M . One obvious possibility is that A M might carry some sort of quaternionic analogue of a Poisson bracket.
We shall see in this section that this is indeed true: an algebraic structure ξ can be constructed on A M analogous to a Poisson bracket, which makes A M into an HP-algebra, the quaternionic analogue of a Poisson algebra. To save space, and because we have wandered from the main subject of the paper, we will omit all proofs in this section. The proofs are elementary tensor calculations and fairly dull, and we leave them as an exercise for the reader.
We start by defining a special AH-module Y .
. Thus dim Y = 4j and dim Y = 2j + r, where j = 2 and r = 1. Define
Now, define an HP-algebra, or Hamilton-Poisson algebra A to satisfy Axiom H of §5 and Axioms L and P below. In Axiom L, we suppose A is an AH-module, and in Axiom P we suppose A is an H-algebra.
Axiom L. (i) There is an AH-morphism
Poisson bracket, where Y is the AH-module of Definition 6.1.
. This is the Jacobi identity for ξ.
Here is some motivation for these definitions. An HP-algebra is intended to be the quaternionic analogue of a Poisson algebra. Now a Poisson algebra P is a commutative algebra, so its quaternionic analogue should be an H-algebra, and satisfy Axiom H. Also, a Poisson algebra has a Poisson bracket, an antisymmetric bilinear map { , } : P × P → P . As with the multiplication map in §5, it is convenient to rewrite this as a linear map ξ : P ⊗ P → P . A Poisson bracket must satisfy two important conditions. Firstly, it should satisfy the Jacobi identity, which makes into a Lie bracket on P . Axiom L above gives the quaternionic analogue of the definition of a Lie bracket. Secondly, the Poisson bracket and the algebra structure of P must be compatible with each other in two ways: they must satisfy {1, a} = 0 for all a ∈ P , and also {ab, c} = a{b, c} + b{a, c} for all a, b, c ∈ P . This is called the derivation property. The quaternionic analogues of these conditions are given in Axiom P.
The least obvious thing about these definitions, is the use of the AH-module Y As an example we will now construct an HP-algebra F g from a Lie algebra g. This will be useful in § §11 and 12.
Example 6.2 Let g be a Lie algebra, and let F g be the free H-algebra F g⊗Y defined in Example 5.1, generated by the AH-module g ⊗ Y , where Y is the AH-module defined above. We will explain how to define an AH-morphism ξ :
into an HP-algebra. Now Y is a stable AH-module in the sense of §8, and using Theorem 9.1 and Proposition 9.6 of §9, it is easy to show that 
g to be the composition of maps
where
g are the natural inclusions, and
g is the symmetrization map. Define an AH-morphism
It can be shown that F g and ξ satisfy Axioms L and P above, so that F g is an HP-algebra. Here the Jacobi identity L(iii) for F g follows from the Jacobi identity satisfied by the Lie bracket λ of the Lie algebra g.
Next we will explain, without proofs, how to define the quaternionic Poisson bracket ξ on the H-algebra A M of a hyperkähler manifold.
, using the superscripts Here are some properties of Θ.
Proposition 6.4 This map satisfies
Now we can define the map ξ. 
Here is the main result of this section. As with H-algebras and hypercomplex manifolds, given an HP-algebra A, in particularly good cases one can reconstruct a hyperkähler manifold M from A, with its full hyperkähler structure, such that A is an HP-subalgebra of A M . Thus, hyperkähler manifolds may be constructed and studied using algebraic methods. We shall return to this idea in §12.
Theorem 6.6 This ξ maps
A M ⊗ H A M to A M ⊗ H Y .
Differences between real and quaternionic algebra
The philosophy of this paper is that much algebra over R or C also works over H , when we replace vector spaces by AH-modules, and so on. However, quaternionic algebra also has properties rather unlike real or complex algebra, which come from the noncommutativity of the quaternions. In this section we discuss the differences between the theories, illustrating them by a series of examples.
Example 7.1 Let U, V be nonzero H -modules, and let
Choosing p and q such that p q = q p, we see that x · (α ⊗ β) = 0. Thus x = 0, as this holds for all α, β. Therefore U ⊗ H V = {0}, even though U, V are nonzero.
Example 7.2 Let p, q ∈ I be nonzero, and let X p , X q be the AH-modules defined in Definition 3.2. It is easy to show that X p ⊗ H X q = {0} if p, q are not proportional, and X p ⊗ H X q ∼ = X p if p, q are proportional. More generally, suppose U, V are AH-modules, with dim U = 4k, dim V = 4l. It is easy to prove that dim(U ⊗ H V ) = 4n, where 0 ≤ n ≤ kl. However, this example shows that n can vary discontinuously under smooth variations of U , V .
These examples show that if U and V are nonzero AH-modules, then U ⊗ H V may be zero, and also dim(U ⊗ H V ) is not well-behaved, both of which contrast with real tensor products. However, in the next two sections we will study a subclass of AH-modules called stable AHmodules. If U and V are nonzero stable AH-modules, then U ⊗ H V is nonzero, and dim(U ⊗ H V ) is given by a simple formula.
Let U be an AH-module with dim U = 4k. The condition in Definition 2.2 implies that dim(U † ) ≥ k. But dim(U ) + dim(U † ) = 4k, so dim(U ) ≤ 3k. Example 7.1 illustrates the general principle that if dim(U ) is small, then quaternionic tensor products involving U tend to be small or zero. A good rule is that the most interesting AH-modules U are those in the range 2k ≤ dim(U ) ≤ 3k.
Here is another example.
Example 7.3 Define AH-modules U, V by
Define an AH-morphism φ : U → V by φ (p, q) = q. A short calculation shows that U ⊗ H V and V ⊗ H V are both AH-isomorphic to V , but that φ ⊗ H id :
In this example, φ : U → V and id : V → V are both surjective, and also φ :
may not be surjective. In algebraic language, this means that the quaternionic tensor product ⊗ H is not right-exact. However, stable AH-modules do satisfy a form of right-exactness, which we will not explore in this paper. The next Lemma shows that ⊗ H is left-exact.
Lemma 7.4 Suppose that φ : U → W and ψ
: V → X are injective AH-morphisms. Then φ ⊗ H ψ : U ⊗ H V → W ⊗ H X is an injective AH-morphism.
Proof. Consider the map id ⊗(φ
× ) * ⊗ (ψ × ) *
of (4.4). Clearly this maps ι
. As ι U (U ) ∼ = U and ι W (W ) ∼ = W and the map φ : U → W is injective, we see that the kernel of id ⊗(φ 
Stable and semistable AH-modules
Now two special sorts of AH-modules will be defined, called stable and semistable AH-modules. Our aim in this paper has been to develop a strong analogy between the theories of AH-modules and vector spaces over a field. For stable AH-modules it turns out that this analogy is more complete than in the general case, because various important properties of the vector space theory hold for stable but not for general AH-modules. Therefore, in applications of the theory it will often be useful to restrict to stable AH-modules, to exploit their better behaviour. We begin with a definition.
Definition 8.1
We say that a finite-dimensional AH-module U is semistable if it is generated over H by the subspaces U ∩ q U for nonzero q ∈ I.
Let V be an AH-module, and define U to be the AH-submodule of V generated over H by the subspaces V ∩ q V for nonzero q ∈ I. Then U is semistable, and contains all semistable AH-submodules of V . We call U the maximal semistable AH-submodule of V .
Lemma 8.2
Suppose that U is semistable, with dim U = 4j and dim U = 2j + r, for integers j, r. Then U + q U = U for generic q ∈ I. Thus r ≥ 0.
Proof. By definition, U is generated over H by the subspaces U ∩ q U . So suppose U is generated over H by U ∩ q i U for i = 1, . . . , k, where 0 = q i ∈ I. Let q ∈ I, and suppose thati = q i q for i = 1, . . . , k. This is true for generic q.
as we have to prove. Now dim U = 4j and dim U = 2j + r, so 4j + 2r ≥ 4j as U = U + q U , and therefore r ≥ 0.
Next we define stable AH-modules.
Definition 8.3
Let U be a finite-dimensional AH-module. We say that U is a stable AH-
The point of this definition will become clear soon. Now let q ∈ I be nonzero. In §3 we defined an AH-module X q by X q = H, and X q = {p ∈ H : pq = −qp}. The following properties of X q are easy to prove.
• X q ⊂ I and dim X q = dim X † q = 2.
• X q is semistable, but not stable.
• There is a canonical AH-isomorphism X q ⊗ H X q ∼ = X q .
• Let χ q : X q → H be the identity map on H . Then χ q is an AH-morphism. Hence, if U is an AH-module, then id
• Let U be an AH-module with dim U = 4j and dim U = 2j + r. Let q ∈ I be nonzero. Now 1, q is a subalgebra of H isomorphic to C, which acts on U ∩ q U . Therefore U ∩ q U is isomorphic to C n , say, and dim(U ∩ q U ) = 2n is even.
• As dim(U + q U ) = 4j + 2r − 2n and U + q U ⊂ U , we have 4j + 2r − 2n ≤ 4j, so n ≥ r. Moreover n = r if and only if U + q U = U .
• It can be shown that U ⊗ H X q ∼ = nX q , as there is an isomorphism (U ⊗ H X q ) ∼ = U ∩ q U .
• Therefore, if U is an AH-module with dim U = 4j and dim U = 2j + r, and q ∈ I is nonzero, then U ⊗ H X q ∼ = nX q with n ≥ r.
Also, U is stable if and only if U ⊗ H X q ∼ = rX q for all nonzero q ∈ I.
Lemma 8.4 Let V be a semistable AH-module with dim V = 4k and dim V = 2k + r. Let U be the AH-submodule of V generated over H by the subsets V ∩ q V for those nonzero q ∈ I with V ⊗ H X q ∼ = rX q . Then U is a stable AH-submodule.
Proof. Clearly U is semistable, by definition. As V is semistable, V ⊗ H X q ∼ = rX q for generic q ∈ I. But it is easily seen that if
, as U is semistable and U ⊗ H X q ∼ = rX q for generic q ∈ I, and so dim U † = 2j−r. Suppose for a contradiction that p ∈ I is nonzero, and
and u ∈ U , where Re(pα(u)) is the real part of pα(u) ∈ H.
Let α ∈ U † and y ∈ Y . Then y ∈ p U , so α(py) = pα(y) ∈ I, and φ(α)y = 0. Thus φ(α) vanishes on Y , and
Let q ∈ I satisfy pq = qp, and suppose u ∈ U ∩q U . Then α(u) ∈ I∩p I and α(u) ∈ q I∩qp I, so α(u) = 0 and u ∈ Ker α. But U is generated over H by subspaces U ∩ q U , so U ⊂ Ker α, a contradiction as α = 0. Therefore there exists no p ∈ I with U ⊗ H X p = nX p with n > r, and U is stable. Definition 8.5 Let V be a finite-dimensional, semistable AH-module, and let U be the AH-submodule of V generated over H by the subspaces V ∩ q V for those q ∈ I for which V + q V = V . By Lemma 8.4, U is stable, and it is easy to show that U contains all stable AH-submodules of V . We call U the maximal stable AH-submodule of V .
Here are two results relating stable and semistable AH-modules. Proof. Let V be a stable AH-module with dim V = 4k and dim V = 2k + r. Let U be the maximal semistable AH-submodule of V . We will prove that U = V , so V is semistable. Let dim U = 4j, and let l = k − j. We must show l = 0. As U contains each subspace V ∩ q V , we see that U ⊗ H X q = V ⊗ H X q ∼ = rX q for all nonzero q ∈ I, so dim U = 2j + r using Lemma 8.2.
Let W = V /U and W = (V + U )/U ∼ = V /U . Then W is an H -module with dim W = 4l, and W a real subspace with dim W = 2l. Although (W, W ) need not be an AH-module, this does not matter. 
the maximal stable AH-module of V . Then dim U = 4j and dim U = 2j + r. Let l = k − j. Now V is semistable, which means that it is generated over H by V ∩ qV for nonzero q ∈ I.
Therefore we may choose nonzero q 1 , . . . , q l ∈ I and v 1 , . . . , v l with v j ∈ V ∩ q j V , such that V is generated over H by U and v 1 , . . . , v l . But U and v 1 , . . . , v l are linearly independent over H . Counting dimensions, we see that 
Proof. Let G be the Grassmannian of real (2j + r)-planes in
. This fails for a subset of G of codimension 4(j − r + 1), so for generic U ∈ G, (U, U ) is an AH-module. If r = 0, it can be shown that for U outside a subset of G of codimension 2, (U,
. . , q j in I pairwise linearly independent. As X q i is semistable, (U, U ) is semistable for generic U . Now suppose r > 0, and let 0 = q ∈ I. Then the condition U + q U = U fails for a subset of G of codimension 2r + 2. For (U, U ) to be stable, this condition must hold for q ∈ S 2 , the unit sphere in I. Thus (U, U ) is stable outside a subset of G of codimension 2r, so generic AH-modules are stable, and hence also semistable by Theorem 8.6.
Quaternionic tensor products of stable AH-modules
Here is the main result of this section. Theorem 9.1 Let U and V be stable AH-modules with dim U = 4j, dim U = 2j + r, dim V = 4k, and dim V = 2k + s.
(9.1)
where l = js + rk − rs and t = rs.
(These were defined in §4.) Define C to be the real vector subspace
Then B is a real subspace of D, but not necessarily an H -submodule. It is easy to see that Proof. Suppose that W is an AH-module, and φ : W → V is an AH-morphism. Then φ
In this case W ∼ = sX q . The argument above shows that K U,X q = {0} if and only if dim(U ⊗ H X q ) = 4r. But this holds automatically, as U is stable. Thus K U,Xq = {0}, and
. Now V is semistable, by Theorem 8.6. Therefore V is generated by submodules φ(W ) of the above type, and the intersection of the subspaces Ker φ
, which completes the Lemma.
Next we shall study the intersection A ∩ B. Let x ∈ ι U (U ) and y ∈ ι V (V ). Then x = Σ e p e ⊗α e , where p e ∈ H and α e ∈ (U † ) *
From x ∈ ι U (U ) and y ∈ ι V (V ) we have manufactured an element z ∈ A ∩ B. It is easy to see that this construction is bilinear in x, y, and that the set of such z is a vector subspace of
Combining these facts, the equation dim(U ⊗ H V ) = 4l and the inequality dim(U ⊗ H V ) ≥ 2l+t, we see that dim(U ⊗ H V ) = 2l+t, as we have to prove, and that (U ⊗ H V ) +q (U ⊗ H V ) = U ⊗ H V . As this holds for all nonzero q ∈ I, by definition U ⊗ H V is stable. This completes the proof of Theorem 9.1. Thus both stable and semistable AH-modules form subcategories of the tensor category of AH-modules, which are closed under the operations of connected sum and quaternionic tensor product. This is a useful feature, as in mathematical applications we can choose to restrict our attention to stable or semistable AH-modules, which have better properties than general AH-modules. The next Corollary is easy to prove.
Corollary 9.4
The dimension formulae in Theorem 9.1 also hold if U is stable but V is only semistable. Now we will define the virtual dimension of an AH-module.
Definition 9.5 Let U be a stable AH-module, with dim U = 4j and dim U = 2j + r. Define the virtual dimension of U to be r. If V is a finite-dimensional AH-module, let U be its maximal stable AH-submodule, and define the virtual dimension of V to be the virtual dimension of U . Theorem 9.1 shows that the virtual dimension of U ⊗ H V is the product of the virtual dimensions of U and V . Thus the virtual dimension is a good analogue of the dimension of a vector space, as it multiplies under ⊗ H . Note also in Theorem 9.1 that (j − r)/r + (k − s)/s = (l − t)/t, so that the nonnegative function U → (j − r)/r behaves additively under ⊗ H .
We leave the proof of the next Proposition to the reader, as a (difficult) exercise.
Example 10.1 First we shall determine the AH-module U of all linear q-holomorphic functions on H . Let q 0 , . . . , q 3 ∈ H, and define u = q 0 x 0 + · · · + q 3 x 3 as an H -valued function on H . A calculation using (10. : q j ∈ I for j = 1, 2, 3 and
(10.2)
, and dim U = 4j, dim U = 2j + r with j = 3 and r = 2, so the virtual dimension of U is 2. This is because H ∼ = C 2 , so the complex dimension of H is 2. It is easy to see that U is a stable AH-module. 
is symmetric in the k factors of U , so it makes sense to restrict to S k H U . This gives an AH-morphism µ
. It is easily seen that µ , important in quaternionic analysis, that gives insight into their algebraic structure and dimension.
Example 10.3 Let P be the set of q-holomorphic polynomials on
, by definition of U (j) . Also, P is clearly an H-subalgebra of A H , the H-algebra of q-holomorphic functions on H . Since
It is easy to prove that P and F U are isomorphic as H-algebras. The full H-algebra A H of q-holomorphic functions on H is obtained by completing P , by adding in convergent power series. In the same way, the H-algebra of q-holomorphic polynomials on H n is F nU , the free H-algebra generated by n copies of U . Now H is a hyperkähler manifold, so by Theorem 6.6, A H is an HP-algebra. We will define an HP-algebra structure on P . . From the definition of ξ, we see that ξ is bilinear in the first derivatives of the two factors. The first derivatives of polynomials of degree j, k are polynomials of degree j − 1, k − 1 respectively. Thus, ξ must send U
to homogeneous polynomials of degree j + k − 2, and so ξ maps ξ :
⊗ H Y . This implies that ξ maps ξ : P ⊗ H P → P ⊗ H Y , and so P is an HP-subalgebra of A H .
In particular, consider ξ :
Since ξ is antisymmetric, we may restrict to Λ 2 H U . Now U is stable and has j = 3, r = 2, so by Proposition 9.6, we have dim Λ dim(Λ 2 H U ) = 5. But these are the same dimensions as those of the AH-module Y of Definition 6.1. In fact there is a natural isomorphism Λ
⊗ H Y . This defines ξ on a generating subspace U (1) for P . Using Axiom P of §6, we may extend ξ uniquely to all of P , because the action of ξ on the generators determines the whole action. This describes the HP-algebra structure of P . (M ) = 0 and G is compact or semisimple. In this section we consider two applications of moment maps. First we will use them to construct q-holomorphic functions on hyperkähler manifolds with symmetries. Secondly, we will show that under certain conditions the moment map determines the hyperkähler structure. 
These two facts together imply that y is q-holomorphic on M , so that is the HP-algebra F g . Now it can be proved that the H-algebra morphism Φ : F g → A M is actually an HP-algebra morphism. The Lie group G acts on g by the adjoint action, and this induces an action of G on F g . Also, the action ρ of G on M preserves the hyperkähler structure, and thus it induces an action of G on A M . So, F g and A M both come equipped with G-actions, which clearly preserve the HP-algebra structures. It is easy to see that the map Φ : Proof. We first explain how to recover the complex structure I 1 on M near p from the image F (M ). Consider the function f 2 + if 3 : M → g * ⊗ C. As df 2 | p ⊕ df 3 | p is injective, this function embeds a neighbourhood of p ∈ M in g * ⊗ C. Now since I 2 df 2 = I 3 df 3 , we have df 2 + I 1 df 3 = 0, and thus f 2 +if 3 is holomorphic with respect to I 1 . As f 2 +if 3 embeds M near p, we may regard f 2 + if 3 as a set of holomorphic coordinates w.r.t. I 1 , near p. But a holomorphic coordinate system determines the complex structure, and so I 1 is determined near p by F (M ), and in fact by its tangent bundle alone. , so if (a 1 , a 2 , a 3 ) is sufficiently close to (1, 0, 0) in R 3 , then the map j b j df j | p ⊕ j c j df j | p will be injective. Therefore by the same argument, if  (a 1 , a 2 , a 3 ) is close to (1, 0, 0) then we can recover the complex structure j a j I j from the image F (M ) near p. Thus the image F (M ) determines the complex structures I 1 , I 2 , I 3 near p. The metric g can also be recovered using similar techniques.
Classifying symmetric hyperkähler metrics
Suppose that M is a hyperkähler manifold with symmetry group G, and let Φ : F g → A M be the HP-algebra morphism defined in Proposition 11.3. If the symmetry group G is sufficiently big, in some suitable sense, then Φ contains a lot of information about M and its hyperkähler structure, and we can use it to study and even classify hyperkähler manifolds with large symmetry groups. In this section we will consider hyperkähler manifolds with symmetry groups satisfying the following condition. This condition can be interpreted as follows. Let I = a 1 I 1 +a 2 I 2 +a 3 I 3 , so that I is a complex structure on M . The condition says that for most p ∈ M , we have T p M = ρ(g)| p + I ρ(g)| p . This means that the complexification w.r.t. I of the action of G is transitive near p, so that M looks locally like an orbit of the complexified group G c . In particular, this is only possible if dim M ≤ 2 dim G, and Condition 12.1 should be interpreted as saying that the symmetry group G of M is 'sufficiently big'. contains a lot of information about the geometry of M , so much so that it is possible locallyCase (C): a ≥ b > c. Here M Φ carries one of the metrics found by Belinskii et al. [1] , which has a curvature singularity on the hypersurface r 3 = 0. Note that M Φ is nonsingular as a submanifold at this hypersurface, even though the hyperkähler structure is singular.
In principle we could follow the construction through to find an explicit algebraic formula for the metrics and complex structures. In the same way, given a semisimple Lie group G, one can use this method to construct and classify all hyperkähler manifolds M with dimension 2 dim g − 2 rank g and a G-action ρ satisfying Condition 12.1. Now Kronheimer [10] , [11] , Biquard [3] and Kovalev [9] have already constructed families of hyperkähler manifolds associated to Lie groups, from a completely different point of view. Let G be a compact Lie group with Lie algebra g, and let the complexification of G be G , and have hyperkähler metrics invariant under G. Kronheimer's construction worked only for certain special coadjoint orbits, and more general cases were handled by Biquard and Kovalev.
Although Kronheimer's metrics look very algebraic, their construction is in fact analytic, and the algebraic description of these metrics is not well understood. All the coadjoint orbit metrics found by Kronheimer, Biquard and Kovalev satisfy Condition 12.1. The manifolds found by Kronheimer [10] , [11] have dimension 2 dim g − 2 rank g, and so Corollary 12.6 applies to give an algebraic construction for Kronheimer's metrics. However, many of the examples of Kovalev and Biquard satisfy dim M < 2 dim g − 2 rank g, so Corollary 12.6 does not apply. They can be treated algebraically, but in a more complicated way.
In the case G = SO(3) of Example 12.7, case (A) gives the nilpotent orbit metric defined in [11] , and case (B) gives the metrics on G c /T c defined in [10] , where T is a maximal torus in G. However, the metrics of case (C) are not constructed by Kronheimer, Biquard or Kovalev. Thus, in general we expect that most of the metrics constructed by these algebraic methods will be new.
