In this study, the adaptive network-based fuzzy inference system (ANFIS) and artificial neural network (ANN) were employed to estimate the wind-and wave-induced coastal current velocities.
INTRODUCTION
Estimation of wave-and wind-induced coastal current velocities is one of the most important issues in the design of coastal and offshore structures. Coastal currents are usually divided into longshore and cross-shore currents. Field measurements by Yamashita et al. () for the JoeutsuOgata coast of the Japan Sea showed that the longshore currents are mostly produced by winds. They also showed that the cross-shore currents, i.e., reverse seaward-flowing rip currents, are mainly generated waves. Longshore currents are considerably dominant in the extended area of coasts, especially in offshore zones. By contrast, cross-shore currents are significantly generated by breaking waves in nearshore zones (Yasuda et al. ; Yamashita et al. ) . In other words, strong offshore-going currents are emerging with high waves inside surf zones. Outside surf zones, the generation of coastal currents is a function of wind conditions (Kato & Yamashita ) .
Thus far, numerous empirical formulas and numerical models have been presented to estimate the coastal current velocities. Empirical formulas are usually based on wave characteristics, water depth, and incident wave angle whereas wind characteristics such as wind speed and wind direction are neglected in these formulas (Horikawa ) .
In spite of their accuracy, numerical models are not economical for the basic design stage. On the one hand, the execution time significantly increases considering the interaction between wind and wave. On the other hand, the models need many input data such as friction coefficient, high-resolution bathymetry data of study areas, etc. (Kato & Yamashita , ) .
Data-driven approaches such as the adaptive networkbased fuzzy inference system (ANFIS) and the artificial neural network (ANN) can be used to deal with the drawbacks of empirical formulas and numerical models. The behavior of a complex phenomenon can readily be investigated by these approaches. In these models, a black box containing some reasoning relations finds interrelationships between the inputs and output variables representing the physics of the phenomenon. To utilize them properly, they should be trained by a series of training and validation data sets. As well, their efficiency is evaluated by testing data set not used in the training process.
ANN-based models have been used to predict many complex nonlinear systems in coastal engineering fields. Despite the apparent effects of winds and waves on coastal currents velocities, few studies have been conducted on this issue so far. The aim of the present study is to apply the ANFIS and ANN models to estimate the wind-and wave-induced current velocities. Moreover, the effects of numerous wind and wave variables on the generation of coastal currents are investigated. These models are evaluated using the field observation data of the Joeutsu-Ogata coast of the Japan Sea which is a recognized place for the interaction between wind and wave. Finally, the accuracy of the models is compared with other data-driven approaches, such as the multiple linear regression (MLR) and multiple nonlinear regression with power function (MNLRP) models.
The present paper is set out in seven main sections. Following this section, is a section outlining the study area and its hydrodynamic characteristics. The ANFIS, ANN, MLR and MNLRP models are introduced next. Discussion about the prerequisites to develop the data-driven models follows, and then a detailed discussion on the developed models. This is followed by a section evaluating the developed data-driven models to estimate the current velocities, then finally, concluding remarks are presented.
BACKGROUND OF THE CASE STUDY
The study area
The collected data sets of the Japan Sea are utilized to develop the ANFIS and ANN models to estimate coastal current velocities. The Joeutsu-Ogata coast is very famous for its annual severe erosion resulting from coastal currents. 4, 5, 6, 7, 8, 12, and 13 are placed at the nearshore region whereas stations No.
1, 3, 9, 10, and 11 are located at the offshore zone. At each station about 1,000 data points were measured.
The instruments used in the field study include: (1) 
where α a is the antecedent parameter, η is the learning rate, and E is the MSE defined as follows:
where O k is the kth network output at a given output node, P k is the kth target output, N trn is the number of training data. The learning rate during the process is updated as follows:
where m e is the number of training epochs. 
where P o k is the potential value of the kth data point, r ai is the clustering radius of the ith dimension of a data point, x i k is the value of the ith dimension of the kth data point, x i j is the value of the ith dimension of the jth data point, and K is the number of data points.
In the method, the point with the highest potential value is directly selected as the first cluster center and other clusters are chosen after reducing each data point potential value. This process continues until meeting zero potential value for each data point. The reduced potential value for each data point (P o 0 k ) is calculated by the following equation:
where P o Ã 1 is the potential value of the first chosen cluster center, γ is the quash factor, and x i C1 is the value of ith dimension of the first cluster.
New cluster centers for each step are chosen on the basis of the following two criteria:
1. A data point with a relative potential value greater than the acceptance threshold (ε) (
accepted as a cluster center.
2. The acceptance level of a data point with relative potential values between the rejection ratio (ε) and acceptance
ε) depends on fulfilling the following criterion:
where d min is the nearest distance between the candidate cluster center and all previously chosen cluster centers.
To extract the fuzzy IF-THEN rules from n clusters, the Gaussian membership function (represented by the mean and standard deviation) is considered. Then, the ith dimension of the mth (m ¼ 1, …, n) cluster center is chosen as the mean value of the mth membership function of the ith dimension. The deviation parameters (a i ) are estimated as follows:
where r ai is the radius associated with the ith dimension of data points, and x i is the ith dimension of data points. 
ANN model
The ANN is a standard method to evaluate the accuracy of the ANFIS model. Accordingly, the ANFIS is compared with a FFBP (multi-layered perceptron) ANN. As shown in Figure 4 , the FFBP network employed in this study is a three-layer network including an input layer, a hidden layer, and an output layer. In this network, the first term 'feedforward' describes how this neural network processes and recalls patterns while neurons are connected forward.
Each layer of the neural network is connected only to the next layer (for example, from the input to the hidden layer). In addition, the term 'backpropagation' describes how this type of neural network is trained. Backpropagation is a form of supervised training in which the weights of various layers are adjusted using the output estimated by the model. The backpropagation and feedforward algorithms are often used together as the FFBP network.
In the FFBP used to estimate coastal current velocities, the mathematical equation for each layer can be written as follows:
where y o is the output of neuron o, w io is weight vector, p i is the input vector for neuron i (i ¼ 1, …, n), b o is the bias for neuron o, and f is the network transfer function. In this study, the tangent sigmoid is selected as the network transfer function to scale input and output variables between 0 and 1. This function is expressed as follows (Haykin ):
MLR, MNLRP models
In order to verify ANFIS and ANN models, these models are compared with the MLR and MNLRP approaches. The following subsections outline these two competent models.
MLR model
In this approach, a linear relationship is fitted to input and output variables by using the training data set as follows:
where Y is the output variable, β 0 , β 1 , …., β n are constant parameters for the linear relation, and X 1 , …, X n are input variables.
MNLRP model
Unlike traditional MLR, which is restricted to linear models, the MNLRP is able to estimate an event by fitting a nonlinear relationship to input and output variables. The form of the nonlinear relation can be as follows:
where α 0 , α 1 , …, α n are constant parameters for the nonlinear relation.
The MNLRP relation can be linearized by taking a log from Equation (11) which gives:
Then, the linear regression is used to tune the constant parameters.
Negative current velocities in both cross-shore and longshore directions make the log function undefined. To deal with the problem, data points are scaled between 0.05 and 0.95 by the following expression:
where X n and X r are normalized and original variables, respectively, X min and X max are the minimum and maximum of a variable, respectively.
MODEL DEVELOPMENT PREREQUISITES Selection of input variables
Based on the hydrodynamic characteristics of the study area and to evaluate the effects of different wind climate on coastal currents, the wind climate is differentiated: the stormy condition is one with wind speeds greater than (1) for the velocity of longshore direction (V longshore ):
(2) for the velocity of cross-shore direction (V crossÀshore )
where T s and H s are significant wave height and significant wave period, respectively; h d is water depth, W is wind speed, β is wind direction with the north, and α is the incident wave front angle with the Ogata coastline.
Application of any data-driven approach to predict an event is related to its data sets. In this paper, 9,040 data points collected at the Ogata coast were chosen to identify the relationship between different input variables and the longshore and cross-shore current velocities. Of them, 5,000 data points were chosen randomly as the training data, 700 data points were used as the validation data points, and the remaining 3,340 data points were used as the testing data at the general condition.
Out of 9,040 data points, 2,610 data points were related to the stormy condition while, the remaining 6,430 data points were for the windy condition. 1,500 out of 2,610 data points for the stormy condition were selected randomly as the training data, 200 data points were chosen as the validation data, and the 910 remaining data points were considered as the testing data. At the windy condition, 3,500 out of 6,430 data points were selected randomly as the training data and 500 data points were chosen as the validation data. The 2,430 remaining data points were selected as the testing data set. In addition to the input variable effects on coastal currents' velocities, another feature in the selection of the input variables is their independency. This issue was investigated here by using a correlation matrix (see Table 2 ). As shown in the table, correlations among the input variables are low enough to consider them as independent input variables. In order to apply the ANFIS and ANN models, data should be normalized to scale input and output variables between 0 and 1. Accordingly, all the variables were normalized as follows:
where X n and X r are normalized and original variables, respectively, while X min and X max are the minimum and maximum values of the data points, respectively.
Criteria for evaluation of the models
In this study, the bias, root mean square error (RMSE), and correlation coefficient (R) are used to evaluate the performance of estimator models. The bias evaluates whether a model overestimates or underestimates a desired variable by the following equation:
where O k is the kth observed value, P k is the kth estimated value, and N test is the number of testing data points.
The RMSE indicates how estimated data points are scattered around the line y ¼ x. This criterion is estimated by the following equation:
The correlation coefficient between the observed and estimated values is another criterion used to evaluate the performance of the models. This criterion is calculated by the following equation:
where O is the output mean, O k is the kth observed value, P k is the kth estimated value, and N test is the number of testing data points.
A criterion like the correlation coefficient is not valuable unless it is properly interpreted. As a rule of thumb, correlation coefficients less than 0.35 are generally con- 
MODELS' DEVELOPMENT
In this section, the ANFIS, ANN, MLR, and MNLRP models are developed to estimate coastal current velocities.
For our experiments, we used the chosen training, validation, and testing data sets in the section 'Selection of input variables'. As mentioned before, these three subsets have been selected randomly to have models with acceptable generalization capability.
Development of ANFIS models
In this sub-section, ANFIS models were developed to estimate the coastal current velocities. In order to develop the models, fuzzy IF-THEN rules are needed. The following expressions outline a sample of Sugeno-type fuzzy IF-THEN However, a sensitivity analysis can clarify this effectiveness quantitatively.
The RMSE associated with the validation and training data are reported in Tables 3-5 0.56, 0.6, 0.3, 0.6, 0.6, 0.6, 0.6, 2] According to the radii and quash factor, the ANFIS model has simultaneous minimum of the training and validation errors at epoch 125.
As reported in Table 3 , the error of developed ANFIS models to estimate the velocity of cross-shore currents is lower than that of the models developed for the velocity of longshore currents. The desirable epoch number in which the training and validation errors are simultaneously minimized is 104.
At the stormy and windy conditions, the same situations were experienced. The error of ANFIS models to estimate the velocity of cross-shore currents is lower than that of the models developed for the velocity of longshore currents.
As reported in Table 4 , at the stormy condition the desired epoch number is 19 whereas the number for cross-shore currents estimator model is 32. In the windy condition, as seen from Table 5 , the desired epoch number for the longshore estimator model is 19 versus 29 for the cross-shore currents estimator model.
As mentioned above, a sensitivity analysis against effective variables can reveal the physical behavior of the phenomenon more apparently. To achieve this, in this section a sensitivity test is provided to determine the relative influence of each input variable on coastal current velocities. In the process, the influence of each variable on the models' RMSE is investigated by eliminating the variable from the selected input variables. These results are shown in Figure 8 for the general condition. It can be con- 
Development of the ANN models
To develop the FFBP ANN estimator models, first the training and validation data sets used in the ANFIS models were gathered. Then, the validation data associated with the ANN models were selected randomly as the ratios chosen in the ANFIS models. Since the Levenberg-Marquardt training algorithm produces reasonable results for the majority of ANN applications, in this study this training algorithm is used to update weights and bias values. Following the selection of the ANN models' prerequisites, six ANN models were developed to estimate coastal current velocities for the three conditions of interest. The main factor in the FFBP is the number of hidden neurons (NHN) and is reported in Table 6 . To tune this parameter, several numbers of hidden neurons were examined. Note that the RMSE of both training and validation data sets are reported in the table along with desired epochs. 
Development of the multiple regression models
To identify linear relationships between input and output variables for estimating coastal current velocities, the LSE method was used. The obtained linear relationships for the three conditions of interest are reported as follows.
At the general condition:
At the stormy condition: [0.56, 0.6, 0.3, 0.6, 0.6, 0.6, 0.6, 2] Cross-shore direction [0.56, 0.56, 0.3, 0.6, 0.6, 0.6, 0. 6, 2] [0.4, 0.6, 0.5, 0.5, 0.5, 0.6, 0.6, 2] Cross-shore direction [0.56, 0.56, 0.56, 0.6, 0.6, 0.6, 0. 6, 2] At the windy condition: [0.3, 0.3, 0.5, 0.56, 0.36, 0.56, 0.56, 2] Figure 8 | The RMSE related to removing each input variable from ANFIS models input variables at the general condition. Table 7 ; it can be seen that the data-driven models outperform the MLR and MNLRP models.
Since a high correlation coefficient does not necessarily guarantee the efficiency of a model, Table 8 presents statistical indexes of the estimated coastal current velocities by the ANFIS and ANN models (the bias and RMSE criteria). As seen from the table, the ANFIS estimations were slightly biased. From the RMSE calculated by the models it can be concluded that ANN models are more accurate than the ANFIS models. In other words, the ANN models estimate both longshore and cross-shore current velocities with an acceptable accuracy. The error of the ANN models as well as the ANFIS models at the windy condition was higher than that at the stormy condition.
As mentioned before, the most important contribution in estimating coastal currents by the ANFIS and ANN models is their ability to deal with numerous input and output variables.
These models are able to learn and build black box reasoning to estimate coastal current velocities, while the physical behavior of the event is not well understood.
To create a sound conclusion, the sensitivity here is repeated on the testing data sets by using the ANN models. To achieve this, the sensitivity of the ANN models' RMSE to the inputs was explored by the one-at-atime elimination of the input variables. The ANN models are used for the new sensitivity analysis due to their higher accuracy than the ANFIS models. As reported in Table 9 , in this kind of sensitivity analysis, like the previous one, the wind direction and speed exert more influences on coastal current velocities in the longshore direction. However, this analysis ensures the wave height effectiveness on cross-shore current velocities.
SUMMARY AND CONCLUSIONS
The ANFIS and ANN models are data-driven techniques allowing a relatively simple process of building regression (numerical prediction) models, whereas employing the conventional (physically based) numerical modeling methods could be quite complicated and time-consuming. In this study, the ANFIS and ANN models were developed to estimate coastal current velocities at the Joeutsu-Ogata coast of the Japan Sea. Final evaluations of the developed models confirm outperformance of the models compared to the MLR and MNLRP models. In addition, it was concluded that the ANN models were more accurate than the ANFIS models. In addition, the sensitivity analysis showed the wind speed and wind direction having stronger effects on coastal current velocities at the longshore direction. However, water depth, wave characteristics, and incident wave angle had relatively lower effects on these currents. At the cross-shore direction, wave height had more influences on the current velocities compared to the wind speed, wind direction, and water depth.
