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1 Chapter 1.Introduction
Carbon, one of the lightest elements and a cornerstone of the existence of living beings, has
awaken gorgeous hopes among material scientists in the recent decades. Although its two
most prominent allotropes, graphite and diamond, have been well-known for hundreds of
years, the current interest in carbon-based nanostructures mainly began due to three se-
quential discoveries: In the 1970s theoretical investigations of Eiji Osawa [1] predicted the
stability of large molecules solely made of carbon. These molecules, known as fullerenes,
were eventually discovered in 1985 [2] by Robert Curl, Harold Kroto, and Richard Smalley,
earning them the Nobel Prize in Chemistry in the year 1996 [3]. Apart from established
applications in anti-aging products, the fullerenes are traded as compounds of future semi-
and superconducting materials, as catalysts in chemical reactions, and for medical pur-
poses [4]. Only a few years after the experimental proof of the fullerenes succeeded, a
serendipity in an electron microscope again demonstrated carbon’s manifold appearances
after few layers of graphite, wrapped up cylindrically to form so-called carbon nanotubes,
were discovered in the early 1990s [5]. The new research field based on carbon nanotubes
offers a variety of possible applications such as transistors, energy storages, and as sub-
stitutes for heavier materials [6]. Having seen manifestations of carbon in three (graphite
and diamond), one (carbon nanotubes), and zero dimensions (fullerenes), it is natural
to ask for a stable two-dimensional (2D) configuration. Unfortunately, early theoretical
investigations gave a very disappointing answer regarding the crystallographic long-range
order in two dimensions, and hence 2D (carbon) lattices were expected not to exist [7, 8].
In fact, until 2004 2D solids were mainly studied in quantum well (QW) heterostruc-
tures such as GaAs/GaAlAs compounds, where the charge carrier movement is confined
along one direction. This changed in 2004 when the research group of Andre Geim and
Konstantin Novoselov isolated, detected, and gated a monolayer of graphite known as
graphene for the first time [9]. Although single sheets of graphite had already been re-
ported by Hanns-Peter Boehm in 1962 [10], compared to the mechanical exfoliation method
of Geim and Novoselov the reduction of graphite oxide used in Boehm’s experiments di-
minished some of the special characteristics of graphene [11]. Moreover, gating the flake
was a subtle point to demonstrate that graphene is a fascinating material not only because
of its dimensionality, but also due to its outstanding electrical, mechanical, and optical
properties; see Refs. [12, 13] for an overview. As a consequence, the zero-gap semiconduc-
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tor graphene with its characteristic linear bands at low energies [14] soon attracted a huge
amount of interest in the scientific community due to fundamental questions (‘quantum
electrodynamics in a pencil trace’ [15]), and because of a variety of possible applications
[13, 15]. The significance of graphene was even underlined in 2010 when the Nobel Prize
of Physics was awarded to Geim and Novoselov ‘for groundbreaking experiments regard-
ing the two-dimensional material graphene’ [16]. Even nine years after the marvelous
experiments of Geim and coworkers, graphene remains one of the most intensively studied
materials and an enormous interest still exists in this remarkable carbon-based structure,
as evident by the recent funding of the Graphene Flagship by the European Union which
allocated one billion euro for the next ten years to support scientists working in various
research fields of graphene [17].
Since the birth of graphene in 2004 a hunt on other truly 2D materials with prominent
characteristics has begun. It has been demonstrated that single sheets of boron nitride
[18], molybdenum disulfide [18, 19], and silicon [20, 21] can be isolated and it is very likely
that others will follow as time goes by. Moreover, some of the properties of graphene are
not set in stone, but they can rather be modified by chemical manipulation. The two most
prominent examples are graphane [22, 23, 24] and fluorographene [25, 26]. In the former
the carbon atoms are bound to hydrogen atoms which leads to a remarkable band gap
opening (of the order of electron Volt), while in the latter fluorine atoms induce a finite
magnetization in the sample.
Among the many peculiarities of graphene [12, 13, 15] are the high carrier mobility,
allowing quantum Hall measurements even at room temperature, the low resistivity, mak-
ing graphene potentially useful as a substitute of silicon in transistors, the very large
in-plane stiffness leading to relatively high phonon energies [27], and the high absorp-
tion rate of 2.3% per layer [28]. Apart from a variety of possible applications such as
transistors, solar cells, sensors, or displays, graphene recently came in the focus of plas-
monics [29, 30, 31, 32, 33, 34, 35, 36], where density waves created by an incident light
beam carry optical signals through a nanostructure. Compared to the surface plasmons
in metals, graphene offers a number of striking advantages:
(i) The measured plasmon wavelengths of about 250 nm are very short and in particular
roughly 40 times smaller than the wavelength of the laser source [31, 32, 33], which
in turn leads to a high localization of the electric field.
(ii) The optical absorption at the plasmon resonance is about one order of magnitude
larger than in metals, hence dropping the requirement of having low temperatures
in experiments [31].
(iii) The Fermi energy and thus the plasmon wavelength in graphene is widely tunable
by means of an electric gate voltage [31, 32, 33]. As very large carrier concentrations
up to values of 1014 cm−2 have been reported in the literature [35], this allows
wavelengths ranging from the terahertz (THz) to the visible regime.
(iv) It was demonstrated that the damping rate of the plasmons in graphene can be
enhanced by approaching the charge neutrality point, allowing to switch on/off the
plasmon propagation depending on the Fermi energy [32].
9In order to understand the dynamics of the collective charge excitations in graphene and
related materials, a detailed analysis of the dynamical dielectric function (DF), or equiv-
alently of the conductivity is indispensable. The DF is relevant not only in view of plas-
monics, but also for the transport characteristics, the screening behavior of the Coulomb
potential of charged particles, and the phonon spectra. Moreover, the interaction between
electrons and plasmons leads to bound states known as plasmarons [37], which have been
observed previously in graphene [38, 39].
The aim of the present work is to give a detailed study of the single- and many-particle
properties of three different 2D materials: graphene, a monolayer of molybdenum disul-
fide (ML-MDS), and p-doped III-V semiconductor QWs. As a generalization of previous
works we explicitly take into account the effect of the various types of spin-orbit interac-
tions (SOIs). While SOIs in graphene were initially considered as being negligible [40],
recent experimental and theoretical works have demonstrated that spin-orbit coupling
(SOC) might be relevant in graphene as the characteristic parameters can be enlarged
significantly by changing the environment of the sample [41, 42, 43, 44, 45]. Moreover, the
discussion of SOIs in graphene deserves attention also in view of other honeycomb lattices
with similar properties such as silicene [46, 47] or ML-MDS [48]. The latter is considered
as a possible alternative to graphene and as an auspicious candidate for valley- [49, 50, 51]
and spintronics [52] due to the distinct band gap of about 1.82 eV, the large intrinsic
SOC of 80 meV [53, 54, 55], and the lack of a center of inversion. On the other hand,
quantum well structures provide a fertile ground to investigate the effects of SOIs on the
plasmon spectrum due to their inherently large SOIs [56] and because of the established
controllability of the Rashba SOC by means of external electric fields [57].
This thesis is organized in the following way: In Chap. 2 we introduce the low-energy
description of graphene, ML-MDS, and p-doped III-V semiconductors and discuss the in-
fluence of the different types of SOIs on the single-particle properties.
Chapter 3 summarizes the formalism of linear response and introduces the Kubo sus-
ceptibility as the central transport quantity. We describe how the Random Phase Ap-
proximation (RPA) applied to the charge and current responses can be used to extract
information on the collective charge excitations of the system and briefly comment on
recent measurements of the plasmon energies in graphene by means of energy loss spec-
troscopy [58, 59].
In Chapter 4 we study the dielectric properties of graphene in the presence of SOIs of
the intrinsic and Rashba type. The main result of this chapter consists in the derivation
of closed analytical expressions for the DF in RPA for arbitrary frequency, wave vector,
doping, and SOC parameters. We show how SOIs in graphene might be used to change
the plasmon energy and lifetime, which in turn might be interesting in view of plasmonics.
For a sufficiently large Rashba SOC the system exhibits a new plasmon mode with an
energy much larger than those of the long-wavelength result. However, this mode always
lies in the region where the creation of electron-hole pairs is permitted and thus has a
finite lifetime. From the static limit of the DF the asymptotic behavior of the screened
Coulomb potential of a charged impurity is investigated. Away from the charge neutrality
point the Coulomb potential exhibits characteristic Friedel oscillations due to the existence
of a sharp Fermi surface. In case the spin degeneracy of the bands gets lifted due to the
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Rashba SOC, a beating of the Friedel oscillations is predicted.
After discussing the effect of an external charge density we analyze the current response
of graphene in Chap. 5. Restricting ourselves in this chapter to the intrinsic SOC, we
present analytical results for the transversal and longitudinal parts of the current-current
susceptibility for arbitrary frequency, wave vector, and doping. The static limit of the
current-current susceptibility allows to derive the orbital and Pauli part of the magnetic
susceptibility. The orbital part for undoped graphene is shown to be proportional to the
inverse of the SOC strength and in particular diverges for vanishing SOIs. By taking the
nonrelativistic limit of gapped graphene, i.e., the limit of a band gap parameter compara-
ble to the Fermi energy, we reproduce the results of an ordinary 2D electron gas (2DEG),
but with a pseudospin Zeeman term due to the existence of a pseudospin degree of freedom
[60]. The nonrelativistic limit is not of purely academic interest, but is closely related to
other honeycomb structures with a large band gap in the energy spectrum such as ML-
MDS.
This brings us to Chap. 6 where a numerical discussion of the dynamical DF of ML-
MDS within the RPA is carried out. While in graphene damping of plasmons is caused
by interband transitions [61, 62], due to the large direct band gap in ML-MDS, collec-
tive charge excitations enter the intraband electron-hole continuum (EHC) similar to the
situation in 2DEGs [63]. The carrier density dependence of the plasmon frequency in ML-
MDS, ωq ∝ n1/2, turns out to be quite different compared to graphene where ωq ∝ n1/4
[62]. Since there is no electron-hole symmetry in ML-MDS, the plasmon energies in p-
and n-doped samples clearly differ. Moreover, the breaking of spin degeneracy caused by
the large intrinsic SOI leads to a beating of Friedel oscillations for sufficiently high carrier
concentrations.
In Chap. 7 we proceed with an investigation of the plasmon spectrum in quasi 2D hole
gases, exemplified on GaAs and InAs QWs grown in the [001] direction. In our analysis
we explicitly account for SOIs of the Dresselhaus and Rashba type. It is shown that the
plasmon dispersion exhibits a pronounced anisotropy being much larger in GaAs compared
to InAs. In GaAs this leads to a suppression of plasmons due to Landau damping in some
orientations, while others are undamped. Due to the large Rashba contribution in InAs,
the lifetime of plasmons can be controlled by changing the magnitude of an electric field.
This effect is potentially useful in a plasmon transistor as previously proposed for 2DEGs
[64, 65].
The influence of a strong circularly and linearly polarized THz field on a monolayer of
graphene is the subject of Chap. 8. As the field drives the sample out of equilibrium,
distinct changes in the single-particle properties are expected. It turns out to be possible
to induce a gap in the energy spectrum [66, 67] and to close an existing gap by using circu-
larly polarized light. On the other hand, the spectrum becomes strongly anisotropic if the
incident light is linearly polarized. We show that the time evolution of the spin polariza-
tion and the orbital dynamics of an initial wave packet can be modulated by varying the
ratio of the intrinsic and Rashba SOC parameters. Assuming that the system acquires a
quasistationary state, the optical conductivity of the irradiated sample is calculated. It is
shown that the THz field induces additional steps in the conductivity as reported recently
in Ref. [68]. The number of steps in turn depends on the field amplitude and orientation,
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as well as on the SOC parameters.
A conclusion of the main results of this thesis, together with a brief outlook on possible
extensions can be found in Chap. 9.
In appendices A and B we provide details on the analytical calculations of the free
polarizability and transversal part of the current-current susceptibility of graphene.

2 Chapter 2.Single-particle properties of graphene,monolayer MoS2, and p-doped III-V
semiconductors
In the present chapter we introduce the effective low-energy description of graphene, ML-
MDS, and p-doped III-V semiconductors such as GaAs or InAs. The respective Hamilto-
nians form the starting point for the following chapters, where many-body effects in the
dynamical charge and current susceptibilities are investigated.
We start with a tight-binding (TB) description of graphene in Sec. 2.1.1, where the basic
steps to derive an effective Hamiltonian within a single-orbital model are summarized. In
Sec. 2.1.2 this model is extended to include the effect of SOIs of the intrinsic and Rashba
type within the Kane-Mele model (KMM). As SOIs in graphene are naturally very small,
we discuss recent experimental progress and theoretical proposals to enlarge the energy
scales of the SOC strengths.
Sec. 2.2 is devoted to ML-MDS, another honeycomb lattice made of sulfur and molyb-
denum atoms instead of carbon. By comparing the effective two-band Hamiltonian of
ML-MDS with that of graphene, we point out formal similarities and quantitative differ-
ences. Based on recent results obtained from combined ab initio and TB studies, a short
discussion of the validity of the two-band model is given.
Finally, in Sec. 2.3 we sketch the derivation of an appropriate model to explain the
dynamics of holes in III-V semiconductors, including SOIs arising from bulk and structure
inversion asymmetry. We describe how Luttinger’s model needs to be extended in order
to properly account for a spatial confinement in a quasi 2D QW.
2.1. Graphene
2.1.1. Neglecting spin-orbit interactions
In Fig. 2.1(a) we show the graphene lattice in real space [12, 14, 69]. The lattice can
be decomposed into two triangular sublattices, where an atom in sublattice A (B) has
three nearest-neighbor carbon atoms located in sublattice B (A). The distance between
neighboring atoms is aC−C ≈ 1.42 A˚ [12, 14, 69]. The lattice vectors of length a =
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Figure 2.1.: (a) Real space lattice including unit cell (shaded region) and (b) first Brillouin zone
of graphene.
√
3aC−C ≈ 2.46 A˚ are chosen as
a1 =
a
2
(
1√
3
)
and a2 =
a
2
(
−1√
3
)
. (2.1)
Within this work all vectors have to be understood as 2D objects in the x-y plane, i.e.,
the plane where the charge carriers can freely move. Moreover, we set ~ = 1 throughout
the thesis. From
ai · bj = 2piδij , (2.2)
where δij denotes the Kronecker delta, it follows that the reciprocal lattice in Fig. 2.1(b)
is spanned by the vectors
b1 =
2pi√
3a
(√
3
1
)
and b2 =
2pi√
3a
(
−√3
1
)
. (2.3)
Only two of the six corners of the Brillouin zone (BZ), e.g.,
Kτ = 4pi3a
(
τ
0
)
, with τ = ±1, (2.4)
are independent as the others can be obtained by adding a multiple of the reciprocal lattice
vectors b1 and b2 to Kτ . In graphene these special points are usually denoted as Dirac
points or valleys.
The energy spectrum of graphene has been known since 1947, when Philip Wallace
solved the TB model of the hexagonal carbon lattice in order to obtain information on the
band structure of graphite [14]. Within the TB approximation, the solution of the time-
independent Schro¨dinger equation in the presence of a spatially periodic lattice potential
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V(r), (
pˆ2
2m0
+ V(r)
)
Ψg,TB(r,κ) = Eg,TB(κ)Ψg,TB(r,κ), (2.5)
where m0 is the bare electron mass, is written as a linear combination of atomic orbitals,
centered around the position of the lattice atoms at
Rn1n2A =
(1
3 + n1
)
a1 +
(1
3 + n2
)
a2 (2.6)
and
Rn1n2B =
(2
3 + n1
)
a1 +
(2
3 + n2
)
a2, (2.7)
with n1/2 being integers. Graphene is made of carbon atoms with an electronic configu-
ration of
C: [He]2s22p2.
Three of the valence electrons hybridize in sp2 orbitals, localizing the atoms at their lat-
tice positions, while the remaining delocalized pz orbital mainly determines the transport
properties of graphene. As the unit cell defined by the lattice vectors a1/2 [shaded region
in Fig. 2.1(a)] contains two carbon atoms, the solution of Eq. (2.5) is approximated by a
superposition of atomic 2pz wave functions ξ2pz(r):
Ψg,TB(r,κ) =
1√N
∑
ν=A,B
Cν e
iκ·R00ν ξ2pz(r −R00ν ), (2.8)
where N is the number of lattice sites. The eigensystem follows from the generalized
eigenvalue problem [14, 69]
Hˆg,TB
(
CA
CB
)
= Eg,TB(κ)Sˆg,TB
(
CA
CB
)
. (2.9)
For the energies this leads to the secular equation
det
[
Hˆg,TB − Eg,TB(κ)Sˆg,TB
]
= 0. (2.10)
Restricting ourselves to nearest-neighbor hopping, the transfer matrix
Hˆg,TB =
(
2pz −t0f(κ)
−t0f∗(κ) 2pz
)
(2.11)
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Figure 2.2.: Energy dispersion of graphene (a) within the full BZ and (b) along the high symmetry
points.
and overlap integral matrix
Sˆg,TB =
(
1 sf(κ)
sf∗(κ) 1
)
(2.12)
contain the on-site energy of the pz orbitals 2pz , the function
f(κ) = 1 + eiκ·a1 + eiκ·a2 , (2.13)
where geometric information of the lattice structure is included, and the nearest-neighbor
hopping energy t0 and overlap integral s. For details on the derivation of the matrix
elements of Hˆg,TB and Sˆg,TB we refer to Refs. [12, 14, 69], where intermediate steps of the
calculation can be found. Solving Eq. (2.10), we obtain for the energies
Eg,TB,±(κ) =
2pz ± t0 |f(κ)|
1∓ s |f(κ)| . (2.14)
The TB parameters can be determined by comparison with ab initio calculations or ex-
perimental data, which in turn gives values of t0 ≈ 3 eV and s ≈ 0.13 [12, 69]. The
band structure of graphene is shown in Figs. 2.2(a) within the full BZ and (b) along the
high symmetry points. Right at the corners of the BZ [indicated by the red circles in
Fig. 2.2(a)], the conduction and valence bands touch. For most experimentally relevant
carrier densities, n . 1013 cm−2, the dispersion is properly described around the Dirac
points and the above Hamiltonian can, up to linear order in momentum, be approximated
by (k = Kτ + κ) [12]
Hˆτg,0 = vFk · σˆτ + 2pz , with τ = ±1. (2.15)
Here, σˆτ = (τ σˆx, σˆy) is the vector of Pauli matrices acting on pseudospin space and the
Fermi velocity in graphene is defined as
vF =
√
3at0
2 ≈ 10
6 m/s. (2.16)
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Neglecting in the following the overlap integral [which in fact leads only to small changes
around the Dirac points; see Fig. 2.2(b)] and choosing the energy reference such that
2pz = 0, the isotropic dispersion obtained from Eqs. (2.10) and (2.15),1
Eg,0,±(k) = ±vFk, (2.17)
with k = |k|, is that of a particle with vanishing effective mass propagating with a constant
group velocity vF .
2.1.2. The influence of spin-orbit interactions
Up to now we did not consider the interplay between the spin degree of freedom and the
orbital dynamics. For the inclusion of SOIs one needs to add [56, 70]
Hˆso =
1
4m20c2
[
∇V(r, z)×
(
pˆ
pˆz
)]
·
(
sˆ
sˆz
)
(2.18)
to the Schro¨dinger equation in Eq. (2.5). Here, c denotes the speed of light and sˆx, sˆy, sˆz
the Pauli matrices in real spin space. The SOC term Eq. (2.18) can be deduced by taking
the nonrelativistic limit of the Dirac Hamiltonian up to second order in the inverse of the
rest energy m0c2 [56, 70].
In the seminal work of Kane and Mele [71] it has been shown that by treating Hˆso
perturbatively with respect to Hˆτg,0 [72, 73], SOIs can be incorporated into the low-energy
description of graphene by adding the intrinsic
Hˆτg,I = τλI σˆz sˆz (2.19)
and extrinsic (Rashba) contribution
Hˆτg,R = λR (τ σˆxsˆy − σˆy sˆx) (2.20)
to Eq. (2.15). The resulting Hamiltonian
Hˆτg = vFk · σˆτ + τλI σˆz sˆz + λR (τ σˆxsˆy − σˆy sˆx) (2.21)
is known as the Kane-Mele model of topological insulators. While the intrinsic part is
always present, the Rashba SOC arises if structure inversion symmetry becomes broken.
This can be done experimentally by applying an external electric field perpendicular to
the graphene plane, or by putting graphene on a substrate. The isotropic energies of the
KMM,
Eg,αβ(k) = α λR + β
√
v2Fk
2 + (λR − αλI)2, with α, β = ±1, (2.22)
are shown in Fig. 2.3 for three different combinations of the SOC parameters: λI = 2λR,
λI = λR, and λI = λR/2. For λR 6= 0 the spin degeneracy of the bands is lifted and the
1Notice that the index τ is missing in Eq. (2.17) as the energies are the same for both valleys.
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Figure 2.3.: Energy dispersion of graphene for various combinations of the SOC parameters: (a)
λI = 2λR, (b) λI = λR, and (c) λI = λR/2. The solid red lines are for E+±, the dashed blue lines
for E−±.
Fermi contour consists of two concentric circles with radii given by
kF± =
√
µ (µ∓ 2λR)± 2λRλI − λ2I/vF . (2.23)
For a sufficiently large intrinsic coupling parameter, λI > λR, the system exhibits a band
gap in the bulk. If the sample becomes spatially confined along one direction, gapless edge
states occur and the system is in the quantum spin Hall phase [71]. In the other case of
λR > λI , the valence and conduction bands always touch at the K points and the system
behaves as an ordinary semimetal. At the point where λR = λI , two of the four bands
become linear and a threefold degeneracy occurs at the Dirac points.
Let us now discuss the importance of SOIs in typical graphene samples. As graphene is
composed of relatively light (carbon) atoms,2 SOIs in graphene are expected to be small.
After some controversy regarding the actual values of the intrinsic and Rashba spin-orbit
coefficients, ranging from 1 µeV to 200 µeV for λI [71, 72, 74], it was eventually found that
the values are close to λI = 12 µeV and λR = 5 µeV for an electric field of 1 V/nm [40, 75].
In order to obtain these numbers it turned out to be necessary to also include the d orbitals
as they give the dominant contribution to λI (roughly 95%) and to consider σ-pi mixing for
the Rashba coefficient. Due to the small values of λR and λI , in the beginning the focus
of graphene research was mainly set on spin-independent phenomena. However, recent
experimental and theoretical works have impressively demonstrated that SOC effects might
be relevant as the characteristic parameters can be enlarged significantly by changing the
environment of the sample [41, 42, 43, 44, 45]. As an example, we mention Ref. [44], where
it was predicted that the intrinsic contribution can be enlarged up to λI ≈ 10 meV, i.e., by
three orders of magnitude, if the system is doped with suitable adatoms such as thallium.
Alternatively, putting graphene on a Ni(111) surface, as described in the experiment of
2The atomic spin-orbit splitting of the carbon 2pz orbitals is about 8 meV [73].
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Ref. [41], enhances the Rashba contribution to a remarkable value of λR ≈ 225 meV.3
Finally, we want to point out a formal similarity between the KMM and the low-energy
Hamiltonian of bilayer graphene. Restricting ourselves to nearest-neighbor and interlayer
hopping, i.e., neglecting higher order terms such as trigonal warping, bilayer graphene can
be described by two monolayer graphene Hamiltonians, coupled by the interlayer hopping
tIL ≈ 0.38 eV [76]:
HˆτBLG =

Hˆτg
0 0
tIL 0
0 tIL
0 0 Hˆ
τ
g
 . (2.24)
The KMM in Eq. (2.21) with only Rashba SOC taken into account can now be mapped
onto the bilayer Hamiltonian of Eq. (2.24), relating the interlayer constant to the Rashba
coefficient via
±2iλR → tIL. (2.25)
While the energies of bilayer graphene equal that of Eq. (2.22) (with λI = 0),
EBLG,αβ(k) =
α tIL
2 + β
√
v2Fk
2 +
(
tIL
2
)2
, with α, β = ±1, (2.26)
the eigenstates only differ by a unitary transformation. Therefore, some of our findings,
such as the analytical solution of the free polarizability of graphene in the presence of a
purely Rashba SOC discussed in Section 4, can also be applied to bilayer graphene.
2.2. Monolayer MoS2
As mentioned in the introductory chapter, another promising 2D material that has at-
tracted a lot of attention in the last years is ML-MDS. In the unit cell the molybdenum
atom in ML-MDS is arranged in-between two sulfur layers; see Fig. 2.4(a). In top view
[Fig. 2.4(b)], both the ML-MDS lattice and BZ show the same hexagonal structure as
graphene. However, the electronic configuration of the constituents,
S : [Ne]3s23p4 and Mo : [Kr]4d55s1,
and the spatial arrangement of the atoms (compared to graphene the lattice is strongly
buckled) make the derivation of an adequate TB model much more complicated than in
graphene. Moreover, as ML-MDS lacks inversion symmetry and due to the influence of
the d orbitals of molybdenum, SOIs are generally expected to be important. As described
3It should be emphasized that these samples can no longer be considered as graphene, but rather as
graphene-like as the influence of the adatoms and charge transfer to the substrate cannot be neglected.
For the discussion in the following chapters, however, the term spin-orbit coupled graphene will be
used for all kinds of materials that can effectively be described by the KMM model of Eq. (2.21),
independently of the physical origin of the large SOC contributions.
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Figure 2.4.: (a) Unit cell and (b) top view of the ML-MDS lattice.
in Ref. [54], a possible starting point is to construct the basis orbitals of the TB model by
linear combinations of the dz2 , dx2−y2 , and dxy orbitals of molybdenum, and the px and py
orbitals of sulfur, where for each spin component4 one ends up with a seven-dimensional
TB Hamiltonian.
As in graphene, the valence (conduction) band maxima (minima) in ML-MDS appear
at the corners of the BZ, where low-energy transport will be most important. Around the
K points, the seven band TB Hamiltonian can further be reduced to an effective two-band
model by means of Lo¨wdin partitioning [54, 55]:
Hˆτsm =
∆
2 σˆz + τsλI
1− σˆz
2 + t0a0k · σˆτ
+ k
2
4m0
(α+ βσˆz) + t1a20k · σˆ∗τ σˆxk · σˆ∗τ , (2.27)
where τ, s = ±1 denote the valley and real spin components, respectively. The analytical
solution of the energies obtained from Eq. (2.27),
Eτsm,±(k) =
α
4m0
k2 + sτλI2 ±
{(
a40t
2
1 +
β2
16m20
)
k4 +
(∆− sτλI
2
)2
+k2
[
a20t
2
0 +
β (∆− sτλI)
4m0
]
+ 2τt0t1a30k3 cos (3φk)
}1/2
, (2.28)
where tanφk = ky/kx is the in-plane angle, is shown in Fig. 2.5 for both valley and
spin polarizations. Table 2.1 summarizes the band parameters of ML-MDS according
to Ref. [54]. Due to the large value of the staggered potential ∆ = 1.9 eV, a distinct
energy gap of 1.82 eV separates the valence and conduction bands. As Eq. (2.28) is not
4Notice that, as for graphene, spin remains a good quantum number even in the presence of intrinsic
SOIs. This changes if additionally the Rashba contribution is considered. However, in the following we
neglect the Rashba term in ML-MDS due its small effect on the energy spectrum.
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t0 aMo−S θ a0 = aMo−S cos θ ∆ λI α β
1.68 eV 2.43 A˚ 40.7 ◦ 1.87 A˚ 1.9 eV 80 meV 0.43 2.21
Table 2.1.: Band parameters of ML-MDS. aMo−S is the length of the Mo-S bond and θ = 40.7◦
the angle between the x-y plane and the Mo-S bond; see Fig. 2.4. Values taken from Ref. [54].
symmetric with respect to a sign change in λI , the intrinsic SOC furthermore lifts the
spin degeneracy of the bands. While the valence band degeneracy is clearly lifted even
at k = 0, the conduction bands remain degenerate at the K points, but differ slightly for
larger momenta due to the different curvature of the bands; see Fig. 2.5. Because of time-
reversal symmetry the corresponding shift in energy has to be opposite at the two valleys,
where for τ = +1 (τ = −1) the s = +1 (s = −1) component is energetically higher. The
trigonal warping term proportional to t1 causes the spectrum to be anisotropic. However,
as t1 = 0.1 eV is small compared to the other energies, this anisotropy is weak and hence
we plot only a single in-plane angle of φk = 0◦.
Having a closer look on the low-energy model of ML-MDS, we notice that the first line in
Eq. (2.27) is essentially the Hamiltonian of gapped graphene (i.e., Eq. (2.21) with λI 6= 0
and λR = 0). Here, each contribution with valley τ and spin s is described by an effective
mass term given by
λ˜τsI =
∆
2 −
sτλI
2 (2.29)
and a shifted Fermi energy of
µ˜τs = µ− sτλI2 . (2.30)
In fact, in Ref. [53] the effective TB Hamiltonian of ML-MDS was found to be
Hˆτsm,simp =
∆
2 σˆz + τsλI
1− σˆz
2 + t0a0k · σˆτ . (2.31)
However, it was pointed out later that Eq. (2.31) is not sufficient to properly describe
recent ab initio data [54, 55], where different electron and hole masses were reported.
We should also mention that in Ref. [77] the band structures of ML-MDS and multilayer
MoS2 were investigated within the full BZ; the resulting Hamiltonian turned out to be a
further generalization of Eq. (2.27). One of the findings of Ref. [77] and of previous works
[55, 78, 79] was that additional band extremes close to the K point minima and maxima
might be relevant for transport. These additional bands, at the Γ point for holes and
between the K and Γ point for electrons, are not taken into account in Eq. (2.27). For
the carrier densities used in Chap. 6, n = 1012 cm−2 (comparable to the experiment in
Ref. [80]) and 5 · 1013 cm−2 (where both valence bands are filled in the p-doped case), we
will neglect the influence of the higher bands since the additional extremes are expected to
be important only for densities larger than 1014 cm−2 and the two-band model in Eq. (2.27)
should give appropriate results [55, 79]. However, a detailed analysis of the effect of the
full BZ on the charge response [81] is left open for future works.
22
Chapter 2. Single-particle properties of graphene, monolayer MoS2, and p-doped III-V
semiconductors
Figure 2.5.: Energy spectrum of ML-MDS around the K points for (a) τ = +1 and (b) τ = −1
for the real spin component s = +1 (solid black) and s = −1 (dashed red). The in-plane angle
tanφk = ky/kx was set to φk = 0◦.
Let us finally comment on two further things: First of all, even though the models of
graphene Eq. (2.21) and ML-MDS Eqs. (2.27) and (2.31), respectively, share several formal
similarities, large quantitative differences appear. While the band gap in graphene (of a
few µeV) is naturally very small, the valence and conduction bands in ML-MDS are largely
separated by 1.82 eV. Moreover, the intrinsic SOC term in ML-MDS is more than three
orders of magnitude larger than that in graphene, resulting in a distinct spin splitting of the
valence bands. Second, it is worth noticing that for an experimental realization of devices
like transistors, the combination of various 2D materials can be used in order to tailor
the band structure of a heterojunction according to our requirements. As an example, we
mention Ref. [78], where ab initio calculations demonstrate the possibility to adjust the
size of the band gap of a MoS2-WS2 bilayer compared to homogeneous compounds such
as MoS2-MoS2 or WS2-WS2, and even to transform the latter from indirect to direct band
gap semiconductors.
2.3. Luttinger’s Hamiltonian for p-doped III-V semiconductors
Let us now turn to the single-particle description of holes in III-V semiconductors. In the
following we restrict ourselves to GaAs and InAs as representatives, as both materials are
commonly used in spintronic experiments [57]. Due to the relatively large Rashba SOC,
InAs seems to be a promising candidate to manipulate the many-body properties of a
QW by adjusting the SOC strength. In Chap. 7 we will discuss this point in view of the
plasmon spectrum.
For an effective description of III-V semiconductors one could derive a suitable TB model
similar to graphene or ML-MDS [82, 83]. However, for transport calculations (especially
in view of an analytical treatment), it is often more convenient to describe the topmost
valence bands by Luttinger’s model [56, 83, 84]. Due to Bloch’s theorem the analytical
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Figure 2.6.: Schematic plot of the band
structure of III-V semiconductors such as
GaAs or InAs for the eight lowest conduction
and six highest valence bands.
solution of Schro¨dinger’s equation with a spatially periodic potential is of the form5
Ψν(r, z;k, kz) = ei(k·r+kzz)uν(r, z;k, kz), (2.32)
where ν is a set of quantum numbers and uν a lattice periodic wave function. As arsenic,
gallium, and indium are relatively heavy atoms, the effect of SOIs, being proportional
to the squared of the atomic number, has to be taken into account from the beginning.
Combining the Bloch wave function in Eq. (2.32) with Eqs. (2.5) and (2.18), we obtain a
differential equation for uν : pˆ
2 + pˆ2z
2m0
+ V(r, z) + k
2 + k2z
2m0
+ k · pˆ+ kz pˆz
m0
+
[
∇V(r, z)×
(
pˆ
pˆz
)]
·
(
sˆ
sˆz
)
4m20c2
+
[
∇V(r, z)×
(
k
kz
)]
·
(
sˆ
sˆz
)
4m20c2
uν(r, z;k, kz) = Eν(k, kz)uν(r, z;k, kz). (2.33)
Usually, the crystal momentum |k| is small compared to the momentum of the holes |p|
(the expectation value of the momentum operator pˆ = −i∇) and we can neglect the last
term on the left-hand side [56]. As the conduction band minima and valence band maxima
in GaAs and InAs appear at the Γ point, we express the lattice periodic wave function for
5Notice that when we discuss III-V semiconductors in this section and in Chap. 7, the wave vector k is
measured with respect to the center of the BZ and not with respect to some K point.
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finite wave vectors in terms of the Γ point solutions vα [56, 83]:
uν(r, z;k, kz) =
∑
α′
cνα′(k, kz)vα′(r, z). (2.34)
Combining Eqs. (2.34) and (2.33) and projecting the result to v∗α, the expansion coefficients
cνα and the corresponding energies Eν follow from the eigenvalue problem
∑
α′
[(
Eα′(0) +
k2 + k2z
2m0
)
δαα′ +
1
m0
(
k
kz
)
·
(
P αα′
Pz,αα′
)
+ 14m20c2
Σαα′
]
cνα′(k, kz)
= Eν(k, kz)cνα(k, kz). (2.35)
Besides the usual kinetic part (k2 + k2z)/2m0, Eq. (2.35) contains the band offsets Eα(0),
and the off-diagonal momentum(
P αα′
Pz,αα′
)
=
∫
d3r v∗α(r, z)
(
pˆ
pˆz
)
vα′(r, z) (2.36)
and SOC matrix elements
Σαα′ =
∫
d3r v∗α(r, z)
[
∇V(r, z)×
(
pˆ
pˆz
)]
·
(
sˆ
sˆz
)
vα′(r, z). (2.37)
By diagonalization of the matrix in Eq. (2.35), the energies and wave functions can be
obtained for arbitrary wave vectors. In order to allow further analytical or numerical
progress, it is necessary to simplify Eq. (2.35) by taking into account only a limited amount
of bands exactly, while the others are treated perturbatively. Within the extended Kane
model [56, 85, 86], we restrict ourselves to the eight lowest conduction [Γ7c (two), Γ6c (two),
and Γ8c (four)] and six highest valence bands [Γ7v (two) and Γ8v (four)]; see Fig. 2.6 for a
schematic plot of the band structure. The corresponding Hamiltonian then reads [56]:
HˆeKM =

Hˆ8c8c Hˆ8c7c Hˆ8c6c Hˆ8c8v Hˆ8c7v
Hˆ7c8c Hˆ7c7c Hˆ7c6c Hˆ7c8v Hˆ7c7v
Hˆ6c8c Hˆ6c7c Hˆ6c6c Hˆ6c8v Hˆ6c7v
Hˆ8v8c Hˆ8v7c Hˆ8v6c Hˆ8v8v Hˆ8v7v
Hˆ7v8c Hˆ7v7c Hˆ7v6c Hˆ7v8v Hˆ7v7v
 . (2.38)
Choosing the energy reference at the top of the valence band, in the p-doped case we can
approximate the block-diagonal parts of the conduction bands by [85]
Hˆ6c6c = E˜0
(
1 0
0 1
)
, Hˆ7c7c = E˜′0
(
1 0
0 1
)
, Hˆ8c8c =
(
E˜′0 + ∆˜′0
)
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 ,
(2.39)
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γ1 γ2 γ3 Ck (eVA˚) b8v8v41 (eVA˚3) r8v8v41 (eA˚2) r E0 (meV)
GaAs 6.85 2.10 2.90 -0.0034 -81.93 -14.62 12.5 6.4
InAs 20.40 8.30 9.10 -0.0112 -50.18 -159.9 14.6 19.3
Table 2.2.: Band structure and SOC parameters of GaAs and InAs. Values taken from Ref. [56].
r is the background dielectric constant (taken from Ref. [87]) and E0 = γ1pi2/2m0d2 the size-
quantization scale of a d = 20 nm thick QW (see Chap. 7).
and the valence bands by
Hˆ8v8v = −k
2 + k2z
2m0

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 , Hˆ7v7v = −
(
k2 + k2z
2m0
+ ∆˜0
)(
1 0
0 1
)
. (2.40)
The various energies (E˜(′)0 and ∆˜
(′)
0 ) are defined in Fig. 2.6. If we now use Lo¨wdin’s method
to decouple the p-like conduction bands Γ7c and Γ8c, and in a subsequent step do the same
with the s-like Γ6c bands, we end up with a 6 × 6 Hamiltonian for the heavy hole, light
hole, and split-off bands. Neglecting furthermore the effect of the mixing matrix elements
between Γ8v and Γ7v, which in turn is a reasonable approximation in GaAs and InAs [56],
one finally arrives at an Hamiltonian of the form [85]:
HˆV B =
(
HˆL,0 0
0 Hˆsp−o
)
. (2.41)
Here, Hˆsp−o describes the split-off bands (Γ7v) and HˆL,0 is Luttinger’s Hamiltonian for
the four topmost (Γ8v) valence bands. The influence of the conduction bands is taken
into account in HˆV B up to order 1/E˜0 in the fundamental gap. After carrying out the
elongate steps of the calculation, as can be partly found in Refs. [56, 83], Luttinger’s model
explicitly reads:
HˆL,0 =− 12m0
[(
γ1 +
5
2γ2
)(
k2x + k2y + k2z
)
− 2γ2
(
kxJˆx + kyJˆy + kzJˆz
)2]
+ γ3 − γ2
m0
[
kxkz
{
Jˆx, Jˆz
}
+ kykz
{
Jˆy, Jˆz
}
+ kxky
{
Jˆx, Jˆy
}]
. (2.42)
Here {., .} is the anticommutator. The values for the Kohn-Luttinger parameters γ1, γ2,
and γ3 in GaAs and InAs can be found in Table 2.2. The spin-3/2 matrices are defined as
Jˆx =
1
2

0
√
3 0 0√
3 0 2 0
0 2 0
√
3
0 0
√
3 0
 , Jˆy = 12

0 −i√3 0 0
i
√
3 0 −2i 0
0 2i 0 −i√3
0 0 i
√
3 0
 ,
(2.43)
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and
Jˆz =
1
2

3 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −3
 . (2.44)
Often HˆL,0 is simplified by equating
γ2 = γ3 = γ¯ ≡ 2γ2 + 3γ35 . (2.45)
In this case the second line in Eq. (2.42) vanishes. The advantage of this (spherical)
approximation is the relative simplicity of the energy spectrum. In three dimensions the
subsequent twofold spin-degenerate bands then read
Esph/l(k, kz) = −
k2 + k2z
2mh/l
, (2.46)
where
mh/l =
m0
γ1 ∓ 2γ¯ (2.47)
are the heavy and light hole masses. While the valence band energies in Eq. (2.46) resemble
those of an ordinary electron gas, the corresponding eigenstates turn out to be clearly more
complicated due to their nontrivial spin structure [88]. However, if the relative difference
of γ2 and γ3 is large, the anisotropic terms might be important and can lead to interesting
physics. In Chap. 7 we will discuss this point further in context of the plasmon spectrum.
Apart from Luttinger’s Hamiltonian in Eq. (2.42), the extended Kane model features
additional contributions in systems that lack a center of inversion. We distinguish between
bulk inversion asymmetry, which is an intrinsic property and thus always present in zinc
blende crystals, and structure inversion asymmetry, e.g., due to a suitably chosen electric
field (E, Ez). In the former, Eq. (2.42) needs to be supplemented by the Dresselhaus term
[89]
HˆD =
2Ck√
3
[
kx
{
Jˆx, Jˆ
2
y − Jˆ2z
}
+ ky
{
Jˆy, Jˆ
2
z − Jˆ2x
}
+ kz
{
Jˆz, Jˆ
2
x − Jˆ2y
}]
+ b8v8v41
[{
kx, k
2
y − k2z
}
Jˆx +
{
ky, k
2
z − k2x
}
Jˆy +
{
kz, k
2
x − k2y
}
Jˆz
]
, (2.48)
while the latter leads to the Rashba contribution [90]
HˆR = r8v8v41
[
(kyEz − kzEy) Jˆx + (kzEx − kxEz) Jˆy + (kxEy − kyEx) Jˆz
]
. (2.49)
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The SOC parameters Ck, b8v8v41 , and r8v8v41 are summarized in Table 2.2 for GaAs and
InAs.6
So far we have introduced an analytical description of holes in bulk zinc blende mate-
rials. In the following we constrain the system along one direction, assuming a hard-wall
confinement in the [001] direction. To this end we express the above Hamiltonians in
Eqs. (2.42), (2.48), and (2.49) in the basis of the subband functions
ϕn(z) =
√
2
d
sin
(
npiz
d
)
, n ∈ N, (2.50)
with d being the width of the QW. Accordingly, the numbers (k, kz) need to be substituted
by the corresponding momentum operators (pˆ, pˆz) = −i∇. By diagonalization of the new
matrix that contains blocks of four-dimensional Hamiltonians, each given by the projection〈
ϕn|HˆL,0 + HˆD + HˆR|ϕm
〉
, (2.51)
the subband energies and states can be found. For the expectation values of the momentum
operator in growth direction this leads to
〈
ϕn
∣∣∣pˆz∣∣∣ϕm〉 = 4imn
d (m2 − n2)
∞∑
i=0
δ|n−m|,2i+1 (2.52)
and 〈
ϕn
∣∣∣pˆ2z∣∣∣ϕm〉 = n2pi2d2 δn,m, (2.53)
while kx and ky remain good quantum numbers, i.e., the wave functions in x and y direction
are plane waves. Often the off-diagonal contributions (n 6= m) in Eq. (2.51) are neglected.
In this case the mode n is a good quantum number and ϕn(z) is the exact eigenfunction
in the z direction. However, this approximation is only justifiable if γ3  γ1 [56], which is
clearly not the case for GaAs and InAs; see Table 2.2. A detailed discussion of the band
structure and the density of states (DOS) of GaAs and InAs QWs extended to the two
lowest subbands will be given in Chap. 7.
6For the definition of b8v8v41 and r8v8v41 in terms of the energies E˜(′)0 , ∆˜
(′)
0 and matrix elements Pαα′ and
Σαα′ , see Chap. 6 of Ref. [56]. Roughly speaking, a larger fundamental gap E˜0 leads to a weaker SOC
b8v8v41 and r8v8v41 .

3 Chapter 3.The dielectric function in RandomPhase Approximation
In the preceding chapter we introduced the single-particle Hamiltonians of three different
materials: graphene, ML-MDS, and III-V semiconductors. So far, only the Coulomb
interaction between electrons and atomic cores has been considered, while the repulsive
interaction among the electrons (or holes) is neglected. However, in many situations such
as for the description of collective density excitations, which is one of the main topics
in this thesis, the inclusion of electron-electron interactions is a subtle point, and the
independent-particle picture needs to be extended to incorporate interaction effects. As
this generally leads to an unsolvable many-body problem, we need to restrict ourselves
to appropriate approximations. The most prominent is the RPA due to its mathematical
simplicity, but at the same time capability to describe basic many-body effects in a solid-
state system.
Starting with a brief summary of linear response theory in Sec. 3.1, we derive the general
expression for the Kubo formula. Within linear response the external perturbation is
assumed to be sufficiently weak such that the equilibrium single-particle properties are
not modified and the system’s reaction is determined only by the equilibrium states. As a
particular application of Kubo’s formula, we show how the influence of an electromagnetic
potential on the particle density can be described by means of the charge and current
susceptibilities. It is furthermore demonstrated that the connection between the charge
and current responses in the linearized Dirac model requires special care due to the infinite
number of valence band states.
The DF, as one of the central quantities to describe solids, is introduced in Sec. 3.2.
Using the RPA to incorporate electron-electron interactions it is shown how the existence
of collective charge excitations follows from the RPA-improved DF. We briefly comment
on how to measure the energy loss function (ELF) as the dissipative part of the inverse of
the DF in a high-resolution electron-energy-loss spectroscope (HREELS).
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3.1. Theory of linear response
We consider an equilibrium system described by the Hamiltonian Hˆeq and ask for the
expectation value of an arbitrary observable Aˆ,〈
Aˆ(t)
〉
=
∑
α
Pα
〈
ψα(t)|Aˆ|ψα(t)
〉
, (3.1)
under the influence of a probe potential of the form
Vˆpr(t) = Bˆ F (t)θ [t− t0] , (3.2)
with Bˆ being an observable, F (t) a scalar function of time, and θ [t] the Heaviside step
function. As we assume the perturbation to be sufficiently weak, we make the subtle
assumption that the probabilities Pα of being in the (equilibrium) state ψα, where α
contains the quantum numbers of the problem, are not affected by the potential [91, 92].
Keeping only terms that are constant or linear in Vpr(t), the time evolution of the states
reads [91]:
|ψα(t)〉 ≈ e−iHˆeqt
[
1ˆ− i
∫ t
−∞
dt′ Vpr(t′)
]
|ψα〉 . (3.3)
This leads to a rather compact expression for the expectation value in Eq. (3.1):
〈
δAˆ(t)
〉
≡
〈
Aˆ(t)
〉
−
〈
Aˆ(t0)
〉
= −i
∫ t
t0
dt′F (t′)
〈[
Aˆ(t), Bˆ(t′)
]〉
eq
. (3.4)
The time argument indicates that Aˆ(t) and Bˆ(t) are given in the Heisenberg picture. [. , .]
denotes the commutator. As the subscript eq indicates, the great benefit of Eq. (3.4) is
that the system’s response to the perturbation is calculated with respect to the equilibrium
model Hˆeq [91, 92]. After Fourier expanding
F (t) =
∫ ∞
−∞
dω
2piF (ω)e
−iωt+0t, (3.5)
Eq. (3.4) can further be cast in the form (see Refs. [91, 92] for further details)〈
δAˆ(t)
〉
=
∫ ∞
−∞
dω
2pi χAB(ω)F (ω)e
−iωt. (3.6)
Here, we introduced the complex-valued generalized susceptibility
χAB(ω) = −i
∫ ∞
0
dt′
〈[
Aˆ(t′), Bˆ
]〉
eq
eiωt
′−0t′
=
∑
α,α′
Pα − Pα′
ω − Eα′ + Eα + i0
〈
ψα|Aˆ|ψα′
〉〈
ψα′ |Bˆ|ψα
〉
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= P
∑
α,α′
Pα − Pα′
ω − Eα′ + Eα
〈
ψα|Aˆ|ψα′
〉〈
ψα′ |Bˆ|ψα
〉
− ipi
∑
α,α′
[Pα − Pα′ ]
〈
ψα|Aˆ|ψα′
〉〈
ψα′ |Bˆ|ψα
〉
δ[ω − Eα′ + Eα]
≡ Re {χAB(ω)}+ i Im {χAB(ω)} . (3.7)
In the last step we have made use of the Dirac identity,
1
x± i0 = P
1
x
∓ ipiδ[x], (3.8)
to explicitly separate the real and imaginary part.1 P denotes the Cauchy principal value
and δ[x] the Dirac delta function. The real and imaginary parts are not independent of
each other as one can be obtained from the other with the help of the Kramers-Kronig
relations
Re {χAB(ω)} = 1
pi
P
∫ ∞
−∞
dω′
Im {χAB(ω′)}
ω′ − ω (3.9)
and
Im {χAB(ω)} = − 1
pi
P
∫ ∞
−∞
dω′
Re {χAB(ω′)}
ω′ − ω . (3.10)
Due to the delta function in Eq. (3.7), it is often easier to first solve for Im {χAB(ω)} and
in a subsequent step apply Eq. (3.9) to get the real part. In case an analytical solution of
Eq. (3.7) is not possible, χAB(ω) can be solved numerically by approximating the Dirac
delta by a Gaussian function with a sufficiently small width :
δ[x] =
1√
2pi
e−
x2
2 . (3.11)
The remaining integration (e.g., over all possible momenta) can then be done easily by
adding to all elements in an array the weighted contribution
−piδ[ωi − Eα′ + Eα] [Pα − Pα′ ]
〈
ψα|Aˆ|ψα′
〉〈
ψα′ |Bˆ|ψα
〉
. (3.12)
From the imaginary part at given lattice points ωi, the real part can now be deduced at
ω˜i = (ωi+1 + ωi)/2 by explicitly carrying out the principal value integration in Eq. (3.9)
[93]:
Re {χAB(ω˜i)} = 12pi
∑
j
[Im {χAB(ωj+1)}+ Im {χAB(ωj)}] ln
ω2j+1 − ω˜2i
ω2j − ω˜2i
, (3.13)
1Here and in the following we assume the matrix elements
〈
ψα|Aˆ|ψα′
〉 〈
ψα′ |Bˆ|ψα
〉
to be real. Therefore,
the contribution proportional to the delta function in Eq. (3.7) equals the imaginary part of χAB and
the principal value expression the real part.
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where the sum runs over all lattice points. Notice that because of the general relation for
hermitian operators Aˆ and Bˆ [91],
χAB(−ω) = [χAB(ω)]∗ , (3.14)
it is sufficient to restrict the discussion in the subsequent chapters to positive frequencies.
In the following we will focus on the changes in the charge and current operators caused
by an external scalar and vector potential, respectively. In the former case the perturbation
is of the form [91]
Vˆpr(t) =
e
V
∫
d2rΦext(r, t)ρˆ(r), (3.15)
with V being the system’s volume, e the elementary charge, and ρˆ the density operator.
According to Eq. (3.6) the induced density of a homogeneous system
〈δρˆ(r, t)〉 = e
∫ ∞
−∞
dω
2pi
∫
d2q
(2pi)2 Φext(q, ω)χρρ(q, ω)e
i(q·r−ωt) (3.16)
is determined by the polarizability
χρρ(q, ω) = − iV
∫ ∞
0
dt′
〈[
ρˆ(q, t′), ρˆ(−q)]〉eq eiωt′−0t′ . (3.17)
Φext(q, ω) and ρˆ(q, t) are the Fourier transforms of the respective quantities Φext(r, t)
and ρˆ(r, t). An example of Φext could be the Coulomb potential of a static impurity:
Φext(r) = Q/4pi0rr. Here, Q is the charge of the impurity, 0 the vacuum permittivity,
and r the background dielectric constant. In an analogous manner, the potential
Vˆpr(t) =
e
V
∫
d2rAext(r, t) · jˆp(r) (3.18)
leads to the induced current〈
δjˆp,µ(r, t)
〉
= e
∑
ν=x,y
∫ ∞
−∞
dω
2pi
∫
d2q
(2pi)2 Aext,ν(q, ω) · χjp,µjp,ν (q, ω)e
i(q·r−ωt), (3.19)
with µ, ν = x, y and
χjp,µjp,ν (q, ω) = −
i
V
∫ ∞
0
dt′
〈[
jˆp,µ(q, t′), jˆp,ν(−q)
]〉
eq
eiωt
′−0t′ . (3.20)
Notice that the current operator in Eqs. (3.18)-(3.20) contains only the paramagnetic
contribution. The diamagnetic part needs to be added to get the total current-current
susceptibility. If the momentum-dependent part of the equilibrium Hamiltonian only con-
tains linear terms, as is the case for the KMM of Eq. (2.21), the paramagnetic current
coincides with the full current defined by the variation of the Hamiltonian with respect to
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the vector potential [91],
jˆ = δHˆeq[pˆ+ eAext]
e δAext
, (3.21)
otherwise an additional diamagnetic contribution appears.
In translationally invariant systems the current-current susceptibility χjp,µjp,ν can be
split up into a longitudinal and a transversal part [91],
χjp,µjp,ν (q, ω) =
qµqν
q2
χLjpjp(q, ω) +
(
δµν −
qµqν
q2
)
χTjpjp(q, ω) , (3.22)
where both contributions only depend on the absolute value of momentum q = |q|. Because
of gauge invariance, the charge response due to a scalar potential Φext(q, ω) is the same
as for a suitably chosen longitudinal vector field
Aext(q, ω) = q
Φext(q, ω)
eω
, (3.23)
and therefore the polarizability should be connected to the current-current susceptibility
somehow. While in an electron gas this leads to the rather simple relation [91]
ω2χρρ(q, ω) = q2χLjpjp(q, ω) + q
2χDjj , (3.24)
with χDjj = n/m0 being the diamagnetic part and n the carrier density, in the linearized
Dirac model this relation does not hold and special care needs to be taken due to the
infinite number of valence band states, which requires a cutoff in practical calculations.
From the general relation [91]
χAB(ω) =
1
ω
{〈[
Aˆ, Bˆ
]〉
eq
+ χ[A,H],B(ω)
}
(3.25)
and the commutator [94] [
ρˆ(q), Hˆg
]
= vFq · σ = q · j(q) (3.26)
in graphene,2 we obtain
χρρ(q, ω) =
1
Vω 〈[ρˆ(q), ρˆ(−q)]〉eq +
1
ω
∑
µ=x,y
qµχjµρ(q, ω)
= 1Vω 〈[ρˆ(q), ρˆ(−q)]〉eq +
1
Vω2 〈[q · j(q), ρˆ(−q)]〉eq +
1
ω2
∑
µ,ν=x,y
qµχjµjν (q, ω)qν .
(3.27)
2As jˆ = jˆp in the linearized Dirac model of graphene, the index p is dropped for the rest of this thesis.
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While the first term on the right-hand side vanishes [95], the second contribution, the
so-called anomalous commutator, needs special attention. Its value (per spin and valley)
1
V 〈[q · j(q), ρˆ(−q)]〉eq =
q2D
8pi , (3.28)
where D is an energy cutoff, has been calculated in Ref. [94] for graphene including a
sublattice-dependent constant mass term. For a translationally invariant system, i.e.,∑
µ,ν=x,y
qµχjµjν (q, ω)qν = q
2χLjj , (3.29)
we finally arrive at
ω2 χρρ(q, ω) = q2χLjj(q, ω) +
1
V 〈[q · j(q), ρˆ(−q)]〉eq , (3.30)
where gauge invariance is explicitly broken. This can be seen by taking the static long-
wavelength limit (see Sec. 5.3)
lim
q→0χ
L
jj(q, 0) = −
D
2pi 6= 0, (3.31)
which is unphysical, as a longitudinal static vector potential cannot induce a current.
As stated in Ref. [96], taking into account the full BZ leads to the cancellation of the
commutator by a diamagnetic contribution of the form
∑
µ,ν=x,y
qµχ
D
µνqν = −
1
V 〈[q · j(q), ρˆ(−q)]〉eq , (3.32)
which is absent in the linearized model, such that the continuity equation is fulfilled again.
3.2. Dielectric function
Among the various transport quantities in solid state physics, the DF plays a central role.
Not only does it provide information on optical experiments and transport characteris-
tics, but also on fundamental excitations of the material, screening properties, and hence
electron-phonon interactions.
The definition of the DF relates the density changes in a solid to the external density
ρext via
δρ =
[1
ε
− 1
]
ρext. (3.33)
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As described in Refs. [91, 92], the DF is connected to the quantum mechanical Kubo
product for the polarizability by
ε(q, ω) = 11 + V (q)χρρ(q, ω)
. (3.34)
Here, V (q) is the Fourier transform of the Coulomb potential in two dimensions,
V (r) = e
2
4pi0rr
. (3.35)
In truly 2D systems such as graphene or ML-MDS this leads to the rather simple form
V (q) = e
2
20rq
. (3.36)
However, if the density profile in z direction deviates from a delta function, the analytical
form of V (q) is more complicated [91]. An example for this is discussed in Chap. 7 in the
context of GaAs and InAs QWs.
Now that we know how to derive the DF from the Kubo polarizability, we need to specify
what exactly is meant by equilibrium. In many situations the independent-particle picture
is insufficient and interactions between electrons need to be included. In this case the
expectation values in the Kubo formula require the usually unknown interacting ground
state and therefore one needs to resort to reasonable approximations. The most prominent
is the RPA,3 where, using the language of Feynman diagrams, out of the infinite number of
possible diagrams, only the most divergent are taken into account. From a rough estimate
based on a power analysis of the denominators, it turns out that these are the contributions
of the noninteracting system (denoted as χ0ρρ) connected by the Coulomb propagator V (q).
For the RPA-improved polarizability this leads to a geometric series [91]
χRPAρρ (q, ω) = χ0ρρ(q, ω)
[
1 + V (q)χRPAρρ (q, ω)
]
, (3.37)
which can easily be rewritten as
χRPAρρ (q, ω) =
χ0ρρ(q, ω)
1− V (q)χ0ρρ(q, ω)
. (3.38)
The RPA DF in Eq. (3.34) then takes a rather simple form:
εRPA(q, ω) = 1− V (q)χ0ρρ(q, ω). (3.39)
The great benefit of the RPA is twofold: First of all, in order to include interaction effects,
one only needs to calculate the free polarizability which is, in our case, essentially a 2D
integral in momentum space. Second, despite its mathematical simplicity, the RPA is
a nonperturbative result in the sense that an infinite number of contributions are taken
into account. In the subsequent chapters we will restrict ourselves to RPA, therefore the
3For a detailed derivation and discussion of the RPA we refer to Refs. [91, 92].
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superscript will no longer be written and the notation ε(q, ω) has to be understood as
εRPA(q, ω).
Referring to the definition of the DF in Eq. (3.33), we can see that zeros of the DF or,
equivalently, poles in the RPA polarizability correspond to collective charge excitations
known as plasmons, as even in the absence of an external field a finite potential is present
in the system. In order to find the plasmon energies ωq and damping rates γq at a given
momentum transfer q, we need to solve the complex-valued equation
ε(q, ωq − iγq) = 0. (3.40)
For small damping rates,
γq  ωq, (3.41)
Eq. (3.40) can further be simplified by
Re {ε(q, ωq)} = 0 (3.42)
and
γq =
[
∂
∂ω
Re {ε(q, ω)}
∣∣∣∣
ω=ωq
]−1
Im {ε(q, ωq)} . (3.43)
However, if the plasmon energy is obtained from Eq. (3.42) it needs to be verified that the
so-found solution also corresponds to a resonance in the ELF, a quantity which is available
in scattering experiments. From the definition of the ELF,
− Im
{ 1
ε(q, ω)
}
= Im {ε(q, ω)}
[Re {ε(q, ω)}]2 + [Im {ε(q, ω)}]2 , (3.44)
we notice that if both the real and imaginary part vanishes at a given energy (the plasmon
energy), the ELF exhibits a delta peak:
− Im
{ 1
ε(q, ω)
}
ω≈ωq=
[
∂
∂ω
Re {ε(q, ω)}
∣∣∣∣
ω=ωq
]−1
δ[ω − ωq]. (3.45)
The prefactor is also denoted as the plasmon oscillator strength [91]. On the other hand,
if the imaginary part is finite but small, the peak in the ELF will be broadened and the
lifetime of the plasmon, being inversely proportional to the width of the peak, becomes
finite. Notice that for the numerical evaluation of the ELF it is necessary to add an
infinitesimal small contribution to the imaginary part of the DF in order to see a resonant
peak and therefore we plot the function
− Im
{ 1
ε(q, ω + i0)
}
. (3.46)
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Figure 3.1.: (a) Sketch of a HREELS experiment. (b) Idealized intensity profile.
In the long-wavelength limit, vF q  ω, the free polarizability of an isotropic 2D system
can be approximated via [97]
χ0ρρ(q, ω) ≈
gq2
4piω2
∑
ν
kFν
∣∣∣∣∂Eν(k)∂k
∣∣∣∣
k=kFν
, (3.47)
where g is a degeneracy factor of the problem (due to orbital and spin degeneracies), kFν
the Fermi wave vector in band Eν and the sum runs over all bands that contain the Fermi
energy. According to Eq. (3.42) for the plasmon dispersion this immediately leads to
ω0q ≈
√
e2
8pi0r
∑
ν
kFν
∣∣∣∣∂Eν(k)∂k
∣∣∣∣
k=kFν
√
q, (3.48)
with the universal √q-dependence of plasmons in 2D systems. As we will see in the follow-
ing chapters, this relation is accurate for small wave vectors but fails to properly describe
the energies close to the EHC.
Another type of excitations featured by the DF in RPA is the creation of real electron-
hole pairs. If the imaginary part of the DF is nonzero, the absorption of energy leads to
a finite quasiparticle lifetime. This dissipation mechanism is commonly known as Landau
damping. However, due to conservation of energy Landau damping is possible only for
specific combinations of momentum and frequency. The corresponding region in the q-ω
plane where Im {ε(q, ω)} 6= 0 is fulfilled is called the electron-hole continuum. The EHC
can generally be separated into an intra- and interband part. While in the former the
initial and final states lie in the same band and hence transitions can only happen for
finite momentum transfer, the latter also allows vertical transitions close to q = 0.
Let us finally comment on how to read out the excitation energies by means of HREELS
[98]; see Fig. 3.1(a) for a schematic sketch. After electrons get excited in a tungsten fila-
ment, they pass through a monochromator. The monochromator decelerates the electrons
and reduces the energy distribution of the particles in the beam. As the excitation en-
ergies of surfaces are usually close to each other, and in particular close to the elastic
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scattering peak, a high resolution is required and small energy losses of a few meV should
be detectable. Moreover, in order to make the electrons scatter on the surface rather than
on the underlying substrate, their mean-free path needs to be comparable to the layer
thickness. Typically, this can be achieved with particle energies of 10 eV - 20 eV. The
small mean-free path, on the other hand, requires the whole setup to be in ultra-high
vacuum. After the backscattered electrons pass through the analyzer, the intensity profile
is finally recorded as a function of the energy loss; see Fig. 3.1(b). Besides a strong signal
corresponding to the elastic process, peaks in the spectrum indicate the plasmonic exci-
tation energies. In recent HREELS experiments on graphene [58, 59], the √q-behavior of
the plasmon dispersion for small wave vectors could be confirmed experimentally, while for
larger momenta the dispersion clearly deviates from Eq. (3.48) due to quantum mechanical
many-body corrections, requiring the RPA treatment of the DF.
4 Chapter 4.Dielectric function, plasmons, andscreening of graphene in the presence
of spin-orbit interactions
Parts of this chapter have been published in collaboration with Tobias Stauber and John
Schliemann in Phys. Rev. B 86, 195424 (2012).
In this chapter we discuss the dielectric properties of graphene in the presence of SOIs
of the intrinsic and Rashba type. After a short summary of the eigensystem of the KMM
in Sec. 4.1, closed analytical expressions for the imaginary as well as for the real part of
the DF for arbitrary frequency, wave vector, doping, and SOC parameters are presented
in Sect. 4.2. Our findings generalize earlier results for graphene within the linear approx-
imation [61, 62], including a sublattice-dependent mass term [99]. This is followed by a
detailed discussion of the plasmon spectra and the ELFs for various combinations of the
SOC parameters in Sec. 4.3, including the case of purely Rashba or purely intrinsic SOC,
and the case of equally large Rashba and intrinsic SOIs. As we will see, the breaking of
structure inversion symmetry leads to the existence of a new plasmonic mode with an en-
ergy much larger compared to the long-wavelength result. However, from the ELF one also
sees that these high-energy solutions lie within the EHC where they become damped even
for small momenta and hence cannot be considered as truly coherent modes. The static
limit of the DF is used in Sec. 4.4 to numerically calculate the asymptotic behavior of the
screened Coulomb potential of a charged impurity. The lifting of the spin-degeneracy for
finite λR has a distinct effect on the potential as it induces a beating of Friedel oscillations
in the RPA-improved Coulomb potential. We conclude this chapter in Sec. 4.5 with a
summary of the main result and discuss the connection to other 2D materials.
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4.1. The model
We describe graphene including SOIs of the intrinsic and Rashba type within the Dirac
cone approximation using the KMM of Eq. (2.21):
Hˆτg = vFk · σˆτ + τλI σˆz sˆz + λR (τ σˆxsˆy − σˆy sˆx) , with τ = ±1.
Without loss of generality, we assume positive Rashba and intrinsic SOC constants. Since
within this model the two independent K points are not coupled, i.e., intervalley processes
are not allowed, we can limit the following discussion to the above Hamiltonian with
τ = +1, multiplying the final results by the valley index gv = 2.
The eigenstates of Hˆ+g read
|ξg,±±(k)〉 = 1√2

sin
(
θ∓
2
)
i cos
(
θ∓
2
)
eiφk
± cos
(
θ∓
2
)
eiφk
±i sin
(
θ∓
2
)
e2iφk
 (4.1)
and
|ξg,±∓(k)〉 = 1√2

cos
(
θ∓
2
)
−i sin
(
θ∓
2
)
eiφk
∓ sin
(
θ∓
2
)
eiφk
±i cos
(
θ∓
2
)
e2iφk
 , (4.2)
with
sin θ± =
vFk√
v2Fk
2 + λ2±
(4.3)
and hence
sin θ±2 =
1√
2
√√
v2Fk
2 + λ2± − λ±(
v2Fk
2 + λ2±
)1/4 . (4.4)
The in-plane angle is tanφk = ky/kx and
λ± = λR ± λI . (4.5)
The isotropic energies of the KMM are known from Eq. (2.22):
Eg,αβ(k) = αλR + β
√
v2Fk
2 + λ−α2, with α, β = ±1.
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In order to get the DF in RPA [see Eq. (3.39)],
ε(q, ω) = 1− e
2
20rq
χ0ρρ(q, ω),
we need to calculate the free polarizability given by the Kubo product [91]
χ0ρρ(q, ω) = gv
∑
η1,η2,η3,η4=±1
∫
d2k
(2pi)2
∣∣∣∣〈ξg,η1η2 (k) ∣∣∣∣ξg,η3η4 (k + q)〉∣∣∣∣2×
× f [Eg,η1η2(k)]− f [Eg,η3η4(|k + q|)]
ω − Eg,η3η4 (|k + q|) + Eg,η1η2 (k) + i0
, (4.6)
which, due to the translational symmetry of the problem, does not depend on the in-plane
angle tanφq = qy/qx. In the following we assume zero temperature (T = 0) in order to
allow further analytical progress, reducing the Fermi function
f [E] =
[
1 + e
E−µ
kBT
]−1
T→0= θ [µ− E] (4.7)
to a simple step function (with kB being Boltzmann’s constant).
4.2. Analytical results for the free polarizability
4.2.1. Zero doping
For zero doping1 the valence bands are completely filled while the conduction bands are
empty. Therefore, only transitions between bands Eg,η1− and Eg,η3+ are possible and the
polarizability in Eq. (4.6) can be decomposed as
χ0,unρρ (q, ω) =
∑
η1,η3=±1
χη1−→η3+(q, ω). (4.8)
Here, we introduced the notation χη1η2→η3η4(q, ω) describing transitions from the initial
band Eg,η1η2(k) to the final band Eg,η3η4(|k + q|). For details on the calculation of the
polarizability we refer to App. A, where major steps can be found. For the imaginary part
we find
Im
{
χ∓−→∓+(q, ω)
}
= gv16v2F
θ
[
ω2 − v2F q2 − 4λ±2
]
×
×
[
3v4F q4 − 4v2Fλ±2q2 − 5v2F q2ω2 + 2ω4(
ω2 − v2F q2
)3/2 −
∣∣v2F q2 − ω (ω − 2λ±)∣∣+ ∣∣v2F q2 − ω (ω + 2λ±)∣∣
ω
]
(4.9)
1Notice that zero doping does not necessarily mean µ = 0 if both types of SOIs are present as the charge
neutrality point is shifted away from zero.
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and
Im
{
χ±−→∓+(q, ω)
}
= − gv8v2F
θ
[
ω2± − v2F q2 − 4γ2
]
×
×
[√
ω2± − v2F q2 −
∣∣v2F q2 − ω (ω ± 2λ−)∣∣
2ω −
∣∣v2F q2 − ω (ω ± 2λ+)∣∣
2ω
]
. (4.10)
Here, we defined
ω± = ω ± 2λR (4.11)
and
γ = max{λR, λI}. (4.12)
For equally large SOC parameters, λR = λI , the imaginary part is divergent at ω = vF q,
while for other combinations this singularity is smeared out. The divergent part of the
polarizability in Eq. (4.9) is χ+−→++ due to the linearity of the bands Eg,+± in this case.
The real part can be obtained directly from the imaginary part via the Kramers-Kronig
relation in Eq. (3.9). After carrying out the remaining integration in frequency space,
where it is necessary to keep the principal value in the integral, we arrive at
Re
{
χ∓−→∓+(q, ω)
}
= gv8piv2F
−2λ± − 2v2Fλ±q2
v2F q
2 − ω2 + 2λ± ln
∣∣∣∣∣∣∣
v2F q
2 − ω2 + 4λ2±(√
v2F q
2 + λ2± + λ±
)2 − ω2
∣∣∣∣∣∣∣
+2
√
v2F q
2 + λ2± +
(
5v2F q2ω2 + 4v2Fλ2±q2 − 3v4F q4 − 2w4
)
Re

arctan
(√
v2F q
2−ω2
2λ±
)
(
v2F q
2 − ω2)3/2

−ω
2 − v2F q2
2ω ln
√
v2F q
2 + λ2± + λ± + ω√
v2F q
2 + λ2± + λ± − ω
 (4.13)
and
Re
{
χ±−→∓+(q, ω)
}
= − gv4piv2F
[
2 (±λR − γ ± λR ln 4)∓ 2λR arcsinh
( 2γ
vF q
)
−12 Re

√
v2F q
2 − ω2± arcsin
√
v2F q
2 − ω2±
(
ω±
√
v2F q
2 + 4γ2 + v2F q2
)
+ γω±
√
v2F q
2 − ω2±
v2F q
2
[√
vF q2 + 4γ2 + ω±
]

−12 Re

√
v2F q
2 − ω2∓ arcsin
√
v2F q
2 − ω2∓
(
ω∓
√
v2F q
2 + 4γ2 − v2F q2
)
+ γω∓
√
v2F q
2 − ω2∓
v2F q
2
[√
vF q2 + 4γ2 + ω∓
]

+θ [±λ±]L(±λ∓)
(√
v2F q
2 + λ2∓ ∓ λ∓
)
− 12 sign (±λ±)L(±λ∓)
(√
v2F q
2 + 4γ2 ∓ 2λR
)
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Figure 4.1.: EHC (dark area) for the
particular choice of λR = 2λI = 0.3µ.
Analytical expressions for the bound-
aries of the distinct regions I, II, and
III can be found in Sec. 4.2.2.
+θ [±λ∓]L(±λ±)
(√
v2F q
2 + λ2± ∓ λ±
)
− 12 sign (±λ∓)L(±λ±)
(√
v2F q
2 + 4γ2 ∓ 2λR
)]
.
(4.14)
Here, we defined the function
Lλ±(x) = x+ λ± ln
x2 − ω2
v2F q
2 −
ω2 − v2F q2
2ω ln
∣∣∣∣x+ ωx− ω
∣∣∣∣. (4.15)
4.2.2. Finite doping
We now continue with the case of a finite Fermi energy lying in the conduction band (the
p-doped case is analogous). The free polarizability in the doped case can be expressed as
χ0,doρρ (q, ω) = χ0,unρρ (q, ω) + δχkF+(q, ω) + δχkF−(q, ω). (4.16)
Besides the undoped part χ0,unρρ given above, we have to add the two contributions
δχkF±(q, ω) =
gv
(2pi)2
∑
α,η3,η4=±1
∫ kF±
0
dkk
∫ 2pi
0
dφk
α
∣∣∣〈ξg,±+(k)∣∣∣ξg,η3η4(k + q)〉∣∣∣2
ω − α [Eg,η3η4 (|k + q|)− Eg,±+(k)] + i0
,
(4.17)
referring to transitions with initial states in band Eg,++ (upper sign) and Eg,−+ (lower
sign), respectively. For the definition of the Fermi wave vector in graphene, kF±, see
Eq. (2.23). As the expressions for the doped real and imaginary part of the free polariz-
ability are quite lengthy, we refer to App. A, where the results including major steps of
the derivation can be found.
Similar to the undoped case, the polarizability of graphene is finite at ω = vF q for
λR 6= λI and divergent otherwise. However, in any case this divergence vanishes in the
RPA-improved polarizability [61]. From the band dispersion as given in Eq. (2.22), we
can determine the boundaries of the dissipative EHC [91]. In Fig. 4.1 the EHC is shown
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Figure 4.2.: Density plot of the ELF (normalized to V (q)µ/v2F ) for various combinations of
the SOC parameters: (a) (λR/µ, λI/µ) = (0, 0), (b) (0, 0.5), (c) (0.25, 0.25), (d) (0.5, 0). Solid
lines correspond to the numerical solutions of Eq. (3.42), while dashed lines represent the long-
wavelength result of Eq. (4.22).
for the particular choice of λR = 2λI = 0.3µ. The lower and upper boundaries of the EHC
region I are given by
ωIlow = max
{
0,
√
v2F (kF− − q)2 + λ2+ −
√
v2Fk
2
F− + λ2+
}
(4.18)
and
ωIup = max
{√
v2F (kF− + q)
2 + λ2+ −
√
v2Fk
2
F− + λ2+,√
v2F (kF+ + q)
2 + λ2− −
√
v2Fk
2
F+ + λ2−
}
, (4.19)
respectively. Region I is due to intraband transitions from band Eg,±+(k) to Eg,±+(|k + q|).
Region II accounts for interband transitions between conduction bands and is confined by
ωIIup/low =
√
v2F (kF− ± q)2 + λ2− −
√
v2Fk
2
F− + λ2+ + 2λR. (4.20)
4.3. Collective charge excitations 45
For region III the lower limit reads
ωIIIlow = min
{√
v2F (kF− − q)2 + λ2+ +
√
v2Fk
2
F− + λ2− − 2λR,√
v2F (kF+ − q)2 + λ2− +
√
v2Fk
2
F+ + λ2−
}
, (4.21)
while there is no restriction to the upper boundary. This part is due to transitions between
valence and conduction bands.
4.3. Collective charge excitations
In order to investigate the plasmon spectrum, we solve the approximate equation (3.42),
Re {ε(q, ωq)} = 0,
to find the roots of the DF. However, only if the damping rate γq is sufficiently small,
γq  ωq, one can speak of collective density fluctuations. Therefore, we will also discuss
the more general ELF,
− Im
{ 1
ε(q, ω + i0)
}
,
to check if the so-found (mathematical) solution also corresponds to an internal excitation
of the system.
Similar to Refs. [99, 100] there are several zeros of Eq. (3.42) for nonzero SOC param-
eters. In Fig. 4.2 they are shown as solid lines together with a density plot of the ELF
for freestanding graphene (r = 1). One of these solutions has an almost linear dispersion
with a quasiparticle velocity close to the Fermi velocity. However, as can be seen from
Figs. 4.3(a) and (b), this solution (at ω ≈ 0.1µ in both figures) does not lead to a resonance
in the ELF and does thus not resemble a plasmonic mode. In the case where the gap in
the energy spectrum is closed due to a large Rashba coupling strength, see Fig. 4.2(d),
two additional zeros appear with a finite energy even at zero wave vector, similar to pre-
vious findings in bilayer graphene [100, 101]. However, these potential modes are damped
by interband transitions as can be seen from the background color of the density plot in
Fig. 4.2(d). Therefore, the corresponding peak in the ELF of Fig. 4.3(b) is broadened and
the plasmon’s lifetime is reduced such that the high-energy solutions cannot be considered
as truly coherent modes.
We are thus left with the branch which is always present (i.e., even without SOIs)
and which resembles the only genuine plasmonic mode. In the long-wavelength limit its
dispersion ω0q can be approximated by
ω0q = B
√
q, (4.22)
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Figure 4.3.: ELF for fixed
vF q = 0.1µ with (a) λR = 0,
λI = 0.5µ and (b) λR = 0.5µ,
λI = 0.
where the prefactor
B =
√√√√ gve2
8pi0r
∑
ν=±1
v2Fk
2
Fν√
v2Fk
2
Fν + λ2−ν
(4.23)
follows from Eq. (3.48). One can easily see that Eq. (4.22), shown as dashed lines in
Fig. 4.2, coincides with the numerical solution ωq for small momenta, whereas for larger
momenta (and in particular close to the EHC) the exact result is redshifted compared to
ω0q . If the intrinsic coupling is large enough, i.e., λI & 0.3µ for freestanding graphene, ωq
remains in the region where Landau damping is absent even for large momenta [99]; see
Fig. 4.2(b). Otherwise, the mode eventually enters the EHC due to interband transitions
from the valence to the conduction band as can be seen in Figs. 4.2(a) and (d).
If now two conduction bands are occupied for λR 6= 0, which is the case in Figs. 4.2(c)
and 4.4, the plasmon mode is disrupted at low momenta, vF q ≈ 0.05µ, by a region with a
finite imaginary part where the mode becomes damped. This additional Landau-damped
region is due to interband transitions from the two conduction bands. The plasmon
velocity formally diverges at the entering and exit point of this pseudo-gap. The crossing
points can be approximated by looking at the intersection of this region with the analytic
long-wavelength plasmon dispersion. For the special case of λR = λI , this leads to the
critical wave vector
q±cr =
[
B ±
√
B2 − 4vF
(
vFkF− −
√
v2Fk
2
F− + 4λ2R + 2λR
)]2
4v2F
, (4.24)
and in particular to vF q−cr ≈ 0.019µ and vF q+cr ≈ 0.025µ for λR/I = 0.25µ, in accordance
with Fig. 4.2(c). However, for a proper analysis the full ELF needs to be discussed. This
is done in Fig. 4.5 for two different combinations of the SOC parameters, λR = λI = 0.25µ
(top) and λR = 0.25µ and λI = 0 (bottom), explicitly showing how spectral weight is
transferred from the lower to the upper mode as momentum is increased and explaining
the step in the plasmon spectrum as shown in Fig. 4.4. Notice that the pseudo-gap in the
plasmon spectrum always appears for λR < 0.5µ, since then in any case two conduction
bands are occupied, independently of the actual value of λI , but its width decreases for
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Figure 4.4.: Density plot of the ELF (normalized to V (q)µ/v2F ) for (a) (λR/µ, λI/µ) = (0.25, 0),
(b) (0.25, 0.25), (c) (0.25, 0.5), and (d) (0.25, 0.75). The solid blue lines show the undamped
plasmon modes. The black lines indicate the boundaries of the EHC; see Sec. 4.2.2.
increasing λI as the dissipative region due to interband transitions diminishes. In the
opposite case of λR > 0.5µ, depending on λI either one or two bands can be occupied:
For zero intrinsic coupling the pseudo-gap is absent. For finite λI its width increases up
to a maximum value at around λI ≈ λR.
Let us close with a comment on plasmons in undoped graphene. A numerical inspection
shows that the real part of the DF is always positive and the ELF does not exhibit a
resonance. Therefore, within our model plasmons are absent at the charge neutrality
point. However, recent theoretical works have shown that for neutral graphene, plasmons
can exist if one takes into account the effect of circularly polarized light [102], effects
beyond RPA [103], and in bilayer graphene by including trigonal warping [104].
4.4. Screening of impurities
In order to understand the transport characteristics of solids, it is of great importance to
know how impurities in a sample become screened. The screened Coulomb potential of a
static impurity with charge Q can be obtained directly from the definition of the DF [91]:
Φ(r) = Q
0
∫ ∞
0
dq
J0(qr)
ε(q, 0) . (4.25)
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Figure 4.5.: Top: ELF for λR = λI = 0.25µ and various momenta. Bottom: The same for
λR = 0.25µ and λI = 0.
Here, we have explicitly made use of the isotropy of the problem and introduced the Bessel
function of the first kind
J0(x) =
1
2pi
∫ 2pi
0
dφk e
ix cosφk . (4.26)
Combining Eq. (4.25) with the expressions for the DF in Sec. 4.2, the screened potential
for the undoped system is calculated numerically. At the charge neutrality point Φ(r) is
mainly determined by the long-wavelength behavior of the static correlator [100]. As can be
seen from Fig. 4.6(a), the long-wavelength limit of the free polarizability, χ0,unρρ (q → 0, 0),
is finite for λR > λI and zero otherwise, while for large momenta the polarizability scales
like χ(q, 0) ∝ q−1 in all cases. Figure 4.7 demonstrates that for λI & λR the potential
behaves as Φ(r) ∝ r−1 at large distances away from the impurity, whereas in the opposite
case, λR > λI , the asymptotic potential is of the form Φ(r) ∝ r−3. The actual values of
λ+r/vF at which the above asymptotics are appropriate approximations depend on the
difference of λR and λI . As mentioned in Sec. 2.1.2, the two different parameter regimes
belong to different phases separated by the quantum critical point at λR = λI .
The static density correlator for the doped system is much more complicated. Integrals
of the form Eq. (4.25) are usually treated analytically by approximating the Bessel function
by its asymptotic values. The subsequent Fourier integral can then be solved with the
Lighthill theorem [105]. This theorem states that singularities in the derivatives of the DF
give rise to a characteristic oscillating decay of the screened potential. Physically, these
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Figure 4.6.: Static polarizability of (a) undoped graphene with fixed λ+: λR = 2λI (dotted),
λR = λI (dotted-dashed), λI = 2λR (dashed), λR = λI = 0 (straight), and doped graphene with
(b) λR = λI = 0.3µ, (c) λR = 2λI = 0.3µ, and (d) 2λR = λI = 0.3µ in units of D(0) = gvµ/piv2F.
Friedel oscillations are due to backscattering on the Fermi surface. We can thus make
qualitative predictions for the potential Φ(r) at large distances away from the impurity,
only from the analytical structure of the polarizability without carrying out the integration.
In addition to that, Fig. 4.8 shows the exact numerical solution of Eq. (4.25). For nonzero
SOC and λR 6= λI the first derivative of the polarizability is singular at two different
momenta; see Figs. 4.6(c) and (d). According to Lighthill’s theorem the potential is
expected to exhibit a superposition of two different kinds of oscillations where, at leading
order, both contributions scale as Φ±(r) ∝ r−2. For predominant intrinsic SOIs the two
oscillatory parts interfere constructively, finally yielding an additional spin-degeneracy
factor of gs = 2 and the solution can be well described by (kF ≡ kF±) [99]
Φ(r) = − Qλ
2
I
4pi0rr0µ2
(2kF )2(
2kF + 1r0
)2 sin (2kF r)(2kF r)2 , (4.27)
where r0 = pi0rv2F /e2µ. For λR = λI the first derivative of χ0(q, 0) is singular only at
q = 2kF−; see Fig. 4.6(b). Therefore, the dominant part of the screened potential again is
of the order (kF−r)−2. However, an additional contribution which scales as (kF+r)−3 needs
to be added. The numerical inspection of Φ(r) in Fig. 4.8 confirms the above predictions
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Figure 4.7.: Asymptotic screened potential (in units of Qλ+/0vF ) of undoped graphene for fixed
λ+ and different SOC parameters: (a) λR = λI (solid line), λI = 2λR (dashed), and λR = 0
(dotted). Also shown is the SOC-free case λR = λI = 0 (dotted-dashed). (b) λI = 0 (solid) and
λR = 2λI (dashed).
and in particular shows that the screened potential deviates significantly from the
Φ(r) ∝ cos (2kF r)
(2kF r)3
(4.28)
behavior of standard graphene within the Dirac cone approximation [61, 106]. Neverthe-
less, it should be emphasized that including the full TB dispersion can also lead to Friedel
oscillations decaying like r−2 [107].
4.5. Summary
In summary, we have presented analytical and numerical results for the DF of graphene in
the presence of SOIs of the intrinsic and Rashba type within the RPA for finite frequency,
wave vector, and doping. Several limiting cases such as the case of predominant Rashba
and intrinsic coupling, and the case of equally large SOIs were opposed.
We have demonstrated that SOIs in graphene can be used to manipulate the plasmon
energies and damping rates. As examples we have mentioned the ability to turn off
damping of plasmons for large momenta if λI is sufficiently large and, on the other hand,
to introduce damping even for small momenta due to interband transitions between the
various conduction bands for λR 6= 0. Both aspects might be useful to gain further control
in possible plasmonic circuitries based on graphene. Moreover, when the spin-degeneracy
of the bands gets lifted, the existence of a new plasmon mode with an energy much
larger compared to the long-wavelength result is predicted. Unfortunately, this mode
lies in the region with finite Landau damping which might cause difficulties to detect it
experimentally.
In the last section of this chapter the static screening properties were discussed. It
was shown that the relative magnitude of the SOC parameters determines the power-law
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Figure 4.8.: Asymptotic screened potential (in units of Qµ/0vF ) of doped graphene for various
SOC parameters: (a) (λR/µ, λI/µ) = (0, 0.3), (b) (0.3, 0.15), (c) (0.15, 0.3), and (d) (0.3, 0.3).
dependence of the screened potential of an undoped sample. While for λR > λI the
potential scales like Φ(r) ∝ 1/r3, for λI ≥ λR a weaker screening of Φ(r) ∝ 1/r was found.
On the other hand, for a finite carrier density a beating of Friedel oscillations occurs if λR
is nonzero due to the existence of two inequivalent Fermi wave vectors. For large λI  λR,
this beating vanishes and the two contributions interfere constructively.
It should be emphasized that in order to see noticeable effects in the plasmon spectrum
or screening behavior, the SOC constants need to be sufficiently large, i.e., of the order
of the Fermi energy. However, although SOIs in pristine graphene are naturally very
small, our results can also be applied to graphene lying on a substrate [41, 42] and, at
least qualitatively, to other promising 2D hexagonal system such as silicene [46, 47] or
ML-MDS [53, 54, 55]. A thorough analysis of the dielectric properties of the latter is the
subject of Chap. 6.

5 Chapter 5.Dynamical current-currentsusceptibility of gapped graphene
Parts of this chapter have been published in collaboration with John Schliemann in Phys.
Rev. B 83, 235409 (2011).
In the previous chapter we have studied in detail the charge response of graphene includ-
ing SOIs of the intrinsic and Rashba type. The aim of the present chapter is to generalize
these results to the current-current susceptibility, where, for the moment, we will concen-
trate on the effect of a purely intrinsic SOC and neglect the Rashba contribution. As the
intrinsic part leads to the opening of a band gap of magnitude 2λI and to a finite effective
carrier mass, we will also refer to λI as a mass term and denote the corresponding model
as gapped graphene.
The interest in the current-current susceptibility of gapped graphene is manifold:
(i) From the current-current susceptibility we can immediately obtain the conductivity
from the simple relation [92]
σαβ(q, ω) = i
e2 χjαjβ (q, ω)
ω
, with α, β = x, y, (5.1)
a quantity which can be measured in transport experiments.
(ii) The static limit of χjαjβ allows to extract information on the orbital and Pauli part
of the magnetic susceptibility [91], i.e., the screening of an applied magnetic field.
While the former is due to the orbital motion of the charge carriers, the latter arises
from the real spin degree of freedom.
(iii) It is interesting to compare the nonrelativistic limit of gapped graphene, i.e., the
limit of a band gap parameter comparable to the chemical potential, to the situation
in a 2DEG.
After a short summary of the formalism in Sec. 5.1, closed analytical expressions for
the longitudinal and transversal parts of the current-current susceptibility are given in
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Sec. 5.2. Taking the static limit of the current response, we determine the orbital and
Pauli magnetization of gapped graphene. As described in Sec. 5.3, compared to gapless
graphene the orbital magnetic susceptibility (OMS) at zero doping is smeared out on
an energy scale given by the inverse of the band gap parameter. In contrast, for finite
doping the OMS vanishes for arbitrary values of λI . In Sec. 5.4 the effect of an increasing
mass term corresponding to the nonrelativistic limit of gapped graphene is discussed. The
peculiar band structure of graphene leads to a pseudospin Zeeman term [60], formally
equivalent to the ordinary Zeeman contribution, and hence to a special form of the OMS.
A summary of the main results can be found in Sec. 5.5.
5.1. The model
The effective Hamiltonian of graphene near the corners of the BZ including a finite mass
term is
Hˆτsg = vFk · σˆτ + sτλI σˆz. (5.2)
Concentrating on one valley (τ = +1) and a single real spin component (s = +1), the
eigensystem of the KMM simplifies to
Eg,±(k) = ±
√
v2Fk
2 + λ2I , (5.3)
and
|ξg,±(k)〉 = 1√
2
(
v2Fk
2 + λ2I
)1/4

√√
v2Fk
2 + λ2I ± λI
±
√√
v2Fk
2 + λ2I ∓ λI eiφk
 , (5.4)
where tanφk = ky/kx is the in-plane angle. The current operator of gapped graphene,
jˆ =
δHˆ++g [k + eA]
e δA
= vF σˆ, (5.5)
equals the pseudospin operator up to a constant prefactor of vF . Therefore, we can express
the current-current susceptibility of the noninteracting system by
χ0jαjβ (q, ω) = gvgsv
2
F
∑
σ1,σ2=±1
∫
d2k
(2pi)2
f [Eg,σ1(k)]− f [Eg,σ2 (|k + q|)]
ω − Eσ2 (|k + q|) + Eσ1(k) + i0
×
× 〈ξg,σ1 (k)| σˆα |ξg,σ2 (k + q)〉 〈ξg,σ2 (k + q)| σˆβ |ξg,σ1 (k)〉 , (5.6)
with α, β = x, y. As before, f [E] is the Fermi distribution function, in our case a step
function as we assume zero temperature, and gv = gs = 2 count orbital and spin degen-
eracies. From Eq. (3.22) we know that the current-current susceptibility of graphene can
be split up into a longitudinal and transversal part, where both can be obtained indepen-
dently of each other. Because of Eq. (3.30) the longitudinal part directly follows from the
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polarizability obtained in Chap. 4 for the special case of λR = 0, while the transversal part
needs to be derived from the integral expression in Eq. (5.6). In the following we restrict
our discussions, without loss of generality, to positive Fermi energies µ and mass term λI .
The current operator is chosen to point along the x direction, i.e., the longitudinal part
follows from the special choice of q = qex and the transversal part from q = qey, with ex
(ey) being the unit vector in x (y) direction.
5.2. Analytical results for the current-current susceptibility
The current-current susceptibility can be solved in terms of closed analytical expressions.
For details on the calculation we refer to App. B, where basic steps can be found. As in the
previous chapter we distinguish between undoped and doped graphene. While the former
corresponds to the case of zero carrier concentration, i.e., the Fermi energy lies between
the two bands (|λI | > |µ|), in the latter the Fermi energy lies either in the conduction or
in the valence band.
5.2.1. Zero doping
In the undoped case, only transitions from the valence to the conduction band contribute
to Eq. (5.6). The result for the imaginary part is
Im
{
χ
0,L/T,un
jj (q, ω)
}
= −gvgsω16
√
1−
(
vF q
ω
)2∓1(
1 + 4λ
2
I
ω2 − v2F q2
)
θ
[
ω2 − v2F q2 − 4λ2I
]
.
(5.7)
The upper (lower) sign stands for the longitudinal (transversal) component. For the real
part we obtain
Re
{
χ0,L,unjj (q, ω)
}
= −gvgsD8pi −
gvgsω
2
4pi
 λIv2F q2 − ω2 + v
2
F q
2 − ω2 − 4λ2I
4
∣∣v2F q2 − ω2∣∣3/2 ×
×
θ [vF q − ω] arccos
(
v2F q
2 − ω2 − 4λ2I
ω2 − v2F q2 − 4λ2I
)
− θ [ω − vF q] ln
(
2λI +
√
ω2 − v2F q2
)2
∣∣ω2 − v2F q2 − 4λ2I ∣∣


(5.8)
and
Re
{
χ0,T,unjj (q, ω)
}
= −gvgs (D − 2λI)8pi −
gvgs
(
4λ2I − v2F q2 + ω2
)
16pi
√∣∣v2F q2 − ω2∣∣ ×
×
θ [vF q − ω] arccos
(
v2F q
2 − ω2 − 4λ2I
ω2 − v2F q2 − 4λ2I
)
− θ [ω − vF q] ln
(
2λI +
√
ω2 − v2F q2
)2
∣∣ω2 − v2F q2 − 4λ2I ∣∣
 ,
(5.9)
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Figure 5.1.: The different regions re-
lated to the imaginary and real parts
of the current-current susceptibility for
the special case of λI = 0.9µ. See Table
5.1 for the definitions of 1A-5B.
with D being the energy cutoff introduced in Sec. 3.1.
5.2.2. Finite doping
We have two contributions for the doped case:
χ
0,L/T,do
jj (q, ω) = χ
0,L/T,un
jj (q, ω) + δχ
0,L/T,do
jj (q, ω) . (5.10)
The first one is the undoped part where only interband transitions contribute (see above),
while the second takes into account intraband transitions. In App. B the explicit expression
for the latter can be found. Adding up both contributions we end up with the final results:
Im
{
χ
0,L/T,do
jj (q, ω)
}
= −gvgsω16pi
√√√√∣∣∣∣∣1−
(
vF q
ω
)2∣∣∣∣∣
∓1
×

G∓>
(
2µ+ω
vF q
)
−G∓>
(
2µ−ω
vF q
)
1A
0 1B
G∓>
(
2µ+ω
vF q
)
2A
∓G∓<
(
2µ−ω
vF q
)
2B
0 3A
pi
(
1 + 4λ
2
I
ω2−v2F q2
)
3B
0 4A
pi
(
1 + 4λ
2
I
ω2−v2F q2
)
4B
0 5B
(5.11)
and
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Re
{
χ
0,L/T,do
jj (q, ω)
}
= −gvgsD8pi ∓
gvgsµω
2
2piv2F q2
± gvgsω16pi
√√√√∣∣∣∣∣1−
(
vF q
ω
)2∣∣∣∣∣
∓1
×

0 1A
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2µ+ω
vF q
)
−G∓>
(
2µ−ω
vF q
)
1B
±G∓<
(
2µ−ω
vF q
)
2A
G∓>
(
2µ+ω
vF q
)
2B
±G∓<
(
2µ−ω
vF q
)
±G∓<
(
2µ+ω
vF q
)
3A
G∓>
(
2µ+ω
vF q
)
−G∓>
(−2µ+ω
vF q
)
3B
±G∓<
(
2µ−ω
vF q
)
∓G∓<
(
2µ+ω
vF q
)
4A
G∓>
(
2µ+ω
vF q
)
+G∓>
(−2µ+ω
vF q
)
4B
G∓0
(
2µ+ω
vF q
)
−G∓0
(
2µ−ω
vF q
)
5B
.
(5.12)
Here, we defined the functions [99]
G±< = x
√
x20 − x2 ±
(
2− x20
)
arccos
(
x
x0
)
, (5.13a)
G±> = x
√
x2 − x20 ±
(
2− x20
)
arccosh
(
x
x0
)
, (5.13b)
G±0 = x
√
x2 − x20 ±
(
2− x20
)
arcsinh
(
x
|x0|
)
, (5.13c)
with
x0 =
√
1 + 4λ
2
I
v2F q
2 − ω2 . (5.14)
The regions (1A)-(5B) are defined in Table 5.1; see also Ref. [99]. Figure 5.1 illustrates
the structure of the regions for the specific choice λI = 0.9µ.
5.3. Static limit and magnetic susceptibility
In the static limit the purely real transversal susceptibilities are given by
χ0,T,unjj (q, 0) = −
gvgsD
8pi +
gvgsλI
4pi +
gvgsvF q
8pi
(
1− 4λ
2
I
v2F q
2
)
arccos
 2λI√
4λ2I + v2F q2
 (5.15)
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1A: ω < µ−
√
v2F (q − kF )2 + λ2I
1B: q < 2kF ∧
√
v2F q
2 + 4λ2I < ω < µ+
√
v2F (q − kF )2 + λ2I
2A: ±µ∓
√
v2F (q − kF )2 + λ2I < ω < −µ+
√
v2F (q + kF )2 + λ2I
2B: µ+
√
v2F (q − kF )2 + λ2I < ω < µ+
√
v2F (q + kF )2 + λ2I
3A: ω < −µ+
√
v2F (q − kF )2 + λ2I
3B: ω > µ+
√
v2F (q + kF )2 + λ2I
4A: −µ+
√
v2F (q + kF )2 + λ2I < ω < vF q
4B: q > 2kF ∧
√
v2F q
2 + 4λ2I < ω < µ+
√
v2F (q − kF )2 + λ2I
5B: vF q < ω <
√
v2F q
2 + 4λ2I
Table 5.1.: Definition of the different regions in the q-ω plane related to the imaginary and real
parts of the current-current susceptibility.
and
χ0,T,dojj (q, 0) = −
gvgsD
8pi +
gvgsvF q
8pi
 2µ
vF q
√
1−
(2kF
q
)2
+
(
1−
( 2λI
vF q
)2)
arccos
 2µ√
v2F q
2 + 4λ2I
 θ [q − 2kF ] , (5.16)
respectively, while the longitudinal parts vanish, except for the constant cutoff-dependent
term in front. The Fermi wave vector in Eq. (5.16) is kF =
√
µ2 − λ2I/vF .
Figure 5.2 shows the renormalized function
χ˜(q, 0) = −e
2
q2
(
χ0,Tjj (q, 0) +
gvgsD
8pi
)
(5.17)
for different values of ΛI = λI/µ. From its long-wavelength limit one can read off the
OMS via [91]
χ˜orb = lim
q→0 χ˜(q, 0). (5.18)
For the undoped part the OMS
χ˜unorb = −
gvgse
2v2F
12piλI
(5.19)
is finite and diamagnetic. Compared to the gapless case, the OMS is smeared out on an
energy scale of 1/λI . This broadening of χ˜orb also occurs in the presence of disorder [108],
as well as for finite temperature [109]. From Fig. 5.2 one can see that χ˜do(q, 0) = 0 for
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Figure 5.2.: Top: Static current-current susceptibility for (a) doped and (b) undoped graphene
for different ratios ΛI = λI/µ in units of gvgse2µ/2pik2F . Bottom: Static polarizability for (c)
doped and (d) undoped graphene in units of gvgsµ/2piv2F .
q < 2kF and thus
χ˜doorb = 0, (5.20)
which is the same as for gapless graphene. The same result,
χ˜orb = −gvgse
2v2F
12piλI
θ [λI − µ] , (5.21)
was obtained earlier by energy considerations [60, 110]. In the limit λI = 0 the OMS
reduces to a delta function [96, 109, 111]:
χ˜orb = −gvgse
2v2F
6pi δ (µ) . (5.22)
The expressions for the magnetic susceptibility given above are only valid for the nonin-
teracting system. A simple way to include many-body effects is via the RPA [91]. From
the OMS in RPA [111],
χ˜RPAorb = lim
q→0
χ˜(q, 0)
1 + q20rv2F χ˜(q, 0)
= −gvgse
2v2F
12piλI
θ [λI − µ] , (5.23)
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one can see that screening effects do not change the orbital part of the magnetic suscep-
tibility of gapped graphene. However, the situation changes if one includes interaction
effects in first-order perturbation theory beyond RPA, leading to paramagnetic behavior
in doped graphene sheets [112].
The Pauli part of the magnetic susceptibility follows from the limit
χ˜P = −µ2B lim
q→0χszsz(q, 0), (5.24)
where µB = e/2m0 is the Bohr magneton. The spin susceptibility χszsz(q, 0) of a nonin-
teracting system equals the free polarizability [91]. Combining Eqs. (5.8) and (5.12) with
Eq. (3.30), the static polarizabilities read [99]
χ0,unρρ (q, 0) = −
gvgsλI
4piv2F
+ gvgs
[
4λ2I − v2F q2
]
8piv3F q
arccos
 2λI√
4λ2I + v2F q2
 (5.25)
and
χ0,doρρ (q, 0) = −
gvgsµ
2piv2F
1− 12
√1− (2kF
q
)2
−v
2
F q
2 − 4λ2I
2vF qµ
arccos
 2µ√
v2F q
2 + 4λ2I
 θ [q − 2kF ]
 . (5.26)
Figures 5.2(c) and (d) show the static polarizability for different ratios of ΛI . The case
ΛI → 1 corresponds to the nonrelativistic limit of graphene and will be discussed in the
next section. From the long-wavelength limit one can easily see that the Pauli part of the
magnetic susceptibility vanishes in the undoped case, reflecting the vanishing DOS at the
charge neutrality point, while the doped part is finite:
χ˜P =
gvgse
2µ
8pim20v2F
θ [µ− λI ] . (5.27)
5.4. Nonrelativistic limit of gapped graphene
The static transversal part of the current-current susceptibility for the 2DEG [91],
χ0,T,2DEGjj (q, 0) =
gvgsq
2
24pim0
1− (1− 4k2F
q2
)3/2
θ [q − 2kF ]
 , (5.28)
leads to the OMS
χ˜2DEGorb = −
gvgse
2
24pim0
. (5.29)
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Figure 5.3.: (a) Intraband part of the transversal current-current susceptibility of graphene for
different ratios ΛI = λI/µ in units of gvgse2v2F /12piλI . (b) Sum of orbital and Pauli contribution
in an 2DEG in units of gvgse2/12pim0.
From the static polarizability [63, 91],
χ0,2DEGρρ (q, 0) = −
gvgsm0
2pi
1−
√
1−
(2kF
q
)2
θ [q − 2kF ]
 , (5.30)
we obtain the Pauli contribution to the magnetic susceptibility:
χ˜2DEGP = µ2B
gvgsm0
2pi =
gvgse
2
8pim0
. (5.31)
In Fig. 5.3(b) we show the momentum-dependent function
χ˜2DEG(q, 0) = −µ2B χ0,2DEGρρ (q, 0)−
e2 χ0,T,2DEGjj (q, 0)
q2
= gvgse
2
12pim0
1− 32θ [q − 2kF ]

√
1−
(2kF
q
)2
− 13
(
1−
(2kF
q
)2)3/2
 , (5.32)
whose long-wavelength limit determines the total magnetic susceptibility of the 2DEG:
χ˜2DEGtot = lim
q→0 χ˜
2DEG(q, 0) = gvgse
2
12pim0
. (5.33)
Expanding now the Hamiltonian of gapped graphene in Eq. (5.2) in the limit
vF |k + eA|  λI , (5.34)
and eliminating the lower spinor component, one finds for the conduction band for a single
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spin component [60]
HˆτA =
v2F (k + eA)
2
2λI
− τ2G
∗µBB, (5.35)
where
G∗ = 2m0v
2
F
λI
(5.36)
is the effective Lande´ factor and B the magnetic field associated with the vector potential.
Equation (5.35) is nothing but the well-known Hamiltonian of the 2DEG, including a
Zeeman term whose sign depends on the valley index. This Zeeman term, however, arises
due to the peculiar band structure of graphene in contrast to the ordinary Zeeman term
caused by the real spin. Therefore, the second part of Eq. (5.35) is also denoted as the
pseudospin Zeeman term [60]. As shown in Fig. 5.3(a), for a large mass term (ΛI → 1)
the current-current susceptibility associated with HˆA,
δχ˜(q, 0) = −e
2
q2
[
χ0,T,dojj (q, 0)− χ0,T,unjj (q, 0)
]
, (5.37)
approaches the value of the 2DEG in Eq. (5.32). The corresponding OMS is then given
by the paramagnetic term
δχ˜orb = lim
q→0 δχ˜(q, 0) =
gvgse
2v2F
12piλI
. (5.38)
This means that the OMS of gapped graphene (neglecting the valence band states) repro-
duces the total susceptibility of a 2DEG, i.e., the sum of the orbital and Pauli part, if we
associate λI = m0v2F . In addition to that, Eq. (5.27) describes the Pauli part due to the
real spin. In the nonrelativistic limit,
µ ≈ λI + v
2
Fk
2
F
2λI
, (5.39)
Eq. (5.27) simplifies to
χ˜P ≈ gvgse
2λI
8pim20v2F
, (5.40)
in accordance with the corresponding result for the 2DEG.
5.5. Summary
We have provided closed analytical expressions for the current-current susceptibility of
graphene for arbitrary frequencies, wave vectors, and doping, including a mass term whose
sign depends on the sublattice degree of freedom. Such a mass term has been shown to
arise due to intrinsic SOIs [71] and the effect of a suitable substrate material [113].
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From the static limit of the transversal and longitudinal parts we could determine the
orbital and Pauli magnetic susceptibility of gapped graphene. While the orbital part was
shown to vanish for nonzero doping independently of a band gap, right at the charge neu-
trality point the OMS is smeared out on an energy scale given by the inverse of λI . In
contrast, the Pauli contribution was found to be finite and in particular positive in the
doped case, and vanishes for zero chemical potential.
In Sec. 5.4 we have studied the nonrelativistic limit of gapped graphene. The Hamil-
tonian of graphene for a sufficiently large mass term is equivalent to that of a 2DEG;
but with one particularity, namely the existence of a pseudospin Zeeman term [60]. Let
us point out that the nonrelativistic limit of graphene is interesting not only because of
academic questions, but rather has a meaning in the context of other honeycomb struc-
tures such as ML-MDS. According to Eq. (2.31) and Ref. [53], in first approximation the
magnetic susceptibility of ML-MDS immediately follows from Eqs. (5.21) and (5.27):
χ˜morb = −
4e2a20t20∆
3pi
[
∆2 − λ2I
] θ [∆2 − µ
]
(5.41)
and
χ˜mP =
e2µ
2pim20a20t20
θ
[
µ− ∆2
]
. (5.42)
A detailed discussion of the charge response of ML-MDS including the effects of the dif-
ferent electron and hole masses and trigonal warping is given in the next chapter.

6 Chapter 6.Plasmons and screening in amonolayer of MoS2
Parts of this chapter have been published in collaboration with Tobias Stauber and John
Schliemann in Phys. Rev. B 88, 035135 (2013).
Having studied in great detail the charge and current responses of graphene, we will now
conduct a thorough investigation of the plasmon dispersion and the screening properties of
ML-MDS, a related material. As mentioned previously in Sec. 2.2, the main quantitative
differences in the energy spectra of ML-MDS and graphene are the remarkable band gap
(of 1.82 eV) and the large intrinsic SOC (about 80 meV) in the former.
From the effective low-energy Hamiltonian of ML-MDS derived in Ref. [53] [see also
Eq. (2.31)], we could immediately express the free polarizability and the current-current
susceptibility of ML-MDS using the analytical results presented in Chaps. 4 and 5. How-
ever, as pointed out in Refs. [54, 55] the model of Ref. [53] is insufficient to properly
account for the different electron and hole masses and needs to be extended according to
Eq. (2.27). We restrict ourselves for the rest of the chapter to the case of a finite charge
carrier density, as in usual experiments doping is always present, and the most interesting
physics (such as the existence of collective charge excitations and Friedel oscillations) is
expected to appear only for finite doping. As the energies and eigenstates of ML-MDS
are quite complicated, analytical progress seems to be difficult and the DF is solved by
numerical methods.
Section 6.1 begins with the discussion of the DOS of ML-MDS. This is followed in
Sec. 6.2 by a detailed analysis of the plasmon spectrum for two different carrier concentra-
tions, n = 1012 cm−2 (used in the experiment of Ref. [80]) and 5 · 1013 cm−2 (where both
valence bands are filled in the p-doped case). While in graphene damping of plasmons
is caused by interband transitions [61, 62], due to the large direct band gap in ML-MDS
collective charge excitations enter the intraband EHC similarly to the situation in a 2DEG
[63]. Since there is no electron-hole symmetry in ML-MDS, the plasmon energies in p- and
n-doped samples clearly differ. In Sec. 6.3 we calculate the screened Coulomb potential
of a static charged impurity. It turns out that the lifting of the spin degeneracy caused
by the large intrinsic SOC leads to a distinct beating of Friedel oscillations for sufficiently
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high carrier concentrations, for holes as well as for electrons. The chapter ends with a
brief summary of the results in Sec. 6.4.
6.1. The model
We describe a monolayer of MoS2 around the corners of the BZ by the effective two-band
model of Eq. (2.27) for both spin (s = ±1) and valley (τ = ±1) components [54, 55]:
Hˆτsm =
∆
2 σˆz + τsλI
1− σˆz
2 + t0a0k · σˆτ
+ k
2
4m0
(α+ βσˆz) + t1a20k · σˆ∗τ σˆxk · σˆ∗τ .
The TB parameters in Hˆτsm are summarized in Table 2.1. From the analytical solution of
the energies in Eq. (2.28),
Eτsm,±(k) =
α
4m0
k2 + sτλI2 ±
{(
a40t
2
1 +
β2
16m20
)
k4 +
(∆− sτλI
2
)2
+k2
[
a20t
2
0 +
β (∆− sτλI)
4m0
]
+ 2τt0t1a30k3 cos (3φk)
}1/2
,
with tanφk = ky/kx, we obtain the DOS in ML-MDS given by
D(E) =
∑
s,τ,σ=±1
∫
d2k
(2pi)2 δ
[
E − Eτsm,σ(k)
]
. (6.1)
The sum in Eq. (6.1) runs over both valleys (τ), spins (s), and pseudospins (σ). In Fig. 6.1
the DOS is shown for electron and hole doping. While in the former both conduction bands
are always filled for µ > ∆/2, in the latter either one,
−∆2 − λI < µ < −
∆
2 + λI , (6.2)
or two,
µ < −∆2 − λI , (6.3)
valence bands might be occupied.
In order to investigate the plasmon spectrum and the screening behavior, we need to
calculate the DF in RPA [cf. Eq. (3.39)]:
ε(q, ω) = 1− e
2
20rq
χ0ρρ(q, ω).
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Figure 6.1.: DOS of ML-MDS. The
dashed vertical lines show the upper
(lower) boundaries of the valence (con-
duction) bands.
The background dielectric constant is chosen as r = 5 (comparable to the values in
Refs. [114, 115]). As in the previous chapters, the free polarizability is a 2D integral in
momentum space:
χ0ρρ(q, ω) =
∑
s,τ,σ,σ′=±1
∫
d2k
(2pi)2
∣∣∣∣〈ξτsm,σ (k) ∣∣∣∣ξτsm,σ′ (k + q)〉∣∣∣∣2×
× f [E
τs
m,σ(k)]− f [Eτsm,σ′(k + q)]
ω − Eτsm,σ′ (k + q) + Eτsm,σ (k) + i0
, (6.4)
where
∣∣∣ξτsm,σ (k)〉 and Eτsm,σ (k) are the ML-MDS eigenstates and energies.1 Notice that
only one sum over s and τ , respectively, appears in Eq. (6.4) as spin and valley changing
transitions are forbidden within our model. Assuming zero temperature for the rest of the
chapter, the Fermi function f [E] reduces to a simple step function.
If we neglect the contributions quadratic in momentum, i.e., setting α = β = t1 = 0
[corresponding to the model of Ref. [53] and Eq. (2.31)], the analytical solution for the
isotropic free polarizability in Eq. (6.4) directly follows from
χ0ρρ(q, ω) =
∑
s,τ=±1
χ0,sτρρ (q, ω), (6.5)
where χ0,sτρρ stands for the polarizability of gapped graphene given in Chaps. 4 and 5, with
an effective spin- and valley-dependent mass term of
λ˜τsI =
∆
2 −
sτλI
2 (6.6)
1While the (rather complicated) ML-MDS energies can be found in Eq. (2.28) in terms of a closed
analytical expression, we do not present the analytical solution for the eigenvectors as the longish
expressions are not very illuminating. For the calculation of the DF in the following, we will use the
numerical solution for the eigensystem, obtained after diagonalization of Hˆτsm .
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Figure 6.2.: The solid lines show
the plasmon spectrum for an electron
(black) and hole (red) concentration of
n = 1012 cm−2. The dashed lines show
the boundaries of the EHC. The dotted-
dashed lines are the long-wavelength re-
sults of Eq. (6.8). The in-plane angle
was set to φq = 0◦.
and a shifted Fermi energy
µ˜τs = µ− sτλI2 . (6.7)
However, in the following we do not neglect these terms as they were shown to be impor-
tant even for low energies [54, 55], but rather solve ε(q, ω) within the extended model of
Eq. (2.27). This is done numerically by first calculating the imaginary part of the polar-
izability as described in Sec. 3.1. Afterwards, the result is integrated with the help of the
Kramers-Kronig relation in Eq. (3.9) to obtain the real part.
6.2. Collective charge excitations
Neglecting the trigonal warping term for the moment (t1 = 0), we can readily derive an
analytical formula for the plasmon dispersion from the general long-wavelength expression
in Eq. (3.48) together with the solution for the energies in Eq. (2.28):
ω0q± =
√√√√ e2
8pi0r
∑
τ,s=±1
kFτ ·s
∣∣∣∣∂Eτsm,±∂k
∣∣∣∣
k=kFτ ·s
√
q. (6.8)
The Fermi wave vector in ML-MDS is
kF± =
√
8m0a0t0√
β2 − α2 Re

− 1− 2αµ+ β∆∓ (α+ β)λI4m0a20t20
+
[(
β2 − α2
) (2µ−∆) (2µ+ ∆∓ 2λI)
16m20a40t40
+
(
1 + 2αµ+ β∆∓ (α+ β)λI4m0a20t20
)2]1/2
1/2
.
(6.9)
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Figure 6.3.: Plasmon dispersion (solid
line) and boundaries of the EHC
(dashed) for graphene with n =
1012 cm−2. The dotted-dashed line
shows the long-wavelength result ω0q =√
e2µq/2pi0.
The upper (lower) sign in Eqs. (6.8) and (6.9) stands for the n-doped (p-doped) case. Due
to the electron-hole symmetry in graphene, plasmons in n- and p-doped samples at a given
carrier concentration show the same dynamics.2 This is obviously no longer true in ML-
MDS as the structure of the valence bands is quite different compared to the conduction
bands; see Fig. 6.1.
In Fig. 6.2 the plasmon dispersion and the intraband part of the EHC are shown at a
given carrier concentration of
n =
∑
ν=±1
(kFν)2
2pi = 10
12 cm−2 (6.10)
for electron (black) and hole (red) doping. The in-plane angle orientation was set to
φq = 0◦, where tanφq = qy/qx. The dotted-dashed lines show the long-wavelength result
of Eq. (6.8), which turns out to be in good agreement with the numerical solution for
a0q . 0.05. The plasmon dispersions and the EHC for n and p doping clearly differ,
where ωq is energetically higher in the former.
Due to the large value of the band gap, the interband part of the EHC in ML-MDS
is energetically very high and, subsequently, the plasmon dispersion enters the intraband
EHC. This is quite different compared to graphene, where due to the singularity of the
free polarizability at ω = vF q (with vF = 106 m/s being the Fermi velocity in graphene),
damping can only be caused by interband transitions [61]. Comparing Fig. 6.2 with
the corresponding result obtained for suspended graphene in Fig. 6.3 (which is essentially
Fig. 4.2(a) with rescaled axes), we can immediately see that the mode in graphene becomes
damped at much smaller wave vectors a0q ≈ 0.02 compared to ML-MDS, where damping
appears not before a0q ≈ 0.15. The ELF of graphene for such large momenta does not
exhibit a resonant peak and thus the plasmon is already overdamped. However, the
plasmon energies in graphene are clearly larger compared to ML-MDS: e.g., ωq ≈ 0.09t0
in the former, while ωq ≈ 0.01t0 in the latter; both at fixed a0q = 0.02. It is interesting to
2When we compare ML-MDS to graphene in this chapter, we use the natural values for the SOC param-
eters in graphene: λI = 12 µeV and λR = 5 µeV. Therefore, SOIs in graphene can be neglected for the
moment.
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Figure 6.4.: The solid lines show
the plasmon spectrum for an electron
(black) and hole (red) concentration
of n = 5 · 1013 cm−2. The dashed
lines show the boundaries of the EHC.
The dotted-dashed lines are the long-
wavelength results of Eq. (6.8). The in-
plane angle was set to φq = 0◦.
note that while the long-wavelength plasmon energy in graphene [61],
ω0q =
√
e2µq
2pi0
, (6.11)
see dotted-dashed line in Fig. 6.3, overestimates the exact solution, the approximate result
of Eq. (6.8) is energetically below the numerical value.
The difference in the plasmon energies for n and p doping becomes enhanced for larger
densities as the difference in the electron and hole masses becomes more important; see
Fig. 6.4 for n = 5 · 1013 cm−2. A detailed analysis of the dependence of the plasmon
energies ω2q on the carrier concentrations obtained for fixed momentum a0q = 0.05 and
angle φq = 0◦ is shown in Fig. 6.5, clearly indicating that the asymmetry in the plasmon
spectrum increases for larger densities.
From Fig. 6.5 one can furthermore see that the plasmon energy in ML-MDS is of the
form
ωq ∝ n1/2, (6.12)
as in a 2DEG [63]. This can be understood from the long-wavelength behavior of the
plasmon frequency: Neglecting for simplicity terms quadratic in momentum in the Hamil-
tonian of Eq. (2.27) (which does not change the qualitative behavior),
ω0q =
√
e2q
2pi0r
√
(2µ−∆) [µ (∆ + 2µ)− λ2I]
4µ2 − λ2I
, (6.13)
for realistic concentrations of n = 1013 cm−2 the ratio ∆/2µ ≈ 0.97 is close to unity and
thus we can approximate Eq. (6.13) by (λI  ∆, µ)
ω0q ≈
√
e2q
2pi0r
√
µ
[
1− ∆
2
∆2 + 4pit20a20n
]
≈
√
2e2qµt20a20
0r∆2
√
n. (6.14)
6.3. Screening of impurities 71
Figure 6.5.: Density dependence of
the plasmon energy ω2q for electron
(black) and hole (red) doping. In both
cases the spectrum clearly scales as
ωq ∝
√
n. Parameters: a0q = 0.05,
φq = 0◦.
Therefore, ML-MDS can be considered as a kind of a nonrelativistic limit of gapped
graphene. In contrast, due to the ultrarelativistic nature of the charge carriers in graphene,
the density dependence of the plasmon frequency
ω0q =
√
e2µq
2pi0
(6.15)
scales as ωq ∝ n1/4 [62].
Let us finally comment on the importance of the terms in Eq. (2.27) that are quadratic
in momentum. Due to the smallness of the trigonal warping contribution t1, the plasmon
spectrum turns out to be virtually isotropic and the angle dependence of ωq is negligible.
Comparing, for example, the ELF for φq = 0◦ and φq = 60◦ at a given momentum
a0q = 0.2, we notice only a very small relative difference of a few percent in the plasmon
energies even for large concentrations of n = 5 · 1013 cm−2. However, our calculations
also show that the other contributions proportional to α and β cannot be neglected.
The energies ωq obtained from the extended model in Eq. (2.27) turn out to be clearly
enlarged with respect to the simplified model in Eq. (2.31), even for small momenta.
For example, for a0q = 0.05 and an electron doping of n = 1013 cm−2 the energy in
the latter is ωq ≈ 0.04t0, while ωq ≈ 0.06t0 in the former. For even larger densities of
n = 5 · 1013 cm−2, we obtain ωq ≈ 0.09t0 in the simplified model and ωq ≈ 0.13t0 for the
full model. Therefore, we conclude that the inclusion of the terms that are responsible for
the different electron and hole masses is necessary to obtain quantitatively correct values
for the plasmon energies.
6.3. Screening of impurities
Assuming the DF to be isotropic, i.e., neglecting the trigonal warping term, the RPA-
improved Coulomb potential of a static impurity can be obtained from [91]
Φ(r) = Q
0r
∫ ∞
0
dq
J0(qr)
ε(q, 0) . (6.16)
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Figure 6.6.: Static polarizability for (a) n = 1012 cm−2 and (b) n = 5 · 1013 cm−2 for electron
(black) and hole (red) doping.
As in the Sec. 4.4, J0(x) is the Bessel function of the first kind and Q the charge of
the impurity. From the Lighthill theorem [105] we know that the asymptotic behavior
of Φ(r) is determined by the nonanalytical points of the DF. In the static polarizability
cusps are expected to appear right at q = 2kF± indicating such singular points. While
due to the absence of backscattering on the Fermi surface in doped graphene only the
second derivative of the static DF diverges at q = 2kF [61, 106], see also black line in
Fig. 5.2(c), already the first derivative does in an electron gas [63]. As a result, the power
law dependence of the potential in graphene, Φ(r) ∝ r−3, is quite different compared
to Φ(r) ∝ r−2 in a 2DEG. Nevertheless, in both cases the screened Coulomb potential
exhibits characteristic sinusoidal Friedel oscillations due to the existence of a sharp Fermi
surface.
In Fig. 6.6 we show the static polarizability of ML-MDS for two different charge carrier
concentrations: n = 1012 cm−2 and n = 5 · 1013 cm−2. While in the former case
−χ0,eρρ (q → 0, 0) > −χ0,hρρ (q → 0, 0), (6.17)
the opposite is true in the latter which can be understood from the DOS in Fig. 6.1. For
hole densities of n = 1012 cm−2 only one valence band is occupied. Therefore, only one
Fermi wave vector is finite and the static polarizability is singular at q = 2kF+; see red line
in Fig. 6.6(a). In the other case of electron doping both conduction bands are filled and
the Fermi contour consists of two concentric circles with different radii, where the relative
difference between kF+ and kF−, of about 5%, is only small. As a result, the screened
potentials in Figs. 6.7(a) and (b) behave as
Φ(r) ∝ sin (2kF+r)
(2kF+r)2
(6.18)
for hole doping, while for the electronic case Φ(r) deviates slightly from this behavior due
to an additional contribution proportional to sin (2kF−r)/(2kF−r)2.
The case of n = 5 ·1013cm−2 is more interesting as also in the p-doped case both valence
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Figure 6.7.: Numerically calculated screened potential (in units of Q/a00r) for electron [(a)
and (c)] and hole doping [(b) and (d)] for two different carrier concentrations n = 1012 cm−2 and
n = 5 · 1013 cm−2, respectively.
bands are occupied and the corresponding wave vectors kF+ and kF− differ significantly
due to the large value of the SOC parameter; see red line in Fig. 6.6(b). The numerically
calculated potentials Φ(r), as shown in Figs. 6.7(c) and (d), clearly show a superposition of
two oscillatory contributions, whose periods are given by 1/2kF+ and 1/2kF−, respectively.
This beating behavior is similarly to that of graphene if Rashba SOIs are taken into
account. However, the important difference is that the intrinsic SOC parameter in ML-
MDS of about 80 meV is naturally large compared to λR = 5 µeV (for 1 V/nm) in graphene
and does not need to be enlarged by deliberate manipulation of the sample [41, 42] in order
to see noticeable effects.
6.4. Summary
In conclusion, we have investigated the dynamical DF in a monolayer of MoS2. As we
have demonstrated, collective charge excitations in ML-MDS behave similarly to those in
2DEGs and clearly distinguish from graphene. The density dependence of the plasmon
energies was shown to be of the form ωq ∝ n1/2, while ωq ∝ n1/4 in the carbon-based
honeycomb lattice. Damping of plasmons in ML-MDS at large momenta is caused by the
intraband transitions and not by interband processes. This leads to the existence of a
resonance in the ELF of ML-MDS for momenta where the mode in graphene lies already
in the EHC. Due to the pronounced electron-hole asymmetry in ML-MDS, a distinct dif-
ference in the plasmon dispersions of n- and p-doped samples is predicted. This difference
was shown to increase for larger carrier concentrations as the difference in the electron
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and hole masses becomes more important.
Based on the form of the static polarizability, one can expect the screened Coulomb
potential to show a beating of Friedel oscillations for sufficiently large carrier concentra-
tions due to the different curvature of the conduction and valence bands with opposite
spin orientations. The numerical inspection of Φ(r) confirms the above prediction, where
the period of this beating turns out to be roughly two orders of magnitude larger than the
lattice constant.
Finally, it is important to note that these results might not only be relevant for ML-MDS,
but also for other group-VI dichalcogenides. In Ref. [53], for example, it has been reported
that the intrinsic SOC parameter could further be increased up to values of 215 meV if the
molybdenum atoms are substituted by tungsten, which in turn would enhance the effects
predicted in this chapter.
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Parts of this chapter have been published in collaboration with Tobias Dollinger, Paul
Wenk, Klaus Richter, and John Schliemann in Phys. Rev. B 87, 085321 (2013).
While the focus in the previous chapters was set on graphene and ML-MDS as represen-
tatives of a new class of truly 2D solids, we now turn to quasi 2D III-V semiconductors. In
these bulk inversion asymmetric materials, SOC of the Dresselhaus type is always present.
If the structure inversion symmetry is broken as well, e.g., by applying a suitable confine-
ment potential, the Rashba SOC additionally appears. As has been shown in earlier works
on 2DEGs, the interplay between both types of SOIs can lead to interesting physics [116]
and particularly might be useful in view of plasmonics [64, 65].
Comparable studies in p-doped samples, however, turn out to be significantly more
complicated due to the more complex nature of the charge carriers in the valence bands.
Various authors discussed the dielectric properties of hole gases in three dimensions. In
Ref. [117], for example, it has been demonstrated that plasmons in bulk p-doped GaAs
behave quite differently compared to their electronic counterpart as their energies always
lie in the EHC and hence plasmons are Landau damped even at long wavelengths. More-
over, in Ref. [88] the dynamical polarizability of Luttinger’s model in three dimensions
within the spherical approximation has been solved in terms of closed analytical expres-
sions, predicting a distinct beating of Friedel oscillations in hole gases. Going from three
to two dimensions increases the complexity of the problem further due to the appearance
of a variety of subbands and makes analytical progress for realistic models very difficult,
hence requiring a proper numerical treatment.
The aim of the present chapter is to discuss the plasmon spectrum of 2D hole gases,
exemplified on GaAs and InAs QWs described within Luttinger’s model extended to the
two lowest subbands. Although this is interesting on its own, we explicitly take into ac-
count SOIs of the Dresselhaus and Rashba type which has, up to our best knowledge, not
been done yet. Due to the nontrivial structure of the wave function in growth direction,
the DF of a quasi 2D system comprises a form factor that contains information on the
confinement potential as explained in Sec. 7.1. After the discussion of the lowest subbands
76 Chapter 7. Plasmons in spin-orbit coupled two-dimensional hole gas systems
and the DOS of GaAs and InAs in Sec. 7.2, their plasmon dispersions are presented in
Sec. 7.3. The energies of the collective charge excitations show a pronounced anisotropy
for GaAs- and InAs-based systems being clearly stronger in the former. In GaAs this
leads to a suppression of plasmons due to Landau damping in some orientations. We show
that because of the large Rashba contribution in InAs, the lifetime of plasmons can be
controlled by changing the electric field. This effect is potentially useful in a plasmon
transistor [64, 65]. Finally, in Sec. 7.4 we conclude with a brief summary of the results.
7.1. The model
We describe GaAs and InAs by Luttinger’s model [84] introduced in Chap. 2.3, including
SOIs of the Dresselhaus type up to the third order in momentum (which indeed is the
lowest order to describe the effect due to bulk inversion asymmetry) [89], and the Rashba
contribution [90]:
HˆL = −
[
HˆL,0 + HˆD + HˆR
]
. (7.1)
Notice that the sign of HˆL is inverted with respect to HˆL,0, HˆD, and HˆR such that all
valence band energies are positive in the following. To model a QW we assume a hard-
wall confinement in the [001] direction. The eigensystem then follows from the infinite-
dimensional matrix
HˆQW =

〈
ϕ1|HˆL|ϕ1
〉 〈
ϕ1|HˆL|ϕ2
〉
...〈
ϕ2|HˆL|ϕ1
〉 〈
ϕ2|HˆL|ϕ2
〉
...
... ... ...
 , (7.2)
where
ϕn(z) =
√
2
d
sin
(
npiz
d
)
, with n ∈ N, (7.3)
are the subband functions and d the width of the QW.
In contrast to graphene or ML-MDS, the spatial dependence of the eigenstates in the
growth direction of a QW is not delta-like but rather sinusoidal. Accordingly, the Fourier
transform of the Coulomb potential
V (r) = e
2
4pi0rr
is not
V (q) = e
2
20rq
,
7.1. The model 77
Figure 7.1.: Independent finite form factors
Fn1n3n2n4 as defined in Eqs. (7.5) and (7.6).
but contains a nontrivial function known as form factor.1 While the DF in RPA keeps the
well-known structure [see Eq. (3.39)]
ε(q, ω) = 1− e
2
20rq
χ0ρρ(q, ω),
the free polarizability becomes slightly more complicated:
χ0ρρ(q, ω) =
∑
λ1,λ2
∫
d2k
(2pi)2
f [Eλ1(k)]− f [Eλ2(k + q)]
ω − Eλ2 (k + q) + Eλ1 (k) + i0
×
×
 ∑
n1,n2,
n3,n4
〈
ξn1λ1 (k)
∣∣∣∣ξn3λ2 (k + q)
〉〈
ξn2λ2 (k + q)
∣∣∣∣ξn4λ1 (k)
〉
Fn1n3n2n4 (q)
 . (7.4)
The above equation (7.4) contains a summation over all band indices λi and modes ni
(i = 1, .., 4). Eλi are the subband energies and |ξniλi 〉 the ni-th spinor components of the
eigenstates in x-y direction. The momentum-dependent form factor Fn1n3n2n4 (q) is defined as
[91, 118]
Fn1n3n2n4 (q) =
∫ d
0
dz
∫ d
0
dz′ϕ∗n1(z)ϕ
∗
n2(z
′)ϕn3(z)ϕn4(z′)e−|z−z
′|q. (7.5)
Combining the above subband function in Eq. (7.3) with Eq. (7.5), the analytical solution
of Fn1n3n2n4 (q) reads [119, 120]:
Fn1n3n2n4 (x) =
16n1n2n3n4x2
{[
(−1)n1+n3 + (−1)n2+n4
]
e−x − (−1)n1+n2+n3+n4 − 1
}
pi4
[
(n2 − n4)2 + x2pi2
] [
(n2 + n4)2 + x
2
pi2
] [
(n1 − n3)2 + x2pi2
] [
(n1 + n3)2 + x
2
pi2
]
+ x
(n2 − n4)2 pi2 + x2
[
δn1−n2,n3−n4 + δn1+n2,n3+n4 − δn1−n2,−n3−n4 − δn1−n2,−n3+n4
]
+ x
(n2 + n4)2 pi2 + x2
[
δn1−n2,−n3+n4 − δn1+n2,n3−n4 − δn1−n2,n3+n4
]
. (7.6)
1See App. 1 in Ref. [91] for further details on the form factor.
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Figure 7.2.: Top: Energy spectrum of (a) GaAs and (b) InAs for two different orientations φk = 0◦
(solid black line) and φk = 45◦ (dashed red). The dashed green line indicates the position of the
Fermi energy corresponding to a carrier density of n = 5 · 1010 cm−2. The inset in (a) shows the
energies Eh2 and El1 around the Γ point. Bottom: DOS of (c) GaAs and (d) InAs. In all cases,
the electric field is set to Ez = 1.5 · 107 V/m.
Due to symmetry of Eq. (7.5), one can immediately see that for the two lowest subbands
out of the sixteen form factors Fn1n3n2n4 (q) only six independent remain: e.g., F
11
11 , F 2222 , F 1212 ,
F 1122 , F 1112 , and F 1222 . As the form factor is zero if n1 + n2 + n3 + n4 is odd [120], the latter
two vanish. The remaining four finite contributions are shown in Fig. 7.1.
Note that as Luttinger’s Hamiltonian is generally anisotropic, the DF will be a function
of the magnitude of the momentum transfer q and the polar angle tanφq = qy/qx. As in
the previous sections, we assume zero temperature such that the Fermi function reduces
to a step function again.
7.2. Subband dispersion and density of states
Before we start with the discussion of the DF, we have a closer look on the energy spectrum
and the DOS,
D(E) =
∑
λ
∫
d2k
(2pi)2 δ [E − Eλ(k)] , (7.7)
7.2. Subband dispersion and density of states 79
of GaAs and InAs QWs with a thickness of d = 20 nm, an electric field of order 107 V/m,
and a hole concentration of n = 5 · 1010 cm−2 [121]. We consider the two lowest subbands
and neglect higher ones, as well as electronic and split-off bands. Our numerical inspection
shows that the dominant contributions in the DF arise from the intraband and interband
transitions with final states in the ground state light and heavy hole and in the first excited
heavy hole bands. Already the inclusion of the first excited light hole states does not lead
to significant changes in the plasmon spectrum. Therefore, the influence of energetically
higher subbands or the electronic and split-off bands will be even smaller.
For convenience, we express all energies in terms of the size-quantization scale
E0 =
γ1pi2
2m0d2
, (7.8)
and use the notation that all wave vectors with a bar symbol have to be understood as
dimensionless quantities measured in units of pi/d; e.g., q¯ = qd/pi. In Table 2.2 the band
parameters of GaAs and InAs, together with the background dielectric constants r and
energies E0 can be found.
7.2.1. GaAs
In Fig. 7.2(a) the six lowest bands of GaAs are shown for an electric field of Ez =
1.5 · 107 V/m. The solid black (dashed red) curve shows an in-plane momentum an-
gle orientation of φk = 0◦ (45◦), where tanφk = ky/kx.
Neglecting the off-diagonal contributions in Eq. (7.2), the heavy and light hole energies
of the n-th subband right at the Γ point can be approximated by [56]
Eh/l,n(0) = n2
(
1∓ 2γ2
γ1
)
E0. (7.9)
While the lowest bands at Eh1(0) = 0.38E0 are well separated from the others, the four
next states, Eh2 and El1, are very close to each other, though they do not touch which
can be seen from the inset in Fig. 7.2(a). Therefore, in GaAs it is not sufficient to restrict
ourselves to the ground state energies (Eh1 and El1), but one also needs to take into
account the first excited subbands Eh2 [122].
We can see that the anisotropy of the heavy hole bands is clearly larger than that of
the light holes. The Dresselhaus contribution leads to a spin-splitting of the bands. As
the Rashba part in GaAs is virtually negligible for realistic fields [56], only minor changes
occur in the spectrum once an electric field is turned on.
The DOS obtained from Eq. (7.7) is shown in Fig. 7.2(c). Due to quantization in the
z direction, the DOS is zero for energies smaller than Eh1(0). As the energy spectrum
shows singular points at EvH ≈ 1.25E0, see Fig. 7.2(a), we observe two nearby Van
Hove singularities around EvH . Without SOIs spin degeneracy is recovered and both
singularities merge. Finally, for large enough energies, E > 2E0, the DOS remains roughly
constant as in a 2DEG.
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Figure 7.3.: The solid lines show the
plasmon dispersion of GaAs for an an-
gle orientation of φq = 0◦ (black) and
φq = 45◦ (red). The dashed lines dis-
play the boundaries of the EHC for
φq = 0◦ (black) and φq = 45◦ (red).
The electric field is set to Ez = 0 and
the hole density to n = 5 · 1010 cm−2.
7.2.2. InAs
The numerically calculated energy spectrum of InAs, including a finite electric field of
Ez = 1.5 · 107 V/m, is shown in Fig. 7.2(b). Compared to GaAs the anisotropy in the
spectrum of InAs is much weaker. As the anisotropic terms are proportional to γ2 − γ3
[see Eq. (2.42)], the reason for this is clearly the smaller relative difference of γ2 and γ3,
roughly being 10 percent in InAs while in GaAs it is about 30 percent; see Table 2.2.
Unlike GaAs the Rashba contribution now dominates over the Dresselhaus part and the
spin-splitting of the bands is mainly caused by the former.
Another important difference between GaAs and InAs is that the Γ point energies of the
first excited heavy hole states, Eh2 = 0.74E0, are much smaller than that of the ground
state light hole bands at El1 = 1.81E0. Therefore, for the calculation of the DF the n = 2
subbands cannot be neglected as interband transitions with a final state in Eh2 occur for
smaller energy transfer than those ending in El1.
The DOS of InAs shows features similar to those of GaAs; see Fig. 7.2(d). That is, the
DOS is zero for energies E < Eh1 = 0.17E0 and steps at Eh1, Eh2, and El1 describe the
sudden occupation of the valence bands. Furthermore, singular points in the derivative
of the energy dispersion at E ≈ 0.70E0 and E ≈ El1 give rise to characteristic spin-split
Van Hove singularities.
7.3. Collective charge excitations
We now continue with the discussion of the collective charge excitations. As in the pre-
ceding chapters, in order to get the plasmon energies we search for the roots of Eq. (3.42),
Re {ε(q, ωq)} = 0,
and in a subsequent step verify that the ELF exhibits a resonance at that point.
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Figure 7.4.: ELF of GaAs for two
different angle orientations, φq = 0◦
(black) and φq = 45◦ (red), and mo-
menta (a) q¯ = 0.6 and (b) q¯ = 0.9.
The electric field is set to Ez = 0
and the charge carrier concentration to
n = 5 · 1010 cm−2.
7.3.1. GaAs
In Fig. 7.3 we show the plasmon dispersion of a GaAs QW for two different in-plane angles
φq = 0◦ (solid black line) and φq = 45◦ (solid red). As mentioned above, the hole density
is set to n = 5 · 1010 cm−2 (corresponding to µ = 0.5E0); i.e., only the two lowest bands
are occupied. The black and red dashed lines indicate the boundaries of the EHC in the
respective orientation in order to see when plasmons acquire a finite lifetime. Region I
is thereby caused by intraband transitions between the lowest lying valence bands (Eh1),
while the interband continuum II is due to transitions with final bands Eh2 and El1,
respectively.
As can be seen from Fig. 7.3, the lower part of the EHC (region I) and the plasmon
spectrum turn out to be clearly anisotropic. Moreover, the φq = 0◦ mode becomes damped
at smaller wave vectors compared to the φq = 45◦ solution. To see this, the ELF is plotted
in Fig. 7.4. For q¯ = 0.6, in both cases distinct peaks occur in the ELF indicating truly
coherent modes. For larger wave vector, q¯ = 0.9 in Fig. 7.4(b), the peak is smeared out in
the φq = 0◦ direction, i.e., the mode is damped, while for φq = 45◦ it remains delta-like.
In Fig. 7.5 the angle dependence of the plasmon energy and imaginary part of the DF
are shown for fixed q¯ = 0.8. The energy (solid line) is redshifted for larger angles, up to
a minimal value at φq = 45◦. The relative difference between the φq = 0◦ and φq = 45◦
energies is roughly 30 percent and thus of order of the difference of the hole gas parameters
γ2 and γ3. The dashed line in the plot shows the imaginary part of the DF, which in turn
Figure 7.5.: Angle dependence of the
plasmon energy (solid line) and imag-
inary part of the DF (dashed line) for
GaAs with fixed q¯ = 0.8. The electric
field is set to Ez = 0 and the charge car-
rier concentration to n = 5 · 1010cm−2.
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Figure 7.6.: (a) Real part of the DF
(solid black) and ELF (dashed red) of
GaAs. (b) The same for InAs. Param-
eters: q¯ = 0.3, φq = 0◦, Ez = 0, and
n = 5 · 1010 cm−2.
is related to the quasiparticle lifetime. For φq ≤ 29◦ the damping rate is finite with a
maximal value around φq = 18◦. For 30◦ ≤ φq ≤ 45◦ the imaginary part vanishes and the
peak in the ELF becomes sharp.
It should also be emphasized that for a given momentum, Eq. (3.42) yields an additional
solution with smaller energy. However, this solution does not fulfill the original condition
of Eq. (3.40) as the imaginary part of the DF at that point is not negligible. In Fig. 7.6(a)
the real part of the DF (solid black) and the ELF (dashed red) are exemplarily shown for
fixed q¯ = 0.3. From the latter we can see that only one resonance occurs and hence the
additionally found solution is physically irrelevant.
7.3.2. InAs
So far we have seen that plasmons in GaAs-based 2D hole systems show a pronounced
anisotropy as manifested in the plasmon spectrum and damping rate. Unfortunately, as
the Rashba contribution in GaAs is virtually negligible, there is no direct control of this
feature, e.g., by turning on/off the anisotropy dynamically by varying an electric field.
However, this control is necessary for possible applications such as a plasmon filter or a
plasmon transistor [64, 65]. On the other hand, as we know that in InAs the Rashba
parameter and its influence on the energy spectrum is large, we expect SOC to give the
possibility to modulate the plasmon spectrum somehow. In principle, one might also use
materials with an even larger Rashba coupling such as InSb. However, the reason we
focus on the former is twofold: First of all, in experiments InAs is more popular than InSb
and, secondly, the four-band Luttinger Hamiltonian used in this chapter is not sufficient
to describe InSb where the more advanced Kane model including electronic conduction
bands and split-off bands needs to be used [86].
In Fig. 7.7 the plasmon energy and the EHC of InAs without an electric field are shown
for φq = 0◦ (solid black) and φq = 45◦ (solid red). As before, the carrier concentration is
n = 5 · 1010 cm−2, corresponding to µ = 0.3E0. Region I marks transitions with initial
and final states in Eh1, while in region II the final state is Eh2. Not shown in the plot
is the interband continuum with final states in El1 and El2, respectively. The anisotropy
in the plasmon spectrum is less pronounced than in GaAs and the EHC is only weakly
direction-dependent, where the main anisotropy arises in the intraband part. Contrary
to GaAs, the two plasmon modes enter the continuum at almost equally large momenta
q¯ ≈ 0.45.
Up to now, spin-splitting of the energy bands is only caused by the Dresselhaus term.
The effect of an increasing electric field, pointing along the growth direction, is demon-
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Figure 7.7.: The solid lines show the plas-
mon dispersion of InAs for an angle orien-
tation of φq = 0◦ (black) and φq = 45◦
(red). The dashed lines display the bound-
aries of the EHC for φq = 0◦ (black)
and φq = 45◦ (red). The electric field
is set to Ez = 0 and the hole density to
n = 5 · 1010 cm−2.
strated in Fig. 7.8 for fixed momentum q¯ = 0.3 and two different directions φq = 0◦ and
φq = 45◦. The delta-like peak in the case without applied electric field becomes broadened
for large enough Ez, because both the intra- and interband continua expand due to the
enhanced spin-splitting. If the interband EHC is sufficiently broad, it finally contains the
point of the resonant energy ωq. The detailed field dependence of the plasmon energy and
lifetime is shown in Fig. 7.9. The energy (solid line) is blueshifted once the electric field
is enlarged whereas the difference between the Ez = 0 and Ez = 3.0 · 107 V/m result is
about 15 percent.
More important than the position of the peak is its width, which in turn is related to
the imaginary part of the DF (dashed lines). For φq = 0◦ the mode remains undamped
if Ez . 1.0 · 107 V/m. For larger fields the quasiparticles acquire a finite lifetime as
Im {ε(q, ωq)} is nonzero. Qualitatively the same features can be seen for φq = 45◦. How-
ever, the important point is that the critical field at which the mode enters the EHC,
Ez ≈ 1.9 · 107 V/m, is now much larger. This in turn yields two possible applications:
First, in a plasmon transistor excitations in the source can be detected in the drain, de-
pending on their lifetime and thus on the strength of the applied electric field [64]. Second,
changing the electric field in the range of 1.0 · 107 V/m < Ez < 1.9 · 107 V/m allows for
plasmon filtering since particular directions are damped while others are not [65].
Finally, we want to remark that as in GaAs, additional solutions of the approximate
equation (3.42) can be found in InAs. However, as can be seen in Fig. 7.6(b), only one of
Figure 7.8.: ELF of InAs for fixed
q¯ = 0.3 and various electric fields Ez =
0 (black), 1.8 · 107 V/m (green) and
2.8 ·107 V/m (red) for two different an-
gle orientations (a) φq = 0◦ and (b)
45◦. The hole density is set to n =
5 · 1010cm−2.
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Figure 7.9.: Electric field dependence of the
plasmon energy ωq (solid lines) and lifetime
being proportional to the imaginary part of
the DF (dashed line) for two different angle
orientations φq = 0◦ (black) and φq = 45◦
(red). Parameters: n = 5 · 1010 cm−2 and
q¯ = 0.3.
these solutions corresponds to a genuine plasmonic mode with a characteristic resonance
in the ELF.
7.4. Summary
In summary, we have investigated the DF of GaAs and InAs QWs within the four-band
Luttinger Hamiltonian extended to the two lowest subbands, including SOIs of the lowest
order Dresselhaus and Rashba type. For GaAs a pronounced anisotropy in the plasmon
spectrum and in the EHC can be seen. Depending on the direction of the external field,
plasmons are either damped or long-lived. This opens, in principle, the possibility of
filtering plasmons with distinct orientations. However, the main problem in GaAs is the
disability of controlling this feature due to the negligible Rashba contribution. Here, InAs
seems to be more promising.
We have shown that while long-wavelength plasmons in InAs do not decay if the Rashba
contribution is small enough, the lifetime of the plasmons can be modulated by changing
the electric field. Furthermore, we have demonstrated that the critical field at which
a finite damping occurs is direction-dependent. These features might be interesting for
applications such as plasmon transistors [64] or plasmon filters [65].
Let us stress that for an experimental realization of a plasmonic circuit, the effects
described in this chapter probably need to be enhanced further. Although this study is
based on realistic standard band parameters, the strength of the SOC contributions can
be enlarged beyond that values by applying strain to the sample or using more advanced
heterostructures [56]. The numerical code used in this chapter is not limited to GaAs
or InAs, but can also be applied to more complicated compounds provided their single-
particle description is known.
8 Chapter 8.Interplay between spin-orbitinteractions and a time-dependent
electromagnetic field in graphene
Parts of this chapter have been published in collaboration with Alexander Lo´pez and John
Schliemann in Phys. Rev. B 88, 045118 (2013).
Up to now, we have discussed the responses of graphene, ML-MDS, and III-V semicon-
ductor QWs to a weak electromagnetic potential. The systems were assumed to remain
in thermal equilibrium in the presence of the probing field and the single-particle prop-
erties directly followed from the time-independent Schro¨dinger equation. In the present
chapter we will investigate the influence of a strong time-dependent field with an energy
in the THz regime on a monolayer of graphene, taking explicitly into account SOIs of the
intrinsic and Rashba type. Our interest is motivated by a number of recent publications,
demonstrating that the THz field can lead to significant changes in the energy spectrum
and transport characteristics of various 2D materials. For example, in Refs. [66, 67] it has
been shown that an electromagnetic field can induce a band gap in graphene and even
move and merge the Dirac points [123], or Ref. [124] where the possibility of changing the
topology of a HgTe/CdTe QW by applying linearly polarized light, leading to so-called
Floquet topological insulators, has been reported.
We begin with a brief summary of Floquet’s theory in Sec. 8.1. In Sec. 8.2 the energy
spectrum and the DOS of irradiated graphene is discussed and signatures arising from the
interplay of SOIs and the THz field are pointed out. It turns out that the field can be
used not only to induce a gap in the energy spectrum, but also to close an existing gap
due to the different reaction of the spin components with circularly polarized light. The
dynamics of physical observables such as the spin polarization and the position operators
is the subject of Sec. 8.3. It is shown that the time evolution of the spin polarization and
the orbital dynamics of an initial wave packet can be modulated by varying the ratio of
the Rashba and intrinsic SOC parameters. Assuming that the system acquires a quasi-
stationary state, the optical conductivity of the irradiated sample is calculated in Sec. 8.4.
In contrast to the static case, the optical conductivity shows a multistep structure as dis-
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cussed previously in Ref. [68], where the number of intermediate steps can be changed by
adjusting the SOC parameters, the field amplitude, and field orientation. In Sec. 8.5 we
finally summarize the main results of this chapter.
8.1. The model
We use the KMM of Eq. (2.21),
Hˆτg = vFk · σˆτ + τλI σˆz sˆz + λR (τ σˆxsˆy − σˆy sˆx)
to describe graphene including SOIs of the intrinsic and Rashba type. In the following we
concentrate on τ = +1 as analogous results might be obtained for the other K point. The
effect of an electromagnetic field can be incorporated by the minimal coupling scheme
k→ k + eA(t). (8.1)
As the vector potential does not depend on the position operators, the Hamiltonian re-
mains diagonal in momentum space and we can treat k as a number instead of a differential
operator. The time-dependent contribution to the Hamiltonian,
Hˆ1(t) = evFA(t) · σˆ, (8.2)
is assumed to be periodic in time, i.e.,
Hˆ1(t+ T ) = Hˆ1(t), (8.3)
where T = 2pi/Ω and Ω is the frequency of the radiation field.
The vector potential of a monochromatic wave can be assumed to be either classical,
A(t) =
√
2E0
Ω [cos θp cos Ωt ex + sin θp sin Ωt ey] , (8.4)
or quantized,
A(t) = A
[
cos θp
(
aˆe−iΩt + aˆ†eiΩt
)
ex + i sin θp
(
aˆe−iΩt − aˆ†eiΩt
)
ey
]
, (8.5)
where, among obvious notation, the parameter A contains geometric information about
the cavity surrounding the system and ex (ey) is the unit vector in x (y) direction. The
field is either circularly (θp = 45◦) or linearly polarized, e.g., along the x direction for
θp = 0◦. Quantizing the electromagnetic field adds a degree of freedom described by the
bosonic operators aˆ(†), which comes along with a new conserved quantity given by the
helicity
hˆ = Jˆ + aˆ†aˆ, (8.6)
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where the angular momentum
Jˆ = xky − ykx + σˆz2 (8.7)
generates rotations of the carrier degrees of freedom in real and pseudospin space. To
treat the electromagnetic field as a quantized operator is important in situations where
the charge carriers have a significant back-action on the field, which in turn can alter the
particle dynamics itself.
To analyze this aspect further, let us consider the case of a vanishing field and neglect
SOIs for the moment. Now assuming a wave packet with initial momentum along the y
axis and the pseudospin initially in the x direction, the dynamics of the system in the
Heisenberg representation is given by [125, 126, 127, 128]
d2
dt2
xH(t) = −2v2Fk sin (2vFkt) (8.8)
and
d2
dt2
yH(t) = 0. (8.9)
From the classical expression for the radiative power of dipolar radiation [129],
P = e
2r¨2
6pi0c3
, (8.10)
we find the time-averaged energy loss per time as
P¯ = e
2v4Fk
2
3pi0c3
≈ 7.12 · 10−2 k
2
nm−2
meV
ps . (8.11)
For a wave vector of k = 0.1 nm−1 the radiative power is of order 10−4 meV/ps. Due to the
very large Fermi velocity of vF = 106 m/s in graphene, a time scale of 1 ps corresponds to a
distance of 1 µm traveled by the wave packet. Therefore, the above loss rate should be seen
as a small effect and the energy loss due to dipolar radiation induced by Zitterbewegung
can be neglected compared to other energy scales in typical experimental situations.1
Accordingly, in what follows we will treat the electromagnetic field as a classical quantity
and not as an operator.
Due to the periodicity of
Hˆir(t) = Hˆ+g + Hˆ1(t), (8.12)
1It is instructive to compare this result with the situation of Zitterbewegung in a 2DEG with SOC of, say,
the Rashba type. Here, the Hamiltonian reads HˆR = k2/2m+α [kxσy − kyσx], where m is an effective
band mass, and the Rashba parameter α is of order 10−11 eVm. Performing steps analogous to those
above, it is easy to see that the radiative power here is given by Eq. (8.11) when vF is replaced with
(reintroducing ~ for the moment) α/~ ≈ 1.5 × 104m/s and hence P¯2DEG/P¯gr = (α/~vF )4 ≈ 5 · 10−8.
The energy loss due to the dipolar radiation in a 2DEG is several orders of magnitude smaller than in
graphene and thus a vanishingly small effect.
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the solution of Schro¨dinger’s equation[
i
∂
∂t
− Hˆir(t)
]
|Ψk,µν〉 = 0 (8.13)
obeys Floquet’s theorem [130, 131] and thus is of the form
|Ψk,µν(t)〉 = e−iεk,µνt |ψk,µν(t)〉 , (8.14)
where µ, ν = ±1 are band indices. The Floquet states |ψk,µν(t)〉 have the same periodicity
as the Hamiltonian and can be expanded in a Fourier series [132]:
|ψk,µν(t)〉 =
∞∑
n=−∞
einΩt
∣∣∣ξnk,µν〉 . (8.15)
The original problem can now be reduced to the diagonalization of the time-independent
Floquet Hamiltonian whose components are defined by
(
HˆF
)
nm
= 1
T
∫ T
0
dt Hˆir(t)ei(n−m)Ωt − nΩδnm. (8.16)
The time evolution of an arbitrary state with respect to an initial time t0 is captured by
the operator
Uˆk(t, t0) =
∑
µ′,ν′=±1
e−iεk,µ′ν′ (t−t0)
∣∣ψk,µ′ν′(t)〉 〈ψk,µ′ν′(t0)∣∣ . (8.17)
Notice that the energies and wave functions entering Eq. (8.14) are not uniquely defined
as ∣∣∣Ψnk,µν(t)〉 = einΩt |Ψk,µν(t)〉 , with n ∈ Z, (8.18)
is a solution of Schro¨dinger’s equation as well. The corresponding quasienergies,
εnk,µν = εk,µν + nΩ, (8.19)
differ only by a multiple of the field energy. Therefore, the choice of the eigenenergies is
ambiguous as they describe the same physical situation. In order to get a well-defined
quantity that is the same for all εnk,µν , we introduce the mean (or quasistationary) energy
[68, 133, 134, 135]
ε¯k,µν =
1
T
∫ T
0
dt
〈
Ψk,µν(t)|Hˆir(t)|Ψk,µν(t)
〉
= εk,µν − Ω
∞∑
n=−∞
n
〈
ξnk,µν
∣∣∣ξnk,µν〉 . (8.20)
In general, there is a nontrivial relation between the quasienergies and the mean ener-
gies. Notice that in the absence of the driving Eq. (8.20) reproduces the energies of the
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Figure 8.1.: Quasienergy spectrum of graphene under circularly polarized light (θp = 45◦) for
various combinations of the SOC parameters: (λR/Ω, λI/Ω) = (a) (0, 0), (b) (0, 0.1), (c) (0.1, 0),
and (d) (0.1, 0.1). The field strength was set to α = 0.3.
unperturbed system given in Eq. (2.22).
8.2. Energy spectrum and density of states
In most cases, the time-dependent Schro¨dinger equation (8.13) cannot be solved by closed
analytical expressions, requiring solution strategies based on perturbation theory or nu-
merics. For sufficiently small driving amplitudes and for wave vectors close to the resonant
points vFk ≈ ±0.5Ω, reasonable results can be obtained from the Rotating Wave Approx-
imation [130, 136]. An analytical treatment is also possible within the Magnus-Floquet
approach, where the wave function is expressed in a perturbative series of the field am-
plitude. However, using the Magnus expansion requires special attention regarding the
convergence of the series as discussed in Refs. [137, 138, 139].
In this chapter we will concentrate on the numerical solution of the eigensystem by
diagonalization of the time-independent Floquet Hamiltonian in Eq. (8.16). This leads to
an infinite number of eigenenergies and states [132], where only four of them are physically
independent (corresponding to the dimension of the problem), while all others follow from
Eq. (8.19).
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Figure 8.2.: Mean energies of graphene under circularly polarized light (θp = 45◦) for various
combinations of the SOC parameters: (λR/Ω, λI/Ω) = (a) (0, 0), (b) (0, 0.1), (c) (0.1, 0), and (d)
(0.1, 0.1). The field strength was set to α = 0.3.
8.2.1. Energy bands
In Figs. 8.1 and 8.3 the quasienergies within the first and second time Brillouin zones2
(TBZs) are shown as red lines for different combinations of the SOC parameters for a
fixed field strength of α = vF eE0/Ω2 = 0.3. The black dashed lines show, for comparison,
Eq. (2.22) projected to the TBZ. The SOC parameters are chosen to be of the order of
the THz energy; in the present case λR(I) ∼ 0.1Ω. Our results depend only on the ratio
λR(I)/Ω and on the coupling strength α. Therefore, they may also be applied to fields
with larger frequencies (such as the mid-infrared), provided the SOC parameters are large
enough. The advantage of a THz field, however, is that the field energies are far below
the energies of optical phonons (of about 200 meV) [27], such that excitations of optical
phonons are suppressed.
Circular polarization. The unperturbed energy spectrum of Eq. (2.22) consists of twofold
spin-degenerate bands if λR = 0, while for a finite Rashba coefficient structure inversion
symmetry is broken and the bands split up; see the dashed lines in Fig. 8.1. Once Hˆ1(t)
is turned on, in Figs. 8.1(a), (c), and (d) a gap opens up right the Dirac point, separating
the valence and conduction bands. Here, the bands are parabolic around the K point but
closely follow the linear behavior of the unperturbed result for vFk & Ω. A finite gap also
2By analogy with the ordinary (spatial) first BZ, the first TBZ is defined as |ε| ≤ 0.5Ω.
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Figure 8.3.: Quasienergy spectrum of graphene under linearly polarized light (θp = 0◦) for various
combinations of the SOC parameters and momentum in-plane orientations: (λR/Ω, λI/Ω) = (0, 0)
(left column), (0, 0.1) (second from left), (0.1, 0) (second from right), and (0.1, 0.1) (right). The
field strength was set to α = 0.3.
appears in the mean energies lifting the K point degeneracy; in Fig. 8.2(a) this leads to a
gap of [68]
δ¯0 =
4Ωα2√
1 + 4α2
. (8.21)
For finite SOIs the bands react differently on the THz field and hence the spin degeneracy
present in the static case of Fig. 8.1(b), where λI = 0.1Ω and λR = 0, disappears. Right
at the Dirac point the quasienergy gap vanishes, while a new gap opens up between the
conduction (or valence) band states with different spin orientations. Two of the four bands
are now almost linear and not parabolic as in the case of α = 0 and the gap in the time-
averaged energies in Fig. 8.2(b) is closed. For larger momenta, vFk > Ω, the spin splitting
in Fig. 8.2(b) eventually becomes so small that the bands are virtually degenerate again.
From Fig. 8.1 we can see that besides the gap at the Dirac point, additional gaps appear
at vFk ≈ 0.5nΩ (n ∈ Z). While these gaps are quite large for vFk ≈ 0.5Ω and Ω, their
values strongly decrease for larger momenta and seem to vanish for vFk & 1.5Ω. The
reason for these gaps is the existence of photon resonances [68], i.e., the absorption and
emission of photons, similar to the ac Stark effect in semiconductors [130, 140]. Here,
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Figure 8.4.: Mean energies of graphene under linearly polarized light (θp = 0◦) for various
combinations of the SOC parameters and momentum in-plane orientations: (λR/Ω, λI/Ω) = (0, 0)
(left column), (0, 0.1) (second from left), (0.1, 0) (second from right), and (0.1, 0.1) (right). The
field strength was set to α = 0.3.
transitions might occur at the resonant points
Eg,µν − Eg,µ′ν′ ≈ nΩ. (8.22)
In the vicinity of the resonances vFk ≈ 0.5nΩ, the average energies drop to zero. For large
enough momenta the dips eventually become so narrow that they seem to disappear. In
case the spin degeneracy is lifted (Eg,+± 6= Eg,−±), the above resonant condition can be
fulfilled for multiple values of k and hence we observe not one but several nearby dips in
the average energy spectrum, as shown in Figs. 8.2(c) and (d).
Linear polarization. If the field is linearly polarized, in the following along the x di-
rection, the energy spectrum is expected to be strongly anisotropic. In contrast to the
circular case spin degeneracy is lifted only if λR 6= 0.
From Fig. 8.3(a) we can see that for λR = 0 and λI = 0 the quasienergy spectrum
for an in-plane angle of φk = 0◦, where tanφk = ky/kx, exactly follows the unperturbed
spectrum, i.e., the field has no influence [68]. If the intrinsic SOC parameter is finite, the
valence and conduction bands no longer touch at vFk ≈ 0.5Ω and the THz field induces a
gap as shown in Fig. 8.3(b). The time-averaged energies in Figs. 8.4(b)-(d) exhibit charac-
teristic dips at vFk ≈ 0.5nΩ, as for circularly polarized light. However, from Figs. 8.4(a)
and (d) we can see that only those bands are affected by the THz field that are (in the
static limit) not linear but parabolic in momentum. Notice that contrary to the circular
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Figure 8.5.: Time-averaged DOS of graphene under circularly polarized light (θp = 45◦) for
various combinations of the SOC parameters: (λR/Ω, λI/Ω) = (a) (0, 0), (b) (0, 0.1), (c) (0.1, 0),
and (d) (0.1, 0.1). The field strength was set to α = 0.3.
case, the positions of the dips in the average energies are nearly the same for both spin
orientations.
For φk = 45◦ we observe remarkable gaps in all quasienergy spectra at vFk ≈ 0.5Ω and
vFk ≈ Ω. In addition, for finite SOIs an additional small gap opens up at the K point
separating the valence and conduction bands; see Figs. 8.3(g) and (h). The time-averaged
energies resemble the circular result of Fig. 8.2. The important differences, however, are
the absence [Fig. 8.4(e)] or reduction [Figs. 8.4(f)-(h)] of the gap at the Dirac point and
the fact that the THz does not cause an additional spin splitting of the bands; compare
Fig. 8.1(b) and Fig. 8.3(f). In contrast to the case of φk = 0◦ the positions of the resonant
dips in the mean energies clearly split up for λR 6= 0.
Finally, for an in-plane angle perpendicular to the polarization direction (φk = 90◦),
again in all four cases a distinct gap opens up at vFk ≈ 0.5Ω. While for λR = 0 the K
point energies do not change, a small gap opens up in the quasienergies in Figs. 8.3(k)
and (l) where λR 6= 0. Furthermore, the dips in the mean energies in Figs. 8.4(i) and (j)
are suppressed for vFk = Ω, but they are clearly present in Figs. 8.4(k) and (l).
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Figure 8.6.: Time-averaged DOS of graphene under linearly polarized light (θp = 0◦) for various
combinations of the SOC parameters: (λR/Ω, λI/Ω) = (a) (0, 0), (b) (0, 0.1), (c) (0.1, 0), and (d)
(0.1, 0.1). The field strength was set to α = 0.3.
8.2.2. Density of states
In Figs. 8.5 and 8.6 the time-averaged DOS [68],
D(E) = gv
∑
µ,ν=±1
∞∑
n=−∞
∫
d2k
(2pi)2
〈
ξnk,µν |ξnk,µν
〉
δ [E − εk,µν + nΩ] , (8.23)
is shown for various combinations of the SOC parameters with (red solid line) and without
(black dashed) electromagnetic field for circularly and linearly polarized light, respectively.
The field amplitude was set to α = 0.3. The prefactor gv = 2 in Eq. (8.23) is due to the
valley degeneracy of the problem.
The static DOS for zero energy (dashed lines in Figs. 8.5 and 8.6) is zero in (a) and (b)
and finite in (c) and (d). In the latter case (λR = λI) the charge neutrality point is shifted
to λR/I . The electromagnetic field yields a finite weight
〈
ξnk,µν |ξnk,µν
〉
to the subbands in
the first TBZ even for momenta vFk > 0.5Ω. This leads to a distinct increase of the DOS
for small energies compared to the field-free situation [67]. In Fig. 8.6(b), for example, one
can see that the DOS is greatly enhanced for |E| < λI , while in the static case D(E) = 0
in this regime.
As the quasienergies εk,µν have several extrema located at vFk ≈ ±0.5Ω and ±Ω (see
Figs. 8.1 and 8.3), the DOS exhibits pronounced Van Hove singularities [67, 68]. While due
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to the isotropy of the quasienergy spectrum in the case of circularly polarized light these
singularities occur for arbitrary angles of φk, for a linearly polarized field not all angles
lead to Van Hove singularities. As a consequence, the associated peaks rise much stronger
for θp = 45◦ compared to θp = 0◦. In the former, the DOS drops down almost vertically
and remains roughly constant around vFk ≈ 0.5Ω and Ω. This is in clear contrast to the
linearly polarized case, where the decrease of the DOS is much smoother and the DOS
becomes peaked, with D(E) being almost linear around vFk ≈ 0.5Ω and Ω [141]. If the
spin degeneracy is lifted, the DOS shows additional dips in between neighboring Van Hove
singularities. This is also true in Fig. 8.5(b), where the splitting is caused by the THz
field and not by the Rashba term.
In the static limit signatures of SOIs in the DOS can be seen only in a narrow region with
E . 0.25Ω, while for larger energies it is virtually the same in all cases (see the dashed lines
in Figs. 8.5 and 8.6). This changes once the field is switched on. Here, SOC manifests itself
even for larger energies. Comparing Figs. 8.5(a) and (c), we see a noticeable difference
even for energies E ≈ Ω due to the additional dips and peaks in the DOS. This can be
understood from the quasienergy spectrum, where due to the breaking of spin degeneracy
several nearby points with a horizontal dispersion exist. For circularly polarized light
qualitatively the same happens also for the case of a purely intrinsic coupling (λR = 0) as
the bands split up for α 6= 0. However, this splitting is significant only for small momenta
and hence the multiple dips in Fig. 8.5(b) can be seen only for energies around E ≈ 0.5Ω.
8.3. Spin polarization and wave packet dynamics
We now discuss the dynamics of the real spin operators in the Heisenberg representation:
SˆH,j(t) = σˆH,0sˆH,j(t), with j ∈ {x, y, z} (8.24)
and σˆ0 being the unit matrix. We restrict ourselves to an initial state described by a
Gaussian wave packet of width d for a single momentum, which is appropriate for a
sufficiently broad initial wave packet [127]:
〈
r
∣∣Φin(t0)〉 = 1√
pid
e−
r2
2d2

η1
η2
η3
η4
 . (8.25)
In the following the spinor components in Eq. (8.25) are chosen as
η1 = −iη2 = iη3 = η4 = 0.5, (8.26)
i.e., the initial state is in general a linear combination of the static eigenvectors. Because
of
d
dt
SˆH,z(t) = −2λR [σˆH,xsˆH,x(t) + σˆH,y sˆH,y(t)] , (8.27)
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Figure 8.7.: Time evolution of the x and z components of the spin polarization without electric
field (left column), under a linearly polarized field (θp = 0◦, α = 0.5) (middle column), and for
circular polarization (θp = 45◦, α = 0.5) (right column) as a function of the Rashba coefficient.
Parameters: λI = 0.25Ω, k = 0.
changes in the initial out-of-plane spin polarization
〈Sz(t0)〉 = |η1|2 + |η2|2 − |η3|2 − |η4|2 , (8.28)
where 〈.〉 ≡ 〈Φin|.|Φin〉, can be induced only if the Rashba contribution is finite. Similarly,
for the other two spin directions,
〈Sx(t0)〉 = 2 Re {η¯1η3 + η¯2η4} (8.29)
and
〈Sy(t0)〉 = 2 Im {η¯1η3 + η¯2η4} , (8.30)
whose dynamics are described by
d
dt
SˆH,x/y(t) = 2
[
λRσˆH,x/y sˆH,z(t)∓ λI σˆH,z sˆH,y/x(t)
]
, (8.31)
at least one of the SOC coefficients has to be nonzero in order to get a nontrivial time
evolution.
In Fig. 8.7 we fix the intrinsic parameter λI = 0.25Ω and vary the Rashba constant
at the Dirac point. Without loss of generality, we choose t0 = 0. The field strength is
set to α = 0.5. While for λR 6= λI the in-plane spin polarization of the static system,
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Figure 8.8.: Mean spin polarization as a function of the Rashba parameter (a) without electric
field, (b) under a linearly polarized field (θp = 0◦, α = 0.5), and (c) for circular polarization
(θp = 45◦, α = 0.5). The total simulation time is Ωt = 10 000. Parameters: λI = 0.25Ω, k = 0.
exemplarily shown for the x component in Fig. 8.7(a), shows fast oscillations around zero,
right at the point λR = λI the expectation values 〈Sx(t)〉 and 〈Sy(t)〉 oscillate around a
finite value. Subsequently, the mean polarization S¯x/y [shown as black and red lines in
Fig. 8.8(a)], calculated for a total simulation time of Ωt = 10 000, vanishes or is very small
for λR 6= λI , while S¯x/y = −0.5 for λR = λI . If we now turn on the THz field, the time
evolution of the spin operators clearly becomes more complicated; see Figs. 8.7(c) and (e).
If the field is linearly polarized along the x direction, S¯y is finite only for λR = λI with
S¯y = −0.5 at that point, as in the static case. However, this is no longer true for S¯x as can
be seen from Fig. 8.8(b) where the peak for the x component disappears. For circularly
polarized light the peaks for S¯x and S¯y at λR = λI vanish and a significantly reduced dip
at λR ≈ 0.34Ω appears.
The out-of-plane spin polarization (S¯z) of the static system oscillates around zero, where
the period of the oscillations increases for larger λR; see Fig. 8.7(b). Therefore, in contrast
to S¯x/y the mean polarization S¯z vanishes for arbitrary values of λR, as can be seen from
the green line in Fig. 8.8(a). This remains true for linearly polarized light where S¯z ≈ 0 in
all cases. Compared to that, the situation for circularly polarized light is quite different.
Here, the z component of the averaged spin oscillates as a function of λR and, depending
on the magnitude of the Rashba parameter, S¯z can be either positive, negative, or zero
for λR = 0 and λR ≈ 0.33Ω. Notice that even though the intrinsic parameter has been
fixed to λI = 0.25Ω in the above discussion, our findings are qualitatively insensitive to
the precise value of λI .
The time evolution of the position operators in the Heisenberg representation is given
by
d
dt
rˆH(t) = i
[
Hˆir, rˆH
]
= vF σˆH sˆH,0(t). (8.32)
Contrary to electron and hole gas systems [125, 127] the dissipative term proportional to
momentum is missing in Eq. (8.32) due to the Dirac-like nature of the charge carriers in
graphene. By calculating the usual velocity operator,
vˆH(t) = vF σˆH sˆH,0(t), (8.33)
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Figure 8.9.: Orbital dynamics 〈r(t)〉 calculated for a total simulation time of Ωt = 1000 for (a)
circularly (θp = 45◦) and (b) linearly (θp = 0◦) polarized light for various Rashba SOC coefficients:
λR = 0 (black line), 0.5 (red), and 0.6 (green). Parameters: λI = 0.5Ω, α = 0.5, k = 0.
it is thus possible to extract the orbital dynamics of the system,
〈r(t)〉 = 〈Φin|rˆH(t)|Φin〉, (8.34)
with respect to the initial wave packet given in Eq. (8.25). In Fig. 8.9 this is shown for
(a) circularly and (b) linearly polarized light of strength α = 0.5 for fixed λI = 0.5Ω
and two different values of the Rashba SOC parameters for a total simulation time of
Ωt = 1000. While for θp = 45◦ and λR 6= 0 the trajectory resembles an ellipse, and
hence the particle becomes localized, as exemplarily shown in the red curve in Fig. 8.9(a)
for λR = 0.5Ω, the basic propagation is along the y direction if the Rashba contribution
vanishes and compared to 〈y〉 only moderate deviations from the initial position in the
x direction can be seen. For θp = 0◦ and λR = 0.5Ω [see the red curve in Fig. 8.9(b)],
the main dynamics is along the x axis with small oscillations around 〈y〉 = 0, while in
the other case of λR = 0.6Ω (green line) the trajectory is again bounded in a finite region
around 〈x〉 = ±5vF /Ω and 〈y〉 = ±25vF /Ω, respectively.
8.4. Optical conductivity
Finally, we want to calculate the optical conductivity of irradiated graphene. As we are
not interested in processes that appear right after or before the THz field is turned on
and off, we consider the system in a quasistationary state and assume the probability
distribution to be of the form [68, 133, 134, 135]
Pk,µν ∝ e−βε¯k,µν , (8.35)
where ε¯k,µν are the average energies introduced in Eq. (8.20) and β = 1/kBT the inverse
temperature. The quasiequilibrium density matrix in the basis of the Floquet states then
reads [68, 133, 134, 135] 〈
ξk,µν |ρˆqe|ξk,µ′ν′
〉
= δµ,µ′δν,ν′f [ε¯µ,ν(k)]. (8.36)
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Figure 8.10.: Optical conductivity under circularly polarized light (θp = 45◦) for various field
strengths α = 0 (black dashed curves), 0.5 [red lines in (a) and (b)], and 1.0 [(c) and (d)], and
SOC parameters in units of σ0 = e2/4.
The expression for the dissipative part of the time-averaged longitudinal optical conduc-
tivity, obtained from the nonequilibrium Green’s function method derived in Ref. [68],
then reads
Re {σ¯xx(ω)} = gvpie
2
ω
∞∑
n,j=−∞
∑
µ,ν,µ′,ν′=±1
∫
d2k
(2pi)2
∣∣∣〈ξn−jk,µ′ν′ ∣∣∣vˆx∣∣∣ξnk,µν〉∣∣∣2×
× (f [ε¯k,µν ]− f [ε¯k,µ′ν′]) δ [ω + εk,µν − εk,µ′ν′ − jΩ] . (8.37)
The quasienergies and states entering Eq. (8.37) are chosen to be in the first TBZ, although
any other choice is possible as well. From the delta function in Eq. (8.37) we can see that,
in principle, transitions between all kinds of subbands are possible. In the static limit only
those subbands that correspond to the energies of Eq. (2.22) have a nonzero weight and
Eq. (8.37) reproduces previous results [142, 143]. However, for a finite driving the weight
of the other subbands becomes nonzero, whereas it increases for larger driving amplitudes
and hence additional transitions become possible.
In Figs. 8.10 and 8.11 we show the optical conductivity calculated at zero temperature
for a fixed Fermi energy of µ = 3Ω under the influence of circularly and linearly polarized
light, respectively. The field strength is α = 0, 0.5, and 1.0. The main feature of the static
conductivity, as shown in the dashed curves of Fig. 8.10, is its steplike behavior at ω = 2µ,
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Figure 8.11.: Optical conductivity under linearly polarized light (θp = 0◦) for various field
strengths α = 0 (black dashed curves), 0.5 [red lines in (a) and (b)], and 1.0 [(c) and (d)], and
SOC parameters in units of σ0 = e2/4.
where transitions from the valence to the conduction bands become possible. Switching
on the time-dependent field leads to several additional steps in σ¯xx due to photon-assisted
processes [68]. By comparing Figs. 8.10(a) and (c) it becomes clear that the number
of steps increases for larger coupling strengths α as the band weight is distributed over
a broader range of subbands. The effect of the Rashba term, which in turn leads to a
distinct breaking of the spin degeneracy of each subband, furthermore induces several
intermediate steps as the number of possible transitions in the delta function of Eq. (8.37)
becomes larger. From Figs. 8.10(b) and 8.11(b) we can see that the basic structure of σ¯xx
is the same for θp = 45◦ and θp = 0◦, but in the latter the conductivity turns out to be
slightly smoother.
By increasing the field strength to α = 1.0 we observe dips in the conductivity at ω = nΩ
[68], where the effect is clearly larger for θp = 45◦ than θp = 0◦; compare Figs. 8.10(d) and
8.11(d). These dips are due to the appearance of gaps in the quasienergy spectrum, as
some transitions are no longer possible. From Figs. 8.10(c) and (d) one can see that while
the static conductivities (dashed curves) are quite similar in both cases, i.e., the effect of
λR is only slight, remarkable differences occur in the driven case, and hence SOC effects
are clearly enhanced.
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8.5. Summary
In this chapter we have investigated the effect of a time-dependent electromagnetic field
on a monolayer of graphene in the presence of SOIs of the intrinsic and Rashba type.
We have demonstrated that a circularly polarized THz field can both induce a gap in
the quasienergy spectrum and close an existing gap. In the opposite case of a linear polar-
ization the spectrum was shown to be highly anisotropic and, depending on the strength
of the SOC parameters and on the orientation of the field, gaps in the spectrum might ap-
pear at the Dirac point and at the photon resonances vFk ≈ 0.5nΩ, or become suppressed.
While the effect of SOIs on the DOS of the static sample can be seen only for energies
smaller than E . 0.25Ω, due to the existence of a multiple number of dips and peaks,
signatures of SOC in the DOS of irradiated graphene appear even at larger energies.
By introducing a time-dependent electromagnetic field it is possible to induce a finite
net out-of-plane spin polarization in the sample, where its sign and magnitude can be
modulated by changing the ratio of the SOC parameters. Experimentally this can be
done by adjusting the Rashba coefficient via an electric gate.
In the final part of the chapter the dissipative part of the longitudinal optical conduc-
tivity has been calculated. As reported already in Ref. [68], the conductivity of irradiated
graphene exhibits a multistep structure as transitions between a variety of subbands be-
come possible. The number of steps depends not only on the coupling strength, but also
on the magnitude of the Rashba parameter and on the polarization direction. For large
coupling strengths the conductivity furthermore drops down for frequencies close to the
THz energy as some transitions become suppressed due to the appearance of gaps in the
quasienergy spectrum.

9 Chapter 9.Conclusions
The intent of this thesis is to present a thorough discussion of the dynamical charge and
current responses of various promising 2D materials, putting special emphasis on the ef-
fects arising from the different types of SOIs.
In Chap. 2 we have introduced the single-particle Hamiltonian of graphene, ML-MDS,
and hole-doped III-V semiconductors. Without giving many details on the elongate TB
and k · p calculations, we summarized the basic steps to derive an adequate model to
properly describe the noninteracting systems for realistic charge carrier concentrations.
This is followed by a chapter, where the basic ingredients to investigate many-body
effects in low-dimensional solid-state systems are summarized. In Sec. 3.1 we have reca-
pitulated the Kubo formalism and introduced the charge and current susceptibilities as the
central transport quantities. A simple but powerful way to incorporate many-body effects
by means of the RPA has been described in Sec. 3.2. We have shown how substantial
information on the internal excitations of the system, such as the plasmon spectrum and
the dissipative EHC, can be extracted from the RPA-improved DF.
As a first application, we have discussed the DF of graphene in Chap. 4, taking into
account the effect of SOIs of the intrinsic and Rashba type. The main accomplishment
of this chapter is the solution of the free polarizability in terms of closed analytical ex-
pressions for arbitrary wave vector, frequency, chemical potential, and SOC parameters.
Often, SOIs in graphene are neglected as their effect on the energy spectrum is considered
to be very small. However, the inclusion of SOIs is an important step in view of recent
advances in the fabrication of other 2D honeycomb structures with similar properties than
graphene such as silicene [46, 47] or ML-MDS [48, 53, 54]. Moreover, a number of recent
works have proposed ways to enlarge the SOC parameters in graphene-like materials sig-
nificantly by changing the environment of the sample [41, 42, 43, 44, 45]. In this chapter
we have shown how SOIs in graphene-based plasmonic circuitries can possibly be used to
manipulate the plasmon energy and lifetime. For example, for sufficiently large intrinsic
SOC the plasmon mode remains undamped even for larger wave vectors as a gap opens up
between the intra- and interband EHC [99]. In the other case of a large Rashba contribu-
tion damping appears already for small wave vectors due to interband transitions between
conduction (or valence) band states with different spin orientations. Based on a combined
analytical and numerical analysis of the screened Coulomb potential in Sec. 4.4, we could
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predict a beating of Friedel oscillations in doped graphene if the spin degeneracy is lifted
by a sufficiently large Rashba SOC.
Restricting ourselves to a purely intrinsic SOI, analytical results for the transversal and
longitudinal parts of the current-current susceptibility of gapped graphene are presented in
Chap. 5. Their static limits allow to determine the orbital and Pauli part of the magnetic
susceptibility of the sample. While in gapless graphene the orbital magnetic susceptibility
diverges at the charge neutrality point [109], the band gap leads to a finite value being
proportional to the inverse of the SOC parameter λI [110]. In doped samples, on the other
hand, the orbital magnetic susceptibility vanishes independently of the value of λI . The
nonrelativistic limit of gapped graphene was shown to reproduce the results of an ordinary
2DEG, but with the peculiarity of a pseudospin Zeeman term due to the existence of a
pseudospin degree of freedom [60]. This limit is not of purely academic interest, but is
closely related to other honeycomb structures with a large band gap such as ML-MDS,
where electrons and holes are separated by an energy gap of 1.82 eV.
This leads us to Chap. 6, where we have investigated the plasmon spectrum of ML-
MDS for various carrier concentrations. Due to the complicated analytical structure of
the eigensystem, the analytical treatment of the problem seems to be very difficult and the
DF was solved by numerical methods. We have shown that while in graphene damping of
plasmons is caused by interband transitions [61, 62], collective charge excitations in ML-
MDS rather enter the intraband EHC. Another noteworthy difference between graphene
and ML-MDS is the carrier density dependence of the plasmon energies being ωq ∝ n1/4
in graphene, while ωq ∝ n1/2 in ML-MDS. Moreover, a thorough analysis of the plasmon
spectrum predicts a clear asymmetry in the plasmon energies of p- and n-doped samples
due to the lack of electron-hole symmetry in ML-MDS. A numerical inspection of the
screened Coulomb potential shows that the breaking of spin degeneracy caused by the
considerable intrinsic SOI (of 80 meV) leads to a beating of Friedel oscillations for suffi-
ciently large carrier concentrations.
Motivated by recent works on the effects of SOIs on the collective charge excitations of
2DEGs [64, 65] and by our results regarding graphene and ML-MDS, we asked ourselves
in Chap. 7 how SOIs manifest themselves in the plasmon spectrum of p-doped GaAs and
InAs QWs. We also tried to find ways to manipulate the plasmon properties by adjusting
the SOC parameters in a suitable way. In contrast to graphene, the SOC strengths in
III-V semiconductors are notable [56] and do not need to be enlarged by deliberate ma-
nipulation of the sample. Our findings show that for GaAs a pronounced anisotropy in the
plasmon spectrum occurs. Depending on the direction of the incident beam, plasmons are
either damped or long-lived. This opens, in principle, the possibility of filtering plasmons
with distinct orientations. Although this was proposed earlier in Refs. [65] for an electron
gas, the anisotropy is expected to be more pronounced in hole gases. Our results on InAs
have furthermore demonstrated that the lifetime of the long-wavelength plasmons can be
modulated by changing the Rashba coupling strength via an electric field. Interestingly,
the critical field at which a finite damping occurs is direction-dependent. These features
might be useful for applications such as plasmon transistors [64], where excitations in the
source can be detected in the drain, depending on the Rashba field.
In Chap. 8 we have driven a monolayer of graphene out of equilibrium by applying a
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strong time-dependent electromagnetic field. We could show that the field might cause
significant changes in the single-particle properties by opening [66, 67] or closing band
gaps in the energy spectrum. It turns out to be possible to induce a finite net out-of-
plane spin polarization in the sample, where its sign and magnitude can be modulated by
changing the ratio of the SOC parameters. Using the nonequilibrium formalism applied to
the conductivity as described in Ref. [68], the dissipative part of the optical conductivity
of irradiated graphene has been calculated. The conductivity of the irradiated sample ex-
hibits a multistep structure as transitions between a variety of subbands become possible.
Furthermore, as a consequence of the appearance of gaps in the quasienergy spectrum,
the conductivity drops down for frequencies close to the photon energy.
Having summarized the main accomplishments of this thesis, let us comment on what
has yet to be done and could be the subject of future works. The numerical codes used in
Chaps. 6-8 are quite general and can be applied to a variety of other promising materials
without large effort. As examples, we mention the irradiation of a monolayer of silicene,
n- or p-doped semiconductor QWs, particularly taking into account the different subbands
in the QW, and topological insulators. Due to the rich physics of all of these systems,
it is worth to have a closer look on the changes in the carrier dynamics induced by a
time-dependent field, and try to find possibilities to change the topology of the material.
In Ref. [124] the latter has been discussed for HgTe/CdTe QWs in the context of Floquet
topological insulators. Another interesting topic is the analysis of the plasmon spectrum
in finite-size samples such as graphene ribbons [144] or quantum rings [145]. In this case
the numerical code needs to be adjusted in order to first solve for the eigensystem of the
finite sample, e.g., using the finite difference method. In the second step, the imaginary
and real parts of the DF and hence the ELF can be calculated using the methods described
in Chap. 3.

A Appendix A.Details on the calculation of the freepolarizability of graphene
In this chapter we summarize major steps in the calculation of the free polarizability of
graphene. We begin with the undoped case in Sec. A.1 and generalize the result to the
case of a finite doping in Sec. A.2. For brevity, we set vF = 1 throughout this chapter.
A.1. Zero doping
The undoped polarizability in Eq. (4.6) is composed of four parts:
χ0,unρρ (q, ω) =
∑
η1,η3=±1
χη1−→η3+(q, ω). (A.1)
Here, we introduced the notation
χη1η2→η3η4(q, ω) = gv
∫
d2k
(2pi)2
∣∣∣∣〈ξg,η1η2 (k) ∣∣∣∣ξg,η3η4 (k + q)〉∣∣∣∣2×
× f [Eg,η1η2(k)]− f [Eg,η3η4(|k + q|)]
ω − Eg,η3η4 (|k + q|) + Eg,η1η2 (k) + i0
(A.2)
describing transitions from the initial band Eg,η1η2(k) to the final band Eg,η3η4(|k + q|).
The eigenstates ξg,η1η2(k) and ξg,η3η4(k+ q) can be found in Eqs. (4.1) and (4.2). Due to
the relations
χ−−→++(λR) (q, ω) = χ
+−→−+
(−λR) (q, ω) (A.3)
and
χ+−→++(λR) (q, ω) = χ
−−→−+
(−λR) (q, ω), (A.4)
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only two independent contributions remain. With the help of the Dirac identity in
Eq. (3.8), the imaginary parts read
Im
{
χ−−→−+(q, ω)
}
= − gv4pi
∫ ∞
0
dkk
∫ 2pi
0
dφk
∑
α=±1
α
∣∣∣〈ξg,−−(k)∣∣∣ξg,−+(k + q)〉∣∣∣2×
× δ [ω − α (Eg,−+ (|k + q|)− Eg,−−(k))]
= gv16 θ
[
ω2 − q2 − 4λ+2
] [3q4 − 4λ+2q2 − 5q2ω2 + 2ω4
(ω2 − q2)3/2
−
∣∣q2 − ω (ω − 2λ+)∣∣+ ∣∣q2 − ω (ω + 2λ+)∣∣
ω
]
(A.5)
and
Im
{
χ+−→−+(q, ω)
}
= − gv4pi
∫ ∞
0
dkk
∫ 2pi
0
dφk
∑
α=±1
α
∣∣∣〈ξg,+−(k)∣∣∣ξg,−+(k + q)〉∣∣∣2×
× δ [ω − α (Eg,−+ (|k + q|)− Eg,+−(k))]
= − gv8pi
∫ ∞
|λ−|
dy
√
ω2+ − q2
√
q2
4
(q2−ω2++4λ2I)(q2−ω2++4λ2R)
(q2−ω2+)2
−
[
y − ω+2
(
1 + 4λRλI
q2−ω2+
)]2
(y − λ−)(ω − y + λ−) ×
× θ
1−
ω2+ − q2 − 2ω+y − 4λRλI
2q
√
y2 − λ2−
2
 θ [ω2+ − q2 − 4γ2]
= −gv8 θ
[
ω2+ − q2 − 4γ2
] [√
ω2+ − q2 −
∣∣q2 − ω (ω + 2λ−)∣∣
2ω −
∣∣q2 − ω (ω + 2λ+)∣∣
2ω
]
.
(A.6)
Here, we have introduced the notations
λ± = λR ± λI , (A.7)
ω± = ω ± 2λR, (A.8)
γ = max {λR, λI} , (A.9)
and
y =
√
k2 + λ2−. (A.10)
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We can now make use of Eq. (3.9) to get the real part. The first contribution reads
Re
{
χ−−→−+(q, ω)
}
= 2
pi
P
∫ ∞
0
dω′
ω′
ω′2 − ω2 Im
{
χ−−→−+(q, ω′)
}
= gv8pi
{
3q2ω2 + 4q2λ2+ − 3q4 − 2ω4
(q2 − ω2)3/2
pi
2 θ [q − ω]−Kλ+
(
4λ2+
)
+ Lλ+
(√
q2 + 4λ2+
)
+ 2L−λ+
(√
q2 + λ2+ + λ+
)
− L−λ+
(√
q2 + 4λ2+
)}
, (A.11)
where we introduced the functions
Kλ±(x) = 2
√
x+ 4q
2λ2±
(q2 − ω2)√x −
(
3q4 − 5q2ω2 + 2ω4 − 4q2λ2±
)
Re

arctan
( √
x√
q2−ω2
)
(q2 − ω2)3/2

(A.12)
and
Lλ±(x) = x+ λ± ln
∣∣∣x2 − ω2∣∣∣− ω2 − q22ω ln
∣∣∣∣x+ ωx− ω
∣∣∣∣. (A.13)
The second contribution can be solved in a similar way:
Re
{
χ+−→−+(q, ω)
}
= 2
pi
P
∫ ∞
0
dω′
ω′
ω′2 − ω2 Im
{
χ+−→−+(q, ω′)
}
= gv4pi
[
−2λR(1 + ln 4) + 12 Re
{√
q2 − ω2+ arcsin
ω+
q
−
√
q2 − ω2− arcsin
−ω−
q
}
+12
[
Gω+
2
(√
q2 + 4γ2 − ω+
)
+G−ω−2
(√
q2 + 4γ2 + ω−
)]
−θ [λ+]Lλ−
(√
q2 + λ2− − λ−
)
+ 12 sign (λ+)Lλ−
(√
q2 + 4γ2 − 2λR
)
−θ [λ−]Lλ+
(√
q2 + λ2+ − λ+
)
+ 12 sign (λ−)Lλ+
(√
q2 + 4γ2 − 2λR
) ]
, (A.14)
with
Gω(x) =
√
(x+ ω)2 − q2 + ω ln
(√
(x+ ω)2 − q2 + x+ ω
)
−
√
ω2 − q2 ln ωx+ ω
2 − q2 +√ω2 − q2√(x+ ω)2 − q2
x
. (A.15)
Equations (A.11) and (A.14) can now further be simplified to the final results in Eqs. (4.13)
and (4.14), respectively.
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A.2. Finite doping
The free polarizability in the n-doped case can be expressed as
χ0,doρρ (q, ω) = χ0,unρρ (q, ω) + δχkF+(q, ω) + δχkF−(q, ω). (A.16)
The contribution to the doped polarizability with an initial state in band E−+,
δχkF−(q, ω) = gv
∑
µ,ν=±1
∫ kF−
0
d2k
(2pi)2
∑
α=±1
α
∣∣∣〈ξg,−+(k)∣∣∣ξg,µν(k + q)〉∣∣∣2
ω − α [Eg,µν (|k + q|)− Eg,−+(k)] + i0 , (A.17)
can be written as
δχkF−(q, ω) = gv
∫ kF−
0
d2k
(2pi)2 ×
×

(
ω + i0 +
√
k2 + λ2+ +
√
|k + q|2 + λ2+
) ∣∣∣〈ξg,−+(k)∣∣∣ξg,−+(k + q)〉∣∣∣2(
ω + i0 +
√
k2 + λ2+
)2 − (|k + q|2 + λ2+)
+
(
ω + i0 +
√
k2 + λ2+ −
√
|k + q|2 + λ2+
) ∣∣∣〈ξg,−+(k)∣∣∣ξg,−−(k + q)〉∣∣∣2(
ω + i0 +
√
k2 + λ2+
)2 − (|k + q|2 + λ2+)
+
(
ω− + i0 +
√
k2 + λ2+ −
√
|k + q|2 + λ2−
) ∣∣∣〈ξg,−+(k)∣∣∣ξg,+−(k + q)〉∣∣∣2(
ω− + i0 +
√
k2 + λ2+
)2 − (|k + q|2 + λ2−)
+
(
ω− + i0 +
√
k2 + λ2+ +
√
|k + q|2 + λ2−
) ∣∣∣〈ξg,−+(k)∣∣∣ξg,++(k + q)〉∣∣∣2(
ω− + i0 +
√
k2 + λ2+
)2 − (|k + q|2 + λ2−)
+ (ω → −ω)
]
, (A.18)
where (ω → −ω), and thus (ω− → −ω+), denotes terms with the sign of the frequency
changed compared to the preceding expression. The corresponding expression for band
E++ can be obtained by substituting λR → −λR and kF− → kF+, with kF± being the
Fermi wave vector given in Eq. (2.23).
In the doped case the analytical solution of the imaginary part is quite complicated and
the Kramers-Kronig relation in Eq. (3.9) does not seem to be helpful to obtain the real
part. Therefore, we calculate the real part independently of the imaginary part by solving
the 2D integral in momentum space instead. After carrying out the angle integration and
choosing a proper substitution,
x =
√
k2 + λ2+ − λ+, (A.19)
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we arrive at
Re
{
δχkF−(q, ω)
}
= − gv2pi Re
{
P
∫ µ−λI

dx
[
x+ λR
2x
+
[
q2 − (x+ ω2 )(x+ ω2 + λ+)
]2
x(x+ ω2 )
sign
[
q2 − ω2 − 2ω(x+ λ+)
]
√
q2 − ω2
√
q2
4
(
1 + 4λ
2
+
q2−ω2
)
− (x+ ω2 + λ+)2
−
√
q2 − ω2−
√
q2
4
(q2−ω2++4λ2I)(q2−ω2++4λ2R)
(q2−ω2+)2
−
(
x+ ω+2
(
1 + 4λRλI
q2−ω2+
)
+ λ+
)2
4x(x+ ω) ×
× sign
(
q2 − ω2− − 2ω−(x+ λ+)− 4λRλI
) ]
+ (ω → −ω)
}
. (A.20)
The infinitesimal parameter  → 0 is required to avoid a divergence in the polarizability
for x → 0. The integrals in Eq. (A.20) can now be solved in terms of trigonometric and
hyperbolic functions [146]. In order to simplify the expressions, we use the shorthand
notation [100]
fˆ(x)
∣∣∣b
a
= sign (b− x) [f(b)− f(x)]− sign (a− x) [f(a)− f(x)] . (A.21)
The result can then be written as
Re
{
δχkF−(q, ω)
}
= −gv (µ− λI)2pi −
gvλR
4pi ln
µ− λI

+ gv2piω Re
sign (ω)
Rˆω1
(
q2 − ω2 − 2λ+ω
2ω
) ∣∣∣∣∣
µ−λI

− Rˆ−ω1
(
q2 + ω2 − 2λ+ω
2ω
) ∣∣∣∣∣
µ−λI+ω
ω

− sign (ω−)
Rˆω2
(
q2 − ω2 + 2λ−ω
2ω−
) ∣∣∣∣∣
µ−λI

− Rˆ−ω2
(
q2 + ω2 − 2λ+ω
2ω−
) ∣∣∣∣∣
µ−λI+ω
ω
 }
+ (ω → −ω) , (A.22)
with
Rωi (x) =
cωi
γωi
√
rωi −
√
αωi
4 ln
2αωi + βωi x+ 2
√
αωi
√
rωi
x
+ c˜
ω
i√
γωi
ln
(
2
√
γωi
√
rωi + 2γωi x+ βωi
)
(A.23)
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and rωi = αωi + βωi x+ γωi x2. The coefficients read:
αω1 =
[
q2 − ω (ω + 2λ+)
]2
4 , (A.24)
αω2 =
[
q2 − ω (ω− − 2 sign (ω)λI)
]2
4 , (A.25)
βω1 =
(
ω2 − q2
)
(2λ+ + ω) , (A.26)
βω2 = 8λ2RλI − 2λRλI (ω + |ω|)− sign (ω) (ω − 2λR)
(
q2 − ω2−
)
, (A.27)
γω1 = ω2 − q2 , γω2 = |ω|2− − q2, (A.28)
cω1 =
ω2
3 +
2λ+ + 7ω
12 ω +
12λ2+ − 4q2 + 5ω2
8 −
2αω1
3γω1
, (A.29)
c˜ω1 =
αω1 (2λ+ − ω)
4γω1
+ 3ω
3 + 6λ+ω2 − 4(q2 + λ2+)ω − 8λ3+
16 , (A.30)
cω2 =
γω2
4 , c˜
ω
2 =
βω2
8 . (A.31)
The calculation of the imaginary part is similar. Starting from Eq. (A.18) and carrying
out the angle integration, we arrive at
Im
{
δχkF−(q, ω)
}
= gv2pi Re
{
P
∫ µ−λI

dx×
×

[
q2 − (x+ ω2 )(x+ ω2 + λ+)
]2
x(x+ ω2 )
sign (x− λ− + ω)√
ω2 − q2
√
q2
4
(
1 + 4λ
2
+
q2−ω2
)
− (x+ ω2 + λ+)2
−
√
ω2− − q2
√
q2
4
(q2−ω2++4λ2I)(q2−ω2++4λ2R)
(q2−ω2+)2
−
(
x+ ω+2
(
1 + 4λRλI
q2−ω2+
)
+ λ+
)2
4x(x+ ω) ×
× sign (x+ λ+ + ω)
]
− (ω → −ω)
}
. (A.32)
A.2. Finite doping 113
The result can be written as
Im
{
δχkF−(q, ω)
}
= gv2piω Re
{1
i
Rˆω1 (−λ+ − ω)
∣∣∣µ−λI

− 1
i
Rˆω1 (−λ+)
∣∣∣µ−λI+ω
ω
−1
i
θ [−ω] θ [µ− λI + ω] sign (λ+) [Rω1 (−)−Rω1 ()]
+ iRˆω2 (λ− − ω)
∣∣∣µ−λI

− iRˆω2 (λ−)
∣∣∣µ−λI+ω
ω
− iθ [−ω] θ [µ− λI + ω] sign (−λ−) [Rω2 (−)−Rω2 ()]
}
− (ω → −ω) . (A.33)
The limit → 0 in Eqs. (A.22) and (A.33) can now be taken safely giving finite results.

B Appendix B.Details on the calculation of thecurrent susceptibility of graphene
Appendix B presents details on the calculation of the transversal part of the current-
current susceptibility. We start with the imaginary part in Sec. B.1, followed by the real
part in Sec. B.2. For brevity, we set vF = 1 throughout the chapter.
We notice that Eq. (5.6) can be written as
χ0jxjx(q, ω) = ξ
+
µ (q, ω) + ξ−µ (q, ω)− ξ−D(q, ω), (B.1)
where
ξ±Λ (q, ω) = gvgs
∫
d2k
(2pi)2
1
2
(
1∓ λ
2
I − k2
(
1− 2 sin2 φk
)− qk cos (φk + φq)
Eg(k)Eg(|k + q|)
)
×
×
(
1
ω ∓ Eg(|k + q|) + Eg(k) + i0 −
1
ω ± Eg(|k + q|)− Eg(k) + i0
)
θ
[
Λ2 − λ2I − k2
]
.
(B.2)
D is a cutoff parameter, tanφk = ky/kx (tanφq = qy/qx) the in-plane angle, gv = gs = 2
the valley and spin degeneracy factors, and Eg =
√
k2 + λ2I the energy of gapped graphene.
The plus (minus) sign in Eq. (B.2) corresponds to the initial and final bands being equal
(not equal). For the longitudinal case (q = q ex), we get
cos (φk + φq) = cosφk, (B.3)
whereas the overlap for the transversal part (q = q ey) is given by
cos (φk + φq) = − sinφk. (B.4)
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B.1. Imaginary part
Using the Dirac identity in Eq. (3.8), the above integral for the imaginary part of the
transversal current-current susceptibility simplifies considerable. We define the expression
IρνΛ =
gvgs
8pi
√
Λ2−λ2I∫
0
dkk
∫ 2pi
0
dφk
[
1− ρλ
2
I − k2
(
1− 2 sin2 φk
)
+ qk sinφk
Eg(k)Eg (|k + q|)
]
×
× δ [νω − Eg(k) + ρEg (|k + q|)]
= gvgsρ
√
ω2 − q2
16pi θ
[
1−
∣∣∣∣∣ω2 − q2 − 2νωEg(k)2qk
∣∣∣∣∣
]
×

G+<
(
2
√
k2+λ2I−νω
q
)
for ω > q
G+>
(
2
√
k2+λ2I−νω
q
)
for q > ω
.
(B.5)
The functions G±>,<,0 are defined as [99]
G±< = x
√
x20 − x2 ±
(
2− x20
)
arccos
(
x
x0
)
, (B.6a)
G±> = x
√
x2 − x20 ±
(
2− x20
)
arccosh
(
x
x0
)
, (B.6b)
G±0 = x
√
x2 − x20 ±
(
2− x20
)
arcsinh
(
x
|x0|
)
, (B.6c)
and x0 reads
x0 =
√
1 + λ
2
I
q2 − ω2 . (B.7)
The imaginary part for undoped graphene is now given by
Im
{
χ0,T,unjj (q, ω)
}
= lim
D→∞
[
I−−D − I−+D
]
= −gvgs
√
ω2 − q2
16
(
1 + 4λ
2
I
ω2 − q2
)
θ
[
ω2 − q2 − λ2I
]
.
(B.8)
In the doped case the upper integration limit is not a cutoff but the Fermi wave vector.
Therefore, in the above integral we need to distinguish whether k is larger than kF or not.
For this we define different regions given in Table 5.1 and shown in Fig. 5.1 for the special
case of λI = 0.9µ; see also Ref. [99]. The intraband contribution to the imaginary part
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then reads
Im
{
δχ0,T,dojj (q, ω)
}
=
∑
ρ,ν=±1
νIρνµ = −
gvgs
√|ω2 − q2|
16pi

G+>
(
2µ+ω
q
)
−G+>
(
2µ−ω
q
)
1A
−pi
(
1 + 4λ
2
I
ω2−q2
)
1B
G+>
(
2µ+ω
q
)
2A
G+<
(
2µ−ω
q
)
− pi
(
1 + 4λ
2
I
ω2−q2
)
2B
0 3A
0 3B
0 4A
0 4B
0 5B
.
(B.9)
Adding now the intrinsic part in Eq. (B.8) yields the final result of Eq. (5.11).
B.2. Real part
The simplest way to get the real part of the undoped susceptibility is via Eq. (3.9):
Re
{
χ0,T,unjj (q, ω)
}
= 2
pi
P
D∫
0
dω′
ω′ Im
{
χ0,T,unjj (q, ω′)
}
ω′2 − ω2
= −gvgs (D − 2λI)8pi −
gvgs
(
4λ2I − q2 + ω2
)
16pi
√|q2 − ω2| ×
×
θ [q − ω] arccos(q2 − ω2 − 4λ2I
ω2 − q2 − 4λ2I
)
− θ [ω − q] ln
(
2λI +
√
ω2 − q2
)2∣∣ω2 − q2 − 4λ2I ∣∣
 . (B.10)
Notice the cutoff-dependent part on the right-hand side due to the anomalous commutator;
see also the discussion in Sec. 3.1.
To obtain the real part of doped graphene we start from Eq. (B.2):
Re
{
δχ0,T,dojj (q, ω)
}
= gvgs2(2pi)2
∑
ν=±1
∫ kF
0
dkk
∫ 2pi
0
dφk
(
1− ν λ
2
I − k2
(
1− 2 sin2 φk
)
+ qk sinφk
Eg(k)Eg(|k + q|)
)
×
×
[
1
ω + Eg(k)− νEg(|k + q|) −
1
ω − Eg(k) + νEg(|k + q|)
]
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= gvgsω
2 (µ− λI)
2piq2 +
gvgs
√|ω2 − q2|
16pi ×
×
∑
ν=±1
sign
(
q2 − ω2
2ω − νEg(k)
)
[
G+<
(
2Eg(k)+νω
q
)]kup
klow
for q2 > ω2[
G+>
(
2Eg(k)+νω
q
)]kup
klow
for ω2 > 4λ2I + q2[
G+0
(
2Eg(k)+νω
q
)]kup
klow
for q2 < ω2 < 4λ2I + q2
,
(B.11)
where the limits klow and kup are determined by the condition(
q2 − ω2 − 2νωEg(k)
2qk
)2
> 1. (B.12)
The intraband part of the susceptibility thus reads
Re
{
δχ0,T,dojj (q, ω)
}
= gvgsω
2 (µ− λI)
2piq2
− gvgs
√|ω2 − q2|
16pi

G+<
(
2λI−ω
q
)
+ sign
(
q2−ω2
2ω − λI
)
G+<
(
2λI+ω
q
)
A
sign
(
q2−ω2
2ω + λI
)
G+>
(
2λI−ω
q
)
−G+>
(
2λI+ω
q
)
1-4 B
G+0
(
2λI−ω
q
)
−G+0
(
2λI+ω
q
)
5B
− gvgs
√|ω2 − q2|
16pi

0 1A
G+>
(
2µ+ω
q
)
−G+>
(
2µ−ω
q
)
1B
−G+<
(
2µ−ω
q
)
2A
G+>
(
2µ+ω
q
)
2B
−G+<
(
2µ−ω
q
)
−G+<
(
2µ+ω
q
)
3A
G+>
(
2µ+ω
q
)
−G+>
(−2µ+ω
q
)
3B
−G+<
(
2µ−ω
q
)
+G+<
(
2µ+ω
q
)
4A
G+>
(−2µ+ω
q
)
+G+>
(
2µ+ω
q
)
4B
G+0
(
2µ+ω
q
)
−G+0
(
2µ−ω
q
)
5B
. (B.13)
Adding the interband part Eq. (B.10) yields the final result given by Eq. (5.12).
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