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1. Contexto
Esta propuesta de trabajo se lleva a cabo den-
tro de la l´ınea de Investigacio´n “ Sistemas Par-
alelos” del proyecto “Nuevas Tecnolog´ıas para un
tratamiento integral de Datos Multimedia”. Este
proyecto es desarrollado en el a´mbito del Labo-
ratorio de Investigacio´n y Desarrollo en Inteligen-
gia Computacional (LIDIC) de la Universidad Na-
cional de San Luis.
2. Resumen
Los sistemas disen˜ados para resolver prob-
lemas espec´ıficos como los procesadores gra´fi-
cos(GPU), tienen caracter´ısticas (bajo precio en
relacio´n a su potencia de ca´lculo, gran paralelis-
mo, optimizacio´n para ca´lculos en coma flotante)
muy atractivas para su uso en aplicaciones de
propo´sito general, en problemas relacionados al
a´mbito cient´ıfico, de simulacio´n, ingenier´ıa, entre
otros. Esto llevo´ al desarrollo de herramientas y
te´cnicas para facilitar su utilizacio´n y transformar-
los en una alternativa va´lida y casera para resolver
la mayor cantidad de problemas.
En este trabajo se presentan las caracter´ısti-
cas ba´sicas de las GPU y las distintas l´ıneas de
trabajo a seguir. Estas l´ıneas tienen en comu´n la
consideracio´n de la GPU como computadora ma-
sivamente paralela. Los problemas a tratar esta´n
relacionados a las Redes de Computadoras y las
Bases de Datos.
3. Introduccio´n
El poder computacional asociado a las tec-
nolog´ıas dedicadas a fines espec´ıficos y la posi-
bilidad que ofrecen de mejora constante y bajo
costo, han constituido una alternativa va´lida a
las supercomputadoras paralelas. El ejemplo ma´s
popular de las tecnolog´ıas dedicadas son las GPU
(Unidad de Procesamiento Gra´fico)[4, 22]. Una
tarjeta de video puede proporcionar hasta 50 ve-
ces ma´s poder de co´mputo que la computadora
hue´sped en algunas aplicaciones[21].
Por muchos an˜os la GPU fue utilizada exclu-
sivamente para acelerar el ca´lculo de ciertas apli-
caciones relacionadas directamente con el proce-
samiento de ima´genes, en aplicaciones como video-
juegos o 3D interactivas, por ejemplo. Su buen de-
sempen˜o en este a´mbito, junto a su constante y
ra´pida evolucio´n (comparada con los microproce-
sadores de propo´sito general), un nu´mero de in-
strucciones menor, y sin aritme´tica de doble pre-
cisio´n [20, 22], ha permitido desarrollar un modelo
de superco´mputo casero en donde, con menos re-
cursos econo´micos de los requeridos para comprar
una PC, es posible resolver cierto tipo de proble-
mas aplicando un modelo de paralelismo masivo
sobre una arquitectura de procesadores con varios
nu´cleos, memoria compartida y soporte multihi-
los.
Existen alternativas para procesamiento en
GPU, la ma´s ampliamente utilizada es la tarje-
ta Nvidia, para la cual se ha desarrollado un kit
de programacio´n en C, con un modelo de comu-
nicacio´n de datos y de control de hilos propor-
cionado por un driver, el cual provee una interfaz
GPU-CPU [19]. Este ambiente de desarrollo lla-
mado Compute Unified Device Architecture (CU-
DA) ha sido disen˜ado para simplificar el trabajo
de sincronizacio´n de hilos y la comunicacio´n con la
GPU [5, 23] propone un modelo de programacio´n
SIMD(Simple Instruccio´n, Mu´ltiples Datos) con
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funcionalidades de procesamiento de vector.
Dadas las ventajas de poder computacional,
bajo costo, continua evolucio´n, bandwidth de
memoria, flexibilidad y programabilidad de la
GPU y a pesar de su limitacio´n y dificultad para
resolver cualquier tipo de aplicaciones siguiendo
un modelo de programacio´n no usual, se intenta
aprovechar la gran potencia de ca´lculo de las GPU
para aplicaciones no relacionadas con los gra´ficos,
en lo que se conoce como GPGPU(General Pur-
pose GPU)[24].
La l´ınea de investigacio´n que se propone seguir
pretende evaluar la factibilidad de utilizar la GPU
como computadora masivamente paralela para
obtener soluciones de alto desempen˜o a proble-
mas de propo´sito general, tal como los derivados
de la administracio´n de redes de computadoras y
de base de datos.
4. L´ıneas de Investigacio´n y De-
sarrollos
Utilizar arquiteturas dedicadas, como la GPU,
para resolver computacionalmente problemas de
naturaleza distinta a la de ellas, implica plantear
soluciones paralelas a los problemas considerando
el modelo de programacio´n propio de sus inter-
faces.
Entre las l´ıneas de investigacio´n y desarrollo
que actualmente se siguen se encuentran:
Seguridad en Redes de Computadoras
La seguridad en sistemas de computacio´n es
un tema de gran interes, por su amplitud en
las a´reas que abarca y su constante evolu-
cio´n. Las redes de computadoras constituyen
un a´mbito natural para su aplicacio´n[7, 27].
Si bien es cierto que existen numerosas tec-
nolog´ıas para hacer segura una red de com-
putadoras, la Deteccio´n de Intrusiones(IDS)
constituye una de las ma´s populares[10, 17].
Su objetivo es monitorear las actividades en
los sistemas de computacio´n a fin de encon-
trar violaciones de seguridad.
Los IDS junto con otras herramientas procu-
ran detectar mediante el monitoreo del tra´fi-
co entrante y saliente de un nodo, los inten-
tos de ingresar a la red sin autorizacio´n. La
mayor´ıa de los IDS, en las redes actuales,
basan su seguridad en un conjunto de reglas,
las cuales sirven para establecer la autentici-
dad o no del mensaje. La te´cnica ma´s comu´n
es realizar una bu´squeda de firmas (Signa-
tures) en cada uno de los paquetes circulan-
do en la red [9, 13, 26]. Este proceso implica
un alto costo computacional, no so´lo por el
tiempo involucrado en obtener la solucio´n,
sino tambie´n por la gran cantidad de recur-
sos del sistema.
Existen numerosas propuestas para opti-
mizar o reducir el costo de los IDS a trave´s
de la aplicacio´n de te´cnicas de computacio´n
de alto desempen˜o: te´cnicas de computacio´n
paralela o utilizacio´n de hardware especial-
izado [2, 6, 12, 25]. Si bien los resulta-
dos obtenidos muestran eficiencia, las solu-
ciones son complejas y poco flexibles. Inves-
tigaciones recientes esta´n considerando las
Unidades de Procesamiento Gra´fico(GPUs)
como una posibilidad a la hora de acelerar
las desiciones de un IDS y de otras aplica-
ciones en redes [8, 18].
Base de Datos
Una Base de Datos(BD) es una coleccio´n de
datos organizados y relacionados entre s´ı-
, los cuales son recolectados y analizados,
de forma ra´pida y ordenada, por los sis-
temas de informacio´n de una empresa o ne-
gocio en particular [11, 16]. Actualmente,
las BD almacenan informacio´n no necesari-
amente estructurada, cualquier conjunto de
datos pertenecientes a un mismo contexto y
almacenados sistema´ticamente para su pos-
terior uso constituye una BD.
Casi todas las bases de datos actuales son
Sistema de Gestio´n de Bases de Datos
(DBMS)[11]. Un DBMS establece que una
BD no es simplemente un conjunto de
archivos, sino adema´s una serie de her-
ramientas para manipular la informacio´n al-
macenada. Es esta caracter´ıstica la que per-
mite, entre otras cosas, hacer consultas y
resolverlas obteniendo el conjunto de datos
que las satisfagan. Entre las herramientas in-
cormparadas se encuentran los ı´ndices (o ı´-
ndice inverso), listas ordenadas de te´rminos
(en cualquier formato), los cuales represen-
tan a uno o varios datos de la BD.
Las consultas a bases de datos de gran escala
como Google o eBay significan encontrar un
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pequen˜o grupo de entradas espec´ıficas entre
unas decenas de millones de posibilidades en
el menor tiempo posible. Esto implica que
un procesador debe resolver consultas de un
usuario, o miles, en la misma BD, sobre do-
minios diferentes y al mismo tiempo, en un-
os pocos milisegundos. Los ı´ndices facilitan
dichas consultas; a trave´s de ellos se delimi-
ta el acceso a un subconjunto de los datos
pertenecientes al universo, y permite dar re-
spuesta a las consultas realizadas. Proveer
me´todos eficientes para ı´ndices y para re-
solver consultas es primordial, algunos ya lo
esta´n intentando [14, 20].
Sistema de Informacio´n Geogra´fica
Un Sistema de Informacio´n Geogra´fica
(GIS) se lo define como un conjunto de
equipos informa´ticos, de programas, de
datos geogra´ficos y de te´cnicas organizadas
para recoger, almacenar, actualizar, manipu-
lar, analizar y presentar eficientemente todas
las formas de informacio´n georeferenciada[1,
29]. Los GIS permiten responder preguntas
de: Localizacio´n: ¿Que´ hay en...?; Condicio´n:
¿Do´nde se encuentra?; Tendencia: ¿Que´ ha
cambiado desde...?; Distribucio´n: ¿Que´ pa-
trones de distribucio´n espacial existen?; y
Modelizacio´n: ¿Que´ sucede si...?..
La informacio´n geogra´fica administrada por
un GIS contiene una referencia territorial ex-
plicita como latitud y longitud o una referen-
cia impl´ıcita como domicilio o co´digo postal.
E´sta es el elemento diferenciador de un SIG
frente a otro tipo de Sistemas de Informa-
cio´n. Generalmente la informacio´n geogra´fi-
ca es adminstrada en una BD espacial.
Una BD espacial es un caso especial de
BD. E´sta se carater´ıza por optimizar el al-
macenamiento y las consultas de objetos
en el espacio, incluyendo puntos, l´ıneas y
pol´ıgonos. Un Sistema de administracio´n de
Bases de Datos espaciales (SGBDE) con-
siste en una coleccio´n de tipos de datos es-
paciales, operadores, ı´ndices y estrategias
de procesamiento[29]. Sus componentes in-
cluyen: modelo de dato espacial, lenguaje de
consulta, procesamiento de consultas, orga-
nizacio´n de archivos e ı´ndices y optimizacio´n
de consultas. Un dato espacial es una vari-
able asociada a una localizacio´n del espacio,
entre otros. Los datos espaciales refieren a
entidades o feno´menos que cumplen con los
principios ba´sicos de tener: Posicio´n abso-
luta en un sistema de coordenadas (x,y,z),
Posicio´n relativa respecto a otros elementos
del paisaje, Una figura geome´trica que las
representan, y Atributos que lo describen.
Las ima´genes satelitales son ejemplos de
datos espaciales, su procesamiento debe hac-
erse respecto a un marco de referencia espa-
cial, posiblemente la superficie de la tierra.
La utilidad de los GIS y las bases de datos es-
paciales es muy amplio, entre alguno de sus
usos esta´n los Mapas de poblacio´n, Mapas
de densidades, Ca´lculo de distancias, Car-
tograf´ıa. Sus mu´ltiples usos y el incremen-
to de la complejidad de los datos (producto
de los nuevos medios de obtencio´n de datos:
sensores, sate´lites, entre otros; y los requer-
imientos de mayor detalle de ana´lisis) hacen
que obtener mejores tiempos de respuesta
sea un desaf´ıo constante[30].
El comu´n denominador de los tres problemas
planteados anteriormente es el ra´pido crecimien-
to del volumen de datos a tratar en cada uno y
la necesidad de resolverlos en forma ra´pida, efi-
ciente y precisa. Analizar las ventajas y desventa-
jas de utilizar la tecnolog´ıa de GPU y su modelo
de programacio´n asociado constituye una imno-
vadora l´ınea de investigacio´n.
5. Resultados obtenidos / esper-
ados
El principal aporte de esta l´ınea de investi-
gacio´n es analizar la factibilidad de utilizar la ar-
quitectura GPU y su modelo de programacio´n
asociado para desarrollar soluciones de alto de-
sempen˜o a problemas de propo´sito general, es-
tableciendo los l´ımites del modelo GPU-CPU para
las soluciones eficientes y eficaces de cada uno de
los problemas planteados.
Actualmente se esta´ trabajando en las dos
primeras l´ıneas de investigacio´n.
6. Formacio´n de Recursos Hu-
manos
Los resultados esperados respecto a la forma-
cio´n de recursos humanos son hasta el momento
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una tesis de maestr´ıa y un doctorado en desar-
rollo; as´ı como tambie´n varios trabajos de fin de
carrera de la Licenciatura en Ciencias de la Com-
putacio´n.
Acualmente se ha obtenido una beca otorgada
por la Facultad de Ciencias F´ısico, Matema´ticas y
Naturales de la Universidad Nacional de San Luis,
categor´ıa postgrado.
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