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Abstract
With the ever increasing availability of computational resources, more challenging
chemical systems can be studied. Among these challenges are the rotational and vibrational spectra
of diatomic molecules within spectroscopic accuracy, the environmental perturbations induced on
a rotating water molecule, the prediction of free binding energies of lanthanide complexes using
machine learning, and the study of catalytic mechanisms through a theoretical framework. High
levels of electronic structure theory were combined with a rigorous treatment of either the
anharmonic vibrational wave functions to study diatomic molecules or the rotational wave
functions to study H2O-pH2 interactions. The former was initially applied to the CF+ cation and
excellent agreement was observed between theoretical and experimental spectroscopic constants.
Likewise, the H2O-pH2 interactions were utilized to identify satellite peaks in the infrared spectra
of a H2O-doped, pH2 crystal lattice. These peaks most likely occur due to a vacancy site directly
around the H2O molecule. The study of lanthanide complexes is challenging due to their unique
electronic structure. Specifically, lanthanide-tris-β-diketone complexes were studied to calculate
their respective free binding energies. Machine learning was utilized in this instance to act as the
function which mapped the structure of the β-diketone ligands to the free binding energies.
Predictions were made and several β-diketone ligands were identified which maximized the
separation between lanthanide and lutetium. Finally, the study of catalytic mechanisms using
theoretical methods is not without challenge due to the complex electronic structure of such
systems. The hydrogen evolution reaction, the dehalogenation of CH2Cl2, the hydrogenation of
small, unsaturated hydrocarbons, and the hydroformylation reaction were studied using either
molecular electrocatalysts or transmetalated forms of the HKUST-1 metal-organic framework.
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Chapter 1

Introduction
1.1 Challenges in Computational Chemistry
Through the course of the twentieth century, science saw the rise of many new technologies which
pushed the field of chemistry forward. Some of these technologies helped to advance traditional,
benchtop chemistry while others helped on the theoretical side of chemistry. Since the derivation
of the Schrödinger3 and Dirac4 equations in the early twentieth century, the subfield of theoretical
chemistry has grown and progressed and through a collaborative approach with computational
sciences, has spawned a new subfield of chemistry often referred to as computational chemistry.
In this subfield, a combination of theory and computation come together to benefit many areas of
science including chemistry, materials science, and even biology. In its early stages, computational
chemistry was considered more of a supplemental tool for experimental work but now sets the
stage in some instances to not only be vital for but also to supplant experimental work.
Just as traditional, synthetic chemistry has its limitations, so too does computational
chemistry. A limitation that exists for this subfield of chemistry is often due to the scaling of
different computational methods as a function of the size of the system of interest. Generally, as
higher accuracy is desired, the size of the system that may be studied decreases in a nonlinear
fashion. This scaling problem is different depending on the approximations included in the
underlying theoretical framework. For example, full configuration interaction (FCI) may scale as
N! (where N is the size of the system) and can be useful for diatomics and triatomics, coupled
cluster with single, double, and perturbative triple excitations (CCSD(T)) scales as N7 and is more
appropriate for systems less than 10-20 atoms, and density functional theory (DFT) scales as N3.
The latter of which is the most commonly applied method for larger, molecular complexes. Beyond
1

DFT, even larger systems can be examined utilizing methods such as density functional tight
binding (DFTB) or molecular mechanics (MM) which in some instances, scale linearly.5 Thus,
each method is applicable for different chemical systems and may solve different challenges and
problems in computational chemistry.
In recent years, many computational chemists have put forth what they believe to be the
current challenges in computational chemistry or challenges which may arise in the future for
computational chemistry. Dr. Thomas Hofer wrote in a 20136 that one of the most prominent
challenges in chemistry was the protein folding problem.7 This problem is quite interdisciplinary
in nature and links fields such as biology and biochemistry with essentially every field of
chemistry: inorganic, organic, analytical, physical, and theoretical chemistry. The role of
theoretical and computational chemistry for this problem lies in the ability to study proteins on an
atomistic scale. Hofer continues to discuss the merits of the proper inclusion of solvation effects
which play a very large role in problems such as protein folding.8–12 Solvent effects may either be
introduced implicitly through the use of an external potential or explicitly through the inclusion of
solvent molecules.13–16 The latter method achieves a higher level of accuracy but at a greater
computational cost. A final challenge that Hofer discusses is that of nuclear quantum effects which
are strongly linked to systems which involve hydrogen transfer reactions such as those of certain
proteins.17–23
The three challenges put forth by Hofer are by no means the only grand challenges in
computational chemistry, however. Krylov et al. focused on three different challenges in
computational chemistry: catalyst design, long-range charge and excitation transfer, and
intrinsically disordered proteins.24 The role catalysts play in modern society are incredibly far
reaching; generating the petroleum products25 that are so prevalent in every aspect of life as well
leading to the synthesis of any number of pharmaceutical compounds.26 In designing new catalysts,
higher activity and selectivity are often sought after as these improve the yield of any given
reaction, reduces the amount of waste produced, and reduce the number of side reactions which
can make unwanted side-products.27 By using computational methods and approaches, a better
understanding of the underlying physics and chemistry of different catalysts can be achieved. This
gives computational chemists the ability to suggest new catalysts to experimentalists prior to the
need for costly and time-consuming synthetic studies.28 Krylov et al. follow up their discussion on
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catalyst design by introducing another area of chemistry which deals with long-range transfer
reactions such as those observed in light harvesting29 and cellular respiration. These materials are
usually quite large, such as one decaheme cytochrome which contains 200k atoms. To study such
a large system, a combination of computational approaches is required in which parts of the
cytochrome are treated classically using traditional force fields while other parts are treated
quantum mechanically. The latter of which usually includes active sites and the area surrounding
said active sites. Finally, Krylov et al draws similar connections to the first challenge discussed by
Dr. Hofer: intrinsically disordered proteins.30,31 Such a problem is challenging from a
computational perspective due to the large size of such proteins. Because of the large number of
atoms in these proteins, many thousands of conformations are possible for a protein and identifying
the exact experimental geometry is often difficult or impossible to achieve.
Three challenges in computational chemistry which are by no means grand challenges are
examined and discussed in the following chapters of this dissertation: the reproduction of high
accuracy, rotational, vibrational, and rovibrational spectra of diatomics and triatomics, the study
of lanthanides and their separation in solution, and the study of catalysis within a computational
framework. A brief discussion about the current challenges and limitations of each of these is
discussed below.

1.1.1 High Accuracy, ab initio Spectroscopy
Rotational spectroscopy plays a large and important role in chemical disciplines such as
atmospheric and astronomical chemistry.32 The spectra that are collected from scanning other
planets’ atmospheres as well as from the interstellar medium (ISM) usually contain a multitude of
chemical signatures.33 These signatures contain information not only of the chemical identity but
also yield information regarding the rotational excitation that led to that spectral peak. To identify
the molecule which gave rise to said spectral peaks, it is important to have accurate values for
different spectroscopic constants which is an area of research which may be examined using
computational chemistry. To this end, the CCSD(T) method is used as the primary level of theory
to approach the accuracy desired to calculate the spectroscopic constants of certain small- to
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medium-sized molecules.34,35 Once calculated, the spectroscopic constants can be used to help
identify some of the spectral peaks collected.
The challenge of the calculation of the spectroscopic constants of interest for rotational
spectroscopy lies in the inclusion of higher order effects. These effects account for core-valence
interactions, the complete basis-set (CBS) limit, higher order terms within the coupled cluster
expansion such as full triple excitations, full quadruple excitations, and so on, relativistic effects,
as well as vibrational corrections.36 A composite scheme is used to develop force constants37 for
the molecule of interest which can then be used in conjunction with the vibrational, second-order
perturbation (VPT2)38 method to calculate the spectroscopic parameters. As the name suggests,
VPT2 may also be applied for the calculation of vibrational spectra. As the size of the molecule
increases, the calculation of the spectroscopic parameters increases in complexity in two ways: 1)
the number of calculations required to develop the necessary force constants increases and 2) the
complexity of the individual calculations increases due to more electrons, atoms, and basis
functions. Thus, the number and size of the calculations necessary to determine theoretical
spectroscopic constants increases with system size in a non-linear fashion. For a more complete
explanation of how computational chemistry is applied for the study of rotational spectroscopy,
we refer the reader to work by Dr. Ryan Fortenberry and Dr. Cristina Puzzarini.32,34,39
In determining the spectroscopic constants of small- to medium-sized molecules, a
collaborative effort may be made between computational chemistry and astrochemistry. According
to Dr. Christina Puzzarini, several grand challenges of astrochemistry exist which may be aided
through computational chemistry.40 Primarily, computational chemistry may be used in the
identification of new molecules in the ISM. As more observational studies are performed, more
spectra are being generated which may include yet unidentified chemical species. Two approaches
exist which may aid in the identification of these new species: 1) gas phase studies of likely
candidates and 2) computational studies of likely candidates. By using both gas phase and
computational studies, a more robust identification may be made. The next grand challenge put
forward by Dr. Puzzarini is that of our understanding of the chemical reactivity within the ISM.
This includes improving the knowledge of the pathways molecules may take as they interact with
one another in the ISM. This is a large endeavor, however, and is not without limitations, as
mentioned by Dr. Puzzarini. Finally, based upon the first two grand challenges, a third challenge
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may be put forth which deals with the origins of life in the universe.41 Life arose through a complex
series of events and by furthering our understanding of the chemistry of the ISM and the reaction
mechanisms possible therein, possible explanations of where life came from may be possible and
computational chemistry is one such pillar of science which may help to achieve this.

1.1.2 Chemistry of the f-elements
The study of lanthanides using computational methods is quite different when compared
to either transition metals or actinides. The 4f orbitals of the lanthanides are buried beneath the
already filled 5s and 5p orbitals which leads to the lanthanides favoring interactions more strongly
based on steric effects rather than electronic effects. This is different from transition metal
complexes which favor interactions based on electronic effects while actinides are somewhere in
between the two extremes.42 A consequence of this is the high-spin nature of lanthanide atoms,
cations, and complexes which actually leads to calculations including them being less challenging.
This is because high accuracy calculations involving lanthanides do not need to resort to methods
such as the complete active space SCF (CASSCF) method.43–45 Transition metal and actinide
complexes should utilize this method due to the near degeneracy among lower lying excited
states.46 The challenge of calculations involving lanthanides is therefore different from transition
metal complexes and usually involves either a larger number of calculations needing to be
performed or the proper inclusion of relativistic effects. As there are fourteen naturally occurring
lanthanides (no stable isotopes exist of promethium), any study which hopes to examine the
lanthanide series requires fourteen set of more calculations. Thus, if work were to be performed
which hoped to identify the strongest lanthanide-ligand interaction, fourteen calculations must be
performed which, depending upon the size of the lanthanide-ligand system, may take several hours
to days to perform. If this work were to be extended to multiple ligands, then the number of
calculations required would begin to grow even larger. An example of such work is the study of
lanthanide binding as it relates to lanthanide separation. For a more detailed explanation of the
work that goes into lanthanide (and actinide) separation for heterocyclic N-donors in solutions, we
refer the reader to a recent review article.47
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Additionally, the proper inclusion of certain physical aspects of lanthanides must be
included to compute the most theoretically correct values. Lanthanides are generally considered to
be heavy elements which have different physics from lighter elements such as oxygen or fluorine.
Thus, the inclusion of relativistic effects for any study involving lanthanides is a necessity. 48,49
These effects can be included in the most complete manner utilizing four-component methods or
approximations can be included which leads to more tractable calculations at the cost of some
amount of accuracy. The zeroth-order, relativistic approximation (ZORA)50,51 and Douglas-KrollHess (DKH)52,53 method both approach relativistic corrections in different manners but their
inclusion in any calculations allows for a more chemically and physically meaningful result

1.1.3 Computational Catalysis
The third and final challenge in computational chemistry discussed here is that of
computational catalysis. Specifically, computational catalysis as performed using molecular
complexes and not surfaces. For the surfaces, we refer the reader to recent literature.54–57 Catalysis
as a field of chemistry has been in existence for many centuries and is now responsible for much
of our modern world.58 The production of ammonia through the Haber-Bosch process59 helps to
feed the world and the catalytic cracking of long chain hydrocarbons25 allows for the production
of valuable materials such as gasoline and polymeric materials are two prominent examples of the
impact that catalysis has on the modern world. Catalysts work by lowering the activation barrier
of reactions which then may proceed through alternative mechanistic pathways. This is often
achieved through the use of transition metal complexes but can also be facilitated using p-block
metal complexes as well
The challenge in studying catalysis through a computational framework is two-fold: 1)
many possible pathways may exist for even simple reactions and 2) the theoretical framework
itself may change which pathway is the most energetically favorable. With regard to the first point,
if one considers the hydrogen evolution reaction using an Sb-salen catalysis, then many possible
pathways are feasible due to the non-innocence of the ligand. It may be more favorable to protonate
two different atoms on the salen ligand which complicates the supposed two-electron/two-proton
6

reaction mechanism as more than two protons may be involved. In addition to this, different
theoretical frameworks such as different density functionals or wave-function based methods may
arrive at different conclusions given the different natures of their formulations. Because of this,
the study of catalytic systems and mechanisms using computational methods must begin with a
benchmarking study to identify the most appropriate theoretical framework to be used but must
also examine enough of the possible reaction mechanisms to as to arrive at the most accurate
answer. For a recent review on the literature of the study of computational catalysis on the surface
of metal-organic frameworks (MOFs), we refer the reader to reference 60 and for a more general
approach to computational catalysis, we refer the reader to reference 28.28,60

1.2 Dissertation Overview
This dissertation is outlined in the following manner. In Chapter 2, a discussion on the low
temperature, rotational and vibrational excitations of two small molecules (CF+ and H2O) is
presented. Chapter 3 details work performed on the study of lanthanide compounds which range
in size from simple diatomics to much larger, molecular complexes. Chapter 4 then outlines several
collaborative works performed which explore computational catalysis using molecular complexes.
Finally, Chapter 5 draws conclusions from the work discussed and connections among the different
areas studied.
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Chapter 2

Rotational, Vibrational, and Rovibrational
Excitations of Isolated CF+ and Matrix
Isolated H2O
The following chapter examines how electronic structure theory (EST) calculations can be used to
gain a deeper understanding of the rotational, vibrational, and/or the rovibrational nature of small
molecules isolated in the gas-phase or in parahydrogen matrices. In the former case, we will
consider diatomic molecules, while in the latter case we will consider a triatomic molecule. Due
to the small number of atoms in the molecules of interest, a thorough examination utilizing high
accuracy EST methods can be performed. Each section will begin with the explanation of the
context of the problem followed by an exploration of previous work. Following this, a detailed
analysis of the calculations performed for each system will be presented. All of the work presented
herein corresponds to published work or work near being published where the author’s (Gavin
McCarver) contribution was to perform the electronic structure calculations and develop programs
to utilize said calculations.

2.1 Introduction
Small molecules such as diatomics and triatomics allow for a very thorough examination
using EST methods due to the relatively few numbers of electrons, small number of basis
functions, and few degrees of freedom within the potential energy surfaces. Likewise, when high
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accuracy experimental work is done on such small systems, near quantitative comparisons can be
made. Low-temperature, rare-gas matrices as well as the interstellar medium (ISM) are two
environments which give rise to essentially isolated molecules. Herein we refer to molecules in
either environment as isolated even though matrix isolation involves dopant-matrix interactions.
From these two environments, rotational, vibrational, and rovibrational spectra may be collected
which, due to the low temperatures, are often easy to analyze.
The study of the rich chemical environment of the ISM began with the identification of the
inversion transition of ammonia in 1968.61 Thus far, more than two hundred molecules have been
identified in the ISM by their rotational, vibrational, or electronic excitations.62 In the case of
homonuclear diatomics such as H2, their presence in the ISM has only been identified using
electronic excitations. The chemistry of this environment is one of high-energy photons, incredibly
low densities, and very long timeframes between molecular collisions. Because of this, many
exotic species that are not usually found in terrestrial environments have been identified such as
C2,63,64 H3+,65 C5H,66 and even fullerenes.67 The list of identified diatomic molecules ranges from
the simple H2,68 to the strange SiS,69 to the heavy and biologically relevant FeO.70 These molecules
and others paint a picture of the unique and strange environment that arises from the ISM and thus,
it is of great chemical importance to better understand this environment for multiple reasons. The
simplest molecules to study in this case are diatomics such as those mentioned previously. The
potential energy surfaces of diatomic molecules are one-dimensional and as a consequence, the
vibrational, rotational, and rovibrational states of these molecules can be examined with very little
computational effort.
A similar environment that allows for high resolution, low-temperature studies of the
rotational and vibrational nature of small and isolated molecules is that of rare-gas matrices.71
These environments are composed of spherical, rare-gas elements (the host) which act as inert
material used to isolate certain guest molecules which may be highly reactive in other
environments. The infrared and radio spectra obtained from these experiments lead to information
not only about the isolated guest molecules but also the guest-host and host-host interactions. In
addition to rare-gas elements, the unique and highly quantum material para-hydrogen (pH2) can
also be used to isolate guest molecules. pH2 is spherically symmetric and so may act in the same
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manner as rare-gas atoms while at the same time leading to more chemistry upon the cleavage of
the H-H bond and thus the potential for hydrogen-tunneling to occur.72 Such low-temperature,
matrix isolated studies have been performed on carbon monoxide,73 formic acid,73,74 water,74,75
ammonia,76–78 Li-acetylene complexes,79 and others.80,81 Just as with studies involving diatomics
identified in the ISM, a better understanding of the chemistry and physics of matrix isolated
systems at low-temperatures is invaluable for the broader chemical body of knowledge.
Herein is discussed two systems relevant to low-temperature studies examined from a
computational perspective: the gas-phase, CF+ molecular cation which has been observed in the
ISM and the study of H2O in a pH2 matrix as it relates to rotational perturbations to the
antisymmetric stretch of H2O.

2.2 Theoretical Rovibrational Line Lists of the CF+ Molecular Cation
Using High Accuracy Electronic Structure Theory

2.2.1 Abstract
The CF+ molecule has been examined using high levels of electronic structure theory.
Using coupled cluster (CC) with single, double, and perturbative triple excitations (CCSD(T)) at
the complete basis set limit with corrections from full triple, quadruple, quintuple, and hextuple
excitations within a finite-basis CC wavefunction, full configuration interaction (FCI), and
relativistic effects, a potential energy curve (PEC) has been developed. Significant multireference
character was identified in the electronic structure of CF+ which prompted the need for such highlevel corrections to the PEC. This curve has been used to populate a vibrational Hamiltonian matrix
to examine the vibrational properties of CF+ and with the inclusion of a centrifugal barrier,
rotational and rovibrational properties were studied as well. The equilibrium bond length and
vibrational constant were reproduced to within 0.00014 Å and 0.1526 cm-1, respectively, of the
experimental values. Experimental photon energies from rovibrational spectra were reproduced
with an error no larger than 0.5 cm-1 which is excellent for such a fit. The triplet excited state (a3Π)
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was found to lie 4.8075 eV (38774.9 cm-1) higher in energy with a slightly elongated bond length
of 1.2106911 Å. High accuracy rovibrational line lists for the 12C and 13C isotopologues for both
the X1Σ+ and the excited a3Π state were generated. Such a procedure allows for the reproduction
of the spectroscopic constants and line lists of vibrational, rotational, and rovibrational excitations
for other diatomic species.

2.2.2 Introduction
The observation and identification of spectral peaks collected from the interstellar medium
(ISM) via radiospectroscopy is remarkably interesting as it allows researchers a view into a
chemical environment unattainable on Earth. This environment encompasses very low
temperatures and extremely low densities and as a consequence chemical reactions in the ISM only
occur on very long time scales.82 To date, close to 250 molecules83 have been identified in the ISM
ranging from diatomic molecules to fullerenes84. Of these, most are composed of hydrogen,
carbon, nitrogen, oxygen, silicon, and/or sulfur83 while other, more exotic atoms have been
identified such as aluminum85, phosphorus,86 and iron.87 Fluorine has been identified in three
different molecular forms in the ISM and is most often found bound to hydrogen as HF. CF+ (the
second most common fluorine containing molecule found in the ISM) was first observed in 2006
by Neufeld et al.88 and is thought to be produced via a reaction between HF and a C+ cation. While
the CF+ molecule may play a small role in the chemistry of the ISM, it and other fluorocarbons
have shown usefulness in chemical vapor deposition,89 refrigerants,90 and electronics
manufacturing91 and thus, a better understanding of their properties and fundamental chemistry
may aid certain technological advances. Additionally, a theoretical understanding of CF+ may
allow for a better understanding of the different environments of the ISM which give rise to such
exotic chemical species.
CF+ has been widely studied both from experimental2,92–96 and theoretical standpoints.94,97–
100

However, previous theoretical work has been limited in either scope or method. Peterson et

al.97 examined the spectroscopic properties of the ground state singlet (X1Σ+) and excited triplet
state (a3Π) of CF+, SiF+, and CCl+ using MRCI and a relatively small basis set. Similar work done
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by Petsalakis et al. 100 used MRDCI and a larger basis set to specifically study the electronic states
of CF+. More recent work done by Cazzoli et al.94 examined the rotational spectra and the
hyperfine splitting of 12CF+ and
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CF+ with very high levels of quantum chemistry while others

have examined the vibrational nature93, rovibrational nature,99 and the hyperfine structure in the
rotational spectrum of CF+.98 To date, we have not identified current literature which details
rotational, vibrational, rovibrational, and electronic properties of the CF+ cation together using high
levels of electronic structure theory. Other studies have been performed on similar systems, but
they have been focused on the vibrational dipole moments of XH+ molecular ions (X = 24Mg, 40Ca,
64

Zn, 88Sr, 114Cd, 138Ba, 174Yb, and 202Hg).101 This work may serve as a guide for others who wish

to study such diatomic molecules and ascertain detailed information regarding their rotational,
vibrational, and rovibrational states. In addition, a limited study involving the ground and first
excited electronic states of CF+ is also presented.
In this work, we detail the creation and utilization of a vibrational Hamiltonian matrix
which serves as the basis of all calculations. It is used to quantify the energy levels as well as the
relative intensities of all excitations within a subset of the vibrational energies. Corrections due to
centrifugal distortions have allowed us to examine the rotational and rovibrational states of CF+
for both 12C and 13C isotopes for the singlet and triplet electronic states. This section is outlined in
the following manner: mathematical and computational details are discussed first followed by
results where a discussion is made regarding the electronic structure and anharmonic nature of the
CF+ molecule. This is then followed by simulated rotational line lists. A discussion of said results
follows and then conclusions are made.

2.2.3 Computational and Mathematical Details
Potential Energy and Dipole Moment Curves
The coupled cluster (CC) method as implemented in MRCC102,103 forms the basis of the
calculations performed in the construction of the potential energy and dipole moment curves. We
use the CC method from single and double excitations (CCSD) up to six-fold excitations
(CCSDTQP6) using different basis sets depending upon the number of excitations included in the
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CC expansion. At the core of our calculations, we utilized the CC method with single, double, and
perturbative triple excitations (CCSD(T))

104–106

with the cc-pCVnZ107 (n=T, Q, 5) core-valence

basis set extrapolated to the complete basis set limit according to Eq. 2.1 and 2.2 for the HF108 and
correlation energies,109,110 respectively. The CBS extrapolation was performed using the first
formulas of Eq. 2.1 and 2.2 for the ground state singlet while the second formulas were utilized
for the excited triplet state due to an increase in computational cost. Corrections to this method
include the effect of triple excitations from perturbative triples using a pentuple-ζ quality basis set
(ΔT/5Z), full quadruples from full triples using a triple- ζ quality basis set (ΔQ/TZ), full pentuples
from full quadruples using a double- ζ quality basis set (ΔP/DZ), and full hextuples from full
pentuples using the 6-31G basis set (Δ6/6-31G). In addition, corrections from full configuration
interaction (ΔFCI/6-31G) and relativistic effects using the second order Douglas-Kroll-Hess
approximation (ΔDK2/QZ) as implemented in ORCA 5.0111 were included. Each of these
corrections is performed using the largest basis set given available computational resources. This
composite scheme for the electronic energy is used to obtain the most accurate representation of
the equilibrium structure and is best characterized as
CCSD(T)/cc-pCV∞Z + ΔT/5Z + ΔQ/TZ + ΔP/DZ + Δ6/6-31G + ΔFCI/6-31G +
ΔDK2/QZ.
In addition to the potential energy curve (PEC) for the electronic energy, an applied electric
field was used to numerically calculate the dipole moment as a function of the internuclear
distance. These calculations were performed with applied electric fields of 0.002 and -0.002 a.u.
To calculate the dipole moment for each point on the PEC, the difference in the total electronic
energy using the two electric field values is calculated and then divided by twice value of the field
itself. This value is then converted from a.u. to D using a factor of 2.541. Both the diatomic
molecule and the electric field were aligned with the z-axis. The dipole moment curve is calculated
at the same level of theory as the potential energy curve except the relativistic corrections were
not included as the inclusion of a finite electric field within a relativistic Hamiltonian cannot be
performed in ORCA 5.0. The relativistic effects were small and on the order to 0.1% of the total
energy. The center of mass of the CF+ diatomic molecule was set as the origin for all calculations.
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𝐸(𝑄𝑍)𝑒 1.62𝐴 − 𝐸(5𝑍)𝑒 1.62𝐵
𝐸𝐻𝐹 (𝐶𝐵𝑆) =
, 𝐴 = 3.87, 𝐵 = 5.07
𝑒 1.62𝐴 − 𝑒 1.62𝐵
𝐸(𝑇𝑍)𝑒 1.62𝐴 − 𝐸(𝑄𝑍)𝑒 1.62𝐵
𝐸𝐻𝐹 (𝐶𝐵𝑆) =
, 𝐴 = 2.96, 𝐵 = 3.87
𝑒 1.62𝐴 − 𝑒 1.62𝐵

𝐸𝑐𝑜𝑟𝑟 (𝐶𝐵𝑆) = 𝐸𝑐𝑜𝑟𝑟 (5𝑍) + 0.0078

(2.1)

𝐸(5𝑍)
, 𝐶 = 4.71
𝐶

𝐸(𝑄𝑍)
𝐸𝑐𝑜𝑟𝑟 (𝐶𝐵𝑆) = 𝐸𝑐𝑜𝑟𝑟 (𝑄𝑍) + 0.0078
, 𝐶 = 3.68
𝐶

(2.2)

Dunham Coefficients and Rovibrational Constants
The PEC of a diatomic molecule can be fit in a Dunham-type manner112 which takes the
form

𝑉(𝑅) = ℎ𝑐𝑎0 (1 + 𝑎1 𝜉 + 𝑎2 𝜉 2 + 𝑎3 𝜉 3 + ⋯ + 𝑎𝑛 𝜉 𝑛 ), 𝜉 =

(𝑅 − 𝑅𝑒 )
𝑅𝑒

(2.3)

where h is the Planck constant, c is the speed of light in cm/s, a0 = ωe2/4Be, ωe is the vibrational
constant in cm-1, and Be is the rotational constant in cm-1 and is equal to h/[8π2μRe2c] (μ being the
reduced mass and Re being the equilibrium bond length). The coefficients for the polynomial fit
(a1, a2, …an) can then be used to calculate Dunham parameters (Yl,m) from which many
spectroscopic constants of interest for the rovibrational states of a diatomic can be calculated.112
No connection is made between traditional spherical harmonics and the Yl,m terms, however. The
energy levels of the rovibrational states can be calculated using Eq. 2.4, below,
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1 𝑙
𝐹𝑣𝐽 = ∑ 𝑌𝑙,𝑚 (𝑣 + ) [𝐽(𝐽 + 1)]𝑚
2

(2.4)

𝑙,𝑚

where J and v represent the rotational and vibrational quantum numbers, respectively. The
connection between the different Dunham coefficients and ordinary band spectrum constants is
outlined in Table A2.1.112 This methodology offers a simple way to compute many spectroscopic
constants and compare directly with experimental values.

Vibrational Hamiltonian Matrix
To construct a vibrational Hamiltonian matrix, the potential energy curve is refit to Eq. 2.5,

𝑉(𝑥) = 𝑐𝑛 𝑥 𝑛 + 𝑐𝑛−1 𝑥 𝑛−1 … + 𝑐2 𝑥 2 , 𝑥 = 𝑅 − 𝑅𝑒

(2.5)

where Re is the equilibrium bond length. From this polynomial fit, the c2 coefficient can be used
to calculate the harmonic force constant and from that, the vibrational constant. An anharmonic,
vibrational Hamiltonian matrix can be populated given a specific cn (n > 2) coefficient by
evaluating Eq. 2.6 for every combination of v and v`. This matrix has dimensions v x v where v-1
is the maximum value used for the vibrational quantum number.

𝑛

𝐻𝑎𝑛ℎ𝑎𝑟𝑚 [𝑣, 𝑣`] = ∑ 𝑐𝑛 ⟨Ψ𝑣 |𝑥 𝑛 |Ψ𝑣′ ⟩

(2.6)

2

Here, cn are the coefficients of the polynomial fit (Eq. 2.5), and Ψv and Ψv` are the initial and final
harmonic oscillator wave functions, respectively. The anharmonic, vibrational Hamiltonian matrix
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of Eq. 2.6 is then added to a harmonic, vibrational Hamiltonian matrix constructed according to
Eq. 2.7,

𝐻ℎ𝑎𝑟𝑚 [𝑣, 𝑣] =

(2𝑣 + 1) ℏ 𝜔
2

2𝑐2

where ω is vibrational constant (calculated as √

𝜇

(2.7)

∗ (2𝜋𝑐)−1) and ℏ is the reduced Planck

constant. Hharm is only populated on the diagonal. The total, vibrational Hamiltonian matrix that is
constructed as a sum of the anharmonic and harmonic matrices can then be diagonalized where the
eigenvalues correspond to the vibrational energy levels of the non-rotating, diatomic molecule and
the eigenvectors yield information on the contribution of each harmonic wavefunction to the total
anharmonic wavefunction.

Centrifugal Barrier
To correct for the rigid rotor approximation for a diatomic molecule, a centrifugal barrier
must be included to properly account for the perturbations due to the rotational motion. This is
accomplished through the addition of a slightly modified form of Eq. 2.6 where a 1/R2 term is
introduced (Eq. 2.8).113

𝐽
𝐻𝑐𝑒𝑛𝑡𝑟𝑖𝑓𝑢𝑔𝑎𝑙
[𝑣, 𝑣`] =

ℏ2 𝐽(𝐽 + 1)
1
⟨Ψ𝑣 |
|Ψ ′ ⟩
(𝑥 + 𝑅𝑒 )2 𝑣
2𝜇

(2.8)

Here, J corresponds to the rotational quantum number. This matrix can then be added to those
created using Eqs. 2.6 and 2.7 to yield a Hamiltonian matrix capable of capturing the pure
vibrational, pure rotational, and coupled rovibrational nature of a diatomic molecule. The integrals
calculated in Eq. 2.8 are truncated between x = ±0.9Re.
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Transition Dipole Moments
To calculate the transition dipole moment matrix elements of any transition v`, j` ← v, j,
the eigenvectors discussed previously are used in conjunction with a polynomial fit (Eq. 2.9) for
the dipole moment. The dipole moment was fit using a standard polynomial function to a high
enough degree so as to minimize residual errors. A transition dipole moment matrix is constructed
according to Eq. 2.10, below,

𝑓(𝑦) = 𝑎0 + 𝑎1 𝑦1 … + 𝑎𝑛 𝑦 𝑛

(2.9)

𝛾𝑚𝑎𝑥
𝐽′

𝑀[𝑣, 𝑣`] = ∑ 𝑎𝛾 ⟨Ψ𝑣𝐽 |𝑥 𝛾 |Ψ𝑣′ ⟩

(2.10)

𝛾=0

where γmax is defined as the highest polynomial term included in the dipole moment function, aγ is
the γth coefficient of the dipole moment function (Eq. 2.9). The transition dipole moment of an
𝐽′

excitation is given according to Eq. 2.11, below, where 𝜓𝑣𝐽 and 𝜓𝑣 ′ are the anharmonic wave
functions from Eq. 2.6 - 2.8.

𝐽′

𝑇𝑣′ 𝐽′ 𝑣𝑗 = ⟨Ψ𝑣𝐽 |𝑀[𝑣, 𝑣`]|Ψ𝑣′ ⟩

(2.11)

The intensity (I) of a transition is related to the square of the transition dipole moment and may be
given according to the Einstein A-coefficient (Eq. 2.12), below,

′

𝐴𝑣′ 𝐽′ 𝑣𝐽

𝐽
2
64 𝜋 4 𝜔3 𝑆𝐽 𝑇𝑣′ 𝐽′ 𝑣𝐽
=
3ℎ4 𝑐 3 (4𝜋𝜀0 ) 2𝐽′ + 1
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(2.12)

′

where ω is the photon energy in J, ε0 is the permittivity of free space, and 𝑆𝐽𝐽 is the Hönl-London
Factor.114

2.2.4 Results and Discussion
Electronic Structure of CF+
In our investigation of the CF+ molecule, we began by examining how the T1 diagnostic
changes as the molecule is stretched. From an empirical standpoint, if a molecule shows a T1
diagnostic value that is fairly large (> 0.02), then it is said to contain significant nondynamical
correlation effects.115 This means that the molecule may show significant multireference character
and a single-reference method such as traditional coupled cluster may fail to accurately describe
the electronic structure of the molecule. We stretched the C-F bond from 0.9 Å to 2.0 Å in
increments of 0.01 Å at the CCSD(T)/cc-pVQZ level of theory and examined the T1 diagnostic
over this range of bond lengths. In the repulsive range of the potential energy curve (R C-F < 1.15
Å), the T1 diagnostic smoothly transitions from 0.01 to 0.02. From this point on (RC-F > 1.15 Å),
the T1 values continue to increase until a maximum of 0.068 is reached at 1.87 Å. This indicates
that a multireference method should be utilized for the CF+ molecule everywhere beyond the
equilibrium geometry.
Because of the large T1 diagnostic values we observed when stretching the CF+ molecule,
we chose to further examine the electronic structure by looking at the frontier molecular orbitals
at the Hartree Fock level of theory and the determinantal contributions to the total electronic energy
at the configuration interaction singles and doubles (CISD) level of theory. The occupied
molecular orbitals (MOs) at the HF/cc-pVQZ level of theory were examined at six internuclear
distances (RC-F = 0.70, 1.00, 1.15, 1.35, 1.50, and 2.00 Å) so that we could visualize how the
electronic structure changes at different points along the PEC. The frontier molecular orbitals
(MOs) at RC-F = 1.00, 1.15, and 1.35 Å are shown in Figure 2.1. At equilibrium (1.15 Å), the
electronic structure of the CF+ molecule is 1σ22σ23σ24σ21π45σ2 where the first two σ orbitals
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MO

RC-F (Å)
1.15

1.00

1.35

5σ2

1π4

4σ2

3σ2

Figure 2.1 Frontier molecular orbitals (MO) for the CF+ molecular
cation as a function of the internuclear separation. Color code: C –
black, F – green.
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(1σ22σ2) correspond to the F1s and the C1s atomic orbitals, respectively. These MOs are followed
by an orbital (3σ2) which changes slightly when the bond is stretched. At short distances, it is
composed of a Csp hybridized orbital and the F2s atomic orbital and gradually becomes more
polarized toward the F2s orbital at large distances. In a similar fashion, the 4σ2 orbital is composed
of the C2pz and F2pz atomic orbitals at short distances which persist until RC-F = 1.35 Å after which
the orbital becomes almost entirely localized as the C2s orbital at 2.0 Å. The next two orbitals (1π4)
exist as degenerate, π orbitals at 0.7 Å which appear to be bonding but change to be nonbonding
orbitals composed of the F2px and F2py atomic orbitals. The HOMO of the CF+ molecule (5σ2)
changes significantly as the bond is stretched and may be one of the orbitals responsible for the
multireference character of the molecule. At RC-F = 0.70 Å, the 5σ2 orbital is composed of a Csp
hybridized atomic orbital that persists far past the equilibrium bond distance. From RC-F = 1.50 Å
onwards, the sp character of the MO begins to resemble a combination of a pz – pz orbital between
C and F. The contribution from each atomic orbital is nearly equal and the behavior indicates that
at even longer bond distances, this MO should become even more localized as the F2pz atomic
orbital. Examination of the electron density indicates that at RC-F = 2.00 Å, there is a node where
no bonding between the C and F atoms exists. From this information, we can now ascertain that
this MO will not become more localized on the F atom as the 2pz atomic orbital and will instead
persist as a combination of the F2pz and C2pz atomic orbitals at and beyond dissociation. If the C-F
bond is cleaved homolytically, then this orbital would contain a single electron on each of the
atoms. This orbital may then be either an antiferromagnetically coupled singlet where opposite
spins are found on each nucleus or a paramagnetic triplet. This behavior may be due to an
intersystem crossing where the triplet state becomes lower in energy than the singlet state.
With CISD, we observed that the contribution from the HF reference determinant decreases
as the bond is stretched. The contributions from the HF determinant decrease from 95.5% at R C-F
= 0.7 Å to 88.0% at RC-F = 2.0 Å which further indicates an increasing multireference character.
As such, the inclusion of many higher order excitations (triple, quadruple, pentuple, and hextuple)
as well as corrections from FCI should help to mitigate the limitations of using a single-reference
method to describe the electronic structure of CF+.
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CF+ Potential Energy Curve & Spectroscopic Constants
To construct the PEC of the CF+ molecule, the C-F bond was stretched from 0.70 Å to 0.90
Å in increments of 0.05 Å, 0.95 Å to 1.50 Å in increments of 0.01 Å, and 1.55 Å to 2.00 Å in
increments of 0.05 Å to give a total of seventy-one points on the curve. The curve for both the
ground state singlet (X1Σ+) and excited triplet states (a3Π) are shown in Figure 2.2, below. An 11th
degree polynomial was initially utilized to fit the ab initio PEC. The equilibrium bond length at
the composite level of theory is 1.1543954 Å and differs from the experimental value by 0.00014
Å which is excellent for such a fit. Likewise, the harmonic stretching frequency (1792.8180 cm-1)
differs from the experimental value2 by 0.1526 cm-1 when the polynomial fit based on Eq. 2.5 is
used in conjunction with the equilibrium bond length. Thus, we feel confident that the PEC that
has been developed can be utilized to examine various properties of the CF+ molecule. For
comparison, Table 2.1 lists both experimental and theoretical work done for CF+, specifically,
measurements or calculations of the equilibrium bond length, the vibrational constant, and the
rotational constant. Previous experimental work performed by Gruebele et al.2 and Cazzoli et al.94
fit experimental rovibrational spectra to the so-called Dunham expression (Eq. 2.3) in order to
determine Dunham parameters for the CF+ molecule. The Dunham parameters112 can be connected
to ordinary band spectrum constants (Table A2.1) such as the harmonic frequency (ωe) and the
anharmonic corrections (ωexe, ωeye, ωeze,) and so direct comparisons between experimental and
theoretical results can be performed with ease. It must be noted, however, that the work of
Gruebele et al. and Cazzoli et al. calculated the Dunham parameters in different ways: Gruebele
et al. fit rovibrational spectra to a Dunham expansion in terms of the equilibrium rotational
constant Be, the harmonic frequency, and the first six potential coefficients (a1, a2, … a6) while
Cazzoli et al. fit their transition energies directly to Eq. 2.4. For the current work, the PEC was fit
to Eq. 2.3 in the same manner as Gruebele et al. which was then used to calculate the Dunham
coefficients.
The PEC is quite exhaustive and thus should match experimental values quite well (see
Table 2.2). To best compare against the work of Gruebele et al., the PEC was truncated between
RC-F = 1.00 and 1.40 Ǻ as this range of bond lengths is sufficient to describe vibrational levels up
to v = 7, which are the levels measured in the experimental spectrum obtained by Gruebele et al.
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Figure 2.2 Potential energy curve (PEC) for the CF+ molecule. The ground state
singlet (X1Σ+) is shown in red and the excited triplet state (a3Π) is shown in blue.
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Table 2.1 Comparison of the vibrational constant (ωe, cm-1), rotational constant (Be, cm-1), and equilibrium
bond length (Re, Å) for CF+ against experimental and other theorical work.

Gruebele2

Cazzoli94

Peterson97

Inostroza99

CCSD93

ωe

1792.6654

-

1788.8

1789.5

1826.3

Be
Re

1.7204176
1.1542551

1.72091207
1.154089

1.7145
1.1563

1.7101
1.159

1.714
1.156
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Ne Matrix93
1759.99,
1762.9
-

This Work
1792.8180
1.720110
1.1543954

Table 2.2 Polynomial and Dunham coefficients based on Eq. 2.3 for the 12CF+ isotopologue.
Values given in cm-1. The PEC for the current work was truncated between R = 1.00 Å and R =
1.40 Å.

a0
a1
a2
a3
a4
a5
a6
Be
ωe
Y1,0
Y2,0
Y3,0
Y4,0
Y0,1
Y1,1
Y2,1
Y3,1
Y0,2
Y1,2
Y2,2
Y0,3
Y1,3

Cazzoli94
1.72091207
1792.6712
13.22958
0.045260
-0.000114
1.7203888
-0.0188210
0.0000408
-6.34E-06
9.67E-09
-

Inostroza99
1.7101358
1789.5
1816.096
13.73885
-0.98131
1.7101358
-0.041985
0.01285
-0.002735
-0.00247
0.00564
-0.00346
2.30E-4
-5.639E-4
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Gruebele2
466986.800
-2.90001
5.3862
-7.754
9.87
-14.93
30.15
1.7204176
1792.6654
1792.6718
13.22968
0.045279
0.000115
1.7204186
0.0188228
0.0000407
4.90E-07
6.34E-06
5.47E-09
5.82E-10
2.33E-12
6.92E-12

This Work
466852.173
-2.89986
5.4536
-7.951
7.66
-1.103
-1.437
1.720113
1792.8180
1792.077
13.047
0.031704
-0.000696
1.719822
0.0189564
0.0000537
-1.7395E-06
6.34E-06
1.043E-09
-5.917E-10
2.337E-12
-3.710E-17

With regards to the polynomial coefficients, the a1 term agrees with experiment to almost an exact
degree. Likewise, the a2 and a3 terms agree quite well (within ~0.2 cm-1) while the a4 term differs
by 2.0 cm-1. The a5 and a6 terms do not show agreement, however, and differ by a significant
degree. These terms may be responsible for the deviation between the theoretical and experimental
work discussed below. The spectroscopic constants show very good agreement. The equilibrium
rotational constant Be agrees within ~0.0003 cm-1 while the harmonic frequency agrees within
0.153 cm-1 which is excellent for the theoretical calculation of spectroscopic constants. Of the
Dunham Y coefficients, all agree with experiment within 0.60 cm-1. Of those coefficients that are
not exceedingly small (Y1,0, Y2,0, and Y0,1), the difference between the experimental values and
those calculated theoretically is at most 1.4% which is again in excellent agreement. These results
indicate the quality of the PEC as it relates to the calculation of properties for the CF+ molecule is
excellent. As a final showcase of the quality of this PEC, Figure 2.3 shows the PEC as a function
of the unitless stretching parameter ξ (See Eq. 2.3) for the current fit as well as the difference
between the current fit and the fit of Gruebele et al.. Near equilibrium, the difference is essentially
zero but at both the largest and smallest bond distances, the difference becomes more significant.
At the repulsive region of the PEC, the difference is up 40 cm-1 which while small, is still
significant for such high accuracy calculations but amounts to an error of 0.31%. Likewise for the
attractive portion of the PEC, the difference is slightly smaller, on the order of 20 cm-1 (0.25%).
At this region of the potential energy curve, effects not captured in the EST calculations may
become significant enough to cause such deviation from experimental values. These effects could
be due to the finite basis sets chosen, the lack of a multireference ansatz, an absence of rotational
corrections, or the experimental values at these regions of the PEC may not be well defined. In the
regions of the PEC far from equilibrium, anharmonic effects become more prevalent; these are
discussed below and help to detail the peculiar nature of the CF+ molecule at large bond distances.
Shown in Table 2.3 is this same comparison of the current work for the different spin states and
isotopologues. This shows how the isotopic substitution does little to change the spectroscopic
constants while the excited triplet shows a large deviation between it and the ground state.
Another way the currently constructed PEC can be compared to experimental and other
theoretical work is in the rovibrational energy levels and transition energies between levels. Shown
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Figure 2.3 (Top) Potential energy curve (PEC) for the 12CF+ molecule
between R = 1.00 Å and R = 1.40 Å. (Bottom) The difference between
the PEC computed here and the work of Gruebele et al.2
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Table 2.3 Polynomial and Dunham coefficients based on Eq. 2.2.3 for the different spin states and
isotopologues of CF+. Values given in cm-1.

12

CF+

XΣ
466852.173
-2.89986
5.4536
-7.951
7.66
-1.103
-1.437
1.720113
1792.8180
1792.077
13.047
0.031704
-0.000696
1.719822
0.0189564
0.0000537
-1.7395E-06
6.34E-06
1.043E-09
-5.917E-10
2.337E-12
-3.710E-17
1 +

a0
a1
a2
a3
a4
a5
a6
Be
ωe
Y1,0
Y2,0
Y3,0
Y4,0
Y0,1
Y1,1
Y2,1
Y3,1
Y0,2
Y1,2
Y2,2
Y0,3
Y1,3

13

CF+

aΠ
415256.67751
-3.039681
5.205759
-7.727011
12.028556
-11.583268
-29.568424
1.563835
1611.467543
1611.430
14.995780
-0.119588
-0.002089
1.563740
0.018621
-1.68E-04
-5.92E-06
5.89E-06
-5.51E-08
-5.10E-09
-6.62E-13
-1.48E-12
3
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XΣ
466852.173483
-2.899861
5.453577
-7.951653
7.655127
-1.09475
-1.465556
1.629984
1749.912716
1749.902
12.319460
0.002681
0.000545
1.638653
0.017315
5.87E-06
-1.73E-07
5.75E-06
5.92E-09
-7.99E-10
2.67E-12
-2.83E-13
1 +

a3Π
415256.67751
-3.039681
5.205759
-7.727009
12.028596
-11.583323
-29.569402
1.481214
1572.902258
1572.867
14.286620
-0.111206
-0.001896
1.489790
0.017310
-1.52E-04
-5.24E-06
5.35E-06
-4.88E-08
-4.41E-09
-5.72E-13
-1.25E-12

in Table 2.4 are the rotational energy levels up to J = 30 on the v = 0 surface compared to the
experimental work of Gruebele2 and the theoretical work of Inostroza.99 The lowest lying energy
level at J = 0 shows a deviation of ~0.1 cm-1 which decreases in magnitude until a value of J = 19
is reached. From there, the error becomes more negative and increases in magnitude up to J = 30.
The error never exceeds a value of -0.14 cm-1 however, which indicates the high quality of the
PEC. For the vibrational energy levels in Table 2.5, the error between the computed and
experimental ground state energy is quite small. This error increases substantially, however, as
higher energy levels are examined. This is due to the incompleteness of the vibrational
Hamiltonian Matrix (Eqs. 2.5 – 2.8) which was truncated up to a value of v = 37. Values beyond
this point cannot be evaluated due to a large amount of numerical noise present that arises from
the evaluation of integrals (Eq. 2.6). The comparison between the transition energies between
rovibrational states is a final indication of the high quality of the PEC. In Table 2.6, the largest
error between the rovibrational transition energies of Gruebele and the current work is 0.447
cm-1. The average error for the seventeen chosen rovibrational transition energies is 0.146 cm-1.
Thus, the possible transition energies that could be observed for a gas-phase CF+ diatomic
molecule could be reproduced with minimal error up to a vibrational state of v = 7.
An additional facet that is available due to our examination of many different rotational
and vibrational states is how the spectroscopic constants change for different states. Shown in
Figures 2.4a and 2.4b are plots of the vibrational constant (ωe) and the first anharmonic correction
term (ωexe) for J = 0 to J = 10, respectively, for both isotopologues and spin states. Likewise,
Figures 2.4c and 2.4d show the rotational constant (Be) and the first centrifugal distortion term
(De) for v = 0 to v = 10, respectively, again for both isotopologues and spin states. Both the
vibrational constant and the first anharmonic correction term show non-linear behavior in regard
to the value as a function of the rotational quantum number J. Both values increase in magnitude
as a function of J which indicates that the potential is becoming narrower (which leads the
vibrational constant to increase) and more anharmonic (which increases the first anharmonic term).
Near identical behavior is observed between the isotopologues and the different spin states for the
vibrational constant but differences are observed for the anharmonic term. Of the four species, the
CF+ isotopologue on the X1Σ+ ground state surface shows the steepest increase in the anharmonic
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Table 2.4 Rotational energy levels on the ground vibrational surface
(v = 0). O-C indicates the difference between the observed values of
Gruebele and the calculated values in the current work using Eq. 2.5.
All values given in cm-1.

J

Gruebele2

Inostroza99

0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30

893.344
896.766
903.609
913.874
927.56
944.667
965.192
989.137
1016.499
1047.278
1081.471
1119.078
1160.097
1204.526
1252.363
1303.606
1358.253
1416.3
1477.747
1542.589
1610.824
1682.449
1757.461
1835.856
1917.632
2002.783
2091.307
2183.2
2278.457
2377.074
2479.047

903.6
907.0
913.7
923.9
937.4
954.3
974.6
998.2
1025.3
1055.7
-

29

This work
(Eq. 2.5)
893.451
896.872
903.715
913.978
927.662
944.766
965.288
989.229
1016.587
1047.361
1081.549
1119.150
1160.163
1204.585
1252.415
1303.650
1358.288
1416.326
1477.763
1542.596
1610.820
1682.434
1757.435
1835.818
1917.581
2002.719
2091.230
2183.108
2278.351
2376.953
2478.910

O-C
0.107
0.106
0.106
0.104
0.102
0.099
0.096
0.092
0.088
0.083
0.078
0.072
0.066
0.059
0.052
0.044
0.035
0.026
0.016
0.006
-0.004
-0.015
-0.026
-0.038
-0.051
-0.064
-0.077
-0.092
-0.106
-0.121
-0.137

Table 2.5 Vibrational energy levels on the ground rotational
surface (J = 0). O-C indicates the difference between the
observed values of Gruebele and the calculated values in the
current work using Eq. 2.5. All values given in cm-1.

v

Gruebele2

Inostroza99

0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20

893.344
2659.702
4400.005
6114.519
7803.506
9467.228
11105.941
12719.901
14309.36
15874.568
17415.769
18933.209
20427.128
21897.764
23345.353
24770.126
26172.314
27552.144
28909.838
30245.62
31559.706

903.6
2693.1
4451.5
6179.0
7876.3
9543.5
11181.2
127898
14369.8
15921.6
-

30

This work
(Eq. 2.5)
893.451
2659.918
4400.252
6114.800
7803.886
9467.810
11106.850
12721.261
14311.277
15877.116
17418.983
18937.108
20432.103
21907.296
23377.226
24878.836
26461.015
28155.696
29971.661
31907.408
33960.289

O-C
0.107
0.216
0.247
0.281
0.380
0.582
0.909
1.360
1.917
2.548
3.214
3.899
4.975
9.532
31.873
108.710
288.701
603.552
1061.823
1661.788
2400.583

Table 2.6 Selected rovibrational excitations. O-C indicates the difference
between the observed values of Gruebele and the calculated values in the current
work using Eq. 2.5. All values given in cm-1.

v

v'

J

J’

Inostroza99

Gruebele2

0
0
0
0
1
1
1
2
2
3
3
3
4
5
5
5
6

17
12
15
19
13
8
16
6
11
19
14
22
13
12
8
6
1

1
1
1
1
2
2
2
3
3
4
4
4
5
6
6
6
7

16
11
16
20
12
7
17
5
12
18
13
23
14
11
7
5
2

1730.6
1707.3
1611.1
1617.9
1614.7

1703.21
1722.863
1815.911
1826.728
1693.453
1712.195
1792.012
1693.882
1751.74
1619.954
1639.357
1754.62
1705.62
1597.509
1611.813
1618.757
1620.253

31

This Work
(Eq. 2.5)
1703.318
1722.974
1815.995
1826.801
1693.488
1712.231
1792.020
1693.918
1751.766
1620.075
1639.468
1754.715
1705.819
1597.849
1612.146
1619.084
1620.700

O-C
0.108
0.111
0.084
0.073
0.035
0.036
0.008
0.036
0.026
0.121
0.111
0.095
0.199
0.340
0.333
0.327
0.447

A

B

C

D

Figure 2.4 Plots of the vibrational constant (A) and first anharmonic correction term
(B) as a function of rotational quantum number J and plots of the rotational constant
(C) and first centrifugal distortion term (D) as a function of the vibrational quantum
number v.
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term while the 13CF+ isotopologue on the a3Π+ excited state surface shows the smallest increase in
the same term. This behavior may arise from an interplay between the shape of each respective
PEC and the small differences observed in the isotopic labelling. The rotational constant shows a
nearly linear behavior as a function of the chosen vibrational state which arises mainly due to the
longer bond distances associated with higher vibrational states. The first centrifugal distortion
terms show interesting behavior not observed with the other spectroscopic constants. The De values
on the X1Σ+ ground state surface show parallel behavior where they decrease in magnitude in a
more linear fashion as compared to the a3Π+ excited state surfaces. The latter increase in magnitude
in non-linear fashions. Because the isotopologues change in parallel manners between the two spin
state surfaces, the unique behavior of the De values is most likely an effect of the PEC itself. The
unique curvature of the X1Σ+ and a3Π+ states result in vastly different behaviors for the De terms.

Vibrational Energy Levels and the Effect of Anharmonicity
Using the PEC derived from Eq. 2.5 up to n = 10, we were able to generate a vibrational
Hamiltonian matrix and examine it with respect to the contribution from each harmonic wave
function to the first eleven anharmonic states (Figure 2.5). The ground state energy level (left-most
column of Figure 2.5) includes contributions almost entirely from the v = 0 harmonic oscillator
(HO) wave function which is expected. The HO approximation is a good approximation only near
the equilibrium geometry at the bottom of the potential. Further from the equilibrium geometry,
anharmonic effects become more pronounced and the HO approximation breaks down and
corrections must be included such as those discussed previously. Moving to higher CF+ vibrational
levels (successive columns to the right) in Figure 2.5, the diagonal terms (the HO terms) become
lighter in color as more and more contributions are included from other HO wave functions. Some
symmetry between states can be observed where some wave functions include mostly even (or
odd) states but this is not perfectly conserved in the anharmonic wave functions. The energy level
diagram of the CF+ molecule is plotted alongside the PEC in Figure 2.6. The vibrational
Hamiltonian matrix is converged up to the 13th level within ~1.0 cm-1 and so this is the highest
level that should be examined with only minimal error in the approximation. Beyond this point,
the energy levels have an error associated with the finite size of the vibrational Hamiltonian matrix.
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Figure 2.5 Anharmonic effects of the 12CF+ molecule. Each anharmonic wave
function is shown as a given row and each entry in that row is the contribution
from a given harmonic oscillator wave function.
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Figure 2.6 (Top) The PEC as a function of displacement up to the 13th excited
state. (Bottom) The PEC in red with the region included in the upper plot in
green.
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Simulated Intensities - Einstein A Coefficients
Following the generation of the fully anharmonic, vibrational Hamiltonian matrix (Eqs. 2.6
– 2.7), the polynomial fit for the dipole moment function (Figure 2.7), as well as the transition
dipole moment matrix (Eq. 2.10), transition dipole moments can be calculated for any vibrational,
rotational, or rovibrational excitation. Each transition dipole moment is calculated according to
Eq. 2.11 which can be combined with Eq. 2.12 to yield the Einstein A coefficient for spontaneous
emission for a given de-excitation. Work by Peterson et al.97 calculated the Einstein A coefficients
for the singlet ground state and the triplet excited state of CF+ using single and double excitations
within the MRCI level of theory and that work may serve as a comparison of the current results.
Shown in Table 2.7 are values obtained by Peterson et al. and values from the current work for
both the 12CF+ and 13CF+ isotopologues for the first five v ← v + 1 transitions. Likewise, Table 2.8
shows the first five v ← v + 2 transitions and Table 2.9 shows the first five v ← v + 3 transitions.
Good agreement is made between the work of Peterson et al. and the current work for both the
X1Σ+ and the excited a3Π state. Differences between the two may be due to the different underlying
PECs and the different EST methods which were used to construct them or it may be due to
differences in the generation of the anharmonic Hamiltonian matrix as Peterson et al. utilized the
method of Cooley.116 An interesting thing to note is the effects that the size of the vibrational
constants and the magnitude of the dipole moment functions (Figure 2.7) have with regards to the
magnitude of the intensity of each vibrational excitation. The X1Σ+ state has a larger vibrational
constant and thus larger transition energies, which are cubed in Eq. 2.12 when calculating the
Einstein A coefficients, but also shows a dipole moment function that is generally smaller in
magnitude than the excited a3Π state. Thus, the magnitude of the vibrational excitations will be
sensitive to these factors which are evident in Tables 2.7 - 2.9. The X1Σ+ state shows larger Einstein
A coefficients for the v ← v + 1 transitions while the excited a3Π state shows larger coefficient
values for the v ← v + 2 and v ← v + 3 transitions. While the latter transitions are much smaller in
intensity, this behavior is still telling of how the different electronic structures of the ground and
excited state would result in different vibrational spectra.
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Figure 2.7 Dipole moment curves for the X1Σ+ ground state (red) and
the excited a3Π state (blue) of 12CF+.

37

Table 2.7 Calculated Einstein A coefficients of spontaneous emission (in s-1) for the first five v ← v +
1 transitions.
𝐴𝑣+1
𝑣
v

0
1
2
3
4
5

X1Σ+
12

CF+
Peterson
This Work
75.05
77.57
144.6
149.5
208.7
215.9
267.7
277.0
321.9
333.0
371.2
384.1

a3Π
13

CF+
This Work
72.69
140.2
202.7
260.3
313.2
361.6

12

CF+
Peterson
This Work
29.08
28.13
53.76
51.85
74.48
71.35
91.43
86.87
104.8
98.62
114.7
106.8

13

CF+
This Work
26.78
49.50
68.34
83.49
95.15
103.5

Table 2.8 Calculated Einstein A coefficients of spontaneous emission (in s-1) for the first five v ← v +
2 transitions.
𝐴𝑣+2
𝑣
X1Σ+

v

12

+

CF

0
1
2
3
4
5

Peterson
1.729
5.286
10.57
17.31
25.37
34.71

This Work
1.839
5.450
10.75
17.64
26.00
35.73

a3Π
13

+

CF
This Work
1.690
5.006
9.874
16.20
23.90
3.284
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12

+

CF

Peterson
2.528
7.234
13.78
21.88
31.24
41.55

This Work
2.509
7.271
14.00
22.39
32.07
42.63

13

CF+
This Work
2.292
6.649
12.82
20.53
29.46
39.26

Table 2.9 Calculated Einstein A coefficients of spontaneous emission (in s-1) for the first five v ← v +
3 transitions.
𝐴𝑣+3
𝑣
X1Σ+

v

12

+

CF

0
1
2
3
4
5

Peterson
0.0233
0.1036
0.2682
0.5331
0.8988
1.384

This Work
0.02704
0.1108
0.2835
0.5808
1.041
1.704

a3Π
13

+

CF
This Work
0.02475
0.1012
0.2584
0.5281
0.9441
1.543
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12

+

CF

Peterson
0.1032
0.4204
1.052
2.099
3.650
5.787

This Work
0.1010
0.4037
1.0123
2.036
3.593
5.808

13

CF+
This Work
0.0899
0.359
0.9004
1.810
3.191
5.154

Simulated Rotational Spectra
Through a combination of the Einstein A coefficients of spontaneous emission and
statistical mechanics, simulated pure rotational spectra at any given temperature can be generated.
The partition function (q) for the rigid rotor approximation is given by Eq. 2.13, below,

𝐽= ∞

𝑞𝑟𝑜𝑡

1
2
= ∑ (2𝐽 + 1)𝑒 −𝑦𝐽(𝐽+1) , 𝑦 = ℏ ⁄2𝐼 𝑘𝑇
𝑒
𝜎

(2.13)

𝐽=0

where σ is the symmetry number (1 for heteronuclear and 2 for homonuclear diatomic molecules),
J is the rotational constant, ℏ is the reduced Planck’s constant, Ie is the moment of inertia, k is the
Boltzmann constant, and T is the temperature in kelvin. If y is small, this sum can be approximated
as an integral given in Eq. 2.14 which can be further simplified to Eq. 2.15.

𝐽= ∞

𝑞𝑟𝑜𝑡

1
1
=
∫ (2𝐽 + 1)𝑒 −𝑦𝐽(𝐽+1) 𝑑𝐽 =
𝜎
𝜎𝑦
𝐽=0

𝑞𝑟𝑜𝑡 =

1
𝑇
𝜎 1.4388 𝐵𝑒

(2.14)

(2.15)

The intensity of a transition at a given temperature is then given as the product of the population
of the initial rotational state and the Einstein A coefficient.
Simulated rotational spectra at 30K (a representative temperature of the ISM) and 650K
(the rotational temperature determined by Gruebele et al.2) are shown in Figure 2.8. Here, the
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A

B

C

D

Figure 2.8 Simulated rotational spectra for the X1Σ+ state at A) 650K and C) 30K and the
excited a3Π state at B) 650K and D) 30K for both the 12CF+ (black lines) and 13CF+ (blue
lines) isotopologues.
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excited triplet state results in higher intensities than the ground state singlet. Likewise, the 12CF+
isotopologue shows slightly higher intensities than 13CF+ at both simulated temperatures.

2.2.5 Conclusions
Quantum chemical calculations were utilized in order to generate a potential energy curve
(PEC) in the gas phase and under the perturbation of applied electric fields in order to calculate
the dipole moment function for the CF+ cation. These functions were then used as the starting point
in generating a vibrational Hamiltonian matrix both with and without the addition of a centrifugal
barrier to account for rotational distortions. Analysis of the resulting vibrational energy levels
showed very good agreement with previous experimental literature. The PEC results in an
equilibrium bond length and fundamental stretching frequency which differ from experimental
values by 0.00014 Å and 0.1526 cm-1, respectively. Comparison of calculated vibrational Einstein
A coefficients of spontaneous emission with those of previous theoretical work show very good
agreement with errors less than 0.5 s-1. Simulated rotational spectra were generated at 30K and
650K for both the ground state singlet (X1Σ+) and excited triplet states (a3Π) for both the 12CF+
and

13

CF+ isotopologues. This work may serve as a starting point for others who wish to study

other diatomics to a high degree of accuracy.

2.3 Rotational Excitations of H2O in a pH2 Matrix

2.3.1 Abstract
High-resolution, infrared spectra of water molecules in low-temperature, parahydrogen
(pH2) matrices showed two satellite peaks directly around the antisymmetric stretch of water
shifted by 1-2 cm-1. Through the construction of three potential energy curves and two potential
energy surfaces, dynamics simulations of the rovibrational nature of a H2O molecule in different
environments was used to identify these satellite peaks. Three chemical environments were
examined: a pristine, hexagonal close-packed (HCP) solid composed of twelve pH2 molecules, an
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HCP solid in which one site has been replaced with a H-atom, and an HCP solid in which one site
has been left vacant. These three environments have been used to quantify each of their respective
effects on the antisymmetric stretch of H2O accompanied by a rotational excitation. Dynamical
simulations indicate that the effect of a H-atom substitution in the HCP solid directly around the
H2O molecule is not large enough to lead to rotational perturbations of 1-2 cm-1. Upon the removal
of one of the pH2 sites, however, two perturbations are observed which correspond closely to the
observed, satellite peaks.

2.3.2 Introduction
Low-temperature, rare-gas matrices (hosts) are a unique environment that allow for the
isolation of guest molecules from one another, in a manner similar to the gas-phase, while also
imposing weak perturbations on said guest molecules.71 High resolution infrared spectra may be
taken of the guest molecules embedded in the matrix and host-host and host-guest interactions may
be quantified. The host-guest interactions are of great interest as the host may perturb the nature
of the guest molecule in ways that are not possible to replicate through other means. An example
of this are satellite peaks that are present in the infrared spectra of certain guest-doped
parahydrogen (pH2) matrices.
Kufeld et al.75 examined a water-doped, pH2 matrix and used high resolution infrared
spectroscopy to analyze the interaction. Their work began with the UV irradiation of formic acid
in the pH2 matrix which, through photodissociation, leads to the formation of radical species such
as oxygen atoms which in turn can react with the surrounding pH2 molecules. This then leads to a
cascade reaction where hydrogen atoms may travel through matrix via hydrogen tunneling,
ultimately leading to the formation of isolated H2O in the matrix. High resolution infrared spectra
are taken during the entire process to evaluate the changes in the matrix as a function of time. The
antisymmetric stretch of H2O (at 3765.49 cm-1) is initially accompanied by two satellite peaks: one
blue-shifted by 2.03 cm-1 and one red-shifted by 1.21 cm-1. These peaks show the greatest
intensities immediately following photodissociation and decrease in intensity as time progresses.
Kufeld et al. hypothesized that these peaks are a result of defects in the pH 2 matrix immediately
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around the H2O molecule; these defects are thought to perturb the rovibrational states of H2O
slightly. The proposed defects may either be a vacancy in which the H2O molecule is only
surrounded by eleven pH2 molecules in the hexagonal closed-packed solid or a substitution for one
of the pH2 molecules such as a H-atom. Using a combination of electronic structure theory and
dynamics, one can examine the rovibrational excitations of H2O in each of these three
environments to determine where the satellite peaks may arise from.

2.3.3 Potential Energy Curves and Surfaces
In order to examine the rovibrational excitations of a water molecule in a pH2 matrix, two
potential energy surfaces (PES) and three potential energy curves (PEC) must be constructed. The
H2O-H and H2O-pH2 surfaces are needed during the dynamical calculations themselves while the
H2, H-pH2, and pH2-pH2 curves are needed prior to but not explicitly during the dynamical
calculations. The surfaces are constructed in three-dimensional space which describes the exact
position of either a H-atom or a pH2 molecule relative to a H2O molecule whereas the three curves
are constructed in a one-dimensional space due to the spherical symmetry of both the H-atom and
the pH2 molecule. The details for each surface and curve are described below. MRCC102,117
(version 2020-02-22) is used to construct the three curves while ORCA118 (version 4.2) is used for
the two surfaces.

1-Dimensional Curves
H2 Curve
The H-H curve of molecular hydrogen is the simplest curve constructed for this work. As
there are only two electrons in this system, the FCI limit can be reached using the coupled cluster
(CC) approach including single and double excitations (CCSD). Likewise, an expansion in the one
electron basis can be accomplished to approach the complete basis set (CBS) limit using very large
basis sets. The H-H bond was stretched from 0.4 Å to 2.0 Å in increments of 0.005 Å using both
the aug-cc-pVQZ (ACCQ) and aug-cc-pV5Z (ACC5) basis sets. The CBS potential energy curve
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was constructed using an extrapolation scheme for both the Hartree Fock (HF)119 and correlation
energies120 at the CCSD level of theory using Eqs. 2.16 and 2.17, respectively. The CBS curve
results in an equilibrium bond distance of 0.7417642 Å and a vibrational constant of 4393.80995
cm-1. A comparison of theoretical values and experimental values for H2 are shown in Table 2.10.
An excellent reproduction when compared to experiment is achieved and going forward,
calculations which utilize an H2 molecule will be performed with a bond length of 0.74176 Å.

𝐻𝐹
𝐻𝐹
𝐻𝐹
𝐻𝐹
𝐸𝐶𝐵𝑆
= 𝐸5𝑍
+ 𝐴[𝐸5𝑍
− 𝐸𝑞𝑍
], 𝐴 = 0.165995

(2.16)

𝑐𝑜𝑟𝑟
𝑐𝑜𝑟𝑟
𝑐𝑜𝑟𝑟
𝑐𝑜𝑟𝑟
𝐸𝐶𝐵𝑆
= 𝐸5𝑍
+ 𝐵[𝐸5𝑍
− 𝐸𝑄𝑍
], 𝐵 = 0.888601

(2.17)

H-pH2 Curve
The construction of the potential energy curve for the H-pH2 van der Waals dimer is made
both more and less complicated due to the spherical symmetry of the pH2 molecule. A similar van
der Waals dimer (He-pH2) has been examined both experimentally and theoretically.121 In contrast
to that work, an approximation is made whereby discrete H2 orientations in space are utilized and
then spherically averaged to best replicate the unique, spherical symmetry of a pH2 molecule. A
Lebedev quadrature scheme was utilized with fourteen points on the sphere.122 These fourteen
points correspond to seven unique orientations of the H2 molecule in space. Due to the symmetry
of the H-pH2 interaction, these seven orientations can be further reduced to three unique
orientations which correspond to the H-H bond pointing directly towards the H-atom, the H-H
bond being found perpendicular to the H-atom, and the H-H bond being found skewed by 45°.
These orientations are shown in Figure 2.9. In order to spherically average the H2 molecule, the
total electronic energy of each respective orientation is multiplied by 2/15, 4/15, and 9/15,
according to the Lebedev quadrature scheme. Previous work has been done examining the H-H2
interaction but was performed using orthohydrogen and not parahydrogen.123
Just as with the H2 PEC, there are very few electrons in this system and so the FCI limit
can be reached using the CCSD(T) and CCSDT levels of theory. A composite scheme is used
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Table 2.10 Experimental and theoretical spectroscopic constants for the H2 molecule
at the CCSD/CBS level of theory.
Equilibrium Bond Length (Å)
Dissociation Energy (De, eV)
Zero Point Energy (cm-1)
Stretching Frequency (ωe, cm-1)
Anharmonic Term (ωexe, cm-1)
Rotational Constant (Be, cm-1)

Experiment124,125
0.74144
4.4777
2179.307
4401.21
121.336
60.853
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This Work
0.7417642
4.748321
2176.9195
4939.80995
130.5285
60.35994

Figure 2.9 Representations of the three unique H-pH2 orientations used in the
construction of the PEC.
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whereby CCSD(T) is utilized with the ACCT and ACCQ basis sets which are then extrapolated to
the CBS limit using Eq. 2.18 and Eq. 2.19 for the HF and correlation energies, respectively. A
correction term is then added to the potential curve which accounts for the difference between
perturbative triples (CCSD(T)) and full triples (CCSDT) using the ACCQ basis set. This composite
scheme is shown explicitly in Eq. 2.20, below. The distance between the H-atom and the center of
mass of the H2 molecule was examined between R = 2.000 and 10.000 Å in increments of 0.081
Å, thus capturing the highly repulsive wall of the curve and the low energy, attractive portion of
the curve. The H2 bond length was set to 0.74176 Å. Counterpoise corrections126 were used to
account for the basis set superposition error; the CCSD energies for H2 were based on a restricted
Hartree-Fock reference wavefunction while the CCSD(T) and CCSDT energies for H-pH2 were
based on an unrestricted Hartree-Fock wave function. Standard values are used for the SCF and
CC convergence. At the CBS limit, the minimum energy distance is at 3.4501 Å with an interaction
energy of 16.0177 cm-1. Because of the weak interaction, no bound vibrational state was found for
the H-pH2 van der Waals dimer.. Thus, any H-pH2 interactions that would be observed in the pH2
matrix are purely a result of the H-atom being physically unable to escape the crystal.

𝐻𝐹
𝐻𝐹
𝐻𝐹
𝐻𝐹
𝐸𝐶𝐵𝑆
= 𝐸𝑄𝑍
+ 𝐴[𝐸𝑄𝑍
− 𝐸𝑇𝑍
], 𝐴 = 0.273973

(2.18)

𝑐𝑜𝑟𝑟
𝑐𝑜𝑟𝑟
𝑐𝑜𝑟𝑟
𝑐𝑜𝑟𝑟
𝐸𝐶𝐵𝑆
= 𝐸𝑄𝑍
+ 𝐵[𝐸𝑄𝑍
− 𝐸𝑇𝑍
], 𝐵 = 0.651174

(2.19)

𝐶𝐶𝑆𝐷(𝑇)

𝐸 = 𝐸𝐶𝐵𝑆

+ ∆𝑇𝐴𝐶𝐶𝑄

(2.20)

pH2-pH2 Curve
Just as with the H-pH2 PEC, the pH2-pH2 curve is made both more and less difficult due to
the spherical nature of the pH2 molecule. Previous work on the H2-H2 van der Waals dimer has
been completed both experimentally127–129 and theoretically130–132 which showed that the system
is vibrationally bound by a single state which indicates that the pH2 crystal lattice is only stable at
very low temperatures, as observed by Kufeld et al.133 The same approximation is made here in
which discrete orientations of the H2 molecule are used and then spherically averaged. In this case,
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seven unique orientations of the H2 molecule are used which results in forty-nine orientations being
used for the pH2-pH2 interaction. Due to symmetry, these forty-nine orientations are reduced to
nine unique orientations, shown in Figure 2.10. Just as with the H2 and H-pH2 curves, there are
few electrons to correlate and so a high level of electronic structure theory can be utilized. A similar
composite scheme to the H-pH2 van der Waals dimer is utilized except corrections from the
difference in energy between CCSD(T)/ACCT and CCSDTQ/ACCT are included. The minimum
energy distance between the dimers was found to be at 3.4858 Å which is very similar to the HpH2 dimer. The interaction energy of the pH2 dimer was calculated to be 22.2579 cm-1 with a
vibrational constant of 47.253 cm-1. The ZPE of this system is 19.710 cm-1 and is 2.55 cm-1 lower
than the interaction energy which indicates that this system is vibrationally bound but only at very
low temperatures. Previous theoretical work showed that the binding energy of the pH2-pH2 van
der Waals dimer was 2.895 cm-1 which is in very good agreement with the current results.130 This
result helps to illustrate why the pH2 solid is stable at only cryogenic temperatures as higher
temperatures would cause the vibrational motion of the dimer to overcome the interaction energy
and thus cause the crystal to melt. The CBS interaction energies for both the H-pH2 and pH2-pH2
van der Waals dimers as a function of intermolecular distance are shown in Figure 2.11, below.

Zero-point Vibrational Motion
As both the pH2 molecules and H-atoms are very light, their zero-point vibrational motion
in the solid state has a large amplitude as compared to other, heavier atoms. Thus, when they are
found in a crystal lattice such as that synthesized experimentally by Kufeld et al,133 this motion
must be accounted for as it controls many of the properties of the crystal lattice. Other work done
on simulating such an environment includes the work of Kühn et al. which examined an
anharmonic extension of the Einstein model for the pH2 crystal lattice.134 The HCP lattice that is
formed upon the cooling of pH2 molecules shows a lattice constant of 3.79 Å135 which is larger
than the minimum energy distance found when constructing the pH2-pH2 potential energy curve.
The zero-point vibrational motion is approximately Gaussian in nature and so to correct the pH2pH2 PEC, we used a method known as Gaussian smearing. This method places three Gaussian
probability distributions (one for each cartesian axis) on top of the PEC and takes the weighted
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Figure 2.10 Pictorial representations of the nine unique pH2-pH2 orientations used in the
construction of the PEC.
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Figure 2.11 Potential energy curves for the H-pH2 (top) and
pH2-pH2 (bottom) van der Waals dimers as a function of
intermolecular distance.
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average of those three distributions to arrive at an interaction energy that now implicitly includes
the zero-point motion of the system. To perform simulations using this methodology, a numerical
form of the Gaussian probability distributions must be used and two aspects of this methodology
must be tested: the number of points used to approximate the Gaussian probability distribution and
the σ value used to control the width of the Gaussian. Previous work has looked at using a similar
methodology to simulate solid pH2 and determined that a σ value of 0.30 Å reproduces the lattice
constant of solid pH2 (3.79 Å) using the pair potential of Silvera-Goldman.136 As the current pH2pH2 potential energy curve is of a different form, we have tested the PEC in order to determine the
σ value which reproduces the lattice constant of solid pH2. Shown in Figure 2.12 is the PEC with
different σ values for the Gaussian probability distributions. As σ increases, the minimum of the
PEC is brought up and is pushed to larger distances as more points from the repulsive wall of the
curve are included which are higher in energy than the minimum. It was found that for the current
PEC, a σ value of 0.4875265 Å reproduces the lattice constant of pH2 (see Figure 2.13). This work
used five points along each of the Gaussian probability distributions to discretize the function.
Convergence was checked for this factor and it was found that given a rotating water molecule at
the center of an HCP lattice composed of twelve pH2 molecules, the interaction energies of the
system show little change when more than three points are included in the discretization of each
of the Gaussian probability distributions (Table 2.11, Figure 2.14). A similar study was done for
the H-pH2 interaction in order to calculate the σ value for an H atom and it was found that a value
of 0.5563 Å reproduces the previously mentioned H2 lattice constant of 3.79 Å. While this
experimental value is not relative to the H-atom, we have chosen to use it for this case so as to
closely reproduce the effects that an H-atom may experience while acting as a substitution in a
pH2 HCP lattice.
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Figure 2.12 Potential energy curves for the pH2-pH2 van der Waals dimer using Gaussian smearing with varying σ
values.
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Figure 2.13 Scatter plot showing the effect that the σ value for the Gaussian
smearing has regarding the minimum of the theoretical pH2-pH2 PEC. The
red line shows the value of the lattice constant of pH2 (3.79 Å).
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Table 2.11 Effect of the number of points included in the discretization of the Gaussian probability
distribution for the H2O-pH2 interaction. Number of discretization points is the cube of the number
of points used to discretize a single Gaussian probability distribution. Values shown correspond to
the interaction energies (in cm-1) of a H2O-(pH2)12 system in an HCP lattice geometry. 216 unique
orientations of the rotating H2O molecule are used. MSD and MAD are relative to the previous
number of discretization points.

Number of
Discretization
Points
1
8
27
64
125
216

Average
Interaction
Energy
-54.183
-52.502
-52.355
-52.338
-52.341
-52.340

Standard
Deviation
8.021
6.865
6.793
6.799
6.797
6.797

Minimum
Interaction
Energy
-68.434
-64.757
-64.397
-64.389
-64.389
-64.389
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Maximum
Interaction
Energy
-42.693
-41.750
-41.605
-41.602
-41.602
-41.602

MSD

MAD

1.680
0.148
0.017
-0.003
0.001

2.076
0.214
0.019
0.005
0.001

Figure 2.14 Plot showing the effect that the number of discretization points for the Gaussian smearing has regarding the
pH2-pH2 PEC. Note that the 43, 53, and 63 points lines lie almost on top of each other due to little change observed when
more than 33 points in the discretization is used.
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3-Dimesional Surfaces
Disclosure
The following subsection has been taken, with permission, from a journal article published in The
Journal of Chemical Physics with only minor modifications.137 This work has been authored by
Dr. RJ Hinde and myself and contains no edits or modifications from others.

H2O-H Surface
The construction of the H2O-H potential energy surface is far more complex than the
previously mentioned potential energy curves due to the addition of two degrees of freedom. When
the H2O molecule is held at a fixed geometry, the potential energy surface is a function of three
coordinates that specify the position of the H atom relative to the H2O molecule. Thus, a function
of higher complexity must be used to determine the interaction energy of the H2O-H van der Waals
dimer at any given point in space. Many such interpolation schemes exist which are able to
evaluate such a surface including hyperspherical expansions,138 a bond-bond method,139
quadrature and spline-based methods,140 and more recently, machine learning (ML) based
approaches.141,142 In addition to interpolation along an entire surface, numerous methods exist for
interpolation on the surface of a sphere122,143,144. Here we report a quadrature-based interpolation
method which can reproduce the H2O-H potential energy surface with very high accuracy.
Orca 4.2118 was used to calculate the interaction energy of the H2O-H system, using the CC
approach including single, double, and perturbative triple excitations, or CCSD(T), according to
the following protocol. The H2O molecule was held fixed at its equilibrium geometry as
determined from spectroscopic data: the OH bond length was fixed at 1.80965034 a0 and the HOH
bond angle was fixed at 1.82404493 radians.145 Scalar relativistic effects were accounted for by
utilizing the second-order Douglas-Kroll-Hess (DKH)52,53 Hamiltonian using the DK-recontracted
aug-cc-pVnZ-DK basis sets (n = T, D, Q).146 For brevity, these basis sets will henceforth be
referred to as aug-cc-pVnZ, or simply as nZ. Basis set extrapolation to the complete basis set
(CBS) limit was also carried out using the TZ and QZ energies. The Hartree-Fock energy EHF was
extrapolated using the method of Karton et al.119 (Eq. 2.21) while the correlation energy Ecorr was
extrapolated following Huh et al.120 (Eq 2.22).
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𝐻𝐹
𝐻𝐹
𝐻𝐹
𝐻𝐹
𝐸𝐶𝐵𝑆
= 𝐸𝑄𝑍
+ 𝐴[𝐸𝑄𝑍
− 𝐸𝑇𝑍
], 𝐴 = 0.273973

(2.21)

𝑐𝑜𝑟𝑟
𝑐𝑜𝑟𝑟
𝑐𝑜𝑟𝑟
𝑐𝑜𝑟𝑟
𝐸𝐶𝐵𝑆
= 𝐸𝑄𝑍
+ 𝐵[𝐸𝑄𝑍
− 𝐸𝑇𝑍
], 𝐵 = 0.651174

(2.22)

Counterpoise corrections were used to account for the basis set superposition error;126 the
CCSD(T) energies for H2O-H were based on an unrestricted Hartree-Fock reference wavefunction,
while the CCSD(T) energies for H2O were based on a restricted Hartree-Fock wavefunction. The
SCF energy convergence cutoff was set to 10-9 Eh, a linear dependence threshold of 10-6 was used,
and the CC residual threshold was set to 10-8. These cutoffs and thresholds are chosen to reduce
the possibility of near-linear dependences and to increase the accuracy of the interaction energy.
Because the H2O-H interaction energies are on the order of 10 to 100 cm-1, the H2O-H, H2O, and
H energies must be computed to high precision.
The H atom position relative to the H2O molecule was defined as follows. The H2O center
of mass was set as the origin of the Cartesian coordinate system, with the H2O molecule in the
(x,y) plane and the C2 axis of the H2O molecule oriented along the x-axis; the oxygen atom is
located on the negative x-axis (Figure 2.15). The position of the H atom is specified by spherical
polar coordinates (R, θ, φ) with respect to the Cartesian axes defined by the H2O molecule, with
the H atom’s Cartesian coordinates defined as x = R sin(θ) cos(φ), y = R sin(θ) sin(φ), z = R cos(θ).
The angular coordinates (θ, φ) are chosen to reside on an angular grid defined by the Lebedev
quadrature rule.122 Other grids such as a Gaussian product grid were considered but due to the
widespread use, accuracy, and efficiency of Lebedev grids in other electronic structure methods
such as Density Functional Theory (DFT), we chose to use Lebedev grids.147 Due to the C2v
symmetry of the water molecule, the number of unique points in the grid is less than the total
number of points which reduces the number of calculations required (discussed below). For the
spherical coordinates, θ ranges from 0 to π and φ ranges from 0 to 2π. For the radial coordinate R,
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Figure 2.15 Coordinate system for the H2O-H dimer in both
cartesian and spherical polar coordinates
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twenty-seven evenly spaced values were chosen, ranging from 2.5 to 9.0 Å in increments of 0.25
Å, with four additional R values of 3.79, 3.84, 7.58, and 7.63 Å included to provide more data for
H2O-H distances that are close to the nearest- and 6th-nearest-neighbor distances for solid
parahydrogen (3.79 and 7.58 Å).135 This yields 3,410 points at which the counterpoise-corrected
CCSD(T) interaction energies are calculated. Of these points, 1,054 represent symmetry-unique
geometries of the H2O-H dimer.
At a fixed value of R, the PES can be approximated as a truncated expansion in spherical
harmonics (𝑌𝑗𝑚 (𝜃, 𝜑)):
𝑗𝑚𝑎𝑥

𝑗

𝑉(𝑅, 𝜃, 𝜑) = ∑ ∑ 𝐶𝑗𝑚 (𝑅)𝑌𝑗𝑚 (𝜃, 𝜑)

(2.23)

𝑗=0 𝑚=−𝑗

Because the angular grid points were chosen according to a Lebedev quadrature scheme, at each
value of R the spherical harmonic expansion coefficients Cjm can be estimated using the Lebedev
quadrature rule. Eq 2.24 shows how these coefficients are evaluated using spherical harmonics,
the potential energies E(θ, φ) on the sphere, and the weights w(θ, φ) of each Lebedev quadrature
point.

∗
(𝜃, 𝜑)𝐸(𝜃, 𝜑)𝑤(𝜃, 𝜑)
𝐶𝑗𝑚 = ∑ 𝑌𝑗𝑚

(2.24)

𝜃,𝜑

Due to the C2v symmetry of the water molecule, the unique number of points on the angular grid
is reduced. For fixed values of φ and θ, only θ values less than or equal to π/2 must be evaluated
due to the mirror plane of the water molecule in the xy-plane. Likewise, only φ values between 0
and π must be evaluated due to the mirror plane in the xz-plane. This reduces the number of unique
points in the angular grid by up to 75% depending upon the size of the grid. Likewise, the
symmetry of the water molecule may simplify the spherical harmonic expansion of Eq. 2.23 by
utilizing the parity of (j,m) pairs. This fact is discussed in further detail near the end of this
subsection.
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The Lebedev quadrature scheme has been designed for numerous angular grid sizes
ranging from six points up to several thousand points. Because of this, we chose to examine how
the accuracy of the interpolation at a fixed value of R changes with increases in the angular grid
size. Grids ranging from 6 points (Lebedev-3) to 266 points (Lebedev-27) at R = 3.0 and 3.79 Å
were chosen with H2O-H interaction energies being calculated at each of those points using the
CCSD(T)/aug-cc-pVQZ level of theory. These interaction energy values were used to calculate
the Cjm coefficients (Eq 2.24) up to a value of jmax determined by the size of the Lebedev grid. The
Cjm coefficients converge smoothly up to a Lebedev-17 grid after which very little change is
observed. The Cjm coefficients were then used to reconstruct the potential energy values at the
Lebedev grid points using Eq. 2.23. The mean absolute error (MAE, Eq 2.25), root mean squared
error (RMSE, Eq 2.26), and coefficient of determination (COD, Eq 2.27) were calculated in
reference to the reproduced potential energy values of each individual grid (shown in Table 2.12).
For example, the error of the Lebedev-17 grid is calculated based on the difference between the
actual ab initio interaction energies and the energies calculated using the truncated spherical
harmonic expansion of Eq. 2.24. As the Lebedev grid becomes larger and the spherical harmonic
expansion becomes more complete, the reconstruction errors approach 0.000 cm-1 and the COD
values approach 1.000. For the Lebedev-17 grid at 3.79 Ǻ, the MAE and RMSE approach 9 nEh
(9 x 10-9 Eh) and the COD is 0.9999997 which is sufficiently close to 1.0 to consider the actual and
interpolated values to be perfectly correlated. This same grid at 3.0 Ǻ shows similar accuracy with
MAE and RMSE of 36-46 nEh which is still a very small error considering the much larger range
of interaction energies at this distance. Thus, we consider the H2O-H system at R = 3.0 and 3.79
Å to be sufficiently mapped using the Lebedev-17 grid. To illustrate the potential energy surface
for these spheres, Figure 2.16 shows two-dimensional plots of the PES as a function of θ and φ at
these two R values where the behaviors of the repulsive and attractive regions of the PES change
with a change in R. At θ = π/2, for example, the hydrogen atom is moving in the plane of the H2O
molecule and so the effect of the hydrogens of the H2O molecule are evident in the shifting
repulsive-attractive behavior of the PES.
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Table 2.12 Effect of Lebedev Grid size on the accuracy of reconstructing the potential energy
surface at the Lebedev grid points on spheres with R = 3.00 Ǻ and 3.79 Ǻ. Values calculated at the
CCSD(T)/QZ level of theory.

MAE (cm-1)

RMSE (cm-1)

Lebedev
Scheme

Jmax

Number of
Grid Points

Symmetry
Reduced Grid
Points

3.00 Ǻ

3.79 Ǻ

3.00 Ǻ

3.79 Ǻ

3.00 Ǻ

3.79 Ǻ

3

1

6

4

0.088

3.339

0.095

3.788

0.9997157

0.1444688

5

2

14

6

3.004

0.660

3.674

0.819

0.8760921

0.9484573

7

3

26

11

0.796

0.802

0.931

0.986

0.9935833

0.9547674

9

4

38

16

0.112

0.254

0.148

0.306

0.9998134

0.9955806

11

5

50

17

0.069

0.059

0.091

0.073

0.9999329

0.9997437

13

6

74

27

0.050

0.019

0.067

0.022

0.9999640

0.9999735

15

7

86

28

0.020

0.005

0.025

0.007

0.9999950

0.9999980

17

8

110

34

0.008

0.002

0.010

0.002

0.9999992

0.9999997

19

9

146

41

0.004

0.001

0.005

0.001

0.9999998

1.0000000

21

10

170

51

0.002

0.000

0.002

0.000

1.0000000

1.0000000

23

11

194

57

0.001

0.000

0.001

0.000

1.0000000

1.0000000

25

12

230

68

0.000

0.001

0.000

0.001

1.0000000

0.9999999

27

13

266

75

0.001

0.000

0.002

0.000

1.0000000

1.0000000
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COD

Figure 2.16 Potential energy surface at R = 3.00 Å (top)
and R = 3.79 Å (bottom). Energy values are in cm-1.
Values are calculated at the CCSD(T)/QZ level of
theory.
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𝑁

1
∑ |𝐸𝑖𝐿𝑒𝑏𝑒𝑑𝑒𝑣 − 𝐸𝑖𝑎𝑏 𝑖𝑛𝑖𝑡𝑖𝑜 |
𝑁

(2.25)

𝑖=1

𝑁

1
√ ∑(𝐸𝑖𝐿𝑒𝑏𝑒𝑑𝑒𝑣 − 𝐸𝑖𝑎𝑏 𝑖𝑛𝑖𝑡𝑖𝑜 )2
𝑁

(2.26)

𝑖=1

1−

𝐿𝑒𝑏𝑒𝑑𝑒𝑣
∑𝑁
− 𝐸𝑖𝑎𝑏 𝑖𝑛𝑖𝑡𝑖𝑜 )
𝑖=1(𝐸𝑖
𝑎𝑏 𝑖𝑛𝑖𝑡𝑖𝑜 2
̅
∑𝑁
)
𝑖=1(𝐸 − 𝐸𝑖

2

, 𝐸̅ =

𝑁
1
∑ 𝐸𝑗𝑎𝑏 𝑖𝑛𝑖𝑡𝑖𝑜
𝑁
𝑗=1

(2.27)

As the PES is constructed using an expansion in spherical harmonics (Eq 2.23), we can
examine the effect that the maximum j-value has on the accuracy of the PES. For the Lebedev-17
grid, the maximum j-value for which the Cjm coefficients can be accurately estimated is jmax = 8,
and a truncated expansion (Eq 2.23) using higher values of jmax can introduce errors. To
demonstrate this, we use Eq 2.23 and the potential energies at the Lebedev-17 grid points to
evaluate the Cjm coefficients at R = 3.0 and 3.79 Å for jmax values from 1 to 15, and then use the
Cjm coefficients to reconstruct the PES at the Lebedev-17 grid points. The errors in the
reconstructed PES decrease with increasing jmax until jmax = 9, at which point the errors begin to
increase (Table 2.13). According to this data, a value of either jmax = 7 or jmax = 8 could be used
with similar accuracy. When the Cjm coefficients are constructed using a jmax value of 8, however,
the MAE and RMSE is half that when a jmax value of 7 is used, indicating that the expansion should
be performed with the larger jmax value. If efficiency is more important, however, then the jmax
value of 7 could be used. For jmax = 8, the PES must be evaluated using eighty-one coefficients
which is ~25% more than for jmax = 7, while showing similar (small) errors. For all future
comparisons, however, jmax = 8 is chosen as it is the more complete expansion and leads to a lower
error. To further show the convergence of the expansion, Table 2.14 lists five different C jm
coefficients as a function of the size of the Lebedev grid at both 3.0 and 3.79 Ǻ. At the Lebedev17 grid, each of the selected Cjm coefficients has converged to within 0.002 cm-1 or better. Both
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Table 2.13 Effects of Spherical Harmonic expansion at R = 3.00 Ǻ and 3.79 Ǻ based on spherical
harmonic coefficients calculated using potential energies obtained at the Lebedev-17 grid points.
These results are for potential energies calculated at the CCSD(T)/QZ level.

MAE (cm-1)

RMSE (cm-1)

jmax

Number of
Components in
Expansion

3.00 Ǻ

3.79 Ǻ

3.00 Ǻ

3.79 Ǻ

1

4

4.414

2.824

5.459

3.691

0.7577507 0.3520117

2

9

4.438

1.830

5.442

2.259

0.7593280 0.7572594

3

16

0.576

0.582

0.714

0.752

0.9958607 0.9731325

4

25

0.104

0.180

0.132

0.228

0.9998588 0.9975188

5

36

0.071

0.065

0.103

0.080

0.9999144 0.9996975

6

49

0.041

0.016

0.060

0.021

0.9999703 0.9999786

7

64

0.015

0.005

0.021

0.007

0.9999965 0.9999977

8

81

0.008

0.002

0.010

0.002

0.9999992 0.9999997

9

100

0.006

0.002

0.007

0.002

0.9999996 0.9999998

10

121

0.008

0.004

0.011

0.006

0.9999990 0.9999985

11

144

0.025

0.014

0.033

0.018

0.9999914 0.9999841

12

169

0.055

0.055

0.071

0.067

0.9999586 0.9997878

13

196

0.117

0.200

0.147

0.251

0.9998240 0.9969951

14

225

0.491

0.617

0.633

0.803

0.9967444 0.9693140

15

256

4.334

1.758

5.837

2.521

0.7230651 0.6977164
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COD
3.00 Ǻ

3.79 Ǻ

Table 2.14 Effect of Lebedev grid on selected expansion coefficients (Cjm) at R = 3.00 Ǻ and 3.79 Ǻ. These results are for potential
energies calculated at the CCSD(T)/aug-cc-pVQZ level. The Cjm coefficients are given in cm-1.

J

M

2

0

3

3

5

3

8

0

8

4

R (Ǻ)
3.00
3.79
3.00
3.79
3.00
3.79
3.00
3.79
3.00
3.79

5
-0.1382561
7.9391414

7
-1.5175302
9.94633897
12.6718373
-4.5748205

9
-1.538435
9.88431409
12.798867
-4.6851923
0.240841
0.47585326

11
-1.5146077
9.87132706
12.7471
-4.66169
0.19390499
0.47617487

13
-1.5148204
9.87101428
12.7499775
-4.6633849
0.20597973
0.47538064
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Lebedev Grid
15
-1.5138681
9.87018931
12.7529765
-4.6630834
0.20442573
0.47533898

17
-1.5136146
9.87023835
12.7531476
-4.6627114
0.20439085
0.47520307
0.02037476
-0.0136968
0.0061272
0.00480384

19
-1.5138526
9.87050729
12.7533225
-4.6627128
0.20435819
0.47526575
0.01944378
-0.013792
0.0047173
0.00556992

21
-1.5138365
9.87024825
12.7532919
-4.6628189
0.20438456
0.47532144
0.01960607
-0.0137879
0.00482023
0.00544272

23
-1.5138403
9.8704959
12.7532656
-4.6627845
0.20444334
0.47519578
0.01949899
-0.0137626
0.00472871
0.00550028

25
-1.5139878
9.87067259
12.7532283
-4.662813
0.20185312
0.47523551
0.01918443
-0.0141914
0.00478654
0.0052009

the large coefficients (C20, C33, C53) and small coefficients (C80 and C84) show this convergent
behavior indicating the near-completeness of the Lebedev-17 grid.
To move from the interpolation on a single sphere to interpolation in 3-dimensional
space, the Lebedev quadrature must be carried out at multiple values of R. For the thirty-one
radial distances, a Lebedev-17 grid was constructed according to the computational details
discussed previously. The Cjm coefficients for each of these radial spheres were then calculated
(Eq 2.23) and each of the eighty-one individual coefficients was fit to a function of R between
2.5 and 9.0 Å. This function acts as the third-dimension in the PES and allows for the calculation
of the Cjm coefficients at any given R. For the fitting function, we examined both polynomials in
R (Eq 2.28, using n values ranging from 1 to 15) as well as a Morse potential.

𝐶𝑗𝑚 (𝑅) = 𝑎𝑛,𝑗𝑚 𝑅 𝑛 + 𝑎𝑛−1,𝑗𝑚 𝑅 𝑛−1 + ⋯ + 𝑎2,𝑗𝑚 𝑅 2 + 𝑎1,𝑗𝑚 𝑅 + 𝑎0,𝑗𝑚

(2.28)

As the order of the polynomial increases, the MAE for the replication of the entire PES
approaches a constant value of ~0.01 cm-1 and the COD approaches 1.0. With a 12th degree
polynomial, the fit is essentially converged with a MAE of 0.013 cm-1 and an RMSE of 0.049
cm-1. Near the repulsive wall (R between 2.5 and 3.0 Å), the MAE of the reproduced PES is
quite large compared to the attractive region (R ≥ 3.0 Å); values of 0.21 and 0.02 cm -1 were
calculated for each respective region. This fact does not change the conclusions drawn about the
excellent reproduction of the PES, however. This is because the interaction energies near the
repulsive wall are much larger in magnitude than in the attractive region and the larger MAE
near the repulsive wall simply reflects the larger scale of energies there. Furthermore,
simulations at cryogenic temperatures are unlikely to examine this region of the PES and so the
larger error in this region would not have a measurable effect. The Morse potential performs as
well as a 9th degree polynomial (~1 cm-1 MAE) and has less than half the number of fitting
parameters.
The error in reproducing the original PES due to fitting the Cjm coefficients with a
polynomial is negligible. Figure 2.17 shows that when we compare the PES that has been
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Figure 2.17 The blue line (left vertical axis) shows the average interaction energy in cm1
on each sphere used to construct the PES. The red crosses (right vertical axis) show
how the RMSE values for each sphere differ for the PES constructed using spherical
harmonic coefficients obtained from the R-dependent fits and using spherical harmonic
coefficients computed directly from the ab initio results for each sphere. Values shown
in this figure are for the PES computed using the CCSD(T)/QZ basis set.
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reproduced using spherical harmonic coefficients from the R-dependent polynomials with the
PES computed on each sphere using the spherical harmonic coefficients obtained from that
sphere’s ab initio data, the difference in RMSE never exceeds a value of 0.007 cm-1 (shown as
red crosses, right y-axis). This figure also shows that even for larger interaction energies (near
the repulsive wall and the potential minimum), the surface is well reproduced. Thus, we feel
confident that a polynomial expansion in R can be used to create a three-dimensional potential
energy surface with minimal loss in accuracy.
To examine the applicability of the PES discussed thus far, we have created several
testing datasets that are composed of points that do not sit on the Lebedev grid points. These
include spherical datasets at R = 3.0, 3.79, and 4.58 Ǻ, and a dataset composed of 500 points
randomly distributed in space between R = 2.5 and 9.0 Ǻ. The last dataset is split into a mostlyrepulsive dataset composed of 40 points between R = 2.5 and 3.0 Ǻ and an attractive dataset
composed of points between R = 3.0 and 9.0 Ǻ. For these datasets, we calculate the interaction
energy at each point using CCSD(T) and the aug-cc-pVQZ basis set. The characteristics for each
dataset (number of points, minimum, maximum, and average values) are shown in Table 2.15,
below alongside the MAE, RMSE, and COD values for each dataset. This data leads to some
important observations regarding the PES. The error is largest before the minimum of the PES
is reached (R < 3.5 Ǻ) most likely due to the larger magnitudes of the interaction energies in this
region but the error is below 0.01 cm-1 in every other region. The COD for the datasets is
~0.99999 which shows a good correlation between the actual and predicted values which, for a
PES, is excellent. Thus, Cjm coefficients evaluated up to jmax = 8 using the Lebedev-17 grid, then
expanded in R using 12th degree polynomials, provide an excellent reproduction of the H2O-H
PES between R = 2.5 and 9.0 Ǻ.
In the creation and subsequent reproduction of the H2O-H potential energy surface, we
were able to scan the entire surface to locate the global minimum energy orientation of the Hatom with respect to the H2O molecule. Due to the interactions of the H-atom with either the Hatoms or the lone pairs of the H2O molecule, the minimum energy position for the H atom is in
the plane of the H2O molecule, almost colinear with either of the O-H bonds, at an angle of
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Table 2.15 Statistical information and results of the interpolation using the different testing
datasets.

Dataset

Number
of Points

Minimum
(cm-1)

Maximum
(cm-1)

Average
(cm-1)

MAE
(cm-1)

RMSE
(cm-1)

COD

R = 3.00 Ǻ
Sphere

1000

-43.497

0.424

-22.763

0.018

0.023

0.9999957

R = 3.79 Ǻ
Sphere

3197

-46.732

-28.432

-31.914

0.004

0.005

0.9999985

R = 4.58 Ǻ
Sphere

1000

-16.795

-10.917

-12.501

0.007

0.009

0.9999696

Repulsive

40

-26.761

238.729

68.610

0.069

0.096

0.9999981

Attractive

460

-53.905

-0.169

-9.424

0.005

0.007

0.9999997
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122.25° with respect to the x-axis and at R = 3.41 Å. This location minimizes all total interactions
and results in a CBS binding energy of 61.297 cm-1.
As this PES will subsequently be used in dynamical calculations, an efficient
implementation of the PES is highly desired and so we examined a reduced form of the spherical
harmonic expansion based on symmetry. Examination of the expansion coefficients showed that
only (j, m) pairs of the same parity (even-even or odd-odd) result in coefficients of sufficient
size to be additive to the sum. This is due to the underlying C2v symmetry of the H2O molecule.
Thus, the eighty-one terms in Eq 2.23 for jmax = 8 can be reduced to forty-five terms which results
in an efficiency boost of ~1.8. In reproducing the entire H2O-H PES using this reduced form, the
accuracy remains essentially unchanged with differences in the MAE values appearing in the 9th
and 10th decimal places and so the speedup can be easily implemented to make dynamical
calculations far more efficient.

H2O-pH2 Surface
The surface used to examine the H2O-pH2 interaction is more complicated than the H2OH surface simply due to the need to express the H2 molecule as a spherically symmetric molecule.
The work done to construct the H-pH2 and pH2-pH2 curves is combined with the methodology
of the H2O-H surface to construct the H2O-pH2 surface. The H2 molecule is assumed to be
spherically averaged over seven different orientations which correspond to the fourteen points
on a Lebedev-5 grid. Work done by Zeng et al. constructed a similar PES for the H2O-pH2 van
der Waals dimer where the H2 molecule wasn’t spherically averaged but instead was treated as
an adiabatic-hindered-rotor.148 The points in space which determine the pH2 position are chosen
to lie at the same points as that of the H2O-H surface: a Lebedev-17 grid is used with 110 points
per radial sphere (34 symmetry unique points) and thirty-one radial distances are used which lie
between R = 2.5-9.0 Å. The same interpolation scheme is used as that of the H2O-H surface
whereby an expansion of spherical harmonics is used to approximate all points on a given sphere
of radius R and each expansion coefficient (see Eq. 2.23) is approximated using a polynomial
function (Eq. 2.28) to allow for an expansion to three dimensions. The MAE (Eq 2.25), RMSE
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(Eq 2.26), and COD (Eq 2.27) for some of the individual radial spheres are shown in Table 2.15,
below. The results indicate that the interpolation of each sphere is nearly perfect with MAE
values no greater than 0.05 cm-1 and COD values of 0.9999 in the regions of the PES of interest
(3.5-4.0 Å) for the current dynamical calculations. The minimum energy position of the pH2
molecule with respect to the rigid H2O was found to lie at 3.2059 Å in the plane of the H2O
molecule. This position forms an angle of 101.4° with respect to the x-axis and results in a CBS
interaction energy of 88.523 cm-1. This position is slightly different from the minimum energy
position of the H2O-H system and may arise from the larger size of the pH2 molecule compared
to the H-atom.

Vibrational Perturbations
As the infrared spectra that are recorded by Kufeld et al133 include both rotational and
vibrational excitations, the H2O-H and H2O-pH2 surfaces must account for the vibrational motion
of the H2O molecule within the pH2 matrix. To achieve this, four surfaces were constructed
which include different amounts of perturbations due to the vibrational modes of H2O. One
surface will assume the H2O molecule is in the ground state for each of the three vibrational
modes while the other three surfaces assume the H2O molecule is in the first excited state for
one of the normal modes. The three normal modes of the H2O molecule were found by
constructing a Hessian matrix that had been populated using an experimental potential energy
surface for water.149 This decision was made as all EST calculations were performed with the
H2O molecule in an experimentally defined geometry. Each normal mode of the H2O molecule
was stretched by factors of ±√5𝑞, ±√3𝑞, ±√1𝑞, and 0q where q is the dimensionless vibrational
normal mode coordinate. The 0q stretch corresponds to the static, experimental geometry for
water. For a given surface, the H2O molecule was stretched by the seven values of q and a
quadratic function (F(q)) was fit to the interaction energy at each of those points. From this
function, the effect of each stretch on the interaction can be included to the surface. Using braket notation, the effect of the ground state vibrational (Ψ0) motion is accounted for using Eq.
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Table 2.16 Mean absolute error (MAE), root mean squared
error (RMSE), and coefficient of determination (COD) for the
interpolation of the H2O-pH2 interaction as a function of
radial sphere.

R (Å)

MAE (cm-1)

RMSE (cm-1)

COD

2.5

0.05317

0.067539

0.999914

2.75

0.03326

0.04254

0.999885

3

0.016137

0.020537

0.999915

3.25

0.006548

0.009588

0.999953

3.5

0.003059

0.004161

0.999977

3.74

0.003011

0.003736

0.999949

3.79

0.003064

0.00377

0.999935

3.84

0.002915

0.003595

0.999924

4

0.002337

0.003012

0.999883

5

0.00044

0.000548

0.999928

6

0.000136

0.000173

0.999972

7

0.000169

0.000223

0.999099

8

0.00024

0.000298

0.983595

9

7.15E-05

0.000104

0.987888
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2.29 while the effect of the first excited state (Ψ1) is accounted for using Eq. 2.30. These integrals
correspond to the expectation value for the perturbation of the stretch of the water molecule.

⟨Ψ0 |𝐹(𝑞)|Ψ0 ⟩

(2.29)

⟨Ψ1 |𝐹(𝑞)|Ψ1 ⟩

(2.30)

To include these perturbed interaction energies and construct the four potential energy
surfaces, some amount of each normal mode must be included. For the PES which has each
normal mode in the ground vibrational state, the values calculated using Eq. 2.29 for each stretch
are added to the interaction energy at the static geometry. Likewise, for one of the other surfaces,
the values calculated using Eq. 2.30 for one stretch are added to the interaction energy at the
static geometry alongside the values calculated using Eq. 2.29 for the other two stretches. This
was then repeated for each of the respective stretches to construct four surfaces each for the H2OH and H2O-pH2 interactions. For the H2O-H surfaces, the EST calculations were performed at
the CCSD(T)/CBS/DK level theory, as discussed above. For the H2O-pH2 surfaces, however, a
composite scheme was utilized as the addition of the extra H-atom (and subsequent basis
functions) and an additional electron make the calculations more computationally intensive.
Likewise, the requirement of seven unique H2O-H2 orientations per point in space to approximate
the spherical nature of the pH2 molecule make these calculations more demanding. This
composite scheme combines the coupled cluster approach and second-order, Møller-Plesset
(MP2) perturbation theory.150 The static geometry was calculated at the CCSD(T)/CBS/DK level
of theory while the calculations which examined the vibrational perturbations were calculated at
the MP2/CBS/DK level of theory with corrections at the CCSD(T)/TZ/DK level of theory. The
eight surfaces generated were then tested using the Lebedev quadrature scheme to ensure that
interpolation could still be achieved and COD values greater than 0.999 were achieved at all
surfaces which indicates excellent reproduction.
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2.3.4 Dynamical Calculations
Program Scheme
In order to utilize the potential energy surfaces and curves discussed previously to
examine the rovibrational nature of a H2O in different pH2 HCP environments, dynamical
simulations must be performed. As this type of simulation has not been performed for this type
of environment, a program must be developed to perform said simulations. The schematic for
the developed program is outlined below in five steps.

1 – Initialize the HCP lattice
By initializing the HCP lattice, several aspects of the calculation are controlled such as
the lattice constant (3.79 Å for pH2), the size of the lattice (including either the first, second, or
third nearest shells of the HCP lattice around the H2O molecule), and the location of an H-atom
substitution or a vacancy.

2 – Precalculate the interaction energies given a specific HCP lattice and rotational quadrature
To examine the rotational dynamics of a H2O molecule in a simulated pH2 matrix, the
H2O molecule must rotate within the lattice. This is done numerically using Euler angles which
control the orientations of the H2O molecule in space. The three Euler angles (α, β, γ) define the
H2O molecule’s orientation within a space-fixed frame. Evaluation of the H2O rotational wave
functions and the H2O molecule’s interaction with the matrix are carried out via rotational
quadrature. This rotation is systematic throughout the course of a calculation (the Euler angles
for each quadrature node are kept constant for a specific calculation) and so all interaction
energies as a function of the Euler angles can be precomputed for computational efficiency. The
total number of interaction energies to be computed is a product of the Gaussian smearing for
the H-atoms and pH2 molecules, the number of sites in the lattice, and the number of points
utilized for the rotational quadrature. Thus, as the size of both the lattice and the rotational
quadrature are increased, so too does the computational complexity increase. These interaction
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energies are stored alongside the corresponding weights for the specific Euler angles to be used
later to populate the potential energy terms of the Hamiltonian matrix (see below). The
quadrature nodes and weights for the α and γ Euler angles are based on evenly spaced nodes
between [0, 2π). The quadrature nodes and weights for the β Euler angle are based on Legendre
polynomials and utilize a Gauss-Legendre Quadrature scheme of order N.

3 – Populate the potential energy terms of the Hamiltonian matrix
Each entry in the Hamiltonian matrix is a function of several different quadrature
schemes used to account for not only the rotational nature of the H2O molecule but also the
integration of the wave functions. When a rotation operator is applied to an asymmetric top
molecule such as water, the elements of the Hamiltonian matrix are known as Wigner D
functions.151,152 If the rotation of said asymmetric top molecule is specified using Euler angles
(as mentioned previously), the normalized Wigner D functions can be decomposed into three
components shown in Eq. 2.31, below, where J, K, and M are the rotational quantum numbers.
Here, J corresponds to the total angular momentum, K to the molecule-fixed component of J,
and M to the space-fixed component of J.

𝐽
𝐷𝑀𝐾
= √

2𝐽 + 1
⟨𝐽𝑀|𝑒 −𝑖𝛼𝑗̂𝑧 𝑒 −𝑖𝛽𝑗̂𝑦 𝑒 −𝑖𝛾𝑗̂𝑧 |𝐽𝐾⟩,
8𝜋 2
𝐽
(𝜃),
= 𝑒 −𝑖(𝑀𝛼+𝐾𝛾) 𝑑𝑀𝐾

(2.31)

𝐽
(𝜃) = ⟨𝐽𝑀|𝑒 −𝑖𝛽𝑗̂𝑦 |𝐽𝐾⟩.
𝑑𝑀𝐾

The third line of Eq. 2.30 represents the small-d portion of the Wigner D function and its explicit
form is given as
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𝑛𝑚𝑎𝑥
𝐽
(𝜃) =
𝑑𝑀𝐾

∑ (−1)𝑛 𝑊𝑛𝐽𝑀𝐾 (𝜃)

(2.32)

𝑛=𝑛𝑚𝑖𝑛

where nmin and nmax are given as zeros or positive integers according to Eq. 2.33 and 2.34

𝑛𝑚𝑖𝑛 = 𝑚𝑎𝑥(0, 𝐾 − 𝑀),

(2.33)

𝑛𝑚𝑎𝑥 = 𝑚𝑖𝑛(𝐽 − 𝑀, 𝐽 + 𝐾)

(2.34)

𝜃
𝜃
𝑊𝑛𝐽𝐾𝑀 = 𝑤𝑛𝐽𝑀𝐾 (cos )2𝐽+𝐾−𝑀−2𝑁 (−𝑠𝑖𝑛 )𝑀−𝐾+2𝑁 ,
2
2

(2.35)

and

𝑤𝑛𝐽𝑀𝐾 =

√(𝐽 + 𝑀)! (𝐽 − 𝑀)! (𝐽 + 𝐾)! (𝐽 − 𝐾)!
.
(𝐽 − 𝑀 − 𝑛)! (𝐽 + 𝐾 − 𝑛)! (𝑛 + 𝑀 − 𝐾)! 𝑛!

(2.36)

Given this formulation for the Wigner D functions, the construction of each entry in the
potential energy portion of the Hamiltonian matrix is straightforward. Utilizing bra-ket or Dirac
notation, a specific entry in the Hamiltonian matrix can be described as a summation over the
Euler angles and as a function of the rotational quantum numbers J, K, and M for the bra and J`,
K`, and M` for the ket. The form of each entry is given according to Eq. 2.37, below,
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𝑃𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙
𝐻𝐽𝑀𝐾,𝐽`𝑀`𝐾`
= ∑ ⟨Ψ𝐽𝑀𝐾 |𝐻𝑅 |Ψ𝐽`𝑀`𝐾` ⟩,

(2.37)

𝛼,𝛽,𝛾

where the rotational Hamiltonian (HR) is simply a product of the total interaction energy and the
weight for that given set of Euler angles and

𝐽
⟨Ψ𝐽𝑀𝐾 | = 𝐷𝑚𝑘
,

(2.38)

is given as the normalized Wigner D function (Eq. 2.31). This summation is then evaluated for
all entries in the Hamiltonian matrix to arrive at the now complete potential energy portion of
the Hamiltonian matrix.

4 – Populate the kinetic energy terms of the Hamiltonian matrix
The kinetic energy terms of the Hamiltonian matrix are easier to compute than those of
the potential energy terms and implicitly account for the vibrational stretches of water. Each term
is given according to either Eq. 2.39 or Eq. 2.40 if the K-terms of the entry are identical or differ
by ±2, respectively.

𝐾𝑖𝑛𝑒𝑡𝑖𝑐
𝐻𝐽𝑀𝐾,𝐽𝑀𝐾
=

1
(𝐵 + 𝐶)[𝐽(𝐽 + 1) − 𝐾 2 ] + 𝐴𝐾 2
2
𝐾𝑖𝑛𝑒𝑡𝑖𝑐
𝐻𝐽𝑀𝐾,𝐽𝑀(𝐾`=𝐾±2)
=

1
(𝐵 − 𝐶)√𝐽(𝐽 + 1) − 𝐾(𝐾 ± 1)√𝐽(𝐽 + 1) − (𝐾 ± 1)(𝐾 ± 2)
4
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(2.39)

(2.40)

Here, A, B, and C correspond to the rotational constants for a given vibrational state. As
mentioned previously, the H2O-H and H2O-pH2 potential energy surfaces were extended fourfold to implicitly account for the vibrational modes of the H2O molecule in different vibrational
states. A H2O molecule will have different rotational constants depending upon its vibrational
state . If the molecule is in the ground vibrational state for all three vibrational modes, then the
pure rotational constants may be used. If, however, the molecule is in a vibrationally excited
state, then the rotational constants must be recalculated for said state. The rotational constants
for a H2O molecule in the ground state and each of the first excited states for each vibrational
mode are shown in Table 2.17 alongside the vibrational constant (ω) for each vibrational
mode.153

5 – Analyze Eigenvectors and Eigenvalues
Once the potential and kinetic energy terms have been evaluated for a given Hamiltonian
matrix, the terms can be added together to yield a total matrix which can then be diagonalized
and analyzed. The values of interest are those of the lowest four energy states which correspond
to the rotational ground state and the first three rotational excited states for the H2O molecule in
a given environment and a given vibrational state.

Results and Discussion
Stark Effect
As a way to ensure that the implementation of the Wigner D functions was done correctly,
the effective rotational Hamiltonian (HR) in Eq. 2.37 can be modified to reproduce the Stark
Effect.154 This effect arises due to an applied electric field which breaks the degeneracy of certain
states. The Stark effect is observable as a shift in the energy levels which is either linearly
proportional or quadratically proportional to the magnitude of the applied electric field. Eq. 2.41
shows the explicit form of the new effective Hamiltonian where E is the applied electric field
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Table 2.17 Rotational constants and vibrational constants for a H2O molecule
in different vibrational states. All values given in cm-1.

State (v1, v2, v3)
(0, 0, 0)

(1, 0, 0)

(0, 1, 0)

(0, 0, 1)

A

27.857256

27.138860

31.084730

26.630360

B

14.514488

14.299100

14.674810

14.422540

C

9.279863

9.101500

9.136060

9.141830

ω

0.0000000

3657.053210

1594.746300

3755.928700
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and μ is the dipole moment of water (1.85 D). Fig. 2.18 shows how an applied electric field
perturbs the degeneracy of the first ten states of a rotating H2O molecule. The first excited state
of a rotating water molecule in the absence of an external field is three-fold degenerate. With an
applied electric field, the degeneracy of these states is broken and the energy gap begins to widen.
A similar effect is observed for the higher excited states. The behavior observed in Figure 2.18
is similar to that of work done by Andreev et al. which indicates to us that our mathematical
implementation is correct.155
𝐻𝑅 = 𝜇𝐸 sin(𝛽) cos (𝛾)

(2.41)

Effect of Rotational Quadrature
As with grids in density functional theory calculations, the choice in the number of points
examined for a rotating H2O molecule must be examined for quality and convergent behavior.
This will be referred to as the rotational quadrature of the system. This quadrature is based upon
Euler angles (as mentioned previously) which play a direct role in the calculation of the Wigner
D functions for a rotating asymmetric top. For large rotational quantum numbers (J), the
calculation of the rotational integrals requires the use of highly oscillatory functions to
approximate the Wigner D function to a high enough degree of accuracy. Thus, as the
Hamiltonian matrix is expanded with larger J-values, a larger rotational quadrature must be
utilized. This is akin to requiring more points on a curve in order to fit a higher order polynomial
to said curve.
We initially tested the rotational quadrature to ensure completeness could be achieved.
Here, completeness refers to the quadrature scheme resulting in a perfect reproduction of the
identity matrix given no external perturbation. We tested rotational quadrature values from one
to twenty-five for Jmax values up to eight. At a given J-value, the completeness of the quadrature
scheme was achieved using rotational quadrature values greater than or equal to 2J+1. For
example, with a J-value of one, the minimum rotational quadrature to be used should be three
and for a J-value of two, a rotational quadrature of five should be used, and so on. Thus, this
expression serves as the baseline minimum for all dynamics simulations.
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Figure 2.18 Energy level diagram for the first 10 states of a rotating H2O
molecule with a varying applied electric field. A rotational quadrature of 10
and J-value of 1 were utilized.
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Likewise, convergence must be checked with the applied, effective Hamiltonian. Here,
convergence was checked by examining the eigenvalues of the resulting Hamiltonian matrix to
ensure that their values do not change to a great degree after increasing the rotational quadrature.
This behavior must be examined for every J-value in order to establish a baseline minimum
rotational quadrature for a given Hamiltonian matrix in addition to the minimum previously
discussed. This convergent behavior is shown in Figure 2.19 where a single shell of the pH2 HCP
lattice was utilized and a J-value of 1 was chosen. It was found that for J-values up to J = 7, a
rotational quadrature of 15 leads to sufficient convergence regarding the lowest four energy
states. Thus, all subsequent calculations utilizing a single shell of the pH2 HCP lattice will be
based upon a minimum rotational quadrature value of 15.

Effect of the Expansion in Rotational States
Just as with the rotational quadrature, the size of the Hamiltonian matrix must be checked
for quality and convergence. This is best understood as an analogue to the size of the basis set
for standard ab initio calculations. As more one-electron basis functions are included in each
calculation such as a Hartree Fock calculation, the total electronic energy decreases in an
exponential fashion and given a large enough number of basis functions, the complete basis set
(CBS) limit can be approximated. A similar effect can be observed with regards to the rotational
Hamiltonian where increasing the maximum J-value is akin to increasing the size of the chosen
basis set. As more states are included in a calculation, a better approximation to the ground state
and the first three excited states can be made. Thus, a J-value of one represents a minimum basis
set and any J-value greater than one would lead to a better approximation to the lowest four
states. As the difference in energy between the ground state and the first three excited states are
of great interest, these values are shown in Tables 2.18, 2.19, and 2.20 for rotational quantum
numbers of fifteen, twenty, and twenty-five, respectively, as functions of J for a rotating H2O
molecule in a HCP lattice of pH2 molecules. Herein, these three energy gaps will collectively be
referred to as the transition energies of the rotating H2O molecule.
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Figure 2.19 The first three transition energies (E1, E2, E3) of a H2O molecule rotating in
a single-shell, HCP lattice of pH2 molecules as a function of the rotational quadrature. A
J-value of one is used.
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Table 2.18 Transition energies between the ground state and the first three excited states
(E1, E2, and E3) for J-values up to J = 7 using a single shell of pH2 HCP lattice sites. A
rotational quadrature of fifteen is used. Values shown in cm-1.

Jmax

E1

E2

E3

Average

1
2
3
4
5
6
7

23.825
23.825
23.819
23.833
23.828
23.894
23.878

23.787
23.787
23.776
23.789
23.686
23.814
23.763

23.771
23.771
23.752
23.766
23.643
23.771
23.688

23.794
23.794
23.782
23.796
23.719
23.826
23.776

Standard
Deviation
0.028
0.028
0.034
0.034
0.097
0.063
0.095

Table 2.19 Transition energies between the ground state and the first three excited states (E1,
E2, and E3) for J-values up to J = 8 using a single shell of pH2 HCP lattice sites. A rotational
quadrature of twenty is used. Values shown in cm-1.

Jmax

E1

E2

E3

Average

1
2
3
4
5
6
7
8

23.801
23.801
23.794
23.808
23.804
23.869
23.853
23.854

23.798
23.798
23.780
23.794
23.715
23.844
23.793
23.799

23.784
23.784
23.772
23.786
23.638
23.767
23.683
23.690

23.794
23.794
23.782
23.796
23.719
23.827
23.776
23.781
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Standard
Deviation
0.009
0.009
0.011
0.011
0.083
0.053
0.086
0.083

Table 2.20 Transition energies between the ground state and the first three excited states
(E1, E2, and E3) for J-values up to J = 8 using a single shell of pH2 HCP lattice sites. A
rotational quadrature of twenty-five is used. Values shown in cm-1.

Jmax

E1

E2

E3

Average

1
2
3
4
5
6
7
8

23.798
23.798
23.791
23.805
23.801
23.866
23.849
23.851

23.796
23.796
23.785
23.799
23.705
23.834
23.782
23.788

23.788
23.788
23.770
23.784
23.652
23.781
23.697
23.705

23.794
23.794
23.782
23.796
23.719
23.827
23.776
23.781
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Standard
Deviation
0.005
0.005
0.011
0.011
0.076
0.043
0.076
0.073

With a rotational quadrature of fifteen, J-values of one, two, three, and four appear to show good
agreement with regards to the degeneracy of the photon energies with standard deviations not
exceeding 0.034 cm-1. J-values between five and seven, however, show standard deviations up
to 0.097 cm-1 which indicates that convergence in the transition energies has not been achieved
and thus, higher rotational quadrature values are required for these J-values. When the rotational
quadrature is increased to twenty, J-values of one, two, three, and four show even lower standard
deviations among the transition energies while only a slight improvement is observed for higher
J-values. This behavior is again seen with a rotational quadrature of twenty-five. Thus, we
believe that convergence is achieved up to a J-value of four for a rotational quadrature of twentyfive with regards to the three-fold degeneracy of the transition energies. Higher J-values would
require even higher rotational quadrature values.

Effect of the Size of the Simulated HCP Lattice
As written, the dynamical simulations are able to algorithmically generate an HCP lattice
of arbitrary size, both in the choice of the lattice constant and number of sites. Thus, we can
examine the effect that including more sites in a calculation will have on the calculated transition
energies. We performed the same analysis as before with two shells of the pH 2 HCP lattice and
examined how the transition energies for a given rotational quadrature and J-value changed with
the inclusion of more pH2 sites. The second shell of pH2 sites reside between 3.79 Å and 7.58 Å
which are still near the non-spherically symmetric region of the potential energy surface. If
calculations are required to be performed with even more sites beyond the shell, then a spherical
potential may be used to approximate the effects of those sites. However, this was not necessary
based upon results utilizing a second shell of pH2 sites. Transition energies up to a J-value of
seven for a rotational quadrature value of fifteen are shown in Table 2.20 and up to a J-value of
eight for a rotational quadrature value of twenty in Table 2.21. These results show similar trends
as in the single-shell case (Tables 2.17-2.19) except the standard deviations are slightly larger in
most cases. Shown in Table 2.22 is the average transition energy for J-values up to eight for both
a single and double shell of the HCP lattice. Based upon the comparison detailed in Table 2.22,
the inclusion of the second shell of the pH2 HCP lattice does little to change the average transition
87

Table 2.21 Transition energies between the ground state and the first three excited states
(E1, E2, and E3) for J-values up to J = 7 using a double shell of pH2 HCP lattice sites. A
rotational quadrature of 15 is used. Values shown in cm-1.

Jmax

E1

E2

E3

Average

1
2
3
4
5
6
7

23.844
23.844
23.834
23.847
23.826
23.888
23.873

23.822
23.822
23.817
23.831
23.709
23.828
23.748

23.717
23.717
23.697
23.710
23.636
23.756
23.710

23.794
23.794
23.783
23.796
23.724
23.824
23.777

Standard
Deviation
0.068
0.068
0.074
0.074
0.096
0.066
0.086

Table 2.22 Transition energies between the ground state and the first three excited states
(E1, E2, and E3) for J-values up to J=8 using a double shell of pH2 HCP lattice sites. A
rotational quadrature of 20 is used. Values shown in cm-1.

Jmax

E1

E2

E3

Average

1
2
3
4
5
6
7
8

23.840
23.840
23.830
23.843
23.801
23.863
23.848
23.849

23.798
23.798
23.793
23.806
23.704
23.825
23.743
23.751

23.745
23.745
23.725
23.738
23.665
23.787
23.740
23.746

23.794
23.794
23.783
23.796
23.723
23.825
23.777
23.782
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Standard
Deviation
0.048
0.048
0.053
0.053
0.070
0.038
0.062
0.058

Table 2.23 Average Transition energies for rotational quadrature values of 15 and 20 for
both a double shell of the pH2 HCP lattice up a J-value of eight. Values shown in cm-1

Jmax
1
2
3
4
5
6
7
8

Rotational Quadrature - 15
Single Shell
Double Shell
23.794
23.794
23.794
23.794
23.782
23.783
23.796
23.796
23.719
23.724
23.826
23.824
23.776
23.777
-
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Rotational Quadrature - 20
Single Shell
Single Shell
23.794
23.794
23.794
23.794
23.782
23.783
23.796
23.796
23.719
23.723
23.827
23.825
23.776
23.777
23.781
23.782

energies for any given J-value up to eight and for either rotational quadrature values. In addition,
a second shell results in a larger standard deviation for the transition energies which does not
systematically decrease with an increase in the rotational quadrature value. Thus, a single shell
of the pH2 HCP lattice is sufficient to study the transition energies for a rotating H2O molecule
given a high enough rotational quadrature and J-value.

Effect of H-atom Substitutions and Vacancies
As hypothesized by Kufeld et al,133 the two satellite peaks observed around the
antisymmetric stretch of H2O in a pH2 lattice may arise from either a vacancy or a substitution
in the HCP lattice directly around the H2O molecule. Thus, an in-depth analysis of the effect of
a vacancy or an H-atom substitution on the transition energies of the rotating H2O molecule must
be performed. The HCP lattice around the H2O molecule is essentially spherically symmetric
and so a perturbation from either a vacancy or a substitution must be nearly the same regardless
of which of the twelve HCP sites around the H2O molecule is involved. This means that a
substitution or vacancy at any site in the first shell of the pH2 HCP lattice should result in
identical transition energies. In addition to checking for the convergence with regards to the Jvalue and minimum rotational quadrature as was done with the pristine HCP lattice, the
symmetry of the substitution sites must also be checked. To examine this, each of the twelve
sites in the first shell of the pH2 HCP lattice are replaced with either an H-atom substitution or a
vacancy and the first four energy levels are evaluated. The standard deviation in the ground state
energy level of the twelve sites is used as the metric of spherical symmetry and these values are
shown in Table 2.24 for rotational quadrature values of fifteen, twenty, and twenty-five for Jvalues up to eight for both H-atom substitutions and vacancies. Immediately apparent is the
larger standard deviation values for the vacancies as opposed to the H-atom substitutions which
may arise due to the larger perturbation that a vacancy provides. Very little change is observed
with regards to the size of the Hamiltonian matrix, however. As the J-value is increased from
one to eight, the standard deviation values for the H-atom substitutions roughly doubles for each
of the three rotational quadrature values. This value remains small however, below 0.03 cm-1.
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Table 2.24 Standard deviations of the ground state energies over the twelve sites of a single shell of a pH2 HCP lattice for both Hatom substitutions and vacancies for rotational quadrature values of 15, 20, and 25. Values shown in cm-1.

Jmax
1
2
3
4
5
6
7
8

Rotational Quadrature - 15
H-Atom
Vacancy
0.015
0.167
0.027
0.168
0.027
0.172
0.029
0.172
0.029
0.172
0.029
0.172
0.029
0.173
-

Rotational Quadrature - 20
H-Atom
Vacancy
0.014
0.164
0.025
0.164
0.025
0.168
0.028
0.169
0.028
0.168
0.028
0.169
0.028
0.169
0.028
0.169
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Rotational Quadrature - 25
H-Atom
Vacancy
0.013
0.105
0.026
0.165
0.026
0.165
0.028
0.169
0.028
0.170
0.028
0.169
0.028
0.170
0.028
0.170

Likewise for the vacancy sites except the standard deviation values are larger in magnitude but
still relatively small (~0.1 – 0.17 cm-1). Based upon the results shown in Table 2.23, very little
change is observed in the choice of substitution site and thus, the choice of rotational quadrature
and J-value may be made based upon the results gathered from the single-shell, pristine HCP
lattice.

Rovibrational Excitations
Based upon the results of the previous analysis, a J-value of four is used in conjunction
with a rotational quadrature of twenty-five as this combination led to convergence with regards to
the lowest four states of the unperturbed pH2 HCP lattice. In addition, this combination resulted in
low standard deviations the for the H-atom substitution and vacancy sites. The transition energies
for the perturbed systems will be averaged over the twelve substitution sites, however, to ensure
the spherical symmetry of the HCP lattice is properly accounted for.
In order to compare the unperturbed HCP lattice, the H-atom substituted lattice, and the
lattice with a vacancy site, multiple dynamical simulations were performed. First, each of the four
surfaces were examined with regards to the implicit vibrational modes of the H2O molecule. This
was done as the R(0) peak of the IR spectra of Kufeld et al.133 is composed of a vibrational and
rotational excitation. Thus, to accurately capture the underlying physics within our simulations,
we must examine the effect of the different (implicit) vibrational modes on the rotational states.
Next, we calculated the transition energies for the different lattice environments for each
vibrational state (shown in Table 2.25). The antisymmetric stretch of water is shown in the second
set of rows of Table 2.25 as vibrational state (0,0,1) and is the mode which corresponds to R(0)
from the spectra obtained by Kufeld. The transition energies for the HCP lattice geometry show
the expected degeneracy as the excitation should be anisotropic given the symmetry of the lattice.
The two defect geometries, however, do not show the same degeneracy which is expected given
the change in symmetry.
The E1, E2, and E3 peaks correspond to excitations from the 000 rotational state to the 100
state which should correspond exactly to the R(0) peak in the HCP lattice geometry with the
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Table 2.25 Photon energies between the ground state and the first three excited
states (E1, E2, and E3) for the ground vibrational state of H2O. Values shown in
cm-1.

State (v1, v2, v3)

Environment
H2O[pH2]11H
24.66
23.81
22.95

H2O[pH2]11
25.73
23.87
22.00

(0,0,0)

E3
E2
E1

H2O[pH2]12
23.81
23.80
23.78

(0,0,1)

E3
E2
E1

23.41
23.41
23.39

24.30
23.42
22.49

25.51
23.52
21.26

(1,0,0)

E3
E2
E1

23.82
23.81
23.80

24.67
23.83
22.99

25.55
23.86
22.20

(0,1,0)

E3
E2
E1

23.59
23.58
23.54

24.58
23.59
22.64

25.86
23.65
20.98
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addition of a vibrational excitation. The two satellite peaks observed by Kufeld et al. around the
R(0) peak should correspond to slightly perturbed 100 ← 000 excitations. For the asymmetric stretch
of water (0,0,1), the 100 peak is blue-shifted by 0.81 and 1.60 cm-1 for the H-atom substitution and
vacancy environments, respectively and red-shifted by 0.85 and 1.73 cm-1 for the same
environments. Based upon these shifts, we believe that the satellite peaks observed by Kufeld et
al. arise from vacancy sites directly around the H2O molecule and not H-atom substitutions for
two reasons: 1) the shift in the peaks is larger in magnitude for the vacancy environment and 2)
there is a greater asymmetry between the two shifts when compared to the H-atom substituted
peaks. The satellite peaks observed by Kufeld et al. are shifted by -1.21 and 2.03 cm-1 relative to
the R(0) peaks which more closely matches the behavior in the peaks from the vacancy geometry..
The presence of an H atom directly around a H2O molecule in the pH2 lattice may have some
contribution to the change in the IR spectra but only slightly. The calculated shift in the 100 peak
in the H atom substitution geometry is small and thus may only act to slightly broaden the R(0)
peak and not contribute to the two satellite. Likewise, the lifetime of an H atom found directly
around an H2O molecule in the pH2 lattice may be very short and thus may contribute very little
to the overall IR spectra. This short lifespan is an effect of the diffusion of the H-atom through
the pH2 lattice which is facilitated via a tunneling reaction (H + H2 → H2 + H).156–159 The H-atom
substitutions are less likely to occur around the H2O dopant molecule as the diffusion process is
affected by the energy of the initial and final states of a single diffusion step. If the initial and final
states differ in energy due to different environmental conditions, such as the presence of an H2O
molecule, the diffusion process is much less likely to occur.160 Thus, once an H2O molecule has
formed in the lattice, the chances of it being near an H-atom are quite low, further limiting the
effect that such an interaction would have on the antisymmetric stretch of H2O. In addition, due to
the stronger interaction between an H2O and pH2 molecule, it is more thermodynamically
favorable for an H2O molecule to be completely surrounded by pH2 molecules as opposed to
having a single H-atom substitution directly around the H2O molecule.
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2.3.5 Conclusions
Through an extensive development of potential energy surfaces and potential energy curves
as well as dynamical simulations, two satellite peaks observed in infrared spectra of a pH2, HCP
lattice doped with H2O molecules may be identified. Both the H-pH2 and pH2-pH2 interactions
were examined and it was found that the minimum energy distance between the monomers was at
3.4501 and 3.4858 Å, respectively with interaction energies equal to 16.02 and 22.26 cm-1. No
vibrationally bound state was identified for the H-pH2 van der Waals dimer as the interaction
energy was found to be too small. Thus, this dimer would not persist at any temperature.
Conversely, the pH2-pH2 van der Waals dimer was found to be bound by 2.55 cm-1. To account for
the large amplitude, zero-point vibrational motion of both the H-atom and the pH2 molecule in the
solid state, a Gaussian probability distribution was utilized in the construction of the potential
energy surfaces of the H2O-H and H2O-pH2 systems. The minimum energy geometry for these two
van der Waals dimers was found to lie in the plane of the H2O molecule at an angle of 122.25° and
101.4° with respect to the x-axis, respectively, at distances of 3.41 and 3.2059 Å with interaction
energies of 61.297 and 88.523 cm-1. In the development of both 3-dimensional surfaces, we
included perturbations to account for the vibrational modes of the H2O molecules. These surfaces
were then used for dynamical simulations to examine the rotational excitations of a H2O molecule
in different environments: an HCP lattice of twelve pH2 molecules, a perturbed HCP lattice of
eleven pH2 molecules and one H-atom, and a perturbed HCP lattice with only eleven pH2
molecules. These environments and the different vibrational states of H2O were then examined to
see how the 100 ← 000 rotational excitation peak of H2O changed as a function of environment. It
was found that an H-atom substation in the HCP lattice resulted in peak shifts that were too small
and too symmetric. Conversely, a vacancy site in the HCP lattice resulted in larger peak shifts that
were asymmetric in nature. The results of the latter environment correlate well with the spectrum
of Kufeld et al. who observed both a red- and blue-shifted peak around the antisymmetric stretch
of water that is quite large (1-2 cm-1) and asymmetric. Based upon our results, we believe that the
presence of a vacancy directly adjacent to the H2O molecule is responsible for the satellite peaks
observed by Kufeld et al.
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2.4 Conclusions
Here we have demonstrated that properly developed potential energy surfaces can be
reliable and useful for the prediction of spectroscopic properties of small molecules and molecular
systems. With regards to diatomic molecules, the 1-dimensional curve of the CF+ cation was
examined using very high levels of electronic structure theory which resulted in errors of 0.00014
Å for the equilibrium bond length and 0.2254 cm-1 for the vibrational constant. Using this curve,
we were able to generate line lists for many rotational, vibrational, and rovibrational excitations
for the 12C and 13C isotopes for both the singlet ground state and the first excited triplet state. The
mathematical formulations used for the generation of the line lists for CF+ is generalizable to other
diatomic molecules. Currently, this formulation is being used to examine if there is a correlation
between the T1 diagnostic values for diatomics which have been identified in the interstellar
medium (including CF+) and their respective spectroscopic constants at the CCSD(T)/CBS level
of theory and to make predictions for the spectroscopic constants of lanthanide diatomic
molecules. For larger more complex potential energy surfaces such as the H2O-H and H2O-pH2
van der Waals dimers, their use lies in simulations. Binding energies and minimum energy
geometries may be obtained for these systems but the numerical solution to the interaction as a
function of the position of the dimers has allowed us to perform dynamical simulations to better
understand the rotational excitations of a H2O molecule in an HCP lattice of pH2 molecules. The
threefold splitting of the first rotational excitation of a H2O molecule in an HCP lattice with a
single vacancy site was found to correlate well with experimental infrared spectra of a H2O-doped,
pH2 cryogenic matrix. As an extension of this work, similar potential energy surfaces may be
developed for NH3 to see if the satellite peaks for the NH3 doped crystal lattice are also a product
of a vacancy site around the dopant molecule.
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Chapter 3

The Computational Study of Lanthanides
from Diatomic Molecules to Larger,
Molecular Complexes
The following chapter examines how electronic structure theory calculations and machine learning
can be used to better understand the chemistry of the lanthanide series. A benchmarking study is
presented first where many combinations of basis set, density functional, and relativistic
approximation are used to determine the optimal method by which lanthanides can be studied using
computational methods. Following this is work in which electronic structure theory is used in
tandem with machine learning to predict the free binding energies of lanthanide-tris-β-diketone
complexes, which can lead to the development of machine learning models for the prediction of
energies of thousands of lanthanide complexes.

3.1 Introduction
The electronic structure of f-block elements is quite unique when compared to either dblock or heavy p-block elements. Because of this, many modern technologies such as catalytic
cracking161 and bioimaging162 have been developed and/or improved upon through the inclusion
of f-block elements. The lanthanides in particular show unique magnetic properties due to their
propensity towards high spin states163 across the series and while the actinides do not exactly share
this same behavior, they are also used extensively due to their unique nuclear structure.164 Just as
with d-block and certain p-block metals, f-block elements are also used as catalysts such as those
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found in hydrocarbon cracking,161 in the Baeyer-Villiger oxidation reaction,165 and other chemical
transformations.166–168 While lanthanides have not been studied to the same degree as the transition
metals, a better understanding of the unique electronic structure along the 4f series would
nevertheless allow for an improvement for certain properties and thus an improvement in some
modern technologies.
Any technological application requires very pure starting materials. For example, for
transition metals such a nickel, its separation and extraction is straightforward as nickel carbonyl
boils at a relatively low temperature (43 °C) and thus, it can be easily separated from other metal
carbonyls.169On the contrary, lanthanides are more difficult to be separated and purified due to the
very similar physicochemical properties of adjacent elements in the series. The current technique
that allows for the most efficient separation among the lanthanides involves a series of subsequent
liquid extraction steps.170 During these steps, an aqueous solution of different lanthanide cations
is mixed with an immiscible, organic-phase solution which often contains a chelating ligand. Once
mixed, the two phases temporarily allow for the chelating agent to interact with the lanthanide
cations which is often a thermodynamically favorable process. Afterwards, the two phases are
allowed to separate and because of the favorable chelating interaction, some of the lanthanide
cations will be found in the organic-phase solution. The chelating interaction is not identical across
the lanthanide series, however, and a distribution is formed whereby more of some lanthanides are
found in the organic phase than others. This process is then repeated numerous times to further
improve the purity of the lanthanide-based solutions.
Research on lanthanide separation is often focused on the refinement of the interaction with
the chelating agent. Different families of chelating agents have historically been examined for the
separation of lanthanide cations and includes organophosphorus acids such as bis(2ethylhexyl)phosphate (HDEHP), carboxylic acids such as different versatic acids, and amines such
as quaternary ammonium salts.171 Modern research focuses on different families of chelating
agents such as diglycolamides,172–180 phosphine oxides,181–188 and phenanthrolines189–194 which
have all been shown to effectively separate adjacent lanthanide cations both from experimental
and computational standpoints. Through a combination of experimental and computational
methods, a synergistic approach can be taken whereby many different ligand scaffolds are
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examined using computational methods. Computations can reveal ligands with enhanced
properties and desirable separation performance between different lanthanide cations, while
experimental work can either verify or disprove the theoretical findings. This hybrid approach
allows for the examination of many hundreds if not thousands of ligand scaffolds in a manner more
efficient than can be achieved purely through experiment. For the exploration of this multitude of
ligand scaffolds, an efficient and accurate computational protocol is required. Such a protocol is
examined in the following section.

3.2 Selecting Quantum-Chemical Methods for LanthanideContaining Molecules: A Balance between Accuracy and Efficiency
Disclosure
The following subsection contains an adapted reproduction of a published manuscript in Inorganic
Chemistry.195 Gavin McCarver performed all work in this manuscript under the guidance of Dr.
Konstantinos D. Vogiatzis and Dr. Robert J. Hinde.

3.2.1 Abstract
An analysis of how different density functionals, basis sets, and relativistic approximations
affect the computed properties of lanthanide-containing molecules allows one to determine which
method provides the highest accuracy. Historically, many different density functional methods
have been employed to perform calculations on lanthanide complexes and so herein is a detailed
analysis of how different methodological combinations change the computed properties of three
different families of lanthanide-containing molecules: lanthanide diatomic molecules (fluorides
and oxides) and their dissociation energies; larger, molecular complexes and their geometries; and
lanthanide bis(2-ethylhexyl)phosphate structures and their separation free energies among the
lanthanide series. The B3LYP/Sapporo/Douglas−Kroll−Hess (DKH) method was shown to most
accurately reproduce dissociation energies calculated at the CCSDT(Q) level of theory with a mean
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absolute deviation of 1.3 kcal/mol. For the calculations of larger, molecular complexes, the
TPSSh/Sapporo/DKH method led to the smallest deviation from experimentally refined crystal
structures. Finally, this same method led to calculated separation factors for lanthanide bis(2ethylhexyl)phosphate structures that matched very closely with experimental values.

3.2.2 Introduction
The separation of rare-earth ions in solution is an important process because of the
numerous technological, industrial, and medical uses that exist for lanthanide metals and
complexes. These uses include, but are not limited to, fracking catalysts, permanent magnets,
contrasting agents in magnetic resonance imaging, and renewable energy technology.171 Because
of their wide use, there is a large demand for high-purity lanthanide compounds; this demand
resulted in 210,000 tons of rare earths (lanthanides, yttrium, and scandium) being mined in 2019,
with most of the recent production coming from China.196 The size of this market and the criticality
of some of the lanthanides in modern technology demand eﬃcient separation techniques.
However, because lanthanide cations have similar physicochemical properties, their separation
becomes a very challenging task.197,198 Solvent extraction is the most common separation process
in which the slight diﬀerences in the properties along the lanthanide series are exploited to allow
preferential extraction of speciﬁc lanthanides from a mixture using organic-based ligand
extractants.174,199–204
Computational methods are often utilized for the design of new ligands for lanthanide
separation which provide synthetic chemists with targets that show promise at a theoretical level.
The study of such lanthanide-containing molecules is primarily performed using density functional
theory (DFT)205 because of its computational eﬃciency.42,206 Previous studies have demonstrated
the applicability of DFT to theoretical studies of lanthanide separation; numerous classes of ligand
extractants have been examined including diglycolamides,175,179,180 bis(phosphine) oxides,207
bis(lactam) phenanthrolines,208 and others.209 This area of research is often overshadowed by other
studies that focus on the separation of lanthanides from minor actinides; thus, the ﬁeld of
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lanthanide−lanthanide separation using computational methods is not as mature in its study as
lanthanide-actinide and actinide-actinide separation.
Previous benchmarking studies showed that for lanthanide diatomic molecules (oxides and
ﬂuorides), the choice of basis sets and methodologies that account for relativistic eﬀects aﬀected
the accuracy for each density functional studied.210,211 For hydrated lanthanide species, the TPSS
or B3LYP functionals provided higher accuracy when they were used in conjunction with the
Stuttgart basis set and eﬀective core potentials (ECPs).212 Another study examined how using
diﬀerent basis sets and density functionals aﬀects computed lanthanide extraction selectivities and
found that a combination of the B3LYP functional and a large-core ECP best matched
experimental results when it came to the selectivity and binding energies of four diﬀerent
ligands.213 These benchmarking studies generally indicated superior performance is achieved by
using either a meta-GGA (generalized gradient approximation) or a hybrid density functional, but
there are numerous studies that show no clear indication of which single method best represents
certain properties of speciﬁc lanthanide-containing molecules.214–217
Here, a comprehensive benchmarking study on lanthanide-containing molecules is
presented. A total of 198 combinations of density functionals, basis sets, and relativistic
approximations are examined across three diﬀerent molecular properties: the bond dissociation
energies of lanthanide diatomic molecules, geometric structures of larger lanthanide complexes,
and separation factors of the bis(2-ethylhexyl)phosphate (HDEHP) ligand as it relates to early,
middle, and late lanthanides (La, Gd, and Lu). The examination of dissociation energies of
diatomic molecules allows us to study a wide array of methods with small structures that are
computationally cheap. From those results, we can then further probe those methods that were
proven to reproduce dissociation energies accurately on structures that more closely resemble
molecules seen during the lanthanide separation process. Finally, once we identify the methods
that were proven to be accurate for the study of the larger, more chemically relevant structures,
these methods can then be applied to a system where separation factors can be calculated and
compared to experimental values. Thus, the hierarchy of these calculations leads us to better
understand which electronic structure methods best model lanthanide complexes. The last section
concludes our results.
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3.2.3 Computational Details
All calculations were performed using the ORCA software package (version 4.1).118 The
following basis sets were tested for the lanthanide atoms: SARC,218 SARC2,219 Sapporo-TZP,220
Ahlrichs (def2-TZVP),221 Stuttgart relativistic small core (RSC),222 ANO-RCC-VTZP,223 and ccpVDZ-DK3.206 The Ahlrichs and Stuttgart sets include their respective ECPs. Other such basis
sets and pseudopotentials have been developed for lanthanide atoms, such as those of Lu et al.,
that aim to explore more complex environments of lanthanide chemistry, but these were not
considered for this work.224 Relativistic eﬀects are very important for compounds containing
heavier elements such as lanthanides, and so any electronic structure calculation on complexes
containing such elements must account for these eﬀects. While both scalar relativistic eﬀects and
spin−orbit coupling are important for lanthanide compounds, only the former are considered for
this work because corrections from spin−orbit coupling were shown to be relatively small for the
systems studied in the ﬁrst portion of this work.225 Three common methodologies for introducing
scalar relativistic eﬀects were included: the Douglas−Kroll−Hess (DKH) scheme,52,53 the zerothorder regular approximation (ZORA),50,51,226 and ECPs.227 Both DKH and ZORA reduce the fourcomponent formalism for the expression of the relativistic Dirac Hamiltonian to the twocomponent form and, consequently, to the one-component, scalar relativistic variant. DKH
approximates the Dirac Hamiltonian by applying a series of unitary transformations, whereas
ZORA uses an expansion with respect to a perturbation parameter.228 For an in-depth analysis of
the diﬀerences between DKH and ZORA as they relate to f-block element diatomic molecules, we
refer the reader to Hong et al.229 The SARC and SARC2 basis sets were developed by considering
both the DKH and ZORA relativistic corrections, whereas the Sapporo set was developed only
with DKH. Therefore, the Sapporo basis set will only be combined with the DKH approximation
and not with ZORA. Basis sets that are not included in ORCA were obtained from the Basis Set
Exchange database.230 A wide range of density functionals were tested in this study: the local
density approximation (LDA) SVWN-5 functional,205,231,232 six GGA functionals (BP86,233,234
PW91,235 BLYP,233,236 PBE,237 OLYP,236,238 and OPBE237,239), two meta-GGA functionals
(TPSS235 and M06- L240), six hybrid functionals (B3LYP,231,236,241 O3LYP,239 PBE0,242 M06,243
M06-2X,243 and TPSSh244), two long-range hybrid functionals (ωB97-X245 and CAM-B3LYP246),
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and a double hybrid functional (B2PLYP247). Some of these basis sets (ANO-DK3 and cc-pVDZDK3) and density functionals (ωB97-X, CAM-B3LYP, and B2PLYP) are only considered for a
portion of the molecules studied in the ﬁrst section of this work. For all calculations, the high-spin
conﬁgurations of the lanthanide ions were assumed because those are the ground- state
conﬁgurations for the lanthanide(III) ions.206
For lanthanide oxide (LnO) and ﬂuoride (LnF) molecules, diﬀerent basis sets were used
for the oxygen and ﬂuorine atoms, depending on the basis set chosen for the lanthanide as not all
of the basis sets used for the lanthanide atoms were available for the lighter atoms. This also
allowed us to reproduce results from previous studies.215 SARC and SARC2 basis sets were used
for the lanthanides in combination with the def2-TZVP basis sets for oxygen and ﬂuorine, while
the Stuttgart lanthanide basis sets were paired with the aug-cc-pVDZ basis set for the oxygen and
ﬂuorine atoms (see the upper part of Table 3.1). When the def2-TZVP and Sapporo sets were used
for the lanthanides, then the same basis sets were used for the oxygen and ﬂuorine atoms as well.
The resolution-of-identity (RI)248 approximation, as implemented in ORCA, was used for all
calculations with the corresponding auxiliary basis sets.249 Dissociation energies (De) were
calculated by determining the diﬀerence in the electronic energy between the diatomic at its
optimized geometry and the energy of the two inﬁnitely separated substituent, neutral atoms. The
ground-state electronic conﬁgurations of the lanthanide ions were taken from Peterson et al.206
(assuming the Ln+ charge state for the ﬂuorides and Ln2+ for the oxides). In addition, frequency
calculations were performed on optimized geometries to acquire harmonic zero-point vibrational
energies (ZPVEs) so that experimental dissociation energies (D0) could be converted to values
directly comparable to the theoretical values. For all diatomics, the ZPVEs were about 1 kcal/mol.
Two diﬀerent triple-ζ quality basis sets were used for the lanthanide atoms in the larger
molecular complexes considered in this study. A triple-ζ basis set was used for all atoms in the
ﬁrst coordination sphere of the lanthanide and a double-ζ basis set for all other atoms (lower part
of Table 3.1). The RI approximation was again used for these calculations. Geometry
optimizations were performed for all structures, and frequency calculations ensured that a
minimum in the potential energy surface was found.
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Table 3.1: Basis sets used for all calculations performed for the LnO and LnF diatomic species
(upper part) and lanthanide molecular complexes (lower part). Included in parentheses in the upper
part are the contraction schemes for the lanthanide basis sets.
Diatomic Molecules
Lanthanide

Contraction Scheme

Oxygen, Fluorine

SARC/SARC2

18s12p9d3f/18s12p9d4f

def2-TZVP

Sapporo-TZP

11s9p7d5f3g1h

Sapporo-TZP

def2-TZVP

6s4p3d1f

def2-TZVP

Stuttgart (RSC)

10s8p5d4f3g

aug-cc-pVDZ

ANO-DK3

6s4p2d1f

ANO-DK3

cc-pVDZ-DK3

8s7p5d3f1g

cc-pVDZ-DK

Lanthanide Complexes
Lanthanide

1st coordination sphere

All other atoms

SARC/SARC2

def2-TZVP

def2-SV(P)

Sapporo-TZP

Sapporo-TZP

Sapporo-DZP
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3.2.4 Results and Discussion
Diatomic Molecules
Because of the large number of methods considered in this study, diatomic molecules were
employed for a prescreening of diﬀerent levels of theory. The test set includes certain lanthanide
diatomic molecules (oxides and ﬂuorides) with experimentally measured dissociation
energies.210,211,250,251 The dissociation energies for each of the 25 diatomics (with ZPVE
corrections) for each method are reported in the Appendix 3. To gauge the performance of the
methods under consideration, the mean deviation and mean absolute deviation (MAD) are
discussed. These two values are deﬁned as the average of the signed diﬀerences and average of the
absolute diﬀerences from the reference values, respectively.
We have considered two diﬀerent sets of dissociation energies (D0) as reference values.
The ﬁrst set of reference values consists of a combination of experimentally reﬁned data together
with estimated values for speciﬁc diatomic molecules.210,211 Compared with these reference values,
the most accurate method (TPSSh/SARC2-QZV/ZORA) had a MAD of 8.76 kcal/mol, while the
majority of the methods considered had MAD values between 10.0 and 20.0 kcal/mol. MAD
values of this magnitude are uncommon for DFT calculations. The second set of reference values
was obtained from the work of Solomonik and Smirnov.225 In that article, the authors reported
highly accurate dissociation energies (De) computed with the coupled-cluster single, double, and
triple excitations with a perturbative quadruples [CCSDT(Q)] method at the complete basis set
limit for 17 lanthanide-containing diatomic molecules. A comparison between the experimentally
estimated values, the CCSDT(Q) values, and our DFT results for the seven molecules that were
included in each of these three independent studies (LaF, LaO, EuF, EuO, YbF, LuF, and LuO)
and for three of these cases (LaO, EuO, and EuF), the diﬀerence between the two sets of reference
data was less than 2 kcal/ mol. That was not the case for the remaining four diatomic molecules
(LaF, YbF, LuO, and LuF), where deviations between the two sets of reference data were
exceeding 15 kcal/mol. For example, for lutetium ﬂuoride (LuF), the “estimated experimental”
dissociation energy is 135 ± 10 kcal/mol, while the CCSDT(Q) energy is 170.7 kcal/mol. DFT
results for the LuF molecule are in very good agreement with the highly accurate CCSDT(Q)
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results, with dissociation energies (D0) varying between 165 and 175 kcal/mol, depending upon
the choice of the combination of functional/basis set/relativistic approximations. Because of this
agreement and because the large MAD errors between the DFT and “estimated experimental”
dissociation energies due to the inconsistent reference data, we concluded that the CCSDT(Q)
results are more trustworthy. For that reason, we compare in the next paragraph De values between
DFT and CCSDT(Q).
The MAD values from the 198 combinations of functional/basis set/relativistic correction
considered in this study are shown in Figure 3.1. The most accurate methods (i.e., with the lowest
MAD values) are shown as dark blue in the heat map. It becomes evident that the SVWN-5 (LDA)
density functional is outperformed by all other functionals, as was expected. All MAD values
obtained with the def2-TZVP/ECP combination were larger than 7.0 kcal/mol. Similarly, some
functionals consistently exhibit large deviations from the reference values, independent of the basis
set/relativistic correction combination. For example, PW91, M06, M06-2X, and ωB97-X showed
deviations that exceeded 8 kcal/mol. The two most accurate combinations have a MAD value of
less than 2 kcal/mol. Those are B3LYP/Sapporo/DKH (1.3 kcal/mol) and PBE0/SARC2/DKH (1.8
kcal/mol). A second group of functionals that showed reasonable agreement with the CCSDT(Q)
dissociation energies (MAD values below 3 kcal/mol) are CAM-B3LYP/SARC2-QZV/DKH (2.1
kcal/mol), PBE0/Sapporo-TZP/DKH (2.2 kcal/mol), PBE0/SARC2-QZV/ ZORA (2.3 kcal/mol),
B3LYP/SARC2-QZV/DKH (2.5 kcal/mol), PBE0/SARC-TZVP/ZORA (2.7 kcal/mol), and
CAM-B3LYP/ANO-RCC-VTZP/DKH (2.8 kcal/mol).
A more careful examination of the results presented in Figure 3.1 allows us to draw some
general conclusions about the performance of the methods under consideration. First and foremost,
the poor performance of the def2-TZVP/ECP basis set may indicate the need for the explicit
inclusion of core electrons in calculations involving lanthanide species. For GGA functionals,
ZORA provided higher accuracy than DKH, while for hybrid functionals, DKH and ZORA
showed similar accuracies. However, more testing should be performed to better understand the
diﬀerences between these methods, especially when they are applied on molecular lanthanide
complexes. To further understand the eﬀect that diﬀerent density functionals, basis sets, and
relativistic approximations have on lanthanide complexes, the top performing methodologies were
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Figure 3.1 Heatmap showing the MAD from computationally calculated dissociation energies
(De) for seven lanthanide diatomics.
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tested on larger lanthanide-containing complexes. The Sapporo-TZP/DKH methodology showed
high accuracy when combined with hybrid density functionals and so the three most accurate
methods in this group will be applied to larger molecular complexes: B3LYP/Sapporo-TZP/DKH,
PBE0/Sapporo-TZP/DKH, and TPSSh/Sapporo-TZP/DKH. In addition, the SARC-TZVP/ZORA
methodology showed the highest accuracy when combined with GGA density functionals and so
three of those methods will likewise be included for the next step of this study: BLYP/SARCTZVP/ZORA, OLYP/SARC-TZVP/ZORA, and BP86/SARC-TZVP/ZORA

Lanthanide-Containing Molecular Complexes
The most accurate methods from the previous study of the dissociation energies of
lanthanide diatomic molecules have been tested on larger molecular complexes to gain a better
understanding of how they perform on geometry optimizations of polynuclear, lanthanidecontaining molecules. To do this, we have tested three GGA functionals (BLYP, OLYP, and BP86)
with the SARC-TZVP basis set and ZORA and three hybrid functionals (TPSSh, PBE0, and
B3LYP) with the Sapporo-TZP basis sets and DKH. The SARC2-QZV basis sets were not
considered because they were shown to lead to only a marginal increase in accuracy in general
compared to the SARC basis sets. In addition, SARC2 are of quadruple-ζ quality, which will make
them cost-prohibitive for large-scale computations of polynuclear complexes.
All computations were performed on molecular complexes, which include 18
experimentally reﬁned crystal structures. These structures were chosen for three reasons: they
include a majority of the naturally occurring lanthanides (9 of the possible 14), they encompass
three different families of structures, whereby one family consists of many crystal structures that
share a similar ligand environment but contain diﬀerent lanthanides, and they resemble complexes
that could be important in ligand-based lanthanide separation processes. These three families
include

(1,2-dimethoxyex-thane-O,O′)-tris(1,1,1,5,5,5-hexaﬂuoroacetylacetonato-O,O′)-

lanthanide,252

triaquatris(2-hydroxybenzoato)lanthanide

trihydrate,253

and

pyridylmethylene)ethane-1,2-diamine)tris(nitrato-O,O′)lanthanide,254 (Figure 3.2).
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(N,N′-bis(2-

A

B

C

Figure 3.2 The three different families of Ln complexes considered at the second part of the
benchmark study (a) (N,N’-bis(2-pyridylmethylene)ethane-1,2-diamine)-tris(nitrato-O,O’)-Ln
monohydrate, (b) (1,2-Dimethoxyexthane-O,O’)-tris(1,1,1,5,5,5-hexafluoroacetylacetonatoO,O’)-Ln, and (c) triaqua-tris(2-hydroxybenzoato)-Ln trihydrate. H, C, N, O, and F atoms are
shown in white, black, blue, red, and green respectively. The light blue, yellow, and teal atoms
in the center of the complexes correspond to the lanthanide atoms.
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To test the performance of the chosen methods, geometry optimizations of each complex
were performed, and each method’s accuracy was assessed based on the MAD values of the bond
lengths of the ﬁrst coordination sphere from the experimentally reﬁned structures (Figure 3.3). The
TPSSh/ Sapporo-TZP/DKH method shows a MAD value of 0.069 Å, with the second most
accurate method (PBE0/Sapporo-TZP/ DKH) showing an error 15% higher (0.079 Å). From the
GGA functionals, the BP86/SARC-TZVP/ZORA level of theory provided similar accuracy (0.085
Å), while OLYP/SARC-TZVP/ZORA and BLYP/SARC-TZVP/ZORA had MAD values of 0.181
and 0.106 Å, respectively. Finally, B3LYP/Sapporo-TZP/DKH had the largest deviations among
the methods tested in this study that utilized a hybrid functional (0.162 Å). In order to test these
methods and their applicability to lanthanide separation, the most accurate method overall
(TPSSh/Sapporo-TZP/DKH) and the most accurate GGA-based method (BP86/SARCTZVP/ZORA) will be applied to the ﬁnal part of this study.

Determination of Lanthanide Selectivity using HDEHP
To further validate the conclusions that have been reached in this study, a ﬁnal set of
calculations were performed using the TPSSh/Sapporo-TZP/DKH method. In addition, the most
accurate method that utilized a GGA functional (BP86/SARC-TZVP/ZORA) was also tested to
evaluate the performance of a computationally efficient density functional. These calculations
involved determination of the separation energies between lanthanide pairs using a ligand that is
often employed in solvent-based cation separation: bis(2-ethylhexyl)phosphate, also known as
HDEHP (Figure 3.4).171
These speciﬁc calculations were chosen with the premise of furthering the ﬁeld of ligand
design with respect to solvent- based lanthanide extraction and separation. The HDEHP ligand
was ﬁrst suggested for use in lanthanide separation in 1957; since then, an abundance of
experimental data have been made available showing that it is able to quite adept at separating
most pairs of lanthanides in the series.171 This experimental data can be used to gauge the
performance of the two methods as they are used to mimic ligand exchange during the solventextraction process. For that purpose, calculations involving lanthanum, gadolinium, and lutetium
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Figure 3.3 MAD of computed Ln-X bond lengths compared to experimentally refined crystal
structures of the six methods examined.
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Figure 3.4 HDEHP ligand binding to a lanthanide atom.
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were performed to evaluate the theoretical methods’ performance on light, middle, and heavy
lanthanides, respectively. The Ln(HDEHP)3 complex is expected to be found in the nonpolar
solvent following extraction, but such a complex is too large to be examined with the
TPSSh/Sapporo/DKH method. Thus, the calculations involved two diﬀerent ligand environments,
Ln(NO3)3(H2O)3 and Ln(NO3)2(H2O)3(HDEHP), as a ﬁrst-step approximation to the Ln(HDEHP)3
complexes. Reaction free energies ΔGeq(Ln1,Ln2) between two lanthanides Ln1 and Ln2 were
computed by the addition of the corresponding thermal corrections and harmonic zero-point
energies. These values were then used to determine the energy diﬀerence between the left- and
right-handed side of Eq. 3.1.

Ln1(NO3)3(H2O)3 + Ln2(NO3)2(H2O)3(HDEHP) ⇋ Ln1(NO3)2(H2O)3(HDEHP) + Ln2(NO3)3(H2O)3

(3.1)

A positive ΔGeq(Ln1,Ln2) value indicates that the reaction equilibrium will favor the
reactants (left-hand side of Eq. 3.1), and Ln2 will be in the organic phase, coordinated to HDEHP.
Because the separation of lanthanide ions in solution is often performed experimentally in nitric
acid, we have chosen nitrates to ﬁll the ﬁrst coordination sphere of the lanthanides. Recent work
has showcased the importance of accurately modeling lanthanide (and actinide) systems with
bound nitrates.255,256 Thus, the ligand extractant is competing with the nitrate ions, which often
results in nitrates being bound to the ﬁnal lanthanide−ligand complex. The computed reaction free
energy diﬀerences ΔGeq(Ln1,Ln2) for La/Gd, Gd/Lu, and La/Lu are 2.14, 1.63, and 3.77 kcal/mol,
respectively, for the TPSSh/Sapporo-TZP/DKH method and 1.60, 6.11, and 7.71 kcal/mol,
respectively, for the BP86/ SARC-TZVP/ZORA method. Both methods agree that (1) for every
pair, the heavier lanthanide (Ln2) will remain in the organic phase because all computed
ΔGeq(Ln1,Ln2) have positive values and (2) the separation between lanthanum and gadolinium is
easier than that between gadolinium and lutetium, in agreement with the experimental ﬁndings.171
In order to compare the calculated ΔGeq (Ln1, Ln2) with the experimental data, we have
computed separation factors SFLn1/Ln2 between a lanthanide pair Ln1/Ln2 by using the following
expression:257
113

ΔGeq(Ln1,Ln2) = -RT ln(SFLn1/Ln2)

(3.2)

From the computed free energies obtained at the TPSSh/ Sapporo-TZP/DKH level, the computed
separation factors for the La/Gd, Gd/Lu, and La/Lu pairs are 36.75, 15.67, and 575.74,
respectively. These values are in very good agreement with the experimental values of 44.6, 9.55,
and 425, respectively.171 Note that the positive and negative values for ΔGeq (forward or reverse
reaction for Eq. 3.2) both lead to the same separation factors. Thus, we have taken the inverse of
the explicitly calculated separation factors to better match the experimental values. For the
BP86/SARC-TZVP/ZORA method, however, the separation factors do not follow the
experimental trends, nor do they have the proper magnitude (the Gd/Lu and La/Lu separation
factors are larger than 30000). As a possible correction to this discrepancy, implicit solvation was
examined using the conductor-like polarizable continuum model (CPCM) available in ORCA with
water as the solvent.258 The calculated separation factors follow the same order for La/Gd, Gd/Lu,
and La/Lu pairs, in agreement to the experimental trends. When the solvent was changed to hexane,
however, opposing trends were observed, whereby the separation factor for La/Gd was smaller
than that for Gd/Lu. This discontinuity between the diﬀerent solvents may be explained by
understanding which ligands would be bound to the lanthanide ion in the respective solutions. In
aqueous solution, the diﬀerent lanthanide ions would be bound by nitrate ions and water molecules,
whereas organic solutions would lead to the formation of Ln(HDEHP)3 complexes. Because the
Ln-(NO3)2(H2O)3(HDEHP) complexes are between what is expected in either solvent, the
inclusion of solvent eﬀects may lead to erroneous results. In order to best approximate the
experimental conditions, one would need to perform calculations with the Ln(HDEHP)3
complexes, which, while feasible, are computationally demanding for the TPSSh/SapporoTZP/DKH method. While these computed free energy diﬀerences may seem small and within the
error of the DFT method, calculation of the separation factors utilizes very small physicochemical
diﬀerences among the series, which results in small diﬀerences in the energetics of the system
when examined computationally, in agreement with previous theoretical studies.208,213,259
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3.2.5 Conclusions
In this section, we have examined the accuracy of several commonly used density
functionals for computations on lanthanide diatomic molecules and complexes. Our work is
organized in three stages. In the ﬁrst stage, a total of 198 combinations of diﬀerent functionals,
basis sets, and relativistic approximations were tested on the accuracy on the dissociation energies
of lanthanide diatomic molecules (oxides and ﬂuorides). It was found that the B3LYP density
functional along with the Sapporo basis set and DKH relativistic approximation showed the lowest
MAD value (1.3 kcal/mol) from highly accurate CCSDT(Q) dissociation energies. Other notably
accurate

methods

include

PBE0/SARC2-QZV/DKH,

PBE0/Sapporo-TZP/DKH,

and

PBE0/SARC2-QZV/ZORA. In the second stage, a subgroup of the initial 198 methods was further
tested on lanthanide-containing molecular complexes. The TPSSh density functional in
conjunction with the Sapporo-TZP basis set and DKH method exhibited the smallest deviation in
the Ln−X bond lengths of the first coordination sphere of 18 diﬀerent crystal structures with a
MAD value of 0.069 Å. To further validate this result, in the last stage of this study, the
TPSSH/Sapporo-TZP/DKH method was applied to the study of lanthanide separation via solvent
extraction using the HDEHP ligand. The computed separation factors agreed with known
experimental results, showing a larger separation energy diﬀerence for the La/Gd pair than for the
Gd/Lu pair. The excellent performance of the TPSSh/Sapporo-TZP/DKH method may be
explained by examining individually the density functional, basis set, and relativistic method. The
TPSSh density functional was developed as a nonempirical method and thus has no bias toward or
against any speciﬁc group of molecules, which leads to a good performance in many diﬀerent areas
of transition-metal and lanthanide chemistry.260–262 With regards to the Sapporo basis set, its
excellent performance stems from the extra polarization functions (3g1h) and from the additional
ﬁve f functions which makes it larger than a standard triple-ζ basis set. Further testing is needed to
identify the contribution of each function type to their performance. With regard to the DKH
relativistic method, there are inherent diﬀerences in how it and ZORA approximate the Dirac
equation, but work done by Hong et al.229 has shown that these two methods lead to very similar
molecular properties for lanthanide and actinide diatomic molecules such as those studied in the
ﬁrst section of this work. Thus, one would expect similar results when using either relativistic
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approximation, but only the DKH method is studied here because the Sapporo basis set was only
constructed with DKH and not ZORA. These results indicate that a larger basis set, speciﬁcally
one with high angular momentum basis functions, paired with a nonempirical hybrid density
functional provides a high-quality computational model for the electronic structure and geometries
of lanthanide molecules and can be used for the computation of separation factors and other
properties. In addition, the BP86/SARC-TZVP/ZORA method may be used as a ﬁrst step for the
optimization of such lanthanide-containing molecules because it was shown to be nearly as
accurate as the TPSSh/Sapporo-TZP/DKH method during the second stage of this work but at a
much lower computational cost. The examination of alternative organic ligands for lanthanide
separations is an ongoing topic of research in our group, where we use DFT data in combination
with machine learning for screening large molecular databases. The current study is used to
identify accurate and computationally eﬃcient levels of theory for the generation of reliable
computational data.

3.3 Ligand Engineering for Lanthanide Capture using Machine
Learning: Ln-Tris-β-diketone Complexes (Ln = La, Lu) as a Test
Case

3.3.1 Abstract
Electronic structure theory when combined with machine learning may offer an alternative
procedure on the fast and reliable examination of the properties of a large number of molecules
and materials. The free binding energies of lanthanide-tris-β-diketone (Lnβ3) complexes are such
properties which can be used to identify ligands (β-diketones) which show high separability
between La and Lu. The computation of these values may expedite the process by examining many
ligands in a shorter timeframe than may be achieved synthetically. A wide examination of different
machine learning protocols was performed, and models which may be used for predicting free
binding energies of Lnβ3 complexes were identified.
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3.3.2 Introduction
The increasing demand for green energy technologies and other modern electronics places
an increased demand for rare earth elements such as the lanthanides.196,197 These elements are
usually found in low concentrations in ore deposits and because of this, an efficient separation
technique is required.171,198 Solvent extraction via a chelating ligand is the standard method to
separate lanthanide elements in large quantities but this process is made more difficult due to the
similar physicochemical properties of adjacent lanthanides. The similarities in the electronic
structure along the series results from the nature of the 4f orbitals which are deeply buried by the
fully filled 5s and 5p orbitals. The consequence of this is that lanthanide complexes favor
molecular geometries based on steric effects and not on electronic effects as is observed in many
transition metal complexes. Therefore, these small, physicochemical changes across the
lanthanides series complicate their separation using chelating agents.263 The small difference in
the ligation energy between different lanthanides must be compounded through the use of multiple
separation steps.171
Current research has focused on several different families of chelating agents such as
diglycolamides,172–180 phosphine oxides,181–188 and phenanthrolines189–194 which have all been
shown to effectively separate lanthanide cations both from experimental and theoretical
standpoints. The multidentiticity of these ligands allows for favorable interactions with the large,
lanthanide cations found in solution and by modifying the scaffold around the chelation sites, more
favorable interactions may be achieved. One excellent example of this is the work of Hasegawa et
al. who utilized a synergistic extraction using modified β-diketone and phenanthroline
carboxamide ligands.190 Their approach resulted in high selectivity for samarium over neodymium
and europium.
For the design of new ligands and the improvement of the efficiency of specific separation
steps, a vast number of ligand scaffolds that may be considered, synthesized, tested, and verified
leads to a very large chemical space.264,265 Computational methods allow for the examination of
many of these ligand scaffolds prior to the need for synthesis184 This in turn allows for the
elucidation of the underlying physical properties that may lead to a better understanding of what
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affects the separation process. It is often useful to identify patterns within the dataset of ligand
scaffolds which may lead to the quantification of structure-function relations. This would allow
for a sense of interpretability and thus use a more chemical mindset in designing new ligands.
Machine learning (ML) is one such way to identify said patterns in large datasets such as those
which would be used for lanthanide separation studies; this is commonly referred to as highthroughput screening. The high throughput screening of different ligand scaffolds has been
examined previously in a few cases with respect to the separation of lanthanide cations. The work
of Solov’ev et al. was the first of its kind which explicitly combined elements of electronic
structure theory and ML for the prediction of something akin to the separation of lanthanide
cations.266 Their work focused on the prediction of HOMO and LUMO energies of different Ndonor heterocycles using PM7 and density functional theory (DFT) calculations. A dataset of 388
ligands was constructed and cross-validated to then make predictions on external datasets which
consisted of forty-five similar ligands and 1,546 vastly different ligands. The ML models were
able to reproduce the HOMO and LUMO energies of the training data set to within 0.01 eV and
within 0.26 eV for the two testing data sets. More recent work by Chaube et al. applied ML for the
prediction of lanthanide-ligand binding energies from a large, experimental dataset.267 Many
different ML algorithms were utilized and following cross-validation, the authors were able to
make predictions on 71 million lanthanide containing molecules.
This work aims to be the first of its kind wherein electronic structure theory (EST) and ML
are used together to better understand the structure-function relationships inherent in ligandlanthanide systems. Such a high-throughput approach would allow for DFT level results at a
reduced computational cost. A Recent review has shown the efficacy of such an approach for
numerous applications such as learning force fields, retrosynthetic technologies, catalysis, and
drug design.268 In addition, recent work in our own group has shown how ML can be used for the
acceleration of EST methods such as coupled cluster269 or for the prediction of CO2 binding on
small organic molecules.270 As such, we have chosen β-diketone ligands as the ligand scaffold for
lanthanide separation due to previous experimental work using them190,271,272 and because of their
simple structure which allows for easy functionalization (see Figure 3.5). This work serves as an
initial study to better understand how different machine learning architectures can be used for the
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Figure 3.5 Chemical structure of a prefunctionalized, β-diketonate ligand.
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prediction of properties for lanthanide-ligand complexes. The section is outlined in the following
manner: we first begin with a description of the generation of our β-diketone ligand database
followed by the computational protocol we used to calculate the binding free energies of the
lanthanide-tris-β-diketone systems. Next, we describe the protocol we followed with regards to the
ML application. Our results are then discussed in three sections: initial cross-validation of many
thousands of ML models, active learning using three models which showed promise, and then a
discussion regarding the predictions made using this model.

3.3.3 Computational Details
Database Generation
The molSimplify program273 was utilized for the generation of the molecular structure
database. We began first by designing a β-diketonate anionic ligand (Figure 3.5) in which the
acidic hydrogen of a 1,3-diketone (herein referred to as a β-diketone or simply as β) has been
removed. This ligand serves as a chemical base where functionalizations may be performed on any
hydrogen. Using the molSimplify program, we functionalized the β ligands at different positions
using different functional groups. Our database consisted of 1,224 unique β ligands where we have
performed single- and double-functionalizations using twenty-four functional groups (see Table
3.2). The single functionalizations were performed at two sites of the β ligands: either on the
methyl group which is attached at the 1-position (R1 in Figure 3.5) or the 2-position (where the
acidic hydrogen has already been removed, R2). This resulted in forty-eight β ligands being
generated. The double functionalizations were performed at three combinations of sites: two
functionalizations on the R1 site of the β ligand which generated 300 structures due to symmetry,
a functionalization at R1 and R3 (300 generated structures), and a functionalization at R1 and R2
which generated 576 structures. The database consists of a wide array of β ligands with varying
degrees of steric and electronic characteristics which affect the binding free energies for the Lnβ3
complexes. The molSimplify program was used to modify both the β ligands themselves and the
Lnβ3 complexes. The generated structures were initially optimized using empirical forcefields and
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Table 3.2 List of functional groups used for
the generation
of the
β-diketonate
database.
Halide

Alkane

Amine

Alkoxy

-F
-Cl
-Br
-CH3
-CH2CH3
-CH2CH2CH3
-CH2CH2CH2CH3
-CH2CH2CH2CH2CH3
-NH2
-NHCH3
-NHCH2CH3
-NHCH2CH2CH3
-NHCH2CH2CH2CH3
-N(CH3)2
-N(CH2CH3)2
-N(CH2CH2CH3)2
-N(CH2CH2CH2CH3)2
-OH
-OCH3
-OCH2CH3
-OCH2CH2CH3
-OCH2CH2CH2CH3

Trifluoromethyl -CF3
Phenyl

-C6H5
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then reoptimized using EST methods (vide infra). No symmetry considerations for mer and fac
isomers of the Lnβ3 complexes were taken.

Conformational Search of the β-diketone Ligands
The β ligands were optimized in a two-step process first using metadynamics (metaD) to
sample the conformational space of the ligand and second using density functional theory (DFT)
to further refine the metaD optimized structure. This methodology was chosen as the β ligands are
relatively small and may show a great degree of conformational freedom due to the
functionalizations performed previously. To calculate the free binding energies of a Lnβ3 complex,
an accurate value for the electronic energy of the free β ligands must be calculated which is itself
a function of the chosen conformation. The free β ligands that were generated using molSimplify
were used as input structures for the CREST program274 which samples a large volume of the
potential energy surface of a given molecule or system using density functional tight binding
(DFTB) and performs systematic optimizations of said conformational space to arrive at structures
lower in energy than may be found using traditional geometry optimization algorithms. CREST
generates a sorted list of the identified conformers which may be used as further input for other
calculations. From the list of generated conformers, only the ten lowest energy conformers for a
given β ligand are chosen to be further refined using DFT. The lowest energy structure of these
ten DFT optimized structures was used for all future calculations.

DFT Optimizations
DFT optimizations were performed with the BP86 density functional, the SARC-TZVP
basis set, and the zeroth-order relativistic approximation (ZORA) for the calculation of the free
binding energies for Lnβ3 complexes using. The SARC-ZORA-TZVP218 basis set was applied to
the La and Lu atoms, the ZORA-def2-TZVP basis set for the first coordination sphere of each
lanthanide, and the ZORA-def2-SV(P) basis set for all other atoms.275 The resolution of identity
(RI) approximation248 was utilized to accelerate the calculation of the four-index integrals with the
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SARC/J auxiliary basis set being used for all atoms.218 The ZORA relativistic approximation is
used for all calculations.50,51,226 The BP86/SARC-TZVP/ZORA level of theory was used based on
our previous benchmarking study that included a variety of lanthanide molecules such as diatomic
molecules and larger, molecular complexes.195 Analytical frequency calculations were performed
to ensure all structures are minima within their respective potential energy surfaces. Tight
optimization and SCF convergence criteria are utilized and dispersion effects were accounted for
by using Grimme’s D3 semiempirical method276 with the Beck-Johnson damping function.277 The
geometries obtained using molSimplify for the β ligands and the LnX3 complexes (where X is
either NO3- or the β ligands) were used as input structures without modification. The justification
to explicitly include nitrated complexes comes from recent work by Peterson et al. in which they
examined the binding of [Ln(NO3)]2+ complexes (with Ln = La to Lu).255 As mentioned above, the
β ligands themselves were first optimized using the forcefields in molSimplify and then their
conformational space was examined using the CREST program. From the list of generated
conformers, the ten lowest energy structures of each β ligand were then used as input structures
for the subsequent DFT geometry optimization. Following this, the BP86/SARC-TZVP/ZORA
level of theory is used to optimize the β ligands and the Lnβ3 complexes. All DFT calculations
were performed with the ORCA 5.0 software package.111
To calculate the free binding energies (ΔG298), a composite scheme is used which includes
the total electronic energy of the system and corrections from thermal, thermodynamic, and
solvation effects. Thermal and thermodynamic corrections are accounted for using an analytical
frequency calculation which is performed at the optimized geometry. Likewise, solvation effects
are accounted for using the conductor-like polarizable continuum model (CPCM)258 of ORCA
using water as a solvent. The difference in energy between the electronic energy and the Gibbs
free energy accounts for all thermal and thermodynamic effects while the difference in energy
between the solvated and the non-solvated system accounts for all solvation effects. This
composite scheme is used for all structures including the β ligands themselves, the Lnβ3
complexes, the nitrate ions, and the Ln(NO3)3 complexes.
The equation to calculate the free binding energy given a specific lanthanide (Ln = La, Lu)
and a functionalized β-diketone (β) is shown below (Eq. 3.3). The energy of the fully nitrated
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lanthanide complex and three free β-diketones is subtracted from the energy of the Lnβ3 complex
and three free nitrate ions to arrive at the total free binding energy of the Lnβ3 complex (ΔGLn).
This numerical value is then used as the output value to be predicted by the ML models. To achieve
the highest separation of La and Lu, the largest possible difference between their respective free
binding energies is desired. This difference of a difference (ΔΔG) is the metric which is to be
maximized using ML by either learning said ΔΔG value or learning both ΔG values and then
calculating ΔΔG from those values. The prediction of both output values are examined and
discussed below.

𝐿𝑛(𝑁𝑂3 )3 + 3𝛽 − → 𝐿𝑛𝛽3 + 3𝑁𝑂3−

(3.3)

Machine Learning Algorithms
Nine different ML algorithms (also referred to as learners) are examined for the prediction
of free binding energies of Lnβ3 systems. K-nearest neighbors (KNN), decision trees (DT), random
forest (RF), kernel ridge regression (KRR),278 Gaussian process regression (GPR), Bayesian ridge
regression (BRR), support vector machines (SVM), AdaBoost (ADA),279,280 and XGBoost
(XGB).281 These algorithms encompass simple methods (KNN and DT), methods which map data
to higher dimensional spaces (KRR, GPR, GPR, and SVM), and ensemble methods (RF, XGB,
ADA). The Scikit-learn282 program package is used for all of the ML algorithms. Each learner was
trained using ten-fold cross validation to determine the optimal hyperparameters which resulted in
the highest accuracy (defined as the highest r2 value). Examination of how these seven learners
interpret, learn, and predict on the data sets will allow for a determination of which one is optimal
for the prediction of free binding energies.

124

Molecular Representations
The methodology used for encoding chemical structural information into a form which a
learner can utilize is crucial for the development of reliable, accurate, and transferable models.
This representation encodes the geometric data in a format that is invariant to the translation and
rotation of a molecule/system and to the permutation of the atomic indices. As a real system does
not change energy upon translation, rotation, or the permutation of atomic indices, so too must the
molecular representation. Popular molecular representations with broad applicability in datadriven chemical studies are the Coulomb matrices (CM)283 and the Bag-of-Bonds (BoB)284
methods while more complex representations include Persistence Images (PI),270 Smooth Overlap
of Atomic Positions (SOAP),285 and the Many-Body Tensor Representation (MBTR).286 The QML
software package is used to generate the CM and BoB representations, DScribe287 is used to
generate the SOAP and MBTR representations, and the Ripser288 library is used for the creation
of the persistence diagrams and from them the PIs.289 The molecular representation input vectors
for CM, BoB, MBTR, and SOAP were padded with zeros so as to retain a consistent input vector
size.
The CM molecular representation was developed by Rupp et al. and is a square atom-byatom matrix where each diagonal element is an approximate potential energy of the free atom and
the off-diagonal terms are pair Coulombic potentials. As an improvement to CM, the Bag-ofBonds method by Hansen et al. placed each atomic pair in a specific vector (bag) based off the
elemental pairs and then sorted this vector by value. By calculating the local density of all atoms
in a given system, the SOAP molecular representation includes more chemical information but at
a greater computational cost as compared to CM or BoB. MBTR are similar to the SOAP method
in that more atomic interactions are included but in this case, MBTR includes many n-body terms
to describe the interactions of all elemental combinations. These n-body terms are then broadened,
summed, and weighted so that the influence of atom pairs far from each other is minimized.
Finally, the PI molecular representation is an application of persistent homology to chemical
systems in which the connectedness (bonding information), proximity, and empty space among
atoms is stored in a vectorized form.
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3.3.4 Results and Discussion
Data Analysis
Of the 1,224 β ligands which encompass the entire dataset, 100 of those were initially tested
using the MetaD/DFT protocol to calculate the free binding energies. Random selection was used
to choose the first 100 instances. Statistical information regarding the initial dataset is shown in
Table 3.3 and histograms for the initial dataset are shown in Figure 3.6. The free binding energies
for Lu are larger in magnitude than those of La in every case which would indicate that the
chelating agent would preferentially bind to the Lu cations. The range and standard deviation are
similar for both La and Lu whereas they are much smaller for the ΔΔG values. This requires that
the error for the predicted ΔΔG values must be much smaller than the error for the predicted ΔGLn
values. This results from an error of 5 kcal/mol for the ΔGLn values which is within 0.5 standard
deviations from the average whereas the same error for the ΔΔG values is more than two standard
deviation values. Thus, the prediction of the ΔΔG values are to be held to a higher, statistical
standard.
We performed ten-fold, cross-validation using a large variety of different input (molecular
representation), learner, and output to determine the optimal model to predict either the ΔGLn or
ΔΔG values. As input, we used either the geometry of the β ligands as generated from molSimplify,
the DFT optimized geometry for the β ligands, or the geometry of the Lnβ3 complexes as generated
from molSimplify. We utilized the five molecular representations mentioned previously. For the
PI molecular representations, we used resolutions of 20x20, 50x50, and 100x100 to examine how
the resolution affects the performance, if at all. Each of the nine learners were examined and
predictions were made on the ΔGLa, ΔGLu, and ΔΔG values. The geometries of the β ligands were
used to predict all three output values whereas the geometries of the Lnβ3 complexes were only
used to predict the respective ΔGLn values. The ΔGLn values were predicted individually with
different models (and therefore different hyperparameters) as well as predicted together but only
for a subset of learners (KNN, DT, RF, KRR, SVM, GPR). For each combination of input and
output, the model which resulted in the highest accuracy (defined as the largest coefficient of
determination, COD, as calculated with the Scikit-learn) was further determined. These ten
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Table 3.3 Statical information for the initial, 100 instance dataset. All
values shown in kcal/mol.
Minimum
Maximum
Range
Average
Standard Deviation

ΔGLa
-102.68
-51.35
51.34
-78.74
9.26
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ΔGLu
-121.11
-67.18
53.93
-92.64
9.45

ΔΔG
-6.16
-18.43
12.27
-13.90
2.18

Figure 3.6 Histograms for the initial, 100 instance dataset. Free
binding energies for La (left), Lu (middle), and the ΔΔG values
(right). All values shown in kcal/mol.
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specific models are shown in Table 3.4. Immediately apparent is the high performance achieved
using the PI molecular representation. Likewise, only three of the nine learners are included in
Table 3.4 which demonstrates their high usability for the prediction of ΔGLn and ΔΔG values for
Lnβ3 complexes. Each of these ten models was then further applied to examine how well each of
them learned the respective output values in terms of learning curves.

Model Selection
Figure 3.7 includes the learning curves for each of the ten models outlined in Table 3.4.
The learning curves were constructed by randomly selecting 10% of the data to be used as the
testing dataset while different incremental amounts of the remaining data are used for training. The
first three models predict ΔGLa values and show similar behavior. As the size of the training set
increases, the testing error decreases. This is seen as an increase in the COD value (blue curves,
left axis) and a decrease in the root mean squared error (RMSE, red curves, right axis). None of
the three models have converged with respect to the training set size as both the training and testing
errors should converge upon a similar value when a large and well-balanced dataset is used. Thus,
we believe that a larger dataset is required for models 1-3 to reach convergence. Similar behaviors
and trends are observed for models 4-6 which predict ΔGLu. The training curves for the prediction
of ΔGLa and ΔGLu values show that extrapolated errors of ~3 kcal/mol (3%) could be achieved.
Models 7 and 8 aim to predict both ΔGLa and ΔGLu values simultaneously. Both models
show a maximum COD (minimum RMSE) at about 65 and 75% of the total data, respectively.
Trends similar to the previously discussed models are seen. The COD in these cases exceeds 0.8
with a RMSE of less than 3 kcal/mol. This behavior indicates that when both ΔG values are
predicted simultaneously using the same model, a better prediction can be made. This may be due
to the two values sharing commonalities within the model and thus these portions of the model
may be reinforced by having two output values. Because models 7 and 8 show similar learning
capabilities, we have chosen to select model 7 as the better model simply because it requires more
computational resources to optimize the β ligands using DFT for model 8 as opposed to simply
generating them from molSimplify for model 7.
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Table 3.4 Best performing models based upon cross-validated combinations of input and output.
Model
Number
1
2
3
4
5
6
7
8
9
10

Input
β – molSimplify
β – DFT
Laβ3 – molSimplify
β – molSimplify
β – DFT
Luβ3 – molSimplify
β – molSimplify
β – DFT
β – molSimplify
β – DFT

Molecular
Representation
PI (100x100)
PI (20x20)
PI (20x20)
PI (20x20)
PI (50x50)
PI (100x100)
PI (20x20)
PI (20x20)
PI (20x20)
PI (50x50)
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Learner
ADA
RF
ADA
ADA
RF
ADA
RF
RF
XGB
XGB

Output
ΔGLa
ΔGLu
ΔGLn
ΔΔG

r2
0.540
0.570
0.548
0.556
0.537
0.582
0.531
0.565
0.407
0.466

1

2

3

4

5

6

7

8

9

10

Figure 3.7 Learning curves for the ten top-performing models. Each model number corresponds
to the same model as outlined in Table 3.4. Blue lines show coefficient of determination values
(r2) while red lines show root mean squared errors. Training data values are shown with crosses
(✕) while testing data are shown in diamonds (⬥).
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Finally, models 9 and 10 show an oscillatory behavior that indicates low predictability.
Thus, a function that maps the geometry of the β ligands directly to the ΔΔG values does not appear
to be possible within the dataset of this study. The COD values for both models fluctuate and in
some cases, the training COD is lower than the testing COD which indicates that the model is
unable to learn given the training data set. The RMSE curves look promising, however, but the
standard deviation for the ΔΔG dataset is 2.18 kcal/mol which is very similar to the final RMSE
value of each curve (~1.7 kcal/mol). Given this poor performance, no prediction will be made
directly for the ΔΔG values and instead, the individual free energies must be predicted (either
together or separately) and then the ΔΔG value must be calculated as the difference between them.

Model Evaluation
Given this analysis, we sought to perform active learning steps to increase the size of our
dataset and evaluate how well each model can interpolate within the larger dataset of the 1,124
remaining β ligands. To do this, we chose two sets of models to make predictions on the remaining
dataset: model A (same as model 7) predicts both ΔGLa and ΔGLu values simultaneously and model
B which includes models 3 and 6 to predict ΔGLa and ΔGLu values separately.
The active learning process is composed of five steps: (i) perform ten-fold, cross-validation
to identify the hyper-parameters which result in the lowest error of the given model, (ii) train the
model given these hyper-parameters, (iii) make predictions of the remaining β ligands, (iv) perform
DFT calculations to explicitly calculate the ΔGLa and ΔGLu, and (v) evaluate the predicted free
energies with respect to the actual DFT calculated free energies. This process is repeated five
times. For each step, the twenty-five β ligands with the largest predicted ΔΔG values in magnitude
were selected.
The top of Figure 3.8 shows the violin plots for the predicted ΔGLa and ΔGLu values for
model A as a function of the active learning step. Note that these values are the predicted values
of the remaining β ligands which have not been examined using DFT to explicitly calculate their
respective ΔGLn and ΔΔG values. During the first step, you can see a Gaussian-like distribution of
the predicted ΔGLn values that begins to cluster around the average values as the active learning
132

Figure 3.8 Violin plots for Model A. ΔGLn values (top) and ΔΔG values (bottom)
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steps progress. The result of this is that the model simply predicts near the average ΔGLn values
which results in a lack of variation in the predicted ΔΔG values (bottom of Figure 3.8). This also
results in errors that are oscillatory in nature as a function of the active learning step; errors
decrease following certain active learning steps and then increase in other steps. This behavior
may be a result of the simple learner utilized for this model (random forest) which may find that
predicting near the average ΔGLn values results in the lowest overall error; known as regressing to
the mean. Given a large enough dataset and a relatively simple regression model, the values that
are predicted usually fall within the realm of the average value as more extreme values (near the
maximum or minimum values in the dataset) are more rare occurrences and thus not wellrepresented in the dataset. This leads to a model, such as model A, being more likely to predict
values near the mean when the dataset set is expanded. Thus, while a model may show promise
initially (as in the learning curves of Figure 3.7), subsequent analysis and use of the model
identifies flaws with its use and so model A is a poor choice for the prediction of free binding
energies for Lnβ3 complexes.
Model B utilizes a more sophisticated learner (AdaBoost) and thus should be more wellbehaved as a function of active learning steps. As the active learning steps progress, the highest
peak in the violin plots (top of Figure 3.9) does not correspond to the average ΔGLn value for either
La or Lu which is promising as it indicates that the model is not simply predicting the average
value as seen in model A. The lack of a Gaussian shape and the bimodal distribution for the ΔGLn
values may indicate a poor representations of the original dataset, however. The violin plots for
the ΔΔG values show variation more akin to the original dataset (Table 3.3). Certain outliers are
present which show positive ΔΔG values, however, but as we are only interested in maximizing
the ΔΔG values, we did not investigate these outliers further. While model B appears to perform
better than model A, it has limited predictability which may stem from its inability to properly
reproduce the shape of the original ΔGLn histograms. When comparing the predicted and actual
ΔGLn values, the errors do not converge in a smooth manner as more active learning steps are
taken. Figure 3.10 shows that for both the ΔGLn and ΔΔG values, the addition of more data in the
form of more active learning steps does nothing to lower the error of the predicted values. Thus,
model B also fails to be of use for the prediction of free binding energies of Lnβ3 complexes.
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Figure 3.9 Violin plots for Model B. ΔGLn values (top) and ΔΔG values (bottom)
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Figure 3.10 Plots showing actual and predicted ΔGLn
values (left) and ΔΔG values (right) for Model B. The
larger points in each plot correspond to the average of
each set of data.
136

Following this, we investigated the predictive capabilities of a different ML architecture to better
understand why models A and B fail to accurately predict the free binding energies of the Lnβ3
complexes. This model is referred to as model C and was chosen based upon our initial crossvalidation study. We chose a learner with a different functional form from those used for models
A and B. The kernel ridge regression (KRR) learner has shown extensive use in highdimensionality problems and may show promise for the current study. We chose the model with
the highest accuracy from our cross-validation study which utilized the KRR learner and proceeded
to perform five iterative active learning steps just as with models A and B. Figure 3.11 shows
violin plots for both the ΔGLn and ΔΔG values. The shape of the ΔGLn violin plots is much smoother
than those seen for model B while at the same time does not predict that the maximum value is the
average value, as was seen with model A. Based upon these observations, model C may lead to
better predictability than either model A or B. Shown in Figure 3.12 is a plot of the DFT calculated
ΔΔG values versus the ML predicted ΔΔG values as a function of the active learning steps. The
first active learning step is similar to that seen with model B but as the steps progress, the predictive
capabilities of the KRR learner become more apparent. The predicted ΔΔG values using the initial,
100-instance dataset show a large error compared to the actual values with a mean absolute error
(MAE) of 4.5 kcal/mol. This error is similar to the MAE observed with model B. Once the dataset
is expanded with the new values, however, the error drops to between 1.0 – 1.7 kcal/mol for the
next four active learning steps. This indicates that the functional form of the KRR learner is more
appropriate for the prediction of free binding energies for Lnβ3 complexes.
The differences in performance among model A (using the random forest learner), model
B (using the AdaBoost learner), and model C (using the kernel ridge regression learner) may lie
in the dimensionality inherent in the prediction of free binding energies for Lnβ3 complexes. Such
predictions rely on high dimensional input vectors from the molecular representation and from the
small physicochemical changes along the lanthanide series. These two factors result in a regression
problem with significant complexity. Therefore, a complex function which maps the input vector
(the molecular representation of the β ligand) to the output value (ΔGLn or ΔΔG) is required. The
learners used in models A and B are not as complex as the learner used for model C and thus may
not be appropriate for the prediction of such free binding energies. For similar studies such as those
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Figure 3.11 Violin plots for model which utilizes the KRR learners, PIs as
molecular representations, and predicts the individual ΔGLn values. ΔGLn values
(top) and ΔΔG values (bottom)
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Figure 3.12 Plot showing actual and predicted ΔΔG values for Model C. The X’s correspond
to the average ΔΔG values for each active learning step.
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which may use different chelating ligands or which may utilize different metals such as the
actinides, a kernel method is recommended based on the work presented herein.

3.3.5 Conclusions
Based upon the information presented here, we have concluded that the most appropriate
a machine learning model to predict ΔGLn values for Lnβ3 complexes involves a learner which is
able to map data to higher dimensional spaces (such as KRR, SVM, BRR, or GPR). Other learners
such as random forest and AdaBoost were able to learn within a given dataset quite well (with r2
values between 0.7 – 0.9) but showed limited predictability due to either regressing to the mean
(random forest) or simply not improving when more data is introduced (AdaBoost). The lack of
predictability for these two learners may be due to the complexity of the dataset which may arise
from the unique interactions of the β ligands and the lanthanide atoms. This interaction results
from small physicochemical changes between lanthanum and lutetium which may be too complex
for learners such as random forest or AdaBoost. A learner that is much more appropriate for higherdimensional datasets was shown to not result in these same behaviors. The kernel ridge regression
learner resulted in similar training accuracies while also being able to make accurate predictions
beyond the given dataset. Following five active learning steps, the error in the predicted ΔΔG
values was below 2 kcal/mol. This work can be extended to other ligand systems such
diglycolamides or bis-phosphine oxides or to other metal separation systems such as the actinides.

3.4 Conclusions
Computational methods are an invaluable aspect of scientific research due to the ability to
study systems on the atomic scale. Lanthanide complexes in particular are important to study as
they are found so ubiquitously in modern technologies such as green energy and electronic devices.
The high prevalence of lanthanide-based materials thus requires very pure starting materials which
is a difficult task to achieve due to the similar physicochemical properties along the lanthanide
series. Through the use of computational methods, a high-throughput screening approach can be
140

used to analyze many hundreds or thousands of lanthanide complexes in order to better understand
the lanthanide separation process. To begin this screening approach, a computational method was
identified which resulted in accurate predictions of thermodynamics and geometric values for
different lanthanide complexes. This method involved the BP86 density functional, the zerothorder, relativistic approximation (ZORA), and the SARC basis set. Following this, a wide breadth
of study was undertaken in order to identify a machine learning model which could accurately
make predictions regarding the free binding energies of lanthanide-tris-β-diketone complexes. A
combination of the kernel ridge regression (KRR) learner and persistent images resulted in errors
between 1 – 1.7 kcal/mol compared to the DFT computed ΔΔG values.
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Chapter 4

Computational Catalysis: Molecular
Complexes and Metal-Organic Frameworks
The following chapter examines how electronic structure theory calculations can be applied for
the understanding of catalytic reaction mechanisms. The dehalogenation of CH2Cl2, the hydrogen
evolution reaction (HER), and the hydrogenation of light alkenes including ethyne, ethene, and
propene are representative examples that are discussed in this chapter. Each section begins first
with an explanation of the context of the particular project. Following this, experimental results
are outlined and a detailed analysis of the calculations performed for each system and reaction(s)
will be presented. Most of the work presented herein corresponds to published work or work near
being published where the author’s (Gavin McCarver) contribution was to perform said electronic
structure calculations.

4.1 Introduction
Catalysis is central to many manufacturing processes vital to the economic growth of
modern societies. Processes such as the production of ammonia to be used as fertilizer (utilizing
the Haber-Bosch process)59, the catalytic cracking of long chain hydrocarbons to produce value
added products such as gasoline,25 as well as the catalytic process which produces sulfuric acid to
be used in any number of products all would be impossible on the current scale without the use of
effective catalysts. Catalysts are categorized as either heterogeneous, whereby the catalyst is
generally in the solid state and interacts with either liquid or gaseous reactants,290 or homogeneous
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where the catalyst and reactants are in the same phase (usually in solution).291 The role of a catalyst
is to lower the activation barrier and allow the reactions to proceed at a higher rate and oftentimes
with a much more efficient conversion of reactants to products (atom economy). An uncatalyzed
reaction may require either higher temperatures or pressures or may proceed at extremely low
rates. Catalysts most often employ transition metal complexes and can exist in a wide array of
structural motifs such as single atoms sites, two-dimensional materials, metal clusters, or other
nanomaterials.292 In addition, if a single-atom site or a metallic cluster is bound to a substrate, then
catalysis can occur there as well, oftentimes utilizing the unique properties of those substrates.
The large number of possible catalytic reactions leads to an intractable number of
combinations of reactants, products, and catalysts.265 This chemical space is quite vast and so not
every reaction can be examined using every catalyst. Thus, most catalysts are designed usually
with one reaction in mind in the hopes of selectively producing a single product such as the
hydrogen evolution reaction (HER)293 or the hydrogenation of small alkenes.294 Reactions such as
these involve small, gaseous molecules which may be utilized in either homo- or heterogenous
systems. In the case of hydrogenation, it is preferable to pass a feedstock of gaseous alkenes and
H2 over a heterogeneous catalyst so as to maximize the number of interactions while minimizing
the amount of catalyst required.295 Other reactions such as the production of H2 in aqueous media
require the use of a homogeneous catalyst due to the reactant species being H+ and e-.296 Both
previously mentioned reactions would benefit from a synergistic synthesis whereby the catalyst
encompasses both homogeneous and heterogeneous properties.297,298
Metal-organic frameworks (MOFs) and heterogenized-homogenous catalysts are two such
classes of materials which include the previously mentioned properties. MOFs involve highly
ordered materials which can exist (usually) in the solid state and interact with gaseous and liquid
reactants. Likewise, homogenous catalysts which have been heterogenized to some material (and
no longer exist explicitly in the aqueous phase) exhibit a combination of the desired properties of
both heterogeneous and homogeneous catalysts. MOFs have been shown to be excellent catalysts
for reactions such as hydrogenation294,299–302 and dehydrogenation,303–306 dimerization307–309 and
oligomerization,310 hydrolysis311–317 and dehydration,318–320 alkane oxidation,309,321–341 alkane
epoxidation,342–344 CO oxidation,345–349 sulfur oxidation,350,351 water oxidation,352,353 and reduction
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reactions.354–357 Each of the previously mentioned reactions have been studied through a
combination of experimental and theoretical chemistry.60,293,358 Likewise, the types of reactions
which have been examined with heterogenized, homogeneous catalysts include HER,359
dehalogenation,360 hydrogenation,361 and carbonylation.362
Herein is described three main catalytic reactions which include the dechlorination of
dichloromethane, the production of H2 in aqueous medium, and the hydrogenation of small
unsaturated hydrocarbons. The latter reaction includes a brief discussion on hydroformylation
while the second reaction is examined using two different catalysts. The dechlorination reaction is
examined solely using one catalytic complex. Each reaction is studied with a material that shares
properties with both homogeneous and heterogeneous catalysts.

4.2 Electrocatalytic Dechlorination of Dichloromethane Using a
Molecular Copper Complex
Disclosure
The following subsection contains a modified subsection of a published manuscript in Inorganic
Chemistry.363 Gavin McCarver performed all density functional theory calculations for this study.
Experimental work was performed by Caroline K. Williams and Amir Lashgari (University of
Cincinnati). Manuscript preparation was done under the guidance of Dr. Konstantinos D. Vogiatzis
and Dr. Jianbing “Jimmy” Jiang (University of Cincinnati). Reprinted with permission from
Inorganic Chemistry. Copyright 2021 American Chemistry Society.

4.2.1 Abstract
Density functional theory (DFT) calculations were performed to elucidate the mechanism
by which the Cu(I) triazole catalyst converts CH2Cl2 into more benign compounds such as CH4,
C2H4, C2H6, and H2. Experimental methods showed that the Cu(I) triazole catalyst displayed high
Faradaic efficiency towards CH2Cl2 dehalogenation which would indicate low barriers towards the
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breaking of the two C-Cl bonds and the subsequent formation of two C-H bonds. Barriers of 0.15
and 0.45 eV were calculated for the two bond-breaking and bond-formation steps which are
exceptionally low for such strong C-Cl bonds. The formation of all products was found to be
exergonic by as much as -1.2 eV. The Cu(I) triazole complex shows excellent use as a
dehalogenation catalyst and may be utilized and studied for similar reactions.

4.2.2 Introduction
Halogenated organic compounds often pose risks to both human and animal life in
numerous ways that can affect the organism directly (in the form of either acute or chronic
exposure) or affecting the environment in which the organism is found (as in the thinning of the
ozone layer).364,365 The remediation of such compounds is often performed by converting the
halogenated species into more benign molecules. One such example is dichloromethane (CH2Cl2,
often referred to as DCM) which is a common solvent used in organic synthesis. The release of
DCM into water sources raises concerns as the compound has a half-life of over a year when in
groundwater sources. Current techniques for the removal of DCM from ground and wastewater
include pervaporation, photodegradation, and heterogeneous catalytic methods.366 In recent
decades, electrocatalysis has been utilized for the decomposition (and subsequent removal) of
DCM from water sources.367,368 Materials such as metal oxides,360,369 nanomaterials,370 metal
species deposited on carbon materials,371 fullerenes,372 and even the heme enzyme Cytochrome
P450373 have all been utilized with either high efficiency or reactivity towards the dehalogenation
of certain halogenated organic compounds. Molecular electrocatalysts can show improvements
over other materials as they can be tuned for certain properties via ligand functionalization as well
as the easy inclusion of different metal species via transmetalation. Common ligands for such
systems include porphyrinoids,358 fullerenes,374 diphosphines,375 dimethylglyoxime,376 and
thiosemicarbazones377 with metals such as Fe,358 Co,378 Ni,375 and Mn.375
Experimental work using a Cu(I) triazole (CuT2, shown in Figure 4.1) molecular
electrocatalyst for the dehalogenation of DCM to form CH4 was recently performed. The complex
was synthesized via a one-step azide-alkyne cycloaddition using CuSO4⸳5H2O. Several studies
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Figure 4.1 Proposed four-electron-two-proton catalytic mechanism for the
production of CH4 from CH2Cl2 using CuT2.
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were performed to elucidate the chemical and electrocatalytic properties of the CuT2 catalyst. By
using linear sweep voltammetry (a method to investigate current as a function of voltage), the
catalytic current of the CuT2 complex was shown to drastically increase when DCM was added
to the solution thus indicating high activity. Following this, controlled potential electrolysis was
performed in order determine the product distribution and Faradaic efficiency towards
dehalogenation. As Cu catalysts have been shown to be quite effective towards C-C coupling to
form C2 products, several products were expected using the CuT2 catalyst. The major product
was found to be CH4 (70% Faradaic efficiency) with less than 5% of the products being C2H6 and
C2H4. The other major product was molecular hydrogen (H2) which accounted for 25% of the
produced material during electrolysis. Control experiments were likewise performed to ensure that
the CuT2 compound was the catalytically active material. From these results, it was determined
that the CuT2 compound was indeed catalytically active towards the dehalogenation of CH2Cl2 in
order to form more chemically benign products.

4.2.3 Computational Details
Calculations were performed with the ORCA 4.2 software package.118 A computational
procedure similar to Jiang et al.359 was followed where the B3LYP232,233,236 density functional was
utilized. Standard convergence criteria were used for both the SCF cycles and geometry
optimization steps. The resolution of identity (RI)248 approximation with the Chain of Spheres
algorithm (COSX)379 was used to accelerate the computation of the four index integrals with the
def2/J auxiliary basis sets.380 A singlet state was assumed for all structures with a Cu(I) site and a
doublet state for those with a Cu(II) site. Each structure was optimized with the Def2-SVP basis
set for all main group elements (C, H, N) and the def2-TZVP basis set for Cu.275 Dispersion effects
were accounted for by using Grimme’s D3 semiempirical method276 with the Becke-Johnson
damping function.277 Following the geometry optimization, the energy for each structure was
corrected for by including various effects including thermal, thermodynamic, and solvation effects
and through the use of larger basis sets for each atom. Thermal effects correct for the zero-point
energy of a system according to the quasi-harmonic oscillator approximation while
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thermodynamic effects correct for enthalpic and entropic effects. Both effects are accounted for
by performing a numerical frequency calculation which also ensures that the geometries of all
reactants, products, and reaction intermediates are all located on stationary points on the potential
energy surface. Implicit solvation effects correct for calculations performed in the gas phase. This
effect is included using the conductor-like polarizable continuum model (CPCM)258 using water
as the solvent for all intermediates and transition states. Lastly, a single point calculation was
performed using basis sets larger than those utilized during the optimization steps (the def2TZVPP basis set for Cu and def2-TZVP basis set for all other atoms). The total energy of each
structure is evaluated according to Eq. 4.1,

SVP
SVP
SVP
𝐺𝑡𝑜𝑡𝑎𝑙 = 𝐸 SVP + 𝛿𝐸Thermal
+ 𝛿𝐸Thermodynamic
+ 𝛿𝐸Solvent
+ 𝛿𝐸 TZVP

(4.1)

where 𝐸 SVP corresponds to the total electronic energy at the optimized geometry with the SVP
SVP
SVP
SVP
basis set while δ𝐸Thermal
, δ𝐸Thermodynamic
, δ𝐸Solvent
, and δ𝐸 TZVP correspond to corrections from

thermal, thermodynamic, and solvent effects as well as the effects of utilizing a larger basis set,
respectively.

4.2.4 Results
A plausible four-electron/two-proton mechanism was proposed for the dechlorination of
CH2Cl2 by the CuT2 catalyst for the generation of CH4 (Figure 4.2). Figure 4.2.2 shows the free
energy profile for the studied mechanism. All reaction free energies reported were calculated at
298 K (ΔG298). The potential of any incoming electrons is referenced relative to the half reaction
of ½ H2 ⟶ H+ + e- and has a ΔG298 = +0.63 eV. Following an initial reduction to form intermediate
I which is exergonic by -1.65 eV, nucleophilic attack via CH2Cl2 leads to the formation of
intermediate II and the subsequent loss of Cl-. The binding of CH2Cl2 to the reduced catalyst was
shown to be thermodynamically unfavorable by 0.13 eV (3.0 kcal/mol). This step proceeds
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Figure 4.2 Free energy profile of the dechlorination reaction together with representative examples of (near)-linear Cu(I)
and pseudo-tetrahedral Cu(II) complexes. Color Code: Cu – gold, N – blue, C – grey, Cl – green, H – white.
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following the breaking of the first C-Cl bond and the formation of a C-Cu bond which has a small
transition barrier of 0.15 eV which is significantly lower than the C-Cl bond strength of
dichloromethane (2.46 eV). The decoordination of Cl- from the Cu site has a free energy difference
of 0.28 eV and leads to the formation of intermediate II which must now undergo five steps: (i)
two one-electron reductions, (ii) a protonation via nucleophilic attack, (iii) the activation and (iv)
dissociation of the second C-Cl bond, and (v) the subsequent removal of a second Cl-. Calculations
indicate that intermediate II proceeds following the two one-electron reductions to form
intermediates II0 and II-, respectively. As no mono-chlorinated species (CH3Cl) were observed
experimentally, protonation should precede the fourth (and final) one-electron reduction step to
form intermediate II-H. The breaking of the second C-Cl bond and the initial proton transfer step
happen simultaneously and show a kinetic barrier of 0.45 eV which again is much lower than the
computed C-Cl bond strength of 3.40 eV for CH3Cl. Finally, the formation of intermediate III, the
fourth one-electron reduction, and the last protonation steps are energetically favorable, which lead
to the formation of CH4 and the regeneration of the CuT2 electrocatalyst.
The formation of C2 products was also considered from intermediate III during the last
step of the catalytic reaction. The following free energies of formation were computed:

III + H+

⟶

CuT2 + CH4

ΔG = –4.4 eV

(4.2)

2 III

⟶

2 CuT2 + C2H6

ΔG = –3.0 eV

(4.3)

2 III

⟶

2 CuT2 + C2H4 + H2

ΔG = –1.2 eV

(4.4)

Even if the formation of the three products is exergonic, it is evident that the CH4 formation (–4.4
eV) is more thermodynamically favorable than C2H6 and C2H4 (–3.0 eV and –1.2 eV, respectively).
Alternatively, C2H4 formation might proceed through the CClH2 radical intermediate (intermediate
II):

2 CH2Cl + 2 e–

⟶ C2H4 + 2 Cl–

ΔG = +1.8 eV
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(4.5)

However, this process is unfavorable as it involves the direct dissociation of two C-Cl bonds. Thus,
the formation of CH4, C2H6 and C2H4 should procced via the same reaction intermediate (III).

4.2.5 Conclusions
Using computational methods, a better understanding of the mechanism through which the
CuT2 molecular electrocatalyst works was achieved. The conversion of CH2Cl2 to form CH4
through a four-electron/two-proton mechanism was shown to be highly efficient with a Faradaic
efficiency of 70%. This high efficiency indicates the reaction proceeds with small activation
barriers, the largest of which was calculated to be 0.45 eV (10.4 kcal/mol) for the simultaneous
breaking of the second C-Cl bond and the formation of the second C-H bond. Likewise, the
formation of C2 products (C2H4 and C2H6) were shown to be thermodynamically favorable as well.
The CuT2 catalyst thus serves as an excellent material for the conversion of CH2Cl2 into more
benign products such as CH4, C2H4, C2H6, and H2.

4.3 Electrocatalytic Proton Reduction using p-Block Metal Catalysts
Disclosure
The following section includes work with minor modifications which has been taken with
permission from the following two manuscripts:
(1) A manuscript that has been submitted for publication in Chemistry – A European
Journal which is currently in revision. Gavin McCarver performed all DFT calculations
for this study. Experimental work was performed by Caroline K. Williams, Ashwin
Chaturvedi, Sourmalya Sinha, and Marcus Ang (University of Cincinnati). Manuscript
preparation was done under the guidance of Dr. Konstantinos D. Vogiatzis and Dr.
Jianbing “Jimmy” Jiang (University of Cincinnati).
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(2) A manuscript that has been submitted for publication. Gavin McCarver performed all
DFT calculations for this study. Experimental work was performed by Ashwin
Chaturvedi and Soumalya Sinha (University of Cincinnati). Manuscript preparation
was done under the guidance of Dr. Konstantinos D. Vogiatzis and Dr. Jianbing
“Jimmy” Jiang (University of Cincinnati).

4.3.1 Abstract
The electrocatalytic production of molecular hydrogen (H2) is one pathway through which
a carbon-neutral energy source may be obtained. Expensive transition metals such as platinum and
palladium increase the production cost of H2 and thus alternative and cheaper metal catalysts are
being considered. Here, two such alternative metal catalysts which utilize more abundant, maingroup elements have been used for the hydrogen evolution reaction (HER) to produce H2 via
electrolysis. The antimony N,N’-ethylenebis(salicylimine) (SbSalen) and a tin porphyrin
(SnPEGP) catalysts were both synthesized using metalation of the respective free-base ligand.
The SnPEGP catalyst was synthesized with the inclusion of a polyethylene glycol (PEG) unit to
enhance solubility. Faradaic efficiencies of 100% and 94% were calculated experimentally for the
respective catalysts. Computational methods helped to elucidate the mechanisms through which
each catalytic surface proceeded in the production of H2. It was found that the ECEC mechanism
(which alternates reduction steps, E, and protonation steps, C) was most favorable for both the
SbSalen and SnPEGP catalysts.

4.3.2 Introduction
The production of molecular hydrogen (H2) from aqueous sources is a topic of active
research due its possible use as an alternative to carbon-based fuel sources. A large portion of the
H2 production comes from fossil fuel-based sources, however, which precludes the H2 being
considered carbon-neutral. Excellent catalysts have been developed which can produce molecular
hydrogen with high efficiency but often utilize expensive, transition metals such as platinum. Pblock metal catalysts are a possible avenue towards making the production of H2 more cost
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effective and more environmentally friendly. Molecular electrocatalysts can further improve the
production of H2 by 1) allowing for functionalization through the ligand, 2) allowing for
functionalization by choosing a different metal center, and 3) allowing for a homogeneous catalyst
to be heterogenized, thus allowing for a synergistic system that is both homo- and heterogeneous
in nature. Current molecular electrocatalysts that have been used for the hydrogen evolution
reaction (HER) include a nickel phosphine complex,381 porphyrinoids and polypyridyl
species,359,382,383 and N,N’-ethylenebis(salicylimine) (salen) complexes.384 By utilizing different
p-block metals and ligand scaffolds, the production of H2 via electrolysis can be tuned to achieve
the highest Faradaic efficiency. Two such examples include an antimony salen (SbSalen) complex
and a tin porphyrin (SnPEPG) complex. Both were shown to be electrocatalytically active towards
the production of H2.

4.3.3 Hydrogen Evolution using a Molecular Antimony Complex
Overview and Experimental Results
The antimony N,N’-ethylenebis(salicylimine) complex was synthesized via antimony
metalation of a salen ligand. In order to confirm the catalytical activity of the SbSalen complex,
control experiments were performed whereby acid in the form of H2SO4 was added to a blank
system (one in which no SbSalen is present). This solution showed a much lower current than one
in which the SbSalen complex was present which indicates that the complex is indeed catalytically
active. When the complex was heterogenized on a carbon paper working electrode, a Faradaic
efficiency of 100% was measured to produce molecular hydrogen. This same carbon paper was
then used for a second control experiment to test the longevity of the catalyst which again showed
a Faradaic efficiency of 100%, indicating the electrocatalyst is stable and reusable for at least two
cycles. A turnover frequency of 43.4 s-1 was calculated for the complex, which was found to be
comparable to other, p-block metal based molecular catalysts.381,385,386 X-ray photoelectron
spectroscopy was used to detect any possible demetalated Sb on the carbon paper surface and none
was found. Three control experiments were performed: one using a blank carbon paper, one using
the antimony trichloride salt (SbCl3) without the ligand, and the other using the metal-free salen
ligand (H2Salen). These experiments indicated that the carbon paper is not catalytically active
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while both the antimony salt and the metal free ligand showed some catalytic activity (Faradaic
efficiencies of 93% and 74%, respectively) which demonstrates that the heterogenized SbSalen
complex is very active towards the production of molecular hydrogen.

Computational Details
Theoretical calculations were performed by following a similar approach as in our previous
study.363 We utilized the Orca 5.0 software package111 with the B3LYP density functional.236,241
All structures were optimized using an unrestricted wave function and the def2-TZVPP basis set
for Sb and def2-TZVP basis set for all other atoms.275 Tight convergence criteria were used for
both the SCF cycles and geometry optimization steps. The resolution of identity (RI)
approximation248 was applied to accelerate the computation of the four index integrals with the
def2/J auxiliary basis sets.380 Analytical frequency calculations were performed to ensure the
minima of the potential energy surface were found for the reactants, products, and reaction
intermediates, as well as to characterize transition states by locating a single imaginary frequency
along the reaction coordinate. The two lowest spin states were considered for all intermediates and
it was found that all but one structure preferred the lowest spin state; a singlet spin state for all
structures with an even number of electrons and a doublet spin state for the reduced structures with
an odd number of electrons. Single-point calculations with the conductor-like polarizable
continuum model (CPCM)258 implicit solvation model were performed for all intermediates and
transitions states using water as the solvent. To properly account for the chemical potential of the
H+/e- pairs, half of the total energy of H2 was added following the addition of each pair.387 For the
individual reduction steps, a value of 4.22 eV was added as the Ag/AgCl electrode used during the
CV experiments shows a E0 value 0.22 eV higher than the standard hydrogen electrode (SHE) in
water (4.44 ev).388 Likewise, to properly account for the energy of H+, a value of 11.78 eV was
added at each protonation step. This value was chosen as the total energy of H2 at the current level
of theory equates to -31.99 eV. The two e- would contribute 8.44 eV of this total energy which
requires then that each additional H+ would contribute 11.78 eV to the total energy of H2.
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Mechanistic Insights
The catalytic mechanism of HER systems has been extensively studied for transitionmetal-based molecular systems. However, it has been underexplored for main-group-elementbased systems. The HER is a two-electron/two-proton process. According to previous
studies,387,389–393 these electron transfer (E) and chemical reaction (C) steps can occur via several
pathways: CCEE, CECE, CEEC, EECC, ECEC, and ECCE.394 These steps of the reaction
mechanism can occur either on the Sb center itself or on the salen ligand, given that the ligand
shows non-innocent behavior. Although hydrogen evolution traditionally is carried out via a metalcentered pathway, where a transition metal utilizes multiple oxidation states for the twoelectron/two-proton transfer steps, redox non-innocent ligands can also participate in HER.395 Two
categories of reactivity are ligand-centered reactivity, where the electron and proton transfer are
both performed at the ligand, and metal-assisted ligand-centered reactivity, where the metal center
of the catalyst acts as an electron reservoir for the catalytic reaction occurring at the ligand. 396
Berben’s aluminum(III) NNN type pincer system showed ligand-centered HER, where the
aluminum center’s role is to tune the reduction potential of the molecular catalyst.393 In contrast,
Grapperhaus’s copper(II) thiosemicarbazone system uses the NNSS-type ligand to perform HER
while being supplied electrons from the Cu center, resulting in a metal-assisted ligand-centered
reaction.396 When the metal center is changed in the thiosemicarbazone complex, the available dorbitals of that transition metal alter the reduction pathway, shifting the HER reactivity to be
completely ligand-centered. Both of these examples show that it is possible to completely forgo
the need of a metal-hydride pathway for HER with the use of non-innocent ligand.
DFT calculations were performed to elucidate which of these possible reaction mechanisms
is more probable for the HER on the SbSalen complex. We have followed a computational
procedure similar to our previous work on the electrocatalytic dechlorination of
dichloromethane.363 The proposed reaction mechanism is shown in Figure 4.3A and its
corresponding reaction profile in Figure 4.3B. A detailed plot with the energy levels of all feasible
reaction intermediates is provided in the Figure 4.4. Competitive reaction mechanisms are
discussed below and also shown in Figures 4.5 and 4.6.

155

A

B

Figure 4.3 Proposed mechanistic cycle (A) and free energy profile (B) of SbSalen for HER.
Values shown in eV. Computed ΔGs of each intermediate relative to the SbSalen catalyst shown
in red. Values in parentheses represent the ΔGs with an applied overpotential (0.354 eV), which
lowers the relative energy of each reduced species.
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Figure 4.4 Proposed free energy profile for the two-electron/two-proton addition steps on SbSalen for HER. Values shown in eV.
Each intermediate is shown connected via the lowest energy pathway to form that intermediate.
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B

Figure 4.5 Proposed mechanistic cycle (A) and free energy profile (B) of SbSalen for HER
following the formation of an Sb-H and N-H bond. Values shown in eV. Computed ΔGs of each
intermediate relative to the SbSalen catalyst shown in red. Values in parentheses represent the
ΔGs with an applied overpotential (0.354 eV), which lowers the relative energy of each reduced
species.
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Figure 4.6 Proposed mechanistic cycle (A) and free energy profile (B) of SbSalen for HER
following the formation of an O-H and N-H bond on opposite sides of the Sb atom. Values
shown in eV. Computed ΔGs of each intermediate relative to the SbSalen catalyst shown in red.
Values in parentheses represent the ΔGs with an applied overpotential (0.354 eV), which lowers
the relative energy of each reduced species.
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The first step of the reaction involves either a reduction or the protonation of an Sb, N, or O atom.
The free energy difference (ΔG298) between the starting SbSalen catalyst and the reduced species
was found to be 1.02 eV (0.67 with the applied overpotential of 354 meV,397 see intermediate 1 in
Figure 4.3A). With the application of the overpotential, the reduction step is lower in energy than
either an O- or N-protonated SbSalen complex; 0.88 (intermediate B) and 0.73 eV (A),
respectively. The protonation of the Sb site was found to be less thermodynamically favorable with
a ΔG298 value of 2.56 eV (C). Thus, the reaction most likely is initialized with the reduction of the
SbSalen complex but protonation of a N or an O atom lie close in energy.
From intermediate 1, the reaction can proceed with either the protonation of an Sb, O, or
N atom or a second reduction step. The protonation of an O atom was found to be the most
thermodynamically exergonic step with a free energy difference of –0.17 eV (intermediate 2). The
protonation of an N atom was found to lie slightly higher with a ΔG298 value of 0.09 eV (E) while
the protonation of the Sb atom was found to be higher in energy at a value of 0.57 eV (F). A second
reduction (D) was found to be the most unfavorable step at 1.63 eV (1.28 with the applied
overpotential) higher in energy than the singly reduced species and it was found that the triplet
spin state was the most favorable state by 0.17 eV. Based upon these thermodynamic
considerations, the first two steps for HER on the SbSalen complex most likely occur in an EC
fashion through O atom protonation, but several competing reaction channels involving N or Sb
protonation lie close in energy. In addition, mechanisms whereby two subsequent protonation steps
occur prior to reduction were examined and each case resulted in free energy differences larger
than 1.58 eV.
The spin density of the singly reduced species shows mostly delocalization along the salen
ligand which is conserved when protonation of the Sb atom occurs. Conversely, if protonation
occurs on the O or N atoms, the spin density is localized mostly on the Sb atom, indicating that
the Sb atom has been reduced from SbIII to SbII. This change in the electronic structure of the
SbSalen complex helps to showcase the unique, synergistic nature of the Sb-Salen interaction
whereby either the ligand or the metal may be involved in the reduction and protonation steps.
The third step can proceed through different reaction channels due to a variety of possible
intermediates that lie close in energy. These reaction channels involve a second reduction step, the
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protonation of the unprotonated O atom, the protonation of the Sb atom, or the protonation of
either of the N atoms, which are not identical due to the lower symmetry of intermediate 2. The
most thermodynamically favorable step changes upon the addition of the overpotential. Without
it, the protonation of the N atom nearest the protonated O atom is the most favorable step with a
free energy difference of 0.24 eV (intermediate M) while the application of the overpotential
renders a second reduction the most favorable step (intermediate 3). The protonation of the
opposite N, the second O, and the Sb atom were found to occur with free energies of 1.39 eV
(intermediate N), 0.52 eV (intermediate O), and 1.15 eV (intermediate P), respectively, therefore,
these steps are less favored. Following the initial reduction and protonation steps, it was found that
the Sb atom is reduced from SbIII to SbII. Likewise, the second reduction step here involves a
further reduction of SbII to SbI.
The last step of the reaction corresponds to the second proton addition in one of the four
available sites: the second O atom, either of the N atoms, or the Sb atom. It was found that the
protonation of the Sb atom to form a hydride is more favorable than any other site with a free
energy difference of -0.77 eV (intermediate U). The computed reaction barrier that involves the
dissociation of the Sb-H and O-H bonds is significantly high (1.47 eV) and thus, it cannot lead to
viable H2 formation. For that reason, intermediate U is discarded. For the complex with two
protonated O atoms, the second protonation step proceeds with a free energy difference of –0.14
eV (W) while the complexes with a protonated N and O atom proceed with free energies of –0.23
eV when the protonated N and O atoms are on different sides of the salen ligand (X) and 0.07 eV
for complex with the protonated N and O atoms on the same side (intermediate 4). As these steps
either proceed slightly thermodynamically uphill (in the case of the protonation of the N atom
closest to the already protonated O atom) or downhill, there is a possibility that the final
protonation could occur at any of the four sites. Because of this, we have chosen to study the
kinetics of the H2 evolution steps which must proceed with the transfer of either one or two protons
following an ECEC two-electron/two-proton transfer. We have considered that the Sb atom most
likely facilitates the proton transfer as an intermediate step. Thus, an initial transition state must
be identified which involves the X-H bond dissociation (X = O or N) and a Sb-H bond formation
which brings the second H atom in close proximity to the first H atom for the H2 formation step.
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The first two complexes (intermediates X and 4) to discuss involve the formation of both
an O-H and an N-H bond. These bonds can occur near adjacent ligand atoms or on opposite sides
of the Sb ligand sphere. For the first two cases where the O-H and N-H bonds are formed near
each other, either the N-H bond or the O-H bond can be dissociated first, leading to two possible
transition barriers. The cleavage of the O-H bond and subsequent formation of an Sb-H bond (TS1)
proceeds with a small barrier of 0.28 eV. Similarly, N-H bond dissociation and formation of Sb-H
bond proceeds with a slightly larger barrier of 0.49 eV. From these two intermediates, the kinetic
barriers which to lead to the generation of H2 are 0.90 eV (TS2) and 1.47 eV, respectively. The
latter limits the viability of this reaction channel due to the high barrier. For the case where the NH and O-H bonds are formed across the Sb atom, the observed barriers are 1.31 eV for the N-H
bond and 0.82 eV for the O-H bond dissociation (TSD). The latter has a second transition barrier
of 0.90 eV (TS2). Based upon these results, three favorable pathways can lead to the formation of
H2 on the SbSalen complex: the first considers an N-H and an Sb-H bond formation (with a barrier
of 0.90 eV), the second an O-H and an N-H bond formation between adjacent ligand atoms where
the O-H bond is cleaved first (with barriers of 0.28 and 0.90 eV), and a third in which an O-H and
N-H bond are formed on the different sides of the SbSalen complex where the O-H bond is cleaved
first (with barriers of 0.82 and 0.90 eV). The activation and thermodynamic barriers for each of
these three mechanisms are comparable which indicates that any of the three mechanisms could
lead to H2 formation. Alternative reaction channels were also studied such as the protonation of
both N atoms which encounters a kinetic barrier of 2.68 eV for the initial N-H bond dissociation
and the Sb-H bond formation. If two O atoms are protonated, the first barrier associated with the
O-H bond dissociation can be overcome as it shows a transition barrier of 0.72 eV, but the second
barrier of 1.47 eV limits the feasibility of this reaction channel.
Based upon our results, we can draw some general conclusions regarding HER on the
SbSalen catalyst. Firstly, as many reaction channels are possible, some amount of the catalyst may
be found as stable intermediates from which no forward catalysis can occur. As the reaction
proceeds, many intermediates are produced which are no longer catalytically active such as those
with large, forward kinetic barriers. Thus, while the mechanism to produce H2 proceeds with low
enough barriers, many SbSalen complexes may be trapped as stable intermediates which may
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lower the number of available catalytic sites. A remedy to this effect would be to run the
electrocatalytic experiments at elevated temperatures so there is enough thermal energy to
overcome the many barriers associated with HER on the SbSalen complex. Secondly, as the
reaction proceeds, certain intermediates show conformational changes as a function of protonation
or reduction steps. These changes may lead to the formation of other thermodynamically stable
structures which would require elevated temperatures to change the geometry to a less stable
conformation that is further along the reaction. Thus, many of the SbSalen active sites may be
found near large kinetic or thermodynamic barriers which lowers the overall efficiency of the
catalyst.

4.3.4 Hydrogen Evolution using a Molecular Tin Complex
Overview and Experimental Results
A tin porphyrin complex was synthesized via tin metalation of a free-base porphyrin ligand
which has had a poly(ethylene glycol) unit (PEG) attached to enhance solubility in organic
solvents (SnPEGP, Figure 4.7). Cyclic voltammetry (CV) was used to determine the HER activity
of the SnPEGP catalyst using trifluoroacetic acid (TFA) as the proton source. When 100
equivalents of TFA were added, a dramatic increase in current was measured which suggests
electrocatalytic proton reduction. A control experiment was performed whereby CV was ran with
no catalyst and 100 equivalents of TFA. No catalytic activity was observed in this case which
indicates that the SnPEGP complex is indeed the active catalyst. Likewise, very little activity was
observed when the porphyrin ligand was utilized without tin metalation. A turnover frequency
(TOF) of 5300 s-1 was measured which is comparable to other p-block metal HER
electrocatalysts.389,398 A Faradaic efficiency of up to 94% was observed. UV/Vis spectroscopy
showed minor changes in the intensity and location of the Soret and Q-bands associated with the
porphyrin ligand during the reaction.
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Figure 4.7 Structure of the SnPEGP catalyst.
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Computational Details
Theoretical calculations were performed by following a similar approach as in our previous
study.363 We utilized the Orca 5.0 software package111 with the B3LYP density functional.236,241
All structures were optimized using an unrestricted wave function. The def2-TZVPP basis set was
used for Sn, def2-TZVP basis set for the N atoms of the porphyrin ring and the H atoms involved
in H2 production, and all other atoms were assigned the def2-SV(P) basis set.275 The resolution of
identity (RI) approximation248 was applied to accelerate the computation of the four index integrals
with the Def2/J auxiliary basis sets.380 Analytical frequency calculations were performed to ensure
the minima of the potential energy surface were found for the reactants, products, and reaction
intermediates, as well as to characterize transition states by locating a single imaginary frequency
along the reaction coordinate. The two lowest spin states were considered for all intermediates: a
singlet spin state for all structures with an even number of electrons and a doublet spin state for
the reduced structures with an odd number of electrons. Single-point calculations with the
conductor-like polarizable continuum model (CPCM)258 implicit solvation model were performed
for all intermediates and transitions states using acetonitrile as the solvent. To properly account
for the chemical potential of the H+/e- pairs, half of the total energy of H2 was added following the
addition of each pair.387 For the individual reduction steps, a value of 4.19 eV was added as the
Ag/AgCl electrode used during the CV experiments shows a E0 value 0.25 eV higher than the
standard hydrogen electrode (SHE) in water (4.44 ev).388 Likewise, to properly account for the
energy of H+, a value of 11.80 eV was added at each protonation step. This value was chosen as
the total energy of H2 at the current level of theory equates to -31.99 eV. The two e- would
contribute 8.38 eV of this total energy which requires then that each additional H+ would contribute
11.80 eV to the total energy of H2. TDDFT calculations were performed using the CAM-B3LYP246
density functional with the Chain of Spheres RI methodology mentioned above. 50 roots were
requested for the calculation and a maximum dimension of five was used for the Davidson
expansion. The same basis sets were utilized as above, and the geometries optimized at the B3LYP
level of theory were used without modification.
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Mechanistic Insights
DFT calculations were performed in order to better understand the HER mechanism
catalyzed by SnPEGP. We considered the interactions of the reactants (H+ and e-) both with the
Sn center as well as the porphyrin ligand. Although HER traditionally occurs via metal-centered
pathways, redox non-innocent ligands can also participate in the reaction.395 In such a synergistic
system, HER can occur via ligand-centered reactivity, where the H+/e- transfer steps are facilitated
only on the ligand, or metal-assisted ligand-centered reactivity, where the metal center is more
directly involved in the reaction.399 Examples of such systems include Berben’s aluminum(III)
NNN type pincer393 and Grapperhaus’s copper(II) thisemicarbazone system which uses a NNSStype ligand to perform HER.396 Thus, an examination of different reaction pathways is necessary
in order to best understand the HER catalyzed using SnPEGP. The proposed reaction mechanism
is shown in Figure 4.7A and its corresponding reaction profile in Figure 4.7B.
The two-electron/two-proton transfer steps for HER can occur in several pathways
depending on the the order of the chemical steps (C, protonation) and electron transfer steps (E):
CCEE, CECE, CEEC, EECC, ECEC, and ECCE.394 The first step of the reaction involves a
reduction of the system or the protonation of an Sn or N atom. Because of the lower symmetry due
to the PEG unit, there are two unique N atoms that can be protonated. The free energy difference
(ΔG298) of the reduced SnPEGP catalyst (intemediate 1 in Figure 4.8A) was found to be 0.95 eV
(0.05 with the addition of an applied overpotential)397 which is lower in energy than any of the
protonated complexes (0.20 – 0.66 eV). Thus an initial reduction step is favored. Following this,
it was found that protonation was most likely to occur as compared to a second reduction. The
second reduction was found to have a free energy difference of 2.08 eV (1.18 eV with the applied
overpotential) which is higher than that of any of the protonated complexes. The protonation of
the Sn atom (intemediate 2) was the only step which was found to be exergonic by –0.13 eV while
the protonation of the N atoms was found to be higher in energy (0.21 and 0.23 eV).
Following the formation of 2, either protonation or reduction can occur on the SnPEGP
surface. It was found that a second protonation at either of the avaiable N atoms proceeded with
free energy differences of ~0.90 eV while a second reduction (intermediate 3) proceeded with a
free energy difference of 1.26 eV which is reduced to 0.36 eV with the applied overpotential. Thus,
166

A

B

Figure 4.8 (A) Proposed mechanistic cycle for the HER over SnPEGP via the ECEC mechanism.
(B) Free energy profile for the HER over SnPEGP. Values calculated at the B3LYP level of theory

167

the third step of the reaction most likely involves a reduction which means that HER on the
SnPEGP catalyst favorably occurs in an ECEC pathway whereby reduction is followed by
protonation which is then repeated. The final step of the reaction involves the protonation of either
of the N atoms which proceeds with similar free energy differences. The intermediate in which
protonation has occured on the N atom closest to the PEG unit (intermediate 4A) shows a free
energy difference of 0.16 eV while the protontion of the other N atom (4B) proceeds with a free
energy difference of 0.34 eV. Because of this small energy difference, the final protonation step
could occur at either atom. Intermediate 4B is the only intermediate discussed thus far which
resulted in a lower energy for the triplet spin state as compared to the singlet spin state.
Following the two-proton/two-electron transfer steps, we investigated the kinetics
associated with the bond breaking steps. Due to the small energy difference observed for the final
protonation step, the formation of H2 could occur on two different surfaces. The kinetic barrier
associated with the breaking of the N-H and Sn-H bonds to form H2 was found to be 0.67 eV (15.4
kcal/mol) for 4A and 0.82 eV (18.9 kcal/mol) for 4B. These barriers are similar in magnitude but
because the former is smaller, we believe that HER most likely proceeds following the formation
of intermediate 4A. Following this, we found that H2 is only weakly bound (0.13 eV) to the
SnPEGP catalyst which allows for catalyst regeneration.

4.3.5 Conclusions
The evaluation of two molecular electrocatalysts and their activity towards the
electrocatalytic production of molecular hydrogen (H2) was studied using computational methods.
Both molecular catalysts, once heterogenized, showed activity towards the hydrogen evolution
reaction (HER). The antimony N,N’-ethylenebis(salicylimine) (SbSalen) catalyst showed a
Faradaic efficiency of 100% while the pegylated, tin porphyrin (SnPEGP) catalyst showed a
Faradaic efficiency of 94%. It was found that both catalysts proceed through similar mechanisms
to produce an initial reduction followed a protonation which is then repeated. HER on the SbSalen
catalyst proceeds through a mostly ligand-centered pathway where the role of the Sb atom occurs
later in the reaction mechanism in which it acts as an anchor point to produce a metal-hydride
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which can then couple with the nearby proton to produce H2. Conversely, the SnPEGP catalyst
produces H2 mechanism which directly involves the protonation of the Sn site to ultimately yield
a metal-hydride.

4.4 Computational Catalysis Utilizing Metal-Organic Frameworks
Disclosure
The following section includes minor modifications from work which has been taken with
permission from the following three manuscripts:
(1)

A review article on computational catalysis for metal-organic frameworks co-authored
by Gavin McCarver, Dr. Rajeshkumar Thayalan, and Dr. Konstantinos D. Vogiatzis,
and published in the Coordination Chemistry Reviews journal.60

(2)

An article published in The Journal of Physical Chemistry Letters.400 This work has
been authored by Dr. Konstantinos D. Vogiatzis, Dr. Rajeshkumar Thayalan, and
myself in collaboration with Kamolrat Metavarayuth, Otega Ejegbavwo, Michael L.
Myrick, Thomas M. Makris, Olivia M. Manley, Juan D. Jimeniz, Kexun Chen, Natalia
B. Shustova and Donna A. Chen (University of South Carolina), Sanjaya D.
Senanayake, Anatoly I. Frenkel, and Sooyeon Hwang (Brookhaven National
Laboratory), and Amani M. Ebrahim (Stony Brook University). All experimental
experimental work was performed by the Shustova and Chen groups while all
computational details and results are the work of myself, Dr. Konstantinos D.
Vogiatzis, and Dr. Thayalan Rajeshkumar.

(3)

A manuscript that has been submitted for publication. This work has been authored by
Dr. Konstantinos D. Vogiatzis, Dr. Rajeshkumar Thayalan, and myself in collaboration
with Donna A. Chen, Julian P. Stetzler, Deependra M. Shakya, Abhijai Mathur, Natalia
M. Shustova, Michael L. Myrick, Kamolrat Metavarayuth, Michael Royko, Jochen
Lauterbach, Gregory Tate, John R. Monnier (University of South Carolina), and Juan
D. Jimenez and Sanjaya Senanayake (Brookhaven National Laboratory).
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4.4.1 Abstract
Metal-organic frameworks (MOFs), a family of porous hybrid organic/inorganic materials,
have shown great promise for many challenging chemical applications including gas separations,
catalysis, and sensors. Numerous recent articles explore the field of catalytically active MOFs at
both an experimental and computational level. The stability, porosity, and periodic nature of MOFs
allow them to act as both the active catalyst as well as supporting material of single atoms or small
metal clusters deposited on their surface. The HKUST-1 MOF, composed of Cu(II) metal cations
and benzene-tricarboxylate organic linkers, was examined as a possible hydrogenation catalyst
following partial transmetalation of the Cu(II) sites. Computational studies showed that this
complex, when transmetalated with Rh(II) to form (CuxRh1-x)3BTC2 (abbreviated as CuRhBTC, 0
≤ x ≤ 1), was very active towards the hydrogenation of propene. Further studies were performed
to gauge the ability of this complex towards hydroformylation as well the hydrogenation of other
small hydrocarbons such as ethyne and ethene. Numerous spectroscopic studies were also
performed to further our understanding of the CuRhBTC MOF.

4.4.2 Introduction
Metal-organic frameworks (MOFs) are a class of one-, two-, or three-dimensional
coordination polymers composed of inorganic nodes (single metal atoms or metal clusters)
connected via organic linkers for the formation of open networks that contain potential voids.401
Solvent removal upon heating typically leads to (near-permanent) porosity and large surface area.
A large variety of inorganic nodes and/or organic linkers can be used for their synthesis, which
has led to more than 14,000 known structures.402 In addition to the ability to synthesize a large
number of MOFs, there also exists a multitude of alternative synthetic pathways (such as
microwave heating or mechanochemistry) and final reaction products (such as nanoparticles, thin
films, or membranes) which allow for MOFs to be used in many areas of chemistry. Due to their
unique properties, MOFs with significant stability have been suggested for many chemical
applications such as separations,403 sensors,404 energy storage,405 drug delivery,406 and catalysis.407
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Numerous studies have demonstrated the applicability of MOFs as catalysts which
capitalize on intraframework exposed metal sites, usually formed upon solvent removal and
activation of the material, or extraframework sites (single atoms or metal clusters) deposited in the
MOF.408,409 The topologies of MOFs allow them to bridge the gap as both heterogeneous catalysts
(by being in the solid state and interacting with gaseous/liquid reactants and products) and
homogeneous catalysts (having a uniform and predictable active site). In addition, they have also
shown to be capable of acting as either a basic catalyst or acidic catalyst, allowing them to be used
in any number of catalytic cycles.410,411 Lastly, due to their unique abilities, MOFs can be involved
in oxidation, reduction, electrocatalytic, and photocatalytic reactions. Reactions such as the
hydrogenation of alkenes, the electrooxidation of ethanol, water-splitting reactions, and C-H
functionalization have all been performed using MOFs both from an experimental and a
computational standpoint.60
Computational methods, in conjunction with experimental techniques, have been
extensively used for the characterization and the elucidation of the properties of MOFs. In our
recent review, computational studies on catalysis with MOFs were presented.60 A detailed report
of all the numerous experimental studies as well those which focus on the adsorption of small
molecules using computational methods was beyond the scope of this article. Our aim was to
demonstrate how computational chemistry has been used recently to obatain a deeper
understanding of reaction mechanisms, the examination of competitive reaction channels, and the
elucidation of the electronic structure of key reaction intermediates and transition states. Extensive
and thorough examination of many MOFs has the potential to provide structure-function relations.
Such relations can be used by either synthetic chemists for the targeted synthesis of new materials,
or by computational chemists for the optimization of specific properties by high-throughput
computational screening studies, which can lead to the in-silico discovery of new functional
MOFs. Herein is a detailed examination of the HKUST-1 MOF, which was examined for
hydrogenation catalysis.
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4.4.3 Spectroscopic Studies for the Direct Identification of Mixed-Metal
Centers in Metal-Organic Frameworks
Overview and Experimental Results
The unique nature of the HKUST-1 MOF allows for the close proximity of two metal
centers not usually seen in other complexes. The interaction between these centers is often small,
showing very little if any bonding character between them. The traditional HKUST-1 MOF is
composed entirely of Cu(II) centers but through transmetalation, many of these centers may be
replaced with other transition metals. To positively identify these transmetalated sites, different
spectroscopic techniques may be used including Raman spectroscopy and electron paramagnetic
resonance (EPR).
Upon transmetalation with Rh(II), the HKUST-1 MOF is chemically altered to form
(CuxRh1-x)3BTC2 (abbreviated CuRhBTC, 0 ≤ x ≤ 1) which was shown to be catalytically active
towards the hydrogenation of propene (vida infra). Raman spectroscopy experiments were
performed using the CuBTC, RhBTC, and CuRhBTC MOFs to identify the respective metal-metal
stretches of the materials. The v(Cu-Cu) stretch was identified at 227 cm-1 and showed high
intensity relative to the other materials which suggests strong resonance enhancement while the
v(Rh-Rh) stretch was found at 331 cm-1 and the v(Cu-Rh) stretch was found at 285 cm-1. All three
peaks are identified in the CuRhBTC material while only the Cu-Cu and Rh-Rh stretches are found
in the CuBTC and RhBTC materials, respectively. This indicates the inclusion of Rh(II) sites into
the CuBTC material. Likewise, EPR experiments were performed which identify a broad isotropic
signal centered at g = 2.17 for CuBTC which changes signal location to g = 2.13 for the
transmetalated, CuRhBTC MOF which indicates heteronuclear Cu(II) sites due to substitution by
Rh(II).

Computational Details
Calculations were performed with the ORCA 4.2 software package.118 The PBE237 and
B3LYP232,233,236 density functionals were utilized as they have been shown to be reliable for such
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spectroscopic studies. For the transition metals, the def2-TZVPP basis set was used (with the
corresponding effective core potential for Rh), while the def2-TZVP basis set was used for all
other atoms.221 Tight convergence criteria were employed for both the SCF cycles and geometry
optimization steps. Grimme’s D3 semiempirical correction276 was included with the BeckeJohnson damping function.277,412,413 The resolution of identity approximation was used to
accelerate the computation of the four index integrals.248 All of the Raman spectra were computed
numerically with the harmonic approximation, and each mode was corrected for by using an
empirical scaling factor of 1.0306 for values calculated using PBE and 1.0044 for values calculated
using B3LYP.1 Two truncated molecular models were used that consisted of a dimer paddlewheel
structure capped with the benzenetricarboxylate linker where the acidic hydrogens were replaced
with Li+ cations (Figure 4.9A) and a further truncated model capped with acetate ligands (Figure
4.9B). These models are referred to as large and small, respectively. The carboxylate groups of
the large model were terminated with Li+ cations following previous work which showed that such
a system gave a better representation of the cationic, inorganic building blocks of certain
MOFs.414–419 The ground spin states of the nodes considered in this study are a closed-shell singlet
for the RhBTC complex (based upon previous experimental work),420 a triplet for CuRhBTC
(based upon previous work in our group)294 while an antiferromagnetically coupled singlet for
CuBTC was utilized based upon previous experimental work.323,421 TDDFT calculations were
performed to elucidate the electronic structure of the CuBTC node in the Raman experiments. The
CAM-B3LYP246 density functional and the smaller molecular model consisting of the paddlewheel
node capped with acetate groups (Figure 4.9B) were used to calculate the excited states of the
CuBTC structure around 18,800 cm−1, which corresponds to the excitation wavelength of 532 nm
used during the Raman experiments.

Results and Discussions
Calculations were performed to simulate the Raman spectra of the CuBTC, CuRhBTC, and
RhBTC MOFs. The predicted metal-metal stretches for the different MOFs using different levels
of theory are displayed in Table 4.1, below. The predicted v(Cu-Rh) mode using the PBE density
functional and the larger BTC model is consistent with the experimental stretch. Likewise, the
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A

B

Figure 4.9 Dinuclear paddle-wheel molecular models with: A) benzene tricarboxylate ligands
and B) acetate groups. Color code: Cu - gold, C - black, O - red, H - white, Li - purple.
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Table 4.1 Metal-Metal stretches (in cm-1) for the CuBTC, CuRhBTC, and RhBTC complexes
for each of the three levels of theory. Each value has been scaled according to the abovementioned scaling factors. Here, Small refers to the model shown in Figure 4.9B and Large refers
to the model shown in Figure 4.9A. Each value is scaled by a factor of 1.0306 for PBE based
results and 1.0044 for B3LYP. 1

CuBTC
CuRhBTC
RhBTC

PBE-Small
232.6
263.9
363.2

PBE-Large
241.8
300.2
357.0
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B3LYP-Small
226.7
225.3
360.1

Experimental
227
285
331

v(Cu-Cu) and v(Rh-Rh) modes occur within 15-26 cm-1 of the experimental values at 227 and 331
cm-1, respectively. These values are consistent with the stretching frequencies reported in the
literature for CuBTC422 and RhBTC.423 Furthermore, TDDFT calculations predict that the high
intensity of the v(Cu−Cu) stretch relative to the v(Cu−Rh) and v(Rh−Rh) stretches in the Raman
spectra may be attributed to resonance enhancement. Four d to σ* excitations were identified for
the antiferromagnetically coupled singlet of the CuBTC node with energies corresponding to the
532 nm excitation wavelength whereas no excitations were observed close to the same energy for
the CuRhBTC and RhBTC nodes.
Additional calculations were performed to examine the interaction of small molecules with
the three different MOF models and how the metal-metal stretching modes change upon
adsorption. The first of which involved examining how the v(Rh-Rh) mode changes upon the
binding of either hydrogen, propene, or following the formation of a Rh-H species. These results
are shown in Table 4.2, below. Upon the addition of one H2 molecule, the v(Rh-Rh) stretching
frequency is redshifted by 20-40 cm-1 depending on the chosen model. Likewise, the effect of a
second H2 molecule further redshifts the stretching mode by an additional 5-15 cm-1. The v(RhRh) values are redshifted by 50 and 90 cm-1 for one and two propene molecules, respectively, for
the small model and 30-60 cm-1 for the large model. Experimental Raman spectra showed a v(RhRh) peak that has been redshifted by 20-30 cm-1 and based upon these computational results, this
shift may be due to the presence of H2 bound to the RhBTC MOF.
Likewise, experimental Raman spectra for the CuBTC MOF during the catalytic cycle
showed redshifted values for the v(Cu-Cu) mode by ~20 cm-1. Upon the adsorption of either one
or two H2 molecules, a shift of 10-12 cm-1 was predicted which does not correspond to the same
magnitude in the observed, experimental shift (Table 4.3). When propene is adsorbed to the
CuBTC MOF structure, larger shifts are predicted. Values for the v(Cu-Cu) stretching mode are
198.3 and 213.9 cm-1 for the adsorption of one and two propene molecules, respectively, which
more closely correspond to the ~20 cm-1 shift observed experimentally.
Final calculations were performed on the CuRhBTC MOF model to see if the adsorption
of H2 or propene causes new peaks in the Raman spectra to appear in the 180-200 cm-1 region. It
was found that the H2 molecule preferentially adsorbed to the Rh site but no new peaks appeared
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Table 4.2 Effects of adsorbed species on the v(Rh-Rh) mode. Here, Small
refers to the model shown in Figure 4.3.1B and Large refers to the model
shown in Figure 4.3.1A. Each value is scaled by a factor of 1.0306.1 No
v(Rh-Rh) was observed for the RhBTC-H species using the small model.

Structure
RhBTC
RhBTC-H2
RhBTC-(H2)2
RhBTC-C3H6
RhBTC-(C3H6)2
RhBTC-H

v(Rh-Rh) (cm-1)
Small Model
Large Model
363.2
357.0
320.2
339.5
315.2
326.1
316.7
325.9
273.3
295.0
297.6

Table 4.3 Effects of adsorbed species on the v(Cu-Cu) mode. Here, Small
refers to the model shown in Figure 4.3.1B and Large refers to the model
shown in Figure 4.3.1A. Each value is scaled by a factor of 1.0306.1
Structure
CuBTC
CuBTC-H2
CuBTC-(H2)2
CuBTC-C3H6
CuBTC-(C3H6)2

v(Cu-Cu) (cm-1)
Small Model
Large Model
232.6
241.8
225.3
235.5
219.3
229.2
213.9
198.3
-
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between 180-200 cm-1 in the simulated Raman spectra for either the small or large model. When a
single propene molecule is bound to the Rh site, two new peaks are observed at 183.0 and 191.5
cm-1 for the small model and a single peak is observed at 185 cm-1 for the larger model. These
vibrational stretches correspond primarily to methyl rotations on the adsorbed propene molecule
which may be the cause of the new peaks observed experimentally.

4.4.4 Small Molecule Interactions with the (CuxRh1-x)3(BTC)2 MOF
Overview and Experimental Results
The CuRhBTC MOF was recently shown to be an excellent catalyst for the hydrogenation
of propene to propane.294 Upon further testing, however, it was found that the introduction of
ethyne to the system led to the deactivation of the MOF. This was observed experimentally through
a color change and a lack of catalytic activity. It was thought that this deactivation may arise
through a stronger interaction between the CuRhBTC MOF and ethyne as compared to propene.
In order to help verify or disprove this hypothesis, computational methods may be applied in order
to calculate the binding energy between the CuRhBTC MOF and propene, ethyne, and hydrogen
as well as ethene. Such a study should be performed using high levels of electronic structure theory
such as the coupled cluster (CC) or the Complete Active Space Self-Consistent Field (CASSCF)
method. Presented herein is a study which examines the interaction of the four previously
mentioned small molecules on the CuRhBTC MOF surface using the Domain-based Local Pair
Natural Orbital (DLPNO-CCSD-(T)) method. In addition, two different kinds of basis sets are
examined where one includes additional, diffuse basis functions. This study is performed as a first
step in improving our understanding of the interactions occurring on the atomistic scale of the
CuRhBTC MOF.

Computational Details
A single node of the CuRhBTC MOF (Figure 4.9) was utilized for all calculations which
were performed with the ORCA 5.0 software package.111 The model complex (A) was truncated
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with acetate groups (B) in order to make the calculations more tractable. Geometry optimizations
were performed using the PBE0242 density functional with the def2-TZVPP basis set for the Cu
and Rh atoms (with the corresponding def2-ECP for Rh) while the def2-TZVP basis set was used
for all other atoms.275 Tight convergence criteria were used for both the SCF iterations and the
geometry optimization steps. Analytical frequency calculations were performed in order to ensure
that minimum of the potential energy surface is located. The resolution of identity (RI)
approximation using the Chain of Spheres method (RIJ-COSX) was used to accelerate the
computation of all four-index integrals.379 The def2/J auxiliary basis set was used for all atoms.380
A triplet spin state was assumed for all calculations based upon previous theoretical benchmarking
which showed the triplet spin state was the most thermodynamically favorable.294 Dispersion
effects were accounted for by using Grimme’s D3 semiempirical method276 with the Beck-Johnson
damping function during the geometry optimization steps.277 Using the optimized geometries,
single point calculations were performed using the DLPNO-CCSD-(T) method, with tight PNO
settings. Perturbative triples were accounted for using standard, non-DLPNO methods. These
calculations were performed both with and without the addition of diffuse basis functions for each
atom using the def2-TZVPPD set for Cu and Rh atoms and the def2-TZVPD set for all other atoms.

Results and Discussions
The respective binding energies of hydrogen, ethyne, ethene, and propene on the Rh(II)
site of the CuRhBTC MOF were found to be 2.60, 9.80, 10.94, and 13.15 kcal/mol using nondiffuse basis sets and 2.81, 10.58, 11.85, and 14.25 kcal/mol using the diffuse basis sets. In contrast
to the expected results, both sets of calculations indicate that a stronger interaction would be
observed between the CuRhBTC MOF and propene as compared to ethyne. Thus, the experimental
effects seen upon the addition of ethyne to the MOF is more complex than the interaction of the
π-orbitals of ethyne with the d-orbitals of the Rh(II) center.
The change in color and subsequent loss of activity observed experimentally following the
addition of ethyne to the CuRhBTC MOF may be due to poisoning. Additional calculations were
performed on species in which either a -C=CH2 or -C≡CH functional group was attached to the
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Rh(II) site as these species may be similar to those observed during coking but these species were
higher in energy than the π-bound system and thus, would not be favorable to form. Previous
experimental work indicated that Rh-ethyne interactions may lead to polymerization424 or to the
formation of carbon species deposits425 which may then lead to poisoning of the metal complex.
Such effects would be difficult to examine from a theoretical perspective, however, and thus were
not tested. Based upon these results, the deactivation of the CuRhBTC MOF upon the addition of
ethyne is likely due to more than the interaction of the small hydrocarbon with the MOF itself. As
a further examination of this system, we have tested the hydrogenation of ethyne, ethene, and
propene using the CuRhBTC MOF which is discussed in the following section.

4.4.5 Hydrogenation Reactions utilizing the (CuxRh1-x)3(BTC)2 MOF
Overview and Previous Results
The ability to catalytically hydrogenate and dehydrogenate chemical systems is a
fundamental process in organic synthesis to produce both fine and bulk chemicals. The
hydrogenation reaction requires a catalyst that can activate and insert H2 into an unsaturated bond
while dehydrogenation often requires an oxidizing agent to form the unsaturated bond. Ru, Rh,
and Ir complexes as well as other transition metals that have been deposited on inert, bulky material
such as Ru on activated carbon or Pt on alumina are active catalysts for hydrogenation
reactions.294,302 These catalysts utilize expensive transition metals which raise the cost of
hydrogenation and finding new catalysts based on more earth-abundant elements is an active area
of research. This is showcased in dehydrogenation studies which widely examine the use of first
row transition metal species to facilitate the production of unsaturated products. Recent studies
have examined MOFs for the hydrogenation of alkenes (and alkynes) as the MOFs themselves
offer the ability to fine tune the activity of reactions as well as offer a support system for other
active sites.299–301 Three MOFs in particular (HKUST-1, NU-1000, and UiO-67) have been shown
to catalytically add H2 to alkenes and alkynes for the production of their saturated analogues.
Previous experimental work by Shakya et al. showed that a transmetalated form of the
HKUST-1 MOF is an active catalyst towards the hydrogenation of propene to form propane.294
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Figure 4.10 Schematic outline of the reaction pathway for the hydrogenation of
propene using the CuRhBTC MOF.
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They were able to replace different amounts of the Cu(II) sites of HKUST-1 to form different
CuMBTC (M = Cu, Rh, Ru, Co, Ir, Ni) complexes. These complexes were then tested for their
ability to catalytically add H2 to propene and it was found that CuRhBTC was the most catalytically
active combination of those tested. DFT calculations were then performed which led to a catalytic
mechanism that showed hydrogenation may occur in the following steps: (i) adsorption of propene
(intermediate 1 in Figure 4.10, Int 1), (ii) simultaneous adsorption of H2 and the decoordination
of one of the oxygen atoms of the acetate ligand to the Rh(II) site, (iii) H2 cleavage to yield a RhH moiety and the protonation of the decoordinated oxygen of one of the acetate ligands, (iv)
protonation of the 1-position of propene, (v) protonation of the 2-position of propene, and (vi)
desorption. The theoretical activation barrier (15.4 kcal/mol) and the experimental barrier (6.3
kcal/mol) disagreed and so an alternative pathway was hypothesized which involved an outer
mechanism composed of the previously mentioned steps and a new, inner mechanism. The inner
mechanism begins with the cleavage of H2 and the first protonation of the propene (Int 4). From
here, it differs from the outer mechanism as the acetate ligand remains protonated throughout the
rest of the mechanism. Thus, a second H2 molecule is required which binds to the Rh(II) site
following the initial protonation of propene (Int 6). This H2 is then cleaved to fully protonate
propene (Int 7) and leads to the formation of a Rh-H bond. Previous work in our group showed
similar binding energies of propylene on the Rh(II) site of both structures in Figure 4.9 and so the
truncated structure in Figure 4.9A was used throughout the reaction mechanisms. An extension of
this work is presented here where the hydrogenation of propene, ethyne, and ethene is examined
using the CuRhBTC MOF.

Computational Details
A single node of the CuRhBTC MOF (Figure 4.9) was utilized for all calculations which
were performed with the ORCA 5.0 software package.111 The model complex (A) was truncated
with acetate groups (B) for all calculations. Geometry optimizations were performed using the
M06L426 density functional with the def2-TZVPP basis set for the Cu and Rh atoms (with the
corresponding def2-ECP for Rh) while the def2-TZVP basis set was used for all other atoms.275
Tight convergence criteria were used for both the SCF iterations and the geometry optimization
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steps. The RI approximation was used to accelerate the computation of all four-index integrals.248
The def2/J auxiliary basis set was used for all atoms.380 A triplet spin state was assumed for all
calculations.294 Numerical frequency calculations were performed to ensure that minima of the
potential energy surface for all structures were obtained as well as to characterize transition states
by locating a single imaginary frequency along the reaction coordinate.

Results and Discussions
Tables A4.1 – A4.2 include the reaction energies, enthalpies, and key bond distances for
the three hydrogenation reactions: propene, ethene, and ethyne, respectively. The reaction profiles
for propene, ethene, and ethyne hydrogenation are shown in Figures 4.11 - 4.13, respectively. The
reaction mechanism begins with the adsorption of the unsaturated hydrocarbon as the binding of
H2 was found to be less favorable. Propene, ethene, ethyne, and H2 were found to bind with
enthalpies of -14.7, -14.1, -10.4, and -2.0 kcal/mol, respectively. The second step was found to
involve the insertion of H2 which requires an open site on the Rh(II) atom. This is achieved through
the breaking of a Rh-O bond (TS1) forming a detached oxygen from one of the acetate ligands.
The reaction barrier for this step varies given the choice of unsaturated hydrocarbon but ranges
from 12.6 kcal/mol for ethyne to 16.4 kcal/mol for propene. The H2 molecule shows no activation
during TS1 (RH-H = 0.760 - 0.769 Å) but the distance between it and the Rh(II) varies from 2.068
Å with ethyne, 2.210 Å with propene, and 2.393 Å with ethene. This trend may be due to either
the electronic structure of the double or triple bond or may be due to steric effects from the different
hydrocarbons. TS1 is also accompanied by a significant elongation in the Cu-Rh atomic distance
by ~10.5% (0.256 Å).
Intermediate 2 results in slight activation of the H2 molecule with bond distances of ~0.865
Å for the three cases. Conversely, the Cu-Rh distance decreases slightly following TS1. The barrier
for TS2 is much lower (essentially barrierless) for propene (ΔH298 = 0.1 kcal/mol), ethene (1.0
kcal/mol), and ethyne (2.6 kcal/mol). During this step, the H2 bond is cleaved to form a Rh-H bond
and to protonate the decoordinated oxygen atom. The distance between the two hydrogen atoms
was found to range from 0.962 Å to 0.981 Å for TS2. Intermediate 3 shows the complete cleavage
183

Figure 4.11 Reaction profile for propene hydrogenation catalyzed at the bimetallic CuRh node of CuRhBTC. Values in kcal/mol. Red
values indicate energy relative to starting materials in kcal/mol. Green lines indicate the reaction profile of the inner mechanism (see
Figure 4.9).
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Figure 4.12 Reaction profile for ethene hydrogenation catalyzed at the bimetallic CuRh node of CuRhBTC. Values in kcal/mol. Red
values indicate energy relative to starting materials in kcal/mol. Green lines indicate the reaction profile of the inner mechanism (see
Figure 4.9).
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Figure 4.13 Reaction profile for ethyne hydrogenation catalyzed at the bimetallic CuRh node of CuRhBTC. Values in kcal/mol. Red
values indicate energy relative to starting materials in kcal/mol. Green lines indicate the reaction profile of the inner mechanism (see
Figure 4.9).
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of the H2 molecule with H-H distances of 2.497 Å for propene and 2.724 and 2.833 Å for ethyne
and ethene, respectively. This step also results in an even longer Cu-Rh distance which ranges
from 2.826 Å for ethyne to 3.101 Å for ethene. TS3 involves the first protonation of the
hydrocarbon which causes a slight elongation of the unsaturated bond which is further elongated
at intermediate 4. The barrier for this transition step is quite small for all three hydrocarbons with
a maximum value of 5.9 kcal/mol for ethyne.
Following the formation of intermediate 4, the inner and outer loop pathways diverge. If
the proton found on the detached oxygen of the acetate ligand is allowed to protonate the
hydrocarbon directly (TS4), then this leads to the formation of the final product and the
reformation of the original CuRhBTC catalyst. This step results in activation barriers which show
no clear trend in the choice of hydrocarbon. TS4 with ethyne is essentially barrierless with a ΔH298
value of 0.8 kcal/mol while ethene and propene show larger barriers; ΔH298 = 10.5 and 5.1
kcal/mol, respectively. Following TS4, the formation of intermediate 5 is very exothermic with
ΔH298 values of -33.0, -30.2, and -28.3 kcal/mol for the formation of ethene, ethane, and propane.
Likewise, the still unsaturated ethene requires 14.1 kcal/mol to desorb from the Rh(II) site while
the fully saturated hydrocarbons require less than 5.0 kcal/mol for desorption. For the outer loop
mechanisms, the largest barriers observed all occur during TS1 where the H2 molecule is inserted
to the Rh(II) site while a Rh-O bond is simultaneously cleaved.
The inner loop mechanism begins with intermediate 4 and involves the introduction of a
second H2 molecule to the Rh(II) site (TS5). This step does not require the cleavage of a Rh-O
bond, however, and results in lower ΔH298 values than those seen in TS2. The H2 molecule is
slightly activated during TS5 with RH-H distances ranging from 0.754 – 0.853 Å. TS6 results in
varied transition barriers ranging from 5.0 and 8.3 kcal/mol for ethyne and propene to 20.4
kcal/mol for ethene which may be a result of a severe deformation of the structure. The formation
of intermediate 7 and the desorption of the more saturated products follows very closely to what
was seen for the outer loop where formation is highly favorable and desorption requires very little
energy except in the case of ethyne which forms ethene and thus would show a favorable
interaction of the π- and d-orbitals.
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These results indicate that the hydrogenation of propene, ethyne, and ethene should be
theoretically possible using the CuRhBTC MOF. Based upon the activation barriers of the inner
loop mechanism, ethyne hydrogenation to form ethene should result in the highest reaction rate
but may be hindered if the hydrogenation continues for another cycle using the ethene product.
The thermodynamic stability of intermediate 6 using ethene may be the cause of the poisoning of
the CuRhBTC MOF upon the introduction of ethyne. This hypothesis may be validated following
the introduction of ethene to the catalyst and observing if poisoning is still present. If not, then an
alternative hypothesis must be examined to better understand the poisoning of the catalyst in the
presence of ethyne.

4.4.6 Hydroformylation on Bimetallic Metal-Organic Frameworks with
Paddlewheel-type nodes
Overview and Experimental Results
As the CuRhBTC MOF was shown to be catalytically active towards the hydrogenation of
propene, further experimental studies were performed to identify other reactions that may be
catalyzed by this material. Initial studies showed that the CuRhBTC MOF may be catalytically
active towards hydroformylation but it was found that upon the addition of CO at high
temperatures, nearly all of the Rh sites are reduced from Rh(II) to metallic Rh(0). At lower
temperatures, however, a smaller percentage of Rh sites are reduced. This effect was not observed
using the pure RhBTC MOF, however, where no catalytic activity was observed. It was
hypothesized that CO poisons the MOF catalyst in some form, either through deformation of the
paddlewheel structure or through a binding interaction that is stronger than small hydrocarbons
such as ethene, ethyne, and propene. If CO were to bind too strongly to the Rh active sites, then
catalysis could no longer take place and thus the catalyst would be deactivated. To understand how
CO may lead to poisoning of the CuRhBTC catalyst and to understand why, upon the addition of
CO, metallic Rh is formed, we performed a study which examines how CO alters the electronic
structure of different BTC MOF complexes.
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Computational Details
A single node of the CuRhBTC MOF (Figure 4.9) was utilized for all calculations which
were performed with the ORCA 5.0 software package.111 The model complex (A) was truncated
with acetate groups (B) for all calculations. Geometry optimizations were performed using the
M06L426 density functional with the def2-TZVPP basis set for the transition metals (with the
corresponding def2-ECP for Ru, Rh, and Ir) while the def2-TZVP basis set was used for all other
atoms.275 Tight convergence criteria were used for both the SCF iterations and the geometry
optimization steps. The RI approximation was used to accelerate the computation of all four-index
integrals.248 The def2/J auxiliary basis set was used for all atoms.380 A triplet spin state was
assumed for all calculations which involved the CuRh node,294 an antiferromagnetically coupled
singlet for the CuCu node,421 and a singlet spin state for the RhRh node.420 For all other nodes, the
lowest three spin states were examined using both the bare complex as well as the CO-adsorbed
complex. Numerical frequency calculations were performed to ensure that minima of the potential
energy surface for all structures were obtained.

Results and Discussions
The strongest binding enthalpy (ΔH298) of CO was found to be 42.9 kcal/mol for the
CuRuBTC MOF with the CuIr and RhRu (CO bound to Ru) nodes showing similar binding
enthalpies of 41.9 and 40.6 kcal/mol, respectively (Table 4.4). Such strong binding would limit
the feasibility of catalysis due to strong chemisorption. The lowest observed binding energies were
seen with CuCu, CuMn, CuFe, and CuNi with enthalpies of 7.8, 13.0, 14.0, and 14.8 kcal/mol,
respectively. The latter three values are within a range that is not too small to prefer desorption but
not too large either to prefer chemisorption (as is the case with CuRu, CuIr, and RhRu).
We may examine the change in the stretching frequency of CO as a function of the choice
of metal in the node to better understand changes in the electronic structure of the system upon
binding.427 A shift of -141.8 cm-1 was observed for the CuRuBTC MOF which is accompanied by
a strong CuRu-CO interaction and thus the poor activity that may be observed with regards to
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Table 4.4 Calculated binding enthalpies (kcal/mol) for CO based upon the lowest energy spin state structure for several different
BTC MOF structures. Bond lengths given in Å. Stretching frequencies given in cm-1. CO was adsorbed to the second metal site,
i.e., Ni for CuNi. * Denotes the spin state is an antiferromagnetic spin state. CO shows a bond length (RCO) of 1.1278 Å and a
stretching frequency (vCO) of 2209.42 cm-1 in the gas phase using the M06L density functional. All stretching modes have been
corrected for using a scaling factor of 0.9965.1

Spin Multiplicity
Before
After
Adsorption Adsorption

Metal-Metal Bond Length
298

ΔH

ΔRCO

ΔvCO

Before
After
Adsorption Adsorption

ΔR

Metal-CO
bond length

CuMn

S=2

S=2

-12.98

-0.004

16.3

2.663

2.728

0.065

2.225

CuFe

S = 1.5

S = 2.5

-13.99

0.007

-60.6

2.619

2.674

0.055

2.014

CuCo

S=1

S=2

-20.40

0.003

-32.5

2.417

2.566

0.149

1.956

CuNi

S = 0.5

S = 1.5

-14.83

-0.002

8.4

2.431

2.497

0.066

1.974

CuCu

S = 0*

S = 0*

-7.79

-0.003

21.1

2.474

2.533

0.059

2.217

CuRu

S = 1.5

S = 0.5

-42.92

0.025

-141.8

2.515

2.556

0.041

1.787

CuRh

S=1

S=1

-19.29

-0.002

-96.8

2.436

2.523

0.087

2.052

CuIr

S=1

S=0

-41.86

0.017

-83.9

2.459

2.497

0.038

1.830

RhRh

S=0

S=0

-26.56

0.011

-89.6

2.366

2.418

0.052

1.960

RuRh

S = 0.5

S = 0.5

-18.23

0.010

-102.0

2.365

2.427

0.062

2.025

RhRu

S = 0.5

S = 0.5

-40.61

0.023

-161.1

2.365

2.463

0.098

1.875
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hydroformylation. Of the eleven tested structures, only four resulted in small shifts (< 40 cm-1) of
the CO stretching frequency: CuCu, CuNi, CuMn, and CuCo. These four also showed very little
change in the RCO bond length as well, with a maximum displacement of -0.004 Å for the CuMn
case. This indicates that the interaction with the metal node and CO is weak enough to not perturb
the electronic structure of the CO molecule significantly. As these four support metals (Mn, Co,
Ni, Cu) are all first-row transition metals, their metal-metal and metal-CO bond lengths should all
be similar and thus an appropriate comparison may be made between them to further examine the
metal-CO interactions. Upon adsorption, all the first-row transition metal complexes (including
Fe) show an increase in their respective metal-metal bond lengths with CuCo showing the largest
increase (0.149 Å). Likewise, the CuCo complex results in the shortest metal-CO bond length
(1.956 Å) which is commensurate with the largest binding energy of the five, first-row cases. This
binding energy may be too high, however, for room temperature studies and thus, the CuMn, CuFe,
and CuNi may be better candidates to be suggested to experimentalists to examine how well the
synthesized MOF materials may perform with regards to the hydroformylation reaction. These
calculations are not able to explain the phenomenon observed experimentally whereby CO
addition causes the Rh(II) sites to reduce to pure metallic Rh(0), however. The binding of CO to
the CuRhBTC MOF does not result in a large binding energy (19.3 kcal/mol), however, it does
perturb the vCO to a large degree (-96.8 cm-1) which may indicate a significant change in the
electronic structure of the complex upon the binding of CO. Further examination of this species
must be performed to better understand the deformation upon CO addition especially regarding
the interaction with thermally accessible excited states. In addition, certain spin states may be
accessible at lower temperatures which may allow for hydroformylation to occur on different spin
state surfaces of the MOF complexes.

4.4.7 Conclusions
The Rh(II) transmetalated, HKUST-1 MOF has been shown experimentally to be highly
active towards propene hydrogenation but not ethyne hydrogenation. A theoretical examination of
the reaction pathway for both hydrogenation reactions as well as that of the hydrogenation of
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ethene was performed. These studies identified a reaction intermediate where a C2H3 group is
bound to the Rh(II) site of the CuRhBTC MOF complex which is very stable and thus results in a
large barrier towards the final protonation step to form ethane. Similar calculations were unable to
reproduce an experimental trend which showed stronger interactions of the CuRhBTC MOF with
ethyne than either propene or ethene and may be a result of the ethyne poisoning the catalyst.
Through a systematic study of the binding of CO towards different BTC MOF complexes,
it was found that when the Cu(II) center of the CuBTC MOF is transmetalated with either Mn, Fe,
Co, or Ni, the interaction with CO is neither too strong nor too weak; between 15 – 25 kcal/mol.
Strong interactions would disallow for hydroformylation as the CO bound complex would most
likely not be able to lead to any new reaction intermediates while weak interactions would only
allow for passive interactions with the metal site. These four complexes show binding energies
between 13 and 20 kcal/mol with relatively small perturbations in the stretching frequency of CO
(ΔvCO < 60 cm-1). Thus, it may be advantageous to study these four transmetalated MOF materials
as possible catalysts towards hydroformylation.
Spectroscopic studies were performed to positively identity the metal-metal stretching
frequency of the CuBTC, CuRhBTC, and RhBTC MOF materials and good agreement was made
between the experimental and theorical results. Likewise, the identification of peaks that appear in
the Raman spectra during in situ experiments for the CuRhBTC MOF were possibly identified as
methyl rotations on the adsorbed propene molecule.

4.5 Conclusions
Computational methods have been used extensively for the characterization and
elucidation of the properties of catalysts. The use of electronic structure theory (EST) for catalytic
studies allow for an atom-by-atom examination of the reaction mechanism which is impossible to
achieve through experimental methods. The examination of three catalytic mechanisms was
performed using computational methods which includes the dehalogenation of CH2Cl2 to form
CH4, the hydrogen evolution reaction to produce H2, and the hydrogenation of either of propene,
ethyne, and ethene. The catalysts used for these reactions utilize either d- or p-block metals such
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as Cu, Rh, Sb, or Sn. The dehalogenation of CH2Cl2 was shown to proceed with very low barriers
for both the C-Cl bond breaking and C-H bond formation steps which never exceeds a value of
0.45 eV (10.4 kcal/mol). Likewise, the hydrogen evolution reactions studied using both Sb and Sn
molecular catalysts proceeds with low barriers in similar mechanisms: H2 is produced in an ECEC
fashion where E stands for an electric step (reduction) and C stands for a chemical step
(protonation). Finally, the hydrogenation of propene, ethyne, and ethene was examined using the
CuRhBTC MOF complex and low barriers were observed for propene and ethyne hydrogenation
while a single high barrier of 22.5 kcal/mol was observed for ethene hydrogenation which may
limit the feasibility the production of ethane. These results help to illustrate the usefulness of
computational methods towards a better understanding of different reaction mechanisms. Knowing
the steps that a reaction takes may help experimental chemists in some form to design better
catalysts which either show lower barriers, such as those seen for the dehalogenation reaction,
more selectivity, such as the CuRhBTC MOF catalyst performing well for propene hydrogenation
but not for hydroformylation, or high activity, such as the Sb and Sn HER catalysts which showed
Faradaic efficiencies upwards of 100%. Computational methods allow for a view into the chemical
realm that is simply impossible through experimental efforts and thus is invaluable towards the
study of catalytic systems. This work may serve as a knowledge base for future calculations such
as the high-throughput screening of MOF catalysts for the electroreduction of CO2.
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Chapter 5

Summary and Outlook
In this work, we performed a large number of calculations on chemical systems ranging
from diatomic molecules to larger, molecular complexes which are of a challenging nature. To
perform this work, coupled cluster is utilized to perform highly accurate calculations on small
systems (between two and five atoms) while density functional theory is used for the highthroughput examination of larger systems. In Chapter 2, a detailed discussion was made regarding
the reproduction of the rotational, vibrational, and rovibrational spectra of the CF+ molecular
cation and a H2O molecule in a parahydrogen HCP lattice. The spectroscopic constants of CF+
were reproduced with very low error due to the highly accurate potential energy curve that was
developed in conjunction with a vibrational Hamiltonian. This method can be easily applied to
other diatomic molecules of interest, such as those already identified in the interstellar medium
(ISM) or more unique molecules such as lanthanide diatomics. Likewise, the construction of three
potential energy curves and two potential energy surfaces were combined with a rotational
Hamiltonian to examine what effects the environment of a perturbed HCP lattice of parahydrogen
molecules has on a rotating H2O molecule. The underlying theoretical framework constructed for
this work is applicable to other systems such a NH3 molecule in an HCP lattice.
Following this, calculations which involved lanthanide compounds was performed in
Chapter 3. Initial calculations were performed to identify the theoretical methodology which best
describe the electronic structure of lanthanide diatomics as well as larger, molecular complexes
using density functional theory (DFT). This theoretical methodology was then applied to the
calculation of the free binding energies of lanthanide-tris-β-diketone complexes. By using highthroughput screening and machine learning, we were able to formulate a mathematical function
which can map the chemical structure of a β-diketone ligand to its free binding energy towards
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either lanthanum or lutetium. Good predictability was achieved using the many-body tensor
representation with the kernel ridge regression learner.
Finally, Chapter 4 introduced work done utilizing computational methods to study catalytic
systems. The dehalogenation of CH2Cl2 and the hydrogen evolution reaction were both examined
using molecule complexes. Experimental results showed high activity for the former reaction
which was explained through the presence of low activation barriers (< 10 kcal/mol). Likewise,
the production of hydrogen was examined on two surfaces and the high experimental activity could
be attributed to a thermodynamically and kinetically favorable processes. After this, calculations
which used metal-organic frameworks (MOF) were examined to understand how hydrogenation
occurs on a transmetalated form of the HKUST-1 MOF. Low activation barriers were observed
for propylene and acetylene hydrogenation while a slightly higher activation barrier was observed
for ethylene hydrogenation. Following this, several forms of the HKUST-1 MOF were examined
to test their applicability towards the production of aldehydes via hydroformylation. Three of the
tested 3d transition metals resulted in perturbations to the MOF which may be advantageous
towards aldehyde production.
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