Abstract-In 3D integrated circuits, through-silicon-vias (TSVs) are used to connect different dies stacked on top of each other. These TSVs occupy significant silicon area and are many times larger than gates.
I. INTRODUCTION
3D ICs is a promising technology that can help reduce power, improve performance and reduce signal integrity challenges. How ever, 3D ICs may cause increased thermal challenges and use of TSVs may decrease the yield of 3D chips. Va rious methods exist for the fabrication of TSVs for stacked 3D ICs [1], [2] . The two most popular methods are (i) via first ( [3] ), and (ii) via last ( [I] ).Based on the fabrication method these TSVs can have different area, parasitics, routing resource usage and cost (fabrication cost) [2] .
The authors in [4] and [5] explore different ways of stacking SRAM into 3D. They propose the stacking can be done by stacking banks, column-on-column stacking, and row-on-row stacking. The authors in [6] propose a method to do design exploration and timing optimization for 3D SRAM. However, none of the above papers generate an actual layout of 3D SRAM and do not consider the impact of TSV area. The authors in [7] provide the first detailed placement and routing results for 3D ICs based on GDSH layout. The authors show that through silicon vias can have a significant impact on the area and wire length of a circuit. In this paper we explore various methods of TSV management for via first and via last type of TSVs, for bank level 3D SRAM ICs. The contributions of this paper are 1) We explore various design choices in 3D SRAM IC that can impact the number of TSVs, area, and performance of 3D SRAM ICs, and 2) We explore the impact of TSV fabrication technology (via first versus via last) on 3D SRAM ICs.
II. OVERALL DESIGN FL OW
In this section we discuss our overall flow for 3D SRAM IC. To generate the layout we first determine the location of the SRAM banks. Since the size of SRAM banks is much greater than the standard cells we determine their location before we place standard cells or TSV s. Once the SRAM banks have been fixed, the location of the standard cells and TSVs are determined in the remaining white space available. To determine the location of TSVs and standard cells we use approach used by authors in [8] .
The approach can be briefly summarized as follows. We perform (1) global placement, (2) global routing, (3) detailed placement, and (4) detailed routing in this sequence. Performing global placement in step (1) provides us with the rough location of standard cells. Based on this rough location we can perform global routing in step (2) . The location of the TSVs and their number is determined during routing topology generation for 3D nets. Detailed placement in step (3) followed by detailed routing in step (4) is then performed based on the global placement and routing results obtained above.
A. SRAM bank location
The SRAM banks are placed in each die of the 3D design in a regular three dimensional grid G(C x R x Z). Where C is the number of columns of SRAM banks, R is the number of rows of SRAM banks, and Z is the number of dies. For example to place 16 SRAM banks in four dies we place them in a regular array of
G(2 x 2 x 4).
The SRAM banks in the design are connected to each other through the decoder and the multiplexer logic. The structure of either the decoder logic or the multiplexer logic is typically hierarchical in nature. That is, for example, a 4-to-I6 decoder can be built using two 3-to-8 decoder logic blocks and some extra logic. The 3-to-8 decoder logic block can in turn be made form two 2-to-4 decoder logic blocks and so on. A similar analogy exists for creating multiplexer logic as well. Thus the various SRAM banks are connected to each other in form of a hierarchical structure [6] .
For a given SRAM design we call its corresponding hierarchical tree Stree. In a 2D IC design two possible cut orientations exist. V cut that divides the tree along the vertical axis, and H cut that divides the tree along the horizontal axis. For a 3D IC design an additional cut orientation exists that divides the tree into different dies (Z cut). We obtain the bank placement of a given SRAM design by performing cuts in three stages. Stage one VI x HI represents the number of vertical and horizontal cuts performed before the banks are partitioned into different dies. Then the banks partitioned into different dies using Z cuts (Z2). Finally stage three consists of additional horizontal and vertical cuts Va x H3 to give us the final bank placement. In addition VI * V3 = C thus ensuring the total number of columns are as required and HI * H3 = R thus ensuring the total number of rows are as required. To better understand the bank placement method we look at example in Figure 1 . In this example 16 SRAM banks (Bo'" B15) are placed in a three dimensional grid G(2x2x4). In Figure 1 (a) VI x HI is 1 x 1 and V3 x H3 is 2 x 2. Since VI and HI are equal to 1 no horizontal and vertical cuts are performed initially. This is followed by Z cuts. The Z cuts ensure that blocks (Bo, BI, B2, B3) lie in dieo, blocks (B4, B5, B6, Br) lie in die!, blocks (Bs, Bg, BlO, Bn) lie in die2, and blocks (BI2, B13, B14, B15) lie in die3. Finally the last set of cuts V3 x H3 divide the blocks in each die accordingly. Similarly for 1 (b) VI X HI is 2 x 2 and V3 x H3 is 1 x 1. In a 2D IC design, choosing the order of V or H cuts has little impact on various metrics of the layout. However, in 3D IC design the additional Z cut can have a significant impact, as it effects both the number of TSVs required and the total wire length. This happens because the interface logic for bank level SRAM designs are connected to each other in the same hierarchical tree as the banks are connected to each other. For example in Figure I (a) banks Bo,BI,B2,B3 lie in same die thus its corresponding interface logic can also lie in the
(a) (b) lie in different dies thus its corresponding interface logic tends to get split in different dies resulting in 3D nets. As more interface logic occurs in lower level of the hierarchical tree, dividing lower level banks in different dies leads to greater number of 3D nets and hence more TSVs. To determine the location and the number of TSVs needed in the design. We use the approach used by the authors in [8] .
B. TSV and Gate Planning
In this section we discuss how we reserve whitespace for standard cells and TSVs in 3D Ie design. While TSVs can help in reducing the length of long global wires, they can cause reliability problems due to thermo-mechanical stress [9] . Thus in order to achieve increased reliability a safe distance is needed to keep the TSVs separate from the SRAM banks and the interface logic. We implement several floor planning options. Each option having its own set of pros and cons. These options are discussed in detail below.
1) TSV periphery: The floor-plan for this option is shown in Figure 2 (a). In this option we allow the TSVs to be present only at boundary of the 3D design. The standard cells of the interface logic are placed in between the channels of the SRAM bank. In this option TSVs have minimal interaction with the logic gates on the die. Such a configuration also allows easy stacking of already manufactured or verified designs. However, as shown later in our experiments such a configuration results in the worst performance.
2) TSV island: The floor-plan for this option is shown in Fig  ure 2(b) . In this option we allow TSVs and interface logic gates to be placed in between the channel space between SRAM banks. However, TSVs and the standard cells of the interface logic are placed in distinct islands reserved for each type. Such a configuration means both the SRAM banks and interface logic and under a greater influence of TSV stress than when compared with the TSV periphery option. However, as shown later in our experiments it has better performance.
3) TSV spread: The floor-plan for this option is shown in Fig  ure 2(c) . This option is similar to the TSV island option, where TSVs and logic gates are placed in between the channel space between the SRAM banks. In this option we however do not create distinct regions for TSVs and standard cells. Both TSVs and standard cells can be placed together as long as they pass the design rule check (DRC). In such a configuration the logic gates are under the maximum stress impact of TSVs. In terms of performance, as shown in our results later, such a configuration gives us the best results.
III. VIA FIRST OR VIA LAST
As discussed in Section I, there exist two major methods for fabricating TSVs. The authors of the paper [2] show that each fabrication method can result in TSVs of different diameter and cost. Via first fabrication results in TSVs with smaller diameter thus allowing for greater TSV density. Whereas, the via last fabrication results in TSVs with greater TSV diameter thus allowing for smaller TSV density. However, in terms of cost, via last fabrication has lower cost as compared to via first. In addition via last TSVs can use routing resources in all the metal layers as discussed in [1] . Thus choosing the right via type can be important. We later show in our results the area, wire-length, and performance impact of using via first or via VI X HI -V2 X H2 1x1 -2 x2 6.72 x 10° 6.8 x 10" 1x2 -2 x1 6.84 x 10 6 5.83 X 10 5 2x2 -1 x1 6 .96 x 10 6 5.7 X 10 5 1x1 -4 x4 2.68 x 10 3.61 x 10" 1x2 -4 x2 2.73 x 10 7 3.70 X 10 6 2x2 -2 x2 2.73 x 10 7 3.40 X 10 6 2x4 -2 x1 2.78 x 10 7 2.77 X 10 6 4x4 -1 x1 2.8 x 10 7 2.72 X 10 6 1xl -8 x8 1.07 x 10" 1.70 x 10 1x2 -8 x4
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IV. EXPERIMENTAL RESULTS
In this section we discuss our experimental results in detail. All our experiments our performed using l30nm library provided by Global Foundries. We use the Artisan ARM memory compiler tool to generate the SRAM banks. All our experimental results are run on 2GHz Linux machine and our 3D SRAM ICs are built on a 4 die stack. We test our results on 3 different SRAM sizes (1MB, 4MB and 16MB). The SRAM bank used in the designs have a capacity of 64KB. The different TSV types we use in our experiments are shown in table II. We use two different area for the TSVs. Via last and via first TSV differ in the amount of routing resources they use. While via first TSV uses just the metal 1 (M l) layer for its landing pad, via last TSV uses all the metal layers as the TSV is drilled from the front side of the die [1].
A. SRAM Bank Placement Impact
In this section we discuss the impact of bank placement on various metrics like number of TSVs, area, wire-length, and performance. The results are shown in table I. We observe that as more V and H cuts are performed before the Z cut is performed we require more TSV s in the design. Performing Z cut late in the cut sequence results in partitioning more gates in the lower levels of logic, as described in section II-A. This results in greater number of 3D nets that require more TSVs. More number of TSVs also results in greater area. Performing Z cut late helps in reducing wire-length. Performing Z cut late results in lower level banks and their corresponding logic be placed on top of each other. This helps in reducing the total wire length. The impact of bank placement on performance (longest path delay) is also shown in table I. We again observe that performing Z cut late in the sequence helps in improving performance. 
B. TSV Placement Style
In this section we discuss the impact of different TSV placement styles on wire-length, area and performance (longest path delay) of 3D SRAM IC. We fix the SRAM bank placement style for each SRAM that gives us best performance as discussed in section IV-A. We assume the TSV type to be T SVc, as shown in table II.
The impact on wire-length is shown in Figure 3 (a). We observe that the TSV periphery placement style gives the worst wire length whereas, the TSV spread placement style gives the best wire-length. In TSV-periphery placement style the TSV s are restricted to be placed only at the outside periphery of the die. This results in longer de-tours for 3D nets leading to greater wire-length.
The impact on area is shown in Figure 3 (b) and the impact on performance is shown in Figure 3 ( c). The best results for performance are obtained with the TSV spread placement style whereas, the worst results are obtained with the TSV periphery placement style.
C. Via First or Via Last
The impact TSV type on various metrics like (1) area, (2) wire length, and (3) performance are reported in GDSH shots of via-first vs via-last TSVs in SRAM design. Routing is permitted over the via-first TSVs. Via-last TSVs are larger.
decreases due to larger die dimensions. Figure 4 shows some of the layout images we obtained.
V. CONCLUSION
In this paper we show that bank placement plays a significant role in the design for 3D SRAM Ie. In addition we observe the impact of TSV size and different TSV fabrication process (via-first or via-last) on various metrics like wire-length, area, and performance. Based on our observations the designer may have to make some interesting trade-offs based on the design specifications.
