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Introduction
z jg = 0 otherwise.
67
We assume that the probability of an observation coming from group g is π g and that 68 observations within group g are modeled by a N (µ g , Σ). 69 Hence, the likelihood function is of the form,
where µ g = (µ g1 , µ g2 , . . . , µ gP ) ′ .
70
The maximum likelihood estimates of the model parameters arê
z jg x j where n g = ∑ N j=1 z jg is the number of observations in group g,
andπ g = n g /n. The unbiased estimates of the model parameters are of the same as 72 the maximum likelihood except in the case ofΣ where the N in the denominator of (1) 73 is replaced by N − G. Robust estimators of the mean and covariance [12] can be used
74
in situations where it is suspected that the data contain outliers. In some applications, 75 π 1 , π 2 , . . . , π G are fixed a priori rather than being estimated from the data.
76
If the G groups are assumed to have equal mean and covariance, that is µ g = µ 0 and Σ = Σ 0 , then the data would be N (µ 0 , Σ 0 ) and the maximum likelihood estimate of the model parameters areμ 0 = x and
The unbiased estimate of Σ 0 replaces the denominator ofΣ 0 by N − 1. 
[13] shows that the ratio LR(α) is equivalent to the objective function in Fisher's linear 78 discriminant analysis which is of the form
where
The value of α that maximizes (2) subject to α ′ Wα = 1 is the eigenvector corresponding is sphered, then we use the same sphering transformation on
109
We can estimate the posterior probability of observation x j coming from group g as 
Brier's Score

159
Classification performance can be assessed using percentage misclassification error and 
where z true jg is an indicator of the true group membership.
164
Brier's score is useful for assessing the certainty of predictions. Some observations may
165
have maximum probability for the correct group but the maximum probability is not much 166 larger than the probability of membership of the other groups. Such observations con- less than the data dimension (P = 1050). and thus contain no group information. The first two data sets were generated from multivariate Gaussian distributions using a common covariance matrix Σ where
For data set 1:
Hence, the first two variables contain all of the group information and the last eight have 192 no group information.
193
For data set 2:
For the next two simulated data sets, we use three groups with the same mean vectors as before, but now with different covariance matrices for each group:
For data set 3: 
Meats Data
223
The spectra from a total of N + M = 231 homogenized meat samples were measured over 224 the range 400-2498 nm at intervals of 2 nm, leading to P = 1050 measurements per sample.
225
These spectra encompass both the visible and near infrared part of the electromagnetic 
Results
239
In all of the examples, the performance of Fisher's LDA and the semi-supervised Fisher's
240
LDA are assessed using 100 random splits of the data into: 50% known (labeled) 50% 241 unknown (unlabeled) data; 25% known 75% unknown data and 10% known 90% unknown 242 data.
243
For the example projections shown (Figures 3 to 8) , circles are the training data (known 
248
The results presented in this section are the mean and standard deviations (in brackets)
249
based on 100 random splits of the data into training and test sets. 
Simulated Data
251
Table 1 Goes Here
252
As illustrated in Figure 1(a) , the first simulated data set not only has a common 253 covariance matrix for each group, but the groups are also well separated. Therefore LDA
254
would be expected to perform extremely well. When the assumptions that the groups are 255 entirely separable on the basis of their group means, Table 1 illustrates that the semi- for the second simulated data set, the groups are poorly separated at their boundaries.
266 Table 2 shows how SSLDA improves on LDA both in terms of classification and in terms of can harm the classification performance, as can be seen in the 25%/75% row of Table   290 4, for example. Figure 6 illustrates that while both approaches struggle to separate the 291 groups, as updating has a tightening effect on the groups because each group's covariance 292 is estimated using all of the data. Hence, the points have lower uncertainties associated 293 with them. Table 6 Goes Here
316
The classification performance of both approaches is relatively similar across all train-
317
ing/test splits of the meats data (Table 6 ). However, the advantages of using a semi- The editor and reviewers made important suggestions which greatly improved this paper.
376
The work reported in this paper is funded by Teagasc under the Walsh Fellowship Scheme. is the projection for Fisher's linear discriminant analysis; Figure 6 (b) is the projection for the semi-supervised version, using a 50% training 50% test split of the data. 
