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Abstract
First-order translations have recently been characterized as the maps computed by aperiodic single-valued non-
deterministic ﬁnite transducers (NFTs). It is shown here that this characterization lifts to “V-translations” and
“V-single-valued-NFTs”, where V is an arbitrary monoid pseudovariety that is closed under reversal. More strik-
ingly, two-way V-transducers are introduced, and the following three models are shown exactly equivalent to
Eilenberg’s classical notion of a bimachine when V is a group variety or when V is the variety of aperiodic monoids:
V-translations, V-single-valued-NFTs and two-way V-transducers.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
The regular languages have been characterized in many ways, in particular using deterministic ﬁnite
automata (DFAs), non-deterministic ﬁnite automata (NFAs), two-way DFAs [11,13], monadic second-
order logic [3,16] and ﬁnite semigroups [4,5], with an incisive algebraic parametrization arising from the
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latter. For instance, aperiodic DFAs recognize exactly the star-free languages [12], and these are precisely
captured by FO, i.e. ﬁrst-order logic with order [10].
In a separate vein, renewed interest in FO was sparked by the development of descriptive complexity
(see [8]), and the old concept of a translation became the natural way to reduce one problem to another.
FO-translations and projections, in particular, became the lowest level reductions used in the theory.
Experience with the regular languages would suggest characterizing FO-translations using aperiodic
deterministic ﬁnite transducers. But this fails, because such transducers obviously cannot even map
w1w2 · · ·wn to wnn , where each wi ∈ {0, 1}. Lautemann and three of the present authors [9] showed that
the appropriate automata-theoretic model required to capture FO-translations is the aperiodic nondeter-
ministic transducer, restricted to output a unique string on any input.
Here we extend this result in several directions. We ﬁrst generalize from FO-translations to
V-translations, where V is an arbitrary monoid variety (a monoid variety is the most convincing no-
tion imaginable of a natural set of ﬁnite monoids). FO-translations are obtained when V is the variety of
aperiodic monoids, and other special cases of such V-logical formulas were studied before, for example
when ∃ and ∀ quantiﬁers were replaced by MODq quantiﬁers in the work of [15,2,14].
Second, we deﬁne an NFA to be a V-NFA if applying the subset construction to it yields (the familiar
notion of) a V-DFA.
Third, we consider two-wayDFAs, and deﬁnewhat constitutes a two-wayV-automaton. This is delicate
because the appropriate deﬁnition of the extended transition function of such an automaton is not obvious,
which in fact explains the absence of an algebraic treatment of two-way DFAs in the literature.
Our main result is a striking equivalence between the above notions and the old notion of a bimachine
developed by Eilenberg [4, p. 320]:
Theorem 1.1. Let , be ﬁnite alphabets, f : ∗ → ∗, and let V be the variety A of aperiodic monoids
or an arbitrary variety of groups. The following statements are equivalent:
(i) f is a V-translation.
(ii) There is a V-bimachine that computes f.
(iii) There is a single-valued nondeterministic V-transducer that computes f.
(iv) There is a two-way V-transducer that computes f.
Moreover, for the much larger class of varieties V closed under reversal, (i) ⇔ (ii) ⇔ (iii).
In the case V = A, Theorem 1.1 states that FO-translations, aperiodic bimachines, single-valued
nondeterministic aperiodic transducers, and deterministic aperiodic two-way transducers all compute
exactly the same functions.
Intuitively, the main ingredients of Theorem 1.1 are that NFAs can simulate bimachines by guessing
the behavior of the second machine on the unread part v of an input string uv (and they can simulate
FO by guessing the possible sets of inequivalent formulas consistent with u satisﬁed by uv). The link
with two-way DFAs, in the non-group case, comes from simulating NFAs in the slick way developed
by Hopcroft and Ullman [6], yet a considerable amount of care is needed to ensure that the simulation
preserves the required algebraic properties. (In this paper, we limit our claim to the statement of Theorem
1.1, although we suspect that the equivalence between the four models of the theorem holds for many
more varieties.)
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Section 2 contains preliminaries and the precise deﬁnitions of our computation models. Section 3
divides into two parts: the models equivalent for any V closed under reversal are treated ﬁrst, and then
we bring in the two-way model.
2. Preliminaries
An associative binary operation on a set containing an identity for this operation deﬁnes a monoid.
By a monoid variety, we mean a pseudovariety in the sense of Straubing [14, 72pp.] or Eilenberg [5,
109pp.]: it is a set of ﬁnite monoids closed under the ﬁnite direct product, the taking of submonoids
and of homomorphic images. Examples of varieties include the commutative monoids, the groups G, the
aperiodics A (i.e., the monoids containing only trivial groups), the solvable groups Gsol, or any set of
monoids satisfying a set of identities (see Section 2.5). We say that a variety V is closed under reversal
if for every monoid (M, ◦) ∈ V, the reverse monoid (MR, ◦R), deﬁned by u ◦R v = v ◦ u, is also in V.
Observe that the just mentioned varieties G, A, Gsol and many more are closed under reversal.
DFAs are as usual [7, p. 17] given by M = (S,, , s, F ), where the different components denote the
state set, the input alphabet, the transition function, the initial state, and the set of ﬁnal states, respectively.
The extended transition function [7, p. 17] of M is denoted by ˆ. Often we are only interested in the
underlying pre-automaton (S,, ) which we usually denote by the same symbol as the full automaton.
The transformation monoid of M is the set { ˆ(·, w) : S → S ∣∣ w ∈ ∗} with the operation of
composition of functions. We say that M is a V-DFA if its transformation monoid is in V. A V-language
is a language accepted by a V-DFA.
An equivalence relation ∼ on ∗ is a congruence if u ∼ v implies (∀x, y ∈ ∗)[xuy ∼ xvy]. A
congruence ∼ induces a monoid ∗/∼ isomorphic to the transformation monoid of the pre-automaton
(∗/∼,, ([u]∼, a) 	→ [ua]∼). An example of a congruence is the syntactic congruence of a language L:
u ∼L v iff (∀x, y ∈ ∗)[xuy ∈ L iff xvy ∈ L]. Let aDFAM = (S,, , s, F ) be given.Another example
of a congruence is: u ∼M v iff ˆ(·, u) = ˆ(·, v). Then ∗/∼M is isomorphic to the transformation monoid
of M. Writing ∼pq for the syntactic congruence of the language L(p, q) =
{
w
∣∣ ˆ(p,w) = q}, there
is an injective morphism ∗/∼M−→ p,q∈S(∗/∼pq) and a surjective morphism ∗/∼M−→ ∗/∼pq .
These facts can be shown to imply that M is a V-DFA iff L(p, q) is a V-language for each p, q ∈ S.
2.1. FO-translations and V-translations
We ﬁrst consider ﬁrst-order logics over ﬁnite structures with linear order, denoted by FO (in the
literature, this is often denoted by FO[<], see, e.g., [8]). We restrict our attention to string signatures,
i.e., signatures of the form 〈Ca1, . . . , Cas 〉, where all the predicates Cai are unary, and in every structure
A, ACai (j) iff the jth symbol in the input is the letter ai . Such structures are thus non-empty words
over the alphabet  = {a1, . . . , as}, and ﬁrst-order variables range over positions within such a word,
i.e. from 1 to the word length n. A formula from ﬁrst-order logic is called a formula over . Our basic
formulas are built from variables in the usual way, using the Boolean connectives {∧,∨,¬}, the relevant
predicates Cai together with {=, <}, quantiﬁers {∃,∀}, and parentheses.
Next, we deﬁne FO-translations or ﬁrst-order deﬁnable translations [9], which map strings to strings
of the same length.
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Let  be as above, and consider a second alphabet  = {b1, . . . , bt+1}. Fix an order b1 < · · · < bt+1
on . Let 1, . . . ,t be ﬁrst-order formulas over , each with one free variable x. These formulas deﬁne
a mapping [1, . . . ,t ] : ∗ → ∗ as follows: Let w = w1 · · ·wn ∈ n. Then, [1, . . . ,t ](w) =
v1 · · · vn ∈ n, where
vi =
⎧⎪⎪⎨
⎪⎪⎩
b1 ifw1(i),
b2 ifw¬1(i) ∧ 2(i),
· · ·
bt+1 ifw¬1(i) ∧ ¬2(i) ∧ · · · ∧ ¬t (i),
for 1in. In this deﬁnition, j (i) is the formula that is obtained when in j variable x takes value i.
In the more general case, where the formulas 1, . . . ,t are allowed to have more than one free
variable, these functions are called ﬁrst-order reductions or ﬁrst-order interpretations, see [8].
Now let  and  be as above. With each language A ⊆ ∗ we associate a unary quantiﬁer QA as
follows. For w ∈ ∗, we deﬁne wQAx[1, . . . ,t ] if [1, . . . ,t ](w) ∈ A.
In this paper, the sets A deﬁning quantiﬁers will most of the time be monoid word problems. For a
monoid M and a subset F ⊆ M , we deﬁne the word problem W(M,F) as the language {m1 · · ·mk ∈
M∗ | k ∈ N,m1 ◦ · · · ◦ mk ∈ F }, where ◦ denotes multiplication in M.
Let V be a pseudovariety of monoids. We will now use V word problems to deﬁne translations as
follows.
First, deﬁne V-formulas inductively by:
• Every quantiﬁer-free formula is a V-formula.
• If M ∈ V with elements {m1, . . . , ms+1}, F ⊆ M , 1, . . . ,s quantiﬁer-free, and x a variable, then
QW(M,F)x [1, . . . ,s] is a V-formula.
• Every Boolean combination of V-formulas is a V-formula.
We allow to omit the square brackets in case s = 1. A V-translation now is a translation [1, . . . ,t ],
where 1, . . . ,t are V-formulas with one free variable.
2.2. Bimachines and bisequential functions
Eilenberg [4, p. 320] deﬁned a (sequential) bimachine to be a triple M = (M1,M2, g) where M1 =
(S1,, 1, s1), M2 = (S2,, 2, s2) are DFAs without ﬁnal states, and g : S1 × S2 ×  → . For
i ∈ {1, . . . , |w|}, the output of M on input w = w1 · · ·wn ∈ ∗ at position i is oM(w, i) = g(ˆ1
(s1, w1 · · ·wi−1), ˆ2(s2, wn · · ·wi+1), wi). We say that M computes TM : ∗ → ∗, where TM(w) =
oM(w, 1) · · · oM(w, n). M is a V-bimachine if the transformation monoids of both M1 and M2 are in V.
Observe that though we think of M2 as a right-to-left automaton, it is formally a usual DFA working on
the input from left to right, and the transformation monoid thus is the usual transformation monoid of a
DFA. Most of the times we will omit the term sequential.
We deﬁne a bisequential function as a pair f = (,m), where  is a congruence over some alphabet
, and m is a function m : ∗/ × ∗/ ×  →  for some alphabet , and for all w = w1 · · ·wn ∈ ∗,
f (w) = v1 · · · vn where vi = m
([w1 · · ·wi−1], [wi+1 · · ·wn], wi). We say that f is a V-bisequential
function if the quotient set ∗/ with the usual multiplication is in V.
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Observe that if V is closed under reversal, a function is V-bisequential if and only if it is computed by
some V-bimachine. Indeed, to compute the bisequential function f = (,m), deﬁne M = (M1,M2,m),
where M1 = (S1,, 1, s1) and M2 = (S2,, 2, s2) are given by S1 = S2 = ∗/, s1 = s2 = [ε],
1
([w], a) = [wa] and 2([w], a) = [aw] for all a ∈ , w ∈ ∗. The reader may check that
f = TM and that the transformation monoids of M1 and M2 are in V, where for the latter fact we need
closure of V under reversal. Observe that the transformation monoid of the reverse (i.e., right-to-left dual)
of an automaton is the reverse of the original transformation monoid. The converse, given M to ﬁnd a
V-bisequential function f such that TM = f , is proved in a very similar way.
2.3. Single-valued nondeterministic transducers
In [9], a nondeterministic ﬁnite transducer is deﬁned to be a tuple M = (S,,, , I, F ), where S
is the set Q of states,  is the input alphabet,  is the output alphabet,  ⊆ Q ×  ×  × Q is the
transition relation, I ⊆ Q is the set of initial states and F ⊆ Q is the set of ﬁnal states. For a string
w = w1 · · ·wn ∈ ∗ we deﬁne the set TM(w) of outputs of M on input w as follows. A string v ∈ ∗
of length n is in TM(w), if there is a sequence s0, s1, . . . , sn of states, such that s0 ∈ I , sn ∈ F and, for
every i, 1in, we have (si−1, wi, vi, si) ∈ .
We say that a nondeterministic ﬁnite transducer (S,,, , I, F ) is a V-transducer, or that an NFA
(S,, , s0, F ) is a V-NFA, if applying the subset construction to the pre-NFA (S,, ¯) yields a pre-DFA
whose transformation monoid is in V. Here, ¯ denotes the projection of  to Q × × Q.
Proposition 2.1. The following are equivalent for a transducer M having (S,, ) as pre-NFA:
(i) M is a V-transducer.
(ii) For each p, q ∈ S, the language L(p, q) accepted by the NFA (S,, , p, {q}) is a V-language.
Proof. If M is a V-transducer, then the DFA M ′ = (2S,, ′, {p}, {T ∈ 2S | q ∈ T }) obtained from the
subset construction recognizes L(p, q). By the remarks of the beginning of this section we can conclude
that M ′ is actually a V-DFA.
Conversely, suppose that each L(p, q) is a V-language. For any P,Q ∈ 2S , the set of words L(P,Q)
sending P to Q in the pre-DFA A = (2S,, ′) constructed from M veriﬁes
L(P,Q) =
⎛
⎝⋂
q∈Q
⋃
p∈P
L(p, q)
⎞
⎠⋂
⎛
⎝⋃
r /∈Q
⋃
p∈P
L(p, r)
⎞
⎠ .
Hence L(P,Q) is a V-language, so that the transformation monoid of A is in V. 
We say that a nondeterministic transducer M is single-valued if for every input w = w1 · · ·wn ∈ ∗
there is a exactly one computation (s0, w1, v1, s1)(s1, w2, v2, s2) · · · (sn−1, wn, vn, sn) such that s0 ∈ I ,
sn ∈ F , and (si−1, wi, vi, si) ∈  for 1in. Note that in this case, |TM(w)| = 1 for all w ∈ ∗; if
TM(w) = {u}, then we write TM(w) = u.
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Remark 2.2. We remark that the deﬁnition above of single-valuedness is different from the one given in
[9], since there it was only required that the set of values TM(w) consists of at most one word, for every
w ∈ ∗. This still leaves the possibility that there may be different paths in M for a particular input w
which produce the same output, which is forbidden in the present deﬁnition. Lautemann et al. [9] equates
the power of aperiodic transducers according to their deﬁnition with that of FO-translations. Since our
main result in Section 3 gives an analogous statement for aperiodic transducers according to our stricter
deﬁnition, we conclude that for the aperiodic case, both deﬁnitions coincide. 3
2.4. Two-way transducers
Two-way ﬁnite automata are a standard model in formal language theory, see, e.g., [7, Section 2.6].
Here, we extend this notion to transducers. A deterministic two-way transducer is a 7-tuple M = (L unionmulti
R,,, , , l0, F ), where
• the set S of states is the disjoint union LunionmultiR of a set L (the states “entered from the left”) and a set R
(the states “entered from the right”);
• l0 ∈ L is the initial state;
• F ⊆ S is the set of ﬁnal states which, as in the case of one-way transducers, will play no role in deﬁning
the operation of a two-way transducer;
•  is the input alphabet,  is the output alphabet;
•  : (S × ) ∪ (L × {}) ∪ (R × {}) → S is a total transition function, where  /∈  and  /∈  are
the leftmarker and the rightmarker, respectively;
•  : (S × ) →  is the output function.
As we do not consider non-deterministic two-way transducers we usually omit the term deterministic.
The meaning of (s, ) ∈ L is that M in state s scanning  moves its head to the right upon entering
state (s, ); M moves its head to the left when (s, ) ∈ R.
The initial conﬁguration of M on input w = w1w2 · · ·wn ∈ ∗ is the situation in which the state of
M is l0 and M scans w1 within the string w1w2 · · ·wn (M scans  when |w| = 0). We say that M
eventually exits w if it eventually encounters a transition (r,) ∈ R or a transition (l,) ∈ L (of
course M will generally bounce off the end markers several times before exiting). We require that, for
any w = w1w2 · · ·wn ∈ ∗,
• M from its initial conﬁguration on w eventually leaves every wi to the right, 1in, and eventually
exits w; this is analogous to the (unspoken) requirement that a one-way transducer must traverse
its input and halt;
• from every state l ∈ L scanning w1, M eventually exits w; this requirement is analogous to the
(unspoken) fact that a one-way transducer eventually runs out of input regardless of its initial conﬁg-
uration;
• from every state r ∈ R scanning wn, M also eventually exitsw; this is justiﬁed by the natural desire
to maintain symmetry between left and right in a two-way transducer.
3 In fact, this can already be concluded from the proof of Theorem 3.1 given in [9], since the transducer constructed there to
compute a given FO-transformation clearly has the property that for every input it has at most one accepting path.
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Each w = w1w2 · · ·wn ∈ ∗ coerces M into a behavior described by a behavior function
w : L unionmulti R → L unionmulti R
s 	→
⎧⎪⎪⎨
⎪⎪⎩
state in which M exits w1w2 · · ·wn if s ∈ L,
when started in state s scanning w1
state in which M exits w1w2 · · ·wn if s ∈ R.
when started in state s scanning wn
A more formal deﬁnition of w proceeds by induction on |w|. The base case is
w(s) =
{
s if |w| = 0,
(s, w) if |w| = 1.
The induction step divides into two similar cases according to whether s ∈ L or s ∈ R. Let u ∈ +
and a ∈ . We only illustrate the case s ∈ L, namely M entering ua from the left. The case breaks off
into two subcases according to whether M eventually falls off ua to the left (u(sk) ∈ R) or to the right
(a(lk) ∈ L):
ua(s) =
⎧⎪⎪⎨
⎪⎪⎩
u(sk) if (∃k0)(∃s0 = s)(∃l1, l2, . . . , lk ∈ L)(∃s1, s2, . . . , sk, u(sk) ∈ R)
such that li = u(si−1) and si = a(li) for 1ik,
a(lk) if (∃k0)(∃l0 = u(s), l1, l2, . . . , lk, a(lk) ∈ L)(∃r1, r2, . . . , rk ∈ R)
such that ri = a(li−1) and li = u(ri) for 1ik.
Finally, we deﬁne the behavior monoidB(M) of M to be the monoid {w | w ∈ ∗} under the operation
u ◦ v = uv . M is a two-way V-transducer iff B(M) ∈ V.
The output of M on input w = w1w2 · · ·wn is (s1, w1)(s2, w2) · · · (sn, wn), where si is the state
entered by M as it lands on wi for the last time when started from its initial conﬁguration on w (when
|w| = 0 the output is the empty string).
2.5. Monoid identities
Let U = {u1, u2, u3, . . . } be a countable alphabet of variables, and let l, r ∈ U∗. Then an equation of
the form l = r is a monoid identity. A monoid M satisﬁes the above identity if, for every homomorphism
h : U∗ → M , we have h(l) = h(r).
If M is a ﬁnite automaton (one-way or two-way) such that the transformation monoid of M satisﬁes
the identity l = r , then we say that l = r holds in M.
Monoid identities are used to deﬁne pseudovarieties of monoids, we refer the reader to the excellent
presentation in [14, Chapter V.6]. Precisely, a set V of monoids is a variety, if and only if there exists a
sequence (li = ri)i1 of equations such that a monoid M belongs to V iff it satisﬁes all but ﬁnitely many
identities li = ri , see [5, Section V.2].
3. Results
Here we prove Theorem 1.1. First we show that for all varieties closed under reversal, translations,
bisequential functions, bimachines, and single-valued nondeterministic transducers yield the same class
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of functions. This proves the equivalence of (i), (ii) and (iii) in the statement of Theorem 1.1, since group
varieties and A are closed under reversal. We devote Section 3.2 to bringing two-way automata into the
equivalence chain: Theorem 3.9 accounts for (iv) in the statement of Theorem 1.1 and concludes the
proof.
3.1. Translations, bimachines, and single-valued transducers
Theorem 3.1. Let V be an arbitrary variety. The following are equivalent:
(i) f is a V-translation.
(ii) f is a V-bisequential function.
(iii) There is a single-valued nondeterministic V-transducer that computes f.
If V is a monoid variety closed under reversal, the following statement is equivalent to the above:
(iv) There is a V-bimachine that computes f.
Proof. Equivalence of (i) and (ii) is proven in Lemmas 3.2 and 3.3. Equivalence of (iii) and (ii) is proven
in Lemmas 3.4 and 3.5. Finally, equivalence of (ii) and (iv) for reversal-closed varieties is clear from
Section 2.2. 
Lemma 3.2. Let 1, . . . ,t be V-formulas. Then there is a V-bisequential function f such that
[1, . . . ,t ] = f .
Proof. We ﬁrst assume that t = 1, i.e. that the image of the translation is over a two-letter alphabet,
which we take to be {1, 0} (also to be identiﬁed with the truth values true and false). Initially, let  = 1
be a formula over some alphabet  of the form (x) = QAy(x, y), where A is a V-language and 
is quantiﬁer-free. Let  be syntactic congruence relation of A ⊆ ∗, i.e., ∗/ ∈ V. For simplicity, we
assume that  = {1, 0}; the case of non-binary alphabets is treated similarly.
For every letter a ∈ , we deﬁne three formulas <a , =a and >a as follows from :
replace Ca(x) in  by Cb(x), b = a, by y < x by y = x by x < y by
To get <a true, false, true, false, false.
To get =a true, false, false, true, false.
To get >a true, false, false, false, true.
Observe that all these formulas have the only free variable y, since x no longer appears. Moreover, for
each a ∈ , we write a for the constant formula (either true or false) obtained by further evaluating =a
with the knowledge that Ca(y). Now recall that the ith symbol in [](w1 . . . wn) is equal to 1 iff
(i, 1) (i, 2) · · · (i, n) ∈ A, (1)
where for convenience we wrote (i, j) for the zero–one truth value of (i, j) evaluated on w1 . . . wn.
But the {0, 1}-word appearing in (1) is precisely the {0, 1}-word
<wi (1) 
<
wi
(2) · · · <wi (i − 1) wi >wi (i + 1) · · · >wi (n − 1) >wi (n). (2)
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Looking at the just given word, we thus conclude that every Ra (for a ∈ , R ∈ {<,>}) deﬁnes a
length-preserving homomorphism Ra : ∗ → {0, 1}∗. So let a congruence ∼ on ∗ be deﬁned as follows:
u ∼ v iff Ra (u)  Ra (v) holds for each a ∈  and for each R ∈ {<,>}. This is a V-congruence,
being the intersection of ﬁnitely many V-congruences (indeed each separate homomorphism Ra deﬁnes
a congruence whose induced monoid is the image of a submonoid of {0, 1}∗/). The V-bisequential
function f = (∼,m) therefore computes [], deﬁned as
m : (∗/∼) × (∗/∼) ×  → {1, 0}
([u]∼, [v]∼, a) 	→
{
1 if [<a (u)] ◦ [a] ◦ [>a (v)] ∈ A˜,
0 otherwise,
where A˜ is the set of those equivalence classes of  whose union is A, and ◦ computes in {0, 1}∗/. Then
m is well deﬁned because w1 ∼ w2 implies that Ra (w1)  Ra (w2).
Now if  is a Boolean combination of formulas, we consider the homomorphisms deﬁned by all
subformulas ofof the formQAy(x, y) for quantiﬁer-free. In the case of several formulas [1, . . . ,t ]
instead of one formula [], we again have to deal with more homomorphisms as above. In both cases,
the deﬁnition of m becomes more complicated, but the congruence ∼ remains an intersection of ﬁnitely
many V-congruences (their number depending, as in the easier case above, on ||). Hence we still obtain
a V-bisequential f. 
Lemma 3.3. Let f = (,m) be a V-bisequential function. Then there are V-formulas 1, . . . ,t such
that f = [1, . . . ,t ].
Proof. Let  be a congruence over the alphabet , and let m : ∗/ × ∗/ ×  → . We describe the
construction of a corresponding V-translation:
First, for every s ∈ ∗/, let <s (x) be a formula with free variable x that holds in a word w iff the
preﬁx of w to the left of position x is in the congruence class s, and let >s (x) be a formula with free
variable x that holds in a word w iff the sufﬁx of w to the right of position x is in the congruence class s. To
deﬁne <s , we deﬁne a transformation [(x)] that maps w = w1 · · ·wn to the word w1 · · ·wx−1c n−x+1,
and a transformation [(x)] that maps w to c xwx+1 · · ·wn, where c /∈ . For example, (z, x) must be
such that if z < x then the symbol wz is copied, and otherwise the symbol c is produced. Clearly,  and
 can be chosen quantiﬁer-free. Deﬁne the language Ls to consist of all words of s, padded by a neutral
symbol c , i.e., Ls is the union of c ∗w1c ∗w2c ∗ · · ·wnc ∗ over all w1w2 · · ·wn ∈ s. Now the preﬁx of
w to the left of x is a word from s if and only if [(x)](w) ∈ Ls , and the sufﬁx of w to the right of x is
a word from s if and only if [(x)](w) ∈ Ls . Since s is a congruence class of , we obtain that Ls is a
V-language. Hence we may deﬁne <s (x) and >s (x) by applying a QLs to  and , respectively.
Finally, we deﬁne (where we assume for a moment that  = {0, 1})
(x) =
∨
s,t∈∗/, a∈
such that m(s,t,a)=1
(
<s (x) ∧ >t (x) ∧ Ca(x)
)
.
In the case of larger alphabets , we will have t = || − 1 different such formulas that produce the
appropriate output symbol in the obvious way.
From the construction of 1, . . . ,t we conclude that [1, . . . ,t ] = f . 
172 P. McKenzie et al. / Journal of Computer and System Sciences 72 (2006) 163–179
Lemma 3.4. Let M = (S,,, , I, F ) be a single-valued nondeterministic V-transducer. Then there
is a V-bisequential function f such that for all w ∈ ∗, TM(w) = f (w).
Proof. Let M be given. By Proposition 2.1, each language L(s, s′) = {w ∣∣ s′ ∈ ˆ(s, w)} is accepted by
a V-DFA Ass′ . Let  be the coarsest congruence relation on ∗ such that each L(s, s′) is a ﬁnite union of
equivalence classes of . The function m : ∗/ × ∗/ ×  →  is deﬁned by m([x], [y], a) = the
value output by M on input xay when it encounters a on the unique path from an s0 ∈ I to some sf ∈ F .
Since ∗/ can be embedded intos,s′∈S(∗/∼Ass′ ), the former is in V. Hence it only remains to check
that m is well-deﬁned. So let x′  x and y′  y, and look at the unique path in M on input x′ay′ from an
s′0 ∈ I to some s′f ∈ F . Let s be the state reached by M on this path after having read x′, and s′ be the
state after having read x′a. Since x′  x there must be a path from s′0 to s consuming x, and since y′  y
there must be a path from s′ to s′f consuming y. By the uniqueness condition of single-valued transducers
(we can have at most one accepting computation path, see Remark 2.2), we conclude that the paths from
s0 to sf and s′0 to s′f must be the same. Hence, the function m above is well-deﬁned, and the lemma is
proved. 
Lemma 3.5. Let f = (,m) be a V-bisequential function: ∗ → ∗, with V closed under reversal.
There is a single-valued nondeterministic V-transducer T = (S,,, , I, F ) computing f.
Proof. We deﬁne T to work as follows. The state set S of T is ∗/×∗/. In the beginning, T guesses the
-class of its inputw = w1 · · ·wn: this is implemented by setting the set I of initial states to {([], 	) | 	 ∈
∗/}, where  is the empty string. Now when moving its head to the right, T computes the -class of the
preﬁx of w to the left of the input head, and guesses the -class of the sufﬁx of w to the right of the head.
This latter guess has to be consistent with the previous guesses and the input symbol just read. Hence,
with input head on letter wi , T knows [w1 · · ·wi−1], wi , and has a hypothesis about [wi+1 · · ·wn]. The
output symbol then is the value of m for this particular triple. Formally, this is implemented by deﬁning
 = {(([u], [av]), a, m([u], [v], a), ([ua], [v])) | u, v ∈ ∗, a ∈ }.
After consuming w, T only accepts if its hypothesis on the equivalence class of the sufﬁx is the -class
of the empty word. Hence F is set to {(	, []) | 	 ∈ ∗/}. It is clear that, for every input w, T will have
exactly one accepting path from a state in I to a state in F; hence T is single-valued. On this path, the
output produced is the word f (w).
It remains to see that T is a V-transducer. For u, v ∈ ∗, write L(u, v) = {w | [uw] = [v]} and
Lrev (u, v) = {w | [u] = [wv]}. Each L(u, v) is a V-language by hypothesis, so that each Lrev (u, v)
is also a V-language because V is closed under reversal. Let p = ([u1], [v1]) and q = ([u2], [v2])
be arbitrary states in S. By Proposition 2.1, it sufﬁces to argue that the language L(p, q) accepted by the
NFA (S,, , p, {q}) is a V-language. But
L(p, q) = L([u1], [u2]) ∩ Lrev ([v1], [v2]),
so that L(p, q) is indeed a V-language. 
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3.2. Two-way transducer
When are two-way transducers equivalent to the models of Theorem 3.1? In the next lemma, we show
that a two-way V-transducer can always be simulated by a V-bimachine. The converse, however, requires
additional assumptions about V. Lemma 3.7 deals with the variety of all aperiodic monoids and the
variety of all groups. The construction that is used in the proof of Lemma 3.7 results in particularly
simple two-way automata if V is an arbitrary group variety. This is stated as Corollary 3.8.
Lemma 3.6. Let M = (L unionmulti R,,, , , l0, F ) be a two-way V-transducer. Then there exists a
V-bimachine (M1,M2, g) that computes the output of M.
Proof. Given M, let us ﬁrst show how to construct automata M1 = (S1, s1,, 1), M2 = (S2, s2,, 2)
and function g. Let ◦ denote multiplication in B(M) and let e be the corresponding identity.
We deﬁne M1 as by S1 = B(M), s1 = e, and for each f ∈ B(M), a ∈ , we set 1(f, a) = f ◦ a .
Intuitively, after reading w1 · · ·wi−1 the automaton M1 has computed the function w1···wi−1 .
The deﬁnition of M2 is analogous: S2 = B(M), s2 = e, and for each f ∈ B(M), a ∈ , we set
2(f, a) = a ◦ f .
It is easy to show that, for each string w = w1 · · ·wn and each position i ∈ {1, . . . , n}, we obtain
ˆ1(s1, w1 · · ·wi−1) = w1···wi−1 and ˆ2(s2, wn · · ·wi+1) = wi+1···wn . By combining this information
with wi and the ﬁxed behavior of M on the endmarkers the sequence of states that M takes at position
i can be determined. From the very deﬁnition of the output of a two-way transducer it follows that a
function g as claimed exists and can be obtained directly from the deﬁnition of M.
Next we show that all monoid identities that hold in M hold in M1 and M2 as well. We remind the
reader that the transformation monoids of M1 and M2 are transformation monoids of usual left-to-right
DFAs (see our remark in Section 2.2). Let u, v ∈ ∗ be such that u = v . We even prove the stronger
claims that ˆ1(·, u) = ˆ1(·, v) and ˆ2(·, uR) = ˆ2(·, vR).
From the deﬁnition of M1 we obtain for all f ∈ B(M),w ∈ , that ˆ1(f,w) = f ◦ w, which
immediately yields the ﬁrst claim. From the deﬁnition of M2 we conclude that for each f ∈ B(M) and
w ∈ ∗, we obtain ˆ2(f,w) = wR ◦ f , where wR denotes the reversal of the word w. This immediately
implies the second claim. Hence we showed that M1 and M2 are V-DFAs. 
Next we turn a converse of the lemma just proven. An important tool here is a result of Hopcroft
and Ullman [6] (see also [1, p. 212]), showing how a two-way automaton can, for each symbol in its
input, determine the states of one left-to-right and one right-to-left automaton, when they reach the
corresponding input symbol. The next lemma shows that this result carries over to the case of restricted
types of automata.
We are going to use the following lemma only in situations where there are a string w and i < j such
that u = wi and v = wj .
Lemma 3.7. Let (M1,M2, g) be a bimachine. Then there exists a two-way transducer M = (L unionmulti
R,,, , , l0,∅) which computes the same function as (M1,M2, g) and has the following property: If
ˆ1(·, u) = ˆ1(·, v) and ˆ2(·, uR) = ˆ2(·, vR) and uv = vu then
uu = uv = vu = vv.
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Proof. LetM ′ = (M1,M2, g),M1 = (Q1, s1,, 1), andM2 = (Q2, s2,, 2). Informally, the behavior
of the two-way transducer M on input w = w1 · · ·wn is split into two phases. Roughly, the ﬁrst phase
consists of a complete left-to-right scan in which M simulates M1 and the second phase consists of n
subcomputations each of which is a right-to-left movement followed by a (possibly empty) left-to-right
movement. In the second phase M simulates the behavior of M2 (which is easy) and keeps track of the
states of M1 (which is more complicated).
In more detail, each of the n subcomputations starts from a situation in which the automaton is at a
position i of its input and knows the states pi = ˆ1(s1, w1 · · ·wi) and qi = ˆ2(s2, wn · · ·wi+1) and ends
in the corresponding situation at position i − 1.
The obvious problem is how to compute pi−1 = ˆ1(s1, w1 · · ·wi−1). If there is only one state p of Q1
with 1(p,wi) = pi then, of course, pi−1 = p. Otherwise M proceeds as follows. It moves to the left and
maintains, for each state p with 1(p,wi) = pi , a set Pp of states. At a position j < i, Pp contains all
states from which M1 can reach p by reading wj+1 · · ·wi−1. It is easy to see that, for each j, these sets are
pairwise disjoint. This process ends in one of the following two situations. Either all but one of the sets
Pp become empty or M reaches the left delimiter. In either case M can easily conclude pi−1 (in the latter
case it is the state p for which Pp contains s1). Now it only needs to ﬁnd its way back to position i. In
order to do so, it goes one step to the right and chooses one state from Pp and one state from a nonempty
Pp′ at that position (these two sets were remembered by M). Then it simulates the behavior of M1 starting
from these two states until the two computations ﬂow together into a single state. At this time M has
reached position i again and now it also knows pi−1, as this is given by the outcome of the simulation of
M1 which started from the correct state. It has remembered qi during the whole subcomputation, hence
it can retrieve the output symbol of M at position i. Then it starts the next subcomputation from position
i − 1. It is this last step of a subcomputation where M actually simulates the behavior of M2.
Next we give a formal deﬁnition of M. We assume in the following that Q1 and Q2 are disjoint and
neither of them contains l0, ? or stop. By d(Q1) we denote the collection of all sets that consist of
pairwise disjoint subsets of Q1. Finally, we assume that the elements of Q1 are ordered in some arbitrary
manner.
First, we deﬁne sets S1, . . . , S4 as follows.
• S1 = Q1,
• S2 = {?} × Q1 × Q2,
• S3 = d(Q1) × Q2,
• S4 = Q1 × Q1 × Q2.
We set L = S1 ∪ S4 ∪ {l0} and R = S2 ∪ S3 ∪ {stop}. The set F of ﬁnal states is {stop}.
We will use symbols p, p′, p′′, . . . to denote states from Q1 and symbols q, q ′, q ′′, . . . to denote states
from Q2. We use P,P1, . . . to denote sets of states of Q1 and P,P1, . . . to denote sets of states of Q1.
When we describe the intended meaning of our construction we assume a ﬁxed input string w =
w1 · · ·wn and denote by pi the state ˆ1(s1, w1 · · ·wi) and by qi the state ˆ(s2, wn · · ·wi+1).
The states in S1 are used for the initial left-to-right-scan. The states of S2 represent situations where at
position i the states pi and qi are known and M starts computing pi−1 and qi−1. The states in S3 are used
for left movements to resolve ambiguities. They represent the candidate sets involved in the computation
of pi−1. Finally, the states in S4 are used by M to get back to the current position i.
We are going to describe next the transition function and the output function of M separately for the
four sets S1, . . . , S4.
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First of all we set (l0, ) = 1(s1, ), for each  ∈ .
(S1) As said before, in the ﬁrst phase M simply simulates M1. We deﬁne, for every p ∈ Q1,
(p, )= 1(p, ) for  ∈ ,
(p,)= (?, p, s2).
The latter is intended to bring M into the initial situation for the second phase.
(S2) For each subset P of Q1 and each  ∈ , we write −11 (P, ) to denote the set {p | (p, ) ∈ P }. If
P consists of only one state p we also write simply −11 (p, ). For P ∈ d(Q1) and  ∈  we write
−11 (P, ) for the set {−11 (P, ) | P ∈ P}. As usual we extend the deﬁnition of −1 to strings.
As explained above, the behavior of M in a state of S2 on a symbol  depends on whether
A := −1(p, ) is a singleton. We deﬁne
((?, p, q), ) =
{
(?, p′, (q, )) if A = {p′},
({{p′} | p′ ∈ A}, q) if |A| > 1.
(S3) In a state (P, q), P contains the sets Pp as explained above, and q = qi , where i is the position
from which the current subcomputation started. The deﬁnition of  on these states reﬂects the three
possible cases that might occur. Either M has to proceed going left or it turns around because it
either reached the left delimiter or P ′ = −11 (P, ) contains only one set P ′. We deﬁne, for eachP ∈ d(Q1), each q ∈ Q2 and each  ∈ ,
((P, q), ) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(P ′, q) if  ∈  and |P ′| > 1,
(p, p′, q) if |P ′| = 1 and p is minimal in the set P of P corresponding
toP ′ and p′ is the minimal state not inP but in some other set
of P,
(s1, p′, q) if  =  and p′ is the minimal state in a
set of P which is different from the set
which contains s1.
(S4) From states of S4 the automaton simply moves to the right simulatingM1 on its twoQ1-components
until these two would ﬂow together. In the latter case it has arrived at the current position i and
knows pi−1. It therefore continues as if it were in a state of S2. We deﬁne
((p, p′, q), ) =
{
((?, p, q), ) if 1(p, ) = 1(p′, ),
(1(p, ), 1(p′, ), q) otherwise.
Finally, ((?, p, q),) = stop for all p ∈ Q1, q ∈ Q2. For combinations (s, ) for which no transition
has been deﬁned yet, we set (s, ) = stop. These transitions will never occur in any computation of M.
The deﬁnition of the output function of M is straightforward. There are two possible situations in which
M might know pi−1 and qi at position i. One of these situations is represented by states (?, p, q), where
there is exactly one p′ with 1(p′, wi) = p. The other is represented by states from S4 where the two
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Q1-states would ﬂow together. We set for each state s ∈ Q and symbol  ∈ 
(s, ) =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
g(p′, q, ) if s = (?, p, q) and p′ is the unique
state of Q1 with 1(p′, ) = p,
g(p, q, ) if s = (p, p′, q) for somep′ and
1(p, ) = 1(p′, ),
 otherwise
Recall that g is the output function of M.
Next, we show that M works as intended. A conﬁguration of M on input w = w1 · · ·wn is a pair [i, s],
where i ∈ {0, . . . , n + 1} and s is a state in L ∪ R. A conﬁguration c = [i, s] represents the situation,
in which M is at position i and in state s. We write pos(c) to refer to i and state(c) to refer to s. We write
c ⇒ c′ if c′ is the conﬁguration into which M gets from c within one step. The computation of M on w
is the unique sequence c0, . . . , cm of conﬁgurations, where c0 = [1, l0] and state(cm) ∈ F . 4
Claim. The computation c0, . . . , cm of M on input w = w1 · · ·wn can be written as A,An, . . . , A1,
where A and each Ai is a sequence of conﬁgurations (a subcomputation), such that the following hold:
(1) A = c0, . . . , cn, where cn = [n, ˆ1(s1, w)].
(2) The ﬁrst conﬁguration of each Ai is ci := [i, (?, pi, qi)], where pi and qi are deﬁned as before.
(3) Each Ai either consists of a single conﬁguration (namely, ci) or it is of the form ci, Bi, B ′i , where
Bi, B
′
i are subcomputations that fulﬁl the following conditions:
(a) All conﬁgurations in Bi have states from S3. They have decreasing position. The last conﬁguration
is of the form [j, (P, q)], where q = qi , P = −11 (−11 (pi, wi), wj+1 . . . wi−1) and j < i is the
smallest number such that P contains more than one set, or j = 0.
(b) The conﬁgurations of B ′i have increasing positions and their states are all from S4 The last con-
ﬁguration of B ′i is [i, (pi−1, p′, qi), qi] for some state p′ with 1(pi−1, wi) = 1(p′, wi) = pi .
The proof of the claim, which is omitted, proceeds by an obvious induction.
Now let u and v be as in the statement of the lemma. We can assume wlog that u is not longer than v.
From the conditions on u and v it follows directly that u is a preﬁx and a sufﬁx of v and that uv = vu.
Let s be any state from L ∪ R. We show in the following that
uu(s) = uv(s) = vu(s) = vv(s) (*)
holds by a case distinction on the set Si which contains s.
(S1) Let ﬁrst s ∈ S1. Then s = p, for some p ∈ Q1, and it holds
uu(s)= ˆ1(s, uu)
= ˆ1(s, uv)
= ˆuv(s)
and in the same manner uv(s) = vv(s).
4 It follows from the proof that M terminates on every input.
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(S2) This is the most complicated case. Let p, q be such that s = (?, p, q). First note that uu(s) ∈ L.
We distinguish two subcases.
(a) If uu(s) is of the form (?, p′, q ′), for some p′, q ′ then p′ is the unique state such that ˆ1(p′, uu) =
p. As ˆ1 is the same on u and on v it follows that p′ is also unique with ˆ1(p′, w) = p, for all
w ∈ {uv, vu, vv}. Hence, we can conclude (*).
(b) If uu(s) is of the form (P, q ′), for some P, q ′ then there exist states p1, p2 from different sets of
P , strings w,w′ and a symbol  such that
• ww′ = uu,
• ˆ1(p1, uu) = ˆ1(p2, uu),
• ˆ1(p1, w) = ˆ1(p2, w), and
• ˆ1(p1, w) = ˆ1(p2, w).
Furthermore, w is of maximal length such that two such states p1, p2, no matter how they relate to
P , exist. It follows that there is a unique statep3 such that there exists a statep4 with ˆ1(p4, uu) = p
and ˆ(p4, w) = p3. Hence, M reaches the conﬁguration [|w|, (?, p3, q ′′)] when started on uu
at position |uu|, where q ′′ = ˆ2(q, (w′)R). This is the last conﬁguration with a state from S2 in its
computation on uu.
Again, we distinguish two subcases.
(i) First assume that w is a preﬁx of u. We can conclude, as ˆ1 and ˆ2 both have the same be-
havior on u and on v, that if M is started at position |uv| of uv it reaches also the conﬁguration
[|w|, (?, p3, q ′′)]. As after this conﬁguration both computations coincide we can conclude that
uu(s) = uv(s). As uv = vu it follows that the last S2-conﬁguration of the computation of M on
vu also occurs at a position i |v|. By the same argument as before we get that vu(s) = vv(s)
and we are done.
(ii) Let us now assume that u is a preﬁx of w. Let u′ be such that uu′ = w. First of all, we can
conclude, as u is a sufﬁx of v, that M started on vu at the last position enters the conﬁguration
[|vu′|, (?, p3, q ′′)]. As M1 and M2 behave identically on u and on v and the computation of M on
w only proceeds towards the left end of the string, we can conclude that vu(s) = uu(s). On the
other hand, as u is a sufﬁx of v it follows that when M is started on uv = vu at the last position it
reaches [|uu′′|, (?, p3, q ′′)], for some string u′′. Again, because M1 and M2 behave identically on
u and v it follows that uv(s) = vv(s).
(S3) Next, assume that s = (P, q) ∈ S3. It follows from what we have said above that if M starts a
computation on uu from a conﬁguration [|uu|, s] it either traverses the string once from right to
left and leaves it to the left or it moves left for a while, turns and leaves it to the right. In particular,
in neither case it reaches a state from S2. If the ﬁrst case happens, i.e., if ˆuu(s) ∈ R then we
get ˆuu(s) = (ˆ−11 (P, uu), q), where ˆ−11 is the extension of −11 to strings. Of course, by the
prerequisites of the lemma we get immediately
ˆ
−1
1 (P, uu) = ˆ−11 (P, vu) = ˆ−11 (P, uv) = ˆ−11 (P, vv).
Hence, we can conclude (*). In the other case, (*) follows again simply because uu is a sufﬁx of
vu = uv which in turn is a sufﬁx of vv.
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(S4) Finally, assume that s ∈ S4. If uu(s) ∈ R we can again immediately conclude (*) as uu is a preﬁx
of uv and this is a preﬁx of vv. Let now uu(s) ∈ L and p, p′, q be such that s = (p, p′, q). It
follows immediately that, for each w ∈ {uu, uv, vv} it holds w(s) = (ˆ1(w, p), ˆ1(w, p′), q) and
again we have concluded (*).
This completes the proof of Lemma 3.7. 
If V is a variety of groups then the construction in the proof of Lemma 3.7 leads to a very simple two-
way transducer. The simple reason is that, for such V, two-way V-transducers have injective transition
functions. Hence, for each state p of the automaton M1 and each symbol  there is exactly one state p′
such that 1(p′, ) = p. Therefore, M can always deduce pi−1 from pi by one step to the left. It follows
directly that all word equations that hold in M1 and (reversed) in M2 also hold in M and we can conclude
the following corollary which considerably strengthens Lemma 3.7 for group varieties.
Corollary 3.8. Let (M1,M2, g) be a V-bimachine computing a function f, where V is an arbitrary group
variety. Then f is computable by a two-way V-transducer.
Theorem 3.9. Let V be the variety A or an arbitrary variety of groups. A function is computed by a
V-bimachine iff it is computed by a two-way V-transducer.
Proof. By Lemma 3.6, a V-bimachine can simulate a two-way V-transducer. For the converse, there
are two cases. The ﬁrst case is when V is the variety A of all aperiodic monoids. Let a V-bimachine
(M1,M2, g) be simulated by the two-way transducer M promised by Lemma 3.7. Since M1 and M2
are aperiodic, there exists n0 such that for all words w, ˆi(·, wn) = ˆi(·, wn+1), i = 1, 2. But then
B(M) ∈ A because Lemma 3.7 applies with u = wn and v = wn+1:
∀w, (w)2n = w2n = uu = uv = w2n+1 = (w)2n+1,
where (x)i is the i-fold product of (x)i with itself in the behavior monoid B(M).
The second case is when V is an arbitrary group variety. In this case the result follows from
Corollary 3.8. 
4. Conclusion
We have characterized FO-translations in several natural ways, and we have extended the character-
ization to handle group varieties. The strong equivalences obtained, with the exception of the two-way
transducer characterization, extend to any monoid variety V closed under reversal.
We believe that Theorem 1.1 generalizes to many more varieties. The hurdle lies in the ﬁne details
required to ensure that a two-way transducer simulating any one of the other models preserves enough
of the algebraic structure. We feel here that we have not exhausted all the tricks. For example, crossing
sequence arguments may be applicable to improve the construction and its analysis.
Our careful deﬁnition of what constitutes a two-way V-transducer opens the way for an algebraic
treatment of two-way transducer. The translations studied here are akin to the maps underlying the
wreath product and the block product constructions. This suggests approaches to handle the nesting of
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monoidal quantiﬁers in the logical framework, or equivalently to handle the series connections of two-way
transducers. This emerges as a promising avenue for future research.
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