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Abstract The Particle-In-Cell (PIC) method has been developed by Oscar
Buneman, Charles Birdsall, Roger W. Hockney, and John Dawson in the 1950s
and, with the advances of computing power, has been further developed for
several fields such as astrophysical, magnetospheric as well as solar plasmas
and recently also for atmospheric and laser physics. Currently more than 15
semi-public PIC codes are available. Its applications have grown extensively
with increasing computing power available on high performance computing
facilities around the world. These systems allow the study of various topics of
astrophysical plasmas, such as magnetic reconnection, pulsars and black hole
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magnetosphere, non-relativistic and relativistic shocks, relativistic jets, and
laser physics. In this review, we describe the PIC method based on Buneman’s
code and refer to further literature for details such that readers understand
how PIC codes work. Especially, we focus on reviewing PIC simulations of
relativistic jets and closely related topics until 2020 with emphasizing on the
physics involved in the simulations.
Keywords PIC Simulations · Relativistic Jets · Shocks · Particle Accelera-
tion · Reconnection
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1 Introduction
Plasma is one of the four fundamental states of matter, and ubiquitous in the
universe. Astrophysical plasmas are observed in compact objects like black
holes and neutron stars. Plasma is also associated with ejection of material in
astrophysical jets, which have been observed in systems like accreting black
holes and merging neutron stars. It consists of a totally or partially ionized
gas (of electrons, ions, or positrons) the particles of which can be, in principle,
described by Lorentz’ equation and Maxwell’s equations Eqs. (1,2,3,4). In order
to investigate kinetic (i.e., microscopic) processes, these equations need to be
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solved. For a multitude of particles one way to solve them is to employ Particle-
In-Cell (PIC) simulations.
Extensively, astrophysical plasma phenomena have been investigated by
numerical magnetohydrodynamics (MHD) in both non-relativistic and rela-
tivistic (RMHD) regimes, and by general relativistic magnetohydrodynam-
ics (GRMHD) in relativistic regime extensively (e.g., Mart´ı and Mu¨ller 2015;
Baumgarte and Shapiro 2010; Rezzolla and Zanotti 2013). In MHD, plasma is
taken as a fluid and handles macroscopic processes. The differences between
macroscopic and microscopic processes are described in Section 4.
Another numerical approach for the investigation of astrophysical plasma
phenomena is (collisionless) PIC simulations. In these simulations, the plasma
charged particles interact only with the electromagnetic fields that are pro-
duced by the particles themselves (in their motion) and the PIC method is
employed to solve plasma kinetic (microscopic) processes. Recently, with the
advance of supercomputer facilities and PIC algorithms, PIC simulations have
become a compliment to the plasma fluid method with the addition of kinetic
processes. In particular, particle acceleration has been investigated in shocks,
magnetic reconnections and other systems. Whilst fluid models calculate den-
sities, concentrations or generally averaged quantities, the advantage of PIC
codes - sometimes combined with Monte Carlo methods - is that they trace
individual particles and are therefore able to capture rare events which would
not be seen in fluid simulations (Rubino and Tuffin 2009).
The usage of PIC simulations started in the 1950s by a few scientists such
as Buneman, Hockney, Birdsall, and Dawson (Buneman 1993). Nowadays, the
power of supercomputers increases exponentially, and although in general PIC
simulations require a very large memory, many extensive 3D PIC simulations
have been performed (e.g., Daughton et al 2011; Liu et al 2018).
There are several complimentary reviews related to astrophysical plasma
and related physics are available. Sironi et al (2015) reviewed the physics of
relativistic shocks in pulsar wind nebulae (PWNe), gamma-ray bursts (GRBs),
and active galactic nuclei (AGN) jets where non-thermal particles (i.e., they
have a non-thermal or power-law distribution) are found to be the sources of
observed radiation and, possibly, of ultra-high energy cosmic-rays. In weakly
magnetized or quasi parallel-shocks (i.e. where the magnetic field is nearly
aligned with the flow), particle acceleration is efficient. The accelerated par-
ticles stream ahead of the shock, where they generate strong magnetic waves
which in turn scatter the particles back and forth across the shock, mediat-
ing their acceleration. In contrast, in strongly magnetized quasi-perpendicular
shocks, the efficiencies of both particle acceleration and magnetic field gen-
eration are suppressed. Particle acceleration, when efficient, modifies the tur-
bulence around the shock on a long time scale, and the accelerated particles
have a characteristic energy spectral index of sγ ' 2.2 in the ultra-relativistic
limit. They have unveiled the most relevant plasma instabilities that mediate
injection and acceleration in relativistic shocks; and they have summarized
recent results of large-scale PIC simulations concerning the efficiency and rate
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of particle acceleration in relativistic shocks, and the long-term evolution of
the self-generated magnetic turbulence.
Pohl et al (2020) reviewed particle acceleration in collisionless plasma
systems which is commonly found in astrophysical plasma and astroparticle
physics. PIC simulations offer an appropriate, if computationally expensive
method of essentially conducting numerical experiments that explore kinetic
phenomena in collisionless plasma. The PIC method has been developed to
study such non-linear plasma interactions in computer experiments. By trac-
ing individual quasi-particles that stand for many electrons or ions, one can
investigate the evolution of collective electromagnetic fields and the distribu-
tion function of the particles. They concluded by stating that the spectrum of
results achieved with PIC simulations is very impressive but there is more to
come.
Marcowith et al (2020) have reviewed a general introduction to the sub-
ject of the numerical study of energetic particle acceleration and transport in
turbulent astrophysical flows providing an up-to-date status. The subject is
also complemented by a short overview of recent progresses obtained in the
domain of laser plasma experiments. They summarized the main physical pro-
cesses at the heart of the production of a non-thermal distribution in both
Newtonian and relativistic astrophysical flows, namely the first and second
order Fermi acceleration processes. Shock drift and surfing acceleration were
discussed. These two processes are important in the context of particle injec-
tion in shock acceleration. The details of the PIC approach used to describe
particle kinetic processes were analyzed. The main results obtained with PIC
simulations in the recent years concerning particle acceleration at shocks and
in magnetic reconnection events were presented. In this article, the solution of
Fokker-Planck problems with application to the study of particle acceleration
at shocks but also in hot coronal plasmas surrounding compact objects were
discussed. They continued by considering large scale physics. They also de-
scribed recent developments in MHD simulations giving a special emphasis on
the way energetic particle dynamics, which can be coupled to MHD solutions
either using a multi-fluid calculation or directly coupling kinetic and fluid cal-
culations. This aspect is mandatory to investigate the acceleration of particles
in the deep relativistic regimes to explain the highest cosmic-ray energies.
In this review, as an example for astrophysical plasmas, we especially fo-
cus on relativistic jets, mainly investigating the effect of microscopic plasma
instabilities such as the Weibel instability (Weibel 1959). Jets have been inves-
tigated extensively since 2000 and there has been substantial progress within
the last couple of years according to the increase of computing power. Recent
article written by Nishikawa et al (2019) has given an overview of PIC sim-
ulations, starting with the Weibel instability in slab models of jets, and then
focuses on global jet evolution in helical magnetic field geometry. In particular,
kinetic Kelvin-Helmholtz and mushroom instabilities were addressed.
This review provides an introductory discussion of the PIC method mainly
based on Buneman’s code (Buneman 1993) such that readers are able to un-
derstand how PIC method works and what kind of physical problems can be
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investigated with PIC simulations. Although a few textbooks on PIC methods
and reviews are already available, it may be overwhelming to read such a text-
book; therefore this review may serve as an introduction into the topic and
guide to those textbooks (Dawson 1983; Birdsall and Langdon 1991; Hockney
and Eastwood 1989). Initially, in order to illustrate how PIC simulations work
in the view of astrophysical plasmas, we concentrate on PIC simulations of rel-
ativistic jets in a slab model and recent progresses of relativistic jets including
velocity-shear instabilities. Since magnetic reconnection plays an important
role in particle acceleration, its development in Harris’ model is discussed.
In particular, we bring the importance of PIC simulations of relativistic jets
containing helical magnetic fields. In these simulations relativistic jets need to
be injected into a simulation system and, therefore, a large simulation system
should be used. It requires a long simulation time to investigate the jet evolu-
tion up to the full nonlinear stage of generated kinetic instabilities, including
particle acceleration in turbulent magnetic fields generated kinetic instabilities
and magnetic reconnection.
We outline this review as follows: Brief history of PIC simulations is de-
scribed in Section 2. Section 3 addresses Basic methods of PIC simulations.
The differences between macroscopic and microscopic processes in plasma are
described in Section 4. The various applications of PIC simulations are pre-
sented in Section 5. We summarize in Section 6.
2 Brief history of PIC simulations
In principle, classical mechanics or electrodynamics allow for solving one- or
two-particle problems exactly. However, depending on the applied potentials,
analytic solutions might not be possible. Similarly, problems with more than
two particles cannot generally be solved analytically. Therefore there is a re-
quirement for computational methods which becomes even more urgent when
dealing with relativistic problems because of their increased level of complexity
compared to classical physics. When tracing a multitude of particles, making
advanced codes such as fluid codes or PIC codes is necessary for their study.
PIC simulations have been developed in the 1950s by a few scientists such as
Oscer Buneman.
In 1993, Buneman introduced TRISTAN (TRIdimensional STANford code),
a relativistic code simulating the interaction between the solar-wind and the
Earth magnetosphere (Buneman 1993). This PIC code uses High Performance
Fortran (HPF) and is described thoroughly by Cai et al (2002); Cai et al
(2003). In the following years, several PIC codes based on TRISTAN have been
parallelized using the Message Passage Interface (MPI) (Spitkovsky 2008a;
Niemiec et al 2008) where a class of these codes has been used extensively and
further developed to investigate relativistic global jets containing helical mag-
netic fields (Niemiec et al 2008; Nishikawa et al 2016a, 2017, 2019; Nishikawa
et al 2020). Today, PIC simulations are used in a variety of fields, such as, but
not limited to astrophysical phenomena, atmospheric electricity, cloud physics
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or space weather (e.g., Lapenta 2012; Ko¨hn et al 2017, 2018, 2020). In this
review we describe the methodology of PIC simulations based on the original
code developed by Buneman.
3 Basic methods of PIC simulations
The basic and fundamental PIC method is described in the text of the Inter-
national School of Space Science (Buneman 1993). However, the description
is so brief making it difficult to understand the contents. Hence, there is a
plethora of literature providing a more detailed descriptions of PIC simula-
tions using High Performance Fortran (HPF) (Cai et al 2001; Cai et al 2002;
Cai et al 2003). Here, we describe the original TRISTAN code based on Bune-
man’s philosophy with additional explanations by Dawson (1983); Hockney
and Eastwood (1988); Birdsall and Langdon (1991) making the approach for
the reader more accessible including recent developments.
TRISTAN code has originally been developed for space science simulations
in order to study how the solar wind interacts with the Earth’s magnetic
fields and is available at www.terrapub.co.jp/e-library/cspp/text/10.txt. Note
that Oscar Buneman originally ran this code on his PC (Buneman et al 1992).
Other PIC codes are available for KEMPO1 1, and http://www.terrapub.co.jp/e-
library/ amss/pdf/209.pdf described by Omura (2007) http://w-ww.terrapub.
co.jp/e-library/amss/pdf/001.pdf.
TRISTAN-MPI code is based on the parallelized version of TRISTAN using
MPI (Niemiec et al 2008) and has been applied advanced methods and modi-
fied for studying injected relativistic jets, particularly.
Based on the schematic computational cycle, depicted in Fig. 1, we describe
the basic method of PIC simulations for relativistic jets as an application for
astrophysics in Sections 3. In Section 4 we describe the differences between the
macroscopic and microscopic processes to reveal the importance of kinetic pro-
cesses. The applications of PIC simulations to astrophysical systems including
laser physics are described in Section 5. Finally, we provide a brief summary
and discuss future progress in Section 6.
3.1 Basic equations
The basic equations to describe plasmas are Maxwell equations:
∂B/∂t = −∇×E, (1)
∂D/∂t = ∇×H− J, (2)
1 www.terrapub.co.jp/e-library/cspp/text/09.txt
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Fig. 1 Computational cycle of TRISTAN-MPI for jet simulations. This chart shows the leaf-
frog scheme.
where H = B/µ0, D = 0E and
J(r) =
∑
(qiviδ(r− ri) + qeveδ(r− re)), (3)
as well as the Newton-Lorentz force
dmi,evi,e
dt
= qi,e(E + vi,e ×B), (4)
where i and e corresponds to ion (+ charge) and electron (− charge), respec-
tively.
These equations are the only ones that are implemented into TRISTAN.
Therefore, instead of solving Poisson’s equation which is solved numerically
in almost all particle simulation codes, TRISTAN solves only two curls, i.e.
Ampere’s and Faraday’s equations (1) and (2). A rigorous charge conservation
method for the current J is described in more detail in Villasenor and Buneman
(1992); Umeda et al (2003). Particles that are initialized as unmagnetized
Maxwell distribution are updated by the leap-frog method using the magnetic
and electric fields as an input. In order to get the correct field values, linear
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interpolation is employed throughout the code. In the MPI version of TRISTAN
Niemiec et al (2008); Toggweiler et al (2014); Winkel et al (2015) higher-
order interpolation schemes are employed for solving the Maxwell and Newton-
Lorentz equations.
3.2 Charge distributions of macro-particle
In PIC simulations, to represent a myriad of individual particles, a macro par-
ticle is used with some shapes of charge particle such as rectangle, triangle and
Gaussian. Shape functions of cloud-in-cell determine aliasing noise in the corre-
sponding functions in Fourier space (e.g., Dawson 1983; Birdsall and Langdon
1991). Figure 2 shows how finite-size macro-particle is used to distribute charge
on a 1-dimensional (1D) grid. The shape function is schematically presented.
In TRISTAN-MPI the triangle shape is used which is shown in Fig 2.
i−1          x     i                   i+1             p i−1          x     i                   i+1             p
i−1          x     i                   i+1             p i−1          x     i                   i+1             p
ρ (x)
R
ρ (x)
T
S (x)
R
S (x)
T
**
* *
#
#
#
#
#
Fig. 2 The distributions of charge density with two shape factors left: rectangular and
right: triangle in a 1D grid. xp denotes the particle location, the rectangular shape with
blue and green are allocated at the grid i and i− 1, respectively. For the triangle shape case
the orange, red and green area are linearly allocated at grid i− 1, i, and i+ 1 respectively.
On 1D grid with uniform spacing, ∆x, the electric charge q of a particle
with triangle shape at location xp makes contributions to three nearest grid
points:
qi−1 = 0.25× q xi − xp + 1/2
∆x
, qi = q
0.5
∆x
, qi+1 = 0.25× q xp − xi + 1/2
∆x
.(5)
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Here, the weight function is applied 0.25, 0.5 and 0.25 on grid i−1, i and i+1,
respectively. In this way the charge density is more smoothly distributed on
three grids.
For 3D simulations the same charge deposition scheme is used for two other
dimensions. Therefore 27 weighting factors are also used for calculating current
density.
An important requirement for PIC simulations is that the same interpola-
tion scheme is used to calculate force acting on particle as is applied for charge
deposition to the grid.
3.3 Field update and particle update
TRISTAN uses 0 = 1 such that µ0 = 1/c
2 and E = D = (ex, ey, ez). Instead
of recording the components of B or H, TRISTAN records three components
(bx, by, bz) of cB = H/c. This ensures the symmetry for electric field and
magnetic field (E ←→ B) in Maxwell equations except for the current J,
see below. Throughout the code, TRISTAN uses a rectangular cubic grid with
δx = δy = δz = 1 and time discretization with δt = 1 (in the MPI version of
TRISTAN code we use δt = 0.1 or less due to numerical stability). Before and
after moving (or pushing) the particles, B is updated in two half steps, such
that it is available at the same time as E for the particle update. In TRISTAN,
only two curls of Maxwell equations are solved. Subsequently, the current
density or charge flux J is calculated and subtracted after the particles are
moved later in the program employing a rigorous charge conservation method
for the current density (Villasenor and Buneman 1992; Esirkepov 2001; Umeda
et al 2003).
3.3.1 Magnetic field update
In TRISTAN electric and magnetic fields are stored at different locations in the
grid cell by using a staggered grid. The staggered grid mesh system, known
in the computational electromagnetic community as Yee-lattice (Yee 1966), is
shown in Fig. 3. This ensures that the temporal change of B through a cell
surface equals the negative circulation of E around that surface and likewise
that the change of E equals the circulation of B around the surface of the
cell containing E minus the current through it. Here B and E are symmetric
except for subtracting the current density J in the Ampere equation which is
updated and subtracted after all particles have been moved at later positions
in the program.
On the Yee-lattice, ex, ey, ez, bx, by, and bz are staggered and shifted as
shown in Fig. 3 on 0.5 from (i, j, k) and located at the positions as follows:
ex(i, j, k)→ ex(i+ 0.5, j, k),
ey(i, j, k)→ ey(i, j + 0.5, k),
ez(i, j, k)→ ez(i, j, k + 0.5), (6)
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Fig. 3 Positions of field components. The E-components are in the middle of the edges and
the B-components are in the center of the surfaces.
and
bx(i, j, k)→ bx(i, j + 0.5, k + 0.5),
by(i, j, k)→ by(i+ 0.5, j, k + 0.5),
bz(i, j, k)→ bz(i+ 0.5, j + 0.5, k). (7)
In our simulation, we use integer grids. In both Eqs. (6) and (7), i, j, k in
the right-hand sides correspond to Fortran array indices notations and i, j, k in
the left hand sides correspond to the real positions in the simulation domains
as shown in Fig. 3. In this report, if the value “0.5” is added to either i, j, k
in the array indices, then the array indices correspond to the real positions in
the simulation domains.
Thus magnetic fields are updated as follows: The time change of the mag-
netic flux B is expressed through:
∂B
∂t
= −c
∣∣∣∣∣∣
i j k
∂
∂x
∂
∂y
∂
∂z
ex ey ez
∣∣∣∣∣∣
= c
[
(
∂ey
∂z
− ∂ez
∂y
)i + (
∂ex
∂z
− ∂ez
∂x
)i + (
∂ey
∂x
− ∂ex
∂y
)k
]
. (8)
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allowing to update the magnetic field components bx, by, bz such as
∂bx
∂t
= (bnewx (i, j + 0.5, k + 0.5)− boldx (i, j + 0.5, k + 0.5))/δt
= c[{ey(i, j + 0.5, k + 1)− ey(i, j + 0.5, k)}/δz
−{ez(i, j + 1, k + 0.5)− ez(i, j, k + 0.5)}/δy], (9)
⇒ bnewx (i, j, k) = boldx (i, j, k))
+c[{ey(i, j, k + 1)− ey(i, j, k)}
−{ez(i, j + 1, k)− ez(i, j, k)}]. (10)
with δt = δz = δy = δx = 1, similarly for by and bz. It should be noted that
in the program two-half step calculations are performed as described in (Cai
et al 2003).
3.3.2 Electric field update
Similar to the temporal evolution of B, the temporal change of E through a
cell surface equals the circulation of B around that surface, initially without
the current J. First, the electric field is updated by:
∂E
∂t
= c
∣∣∣∣∣∣
i j k
∂
∂x
∂
∂y
∂
∂z
bx by bz
∣∣∣∣∣∣
= c
[
(
∂bz
∂y
− ∂by
∂z
)i + (
∂bz
∂x
− ∂bx
∂z
)i + (
∂bx
∂y
− ∂by
∂x
)k
]
. (11)
Thus the electric field components ex, ey, ez are updated by the magnetic
field components on the Yee-lattice surface using Eq. (11). For example, the
x component of the electric fields becomes:
∂ex
∂t
= (enewx (i+ 0.5, j, k)− eoldx (i+ 0.5, j, k))/δt
= c[{bz(i+ 0.5, j + 0.5, k)− bz(i+ 0.5, j − 0.5, k)}/δy
−{by(i+ 0.5, j, k + 0.5)− by(i+ 0.5, j, k − 0.5)}/δz],(12)
⇒ enewx (i, j, k) = eoldx (i, j, k)
+c[{bz(i, j, k)− bz(i, j − 1, k)}
−{by(i, j, k)− (by(i, j, k − 1)}], (13)
with δt = δz = δy = δx = 1, similarly for ey and ez.
After updating the electric field through (13), followed by the update of
the position and velocity of particles, the current density J is calculated and
subtracted from ∂E/∂t. See 3.5 Current deposit for details.
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3.4 Particle update
The time-centered finite difference version of the Newton-Lorentz particle up-
date is given as
vnew − vold = qδt
m
[E +
1
2
(vnew + vold)×B] (14)
rnext = rpresent + δtvnew (15)
where it is show that the position must be leap-frogged over velocities. A
good physical interpretation of the steps in this explicit procedure is provided
by Hartree and Boris (e.g., Toggweiler et al 2014; Winkel et al 2015). Besides
Hartree and Boris method, at least two different methods have been developed
(e.g., Vay 2008; Higuera and Cary 2017). Many other particle pusher methods
exist, each methods with pros & cons, therefore choice depends on physics to
be studied (e.g., Ripperda et al 2018).
Since TRISTAN is considered relativistic plasma particles, we need to solve
the relativistic equation of motion,
d(mv)
dt
= q(E + v ×B) (16)
where m = γm0, with the rest mass m0 and the Lorentz factor
γ =
1√
1− (vc )2
. (17)
We define u = γv, or
u =
c√
c2 − |v|2v (18)
which is equivalent to
v =
c√
c2 + |u|2u ≡ u/γu, (19)
where γu =
√
1 + |u|2/c2. Inserting (19) into (16) gives
du
dt
=
q
m0
(E +
c√
c2 + |u|2u×B). (20)
Defining the modified magnetic field
Bu =
c√
c2 + |u|2B (21)
finally leads to
du
dt
=
q
m0
(E + u×Bu) (22)
14 Kenichi Nishikawa, Ioana Dut¸an, Christoph Ko¨hn, Yosuke Mizuno
which leads to the finite difference forms (14)
unew − uold = qδt
m0
[E +
1
2
(unew + uold)×Bu] (23)
with unew = ut+δt/2 and uold = ut−δt/2.
Based on the Boris method we proceed the particle update in several steps:
Step 1: calculate uold from vold
uold =
c√
c2 − |vold|2v
old (24)
Step 2: update of u through half electric acceleration
u0 = u
old +
q
m0
δt
2
E (25)
Step 3: calculate Bu
Bu =
c√
c2 + |u0|2
Bold (26)
Step 4: cross with Bu
u1 − u0 = (u1 + u0)×Bu qδt
2m0
(27)
(The geometrical derivation of Eq. (27) is described Fig. 3.1 in Buneman
(1993).)
Step 5: another half electric acceleration
unew = u1 +
q
m0
δt
2
E (28)
Eq. (27) determining u1 from u0 is still implicit, but its explicit form follows
from (1) dotting Eq. (27) with (u1 + u0) to check that the magnetic field does
not increase the particles’ energy and that the magnitudes of u1 and u0 are
the same, (2) dotting with Bu to check that components along Bu are the
same, (3) crossing with b0 =
qδt
2m0
Bu and (4) substituting back, provides the
explicit form of u1
u1 = u0 +
2(u0 + u0 × b0)× b0
1 + b20
. (29)
We finally obtain v and the new particle position through
v = u/γu =
c√
c2 + u2x + u
2
y + u
2
z
u, (30)
rt+δt = rt + vt+δt/2δt = rt + ut+δt/2δt/γt+δt/2u . (31)
A simple form of the Boris solver in PIC simulations is proposed by Zen-
itani and Umeda (2018). It employs an exact solution of the Lorentz-force
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equation and is equivalent to the Boris solver with a gyro-phase correction. As
a favorable property for stable schemes, this form preserves a volume in the
phase space. Numerical tests of Boris solvers are conducted by test-particle
simulations and by PIC simulations. The proposed form provides better ac-
curacy than the previous, popular forms (e.g., Buneman 1993) while it only
requires insignificantly more computational time.
Recently, Zenitani and Kato (2020) developed a new multiple Boris solver
which combines the 2-step Boris procedure arbitrary n times in the Lorentz-
force part. Figure 4 shows the schematic procedures between two methods.
Vay
Fig. 4 (a) classical Boris solver and (b) double Boris solver. Adapted from Fig. 1 in Zenitani
and Kato (2020)
It should be noted that the 2-step Boris procedure as shown in Fig 4a is
used by Vay (2008); Higuera and Cary (2017). Using Chebyshev polynomials,
a one-step form of the new solvers is provided. The new solvers give n2 times
smaller errors, allow larger time steps, and have a long-term stability. They
presented numerical tests of the new solvers, in comparison with other particle
integrator (Ripperda et al 2018). We propose to implement these new methods
if PIC simulations require more accurate particle trajectories.
3.5 Force interpretations
In Eq. (23), E and B are interpolated from the grid points, i.e., the edge or
center of a grid cell, to the particle positions on the Yee-lattice. Therefore,
linear interpolation is employed to obtain a subgrid resolution which means
that there is no stringent lower limit to the sizes of such quantities as the
gyroradius or the Debye length. For quantities recorded on the integer mesh
x = i, y = j, z = k, this means interpolating the eight nearest entries by
applying weights so-called “volume” weights (Buneman 1993).
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Fig. 5 The positions of field components on the Yee-lattice. A particle is located at the
point P with x = i, y = j and z = k.
For example, the “volume” weight is (1− δx)(1− δy)(1− δz) = cx · cy · cz
defining cx,y,z for (i, j, k) and δx · δy · δz (used as dx, dy, dz in TRISTAN) for
(i + 1, j + 1, k + 1). On the Yee-lattice as shown in Fig. 5, the interpolated
force at (x, j, k) exerted by the electric field components ex is interpolated as
F(x,j,k)ex = ex(i, j, k) + [ex(i+ 1, j, k)− ex(i, j, k)]δx, (32)
with
ex(i, j, k) =
1
2
[ex(i, j, k) + ex(i− 1, j, k)] (33)
ex(i+ 1, j, k) =
1
2
[ex(i,+1j, k) + ex(i, j, k)]. (34)
Note that on the Yee-lattice, the electric (and magnetic) field is staggered,
as sketched in Fig. 5. Thus we obtain
2F(x,j,k)ex = ex(i, j, k) + ex(i− 1, j, k)
+[ex(i+ 1, j, k)− ex(i− 1, j, k)]δx, (35)
The interpolated forces exerted by ex at (x, j+1, k), (x, j, k+1), and (x, j+
1, k + 1) are
2F(x,j+1,k)ex = ex(i, j + 1, k) + ex(i− 1, j + 1, k)
+[ex(i+ 1, j + 1, k)− ex(i− 1, j + 1, k)]δx, (36)
2F(x,j,k+1)ex = ex(i, j, k + 1) + ex(i− 1, j, k + 1)
+[ex(i+ 1, j, k + 1)− ex(i− 1, j, k + 1)]δx, (37)
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and
2F(x,j+1,k+1)ex = ex(i, j + 1, k + 1) + ex(i− 1, j + 1, k + 1)
+[ex(i+ 1, j + 1, k + 1)− ex(i− 1, j + 1, k + 1)]δx, (38)
respectively. Hence, the interpolated forces exerted by ex at (x, y, k), (x, y, k+
1), and (x, y, z), are
F(x,y,k)ex = F
(x,j,k)
ex + [F
(x,j+1,k)
ex − F(x,j,k)ex ]δy, (39)
F(x,y,k+1)ex = F
(x,j,k+1)
ex + [F
(x,j+1,k+1)
ex − F(x,j,k+1)ex ]δy, (40)
and
F(x,y,z)ex = F
(x,y,k)
ex + [F
(x,y,k+1)
ex − F(x,y,k)ex ]δz, (41)
respectively. In the same way we can obtain the the interpolated components
F
(x,y,z)
ey ,F
(x,y,z)
ez ,F
(x,y,z)
bx
, F
(x,y,z)
by
, and F
(x,y,z)
bz
exerted by the electric field com-
ponents ey, ez and the magnetic field components bx, by, and bz, respectively.
Note that the first step of calculating F
(x,y,z)
bx
is as follows:
On the Yee-lattice, shown in Fig. 5, the interpolated force at (x, j, k) ex-
erted by the magnetic field components bx is interpolated through
F
(x,j,k)
bx
= bx(i, j, k) + [bx(i+ 1, j, k)− bx(i, j, k)]δx, (42)
where
bx(i, j, k) =
1
4
[bx(i, j, k) + bx(i, j − 1, k) + bx(i, j, k − 1)
+bx(i, j − 1, k − 1)] (43)
bx(i+ 1, j, k) =
1
4
[bx(i+ 1, j, k) + bx(i+ 1, j − 1, k) + bx(i+ 1, j, k − 1)
+bx(i+ 1, j − 1, k − 1)]. (44)
Subsequently, the staggering yields
4F
(x,j,k)
bx
= bx(i, j, k) + bx(i, j − 1, k) + bx(i, j, k − 1) + bx(i, j − 1, k − 1)
+[bx(i+ 1, j, k) + bx(i+ 1, j − 1, k) + bx(i+ 1, j, k − 1)
+bx(i+ 1, j − 1, k − 1)− {bx(i, j, k) + bx(i, j − 1, k)
+bx(i, j, k − 1) + bx(i, j − 1, k − 1)}]δx, (45)
and analogously for F
(x,y,z)
bx
, F
(x,y,z)
by
, and F
(x,y,z)
bz
.
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3.6 Current deposit
As we discussed in section 3.3.2, the update of E through a cell surface (offset
grid) is calculated in two steps: First, the curl of B around that surface is up-
dated before the charge fluxes are subsequently subtracted from ∇×B. Thus,
only charge fluxes, i.e., the amount of charge flowing through the surfaces of
Yee-lattice, are needed and, hence, TRISTAN does not employ a charge density
array. From the Maxwell equations, it follows that the Poisson equation will
always be valid if the charge conservation condition
∂ρ
∂t
= −∇ · J (46)
is satisfied. Hence if rigorous charge conservation is enforced numerically (see
(Villasenor and Buneman 1992; Umeda et al 2003) for conservation methods),
the electromagnetic field can be updated from the two curl equations (1) and
(2) only. In the scheme described in detail by Villasenor and Buneman (1992)
and Umeda et al (2003), the current flux through every cell surface within a
time step δt is determined by counting the amount of charge carried through
the Yee-lattice cell surfaces by particles as they move from rn to rn+1 as shown
in Fig. 6.
x
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(i,j,k)
(i+1,j,k) (i+1,j+1,k)
E
E
E
x
y
z
(i,j+1,k+1)
Ez Ez
Ez
Ex
Ex Ex
Ey
Ey
δz
δx
δy
J
J
J
J
x
y
z
cy
cx
cz
Fig. 6 The current components indicated by J (Jx, Jy, Jz) recorded at the point P (x, y, z)
in the Yee-lattice.
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On Yee-lattice cell surfaces, the charge fluxes are subtracted from each
component of E field as follows
ex(i, j, k) = ex(i+ 0.5, j, k)
= ex(i, j, k)− Jx ∗ cy ∗ cz
ex(i, j + 1, k) = ex(i+ 0.5, j + 1, k)
= ex(i, j + 1, k)− Jx ∗ δy ∗ cz
ex(i, j, k + 1) = ex(i+ 0.5, j, k + 1)
= ex(i, j, k + 1)− Jx ∗ cy ∗ δz
ex(i, j + 1, k + 1) = ex(i+ 0.5, j + 1, k + 1)
= ex(i, j + 1, k + 1)− Jx ∗ δy ∗ δz,
ey(i, j, k) = ey(i, j + 0.5, k)
= ey(i, j, k)− Jy · cx · cz
ey(i+ 1, j, k) = ey(i+ 1, j + 0.5, k)
= ey(i+ 1, j, k)− Jy · δx · cz
ey(i, j, k + 1) = ey(i, j + 0.5, k + 1)
= ey(i, j, k + 1)− Jy · cx · δz
ey(i+ 1, j, k + 1) = ey(i+ 1, j + 0.5, k + 1)
= ey(i+ 1, j, k + 1)− Jy · δx · δz
and
ez(i, j, k) = ez(i, j, k + 0.5)
= ez(i, j, k)− Jz · cx · cy
ez(i+ 1, j, k) = ez(i+ 1, j, k + 0.5)
= ez(i+ 1, j, k)− Jz · δx · cy
ez(i, j + 1, k) = ez(i, j, k + 0.5)
= ez(i, j + 1, k)− Jz · cx · δy
ez(i+ 1, j + 1, k) = ez(i+ 1, j, k + 0.5)
= ez(i+ 1, j + 1, k)− Jz · δx · δy
with the cx,y,z as defined in section 3.4.
In these equations each coordinate of J is proportionally distributed de-
pending on the position of the particle and of the electric field components. For
example, for the electric field ex(i+0.5, j, k) the area cy ·cz in the y−z plane is
factored with Jx, which is the far side from the grid coordinates (i+ 0.5, j, k).
During the calculation of the current density, a particle which does not
leave its cell during the update will transport the charge through twelve sur-
faces, four each for each orientation. How much charge is readily calculated
assuming the particle performs straight move (e.g., Villasenor and Buneman
1992; Umeda et al 2003) Within the code TRISTAN, the current density is
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subtracted from the E-components in the “DEPOSIT” subroutine. If a particle
moves into a neighbouring cell, one splits the move into two parts, one for each
cells, and deposits the charge fluxes separately into each cells. This splitting
is done in the three nested “SPLIT ” subroutines before the “DEPOSIT ” is
entered.
3.7 Sorting and localization
TRISTAN does not keep the particles sorted (Buneman 1993). On some highly
parallel computing facilities, it is, however, desirable to keep particles and
fields in memory locations sorted by their physical locations. In order to per-
form simulations for large systems, TRISTAN needs to be parallelized using the
Message Passing Interface (MPI) (e.g., Niemiec et al 2008; Spitkovsky 2008a).
In this case the SPLIT routine can be modified to re-indexing of each particles
that has left its cell. Note that with such ordering all data traffic in TRISTAN is
strictly local: only nearest neighbor information is needed to update all quan-
tities. Eliminating the Poisson solver was the most important step towards
such localization: the solution of Poisson’s equation anywhere depends on the
charges everywhere.
3.8 Smoothing
By distributing each particle onto a cubic grid, rather than treating it as
a discrete delta function, we already eliminate much of the unnatural noise
created by coarse graining the (physically very fine-grained) population of
particles. Further smoothing is achieved by TRISTAN using a primitive form
of filtering, which averages the particles over adjacent neighboring cells in all
three dimensions (as it was explained in Section 3.2). The charge density J
added in the DEPOSIT subroutine as a source term in Maxwell’s equations is
divided into four contributions of which only two are kept in the cell, whilst
the other two are deposited in the cells to each side. This is equivalent to
“convolving” the flux array with the sequence 0.25, 0.5, 0.25 and is performed
individually in each of the three dimensions.
Translated into Fourier space, this would mean to apply a low-pass filter
which eliminates the unsatisfactorily aliased harmonics (the pi-modes). In three
dimensions each charge flux is in fact spread over 3 × 3 × 3 neighboring cells
whose weights are recorded once and for all in the smoothing array sm(27)
while ms(27) contains the corresponding index displacements accounting for
the loop at the end of DEPOSIT.
In each time step, the DEPOSIT subroutine takes most of the computer
time since each particle references at least 12× 27 = 324 field array data. The
deposit procedure cannot be vectorized in the particles (unless the particles
are carefully sorted, or unless some extra storage arrays are used). Fortunately,
the smoothing loop (of length 27) can be vectorized on CRAY machines which
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offer the “gather-scatter” instruction. Contrarily, the loop over the particles
in the mover can be vectorized (without persuasion) by the CRAY compiler.
Also note that in the TRISTAN-MPI code developed by Niemiec et al (2008),
these issues are modernized.
Whilst TRISTAN does not keep a record of the charge density, div D and
div E can always be calculated as the outflow of D or E from each unit cube
through
∇ ·E = ex(i, j, k)− ex(i− 1, j, k) + ey(i, j, k)− ey(i, j − 1, k)
+ez(i, j, k)− cz(i, j, k − 1). (47)
However, when post-processing simulations performed by TRISTAN, one is usu-
ally interested in the densities of ions and electrons separately. To obtain these
densities, one has to go through the ion or electron array and deposit charge
according to the volume weighting rule shown above. For this purpose, we ap-
pend a DENSITY subroutine (Buneman 1993) which will create each separate
density array and apply the smoothing algorithm in conformity with TRISTAN’s
smoothing of all sources of fields. In TRISTAN-MPI (Niemiec et al 2008), the
subroutine Vol Weighting is used in order to obtain 3D data of physical quan-
tities such as the densities, fluid velocities, kinetic energies, thermal velocities,
drift velocities, and averaged electromagnetic energy.
3.9 Particle injection
For the injection of relativistic jet particles, sophisticated numerical algorithms
to load relativistic Maxwell distributions in PIC and Monte-Carlo simulations
are required. One distinguishes between stationary and relativistically shifted
Maxwellian distributions.
The stationary relativistic Maxwell distributions known as the Ju¨ttner-
Synge distribution (Synge 1957; Ju¨ttner 1911) is defined in the following form:
f(u)d3u =
N
4pim2cTK2(mc2/T )
exp
(
−γmc
2
T
)
d3u, (48)
where u = γv is spatial component of the 4-velocity, v is the the velocity,
γ = [1− (|v|/c)2]−1/2 is the Lorentz factor, m is the rest mass, c is the speed
of light, T is the temperature, and K2 is the modified Bessel function of the
second kind (Zenitani 2015). For such a stationary relativistic Maxwellian,
using spherical symmetry the absolute value u = |u| is determined by the
inverse transform method or the Sobol algorithm (Pozdnyakov et al 1977, 1983;
Zenitani and Kato 2018); subsequently the three components (ux, uy, uz) are
calculated through
ux = u(2X1 − 1) (49)
uy = 2u
√
X1(1−X1) cos(2piX2) (50)
uz = 2u
√
X1(1−X1) sin(2piX2) (51)
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with two uniform random numbers X1,2 ∈ [0, 1).
In order to inject particles with relativistic drift velocities (the relativistic
shifted-Maxwellian ddistribution) the Lorentz transformation of the stationary
Maxwellian distribution is used. The general properties of this Lorentz trans-
formation for particle distributions are described between two frames, S and
S′ assuming that particles are stationary in the reference frame S, and that,
without loss of generality, S′ is the reference frame shifted with the 4-velocity
(Γ,−Γβ, 0, 0) such that particle velocities in S′ are boosted by (Γ,+Γβ, 0, 0).
According to the previous nomenclature, in the following all quantities with a
prime (′) denote the quantities in S′.
As the total particle number is conserved, the distribution function does
not transform:
f(x,u)dx3du3 = f ′(x′,u′)d3x′d3u′ (52)
where d3x = dx dy dz is the spatial volume element. Using the time element
dt in the same frame, we consider the 4- dimensional volume element of dt and
d3x that is moving at the 4-vector of u.
After some calculation, one finds the explicit expression
f(u) = f ′(u′) =
N
4pim2cTK2(mc2/T )
exp
(
−γmc
2
T
)
,
=
N
4pim2cTK2(mc2/T )
exp
(
−Γ(
′ − βmcu′x)
T
)
, (53)
for a relativistic shifted-Maxwellian (Zenitani 2015) where ′ = γ′mc2 is the
particle energy, Γ and β = vjt/c are bulk Lorentz factor and drift velocity. In
PIC simulations of relativistic jets the thermal velocity of relativistic jets is
small (Γ = T/mc2  1).
Zenitani (2015) has described various numerical algorithms to load rel-
ativistic Maxwellians in particle simulations. The inverse transform method
and the Sobol method are useful to load the stationary Maxwellian as long as
T  1; if T  1, one can switch to the Box-Muller method.
For the relativistic shifted-Maxwellian, Zenitani (2015) describes to adjust
the particle number by a rejection method where a particle is accepted if the
following condition is met:
1
2Γ
(
γ′
γ
)
=
1
2
(1 + βvx) > Xs (54)
with a uniform random number XS ∈ [0, 1). If the condition is not met, then
the particle momentum is re-initialized.
Another method used for the particle injection is the flipping method
(which is to be distinguished from the rejection method). If the following
condition is met for a uniform random variable Xf ,
βvx > Xf (55)
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then ux is changed to −ux, before computing u′x. Here, the two conditions of
−βvx < 0 and −βvx > Xf are combined. Whilst the rejection method has an
acceptance efficiency of 50%, the flipping method has an efficiency of 100%.
These rejection and the flipping methods are simple and physically trans-
parent. They can be combined with arbitrary base algorithms which are useful
in relativistic kinetic simulations in high-energy astrophysics.
TRISTAN-MPI uses a similar method for the jet frame, as outlined in Pozd-
nyakov et al (1977, 1983); Zenitani (2015), but jet particles, initialized from rel-
ativistic Maxwellian distributions, are additionally transformed into the sim-
ulation frame.
3.10 Post-processing and other subjects
When running TRISTAN one observes that space allocation is more problem-
atic than time allocation where “space” here refers to both CPU (memory)
space and disk space, not physical space. As with physical observations, data
acquisition is only the first stage: data storage, data analysis, graphical display
and interpretation remain as post-simulation tasks (Buneman 1993; Niemiec
et al 2008; Nishikawa et al 2009, 2016a; Nishikawa et al 2020). This becomes
an even more serious problem with recent large-scale simulations on the large
high performance computing facilities such as Pleiades in the NASA Advanced
Supercomputing facility at the NASA Ames Research Center2 and Blue Wa-
ters in the National Center for Supercomputing Applications at the University
of Illinois at Urbana-Champaign3. As a gradual development, some data is an-
alyzed while main jobs are running, which lowers the burden of storing huge
data.
It was found expedient to keep control of the output data space while
running TRISTAN-MPI by specifying the time step for the next full data dump
and by restarting the run from each of these dumps. This offers the opportunity
of taking at least a superficial look at the output before continuing. However,
choosing each time step for outputting is quite impractical since this would
take too much disc space and would slow down the simulations because of
the huge time impact of output operations. If one knows beforehand what
information one would like to obtain of a simulation a run - typically orbits of
some particular particles - the outputting could be performed at fixed intervals.
However, first runs are often full of surprises and re-running with a new choice
of output frequency and output material is then the most economical method.
Recently, it has become convenient to create movies (slide shows) from the
outputted data for presentations or supplementary material which requires to
output data more often for smoother movies.
Three-dimensional data of fluid quantities such as particle densities are gen-
erated by the DENSITY subroutine or by post processes. Then two-dimensional
plots are made in a few chosen slices as well as the projections of the magnetic
2 https://www.nas.nasa.gov/hecc/resources/pleiades.html
3 http://www.ncsa.illinois.edu/enabling/bluewaters
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field vectors in the middle of those slices have been found useful and reassures
the credibility of the simulation. However, TRISTAN-MPI output is extremely
diverse for a variety of advanced graphics methods, especially because of the
three-dimensionality of the output material. Recently, more and more 3D visu-
alization tools such as VisIt4, ParaView5, and others, have become available.
These visualization tools assist in understanding complex 3D structures and
their evolution allowing also for slicing 3D output in order to view inside the
3D structures. Several three-dimensional plots are shown in this review.
Our physics education has taught us to think in terms of waves, particles
and their interaction. We are familiar with dispersion, growth and decay, re-
flection and absorption which are features of linear wave systems. We try to
describe non-linear phenomena by wave-wave interaction, i.e., as small pertur-
bations of linear behaviour. However, the wave analysis of data is expensive.
TRISTAN-MPI does not use transformations since they are non-local and costly.
Transforming in time is only possible as a post-processing operation and it re-
quires a record for each time step which has been previously implemented into
TRISTAN and TRISTAN-MPI.
If one acquires to investigate waves in the output of a simulation run, one
first needs to decide what variable(s) to subject for the wave analysis. One
must allocate core space for performing the spatial transforms of the desired
variable(s) at each time step and output the necessary spatial harmonics after
each time step. Subsequently, it is possible to post process the data by trans-
forming each spatial harmonics in time allowing to study the amplitudes and
phases of waves for the quantities one is interested in. The necessary additions
to TRISTAN-MPI are possible; a more detailed overview of the extensive wave
analysis for one of best educational PIC codes is given in (Omura 2007).
When a simulation code reproduces observed phenomena (such as the for-
mation of our magnetosphere and magnetotail by the solar wind impinging
on Earth’s dipole) one could carefully conclude that there is no longer any
mystery in what we see, but whether we have “explained” or “understood”
the observed phenomena (completely) remains arguable (e.g., Buneman et al
1992). The purpose of a simulation is not to “explain”, rather but to offer a
facility for controlling input parameters and making predictions, rather than
having to wait for variations to occur naturally. Moreover, simulations offer
the opportunity of going over the same data with a variety of different di-
agnostics, or, if needed, repeating a run with the same input, but recording
different variables as continuous output. One example on how extensively a
simulation code can be applied for one and the same topic is the very ini-
tial PIC simulations of solar wind-magnetosphere interaction (e.g., Nishikawa
1997).
4 https://wci.llnl.gov/simulation/computer-codes/visit/
5 https://www.paraview.org
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3.11 Code test and performances of TRISTAN-MPI
The original version of TRISTAN (e.g., Nishikawa et al 2006a) has been paral-
lelized with MPI, optimized for speed, and improved to more efficiently handle
small-scale numerical noise. This version, called TRISTAN-MPI, is designed to
be flexible and to perform well on different computational platforms includ-
ing user control over a number of optimization features. One example is the
splitting of large loops into segments, for which the relevant variable can be
simultaneously held in the processor cache, thus avoiding memory access over
the system bus. Another example is the periodic re-sorting of particles im-
proving the speed of memory IO.
TRISTAN-MPI (see e.g., Niemiec et al 2008) has been performed on several
large high performance computing facilities such as Mercury, Abe, Kraken,
Ranger, Ember which are located at the Computer Centers of the National
Science Foundation (NSF) (Nishikawa et al 2009), and on the Pleiades and
Columbia systems of NASA Advanced Supercomputing (NAS). Validation
tests performed on these platforms show that computation time scales linearly
with the number of particles per cell and with the number of cells (volume) per
single-processor domain. The code also has an excellent scalability, provided
the memory load per core is kept above ∼100MB. Other tests have verified that
the efficiency of the computational execution is indeed limited by the memory
load per core, rather than by the number of cores. Therefore, running small
simulations on a large number of cores is impractical, whilst large simulations
can be efficiently executed on many cores, hence on an increasing number of
cores with fixed domain size. Very large simulations of astrophysical jets have
been performed using 556 nodes with 10,000 cores on Pleiades at NAS and
reported in Nishikawa et al (2016a) confirming that the code is well optimized
up to 10,000 cores.
The following scaling check is performed to show that using a large num-
ber of cores keeps the simulation time similar for the same number of time
steps even when performing simulations for very large systems. The scaling
on the Bridges at the Pittsburgh Supercomputer Center has been checked by
running simulations of relativistic cylindrical jets with different system sizes,
one case with 324 and one with 2916 cores (processors). The conclusion is that
TRISTAN-MPI is well optimized using a large number of cores in order to sat-
isfy the physical parameters in size of jet radius and other parameters starting
with simulations for smaller system and finishing with simulations using the
maximum capability of Bridges.
In all the following comparisons, jet particles are traced for 5000 time steps
differences in these simulations are the size of jet radius and width. The system
sizes are
– run1: (Lx×Ly×Lz = 645×257×257∆3) with jet radius 40∆ on 324 cores
– run2: (Lx × Ly × Lz = 645 × 761 × 761∆3) with jet radius 120∆ on 2916
cores
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such that simulation run2 contains 9 time more jet and ambient particles
than run1 as shown by two “∗” in Fig. 7. The runtime of both simulations is
monitored by running with a different number of cores:
Although the particle number is increased by a factor of 9, the runtime is
only increase by a factor of 1.75. Considering some overall processes such as
input and output, this shows that TRISTAN-MPI is very well optimized.
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Fig. 7 The CPU run time as a function of the number N of cores. The plot shows two
results with 324 and 2916 cores indicated by “∗”. Runs 3, 4 and 5 are plotted with “#”
for the cases with 324, 1296 and 2916 cores. Run 6 with 1296 cores is plotted with “◦” (22
minutes), which 76/22 = 3.45 faster than run 3. Run 7 with 2304 cores is plotted with “+”
(46 minutes), which is 2 minutes slower than the theoretical prediction (44 minutes).
Another scaling law test was performed on Frontera at the Texas Advanced
Computing Center (TACC) for a more reasonable setting. The same jet radius
rjt = 80∆ used for the all calculations with 324, 1296 and 2916 cores. Addi-
tional runs 6 and 7 are performed with the same system size as runs 3 and 4,
using increased numbers of cores, respectively.
– run3: (Lx × Ly × Lz = 645× 293× 293∆3) with 324 cores
– run4: (Lx × Ly × Lz = 645× 581× 581∆3) with 1296 cores
– run5: (Lx × Ly × Lz = 645× 869× 869∆3) with 2916 cores
– run6: (Lx × Ly × Lz = 645× 293× 293∆3) with 1296 cores
– run7: (Lx × Ly × Lz = 645× 581× 581∆3) with 2304 cores
The new scaling law on the Frontera is shown by the blue line in Fig. 7. The
same number of particles and grids per core are allocated for all cases. The
numbers of cores are increased by 4 and 9 times, the computing times of runs 3,
4 and 5 are 76, 78, and 77 minutes, respectively. Run6 (indicated by “◦”) uses 4
times more cores than run3 for the same simulation size. Theoretically, it would
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run in 19 minutes. On Frontera it runs in 22 minutes and 76/22 = 3.45 faster
than run3. It is 16% slower than the theoretical prediction. Run7 (indicated by
“+”) is 5% slower than the theoretical prediction (44 minutes). The Frontera
is slightly faster than the Bridges. This test shows that TRISTAN-MPI is very
well optimized on the Frontera.
4 Macroscopic and microscopic processes in plasma
As mentioned in the previous sections, PIC simulations can investigate kinetic
(microscopic) processes of plasma. Kinetic models describe the particle velocity
distribution function at each point in the plasma and therefore do not need
to assume a Maxwell-Boltzmann distribution. A kinetic description is often
necessary for collisionless and collision dominated plasmas. The PIC tech-
nique includes the kinetic information by following the trajectories of a large
number of individual particles. Such kinetic models are generally more com-
putationally intensive than fluid models including solving the Vlasov equation
or using a gyrokinetic approach. The Vlasov equation may be used to describe
the dynamics of a system of charged particles interacting with an electromag-
netic field. In magnetized plasmas, a gyrokinetic approach can substantially
reduce the computational expense of a fully kinetic simulation. In PIC simu-
lations both electrons and ions are equally treated as particles. Therefore, the
particle dynamics needs to be resolved in time and space. If, however, the ion
dynamics is much more important and electrons can be treated as an equal-
izing fluid, hybrid models can be used in which simulations can be extended
to individually investigate ions whereas the electron behavior is simulated as
a fluid. This hybrid method is reviewed in, e.g., Palmroth et al (2018).
Astrophysical jets have extensively been investigated using hydrodynamic
codes which are a particular class of fluid codes. In particular, since relativistic
jets contain magnetic fields, RMHD codes need to be applied to study their
propagation (see, e.g., Mart´ı and Mu¨ller 2015). More recently, jet formations
have been investigated using GRMHD codes.
PIC simulations have become more feasible for global interaction between
the solar wind and Earth magnetosphere (e.g., Nishikawa 1997; Cai et al 2015),
which can be applied to study new aspects of, for example, astrophysical jet
dynamics, in spite of the small size of the simulation domain. One of these as-
pects, which cannot be studied with the help of fluid equations, is the magnetic
reconnection in the magnetotail generating burst flows of particles where elec-
trons and ions are separated and flow in the opposite way due to the electric
fields in the tail (Nishikawa 1997).
It is important to understand the differences between kinetic (particle)
and fluid methods. Since it is important to decide on a case-to-case basis
which of the two approaches is the best method, we here now summarize their
advantages and disadvantages.
As an example, the hybrid-Vlasov model Vlasiator has recently been
developed (e.g., Palmroth et al 2018) which models ions as a six-dimensional
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(6-D) space-velocity distribution and electrons are neglected apart from their
charge-neutralizing behavior. The ion distribution function is propagated in
time according to Vlasov’s equation. The set of equations is then completed
by Ampe`re’s law, Faraday’s law, and a generalized Ohm’s law such that the
electric field is determined through
E = −V ×B + 1
ρq
j×B (56)
where V is the ion bulk velocity, B is the magnetic field, ρq is the ion charge
density, j = ∇×B/µ0 is the current density, and µ0 = 4pi× 10−7Hm−1 is the
vacuum permeability. The second term on the right-hand side of the equation
(56) is the Hall term. Compared to resistive MHD, where the electric field is
given by
E = −V ×B + ηj (57)
with resistivity η, including the Hall term produces higher reconnection rates
(Birn et al 2001). In Vlasiator, there is no artificially added or enhanced
resistivity and the magnetic reconnection is triggered by numerical diffusion.
Any further terms of the generalized Ohm’s law, except those included in Eq.
(56), are considered negligible at the current spatial resolution of Vlasiator
which is approximately 300 km.
In summary, Vlasiator includes the ion kinetics through a distribution
function, but not the electron kinetics. This allows for the self-consistent global
modeling of the near-Earth plasma environment, including multi-temperature
non-Maxwellian ion populations that cannot be described by MHD realisti-
cally. Unlike particle-in-cell (PIC) approaches, modeling ions as velocity dis-
tribution functions produces solutions that are numerically noiseless, but also
might prevent the study of effects in the tail of the ion distribution.
However, as mentioned beforehand, there are certain weaknesses of fluid
simulations that promote the use of PIC simulations instead. Ideally, fluid
RMHD simulations cannot distinguish kinetic effects of electrons and ions and
their skin depth (Debye length) is not accounted for. These kinetic physi-
cal parameters are completely diminished in RMHD simulations. Therefore,
such models may miss important features. For example, in the jet evolution
kinetic processes may play a more dominant role, in particular in the early
linear stage. Certainly, only recently performing large-scale PIC simulations
has become feasible. So far RMHD simulations of jets are considered as the
“gold standard” of global jet simulations. At the present time, it is hard to
investigate macroscopic phenomena using PIC models as compared to RMHD
simulations. However, PIC simulations act complimentary to RMHD studies
as computer power increases gradually (Moore 1965; Mohseni et al 2017).
Recently, Drake et al (2019) developed a new computational model suitable
for exploring the self-consistent production of energetic electrons during the
magnetic reconnection in macroscale systems. These equations are based on
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the recent discovery that parallel electric fields are ineffective drivers of ener-
getic particles during magnetic reconnection such that the kinetic scales con-
trolling the development of such fields can be ordered out of the equations. The
resulting equations consist of a MHD background with the energetic compo-
nent represented by macro-particles described by the guiding center equations.
Crucially, the energetic component feeds back on the MHD equations, thus the
total energy of the MHD fluid and of the energetic particles is conserved. These
equations correctly describe the firehose instability, whose dynamics plays a
key role in throttling magnetic reconnection and in controlling the spectra of
energetic particles.
They describe a system with three distinct classes of particles: ions of
density n and temperature Ti, cold electrons with density nc and temperature
Tc and energetic electrons with density nh = n−nc and temperature Teh. The
hot electrons will be treated as macro-particles that evolve through the MHD
grid by the guiding center equations. Since this new method is an advanced
two-fluid MHD simulation, some of the fundamental properties of PIC method
are missing. This evidence of lacking PIC properties is found in the equation
E‖ = − 1
ne
(
b · ∇Pec + B · ∇
menecv
2
ce‖
B
+ b · (∇ · Teh)
)
. (58)
of the parallel electric field E‖ where Pec is the pressure of the cold electrons.
In their model the Debye length is ordered out, hence the system must re-
main charge neutral. The ion density is calculated with a standard continuity
equation with a velocity given by the MHD momentum equation. The ener-
getic electron density is calculated by mapping the energetic electrons onto the
MHD grid with an appropriate interpolation scheme. The cold electron den-
sity is then calculated by requiring that the sum of the cold and hot electron
densities matches that of the ions. The physics leading to the charge neutrality
is the strong parallel motion of the cold electrons filling in for the hot electrons
motion along the ambient magnetic field. Finally, phenomena such as the elec-
tron acceleration and associated radiation can be investigated with the use of
PIC methods.
In PIC methods, each particle is traced self-consistently using Maxwell’s
equations as described in Section 3. With this method one can obtain all
particle information and in principle also macroscopic properties if the size of
simulations is large enough. However, in this method, one needs to resolve the
spatial scale of the electron and ion Debye length, electron and ion skin depth
and electron cyclotron period. With the current computational constraints, it
is a daunting task to simulate a reasonable physical size in a 3D system for
the direct comparison with fluid model. Fortunately, due to the great advance
of computing power this limitation is becoming less serious.
In the next section, we will summarize various applications of PIC codes
for astrophysical plasmas, in particular for relativistic jets.
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5 Kinetic physics in astrophysical systems
Relativistic jets are collimated plasma outflows associated with active galac-
tic nuclei (AGN), gamma-ray bursts (GRBs), and pulsars (e.g., Hawley et al
2015; Cerutti and Beloborodov 2017; Blandford et al 2019). Amongst these
astrophysical systems, blazars and GRB jets produce the most luminous phe-
nomena in the universe (e.g., Pe’er 2014). Despite extensive observational and
theoretical investigations, including simulation studies, our understanding of
their formations, interaction and evolution in an ambient plasma, and con-
sequently their observable properties, such as the time-dependent flux and
polarity (e.g., MacDonald and Marscher 2018), remain quite limited.
The morphology of relativistic jets is very large and the macroscopic views
of jets are described well by RMHD simulations (e.g., Mart´ı 2019). However,
these simulations cannot include the dynamics of particles, thus their accel-
eration in jets cannot be investigated. Therefore, PIC simulations play an
important role for the particle acceleration and the radiation from accelerated
particles in magnetic fields.
To date, models like shock-in-jet have failed to explain the extremely rapid
gamma-ray flares with a relatively harder spectrum (spectral indices <1.5)
(e.g., Sari and Piran 1999). One of the key open questions in the study of
relativistic jets is how they interact with the immediate plasma environment
on the microscopic scale. In response to this question, Nishikawa et al (2016b,
2019); Nishikawa et al (2020) aim at examining how relativistic jets contain-
ing helical magnetic fields evolve under the influence of kinetic and MHD-like
instabilities that occur within and at the jet boundaries. They conducted their
examination with regards to consequences such as flares due to magnetic re-
connection besides other mechanisms such as recollimation shocks and moving
internal shocks (e.g., Zamaninasab et al 2014). Therefore, magnetic reconnec-
tion which takes place in a short time and accelerates particles, could be a
viable option.
Jet outflows are commonly thought to be dynamically hot (relativistic)
magnetized plasma flows that are launched, accelerated, and collimated in
regions where the Poynting flux dominates over the particle (matter) flux
(e.g., Blandford and Znajek 1977; Aloy et al 2000; Porth et al 2017). This
scenario involves a helical large-scale magnetic field structure in some AGN
jets providing a unique signature in the form of observed asymmetries across
the jet width, particularly in the polarization (e.g., Liang 1981; Aloy et al
2000; Clausen-Brown et al 2011; Tchekhovskoy 2015).
Large-scale, ordered magnetic fields have been invoked to explain the launch-
ing, acceleration, and collimation of relativistic jets from the central nuclear
region of an active galaxy (e.g., Meier 2008), and coalescing and merging stars
(neutron star and black hole) (e.g., Piran 2005). The magnetic field structure
and particle composition of the jets are still not well constrained observation-
ally.
The circular polarization (CP; measured as Stokes parameter V) in the
radio continuum emission from AGN jets provides a powerful diagnostic for
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deducing magnetic structure and particle composition because, unlike linear
polarization (LP), CP is expected to remain almost completely unmodified by
external screens (e.g., O’Sullivan et al 2013; MacDonald and Marscher 2018).
The differences in the global jet evolution among different particle species,
as described later, may be compared with observations of jet images in order to
test the jet composition. PIC studies of the jet evolution with helical magnetic
fields using a large simulation system may provide morphological structures
of jet evolution and some possible identification of species of jets.
In this review, we discuss the progresses made in developing state-of-the-
art PIC simulations of relativistic jets used to investigate the generation of
rapid flares of very high energy (in particular, in γ- and X-ray bands), the
composition of jet plasma, and the polarized radiation observed in blazars
and GRB jets, accounting for microscopic and macroscopic processes with
helical magnetic fields. In particular, formation of jets-in-jet due to magnetic
reconnection may provide a possible mechanism for production of flares and
their rapid variability, with timescales as short as hours or even minutes (e.g.,
Aharonian et al 2006, 2007).
5.1 PIC simulations of the Weibel instability in slab model
PIC simulations can shed light on the microphysics within relativistic shocks.
Recent PIC simulations have shown that particle acceleration occurs within
downstream jets (e.g., Silva et al 2003; Nishikawa et al 2003; Frederiksen et al
2004; Hededal et al 2004; Hededal and Nishikawa 2005; Nishikawa et al 2005;
Jaroschek et al 2005; Nishikawa et al 2006a,b; Nishikawa et al 2008; Spitkovsky
2008a,b; Chang et al 2008; Dieckmann et al 2008; Nishikawa et al 2009; Martins
et al 2009; Nishikawa et al 2011). In general, these simulations confirm that
a relativistic shock in a weakly or non-magnetized plasma is dominated by
the Weibel instability (Weibel 1959). The associated current filaments and
magnetic fields (e.g., Medvedev and Loeb 1999) accelerate electrons (e.g.,
Nishikawa et al 2006b) and cosmic-rays, subsequently affecting the pre-shock
medium (Medvedev and Zakutnyaya 2009).
In recent work, in order to generate a shock, a relativistic plasma stream is
injected from one end of the computational domain and reflected from a rigid
wall at the opposite end, for instance as in a 1D simulation by Hoshino and
Shimada (2002); Amano and Hoshino (2007), in 2D simulations by Amano and
Hoshino (2009); Spitkovsky (2008a,b); Martins et al (2009), or in a 3D simula-
tion by Guo et al (2014). This method resembles the collision of two identical
counter-streaming beams and reduces the number of calculations by one half,
which is used to investigate the particle acceleration at termination shocks
historically. This approach simulates only a forward moving shock (FS). In
these settings the backward (reverse) shock is degenerated to an FS. Recently,
Vanthieghem et al (2020) reviewed physics and phenomenology of weakly mag-
netized, relativistic astrophysical shock waves in the reflected scheme.
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In the work by Nishikawa et al (2009) a particle jet is injected into an
ambient plasma without the reflection at the opposite boundary, such that a
double shock structure (forward and reverse shock) is fully captured. With
this setup the jet-to-ambient density ratio can be changed and, by assuming
a density ratio greater than one, the shock formation process can be properly
handled by smaller scale (temporal and spatial) simulations. In such a scenario,
the deceleration of the jet flow by the ambient plasma results in a contact
discontinuity (CD) being the location where the electromagnetic field and the
velocity of the jet and ambient plasmas are similar and the density changes.
Two shocks propagate away from the CD into the jet and ambient upstreams
(in the CD frame) (Nishikawa et al 2009; Choi et al 2014; Ardaneh et al 2015,
2016). Ardaneh et al (2015) have illustrated that forward and reverse shocks
and one CD split up the jet and ambient plasma, and the structures of these
shocks depend on the density ratio of the jet and ambient densities.
Therefore, this injection scheme is more universal and used with a more
advanced setting as described later in order to investigate the propagation of
jets including the instabilities generated in the velocity-shear regions.
Next, we present the three-dimensional simulation results for an electron-
positron jet injected into an electron-positron plasma using a long simulation
grid (Nishikawa et al 2009). A leading and trailing shock system develops with
strong electromagnetic fields accompanying the trailing shock.
5.1.1 Simulation setup
The code used in this study is an MPI-based parallel version of the relativistic
electromagnetic particle (REMP) code TRISTAN (Buneman 1993; Nishikawa
et al 2003; Niemiec et al 2008). Simulations have been performed using a grid
with (Lx, Ly, Lz) = (4005, 131, 131) cells and a total of ∼1 billion particles (12
particles/cell/species for the ambient plasma) in the active grid. The electron
skin depth, λs = c/ωpe = 10.0∆, where ωpe = (e
2na/0me)
1/2 is the electron
plasma frequency, c is the speed of light, and the electron Debye length λD is
half of the cell size ∆, where ∆ = 1. This computational domain is six times
longer than in their previous simulations (Nishikawa et al 2006b; Ramirez-
Ruiz et al 2007). The jet-electron number density in the simulation reference
frame is 0.676na, where na is the ambient electron density, and the jet Lorentz
factor is γj = 15. The jet-electron/positron thermal velocity is vj,th = 0.014c in
the jet reference frame. The electron/positron thermal velocity in the ambient
plasma is va,th = 0.05c. Similar to the previous work done by Nishikawa et al
(2006b), the jet is injected in a plane across the computational grid located
at x = 25∆ in order to eliminate effects associated with the boundary at
x = xmin. Radiating boundary conditions are used on the planes at x = xmin
and x = xmax and periodic boundary conditions on all transverse boundaries
(Buneman 1993). The jet makes contact with the ambient plasma at a two-
dimensional interface spanning the computational domain. Here the formation
and dynamics of a small portion of a much larger shock are studied in a
spatial and temporal way that includes the spatial development of nonlinear
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saturation and the dissipation from the injection point to the jet front defined
by the fastest moving jet particles.
5.1.2 Simulation results
In this simulation a relativistic jet is injected into an ambient plasma as shown
in Fig. 8a, therefore the shock structures are different from those that are
obtained when using numerical schemes with reflecting boundary conditions
(e.g., Vanthieghem et al 2020).
magnetic fields which decelerate the jet stream and conse-
quently form a double shock structure. At late times, the
particles are effectively heated and accelerated. This section
aims to explain the scenario in more detail.
3.1. Formation of the CD
When the particles jet interacts with the ambient plasma, the
distribution of particles is extremely anisotropic and is
susceptible to several instabilities, e.g., electrostatic modes
(two-stream or Buneman instabilities) and electromagnetic
modes (filamentation or Weibel instabilities). Depending on the
jet-to-ambient density ratio, jet and ambient temperatures, and
jet drift velocity, the two-stream, filamentation, or oblique
modes will dominate the linear phase. Whereas perturbations
parallel and normal to the jet stream may be present, the
instability propagates obliquely.
The jet electrons rapidly decelerate when they interact with
ambient particles to form electron current filaments in both jet
and ambient plasmas (Figure 2(a)). As a result, the density of
the jet electron increases from n41/n1=1.7 to n41/n1;2.2
just behind the jet front (Figure 2(b)). On the other hand,
ambient electrons become swept up by the incoming jet stream
(Figure 2(c)) and the density of the ambient electrons increases
by a factor of three near the jet front (Figure 2(d)). In this stage
(about w= -t 40 pe1), a CD is formed around x=36λce which
separates the decelerated jet electrons from the accelerated
ambient electrons. The decelerated jet electrons become mainly
confined to the left side of the CD and pile up in this region.
However, due to the CD formation, the accelerated ambient
electrons are dominantly confined to the right side of the CD
and pile up due to continuous sweeping by the jet inflow. Once
trapped in the left side of the CD, the jet electron populations
commence heating.
Due to larger ion inertia, the jet ions are able to penetrate
deeper into the ambient plasma without significant deceleration
(Figures 2(e) and (f)) and ambient ions are present in deeper
lengths of the jet stream (Figures 2(g) and (h)). Therefore, a
certain fraction of both ion populations (jet and ambient) is
present in each before the CD is fully formed. These fractions
Figure 1. Illustration of the jet–ambient interaction showing (a) a particle jet being injected into an ambient plasma and (b) the resulting double shock structure. The
shocks are named according to Nishikawa et al. (2009).
Table 1
Parameters of the Formed Double Shock Structure
Parameters of the LS
Parameter In Region (1) In Region (2)
γls γls1=1.91 γls2=1.01
βls βls1=0.85 βls2=0.17
n n2 1 n21/n1=16.0 n2/n12=5.8
Parameters of the TS
Parameter In Region (1) In Region (3)
γts γts1=1.38 γts3=1.03
βts βts1=0.68 βts3=−0.25
n3/n4 n31/n41=2.8 n3/n43=4.9
3
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Fig. 8 Illustration of the jetambient interaction showing (a) a particle jet being injected
into an ambient plasma and (b) the resulting double shock structur . The shocks r named
according to Nishikawa et al (2009). Adapted from Fig. 1 in Ardaneh et al (2016).
Figure 8 shows (a) the initial a d (b) the final stages of plasma evolution,
where a double shock structure is formed resembling what is schematically
illustrated. The deceleration of the jet stream by magnetic fluctuations (excited
in the beamplasma interactions) results in a CD and two shock waves that
divide the jet and ambient plasmas into four regions: (1) unshocked ambient,
(2) shocked ambient, (3) shocked jet, and (4) unshock d jet. Th se subscripts
are not used further on.
Figures 9 shows the averaged (a) jet (red), ambient (blue), and t tal (black)
electron density and (b) t e electromagnetic field e ergy div ded y th total
jet kine c energy (Ejt =
∑
i=e,pmic
2(γj − 1)) in the y − z plan after t =
3250ω−1pe whe e “ ” a d “p” note lectrons and positrons. Positron den ity
profiles are similar to the ones for the electron density. Ambient particles
become swept up after jet electrons pass by x/∆ ∼ 500. By t = 3250ω−1pe ,
the density has evolved into a two-step plateau behind the jet front. The
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maximum density in the shocked region is about three times higher than the
initial ambient density. The jet-particle density remains nearly constant up to
near the jet front.
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Figure 1. Averaged values of (a) jet (red), ambient (blue), and total (black)
electron density, and (b) electric (red) and magnetic (blue) field energy divided
by the jet kinetic energy at t = 3250ω−1pe . Panel (c) shows the evolution of the
total electron density in time intervals of δt = 250ω−1pe . Diagonal lines indicate
motion of the jet front (blue: .c), predicted CD speed (green: ∼0.76 c), and
trailing density jump (red: ∼0.56 c).
are similar to electron profiles. Ambient particles become swept
up after jet electrons pass x/Δ ∼ 500. By t = 3250ω−1pe , the
density has evolved into a two-step plateau behind the jet front.
The maximum density in this shocked region is about three
times the initial ambient density. The jet-particle density remains
nearly constant up to near the jet front.
Current filaments and strong electromagnetic fields accom-
pany growth of the Weibel instability in the trailing shock re-
gion. The electromagnetic fields are about four times larger
than that seen previously using a much shorter grid system
(Lx = 640Δ). At t = 3250ω−1pe , the electromagnetic fields are
largest at x/Δ∼1700, and decline by about one order of mag-
nitude beyond x/Δ = 2300 in the shocked region (Nishikawa
et al. 2006; Ramirez-Ruiz et al. 2007).
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Figure 2. Phase-space distribution of jet (red) and ambient (blue) electrons at
t = 3250ω−1pe . About 18,600 electrons of both species are selected randomly.
Figure 3. Velocity distributions at t = 3250ω−1pe . All jet (red) and all ambient
(blue), and at x/Δ > 2300 jet (orange) and ambient (green) electrons are also
plotted. The small (red) peak indicates jet electrons injected at γj = 15.
Figure 1(c) shows the total electron density plotted at time
intervals of δt = 250ω−1pe . The jet front propagates with the
initial jet speed (.c). Sharp RMHD-simulation shock surfaces
are not created (e.g., Mizuno et al. 2009). A leading shock region
(linear density increase) moves with a speed between the fastest
moving jet particles .c and a predicted contact discontinuity
(CD) speed of ∼0.76 c (see Section 4). A CD region consisting
of mixed ambient and jet particles moves at a speed between
∼0.76 c and the trailing density jump speed ∼0.56 c. A trailing
shock region moves with speed.0.56 c; note the modest density
increase just behind the large trailing density jump.
Figure 2 shows the phase-space distribution of jet (red)
and ambient (blue) electrons at t = 3250ω−1pe and confirms
our shock-structure interpretation. The electrons injected with
γjvx ∼ 15 become thermalized due to Weibel instabililty-
induced interactions. The swept-up ambient electrons (blue) are
heated by interaction with jet electrons. Some ambient electrons
are strongly accelerated.
Figure 3 shows the velocity distribution of all jet and
ambient electrons in the simulation frame. The small peak
indicates electrons injected at γj = 15. Jet electrons are
accelerated to a nonthermal distribution. Ambient electrons are
also accelerated to speeds above the jet injection velocity. The
velocity distributions of jet and ambient electrons near the jet
front (at x/Δ > 2300) are also plotted. The fastest jet electrons,
γ > 20, are located near the jet front. On the other hand,
the fastest ambient electrons are located farther behind the
jet front (at x/Δ < 2300). Thus, strong acceleration of the
ambient electrons accompanies the strong fields associated with
the Weibel instability.
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Figure 1. Averaged values of (a) jet (red), ambient (blue), and total (black)
electron density, and (b) electric (red) and magnetic (blue) field energy divided
by the jet kinetic energy at t = 3250ω−1pe . Panel (c) shows the evolution of the
total electron density in time intervals of δt = 250ω−1pe . Diagonal lines indicate
motion of the jet front (blue: .c), predicted CD speed (green: ∼0.76 c), and
trailing density jump (red: ∼0.56 c).
are similar to electron profiles. Ambient particles become swept
up after jet electrons pass x/Δ ∼ 500. By t = 3250ω−1pe , the
density has evolved into a two-step plateau behind the jet front.
The maximum density in this shocked region is about three
times the initial ambient density. The jet-particle density r mains
nearly constant up to near the jet front.
Current filaments and strong electromagnetic fields accom-
pany growth of the Weibel instability in the trailing shock re-
gion. The electromagnetic fields are about four times larger
than that seen previously using a much shorter grid system
(Lx = 640Δ). At t = 3250ω−1pe , the electromagnetic fields are
largest at x/Δ∼1700, and decline by about one order of mag-
nitude beyond x/Δ = 2300 in the shocked region (Nishikawa
et al. 2006; Ramirez-Ruiz et al. 2007).
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Figure 2. Phase-space distribution of jet (red) and ambient (blue) electrons at
t = 3250ω−1pe . About 18,600 electrons of both species are selected randomly.
Figure 3. Velocity distributions at t = 3250ω−1pe . All jet (red) and all ambient
(blue), and at x/Δ > 2300 jet (orange) and ambient (green) electrons are also
plotted. The small (red) peak indicates jet electrons injected at γj = 15.
Figure 1(c) shows the total electron density plotted at time
intervals of δt = 250ω−1pe . The jet front propagates with the
initial jet speed (.c). Sharp RMHD-simulation shock surfaces
are not created (e.g., Mizuno et al. 2009). A leading shock region
(linear density increase) moves with a speed between the fastest
moving jet particles .c and a predicted contact discontinuity
(CD) speed of ∼0.76 c (see Section 4). A CD region consisting
of mixed ambient and jet particles moves at a speed between
∼0.76 c and the trailing density jump speed ∼0.56 c. A trailing
shock region moves with speed.0.56 c; note the modest density
increase just behind the large trailing density jump.
Figure 2 shows the phase-space distribution of jet (red)
and ambient (blue) electrons at t = 3250ω−1pe and confirms
our shock-structure interpretation. The electrons injected with
γjvx ∼ 15 become thermalized due to Weibel instabililty-
induced interactions. The swept-up ambient electrons (blue) are
heated by interaction with jet electrons. Some ambient electrons
are strongly accelerated.
Figure 3 shows the velocity distribution of all jet and
ambient electrons in the simulation frame. The small peak
indicates electrons injected at γj = 15. Jet electrons are
accelerated to a nonthermal distribution. Ambient electrons are
also accelerated to speeds above the jet injection velocity. The
velocity distributions of jet and ambient electrons near the jet
front (at x/Δ > 2300) are also plotted. The fastest jet electrons,
γ > 20, are located near the jet front. On the other hand,
the fastest ambient electrons are located farther behind the
jet front (at x/Δ < 2300). Thus, strong acceleration of the
ambient electrons accompanies the strong fields associated with
the Weibel instability.
Fig. 9 Averaged values of (a) jet (red), ambient (blue), and total (black) electron density,
and (b) electric (red) and magnetic (blue) field energy divided by the jet kinetic energy at
t = 3250ω−1pe . Panel (c) shows the evolution of the elec rons in time intervals of δt = 25 ω−1pe .
Adapted from Fig. 1 in Nishikawa et al (2009).
Current filaments and strong electromagnetic fi lds ccom ny t e growth
of the Weibel instability in the trailing shock region. The elec rom gnetic fi lds
are about four times larger than that seen previously using a much shorter grid
system (Lx = 640∆). At t = 3250ω
−1
pe , the electr magnetic fie ds ar l r est at
x/∆ ∼ 1700, and decline by about one order of magnit de beyond x/∆ = 2300
in the shocked region (Nishikawa et al 2006b; Ramirez-Ruiz et al 2007).
Figure 9c shows the time evolution of h lectr n plott d at tim i tervals
of δt = 250ω−1pe . The jet front propagates with the initial jet speed (≤ c). Sharp
shock surfaces seen in RMHD simulations are not cr ated(e.g., Mizuno et al
2009). A leading shock region (for which the linear density increase) moves
with a speed between the fastest moving jet particles ≤ c and a predi ted
contact discontinuity (CD) speed of ∼ 0.76c (Nishikawa et al 2009). The CD
region consisting of mixed ambient and jet particles oves at a speed between
∼ 0.76c and the trailing density jump speed ∼ 0.56c. A traili g shock region
moves with ∼ 0.56c; note the modest density increase just behind the large
trailing density jump.
Figure 10 shows the phase-space distribution of jet (red) and ambient (blue)
electrons at t = 3250ω−1pe and confirms the shock-structure interpretation
exposed in the paragraph above. Some jet electrons injected with γvx ∼ 15
become th rm lized du t the Weibel instability induced interacti ns whilst
some swept-up ambient electrons (blue) are strongly accelerated and heated
by the interaction with jet electrons.
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Figure 1. Averaged values of (a) jet (red), ambient (blue), and total (black)
electron density, and (b) electric (red) and magnetic (blue) field energy divided
by the jet kinetic energy at t = 3250ω−1pe . Panel (c) shows the evolution of the
total electron density in time intervals of δt = 250ω−1pe . Diagonal lines indicate
motion of the jet front (blue: .c), predicted CD speed (green: ∼0.76 c), and
trailing density jump (red: ∼0.56 c).
are similar to electron profiles. Ambient particles become swept
up after jet electrons pass x/Δ ∼ 500. By t = 3250ω−1pe , the
density has evolved into a two-step plateau behind the jet front.
The maximum density in this shocked region is about three
times the initial ambient density. The jet-particle density remains
nearly constant up to near the jet front.
Current filaments and strong electromagnetic fields accom-
pany growth of the Weibel instability in the trailing shock re-
gion. The electromagnetic fields are about four times larger
than that seen previously using a much shorter grid system
(Lx = 640Δ). At t = 3250ω−1pe , the electromagnetic fields are
largest at x/Δ∼1700, and decline by about one order of mag-
nitude beyond x/Δ = 2300 in the shocked region (Nishikawa
et al. 2006; Ramirez-Ruiz et al. 2007).
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Figure 2. Phase-space distribution of jet (red) and ambient (blue) electrons at
t = 3250ω−1pe . About 18,600 electrons of both species are selected randomly.
Figure 3. Velocity distributions at t = 3250ω−1pe . All jet (red) and all ambient
(blue), and at x/Δ > 2300 jet (orange) and ambient (green) electrons are also
plotted. The small (red) peak indicates jet electrons injected at γj = 15.
Figure 1(c) shows the total electron density plotted at time
intervals of δt = 250ω−1pe . The jet front propagates with the
initial jet speed (.c). Sharp RMHD-simulation shock surfaces
are not created (e.g., Mizuno et al. 2009). A leading shock region
(linear density increase) moves with a speed between the fastest
moving jet particles .c and a predicted contact discontinuity
(CD) speed of ∼0.76 c (see Section 4). A CD region consisting
of mixed ambient and jet particles moves at a speed between
∼0.76 c and the trailing density jump speed ∼0.56 c. A trailing
shock region moves with speed.0.56 c; note the modest density
increase just behind the large trailing density jump.
Figure 2 shows the phase-space distribution of jet (red)
and ambient (blue) electrons at t = 3250ω−1pe and confirms
our shock-structure interpretation. The electrons injected with
γjvx ∼ 15 become thermalized due to Weibel instabililty-
induced interactions. The swept-up ambient electrons (blue) are
heated by interaction with jet electrons. Some ambient electrons
are strongly accelerated.
Figure 3 shows the velocity distribution of all jet and
ambient electrons in the simulation frame. The small peak
indicates electrons injected at γj = 15. Jet electrons are
accelerated to a nonthermal distribution. Ambient electrons are
also accelerated to speeds above the jet injection velocity. The
velocity distributions of jet and ambient electrons near the jet
front (at x/Δ > 2300) are also plotted. The fastest jet electrons,
γ > 20, are located near the jet front. On the other hand,
the fastest ambient electrons are located farther behind the
jet front (at x/Δ < 2300). Thus, strong acceleration of the
ambient electrons accompanies the strong fields associated with
the Weibel instability.
Fig. 10 Phase-space distribution of jet (red) and ambient (blue) electrons at t = 3250ω−1pe .
About 18,600 electrons of both media are selected randomly.
3D PIC simulations of a high Mach-number quasi-perpendicular shock have
been performed by Matsumoto et al (2017). They found an extended electron
acceleration through the investigation of the electron motion in a fully self-
consistent fashion that included all of the essential ingredients: shock drift
acceleration (SDA), shock surfing acceleration (SSA), and a strong Weibel
magnetic turbulence.
Coherent electrostatic Buneman waves and ion-Weibel magnetic turbulence
coexist in a strong-shock structure whereby particles gain energy during shock
surfing and subsequent stochastic drift accelerations (see Nishikawa et al 2009).
Energetic electrons tha initially experienced th surfi g acceleration undergo
pitch-angle diffusion by interacting with magnetic turbulence and continuous
acceleration during the confinement in the shock transition region. The ion-
Weibel turbulence is the key to the efficient non-thermal electron acceleration.
M=m ¼ 64 and the upstream plasma β ¼ 1, which is
equally shared by ions and electrons (βi ¼ βe ¼ 0.5).
The upstream magnetic field has the x- and z-components
B0 ¼ ðB0x; 0; B0zÞ, such that the shock angle becomes
tan−1ðB0z=B0xÞ ¼ ΘBn ¼ 74.3° and the upstream motional
electric field h s on y the y-compo ent as E0y ¼ −V0B0z=c
with c being the speed of light. The resulting sonic (Alfvén)
Mach number reached Ms ∼ 22.8 (MA ∼ 20.8) with a
nonrelativ stic upstream velocity of Vup=c ∼ 0.26measur d
in the shock-rest frame. Thus, the generated shockwave
falls into the subluminal shock where tan−1ðc=VupÞ > ΘBn .
The electron inertia length c=ωpe is resolved with 20
computational cells, and one numerical time step resolves
0.025ω−1pe , where ωpe is the electro plasma frequ ncy in
the upstream region. The simulation domain size in the
x-direction (Lx) expands as the shockwave propagates,
while the shock front spans 4.8 times the ion inertia length
(λi) wide in the y- and z-directions. We discuss space and
time in units of the ion inertia length and inverse the ion
gyro frequency (Ω−1gi ) in t e upstr am region, and particles’
momentum and energy in the shock-rest frame. Twenty
particles per cell per species were used in the upstream
region. In total, one trillion particle motions were followed
in the simulation domain with 8800 × 768 × 768 computa-
tional cells in the latest time development. Such computa-
tionally demanding simulations were made possible by
using 9216 nodes (73,728 processor cores) and 100 TB of
physical memory on the J panese K compu er.
Figure 1 shows a 3D shock structure in a fully developed
stage after initiation. Electron-scale coherent structures
were found to persist during the simulation run, as can
be seen from the stripes of electron density at the leading
edge of the shock (8 < x < 10) in Fig. 1(a). The shock
transition (foot) region (0 < x < 6) was dominated by the
ion-Weibel instability because of an interaction between
the upstream and reflected ions, resulting in rib structures
[Fig. 1(a)] and strong magnetic turbulence [Fig. 1(b)]. The
y-component of the magnetic field is a component newly
generated by the instability and is further amplified up to
20 times the upstream value by the shock compression, as
are the other x- and z-compone ts.
To understand how electrons are accelerated by interact-
ing with such coherent and turbulent structures, we selected
about 107 tracer particles self-consistently solved in the PIC
simulations. They initially shared the same x coordinates
within a cell width in the upstream region at time T ¼ 6.8
in the fully developed stage. The particle’s motion was
recorded every 5ω−1pe until the majority were transmitted
downstream at T ¼ 8.8. The time histories of position,
energy, and momentum of the most energetic electron in the
final time of tracking are presented in Fig. 2.
At the leading edge, electron-scale, coherent electrostatic
waves are excited with amplitudes of jEj > B0 [Fig. 2(a)],
as is also seen in the electron density profile. The Buneman
instability is driven unstable because of the interaction
between the upstream electrons and he reflected ions in
this region to produce the large-amplitude waves. The
wave front is oblique to the x-axis in the x-y plane,
reflecting the gyrating motion of the reflected ion. There
is no characteristic structure in the z-direction, indicating
that the most unstable mode lies in the two-dimensional
(2D) plane. The selected electron orbit in Fig. 2(a)
showed an abrupt change in motion when it entered
this Buneman-destabilized region. The particle was then
accelerated in the direction opposite to the motional
electric field in the y-direction while being trapped by
the electrostatic wave front. This picture is essentially the
same as the electron SSA in 2D as previously reported
[28–30], which is surprising because the coherent poten-
tial structure persists even in the 3D system in which the
Buneman instability can excite, in general, many oblique
modes. Note also that the Buneman and ion-Weibel
instabilities can coexist in different regions. This allows
the coherent SSA to operate virtually without any
interference from the Weibel magnetic turbulence.
FIG. 1. The 3D structure around the shock front (x ¼ 0)
obtained at time T ¼ 7.62 from the initiation of the experiment.
The structures of (a) the electron density and (b) the y-component
of the magnetic field are visualized by a volume rendering
echnique with cross-sectiona profiles i the x-y (z ¼ 0) and x-z
(y ¼ Ly) planes. The quantities and the spatial scale were
normalized to the upstream values and upstream ion inertia
length, respectively. Videos of time evolution corresponding to
(a) and (b) are provided as Supplemental Material [35].
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Fig. 11 The 3D structure around t e shock front (x = 0) obtained at time T = 7.62Ω−1gi
fro the initiation of the experiment (Ωgi: ion gyrofrquency). The structures of (a) the
electron density and (b) the y-component he magnetic fi ld are visu lized by a vol-
ume rendering technique with cross-sectional profiles in the x − y (z = 0) and x − z
(y = Ly) planes. The quantities and the sp tial sc le were normaliz d to the upstream
valu s and upstream ion ine tia le gth, respectively. Videos of time evolution correspond-
ng t (a) a d (b) r provided as Suppleme tal Material of (Matsumoto et al 2017)
(http://link.aps.org/supplemental/10.1103/PhysR vLett.119.105101 for movies files).
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Figure 11 shows a 3D shock structure in a fully developed stage after its
initiation. Electron-scale coherent structures were found to persist during the
simulation, as can be seen from the stripes of electron density at the leading
edge of the shock (8 < x < 10) in Fig. 11a. The shock transition (foot)
region (0 < x < 6) is dominated by the ion-Weibel instability because of the
interaction between the upstream and reflected ions, resulting in rib structures
(Fig. 11a) and strong magnetic turbulence (Fig. 11b). The y-component of the
magnetic field is a component newly generated by the instability and is further
amplified up to 20 times the upstream value by the shock compression, similar
to the other x- and z-components.
These acceleration mechanisms through SDA and SSA in strong magnetic
turbulence are considered important in relativistic jets as will be discussed
later in Section 5.8.
5.2 PIC simulations of velocity-share instabilities in slab model
In addition to producing shocks, outflow interactions with an ambient medium
include velocity shears. In particular, the Kelvin-Helmholtz instability (KHI)
has been investigated on the macroscopic scale as a mean to generate mag-
netic fields in the presence of strong relativistic velocity shears in AGNs and
GRB jets (e.g., D’Angelo 1965; Gruzinov 2008; Mizuno et al 2007; Perucho
and Lobanov 2008; Zhang et al 2009). Recently, PIC simulations have been
employed to study the magnetic field generation and the particle acceleration
in velocity shears at the microscopic scale using counter-streaming setups.
Here, the shear interactions are associated with the kinetic Kelvin-Helmholtz
instability (kKHI), also referred to as the electron-scale Kelvin-Helmholtz in-
stability (ESKHI; e.g., Alves et al 2012; Nishikawa et al 2013; Liang et al
2013a; Grismayer et al 2013a,b; Liang et al 2013b; Alves et al 2014; Liang
et al 2017, 2018).
Alves et al (2012) found that alternating currents, hereafter ACs, and mag-
netic field modulations found in the non-relativistic regime are less noticeable
in the relativistic regime because they are masked by a strong and relatively
steady direct current, hereafter DC, and an associated magnetic field. As the
amplitude of the kKHI modulations grows, the electrons from one flow cross
the shear surface and enter the counter-streaming flow. In their simulations,
the heavier protons remain unperturbed and DC sheets pointing in the direc-
tion of the proton velocity form around the shear surface. These DC sheets
induce a DC component in the magnetic field which is dominant in the rela-
tivistic scenario because a higher direct current is set up by the deceleration
of electrons relative to the protons and also because the growth rate of the
AC dynamics is lowered by γ
3/2
0 compared to the non-relativistic case. It is
important to note here, that the DC magnetic field is not captured in MHD
simulations (e.g., Zhang et al 2009) or in fluid theories because it results from
intrinsically kinetic phenomena whilst such currents are not seen in single fluid
MHD.
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To date, kKHI and mushroom instability (MI) simulations have been per-
formed in slab (Alves et al 2012; Nishikawa et al 2013; Alves et al 2014;
Nishikawa et al 2014b; Alves et al 2015; Liang et al 2013a,b) and in cylin-
drical geometries (Alves 2010; Nishikawa et al 2014c), but on periodic grids
with no shock system. Full scale shock simulations have not incorporated ve-
locity shear interaction with the ambient plasma (interstellar medium) (e.g.,
Nishikawa et al 2009; Choi et al 2014; Ardaneh et al 2015, 2016), and to date
only global simulations using a very small simulation system have been per-
formed (Nishikawa et al 2003, 2006b; Nishikawa et al 2014c; Ng and Noble
2006). Simulations by Ng and Noble (2006) pointed to the growth of kKHI,
but a much larger simulation system is required to study properly both shocks
and velocity shear instabilities (kKHI and MI) (e.g., Nishikawa et al 2016a).
Alves et al (2014) have extended the theoretical analysis and the simula-
tions of the ESKHI to electron-ion plasmas with various density ratios across
the shear surface, with a velocity shear gradient across the shear surface, and
to warm as well as cold shear flows. For counter-streaming flows, they found
that unequal densities lead to “drift when the density symmetry is broken”,
the most rapid growth occurs for equal densities, that a velocity shear gra-
dient slows the growth rate. Grismayer et al (2013a,b) found a persistent
equipartition DC saturation magnetic field that “persists longer than the pro-
ton timescale.” A saturation electric field with Esat ∼ √γ0cmcωpe/e (where
ωpe ≡
√
nee2/0me) results in a maximum electron energy gain of ∆Emax ∼
Esat/(kmax∆v) ∝ γ40mec2, where ∆v = ve − v0 is the difference between the
accelerated electron speed and the flow speed and 1/kmax =
√
8/3γ
3/2
0 c/ωpe.
In the next section, we will discuss 3D PIC simulations that were performed
to investigate the cold kKHI using a relativistic jet core.
5.2.1 Core-sheath jet setup
In the simulation study of Nishikawa et al (2014b) a core-sheath plasma jet
structure was employed instead of the counter-streaming plasma setup used
in previous simulations by Alves et al (2012, 2014), Grismayer et al (2013a,b),
and Liang et al (2013a,b). The basic setup and illustrative results are shown in
Figure 12. In the setup, a jet core with velocity γcore in the positive x direction
resides in the middle of the computational box. The upper and lower quarters
of the numerical grid contain a sheath plasma that can be stationary or moving
with velocity vsheath in the positive x direction (Nishikawa et al 2013, 2014b).
This model is similar to the setup used in the work by Mizuno et al (2007) for
RMHD simulations with a cylindrical jet core.
However, Nishikawa et al (2014b) represented the jet core and sheath as
plasma slabs, where the system is initially charged and the current is neu-
tral (jets). The simulations have been performed using a numerical grid with
(Lx, Ly, Lz) = (1005∆, 205∆, 205∆) (simulation cell size: ∆ = 1) and periodic
boundary conditions in all dimensions. The jet and sheath (electron) plasma
number densities measured in the simulation frame are njt = nam = 8. The
electron skin depth, λs = c/ωpe = 12.2∆, where ωpe = (e
2nam/0me)
1/2 is the
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electron plasma frequency and the electron Debye length for the ambient elec-
trons λD is 1.2∆. The jet-electron thermal velocity is vjt,th,e = 0.014c in the
jet reference frame, where c is the speed of light. The electron thermal velocity
in the ambient plasma is vam,th,e = 0.03c, and ion thermal velocities is scaled
down by a factor (mi/me)
1/2. Simulations were performed using an electron-
positron (e±) plasma or an electron-proton e− − p+ plasma for jet Lorentz
factors of 1.5, 5.0, and 15.0 with the sheath plasma at rest (vsheath = 0).
Figure 12b and 12c show an illustration of the development of the velocity
shear surfaces for e−−p+ and e± plasmas with vcore = 0.9978c (γcore = 15) at
y = 100∆ after t = 300ω−1pe . For the e
− − p+ case, a nearly DC magnetic field
is generated at the shear surfaces perpendicular to the jets which shows the
growing MI. The By magnetic field component is generated with negative val-
ues (blue) at z = 150∆ and positive values (red) at z = 50∆. Additionally, a
Bz (and Bx) magnetic field component, shown by the small arrows in Figures
12b and 12c, is generated at the shear surfaces by current filaments. Addi-
tionally, for the e± case, a relatively long wavelength (∼ 100∆) AC magnetic
field is generated at the shear surfaces. Note the alternating By > 0 (red) and
By < 0 (blue) in Figure 12c along the flow direction. Note that similar results
have been obtained by Liang et al (2013a,b), though the evolution of plasma
shows some different patterns as their simulations model counter-streaming
flows in 2D.
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Figure 1. Panel (a) shows our 3D simulation setup. Panels (b) and (c) show the magnetic field component By > 0 (red) and By < 0 (blue) plotted in the x–z plane (jet
flow indicated by large arrows) at the center of the simulation box, y = 100Δ at t = 300 ω−1pe , (b) for the e− − p+ case and (c) for the e± case, both with γcore = 15.
The smaller arrows indicate the magnetic field direction in the plane. Panels (b) and (c) cover one-fifth of the simulation system length in the x direction. The maximum
and minimum magnetic field strength is By ∼ (b) ±0.367, and (c) ±0.173.
(A color version of this figure is available in the online journal.)
2D nature of their simulations and a counter-streaming setup,
there are some differences in the structure.
2.2. A Longitudinal kKHI Dispersion Relation
We consider a sharp velocity shear surface at z = 0 with
“jet” plasma at z > 0 and “ambient” plasma at z < 0 with
flow in jet and/or ambient plasma in the x direction. Here the
y direction is infinite. Following Gruzinov (2008), Alves et al.
(2012, 2014), and Grismayer et al. (2013b), we assume uniform
initial conditions on either side of the velocity shear surface,
infinitely massive ions, and perturbations to the initial conditions
of the following form:
n(x, z, t) = n0(z) + n1(x, z, t)
v(x, z, t) = vx0(z) + v1(x, z, t)
E(x, z, t) = Ex1(x, z, t) + Ez1(x, z, t) (1)
B(x, z, t) = By1(x, z, t)
J(x, z, t) = Jx1(x, z, t) + Jz1(x, z, t).
We extend their results to a non-counter-streaming setup. Here
we make the assumption that vx0 > 0 is constant over the domain
z > 0 but can take any constant positive or negative value
vx0 ≷ 0 over the domain z < 0. With these assumptions we look
at density, velocity, current and electric field perturbations along
the flow, x axis, that are also a function of the normal, z axis, to
the velocity shear surface. The magnetic field perturbations are
transverse to the flow, y axis, and parallel to the shear surface.
It is assumed that perturbations are of the form
f1(x, z, t) = f1(z)ei(kx−ωt), (2)
and the wavevector k ≡ kx is parallel to the flow direction. Thus
we are considering a velocity shear surface that is infinite trans-
verse to the flow direction and perturbations are independent of
y, i.e., ky = 0.
Derivation of the dispersion relation proceeds as in Alves
et al. (2014) and the dispersion relation can be written in the
following form13:
13 See Equation (3.28) in Alves (2010).
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with velocities v±, associated Lorentz factors γ±, and plasma
frequencies ω2p± ≡ 4πn±e2/γ±me appropriate to z+ > 0 and
z− < 0, respectively.
2.2.1. Analytic Solutions
Our generalization of previously published work to allow
motion of the z < 0 plasma in the ±x direction, i.e., v− ≷
0, allows comparison with existing velocity shear surface
counter-streaming solutions and also allows for velocity shear
surface solutions representing a high speed “jet” plasma moving
through an already relativistic “ambient” plasma. In particular,
our generalization provides velocity shear surface solutions
appropriate to spine-sheath AGN jet scenarios (Mizuno et al.
2007; Hardee et al. 2007; Walg et al. 2013; Clausen-Brown et al.
2013; Murphy et al. 2013 and references therein) or the “needles-
in-a-jet” or “jet-in-a-jet” scenarios proposed in the blazar AGN
context (e.g., Nalewajko et al. 2011 and references therein). To
avoid confusion we change the notation used in Equation (3) to
njt = n+, nam = n−, vjt = v+, vam = v−, γjt = γ+ and γam = γ−.
We also use the definition
ω2p ≡
4πnee2
γ 3me
keeping the Lorentz factor cubed in the denominator as this
represents the frequency for plasma oscillations parallel to
the direction of motion. We make these changes and rewrite
3
Fig. 12 Panel (a) shows the 3D simulation setup. Panels (b) and (c) show the magnetic
field co ponent By > 0 (red) a d By < 0 (blue) plotted in the x−z plane (jet flow indicated
by large arrows) at the center of the simulation box, y = 100∆ at t = 300ω−1pe , (b) for the
e−− p+ case and (c) for the e± case, both with γcore = 15. The smaller arrows indicate the
magnetic field direction in the plane. Panels (b) and (c) cover one-fifth of the simulation
system length in the x direction. The maximum and minimum magnetic field strengths are
By ∼ (b) ±0.367, and (c) ±0.173. Adapted from Nishikawa et al ( 014b).
The dominantly gro ing modes depend on the composition of the plasma
and the jet Lorentz factor. In the e− − p+ setup a DC magnetic field is gen-
erated in the shear plane, perpendicular to the relative velocity (By with Ez),
which show the MI is a dominant growing mode. On the contrary, the e± cases
generate AC electric and magnetic fields which shows that the KKHI is grow-
ing. In the e± cases, current filaments are generated similar to those found
associated with the filamentation (Weibel-like) instability. In the simulations,
the initial growth appears in the Ez electric field component pe pendicular
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to the velocity shear surface. This growth is followed by the growth of the
magnetic field component By in the velocity shear plane transverse to the flow
direction in the e− − p+ case. For the e± case, the growth is seen in both
the magnetic field components By and Bz as current filaments dominate the
structure near the velocity shear surface. In all cases, fluctuation structures
along the jet are much longer than transverse fluctuation structures. In the
e−−p+ plasma setup, interactions and magnetic fields do not extend far from
the initial velocity shear surface whilst interactions and magnetic fields extend
farther from the initial velocity shear surface for e± jets, although they extend
mostly into the jet side for higher jet Lorentz factor.
Figure 13 shows the structure of the By component of the magnetic field in
the y−z plane (jet flows out of the page) at the midpoint of the simulation box,
x = 500∆, and 1D cuts along the z axis showing the magnitude and direction
of all three magnetic field components at the midpoint of the simulation box,
x = 500∆ and y = 100∆ for the e− − p+ case (upper row) and the e± case
(lower row) at simulation time t = 300ω−1pe with γjt = 15 in both cases. The
comparison of the transverse structures in the y direction at the velocity shear
surfaces (a, d) with the parallel structures in the x direction (Figs. 12b and
12c) shows that the fluctuations transverse to the jet in the y direction are
much more rapid than fluctuations along the jet in the x direction.
In the e−−p+ case, magnetic fields appear relatively uniform at the velocity
shear surfaces along the transverse y direction just as we have seen at the
velocity shear surfaces along the parallel x direction, with almost no transverse
fluctuations visible in the magnetic field (small fluctuations in the y direction
over distances on the order of ∼ 10∆ are visible in the currents, whereas small
longitudinal mode fluctuations in the x direction occur over distances∼ 100∆).
It should be noted that if the mass ratio is small, for xample, mi/me = 100,
the wavy structure of MI would be seen in Fig. 13a.
For the e± case, the magnetic field alternates in both the y and z directions
and these transverse fluctuations occur over distances on the order of ∼ 10∆,
whereas longitudinal mode fluctuations in the x direction occur over distances
∼ 100∆. This shows that the MI is also growing with a shorter wave length
that that of the MI. The 1D cuts (b, e) show that the By field component
dominates in the e− − p+ case whilst in the e± case, it is about an order of
magnitude smaller than that in the e− − p+ case and the Bz component is
more significant. Panels (b) and (e) also show that there is a magnetic field
sign reversal on either side of the maximum that is relatively small for the
e− − p+ case, but rather significant for the e± case, which is also apparent
in Figure 13d. More details are revealed by the enlargement of the region
indicated by the squares in the left panels. On the one hand, for the e− − p+
case, the generated relatively uniform DC magnetic field is symmetric about
the velocity shear surface, e.g., note that By > 0 immediately around the
shear surface and By < 0 in the jet and ambient plasmas at larger distances
from the shear surface. On the other hand, for the e± jet, the generated AC
magnetic field resides largely on the jet side of the velocity shear surface.
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Figure 6. Magnetic field structure transverse to the flow direction for γjt = 15 is shown in the y–z plane (jet flows out of the page) at the center of the simulation box,
x = 500Δ for the e− − p+ case (upper row) and the e± case (lower row) at simulation time t = 300 ω−1pe . The small arrows show the magnetic field direction in the
transverse plane (the arrow length is not scaled to the magnetic field strength). 1D cuts along the z axis of magnetic field components Bx (black), By (red), and Bz
(blue) are plotted at x = 500Δ and y = 100Δ for (b) the e− − p+ case and (e) the e± case. Note that the magnetic field strength scales in panels (a) (±0.367) and (d)
(±0.198) are different. An enlargement of the shear surface structure in the y–z plane contained within the squares in the left panels is shown in the panels (c) and (f)
to the right.
(A color version of this figure is available in the online journal.)
the y and z directions and these transverse fluctuations occur
over distances on the order of ∼10Δ, whereas longitudinal mode
fluctuations in the x direction occur over distances ∼100Δ.
The 1D cuts show that the By field component dominates in
the e− − p+ case, that the By field component is about an order
of magnitude smaller for the e± case, and that the Bz component
is significant for the e± case, as already indicated in Figure 5.
The 1D cuts also show that there is magnetic field sign reversal
on either side of the maximum that is relatively small for the
e− −p+ case but is much more significant for the e± case, which
can be seen also in Figure 6(d). More details are revealed by
the enlargement of the region contained in the squares. For the
e− − p+ case, the generated relatively uniform DC magnetic
field is symmetric about the velocity shear surface, e.g., note
that By > 0 immediately around the shear surface and By < 0
in the jet and ambient plasmas at somewhat larger distances
from the shear surface. On the other hand, for the e± case the
generated AC magnetic field resides largely on the jet side of
the velocity shear surface.
Figure 7 shows how the Jx current structure in a small y–z
plane, responsible for the magnetic field structure shown in
Figure 6. Motion of electrons and/or positrons across the shear
surface produces the electric currents shown also in Figure 7
by the arrows. Relativistic jet flow is out of the page and in the
e− − p+ case positive (red/orange) and negative (blue/black)
current flows along the jet and the sheath side of the velocity
shear surfaces, respectively. Positive currents are stronger than
the negative currents, leading to the generation of the By mag-
netic field component, shown in Figures 6(a)–(c). In the e± case,
a complex current structure appears on the jet side of the veloc-
ity shear surface. The associated magnetic fields are then folded
and twisted by vortical plasma motions. The vortices appear
like “islands” in the magnetic field. In the currents, it is possi-
ble to see that the transverse fluctuation scale is similar in the
e− − p+ and e± cases, but the structures are considerably dif-
ferent.
It seems likely that the development of transverse filamentary
structure has influenced the longitudinal structure studied in
Section 2. In general, we find that the kKHI grows on timescales
t ∝ γjt, albeit growth also depends on the density ratio across the
velocity shear. Once particles have scattered across the velocity
shear via kKHI or thermal motions, structure associated with
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Fig. 13 a,d) Magnetic fi ld tructure By transverse to the flow direction for γjt = 15 is
shown in the y − z plane (j t flows out of the page) t the c nter of the simul tion box,
x = 500∆ for the e− − p+ case (upper row) and the e± case (lower row) after t = 300ω−1pe .
The small arrows show the magnetic field direction in the transverse plane (the arrow length
is not scaled to the magnetic field strength). b,e) 1D cuts along the z axis of magnetic field
components Bx (black), By (red), and Bz (blue) are plotted at x = 500∆ and y = 100∆
for he e− − p+ case (b) and the e± case (e). Note that the magnetic field streng scales
in panels (a) (±0.367) and (d) (±0.198) are different. c,f) Enlargement of the shear surface
structure in the regions indicated by the squares in th l ft pan ls (a,d). Adapted from
(Nishikawa et al 2014b).
In very-high-resolution radio images, the appearance of a jet is dependent
on the structure of the magnetic field, where the latter is determined by the
type of the jet plasma. In a cylindrical jet consisting of e− − p+ plasma, the
magnetic fields would be pr dominantly generated i he toroidal direction at
the velocity s ear surface and, as a consequence, the magn tic field would be
quasi-parallel to the line of sight at the limbs of the jet for typical aspect jet
angles θ ≈ γ−1. In contrast, a e± plasma jet would generate sizable radial field
components that are only about a factor of two weaker than the toroidal field.
The strong electric and magnetic fields in the velocity shear zone would
also facilitate the particle acceleration. The simulations presented above are,
however, too short for definitive statements on the efficiency of electromagnetic
fields on the particle acceleration and the resulting spectra. The interpretation
of the emission spectra will be complicated by the organization of the field in
compact regions. A spatially resolved treatment of particle acceleration and
transport would be mandatory for a realistic assessment. Relativistic electrons,
for example, will suffer little synchrotron energy loss outside of the thin layer
of strong magnetic fields. Thus, the synchrotron emissivity will be dominated
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by the shear layer and in general, the emissivity will depend on how efficiently
electrons can flow in and out of the shear layer and be accelerated in the regions
of strong magnetic fields. An immediate consequence for radiation modeling is
that the energy loss time of electrons cannot be calculated with the same mean
magnetic field that is used to compute emission spectra because the former
includes the volume filling factor of the strong-field regions.
These structures of electric and magnetic fields can be useful to determine
the polarity in jets. However, since such structures are generated in the slab
model, they cannot be applied to cylindrical jets.
5.3 PIC simulations of cylindrical jets without a helical magnetic field
In order to investigate the possible structures of electromagnetic fields in jets
including instabilities which are generated due to the velocity-shear, simula-
tions with cylindrical jets need to be performed because relativistic jets and
internal filamentary structures are more suitably modeled as intrinsically cylin-
drical shape (Nishikawa et al 2014c; Nishikawa et al 2016a).
Nishikawa et al (2016a) have performed 3D PIC simulations involving a
cylindrical jet injection into an ambient plasma without a magnetic field in
order to investigate shocks (Weibel instability) and velocity shear instabili-
ties (kKHI and MI) simultaneously . Previously, these two processes (Weibel
instability and velocity shear instabilities) have been studied separately. For
example, kKHI and MI have been examined for sharp velocity shear slab and
cylindrical geometries extending across the computational grid (e.g., Nishikawa
et al 2014b; Nishikawa et al 2014c) and the injection across the entire inlet grid
plane has been used for the study of collisionless shock (Weibel) instabilities
(e.g., Nishikawa et al 2009).
Isocontour images of the x component Jx of the current density along the
magnetic field lines generated by the velocity-shear instabilities are shown in
Figure 14. These images indicate that in the e−−p+ jet currents are generated
in sheet like layers and the magnetic fields are wrapped around the jet, which
is generated by MI. On the contrary, for e± jet plasmas, many distinct current
filaments are generated near the velocity shear and the individual current fila-
ments are wrapped by the magnetic field. The clear difference in the magnetic
field structure between these two cases may make it possible to distinguish
different jet compositions via differences in circular and linear polarization.
Figure 15 shows 2D slices of By at the middle plane for the e
−p+ (up-
per) and e± (lower) jet plasma after t = 1700ω−1pe . In the e
− − p+ jet, strong
toroidal magnetic fields collimating the jet are generated by the mushroom
instability. This strong toroidal magnetic field is produced by the strong cur-
rent Jx by collimated jet (ambient) electrons as shown in Figure 15a. At the
nonlinear stage the collimation relaxes around x/∆ ' 1150, the polarity of
the toroidal magnetic fields switches from clockwise in the rightmost pan-
els to counter-clockwise in the leftmost panels as viewed from the jet front.
The counter-clockwise magnetic fields are created by the current layer (+Jx)
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(a)Jet (b)Jet
Fig. 14 Isocontour plots of current density component Jx with magnetic field lines (one fifth
of the jet size) for (a) an e− − p+ and (b) an e± jet after t = 300ω−1pe . The 3D displays are
clipped along the jet and perpendicular to the jet in order to view the interior. (Nishikawa
et al 2014c).
order to fully capture the generated field structure (Alves et al.
2012). The generated field structure is important because it may
lead to a distinct radiation signature (e.g., Medvedev 2000;
Martins et al. 2009; Nishikawa et al. 2009b, 2010, 2011, 2012;
Sironi & Spitkovsky 2009b; Frederiksen et al. 2010; Medvedev
et al. 2011).
The evolution of the e± jet is very similar to previous jet
front shock simulations (e.g., Nishikawa et al. 2009a). Since
the jet length is only 1700Δ, the leading edge shock system is
not yet fully formed, but the current filaments are merged as in
the shock simulations.
The dissipation of a significant fraction of the magnetic
energy, e.g., via magnetic reconnection, will naturally result in
the appearance of flares when the accelerated particle beam is
directed along the line of sight (Giannios et al. 2009;
Komissarov et al. 2009; Nalewajko et al. 2011; Zhang &
Yan 2011; Cerutti et al. 2012; Granot 2012; Komissarov 2012;
McKinney & Uzdensky 2012; Sironi et al. 2015). Recently,
Figure 10. 2D slices of Jx for (a) the e p–- + case and (b) the e± case at time t 1700 pe1w= - . Arrows show Bx z, . The color scale at the right is for only the rightmost
panel (region 1550<x/Δ<1850). The maximum and minimum values in each of the five jet regions are indicated at upper right.
Figure 11. 2D slices of By for (a) the e p–- + case and (b) the e± case at time t 1700 pe1w= - . Arrows show Ex z, . The color scale at the right is for only the rightmost
panel (region 1550<x/Δ<1850). The maximum and minimum values in each of the five jet regions are indicated at the upper right.
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Fig. 15 2D slices of By for (a) an e− − p+ and (b) an e± jet at time t = 1700ω−1pe .
Arrows show Ex,z. The color scale at the right is for only the rightmost panel (region
1550 < x/∆ < 1850). The maximum and minimum values in each of the five jet regions are
in ic ted a the upper ight. A apted from Fig. 11 n Nishikawa et al (2016a).
at t e jet boundary. Owing to the perpendic lar y accelerated jet electrons
in the collimated region, the electrons are expelled from the collimated re-
gion and are slowed down. Consequently, the MI is saturated and the strong
toroidal magnetic field disappears and releases the collimation. At the same
time, the concentrated electron current near the center of the jet decelerates
and jet electrons expand outward. Heavy jet protons maintain the original jet
border line, and as a result of the decrease of electrons near the jet boundary,
the current +Jx is produced, which generates the counter-clockwise magnetic
field. Furthermore, the patterns of strong toroidal magnetic fields are seen near
the jet boundary indicating the excitation of MI. Comparing with simulations
including helical magnetic fields, see Fig. 24a, there are two differences: the MI
is a dominate growing instability and at the nonlinear stage at the edge of the
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jet the polarity of the toroidal magnetic field is reversed. However, including
helical magnetic fields, the kKHI also grows; hence at the nonlinear stage a
few clusters of magnetic field islands are generated near the edge of the jet as
shown in Figs. 27b and 27c.
For the e± plasmas, filaments of alternating By are initially generated along
the jet by the current filaments, and at the nonlinear stage they move out of
the jet.
For both cases at the jet front the strong striped By components are created
by the current filaments, which have been observed in previous simulations of
the Weibel instability (Nishikawa et al 2009; Ardaneh et al 2015; Nishikawa
et al 2020).
5.4 PIC simulations of global jets with helical magnetic fields
Large scale magnetic fields have been invoked to explain the launch, accel-
eration, and collimation of relativistic jets from the central nuclear region of
AGNs Meier (e.g., 2008), and from coalescing and merging compact objects
(neutron stars and black holes) (e.g., Piran 2005; Rezzolla et al 2011; Ruiz
et al 2020). The magnetic field structure and particle composition of such jets
have not been well constrained observationally yet. It is natural to inject jets
with helical magnetic fields (e.g., Meier et al 2001).
5.4.1 Helical magnetic field structure
Since in PIC simulations helical magnetic fields are not generated with jets
powered by a self-consistent rotating black hole, a force-free helical magnetic
field is implemented at the jet orifice. For initial simulations, Nishikawa et al
(2016b, 2017) used the force-free helical magnetic field whose poloidal (Bx)
and toroidal (Bφ) coordinates in the laboratory frame are (Mizuno et al 2014)
Bx =
B0
[1 + (r/a)2]α
, (59)
Bφ =
B0
(r/a)[1 + (r/a)2]α
√
[1 + (r/a)2]2α − 1− 2α(r/a)2
2α− 1 , (60)
where r is the radial position in cylindrical coordinates, B0 the magnetic field
(the toroidal field component is a maximum at a for constant magnetic pitch),
and α is a pitch profile parameter.
PIC simulations are performed in Cartesian coordinates. Since α = 1,
Eqs. (59) and (60) reduce to:
Bx =
B0
[1 + (r/a)2]
, Bφ =
(r/a)B0
[1 + (r/a)2]
. (61)
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The toroidal magnetic field is created by a current +Jx(y, z) in the positive
x-direction, such that the y- and z-coordinate of the magnetic field in Cartesian
coordinates become:
By(y, z) =
((z − zjc)/a)B0
[1 + (r/a)2]
, Bz(y, z) = − ((y − yjc)/a)B0
[1 + (r/a)2]
. (62)
Here a is the characteristic length-scale of the helical magnetic field, (yjc, zjc)
is the center of the jet, and r =
√
(y − yjc)2 + (z − zjc)2. The chosen helicity
is defined through Eq. (62), which has a left-handed polarity with positive
B0. At the jet orifice, the helical magnetic field is implemented without the
motional electric fields. This corresponds to a toroidal magnetic field generated
self-consistently by jet particles moving along the +x-direction.
Fig. 16b shows the poloidal (Bx: black) and toroidal (Bφ: red) components
of helical magnetic fields with different pitch profiles. The toroidal magnetic
fields become zero at the center of the jet as shown by the red lines. We have
checked the structure of the helical magnetic field around constant pitch (α =
1) (solid lines). If the pitch profile parameter 0.5 < α < 1, the magnetic pitch
increases with radius. If α > 1, the magnetic pitch decreases. For comparison,
Fig. 16b shows the pitch profile α = 0.7 (increasing: dashed) and α = 2.0
(decreasing: dotted). PIC simulations have been performed with a constant
pitch (α = 1) and with b = 200∆ (damping factor outside the jet boundary:
multiply by exp(−r/b) for r > rjt) using rjt = 20, 40, 80, and 120∆ (Nishikawa
et al 2016b, 2017).
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Fig. 16 Panel (a) shows the schematic simulation setup of a global jet. The jet is injected
at x = 100∆ with a jet radius of rjt at the center of the (y, z) plane (not scaled). Panel (b)
shows the helical magnetic fields, Bx(black), Bφ(red) for the pitch profile α = 0.7 (dashed),
1.0 (solid), and 2.0 (dotted) with damping functions outside the jet with b = 800.0. The jet
boundary is located at rjt = 120∆ (Nishikawa et al 2017).
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The structure of the jet formation region is more complicated than what
they have implemented in their PIC simulations at the present time (e.g.,
Broderick and Loeb 2009; Mos´cibrodzka et al 2017).
The initial profile of helical magnetic fields, jet densities and velocities can
be refined based on GRMHD simulations (e.g., Porth et al 2017).
Initial global jet simulations with helical magnetic fields show the effects of
helical magnetic fields on kKHI, MI, and the Weibel instabilities (Nishikawa
et al 2016b, 2017), which will be further described in the next section.
5.4.2 Magnetic fields in helically magnetized relativistic jets with larger jet
radius
As an initial step, Nishikawa et al (2017) examined how the helical magnetic
field modifies the jet evolution using a small simulation domain before perform-
ing larger-scale simulations; for this first step a similar simulation setup and
particle injection is used as in their previous work (Nishikawa et al 2016b). In
these small system simulations, a numerical grid with (Lx, Ly, Lz) = (645∆, 131∆, 131∆)
(simulation cell size: ∆ = 1) and periodic boundary conditions in transverse
directions is used, where the jet radius is rjt = 20∆. The jet and ambient
(electron) plasma number density measured in the simulation frame is njt = 8
and nam = 12, respectively. This set of density of jet and ambient plasmas is
used in previous simulations (Nishikawa et al 2016a,b; Dutan et al 2016)
In these simulations, the electron skin depth is λs = c/ωpe = 10.0∆ and the
electron Debye length for the ambient electrons is λD = 0.5∆ where c is the
speed of light and ωpe = (e
2nam/0me)
1/2 is the electron plasma frequency.
The jet-electron thermal velocity is vjt,th,e = 0.014c in the jet reference frame
whereas the electron thermal velocity in the ambient plasma is vam,th,e =
0.03c, and the ion thermal velocities are smaller by a factor of (mi/me)
1/2.
Simulations were performed using an e± plasma or an e− − p+ and with the
ambient plasma at rest (vam = 0).
Other plasma parameters used in the simulation are: the initial magnetic
field amplitude parameter B0 = 0.1c, (c = 1), the magnetization parameter
(σ = B2/nemeγjtc
2 = 2.8× 10−3 ), and the characteristic radius a = 0.25rjt.
The helical field structure inside the jet is defined by Eq. 62. For the external
magnetic fields, a damping function exp [−(r − rjt)2/b] (r ≥ rjt) is used that
multiplies Eq. 62 with the tapering parameter b = 200. The final profiles of
the helical magnetic field components are similar to that in the case where jet
radius rjt = 20∆, the only difference is a = 0.25 ∗ rjt (Nishikawa et al 2016a).
All simulation parameters are maintained as described above except the
jet radius and the simulation size, the latter being adjusted based on the
jet radius. (Nishikawa et al 2017) performed simulations with larger jet radii
rjt = 40∆, 80∆, and 120∆. The cylindrical jet with jet radius rjt = 120∆ is
injected in the middle of the y − z plane ((yjc, zjc) = (381∆, 381∆)) into the
system with (Lx, Ly, Lz) = (645∆, 761∆, 761∆)) at x = 100∆. The largest
value of the jet radius with rjt = 120∆ is larger than that used previously
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in Nishikawa et al (2016a) (rjt = 100∆), but the simulation length is much
shorter with x = 2005∆.
Figure 17 shows the y component of the magnetic field (By) in the jet
radius with rjt = 20∆ and 80∆. The initial helical magnetic field (left-handed;
clockwise viewed from the jet front) is enhanced and disrupted due to the
instabilities for both cases.
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Fig. 17 Isocontour plots of the azimuthal component of magnetic field By intensity at the
center of the jets for e− − p+ ((a) and (c)) e± ((b) and (d)) jets; with rjt = 20∆ ((a) and
(b)) rjt = 80∆ ((c) and (d)) at time t = 500ω
−1
pe . The disruption of helical magnetic fields
are caused by instabilities and/or reconnection. The max/min numbers of panels are (a)
±2.645, (b) ± 2.427, (c) ± 3.915, (d) ±1.848. Adapted from Nishikawa et al (2017).
Even though the simulation system is short, the growing instabilities are
affected by the helical magnetic fields. These complicated patterns of By are
generated by the currents generated by instabilities in jets. The larger jet
radius contributes more modes of instabilities to grow in the jets, which make
the jet structures more complicated. The simple recollimation shock generated
in the small jet radius is shown in Figs. 17a and 17b. Longer simulations are
needed for the investigation of full development of instabilities and jets with
helical magnetic fields.
Furthermore, the 3D structures of averaged jet electron current (Jx) are
investigated in the front (420 ≤ x/∆ ≤ 620, 152 ≤ y, z/∆ ≤ 352).
Figure 18 shows the current (Jx) of e
− –p+ (a) and e± (b) jet. The cross
sections at x/∆ = 520, y/∆ = 252 and surfaces of jets show complicated
patterns, which are generated by instabilities with the magnetic field lines.
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(a) (b)
Fig. 18 Panels show 3D iso-surface plots of the current (Jx) of jet electrons for e− –p+
(a) and e± (b) jet with rjt = 80∆ at time t = 500ω−1pe . The lines show the magnetic field
stream lines in the quadrant of the front part of jets. The color scales for contour (upper
left): red 10; orange 3.33; right blue −3.33. blue −10. The color scales of streaming lines (a)
(2.89, 1.53, 0.174, −1.2, −2.54) ×105; (b) (5.01, 2.21, −0.592, −3.39, −6.19) ×104. Adapted
from Nishikawa et al (2017).
In order to determine particle acceleration the Lorentz factor of jet elec-
trons in the cases with rjt = 120∆ is also calculated, as shown in Fig. 19.
These patterns of Lorentz factor coincide with the changing directions of local
magnetic fields that are generated by instabilities. The directions of magnetic
fields are indicated by the arrows (black spots), which can be seen with mag-
nification. The directions of magnetic fields are determined by the generated
instabilities. The structures at the edge of jets are produced by the kKHI. The
plots of Lorentz factor in the y − z plane show the MI in the circular edge of
the jets.
The 3D structures of the averaged jet electron Lorentz factor is also in-
vestigated by plotting iso-surfaces of this factor in a quadrant of the jet front
(320 ≤ x/∆ ≤ 620, 381 ≤ y, z/∆ ≤ 531), for e− –p+ (a) and e± (b) jet (Fig.
20). The cross sections and surfaces of jets show complicated patterns that are
formed by instabilities with the magnetic field lines.
In both plasma type cases where the jet radii is larger than rjt = 80∆, kKHI
and MI are generated at the jet surfaces, whereas inside the jets the Weibel
instability is created with kink-like instability, in particular in the e− − p+
jet. However, further investigations using different plasma parameters (the
magnetization factor), including the characteristic radius a, which determines
the structure of helical magnetic fields in Eq. 62.
One of the key questions is how the helical magnetic fields affect the growth
of the kKHI, MI, and WI, and how and where in the jet structure particles are
accelerated in the nonlinear stage. In the latter respect, of special interest is
the role of magnetic reconnection, and its ability to aid in the rapid merging
and breaking of the helical magnetic fields carried by relativistic jets. RMHD
simulations demonstrate that jets with helical fields develop kink instabilities
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Fig. 19 Panels (a) and (b) show 2D plot of the Lorentz factor of jet electrons for e− –p+
(a) and e± (b) jet with rjt = 120∆ at time t = 500ω−1pe . The arrows (black spots) show the
magnetic fields in the x− zplane. Adapted from Nishikawa et al (2017).
(a) (b)
Fig. 20 Panels show 3D iso-surface plots of the Lorentz factor of jet electrons for e−−−p+
(a) and e± (b) jet with rjt = 120∆ at time t = 500ω−1pe . The lines show the magnetic field
stream lines in the quadrant of the front part of jets. Adapted from Nishikawa et al (2017).
(KI) (e.g., Mizuno et al 2014; Singh et al 2016; Barniol Duran et al 2017), and
similar structures were found in PIC simulations (see, e.g., Nishikawa et al
2019). PIC simulations of a single flux rope modeling the jet that undergoes
internal KI showed signatures of secondary magnetic reconnection (Markidis
et al 2014). Recently, it has also been demonstrated that the development of
the KI in relativistic strongly magnetized jets with helical magnetic fields lead
to the formation of highly tangled magnetic fields and a large-scale inductive
electric field promoting the rapid energization of particles (Alves et al 2018;
Alves et al 2019; Davelaar et al 2019).
Davelaar et al (2019) has studied the KI in non-rotating force-free jets
using PIC simulations. The magnetic field profile consists of a strong vertical
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field, Bz, dominated core surrounded by a region dominated by a toroidal field
component, Bφ. The relative strength of the two components is set by the
value of the magnetic pitch, P = rBz/Bφ, on the axis. The radial profile of
the pitch is important for the global evolution of the instability. In the case
where the pitch is increasing with the cylindrical radius, resonant surfaces con-
fine the instability to the kink unstable core, while in the case of a decreasing
pitch profile the instability becomes disruptive. They considered both an in-
creasing (IP) and a decreasing (DP) pitch case. They also consider a force-free
setup, which has a non-monotonic pitch profile and a strong confining vertical
magnetic field outside of the kink unstable core. They termed this profile as
embedded pitch (EP). In what follows, the initial cylindrical radius of the jet’s
core is defined as rcore.
They have performed simulations in the frame comoving with the jet with
three different magnetic field profiles (IP, DP and EP), thus the plasma is
initially at rest. This means that no bulk flow in the simulations. Figure 21
shows magnetic field lines, sub-sampled distribution of energetic particles, dis-
tribution functions (DFs), and time evolution of accelerated particles.
They obtained similar overall evolution of the instability as found in MHD
simulations. Magnetic reconnection and turbulence in collisionless plasma were
studied so far in idealized periodic boxes. Their study shows how KI can be
self-consistently excited and energized particles in the growth of KI in highly
magnetized jets. They found that acceleration in current sheets dominates at
low particle energies, happens due to non-ideal electric fields and leads to the
formation of steep power-laws in the DF, due to strong guide fields present
at the magnetic reconnection sites. While they observed plasmoid formation,
their limited scale separation did not allow the formation of a full plasmoid
chain, and to study the Fermi-like process of particle acceleration in plasmoids.
Later evolution shows heating of the plasma which is driven by weak turbulence
induced by the KI. These two processes energize particles due to a combination
of ideal and non-ideal electric fields.
However, as an initial condition these simulations assumed helical magnetic
fields supported by symmetrically streaming electrons and positrons (ions),
corresponding to zero bulk flow of the pair plasma, across the simulation do-
main, therefore, the development of shocks at the head of jet and their propa-
gation have not been simultaneously investigated. Furthermore, since no bulk
flow is set as an initial setup in their simulation, no velocity-shear instability
such as kKHI and MI will be excited in their simulations. Therefore, only KI
is excited in their simulations with periodic conditions.
5.5 PIC simulations of magnetic reconnection
Magnetic reconnection is ubiquitous in solar and magnetosphere plasmas. It is
proposed that it provides an important additional particle acceleration mech-
anism for AGN and gamma-ray burst jets (e.g., Giannios et al 2009; Komis-
sarov et al 2009; Giannios 2010; Zhang and Yan 2010; Uzdensky 2011; Granot
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Figure 1: From left to right: decreasing pitch (DP), increasing pitch (IP), and embedded pitch (EP) cases.
In the top row thick green lines show magnetic field lines. Subsampled distribution of energetic particles
is visualized as dots colorcoded by their Lorentz factors. Plots are computed at t = 60, 110, 90 rcore/VA
correspondingly. Middle row shows distribution functions (DFs) for all three setups, each set of two plots
shows DFs at the end of the simulation on the left for all three σ = 10, 20, 40 values, and the time
evolution of the spectrum of the σ = 40 run on the right. Panel b also includes Maxwellians fitted to the
DFs, panel e and h show powerlaws fitted to the DFs. Bottom row shows statistics of the acceleration
events as a function of simulation time and particle energy. For a given particle at a particular energy
we classify the acceleration episode based on if parallel or perpendicular electric field dominates particle
energization. N‖ and N⊥ are the numbers of parallel and perpendicular acceleration events, respectively.
3
Fig. 21 From left to right: decreasing pitch (DP), increasing pitch (IP), and embedded
pitch (EP) cases. In the top row thick green lines show magnetic field lines. Subsampled
distribution of energetic particles is visualized as dots colorcoded by their Lorentz factors.
Plots are computed at t = 60; 110; 90 rcore/VA correspondingly. Middle row shows DFs for
all three setups, each set of two plots shows DFs at the end of the simulation on the left for
all three σ = 10; 20; 40 values, and the time evoluti n of the spectrum of the σ = 40 ru on
th right. Pa el b also includes Maxwellians fitt d to the DFs, panel nd h show powerlaws
fitted to the DFs. Bottom row shows statistics of th acceleration events as a func ion of
simulation time and particle energy. For a given particle at a particular energy they classify
the acceleration episode based on if parallel or perpendicular electric field dominates particle
energization. N‖ and N⊥ are the numbers of parallel and perpendicular acceleration events,
respectively. Adapted from Davelaar et al (2019).
et al 2011; Granot 2012; McKinney and Uzdensky 2012; Komissarov 2012;
Sironi and Giannios 2014; Sironi et al 2015, 2016; Barniol Duran et al 2016;
Petropoulou et al 2016; Werner et al 2018; Giannios and Uzdensky 2019)
In order to study the importance of magnetic reconnection, researchers
have performed different types of simulations including i) PIC simulations in
the slab model (e.g., Zenitani and Hoshino 2001, 2005, 2007, 2008; Oka et al
2008; Daughton et al 2011; Sironi and Spitkovsky 2011; Kagan et al 2013;
Sironi and Giannios 2014; Karimabadi et al 2014; Guo et al 2015, 2016, 2019),
ii) resistive RMHD simulations (e.g., Komissarov 2007; Zenitani et al 2010;
Takahashi et al 2011; Mizuno 2013; Baty et al 2013), and iii) two-fluid RMHD
simulations (e.g., Zenitani et al 2009b,a).
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Two-fluid RMHD simulations are considered two fluid components, elec-
tron fluid and ion fluid and interaction between them. Zenitani et al (2009b,a)
have used two-fluid RMHD codes with generalized Ohm’s law in order to avoid
the limit of electron Debye length and skin depth which generally encounter
the limitation in PIC simulations. (Arnold et al 2019) have developed a new
computational model, kglobal, to explore energetic electron production via
magnetic reconnection in macro-scale systems. To convert this initial setup
to a PIC simulation, they had to make sure that the smallest length scale in
kglobal was much larger than the Debye length since this spatial scale is not
resolved in kglobal. Thus they equated the transition width between the two
regions of hot and cold electrons to 30 times the Debye length.
Investigations of magnetic reconnection have also been summarized in
books (e.g., Birn and Priest 2007) and reviews (e.g., Lazarian et al 2012;
Kagan et al 2015).
An important point is that in spite of the extensive research on magnetic
reconnection, most of all PIC simulations have been performed with the Harris
sheet (Harris 1962), where the unperturbed magnetic fields B are anti-parallel
(B = − tanh(x)ey) and are generated by a current sheet. For example, in the
3D slab model, Guo et al (2015) have demonstrated that relativistic magnetic
reconnection is highly efficient at accelerating particles through a first-order
Fermi process accomplished by the curvature drift of particles along the elec-
tric field induced by the relativistic flows. They initiate a plasma of electrons
and positrons in a current layer with B ∼ tanh(z)ex + sech(z)ey and perform
PIC simulations of the acceleration of these leptons during magnetic reconnec-
tion in different domain sizes and with different electron densities, i.e. plasma
frequencies.
As an example, Figure 22 gives an overview of the current layer evolu-
tion where σ = 100 and domain size Lx × Lz = 300di × 194di for 2D and
Lx×Lz = 300di×300di for 3D simulations. For 2D, panel (a) shows the color-
coded current density, and for 3D, panel (b) shows a 2D slice of the current
density and a 3D isosurface of plasma density colored by the current density
at ωpet = 175 and ωpet = 375, respectively. Starting from an initial perturba-
tion, the current sheet becomes smaller as the current density is concentrated
in the middle of the domain. In 2D, due to subsequent tearing instabilities,
the extended thin current sheet breaks into a number of fast moving plas-
moids (ωpet ≈ 225) which finally merge into a single island at the edge of
the simulation domain. However, in 3D, the KI develops and interacts with
the tearing mode (Daughton 1999), such that a turbulent evolution is initi-
ated (Yin et al 2008). However, although strong 3D effects modify the current
layer, small-scale structures develop as a result of secondary tearing instabili-
ties. Therefore, the energization of particles in 2D and 3D simulations moving
during magnetic reconnection is very similar and sufficiently strong to create
sources of non-thermal energetic particles.
The importance of magnetic reconnection in jets has been proposed (e.g.,
Giannios et al 2009).
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10−4 of the initial value. The evolutions of different forms of
energies between 2D and 3D simulations are very similar. In
both the 2D and 3D simulations, about 25% of the magnetic
energy is converted into plasma kinetic energy, most of which
is carried by relativistic particles. Figure 2(b) shows the time-
integrated energy conversion from magnetic energy into
plasma energy in the simulation ò ò J Edt dV ·t0 and its
contribution from parallel and perpendicular electric field terms
 J E· and ^ ^J E· , respectively. Here ò ò=dV dxdydz. The
difference in energy conversion between the 2D and 3D
simulations can be as large as a factor of 2 at w =t 300pe , but at
the end of the simulations both cases have converted about the
same amount of magnetic energy. This shows that the kink
instability that may modify the magnetic field does not
significantly change the overall energy conversion. While the
energy conversion through parallel electric field is important
when the thin current layer initially develops, most of the
energy conversion is due to perpendicular electric fields
induced by relativistic flows as the system is dominated by
secondary plasmoids/flux ropes. This analysis has been done in
all the cases and summarized in Table 1, which shows that the
perpendicular electric field typically plays a dominant role in
converting magnetic energy into plasma kinetic energy. This
can also be seen in Figure 3, which shows the color-coded
intensities of J E· , ^ ^J E· , and  J E· from the 2D and 3D
simulations at w =t 175pe and w =t 375pe , respectively.
Figure 2(c) compares the energy spectra from the 2D and 3D
simulations at various times. The most striking feature is that a
hard power-law spectrum gµ - -f ( 1) p with a spectral index
~p 1.35 forms in both 2D and 3D runs. Although a fraction of
particles are accelerated in the early phase when the parallel
Table 1
List of Simulation Runs with s ⩾ 6
Run σ System Size λ p γmax Ekin% ^J E( · ) % ατinj
2D-1 6 ´d d300 194i i 6di 2.2 45 23% 83% 0.4
2D-2 6 ´d d600 388i i 6di 2.0 56 32% 92% 0.5
2D-3 6 ´d d1200 776i i 6di 1.7 79 34% 93% 0.7
2D-4 25 ´d d300 194i i 6di 1.6 195 28% 85% 1.1
2D-5 25 ´d d600 388i i 6di 1.3 339 37% 90% 1.6
2D-6 25 ´d d1200 776i i 6di 1.2 617 42% 90% 2.0
2D-7 100 ´d d300 194i i 6di 1.35 650 29% 73% 2.0
3D-7 100 ´ ´d d d300 194 300i i i 6di 1.35 617 28% 71% N/A
2D-8 100 ´d d600 388i i 6di 1.25 1148 40% 78% 3.1
2D-9 100 ´d d1200 776i i 6di 1.15 1862 45% 94% 4.3
2D-10 400 ´d d300 194i i 12di 1.25 1514 20% 54% 3.0
2D-11 400 ´d d600 388i i 12di 1.15 3715 31% 75% 4.8
2D-12 400 ´d d1200 776i i 12di 1.1 5495 36% 86% 6.5
2D-13 1600 ´d d300 194i i 24di 1.2 2812 13% 45% N/A
2D-14 1600 ´d d600 388i i 24di 1.1 7913 21% 53% N/A
2D-15 1600 ´d d1200 776i i 24di 1.05 11220 30% 66% N/A
Note. The spectral index p, the maximum energy (100-particle level) at the end of the simulation gmax, the percentage of magnetic energy that is converted into kinetic
energy E %kin , the percentage of the conversion of magnetic energy caused by perpendicular electric field ^J E( · ) , and atinj estimated by tracking particles in the
system.
Figure 1. Evolution of 2D and 3D simulations with σ = 100 and domain size ´ = ´L L d d300 194x z i i ( =L d300y i for 3D): (a) color-coded current density from
the 2D simulation at w =t 175pe and w =t 375pe , respectively; (b) 2D cut of current density and a 3D isosurface of the plasma density colored by the current density at
w =t 175pe and w =t 375pe , respectively.
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Fig. 22 Evolution of 2D and 3D simulations of an electron-positron plasma in a magnetic
field B ∼ tanh(z)ex+sech(z)ey with σ = 100 and domain size Lx×Lz = 300di×194di (Ly =
300di for 3D): (a) 2D: color-coded current density from at ωpet = 175 and ωpet = 375; (b)
3D: current density and a 3D isosurface of the plasma density colored by the current density
at ωpet = 175 and ωpet = 375.
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θ ∼ 1/j. The blob moves with em  j provided that the motions
within the jet are relativistic. Such fast internal motions are possible
in a PDF where magnetohydrodynamics (MHD) waves approach
the speed of light.
2.1 The jet
For more quantitative estimates, we consider a jet with (isotropic)
luminosity Lj that moves with the bulk j. The jet is assum d to
be strongly magnetized with Poynting-to-kinetic flux ratio (mag-
netization) σ  1. As reference values, we use j = 10 and σ =
100. The Poynting luminosity of the jet may be inferred from the
flaring isotropic luminosity of PKS 2155−304 and is set to Lj =
1047 erg s−1.
The energy density in the jet is (as measured in a frame comoving
with the jet)
e′j = Lj/4πr2c2j = 12Lj,47r−22 −2j,1 erg cm−3, (3)
where A = 10xAx and the spherical radius is R = rRg with Rg = 1.5
× 1014 cm, corresponding to the gravitational radius of a black hole
of 109 solar masses. The magnetic field strength in the jet is
B ′j =
√
4πe′j = 12L1/2j,47r−12 −1j,1 Gauss. (4)
For a proton-electron jet, the particle number density in the jet is
n′j = B2j /4πc2σmp = 80Lj,47r−22 −2j,1 σ−12 cm−3. (5)
2.2 The emitting blob
We assume that a fraction of the magnetic energy of the jet is oc-
casionally dissipated through reconnection. In the PDF considered
here, current-driven instabilities are the most relevant ones in trig-
gering the dissipation (e.g. Eichler 1993; Begelman 1998; Giannios
& Spruit 2007; see, however, McKinney & Blandford 2009). Al-
ternatively, reversals in polarity of the magnetic field that threads
the black hole can lead to magnetic reconnection in the jet (see also
Section 5).
Our picture for relativistic reconnection is the following
(Lyubarsky 2005). High-σ material is advected into the reconnec-
tion region where the release of magnetic energy takes place. Part
of the dissipated magnetic energy serves to give bulk acceleration
of the ‘blob’ (in the rest frame of the jet) and the rest to heat the
outflowing material to relativistic temperature. We explore the pos-
sibility that emission from the outflowing material produces the
TeV flares, and refer to it as the ‘emitting blob’ or simply ‘blob’
(see Fig. 1).
For our quantitative estimates that follow, we adopt the rela-
tivistic generalization of Petschek-type reconnection worked out by
Lyubarsky (2005; see also Watanabe & Yokoyama 2006 for rela-
tivistic MHD simulations that support this picture). In this model,
the material leaves the reconnection region with bulk co close to
the Alfve´n speed of the upstream plasma co ∼ √σ  10σ 1/22 in the
rest frame of the jet (Petschek 1964; Lyutikov & Uzdensky 2003;
Lyubarsky 2005). For the last expression to be valid, we assume
that the guide field (i.e. non-reversing field component) is not strong
enough to affect the reconnection dynamics (i.e. B ′guide.B ′j/
√
σ ;
see also Section 5 for when this condition may be satisfied). As seen
in the lab frame, plasma is ejected from the reconnection region with
em ∼ jco = 100j,1σ 1/22 . The ratio of the thermal energy to rest
mass in the blob frame is e˜em/ρ˜emc2 ∼ √σ , and reconnection leads
Figure 1. Schematic representation of the geometry of the ‘jets in a jet’
shown in a frame comoving with the jet. Right: the reconnection region en-
larged. Plasma heated and compressed by magnetic reconnection leaves the
reconnection region at relativistic speed co  1 within the jet in the form
of blobs. Each blob emits efficiently through synchrotron-self-Compton in
a narrow beam within the jet emission cone, powering a fast evolving soft
X-ray and TeV flare. The sequence of flares seen in PKS 2155−304 may be
the result of multiple reconnection regions or intrinsic instabilities (e.g. tear-
ing) of one large reconnection region.
to compression of the outflowing material ρ˜em ∼ √σρ ′j . The energy
density in the blob is (Lyubarsky 2005)
e˜em ∼
√
σ ρ˜emc
2 ∼ σρ ′jc2 = 12Lj,47r−22 −2j,1 erg cm−3. (6)
The fact that this is similar to equation (3) is just a consequence of
the pressure balance across the reconnection region.
Even though we consider a PDF jet, the emitting (downstream)
region is not necessarily magnetically dominated since a large part
of the magnetic energy dissipates in the reconnection region. This
has important implications for the radiative processes discussed
below. On the other hand, the blob material may remain strongly
magnetized. Any guide field in the reconnection region will be
amplified by compression and will not dissipate. Lyubarsky (2005)
shows that for a guide field B ′guide.B ′j/
√
σ , the magnetization of
the blob (downstream plasma) is σ em . 1. The magnetic field in the
blob rest frame is roughly estimated to be
˜Bem.
√
4πe˜em = 12L1/2j,47r−12 −1j,1 Gauss. (7)
If electrons receive an appreciable fraction of the released energy
f ∼ 0.5, they are heated to characteristic
γe ∼ f
√
σmp/me ∼ 104f1/2σ 1/22 , (8)
assumed to be isotropic in the blob rest frame.
2.2.1 The blob size
From the observed energy of the TeV flares, we can estimate the
energy contained in each blob. Combined with the energy density
(6), we derive an estimate of the size of the blob.
The TeV flares have observed (isotropic equivalent) luminosity
Lf ∼ 1047 erg s−1 (allowing for a few times the observed energy
to be emitted below ∼200 GeV, the low-energy threshold of the
observations) and duration of tf ∼ 300 s. The associated energy is
then Ef = Lf × tf  3 × 1049Lf,47 tf,300 erg.
In the model discussed here, the source of the flare moves with a
bulkem  1. Its emission is concentrated in a cone that corresponds
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Fig. 23 Schematic representation of
the geometry of the ‘jets in a jet’
shown in a frame co-moving with the
jet. Right: the r connection region
enlarged. Plasma heat d and com-
pressed by magnetic reconnection
leaves the reconnection region at rel-
ativistic speed Γco  1 within the jet
in the form of blobs. Each blob emits
efficiently through synchrotron-self-
Compton in a narrow beam within
the jet emission cone, powering a fast
evolving soft X-ray and TeV flare.
Adapted from Fig. 1 in Giannios et al
(2009).
Bas d on the j ts-in-jet scenario (see Fig. 23), further investigations have
been done (e.g., Barniol Duran et al 2016). These investigations encourage
them to simulate relativistic jets with helical magnetic fields, which may excite
(kinetic) KI and, consequently, magnetic reconnection occurs.
It should be n ted that in jets the magnetic reconnection does not start
in the Harris model in the slab geometry. Therefore the embedded figure is
somehow misleading. One need to investigate how the magnetic reconnection
occurs in helic l magnetic fields (not simple anti-parallel magnetic fields in the
slab model).
PIC methods in astrophysics: PIC simulations of relativistic jets 53
5.5.1 Reconnection in jets: a possible mechanism for high energy flares
Since the particle acceleration in shocks generated by the Weibel instability
and other kinetic instabilities such as kKHI and MI is not enough to accel-
erate particles to very high energies (e.g., Nishikawa et al 2009, 2016a), the
importance of reconnection in jets has been proposed (e.g., Giannios et al
2009). Extensive simulation studies have been performed in a slab model with
the Harris configuration (Harris 1962). Since the Poynting-flux is stored in
helical magnetic fields with currents parallel to the jet direction, the particle
acceleration performed in the Harris configuration with sheet currents cannot
be applied to the particle acceleration in global jets. Furthermore, no kinetic
simulations of global jets with helical magnetic fields have been performed
previously except for their own simulations (Nishikawa et al 2016b, 2017).
The simulated jet has a radius rjt and is assumed to propagate in an ini-
tially unmagnetized ambient medium. For the magnetic fields external to the
jet they use a damping function, exp [−(r − rjt)2/b] (r ≥ rjt), that multiplies
the expressions in Equation (62) with the tapering parameter b = 200∆, where
∆ is the grid scale. They further assume a characteristic radius a = 0.25 ∗ rjt.
The profiles of the resulting helical magnetic field components are shown in
Figure 6b in Nishikawa et al (2019). The toroidal magnetic field vanishes at the
center of the jet (red line in Fig. 6b of Nishikawa et al (2019)). Note, that the
simulation setup adopted in this work has been used in their preliminary stud-
ies of helical jets (Nishikawa et al 2016b, 2017, 2019) with the modifications
B0 = 0.1 and rjt = 100.
The jet head assumed here has a flat-density top-hat shape which is a strong
simplification of the true structure of the jet-formation region (e.g., Broderick
and Loeb 2009; Mos´cibrodzka et al 2017). A more realistic jet structure such
as a Gaussian shape will be implemented in future studies.
Nishikawa et al (2020) have performed new PIC simulations with larger
a numerical grid of size (Lx, Ly, Lz) = (1285∆, 789∆, 789∆) in Cartesian co-
ordinates. They use open boundaries at the x/∆ = 0 and x/∆ = 1285 and
impose periodic boundary conditions in the transverse directions. Since the
jet is located at the center of the numerical box far from the boundaries and
the simulation time is still shorter than the propagation time to tangential
direction of jet, there are no visible effect of the periodic boundary conditions
on the system.
The jet has a radius with rjt = 100∆ and is injected at x = 100∆ in the
center of the y − z plane. The large computational box allows to follow the
jet evolution long enough to permit the investigation of the strongly nonlinear
stage. The longitudinal box size, Lx, and the simulation time, tmax = 1000ω
−1
pe ,
are a factor of two larger than in their previous studies (Nishikawa et al 2016b,
2017, 2019), in which jets with radii rjt = 20, 40, 80, 120∆ were investigated.
Jets of different plasma composition exhibit distinct dynamical behavior
that manifests itself in the morphology of the jet and its emission character-
istics (Nishikawa et al 2016a,b, 2017, 2019). However, Nishikawa et al (2020)
have performed only electron-proton plasma in both the jet and the ambient
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medium. The initial particle number per cell is njt = 8 and nam = 12, respec-
tively, for the jet and ambient plasma. The electron skin depth is λse = c/ωpe =
10.0∆, ωpe = (e
2nam/0me)
1/2 is the electron plasma frequency; the electron
Debye length of ambient electrons is λD = 0.5∆. The thermal speed of jet
electrons is vjt,th,e = 0.014c in the jet reference frame; in the ambient plasma
it is vam,th,e = 0.03c. Temperature equilibrium is assumed, thus the thermal
speed of ions is smaller than that of electrons by the factor (mp/me)
1/2. In the
simulation, the realistic proton-to-electron mass ratio is used mp/me = 1836.
At the initial state, The jet plasma is weakly magnetized, and the magnetic
field amplitude parameter assumed, B0 = 0.1c, corresponds to plasma magne-
tization σ = B2/nemeγjtc
2 = 2.8× 10−3. The jet Lorentz factor is γjt = 15.
4 Nishikawa et al.
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Figure 1. Upper panels: (a) the y-component of the magnetic field, By, with x-z electric field depicted by arrows, and (b), the x-
component of the electron current density, Jx, with the x-z magnetic field as arrows, both in the x− z plane at t = 1000ω−1pe . The lower
panels show the total magnetic field strength in the y − z plane at x/∆ = 700 (c), and x/∆ = 835 (d). The arrows indicate the magnetic
field (By, Bz).
An example of a possible location of reconnection can be found at (y/∆, z/∆) = (380, 340), where the total magnetic
field becomes minimum (the null point, Fig. 1d). The evolution of the magnetic field at the different locations in the
jet (600 < x/∆ < 1100) is shown in the supplemental movie. Note that the filamentary structure at the jet head
(Fig. 1a-b) is formed by the electron WI. One can see in the movie that nonlinear evolution of the filaments also leads
to the appearance of the magnetic structures that are prone to reconnection.
The three-dimensional morphology of the jet’s magnetic field is shown in Figure 2 where we plot magnetic-field vectors
at t = 900ω−1pe (Fig. 2a) and t = 1000ω
−1
pe (Fig. 2b). The regions displayed (720 < x/∆ < 1020; 231 < y/∆, z/∆ < 531)
are indicated by red dashed rectangle in Figure 1b. The plot is clipped at the center of the jet at y/∆ = 381. One
can see that the edge of the helical magnetic field in the jet moves from x/∆ = 780 at t = 900ω−1pe to x/∆ = 830
at t = 1000ω−1pe , which is much slower than the jet speed. This seems to indicate that the front edge of the helical
magnetic field is peeled off as the jet propagates. This may indicate that the helical magnetic field is braided by kinetic
instabilities and subsequently becomes untangled as discussed in Blandford et al. (2017). Magnetic untangling results
from magnetic reconnection-like phenomena that split the forward position of the helical magnetic fields. Two split
smaller magnetic islands can be identified in the jet shown in Figure 2. At the same time, based on the evolution of
magnetic field structure, the helical magnetic fields become untangled (unwound) within this region.
Fig. 24 Upper panels: (a) the y-component of the magnetic field, By, with x-z electric field
depicted by arrows, and (b) the x-component of the electron current density, Jx, with the
x-z magnetic field as arrows, both in the x − z plane at t = 1000ω−1pe . The lower panels
show the total magnetic-field strength in the y − z plane at x/∆ = 700 (c) and x/∆ = 835
(d). The arrows indicate the magneti field (By, Bz). Adapted from Nishika a t al (2020).
Sinc si ulation d main in PIC simulations is large nough to capture
macrosco ic instabilities, a kink-like instability was found in the pair and
e−−p+ jet cases with jet radius rjt = 120∆ (e.g., Nishikawa et al 2017, 2019).
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Figure 24 shows cross-sections through the center of the jet at time t =
1000ω−1pe with (a) the y-component of the magnetic field, By, with the x-
z electric field as arrows, and (b), the x-component of the electron current
density, Jx, with the x-z magnetic field depicted as arrows. The jet propagates
from the left to right. Very strong helical magnetic field in the jet is evident
at 400 . x/∆ . 830. The amplitude is with B/B0 ≈ 40 (Fig. 24a) much
larger than that of the initial field. As in the unmagnetized case (Nishikawa
et al 2016a), this field results from MI and kKHI. However, in the presence of
the initial helical magnetic field the growth rate of the transverse MI mode is
reduced, and the field structure is strongly modulated by longitudinal kKHI
wave modes as shown by the bunched By field (Fig. 24a). This causes multiple
collimations along the jet that are caused by pinching of the jet electrons
toward the center of the jet, as visible in the electron current density (Fig. 24b).
It should be noted that in Fig 24b the color scale for Jx does not extend beyond
Jx = −50, as they intend to show the weak positive (return) current. The
collimations become weaker further along the jet and eventually disappear at
x/∆ & 830. At this point By is weak. This demonstrates that the nonlinear
saturation of the MI leads to the dissipation of the helical magnetic field.
They selected possible magnetic reconnection sites in Figures 24a and 24b,
indicated by the two red lines at x/∆ = 700 and x/∆ = 835, and show the
magnetic-field structure in the y−z plane in figure panels 24c and 24d, respec-
tively.At x/∆ = 700 clockwise-circular magnetic field is split near the jet into
a number of magnetic structures, which demonstrate the growth of MI. They
are surrounded by field of opposite polarity that is produced by the proton
current framing the jet boundary (see Nishikawa et al 2016a). The magnetic
field at x = 835∆ is strongly turbulent; its helical structure is distorted and
reorganised into multiple magnetic islands, which reflect the nonlinear stage of
MI and kKHI. The magnetic islands interact with each other, providing condi-
tions for magnetic reconnection. In their 3D geometry, magnetic reconnection
does not occur at a simple X-point as in 2D slab geometry. Instead, recon-
nection sites can be identified with regions of weak magnetic field surrounded
by oppositely directed magnetic field lines. An example of a possible location
of magnetic reconnection can be found at (y/∆, z/∆) = (380, 340), where the
total magnetic field becomes minimal (the null point, Fig. 24d). The evolution
of the magnetic field at different locations in the jet (600 < x/∆ < 1100) is
shown in the supplemental movie. Note that the filamentary structure at the
jet head (Fig. 24a and 24b) is formed by the electron WI. One can see in the
movie that nonlinear evolution of the filaments also leads to the appearance
of the magnetic structures that are prone to magnetic reconnection.
Recently Dong et al (2020) show complimentary RHMD simulations of
jets compared with PIC simulations. Relativistic jets are highly collimated
plasma outflows emerging from accreting black holes. They are launched with
a significant amount of magnetic energy, which can be dissipated to acceler-
ate non-thermal particles and give rise to electromagnetic radiation at larger
scales. KI can be an efficient mechanism to trigger dissipation of jet magnetic
energy. While previous works have studied the conditions required for the
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growth of KI in relativistic jets, the radiation signatures of these instabilities
have not been investigated in detail.
In Dong et al (2020), the simplified central engine is assumed to be a
perfectly conducting sphere of radius r0 = l0, where l0 is the code length unit,
threaded by radial magnetic field lines. The jet is highly magnetized at its
base, where the initial magnetization factor σ, which is the magnetic energy
density over enthalpy, is σ0 = 25. The sphere is rotating at a constant angular
frequency of Ω = 0.8c/r0. This is mimicking a supermassive black hole and its
accretion disk rotation. The rotation then coils up the radial magnetic field
lines into helical structure and launch two oppositely directed magnetized jets
into the surrounding medium. Initially, the surrounding medium is cold and
static. In the neighborhood of the central engine, the surrounding medium is
expected to be dominated by winds from the accretion disk, resulting in a steep
density profile, but at larger distances the interaction between jet/wind and
the interstellar medium can become important resulting in a possibly flatter
density profile. This motivates their assumed broken power-law density profile
for the gas, where the break point is at radius rB = 100l0, so that
ρ =
{
ρ0(
r
r0
)−3 , r < rB
ρ0(
rB
r0
)−3( rrB )
−1 , r ≥ rB
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into helices and launch two oppositely directed magnetized
jets into the surrounding medium. Initially, the surround-
ing medium is cold and static. In the neighborhood of the
central engine, the surrounding medium is expected to be
dominated by winds from the accretion disk, resulting in a
steep density profile, but at larger distances the interaction
between jet/wind and the interstellar medium can become
important resulting in a possibly flatter density profile. This
motivates our assumed broken power-law density profile for
the gas, where the break point is at radius rB = 100l0, so
that
ρ =
{
ρ0(
r
r0
)−3 , r ≤ rB
ρ0(
rB
r0
)−3( r
rB
)−1 , r > rB .
(1)
As demonstrated in Barniol Duran et al. (2017), the jet rec-
ollimates at the density break (i.e., around the transition
between the steep and flat density profiles) and consequen-
tially becomes narrower at the recollimation point. Such
site is natural for kink instabilities to develop since it is
where the jet’s cross section is reduced. Indeed, Barniol Du-
ran et al. (2017) successfully stimulated kink instabilities in
the jet using this density break. Although kink instabilities
may naturally grow in a magnetized jet with various ini-
tial setup parameters and boundary conditions (e.g., Guan
et al. 2014), we choose to adopt the simulation in Barniol
Duran et al. (2017) mainly because it produces adequately
resolved fully grown kinked jet within a reasonable amount
of computational resources.
The time-dependent 3D RMHD simulation is performed
with the HARM code (Barniol Duran et al. 2017). It takes a
non-uniform spherical grid of 512× 192× 384 in r, θ, and φ
directions, where the r direction is in logarithmic scale and
the θ grids are more concentrated in the jet propagation
direction. The simulation is open boundary with a large box
size rmax = 10
5l0 to avoid any outer boundary effects on the
jet.
2.2 Radiation Transfer Setup
For typical blazar zone parameters, the infrared to opti-
cal blazar emission, which show rich variability patterns,
are in the optically thin regime. Therefore, considering only
synchrotron emission with frequencies beyond near-infrared,
our calculation ignores the synchrotron-self absorption and
Faraday rotation effects. In this situation, the polarization
signatures directly reflects the magnetic field evolution in
the emission region. To calculate the synchrotron emission,
we need to know both the magnetic field and nonthermal
particle distributions in each simulation cell. While the for-
mer is directly given by RMHD simulations, the latter re-
quires additional modeling. Recent PIC simulations have
shown that kink instabilities can accelerate nonthermal par-
ticles via unscreened electric fields that develop in the un-
stable regions (Alves et al. 2018). Additionally, it has been
suggested that kink instabilities can considerably twist the
magnetic field lines, which may generate current sheets and
trigger magnetic reconnection (Begelman 1998; Giannios &
Spruit 2006). Magnetic reconnection then accelerates parti-
cles into power-law distributions (Sironi & Spitkovsky 2014;
Guo et al. 2014). In our setup, the acceleration of nonther-
mal particles can, therefore, originate in regions of dissipa-
tion of jet magnetic energy. In our ideal RMHD simulation,
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Figure 1. A snapshot of the jet at t = 41t0 from r = 20l0 to
r = 200l0 in jet propagation direction, with a radius of 40l0. At
this snapshot, the jet head has mostly moved out of r = 200l0.
Left Panel: the current density with magnetic fields lines
projected on the same plane. The twisted structures indicate
the location of kink instabilities. Right Panel: thermal energy
density.
the thermal energy is a good indicator of the location of
magnetic energy dissipation, so that the nonthermal parti-
cle energy can be considered to be a fraction of the thermal
energy released in the jet due to kink instabilities. Indeed, as
we can see in Figure 1, the kinked region shows significant
thermal energy (see details in the next section). Therefore,
we take the local thermal energy density as a normalization
of the nonthermal particle energy density in each simulation
cell.
Kink instabilities evolve on the time scale of Alfv´en
wave crossing time of the cross section of the jet, which is
comparable to the light crossing time scale in a considerably
magnetized environment. Therefore, we target at relatively
long-term variability signatures. In this case, the detailed
nonthermal particle acceleration and radiative cooling pro-
cesses are of much shorter time scales. Take the blazar jet as
an illustrative example, the light crossing time scale of the
blazar emission region in the comoving frame is typically
on the order of 106 − 107 s, based on typically observed
days to weeks variability of blazars. However, the nonther-
mal electrons in a typical leptonic jet model with a magnetic
field strength of 0.1−1G in the blazar zone has synchrotron
cooling time scales of ∼ 105 s for emission in optical bands.
In light of the large difference in time scales, the nonther-
mal particle evolution may not play an important role on
long-term variability. We thus take the simplification that
the nonthermal particles everywhere in the simulation box
are of the same power-law distribution with an exponential
cutoff,
n(γ) = n0γ
−2e
− γ
5×104 . (2)
in which n0 is a normalization factor chosen by∫ ∞
1
n(γ)dγ = 0.05ut , (3)
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Fig. 25 A snapshot of the jet at t =
41t0 from r = 20l0 to r = 200l0 in jet
propagation direction, with a radius
of 40l0. At this snapshot, the jet head
has mostly moved out of r = 200l0.
Left Panel: the current density with
magnetic fields lines projected on the
same plane. The twisted structures
indicate the location of kink insta-
bilities. Right Panel: thermal energy
density. Adapted form Figure 1 in
Dong et al (2020)
They aim d to self-consistently study radiation and polarization signatures
from KI in relativistic jets. They combine RMHD simulations with polarized
radiation transfer of a magnetized jet, which emerges from the central en-
gine and propagates through the surrounding medium. They observed that a
localized region at the central spine of the jet exhibits the strongest kink in-
stabili es, which they identified as the jet emission region as shown in Figure
25. Very interestingly, quasi-periodic oscillation (QPO) signatures are seen in
the light curve from the emission regio . Additionally, the polarization degree
appears to be anti-correlated to ares in the light curves. Their analyses show
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that these QPO signatures are intrinsically driven by KI, where the period of
the QPOs is associated to the kink growth time scale. The latter corresponds
to weeks to months QPOs in blazars. The polarization signatures offer unique
diagnostics for QPOs driven by KI.
It should be noted that in RMHD simulations kinetic instabilities are not
included, therefore the development of the KI in relativistic strongly magne-
tized jets with helical magnetic field leads to the formation of highly tangled
magnetic field as shown in Figure 25. Since kinetic KHI and MI grow faster
than current-driven kink instabilities due to strong velocity shear and mod-
erate magnetization, PIC simulation does not show a kink-like instability as
seen in the simulations of Dong et al (2020). In PIC simulation the particles
are accelerated by the turbulent magnetic reconnection that is initiated by the
growth of kinetic instabilities such as kKHI and MI(Nishikawa et al 2020).
.
381
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Fig. 26 Isosurface of the x-
component of the electron current
density, Jx, with the magnetic field
lines (yellow) in a rectangular section
of the simulation grid (920 < x/∆ <
1120; 231 < y/∆, z/∆ < 531) at
time t = 1000ω−1pe . To illustrate the
distribution of Jx inside the jet, a
quadrant of the regions is clipped
at the center of the jet in the x − z
plane (381 < z/∆ < 531) and in the
x− y plane (231 < y/∆ < 381). The
jet front is located at x/∆ = 1100.
In Figure 26 3D isosurfaces of the x-component of the electron current
density at the jet head are shown together with magnetic field lines plotted in
yellow obtained by 3D PIC simulations of propagating jet with helical magnetic
field (Nishikawa et al 2020). Two rectangles indicate the visible area in the jet.
Near the jet head, the current filaments generated by the WI are evident. This
result is similar to that obtained by Ardaneh et al (2016) (their Fig. 3), who
investigate the structure of the head of an electron-ion jet in slab geometry with
mi/me = 16. They demonstrated the acceleration of jet electrons in the linear
stage of the instability. Figure 26 shows the merging of current components
(the front of the nonlinear region) behind the current filaments, where some jet
electrons are slightly accelerated. More complicated structures are seen near
the jet boundary, that they shall investigate in more detail below.
The 3D morphology of the jet’s magnetic field is shown in Figure 27
where they plot magnetic-field vectors at t = 900ω−1pe (Fig. 27a) and t =
1000ω−1pe (Figs. 27a and 27b). The regions displayed (820 < x/∆ < 1120; 231 <
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(a) (b)
Fig. 27 Magnetic-field vectors within a cubic section of the simulation grid (820 < x/∆ <
1120; 231 < y/∆, z/∆ < 531) at time t = 900ω−1pe (a) and at t = 1000ω−1pe (b). To illustrate
the magnetic field inside the jet, the plots show the rear half of the jet with cut
in the x− z plane (381 < y/∆ < 531).
y/∆, z/∆ < 531) are indicated by the red dashed rectangle in Figure 24b. The
plot is clipped at the center of the jet at y/∆ = 381. One can see that the edge
of the helical magnetic field in the jet moves from x/∆ = 780 at t = 900ω−1pe
to x/∆ = 830 at t = 1000ω−1pe , which is much slower than the jet speed (if
moving with the jet velocity, the front at t = 1000ω−1pe should be located at
x/∆ ' 880). This seems to indicate that the front edge of the helical magnetic
field is peeled off as the jet propagates. This may indicate that the helical
magnetic field is braided by kinetic instabilities and subsequently becomes
untangled as discussed in Blandford et al (2017). The untangling of helical
magnetic field results from magnetic-reconnection-like phenomena, that push
the helical magnetic field away from the center of the jet at the forward po-
sition. Two smaller magnetic islands can be identified in the jet shown in
Figure 27 (half of the jet is shown). The supplemental movie6 shows how the
helical magnetic field is untangled and magnetic islands evolve along the jet at
t = 1000, ω−1pe . For example at x/∆ = 950 the centers of magnetic islands are
located around (y/∆, z/∆) =(435, 420) (upper), (440, 318) (lower) (visible in
Fig. 27b), (320,350), and (280, 400) (not visible).
5.6 Radiation spectra in PIC simulations of relativistic jets
To determine a synthetic radiation spectrum from PIC simulations is quite
challenging because of computer memory constraints. Nevertheless, using dif-
ferent approaches on the numerical calculation of the radiation a good approx-
imation to the observational spectra can be reached.
There two key methods for calculating the synthetic spectra:
6 dBtotByz11MF 011.mp4: the total magnetic fields in the y − z-plane; 280 < y/∆ <
480, 280 < z/∆ < 480
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– directly by integrating the expression of the radiated power, derived from
the Lie´nard-Wiechart potentials for a large number of representative parti-
cles in the PIC representation of the plasma, e.g., using a test-like particle
approach (Hededal 2005), self-consistently in injected jets into an ambi-
ent medium (Nishikawa et al 2008; Nishikawa et al 2009; Nishikawa et al
2011, 2012, 2013), in reflecting wall generated shocks with test-particles
(Sironi and Spitkovsky 2009), and self-consistently in counter-streaming
flows (Frederiksen et al 2010)
– post-processing the large output data of the PIC simulations that list the
position and velocity of the simulation particles and the values of the elec-
tromagnetic fields at each time step (e.g., Reville and Kirk 2010; Kagan
et al 2016),
where both methods have their advantages and disadvantages.
One disadvantage of calculating the synthetic spectra directly from the
PIC simulations using the Lie´nard-Wiechart potentials (e.g., Jackson 1999) is
the fact that the method is very expensive in terms of computing resources.
A self-consistent (or in situ) synthesis of spectra from 3D PIC simulations
was developed by Nishikawa et al (2008); Nishikawa et al (2009) for both e±
and e− − p+ plasma jets. Here, a brief summary of the main points of their
procedure is included.
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Fig. 28 Schematic representation of the frontal third of the jet volume, from where the
electrons can be randomly selected when performing calculations of the radiation spectra
(Eq. 63), after tracing the particles over a sampling time ts with a high temporal resolution.
Let a particle be at position r0(t) at time t. At the same time, the electric
field is observed from the particle at position r. However, because of the finite
velocity of light, the particle at an earlier position r0(t
′
) is observed where it
was at the retarded time t
′
= t− δt′ = t−R(t′)/c. H ere R(t′) = |r− r0(t′)|
is the distance from the charge (at the retarded time t
′
) to the observer. After
some calculation and simplifying assumptions, the total energy W radiated
per unit solid angle per unit frequency from a charged particle moving with
instantaneous velocity β under acceleration β˙ can be expressed as:
d2W
dΩdω
=
µ0cq
2
16pi3
∣∣∣∣ ∫ ∞−∞ n× [(n− β)× β˙](1− β · n)2 e iω(t
′−n·r0(t
′
)
c dt
′
∣∣∣∣2. (63)
Here, n ≡ R(t′)/|R(t′)| is a unit vector that points from the retarded position
of the particle towards the observer and q is the unit charge.
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Since extremely-large computing resources would be needed to compute
the spectra of the radiation emitted by electrons over the whole simulation
grid, a moment of time t is selected that corresponds to a region where the
particles show increased acceleration (which can be determined, for example,
from running a diagnostic on the phase-space distribution of the jet electrons).
Thus, to obtain the radiation spectrum, the particles are traced over a time
interval around t, with a higher temporal resolution than that used for the
whole PIC simulation (Fig. 28). Once the positions, the velocities, and the ac-
celerations of the particles are sampled, the radiation spectra can be calculated
by integration in Eq. 63.
The method described above was further developed by Nishikawa et al
(2012), being applied to uniform relativistic jets using a slab model, where
the jet electrons are accelerated by the Weibel instability. In the simulations
performed by Nishikawa et al (2012) for an e± plasma jet, the grid size is
(Lx, Ly, Lz) = (645∆, 131∆, 131∆) (with ∆ = 1: grid size) and the total num-
ber of particles is ∼ half of a billion (or 12 particles/cell/species for the am-
bient plasma). The jet front is located at about x = 480∆. By randomly
selecting 16,200 electrons near the jet front, they calculated the emission dur-
ing the sampling time ts = t2 − t1 = 75ω−1pe , with the Nyquist frequency
ωN = 1/2∆t = 200ωpe, the simulation time step ∆t = 0.005ω
−1
pe , and the
frequency resolution ∆ω = 1/ts = 0.0133ω
−1
pe . The mass ratio is me/mp = 1. P
oS(GRB 2012)028
Radiation from shock-accelerated particles
2. Synthetic spectra from simulations
We have calculated the radiation spectra directly from our simulations by integrating the ex-
pression for the retarded power, derived from the Liénard-Wiechert potentials for a large number
of representative particles in the PIC representation of the plasma[5]). In order to obtain the spec-
trum of the synchrotron/jitter emission, we consider an ensemble of electrons selected in the region
where the Weibel instability has fully grown and where th electrons are accelerated in the self-
consistently generated magnetic fields.
Figure 2 shows how our synthetic spectrum matches with spectra obtained from Fermi obser-
vations. Figure 2a shows the observed spectra in νFν as modeled by[1] at five different times. The
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Figure 2: Comparison of synthetic spectra (b) with Fermi observations for GRB 080916C (a). Figure 2a
shows modeled Fermi spectra in νFν units at five different times. A flat spectrum would indicate equal
energy per decade in photon energy. The changing shapes show the evolution of the spectrum over time.
Figure 2b shows PIC generated spectra for jet Lorentz factors of γ = 10, 20, 50,100, and 300. For each case
we show two simulations represented by the same color for cold (thin, lower lines) and warm (thick, upper
lines) jet electrons. The low frequency slope is approximately 1.
red lines in Fig. 2a and 2b indicate a slope of one, and except for the Fermi spectrum at time “a” the
low frequency slopes are all approximately one. As shown in Fig. 2a, prompt emission spectra of
GRB 080916C exhibit a remarkably constant shape (low-energy and hi-energy slopes are different
but do not evolve significantly). On the other hand the peaks of the SED vary significantly with
time. Based on our PIC simulations, this behavior can be interpreted in terms of declining bulk
Lorentz factor.
Behind the reverse shock electrons are accelerated and strong magnetic fields are generated as
shown in Fig. [4, 2]. Therefore, this region would seem more likely to produce the emission that is
observed. In the future we will examine PIC computed spectral changes over time varying plasma
conditions such as plasma composition and ambient magnetic fields along with jet Lorentz factors
and jet thermal temperatures. We are currently simulating much larger systems to obtain synthetic
spectra at different times in the nonlinear development where different particle acceleration rates
and magnetic field strengths apply.
3
Fig. 29 Comparison of synthetic spectra (b) with Fermi observations for GRB 080916C
(a). Panel (a) shows modeled Fermi spectra in νF (ν) units at five different times. A flat
spectrum would indicate equal energy per decade in photon energy. The changing shapes
show the evolution of the spectrum over time. Panel (b) shows PIC generated spectra for jet
Lorentz factors of γ = 10, 20, 50, 100, and 300. For each case two simulations are represented
by the same color for cold (thin, lower lines) and warm (thick, upper lines) jet electrons.
The low frequency slope is approximately 1. Adapted from Nishikawa et al (2012)
Nishikawa et al (2012) have also compared the shape of the calculated
spectra with that of the spec ra obtai ed from th observation taken by the
Fermi (Abdo and Fermi GBM Collaboration 2009). Figure 29 shows how the
synthetic spectrum matches with spectra obtained from Fermi observations.
Figure 29a shows the observed spectra in νF (ν) as modeled by (Abdo and
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Fermi GBM Collaboration 2009) at five different times. The red lines in Fig.
29a and 29(b) indicate a slope of one, and except for the Fermi spectrum
at time “a” the low frequency slopes are all approximately one. As shown
in Fig. 29a, prompt emission spectra of GRB 080916C exhibit a remarkably
constant shape (low-energy and hi-energy slopes are different but do not evolve
significantly). On the other hand the peaks of the SED vary significantly with
time. Based on the PIC simulations, this behavior can be interpreted in terms
of declining bulk Lorentz factor.
Behind the reverse shock electrons are accelerated and strong magnetic
fields are generated (e.g., Nishikawa et al 2009). Therefore, this region would
seem more likely to produce the emission that is observed. In the future we will
examine PIC computed spectral changes over time varying plasma conditions
such as plasma composition and ambient magnetic fields along with jet Lorentz
factors and jet thermal temperatures.
Many results on synthesizing spectra from PIC simulations are present
in the literature, however their physical setups are entirely different. The re-
sulted spectra are tested against different mechanism of producing radiation
(e.g., synchrotron, jitter, Bremsstrahlung, or undulator radiation), and their
properties are studied based on the simulation setups.
Unlike synthetic spectra which are calculated self-consistently (i.e., they
are collected in situ), several works (e.g., Hededal 2005; Sironi and Spitkovsky
2009; Medvedev et al 2011) employ a static (or frozen) electric field, although
this field was self-consistently obtained in the PIC simulations. Thus, the par-
ticles are traced around a chosen time step while the electric field is kept
frozen. Therefore, the particles can be seen as test particles. The calculations
of the radiation power were performed based on the Lie´nard-Wiechart poten-
tials (similar to Eq. 63).
As a final remark, it should be noted that a self-consistent calculation
of radiation spectra directly from PIC simulations by tracing particles using
Eq. 63, without making assumptions about the magnetic field, particle orbit,
and so forth, plays an important role when interpreting astrophysical observed
spectra. Including realistic physical description of the plasma, including plasma
jets that contain helical magnetic fields is crucial. Extension of calculating the
spectra with radiative particle cooling, synchrotron self-absorption, and inverse
Compton radiation is also desirable. This effort may also be accompanied by
transcription of the codes for running on graphical processing units to reduce
the computing resources needed.
5.7 PIC simulations of pulsars
A pulsar is a highly magnetized rotating neutron star that emit beams of elec-
tromagnetic radiation from its magnetosphere. Neutron stars are very dense,
and have short, regular rotational periods. Pulsars contain pair plasmas includ-
ing pair production and due to the rotation and pair discharge the dynamics
of pulsars is very active. Further relativistic magnetic reconnection occurs at
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the equatorial current sheet, which is supposed to be one of the candidates
for the source of ultra-high-energy cosmic rays. Based on these fundamental
phenomena with pulsars, PIC simulations have been playing an essential role
in investigation of pulsars.
Sironi and Cerutti (2017) have used the PIC approach to study the origin of
particle emission in the Crab Nebulae, as a prototype of Pulsar Wind Nebulae
(PWNe). They assume that the termination shock of the pulsar wind is respon-
sible for the particle acceleration from PWNe. However, in such a scenario,
the individual particle properties cannot be retrieved from MHD simulations
which leads to the necessity of PIC simulations. Indeed, they found that in
addition to the Fermi process, magnetic reconnection in PWNe powers the
particle acceleration.
Global PIC simulations of pulsar magnetosphere have been performed by
Philippov and Spitkovsky (2018), including pair production, ion extraction
from the surface, frame-dragging corrections, and high-energy photon emis-
sion and propagation. In the case of oblique rotators, the effects of general
relativity increase the fraction of the open field lines that support active pair
discharge. They found that the plasma density and particle energy flux in
the pulsar wind are highly non-uniform with latitude. A significant fraction
of the outgoing particle energy flux is carried by energetic ions, which are
extracted from the stellar surface. Their energies may extend up to a large
fraction of the open field line voltage, making them interesting candidates for
ultra-high-energy cosmic rays. They have shown that pulsar gamma-ray ra-
diation is dominated by synchrotron emission, produced by particles that are
energized by relativistic magnetic reconnection close to the γ-point and in the
equatorial current sheet. In most cases, the calculated light curves contain
two strong peaks, which is in general agreement with Fermi observations. The
radiative efficiency decreases with increasing pulsar inclination and increasing
efficiency of pair production in the current sheet, which explains the observed
scatter in Lγ versus E˙. The high-frequency cutoff in the spectra is regulated
by the pair-loading of the current sheet. Their findings lay the foundation for
quantitative interpretation of Fermi observations of gamma-ray pulsars.
More recently, Philippov et al (2019) simulated the magnetic reconnection
in the magnetospheric current sheet beyond the light cylinder (LC) of different
pulsars. Their simulations have shown that the magnetic reconnection leads
to an efficient plasmoid-dominated regime.
Figure 30 shows the typical structure of the plasma density in the simula-
tions by Philippov and Spitkovsky (2018); here, for a simulation of κ = 100
and κ/RLC ≈ 0.0028, it shows that a vigorous plasmoid chain develops whose
plasma density is partly shown in Figure 30a. Furthermore, Figure 30b and
30c show the toroidal magnetic field component, the light curves of two radio
pulses, and the associated gamma-ray profile. They found that the number of
plasmoids within 2RLC scales approximately as RLC/δ where δ is the current
sheath width. The merging plasmoids are in turn producing fast plasma waves
which become apparent in the toroidal magnetic field component. Such plas-
moids subsequently collide with each other and emit electromagnetic waves
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plasmoid chain formation and many subsequent dynamical
mergers.
3.2. Results
Reconnection starts as the tearing instability breaks up the
current layer into a chain of plasmoids. As these primary
plasmoids move along the sheet, secondary current sheets
between them become sufficiently elongated and also become
unstable, yielding a hierarchical fragmented structure (see
Figure 2(a) for the snapshot of magnetic field lines and plasma
density). Over time, plasmoids grow and merge into larger
ones. Current sheets perpendicular to the main current sheet
form between sufficiently large merging plasmoids. These
sheets also become unstable to secondary tearing and form
secondary plasmoids as shown in the density map in
Figure 2(b). Both small plasmoids in the main sheet and
plasmoids in the secondary perpendicular current sheets can
reach relativistic velocities. As they merge with each other or
collide with the upstream magnetic field (as is the case for
plasmoids in secondary perpendicular current sheets), coherent
time-dependent currents are generated at the interface and
launch a powerful EM wave that lasts until the merger is
complete. These waves propagate in the cold upstream plasma
across the magnetic field, and the wave electric field is
perpendicular both to the background magnetic field and to the
direction of propagation. This polarization corresponds to the
extraordinary mode, which is the fast magnetosonic wave in the
strongly magnetized pair plasma (Arons & Barnard 1986). As
the plasma density goes to zero, these waves become vacuum
EM waves. They are unaffected when they cross the buffer
transition at x=0.2Lx or x=0.8Lx. The electric field of the
waves is then recorded at the edge of the simulation domain,
x=0 and x=Lx.
In Figure 2(c) we show a map of the x-component of the
Poynting flux in a simulation snapshot, where we subtracted
the average reconnection-driven inflowing Poynting flux,
S cB0.1 40 0
2 p» . The circular spikes correspond to outward-
propagating EM waves generated in plasmoid mergers and in
collisions of plasmoids with the upstream field. Each individual
spike is a half-wavelength oscillation, so that the spike
durationτ and the associated frequencyν are related
as τν;1.
Figure 3 shows the evolution of the electric field, normalized
by the reconnection electric field E E B0.1z y0 0= á ñ  , at the
x=0 boundary of the box at y=Ly/2. Here, regions of
Ez<0 correspond to waves that carry energy away from the
layer. In the bottom panel we show a zoom into a short time
interval, when the waves from several different mergers reach
the simulation boundary (only negative values of Ez shown for
clarity). The pulse, e.g., a train of several spikes between
t=3600–3800ωpt, comes from a merger of two large
Figure 1. Plasma density in the 2D global simulation of the striped wind in the equatorial plane, for plasma multiplicity at the stellar surface κ=100. The current
sheet beyond the LC is unstable to tearing instability and is fragmented into plasmoids. The black dashed circle shows the pulsar’s LC. Sub-panels show the zoom-in
into the plasmoid chain in a region highlighted with a white rectangle and present (a) the plasma density, and (b) the toroidal component of the magnetic field. Panel
(c) shows the light curve of two radio pulses (blue and red lines), the radio light curve averaged over two rotational periods of the pulsar (black solid line) and the
gamma-ray profile (black dashed line).
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Fig. 30 Plasma density in the 2D global simulation of the striped wind in the equatorial
plane, for plasma multiplicity at the stellar surfac . The current sheet beyond the light
cylinder is unstable to tearing instabilities and is divided into plasmoids. The black dashed
circle s ows the pulsars light cylinder. P nels a)-c) z om into the plasmoid in the region
highlighted with the white rectangle and present (a) the plasma den ity, and (b) the toroidal
magnetic field component. Panel (c) shows the light curve of two radio pulses (blue and red
lines), the radio light curve averaged over two rotational periods (black solid line) and the
gamma-ray profile (black dashed line).
which become apparent as radio emissions from pulsars (pa el c) where they
have observed comm n features such as the coincidence with high-energy emis-
sions, nano-second du ation an t extreme inst ntaneous brightness of in i-
vidual pulses concluding that pulsar activities are associated to the magnetic
reconnection in the magnetosp eric current sheath.
5.8 Particle acceleration i forced magnetic field turbulence
In order to simulate the energies of electrons and ions in turbulent plasmas
Zhdankin et al (2019) have used a PIC simulation. In their simulations, ultra-
relativistic electrons and sub-relativistic ions are initiated as they might occur
in a variety of astrophysical systems (Shapiro et al 1976; Quataert and Gruzi-
nov 1999; Ryan et al 2018). In a collisionless plasma the turbulence leads to
a more significant growth of the ion energy compared to the electron energy.
They found that the ratio of the energy growth ∆Ee and ∆Ei can be ap-
proximated through ∆Ee/∆Ei ∼ (%e/%i)2/3 where %e,i are the gyro radii of
electrons and ions.
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Figure 13. Chain of flux ropes formed in a reconnecting
current sheet that self-consistently develops in 3D turbulence
(with σ0 = 10, δBrms0/B0 = 1, and L/de0 = 820). Isosur-
faces of the current density Jz are shown in blue color in the
zoomed region, highlighting four flux ropes (3D plasmoids)
elongated along zˆ, i.e., the direction of the mean magnetic
field. The color scheme for the shaded isocontours is such
that blue indicates regions with Jz < 0, while red indicates
regions with Jz > 0.
sity in the direction of the mean magnetic field. The
peak of the PDF for the particles at injection is at a
lower value of |Jz,p|/Jz,rms than in 2D, and in general
there are weaker |Jz,p|/Jz,rms wings for both the PDF
of all particles and the PDF of particles experiencing
injection. This can be attributed to the lower levels of
intermittency that characterize 3D magnetized turbu-
lence with respect to its 2D counterpart (e.g. Biskamp
2003). Nevertheless, about 80% of the particles are in-
jected in regions with |Jz,p| ≥ 2 Jz,rms. On the other
hand, only approximately 11% of the entire population
of particles (at the representative time ct/l = 2.5) re-
side at |Jz,p| ≥ 2 Jz,rms. Therefore, also in 3D, special
locations of high electric current density are associated
with particle injection.
The spatial locations with |Jz| ≥ 2 Jz,rms are associ-
ated with current ribbons that are predominantly elon-
gated along the mean magnetic field B0. In Fig. 12, we
show the morphology of these regions for two represen-
tative planes perpendicular to B0 (taken at ct/l = 2.5).
These regions are sheet-like structures with a variety of
length scales. We can see that the majority of the par-
ticles undergoing injection, whose location is shown by
the red circles, resides at these current sheets. A large
fraction of these current sheets are active reconnection
layers, fragmenting into plasmoids. A typical example of
such reconnecting current sheets is shown in Fig. 13. We
can see four flux ropes (3D plasmoids) that are formed
within the current sheet (and elongated in the direction
of the mean magnetic field), which is the typical signa-
ture of fast plasmoid-mediated reconnection. We will
see in the next subsection that current sheets undergo-
ing fast reconnection are important for having efficient
particle injection, as they are capable to “process” a
significant fraction of particles (from the thermal pool)
during their lifetime in the turbulent plasma.
4.2. Plasmoid-mediated disruption of the current sheets
and efficiency of reconnection-mediated injection
Reconnecting current sheets are a viable source of par-
ticle injection in typical astrophysical systems (`≫ de0)
only if the injection efficiency (i.e., the fraction of par-
ticles going through the injection phase) is large and
independent of system size. Here we show that this is
indeed expected for our turbulence studies.
The rate at which a reconnecting current sheet can
process particles is proportional to the normalized re-
connection speed βR = vR/c, which essentially quan-
tifies the speed of the reconnection process. This rate
would be low for very elongated current sheets, as the
large aspect ratio has the effect of throttling the recon-
nection rate. Indeed, a stable current sheet would be
able to reach an asymptotic width determined by the mi-
crophysics of the plasma. For a relativistic pair plasma,
the steady-state solution for the half-width of a recon-
necting current sheet is (Comisso & Asenjo 2014)
λ∞ ' dw =
√
mc2
4pine2
w , (12)
where w = K3(1/θ)/K2(1/θ) is the enthalpy per particle
in units of mc2. For a thinning current sheet, λ∞ is the
asymptotic limit of its half-width. For θ = kBT/mc
2 
1, dw =
√
γthmc2/3pine2 ∼ de. Then, for a current
sheet of half-length ξ  λ∞, and a compression ratio
between inflow and outflow of order unity, the steady-
Fig. 31 Current densities formed in a reconnecting current sheet developing in 3D tur-
bulence (with σ0 = 10, δBrms0/B0 = 1, and L = de0 = 820). In the zoomed region, the
isosurfaces (in blue color) show the current density Jz, highlighting four 3D plasmoids as flux
ropes along ez , parallel to the mean magnetic field. In all panels, blue isocontours indicate
regions with Jz < 0, while red indicates regions with Jz > 0.
Comisso and Sironi (2019) have investigated the interplay between tur-
bulence and magnetic reco nection in generating non-thermal partic es in
magnetically-dominated pair plasmas. They found that the turbulence evo-
lution leads to the generation of a non-thermal particle distributi with a
power-law tail. The slope is harder for larger magnetizations and stronger tur-
bulence fluctuations, and it can be as hard as p . 2. The further particle
injection is controlled by plasmoid-mediated reconnection as a self-consistent
phenomenon in the turbulent plasma. Fig. 31 shows an example of reconnect-
ing current sheets for σ0 = 10, δBrms0/B0 = 1, and L = de0 = 820 where the
magnetic field is parallel to the z-direction. It illustrates that these current
sheets randomly ho t region with cur ent d nsities smaller than zero (red
contour lines) and larger than zero (blue contour lines). The close-up regions
shows the emergence of four 3D lasmaoids parallel to magnetic field which
is the typical signature of fast plasmoid-mediated reconnection which controls
the further particle injection.
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Once particles are injected, they are further accelerated by the stochas-
tic scattering off turbulent fluctuations. Th electric fields in the reconnection
layers contribute in two different ways: Whilst the parallel electric fields con-
tribute the initial energy increase of the system, the perpendicular fields of
turbulent fluctuations dominate the energization of high-energy particles.
Their simulations suggest that hard radio spectrum of the Crab Nebula
(Lyutikov et al 2019) can be explained by large plasma magnetizations and
strong turbulent fluctuations and that, in general, magnetically dominated
plasma turbulence lead to particle acceleration which might be relevant for
extreme astrophysical systems (Takahashi et al 2009).
It should be noted that electrons can be further accelerated to higher
Lorentz factors on account of turbulent acceleration, as in kinetic simulations
of driven magnetized turbulence (e.g., Comisso and Sironi 2019; Zhdankin
et al 2019). In these simulations turbulent magnetic fluctuations are exter-
nally forced in the simulation system, and so the energy source for turbulence
is not self-consistent. In contrast to the driven turbulence, in our simulations
turbulent magnetic field (multiple magnetic field islands) as shown in Fig. 27
are self-consistently generated in the relativistic jet through the untangling of
the helical magnetic field. Particles can be directly accelerated in the magnetic
reconnection regions and also through interactions with the magnetic islands
that are visible in e.g. Fig. 24.
5.9 PIC simulations of laser plasmas
In addition to studying astrophysical plasmas, the recent development of com-
putational power allows the PIC simulation study of the interaction of plasmas
and laser beams, such as the high-speed acceleration of electrons through the
laser wakefield acceleration (LWFA) where an intense laser pulse is fired into
a plasma creating a density wake whose electric field pushes charged particles
like electrons (e.g., Esarey et al 2009; Palastro et al 2020).
Esarey et al (2009) reviewed laser-driven plasma-based accelerators, which
are capable of supporting fields in excess of 100 GV/m, including the laser
wakefield accelerator, the plasma beat wave accelerator, the self-modulated
laser wakefield accelerator, plasma waves driven by multiple laser pulses, and
highly nonlinear regimes. They have discussed the properties of linear and non-
linear plasma waves as well as the electron acceleration in plasma waves. Ad-
ditionally, they have summarized methods for injecting and trapping plasma
electrons in plasma waves as well as limits to the electron energy, includ-
ing laser pulse diffraction, electron dephasing, laser pulse energy depletion,
and beam loading limitations. They have also described the basic physics of
laser pulse evolution in under-dense plasmas including the propagation, self-
focusing, and guiding of laser pulses in uniform plasmas and with preformed
density channels. Instabilities relevant to intense short-pulse laser-plasma in-
teractions, such as Raman, self-modulation, and hose instabilities, have been
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discussed. Experiments demonstrating key physics, such as the production of
high-quality electron bunches at energies of 0.1 - 1 GeV, are summarized.
evolve via d2r /dz2+k
2r−n
2 /2r
3=0, where n is the
normalized beam emittance, assuming linear focusing
forces and neglecting beam space charge, energy spread,
and acceleration. Here k
2 =eEr /mec2r, e.g., k=2 /
=kp /2 in the blow-out regime. The condition for the
bunch to be matched propagates at constant bunch ra-
dius rm in such a focusing channel is rm= n /k1/2.
For example, n0=1017 cm−3 p=100 m, =1000, and
n=1 mm mrad give =4.7 mm, rm=0.86 m, and
Errm=780 MV/m.
One consequence of betatron motion of a relativistic
electron in the plasma focusing fields is the emission of
betatron i.e., synchrotron radiation Wang et al., 2002;
Esarey et al., 2002; Kostyukov et al., 2003; Rousse et al.,
2004. This radiation is characterized by the betatron
strength parameter a=kr, which is analogous to the
undulator strength parameter in conventional synchro-
trons, where r is the betatron orbit amplitude. The ra-
diation frequency on axis is =22Nhck / 1+a
2 /2, as-
suming 2
1+a
2 /2, where Nh is the harmonic number
Esarey et al., 2002. For a
21, emissions occur prima-
rily at Nh=1. For a
2
1, emission occurs in a multitude
of harmonics with the maximum intensity occurring near
the critical harmonic Nc3a
3 /4. Note that a varies
throughout an electron beam, e.g., an electron propagat-
ing along the axis has r=0 and an electron at the beam
edge has the maximum r. As the beam radiates, the
mean energy decreases and the normalized energy
spread can increase Michel, Schroeder, et al., 2006. For
plasma accelerators, a can be large and the radiation
can extend into the hard x-ray regime. Betatron radia-
tion has been observed in the blow-out regime for both
electron beam-driven Wang et al., 2002; Johnson et al.,
2006 and laser-driven Rousse et al., 2004; Ta Phuoc et
al., 2006 wakes.
Assuming a spherical ion cavity of radius rB centered
at r=0 and =0 , moving at relativistic velocities, the
axial electric field Ez, radial electric field Er, and azi-
muthal magnetic field B within the cavity are Ko-
styukov et al., 2004; Lu, Huang, Zhou, Tzoufras, et al.,
2006
Ez  kp/2E0, 48
Er  kpr/4E0, 49
B  − kpr/4E0. 50
The axial electric field is maximum when rB. The
transverse wakefields are electromagnetic such that the
radial focusing force on a highly relativistic electron
moving along the axis is Fr=Er−B= kpr /2E0, i.e., an
effective focusing field given by Eq. 47.
An example of an electron beam driven wake in the
blow-out regime is shown in Fig. 17, which shows the
spatial plasma density response to an electron beam
with energy 0.5 GeV, density nb=5n0, and rms longitu-
dinal and transverse beam sizes kpz=kpx=kpy
=1/2 Gaussian profiles, propagating in an initially
uniform plasma of density n0=51017 cm−3 the elec-
tron beam is moving toward the right. These electron
beam parameters are similar to those produced by LPA
experiments at Lawrence Berkeley National Laboratory
LBNL Leemans, Nagler, et al., 2006. Figure 17 was
obtained using a modified version of the PIC code PSC
Ruhl, 2000 in three dimensions using four particles per
cell and transverse and longitudinal cell sizes of 0.7 m.
In Fig. 17, the beam has pinched to nb10n0 with nbr
2
approximately equal to the initial value. Behind the
electron beam, the cavitated region extends out to a ra-
dius kprB3, which is much larger than the electron
beam radius and somewhat smaller than that predicted
by theory Lu et al., 2005, kbrB2b4.5, where b
= nb /n0kp
2r
2=5.
For laser drivers, plasma blowout can occur in many
regimes, including the long pulse self-modulated regime
Sun et al., 1987; Kurki-Suonio et al., 1989; Sprangle et
al., 1992; Mora and Antonsen, 1996 and the short-pulse
LWFA regime Pukhov and Meyer-ter-Vehn, 2002; Ko-
styukov et al., 2004; Gordienko and Pukhov 2005; Lu,
Huang, Zhou, Mori, et al., 2006, 2007; Lu, Huang, Zhou,
Tzoufras, et al., 2006. For example, for a long laser
pulse with a slowly varying axial profile Sun et al., 1987,
the plasma density profile is determined by balancing
the radial ponderomotive force with the space charge
force. The plasma density in the long pulse adiabatic
limit is then given by
n/n0 = 1 + kp
−2
2 1 + a21/2, 51
assuming circular polarization. For a Gaussian pulse
profile, a2=a0
2 exp−2r2 /r0
2, the on-axis r=0 density is
n0 /n0=1− 4/kp
2r0
2a0
2 / 1+a0
21/2. This indicates that
complete blowout of the plasma electrons, n0=0, oc-
curs for a laser intensity satisfying
FIG. 17. Color Electron density wake from an electron beam
with energy 0.5 GeV, peak density nb=5n0, and rms beam
sizes kpx=kpy=kpz=1/2 Gaussian profiles. The electron
beam is moving toward the right with its center located at
kpz=62.5 in a plasma of density n0=51017 cm−3. Numerical
parameters: four particles per cell and cell size in all direc-
tions of 0.7 m.
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Fig. 32 (Color) Electron den-
sity wake from an electron
beam with energy of 0.5 GeV,
peak density nb = 5n0, n0 =
5 × 1017cm−3, and rms beam
sizes kpσx = kpσy = kpσy =
1/
√
2 (in Gaussian profiles).
The electron beam is moving
toward the right with its cen-
ter located at kpz = 62.5. In
each cell, there are four par-
ticles and the cell size (in all
directions) is 0.7µm. This fig-
ure is adapted from Figure 17
in (Esarey et al 2009).
Esarey t al (2009) showed the 3D PIC simulation of a nonlinear plasma
wakefield accelerator (PWFA) in the bubble, blow-out and cavitation regime
where the f cusing force in the latter two regi ns can be very large. For exam-
ple, the r dial spac charge field of a long ion channe is Er = E0(kpr/2). At
he edge of n e ctron b am with radius σr, this can be written in convenient
units as
Er(MV/m) ' 9.06× 10−15n(cm−3)σr(µm). (64)
This radial force will cause a relativistic electron with γ  1 to perform be-
tatron oscillations about the axis with a betatron wavelength λβ = (2γ)
1/2λp.
Here the plasma wavelength is defined through λp = 2pic/ωp = 2pi/kp with
the plasma frequency ωp = (4pin0e
2/me)
1/2.
One consequence of the betatron motion of a relativistic electron in the
plasma focusing fields is the emission of betatron (i.e., synchrotron) radiation
which has been observed in the blow-out regime for both the electron beam-
rive and laser- riven wakes. This radiation is characterized by the betatron
strength para eter αβ = γkβrβ , which is analogous to the undulator strength
parameter in conventional synchrotron, where rβ is the betatron orbit ampli-
tude and kβ = 2pi/λβ = kp/
√
2γ the betatron’s wave number. As the beam
radiates, the mean energy decreases and the normalized energy spread can in-
crease. For plasma accelerators, αβ can be large and the radiation can extend
into the hard x-ray regime.
An example of an electron beam-driven wake in the blow-out regime is
shown in Fig. 32, illustrating the spatial plasma density response to an electron
beam with energy of 0.5 GeV, density nb = 5n0, n0 = 5× 1017cm−3, and rms
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longitudinal and transverse beam sizes kpσx = kpσy = kpσy = 1/
√
2 (in
Gaussian profiles). It shows that the electron beam, propagating initially in a
uniform plasma, moves towards the right.
Recently, Yano et al (2019) have analized the propagation of short and
ultra-intense laser pulses in a semi-infinite space of over-dense hydrogen plasma
via fully-relativistic, real geometry PIC simulations including radiation fric-
tion. The relativistic transparency and hole-boring regimes are found to be
sensitive to the transverse plasma field, backward light reflection, and laser
pulse filamentation.
Popruzhenko et al (2019) have shown that in the interaction of laser pulses
of extreme intensity (> 1023Wcm−2) with high-density, thick plasma targets,
significant radiation friction losses in simulations, in contrast to thin targets
for which such losses are negligible. They have presented an analytical calcula-
tion, based on classical radiation friction modeling, of the conversion efficiency
of the laser energy into incoherent radiation in the case when a circularly po-
larized pulse interacts with a thick plasma slab of overcritical initial density.
By accounting for three effects including the influence of radiation losses on the
single electron trajectory, the global ‘hole boring’ motion of the laser-plasma
interaction region under the action of radiation pressure, and the inhomogene-
ity of the laser field in both longitudinal and transverse direction, they found
a good agreement with the results of 3D PIC simulations. Overall, the col-
lective effects greatly reduce radiation losses with respect to electrons driven
by the same laser pulse in vacuum, which also shift the reliability of classical
calculations up to higher intensities.
In the regime of interest here, an ultra-intense laser pulse of frequency ω
and dimensionless field amplitude a0 = eEL/meωc (with EL the electric field
amplitude) interacts with a strongly over-dense (electron density ne  nc =
meω
2/4pie2, the cut-off density) plasma target which remains opaque to the
laser light. The radiation pressure of the laser light is high enough to produce
‘hole boring’ (HB) in the target, i.e., the plasma surface is driven at an average
velocity
vHB
c
=
√
Ξ
1 +
√
Ξ
, Ξ =
IL
ρc3
=
Zncme
Anemp
a20 (65)
where IL = cE
2
L/4pi = mec
3nca
2
0 is the laser intensity. Equation (1) can be
obtained by balancing the mass and momentum flows at the surface and is
valid for total reflection of the laser light in the frame co-moving with the
surface, i.e., in the absence of dissipative effects. If a fraction η of the laser
intensity is dissipated, for example due to RF losses, equation 65 may be
modified by replacing IL with IL(1 − η/2). In the case of their simulations
this would lead at most to a ' 5% decrease in vHB at the highest intensity
considered (a0 = 800).
An analysis of the 3D distribution functions of the radiation power density
P(x, r, vx) (calculated as P = −nev ·Frad and of the electron and ion density
ne,i(x, r, vx) extracted from the PIC simulation shows that most of the emitted
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radiation comes from electrons having velocities vx > 0, and located close to
the receding front of the ion density. This is illustrated for the a0 = 500 case in
Figure 33 where spacetime plots in the (x, t) plane are shown for the radiation
power and the particle densities at r = 1λ, where the former has its radial
maximum.
although analytically calculated values still exceed the PIC results by approximately 5 times at a0=400 and
3 times at a0=750.
5. Effects offield inhomogeneity
Finally, we account for the attenuation of the laser field in the plasma and the dependence of the laser intensity
on time and its radial distribution in the focal spot. The laser field amplitude a0 is not constant within the
evanescence lengthℓs, but dropping down, leading to a considerable decrease of the ‘efficient’ value of a0
entering equations (15) and (16). Figure 3 based on theHBmodel of [30] sketches the electron and the ion
density distributions along the propagation direction at the initial stage of the interactionwhen the electrons are
pushed forward by light pressure, while the ions still remain immobile and homogeneously distributed inside
the plasma layer. Taking the electron density for x>d in the form
= + - - -( ) ( ) ( )ℓ( )n x n n n e , 18e p x d0 0 0 s
we replace a step distribution employed in [21] by a decaying exponent. Assuming that n np0 0with np0 being
themaximal density of electrons and n0 is the initial density equal to that of ions, we obtain for the electric field
inside the layer
p= - - -( ) ( ) ( )ℓ( )E x e n n l4 e 19p s x d0 0 s
with themaximal value
p pº = = - »ℓ ℓ( ) ( ) ( )E E x d e n n en4 4 20d p s p s0 0 0
achieved at the electron surface. Taking into account that l= ¢ℓn N a rp s x0 0 0 (3)we obtain for themaximal
longitudinal field
Figure 2. Space–time plots of the radiation power density ( )x t, (top, logarithmic scale, arbitrary units), ion density ni(x, t) (middle)
and electron density ne(x, t) (bottom) all evaluated at r=1λ distance from the axis. Awhite curve on the upper panel shows the
radiation power integrated over x.
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Fig. 33 Spacetime plots of
the radiation power density
P(x, t) (top, logarithmic scale,
arbitrary units), ion density
ni(x, t) (middle) and electron
density ne(x, t) (bottom) all
evaluated at r = 1λ dis-
tance from the axis. A white
curve on the upper panel shows
the radiation power integrated
over x.. Adapted from Fig.2 in
(Popruzhenko et al 2019)
The density fronts move in the forward direction with average velocity
' 0.41c, in fair agr ement with the value νHB .47c given by equation 65.
Small oscillations in the front position are visible in correspondence of the
generation of plasma bunches in the forward direction. The power density plot
shows that most of the emission originates close to the HB front. Emission
due to returning electrons with velocity ' c is visible after t = 11TL, but its
contributio t the tot l emitted power is sm ll, presumably because of the
low density in the returning jets (as seen on the ne(x, t) plot).
As clearly se n from the plot of the x-integrate radiation power shown on
the upper panel, spikes of radiation occur in correspondence of the generation
of plasma bunches. Such spikes may be explained by the enhanced penetration
of the las r fiel into the plasma at these time i sta ts. Since the spikes remain
close to the HB front, no strong modification of vx is correlated with them.
Consistently with these observations, they assume that on the average the
radiating electrons move with velocity vx = vHB given by Eq. 65. The account
of the longitudinal motion improves the agreement.
Arber et al (2015) have explained the conceptual design of the PIC pack-
age of the EPOCH code. EPOCH is one of the famous packages in the laser-
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plasma research community. There are several approaches on radiation pro-
cesses, however, with increasing computer power, the combination of PIC codes
with a Monte-Carlo method including quantum electrodynamics (QED) cross-
sections or probability rates becomes more and more feasible.
Modern PIC codes tend to add to high-order shape functions describ-
ing the spatial distribution of individual, real particles in a computational
super-particle, Poisson preserving field updates, collisions, ionisation, a hy-
brid scheme for solid density and high-field QED effects. In addition to these
physics packages, the increase in computing power now allows simulations with
real mass ratios, full 3D dynamics and multi-speckle interaction. Arber et al
(2015) have presented a review of the core algorithms used in current laser-
plasma specific PIC codes. They also report estimates of self-heating rates,
convergence of collisional routines and test of ionisation models which are not
readily available elsewhere. Having reviewed the status of PIC algorithms they
have presented a summary of recent applications of such codes in laser-plasma
physics, concentrating on stimulated Raman scattering, short-pulse laser-solid
interactions, fast-electron transport, and QED effects.
Gonsalves et al (2019) have reviewed common extensions of PIC schemes
which account for strong field phenomena in laser-plasma interactions. After
describing the physical processes of interest and their numerical implementa-
tion, they provided solutions for several associated methodological and algo-
rithmic problems. They proposed a modified generator that precisely models
the entire spectrum of incoherent particle emission without any low-energy
cutoff, and which imposes close to the weakest possible demands on the nu-
merical time step. Based on this, they also developed an adaptive event gener-
ator that subdivides the time step for locally resolving QED events, allowing
for efficient simulation of cascades. Further, they presented a new and uni-
fied technical interface for including the processes of interest in different PIC
implementations. Two PIC codes which support this interface, PICADOR and
ELMIS, are also briefly reviewed.
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FIG. 1. Schematic representation of the typical EM-energy
deposition.
classical plasma physics the emission intensity dramati-
cally increases due to coherency, which enhances the in-
dividual incoherent synchrotron emissions by a factor of
the number of particles emitting coherently. This num-
ber can be roughly estimated as the number of particles
within the typical space scale λ3 where λ = 2pic/ω is
wave length. Thus, if the wave length is larger than the
typical distance between particles, we have an additional
factor ∼ c3Neω−3, where Ne is the electron density. (Po-
tentially, the particles can emit coherently even when
separated by distances larger than the wave length, but
this is an exceptional case which requires some external
synchronisation.) As a result, for ω < ωcoh = cN
1/3
e
the emission intensity increases with decreasing ω as
I ∼ ω−8/3 1. This rise continues down to the typi-
cal macroscopic scales characterising the system, such
as e.g. the plasma frequency ωp, laser frequency ωL, and
the frequency ωt = c/Rt associated to the typical space
scale Rt of the target/process.
For laser-plasma interactions the typical frequency
scale lies in the range 1014 –1017 s−1, or photon en-
ergies of 0.1 eV to 100 eV. For the typical density of
plasma generated from the ionisation of solid targets
(Ne ∼ 1021 cm−3) the value of ωcoh can be estimated
as ~ωcoh ∼ keV. To estimate the typical value of ωc for
the case of significant radiation losses, we can equate the
energy emitted by an individual particle during a single
laser cycle to the particle’s energy of oscillation. For op-
tical laser frequencies this yields a ∼ 100 as the typical
EM-field amplitude where radiation losses become sig-
nificant. This corresponds to ωc ∼ 10−21 s−1 or photon
energies of the order of 1 MeV.
1 The power-law decay for the spectrum coincides with that ob-
tained from the ROM model for HHG via irradiation of a semi-
infinite plasma [16], though we obtain it here from completely
different arguments that are not related to any specific geome-
try.
Based on the above arguments we illustrate in Fig. 1
the EM-energy distribution using the function ω∂I/∂ω,
the integral of which (w.r.t. logω) gives the emitted en-
ergy. Note the log-scales. The figure illustrates the pres-
ence and separation of the two regions of EM-energy
deposition, which is the basis of the dual treatment of
the EM-field described above: the grid approach for low
frequency emissions and the particle approach for high-
frequency emissions.
The incoherent peak is not necessarily separated in
case of low intensities, but then it will contain a neg-
ligible part of the emitted energy. Based on the above
arguments though, we assert that once the intensity be-
comes sufficient to convert a notable part of the particle
energy into incoherently emitted radiation, then the in-
coherent peak appears in a well separated spectral region
and the dual description of the electromagnetic field be-
comes possible.
Our arguments so far have been general and have not
relied on any specific geometry. To demonstrate the va-
lidity of our arguments we now present numerical results
for a particular case. We consider the so-called giant at-
tosecond pulse generation in the process of an overdense
plasma irradiation by an ultrarelativistic laser in the rel-
ativistic electronic spring (RES) regime [17]. We choose
this example because it is a ‘worst case’ scenario; a very
wide (far beyond I ∼ ω−8/3) spectrum of coherent emis-
sion is generated, which means that the two radiation
regions could potentially have significant overlap, invali-
dating our results; we will see that this does not happen.
According to the predictions of RES for optimal con-
ditions, we consider an angle of incidence θ = 60◦ and
relativistic similarity parameter S = n/a = 0.375, where
n is the plasma density in units of critical density, and a
is the radiation amplitude in relativistic units. We have
performed PIC simulations for three different intensities
with optimal density calculated according to the given
S. As our aim here is only to verify the predicted form
of the radiation spectrum, we turn off pair production,
consider the ions to be immobile, assume a sharp drop
for the plasma density and consider only one cycle of the
incident radiation.
In Fig. 2 we show the spectra obtained by Fourier
transformation of the generated field structure (solid
curves) and by accounting for the photons produced
by the adaptive event generator described in Sect. IV H
(dashed curves). The spectral energy density is normal-
ized to the initial energy of the incident radiation I0. As
one can see, once the energy of the incoherent emission
becomes large enough to require inclusion in the PIC sim-
ulation, its spectrum appears in a region well-separated
from that of the coherent emission, as predicted. Taking
more realistic conditions in our simulation would most
probably result in a narrower spectrum of coherent emis-
sion, which would match even better with our general
conclusions.
Fig. 34 Schematic representa-
tion of the typical EM-energy
deposition as a function of laser
frequency for a typical lasma-
plasma interaction. Adapted
from Fig. 1 in (Gonoskov et al
2015)
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Gonoskov et al (2015) have discussed the electromagnetic energy distribu-
tion in a laser-plasma interaction using the function ω∂I/∂ω, the integral of
which (w.r.t. lnω) gives the emitted energy shown in Fig. 34. It illustrates the
separation of two regions of electromagnetic energy deposition, which is the
basis of the dual treatment of the EM-field: the radiation that can be resolved
by the numerical grid (coherent peak) for low frequency emissions and the in-
teraction of the electromagnetic field with charged particles (incoherent peak)
for high-frequency emissions. The incoherent peak is not necessarily separated
for low intensities, but then it will contain a negligible part of the emitted
energy only. However, if the intensity becomes sufficiently high converting a
significant part of the particle energy into the incoherently emitted radiation,
the incoherent peak will appear in a well which makes the separated spectral
region and the dual description of the electromagnetic field possible.
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Fig. 35 Extension of the PIC approach for taking into account novel channels of energy
transformation that could be triggered by laser fields of extreme intensity. Adapted from
Fig. 7 in (Gonoskov et al 2015)
Their arguments so far have been general and have not relied on any spe-
cific geometry. In order to demonstrate the validity of their arguments they
have presented numerical results for a particular case. They considered the
so-called giant attosecond pulse generation in the process of an over-dense
plasma irradiation by an ultra-relativistic laser in the relativistic electronic
spring regime (Gonoskov et al 2011). They chose this example because it is a
‘worst case’ scenario; a very wide (far beyond I ∼ ω−8/3) spectrum of coher-
ent emission is generated, which means that the two radiation regions could
potentially have significant overlap, invalidating their results; they saw that
this did not happen.
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Despite the common origin for all energy deposition in Fig. 34, they used
the word field to mean coherent, low frequency radiation which can be resolved
on the simulation grid, and the word photons to refer to the incoherent, high
frequency radiation given by an ensemble of photons. Using this notation in
Fig. 35 they have shown, schematically, three qualitatively different forms of
energy allocation and the possible channels for conversion of energy between
them. Conventional PIC simulations is indicated by the darker solid line con-
nected between Particles and Field. One of basic interests in laser physics is
electron-positron pair production.
High-energy photons can interact with an arbitrary number of laser pho-
tons and produce real electron-positron pairs. This generalization of the Breit-
Wheeler process is called “stimulated pair production.” It is a perturbative
process in the interaction between the stimulating photon and the pair. How-
ever, the interaction between the photon and the background can have both
stimulated (perturbative) and non-perturbative dependencies on field strength
and kinematics as shown in Fig. 35 (e.g., Torgrimsson et al 2018; Nousch et al
2016). In the PIC simulations with QED effect, nonlinear Compton scattering
is also implemented where the electron is excited by a laser and emits a photon.
When a charged particle is accelerated by an external field, it emits radiation.
In the case that the electron is excited by a laser and emits a photon, it is
called “nonlinear Compton scattering”.
The dashed lines in Fig. 35 indicate, for completeness, the processes which
can be neglected. This is annihilation, absorption and the negligible loss of
energy in Sauter-Schwinger pair creation. They remarked that neither spin
nor polarisation are included in the code.
As one of laser physics applications the Inertial Confinement Fusion (ICF)
has been extensively studied (e.g., Olson et al 2020).
The new methods of PIC simulations of laser plasmas have been extensively
developed and these new methods would be utilized for astrophysical plasmas
in the near future.
5.10 Future PIC simulations of electromagnetic radiation from relativistic
jets generated by binary mergers
The first direct observation of gravitational waves was made on 14 September
2015 and was announced by the LIGO and Virgo collaborations on February,
11th, 2016 (e.g., Abbott et al 2016a,b). The waveform, detected by both LIGO
observatories, matched the predictions of general relativity for a gravitational
wave emanating from the inward spiral and merge of a pair of black holes of
around 36 and 29 solar masses and the subsequent “ringdown” of the single
resulting black hole. This was the first observation of a binary black hole
merger, demonstrating both the existence of binary stellar-mass black hole
systems and the fact that such mergers could occur within the current age of
the universe.
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One year later, a gravitational wave (GW170817) signal was observed by
the LIGO and Virgo detectors on August, 17th 2017 which was produced
during the last minutes of two neutron stars spiralling closer to each other and
finally merging, and is the first GW observation which has been confirmed
by the accompanying EM waves (e.g., Abbott et al 2017a,b). Unlike the five
GW detections prior to this event, which were caused by merging black holes
not expected to produce a detectable electromagnetic signal, the signal of this
merger was also seen by 70 observatories on several continents and in space,
across the electromagnetic spectrum, marking a significant breakthrough for
multi-messenger astronomy (e.g., Abbott et al 2017a,b,c).
(a) (b)The Astrophysical Journal, 746:48 (15pp), 2012 February 10 Metzger & Berger
with specific stellar populations). Because merger counterparts
are predicted to be faint, obtaining a spectroscopic redshift
is challenging (cf. Rowlinson et al. 2010), in which case
spectroscopy of the host galaxy is the most promising means
of obtaining the event redshift.
It is important to distinguish two general strategies for con-
necting EM and GW events. One approach is to search for a
GW signal following an EM trigger, either in real time or at
a post-processing stage (e.g., Finn et al. 1999; Mohanty et al.
2004). This is particularly promising for counterparts predicted
to occur in temporal coincidence with the GW chirp, such as
short-duration gamma-ray bursts (SGRBs). Unfortunately, most
other promising counterparts (none of which have yet been
independently identified) occur hours to months after coales-
cence.6 Thus, the predicted arrival time of the GW signal will
remain uncertain, in which case the additional sensitivity gained
from this information is significantly reduced. For instance, if
the time of merger is known only to within an uncertainty of
∼ hours (weeks), as we will show is the case for optical (radio)
counterparts, then the number of trial GW templates that must
be searched is larger by a factor ∼104–106 than if the merger
time is known to within seconds, as in the case of SGRBs.
A second approach, which is the primary focus of this paper,
is EM follow-up of GW triggers. A potential advantage in this
case is that counterpart searches are restricted to the nearby
universe, as determined by the ALIGO/Virgo sensitivity range
(redshift z . 0.05–0.1). On the other hand, the large error
regions are a significant challenge, which are estimated to be
tens of square degrees even for optimistic configurations of GW
detectors (e.g., Gu¨rsel & Tinto 1989; Fairhurst 2009; Wen &
Chen 2010; Nissanke et al. 2011). Although it has been argued
that this difficulty may be alleviated if the search is restricted
to galaxies within 200 Mpc (Nuttall & Sutton 2010), we stress
that the number of galaxies with L & 0.1 L∗ (typical of SGRB
host galaxies; Berger 2009, 2011) within an expected GW error
region is ∼400, large enough to negate this advantage for most
search strategies. In principle the number of candidate galaxies
could be reduced if the distance can be constrained from the
GW signal; however, distance estimates for individual events
are rather uncertain, especially at that low of S/Ns that will
characterize most detections (Nissanke et al. 2010). Moreover,
current galaxy catalogs are incomplete within the ALIGO/Virgo
volume, especially at lower luminosities. Finally, some mergers
may also occur outside of their host galaxies (Berger 2010;
Kelley et al. 2010). Although restricting counterpart searches to
nearby galaxies is unlikely to reduce the number of telescope
pointings necessary in follow-up searches, it nevertheless can
substantially reduce the effective sky region to be searched,
thereby allowing for more effective vetoes of false positive
events (Kulkarni & Kasliwal 2009).
At the present there are no optical or radio facilities that can
provide all-sky coverage at a cadence and depth matched to
the expected light curves of EM counterparts. As we show in
this paper, even the Large Synoptic Survey Telescope (LSST),
with a planned all-sky cadence of four days and a depth of
r ≈ 24.7 mag, is unlikely to effectively capture the range of
expected EM counterparts. Thus, targeted follow-up of GW
6 Predicted EM counterparts that may instead precede the GW signal include
emission powered by the magnetosphere of the NS (e.g., Hansen & Lyutikov
2001; McWilliams & Levin 2011; Lyutikov 2011a, 2011b), or cracking of the
NS crust due to tidal interactions (e.g., Troja et al. 2010; Tsang et al. 2011),
during the final inspiral. However, given the current uncertainties in these
models, we do not discuss them further.
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Figure 1. Summary of potential electromagnetic counterparts of NS–NS/
NS–BH mergers discussed in this paper, as a function of the observer angle,
θobs. Following the merger a centrifugally supported disk (blue) remains around
the central compact object (usually a BH). Rapid accretion lasting .1 s
powers a collimated relativistic jet, which produces a short-duration gamma-
ray burst (Section 2). Due to relativistic beaming, the gamma-ray emission
is restricted to observers with θobs . θj , the half-opening angle of the jet.
Non-thermal afterglow emission results from the interaction of the jet with
the surrounding circumburst medium (pink). Optical afterglow emission is
observable on timescales up to ∼ days–weeks by observers with viewing angles
of θobs . 2θj (Section 3.1). Radio afterglow emission is observable from all
viewing angles (isotropic) once the jet decelerates to mildly relativistic speeds
on a timescale of weeks–months, and can also be produced on timescales of
years from sub-relativistic ejecta (Section 3.2). Short-lived isotropic optical
emission lasting ∼few days (kilonova; yellow) can also accompany the merger,
powered by the radioactive decay of heavy elements synthesized in the ejecta
(Section 4).
(A color version of this figure is available in the online journal.)
error regions is required, whether the aim is to detect optical
or radio counterparts. Even with this approach, the follow-
up observations will still require large field-of-view (FOV)
telescopes to cover tens of square degrees; targeted observations
of galaxies are unlikely to substantially reduce the large amount
of time to scan the full error region.
Our investigation of EM counterparts is organized as follows.
We begin by comparing various types of EM counterparts, each
illustrated by the schematic diagram in Figure 1. The first is an
SGRB, powered by accretion following the merger (Section 2).
Even if no SGRB is produced or detected, the merger may still
be accompanied by relativistic ejecta, which will power non-
thermal afterglow emission as it interacts with the surrounding
medium. In Section 3 we explore the properties of such “or-
phan afterglows” from bursts with jets nearly aligned toward
Earth (optical afterglows; Section 3.1) and for larger viewing
angles (late radio afterglows; Section 3.2). We constrain our
models using the existing observations of SGRB afterglows,
coupled with off-axis afterglow models. We also provide a re-
alistic assessment of the required observing time and achiev-
able depths in the optical and radio bands. In Section 4 we
consider isotropic optical transients powered by the radioac-
tive decay of heavy elements synthesized in the ejecta (referred
to here as “kilonovae,” since their peak luminosities are pre-
dicted to be roughly one thousand times brighter than those
of standard novae). In Section 5 we compare and contrast the
potential counterparts in the context of our four Cardinal Virtues.
2
Fig. 36 a) Schematic illustration of a possible scenario by whic the accreti n nto the
magnetar remnant of a BNS m rger could power an ul ra-relativistic short GRB j t Metzger
(2017b). b) Summary of potential EM counterparts of BNS/BBH mergers Metzger and
Berger (2012).
Figure 36a shows the schematic illustration of a possible scenario by which
the accr tion onto the mag etar remnant of a binary eutron tar merge
could power an ultra-relativistic sho t GRB jet (Nagakura et al 2014; Met-
zger 2017a,b; Sha iro 2017; Ciolfi et al 2017). Strong magnetic fields in the
polar region confine the hot atmosphere f the proto-NS (Thom son 2003),
preventing the formation of a steady neutrino-driven wind in this re ion. Ope
magn tic field lin s, which thread the accretion disk or shear boundary layer,
carry the Poyn ng flux powering the GRB jet (e.g., Rezzolla et al 2011). These
field lines are relatively devoid of baryonic matter due to the larg centrifu-
gal barrier, enabling the outflow to accelerate which attains high asymptotic
Lorentz factors. At larger radii within the disk, outflows will be more heavily
mass-load d and form potential collimating agent for the jet.
The observed hort GRB 170817A (Abbott et al 2017a,b,c; Goldstein et al
2017; Savchenko et al 2017; Granot et al 2018; Shibata et al 2017; Lazzati et al
2018) constrains the properties of a jet associ t d with GW170817 (Ioka and
Nakamura 2018). The emission from the jet is beamed into a narrow (half-
)angle ∼ 1/Γ where Γ is the Lorentz factor of the jet, while the de-beamed
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off-axis emission is also inevitable outside∼ 1/Γ as a consequence of relativistic
effects (see Fig. 36b). Abbott et al (2017c) proposed three potential jet viewing
geometries and jet profiles that could explain the observed properties of GRB
170817A. To begin with, they have considered the most simple uniform top-
hat jet with uniform brightness and a sharp edge. It would be very important
to simulate structured jets with jet densities and velocities as described in
Fig. 5 of (Abbott et al 2017c). The third potential jet viewing geometry is
a uniform jet and cocoon. In the future, these potential viewing geometries
will be examined with RPIC simulations of global jets in a similar way as
performed by Nishikawa et al (2016b, 2017, 2019); Nishikawa et al (2020).
Abdalla et al (2017) provided the time line of observations following the
detection of GW170817 with a focus on the high-energy, non-thermal domain.
A complete picture of the multi-wavelength and multi-messenger campaign
is given by Abbott et al (2017a). Future PIC simulations of global jets and
associated radiation will provide a possible insight of the timeline of multi-
messenger observations.
Further investigation needs to be performed on the short gamma-ray bursts
generated by merging binary neutron stars (BNS) (Ruiz et al 2018; East et al
2016; Kawamura et al 2016), by binary black holes (BBH) (Kelly et al 2017), or
a neutron star and black hole (Paschalidis 2017; Paschalidis and Stergioulas
2017). GRMHD simulations of mergers will provide GRB jet conditions as
shown in Fig. 36a. Figure 36b shows detailed structures of the jet, the ejecta
and their interactions, generating various sequential radiation as described by
(Abbott et al 2017a) and Abdalla et al (2017). The investigation of the kinetic
jet effects subsequently requires PIC simulations based on the prior results
generated by GRMHD simulations of mergers.
In a future research project, GRMHD codes will be used to simulate the
generation of gravitational waves (GW) and jets; afterwards the radiation with
multi-frequency observed in short GRB jets will be addressed through PIC
simulations. This approach accounts for both microscopic and macroscopic
processes with helical magnetic fields and their complicated structures in the
interaction zone between jets and ejecta generated with mergers as shown in
Fig. 36b. In particular, jets-in-jet due to magnetic reconnection may provide
a possible mechanism for rapid flares and rapid variability.
5.10.1 Mergers of neutron stars and black holes and jets
The mergers of BNS, BBH, and NS-BH have been extensively investigated us-
ing GRMHD simulations (e.g., Etienne et al 2017; Baiotti and Rezzolla 2017;
Ruiz et al 2016; Ruiz and Shapiro 2017; Ruiz et al 2018; Kelly et al 2017) and
provide a prime source for current and future interferometric gravitational
wave observatories and promising candidates for coincident electromagnetic
counterparts (e.g., Ruiz and Shapiro 2017; Kelly et al 2017; Sun et al 2017).
These systems are thought to be progenitors of strong electromagnetic emis-
sions, including short gamma-ray bursts (sGRBs) in the case of NS-NS and
NS-BH mergers.
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Ruiz et al (2016) have performed GRMHD simulations of quasi-circular,
equal-mass, merging binary neutron stars. They explored two types of magnetic-
field geometries where each star was endowed with a dipole magnetic field
extending from the interior to the exterior. The outcome of this merging was
a hypermassive neutron star that, with a small delay, further collapsed into
a black hole (spin parameter a/MBH ∼ 0.74) immersed in a magnetized ac-
cretion disk. About 4000M ∼ 60(MNS/1.625M) ms following this merging,
the region above the black hole poles became strongly magnetized, and a col-
limated, mildly relativistic outflow – an incipient jet – was launched as shown
in Fig. 37a. The lifetime of this accretion disk, which likely equals the life-
time of the jet, is in the order of ∆t ∼ 0.1(MNS/1.625M) s. In contrast to
BH-NS mergers, they found that incipient jets are launched even when the
initial magnetic field is confined to the interior of the stars. Figure 37a shows
a snapshot of the rest-mass density, normalized to its initial maximum value
ρ0,max = 5.9 × 1014 (1.625M/NNS)2 g cm−3 at t/M = 4606 for the BNS
merger (Ruiz et al 2016). The arrows indicate plasma velocities, and the white
lines show the magnetic field structure.
Recently, full GRMHD simulations of BNS mergers have been performed
undergoing a prompt collapse to explore the possibility of jet formation from
black hole-light accretion disk remnants (Ruiz et al 2018). These simulations
show that after t− tBH ∼ 26(MNS/1.8M) ms (with the ADM mass MNS) fol-
lowing the prompt black hole formation, there is no evidence of mass outflow
or magnetic field collimation. The rapid formation of the black hole following
the merging prevents the magnetic energy from approaching force-free val-
ues above the magnetic poles, which is required to launch a jet by the usual
Blandford-Znajek mechanism (Blandford and Znajek 1977). The detection of
gravitational waves in coincidence with sGRBs, may provide constraints on
the nuclear equation of state (EOS): the fate of a BNS merger with a delayed
or prompt collapse to a black hole, and hence the appearance or nonappear-
ance of an sGRB, depends on the critical value of the total mass of the binary
which is sensitive to the EOS.
The relativistic jet formation is also observed in the merger of supermassive
BBH (e.g., Palenzuela et al 2010; Giacomazzo et al 2012; d’Ascoli et al 2018),
which makes it interesting to study the possible formation of a gamma-ray
emission under such circumstances.
Massive BBH mergers may often take place in plasma-rich environments,
leading to the exciting possibility of a concurrent electromagnetic signal ob-
servable by traditional astronomical facilities. Kelly et al (2017) explored
mechanisms that may drive electromagnetic counterparts with MHD simu-
lations treating a range of scenarios involving equal-mass black-hole binaries
immersed in an initially homogeneous fluid with uniform, orbitally aligned
magnetic fields. They found that the time development of the Poynting lumi-
nosity, which may drive jet-like emissions, is relatively insensitive to aspects
of the initial configuration.
Figure 37b shows magnetic field streamlines in the polar region of a BBH
merger around 1100M (Kelly et al 2017). The field lines are twisted into a
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(a) (b)
stellar center the same as in the P case. In contrast to BHNS
systems, we find that interior-only initial B-fields also lead to
jet formation in NSNSs. Throughout this work, geometrized
units (G = c = 1) are adopted unless otherwise specified.
2. METHODS
We use the Illinois GRMHD code, which is built on the
Cactus6 infrastructure and uses the Carpet7 code for
adaptive mesh refinement. We use the AHFinderDirect
thorn (Thornburg 2004) to locate apparent horizons. This code
has been thoroughly tested and used in the past in different
scenarios involving magnetized compact binaries (see, e.g.,
Etienne et al. 2008, 2012b; Liu et al. 2008; Gold et al. 2014a,
2014b). For implementation details, see Etienne et al.
(2010, 2012a) and Farris et al. (2012).
In all simulations we use seven levels of refinement with two
sets of nested refinement boxes (one for each NS) differing in
size and resolution by factors of two. The finest box around
each NS has a half-side length of ~ R1.3 NS, where RNS is the
initial NS radius. For the I model, we run simulations at two
different resolutions: a “normal” resolution (model IN), in
which the finest refinement level has grid spacing 0.05
M = 227(MNS/1.625Me)m, and a “high” resolution (model
IH), in which the finest level has spacing 0.03 M = 152(MNS/
1.625Me) m. For the P model, we always use the high
resolution. These choices resolve the initial NS equatorial
diameter by ∼120 and ∼180 points, respectively. In terms of
grid points per NS diameter, our high resolution is close to the
medium resolution used in Kiuchi et al. (2014), which covered
the initial stellar diameters by ∼205 points. We set the outer
boundary at ( )»M M M245 1088 1.625NS km and impose
reflection symmetry across the orbital plane.
The quasi-equilibrium NSNS initial data were generated
with the LORENE libraries.8 Specifically, we use the n= 1,
irrotational case listed in Taniguchi & Gourgoulhon (2002),
Table III, =M R 0.14 versus 0.14, row 3, for which the rest
mass of each NS is ( )M k1.625 269.6 km2 1 2, with k the
polytropic constant. This same case was used in Rezzolla et al.
(2011). As in PRS we evolve the initial data up to the final two
orbits prior to merger ( =t tB), at which point each NS is seeded
with a dynamically unimportant B-field following one of two
prescriptions:
(1) The P case (Figure 1, upper left), for which we use a dipole
B-field corresponding to Equation (2) in Paschalidis et al. (2013).
We choose the parameters I0 and r0 such that the magnetic-to-
gas-pressure ratio at the stellar center is b =- 0.0031251 . The
resulting B-field strength at the NS pole measured by a normal
observer is ( ) ´B M M1.75 10 1.625pole 15 NS G. While this
B-field is astrophysically large, we choose it so that following
merger, the rms value of the field strength in the hypermassive
neutron star (HMNS) remnant is close to the values found in
recent very-high-resolution simulations (Kiuchi et al. 2015)
which showed that the Kelvin–Helmholtz instability (KHI)
during merger can boost the rms B-field to 1015.5 G with local
values reaching even 1017 G. Our choice of the B-field strength
thus provides an “existence proof” for jet launching following
NSNS mergers with the finite computational resources at our
disposal. To capture the evolution of the exterior B-field in this
case and simultaneously mimic force-free conditions that likely
characterize the exterior, we follow PRS and set a variable-
density atmosphere at t = tB such that the exterior plasma
parameter βext = 0.01. This variable-density prescription,
imposed at t = tB only, is expected to have no impact on the
outcome (cf. PRS). With our choice of βext, the amount of total
rest mass does not increase by more than ∼0.5%.
(2) The I case, which also uses a dipole field but confines it
to the interior. We generate the vector potential through
Equations (11), (12) in Etienne et al. (2012a), choosing Pcut to
be 1% of the maximum pressure, nb = 2, and Ab such that the
strength of the B-field at the stellar center coincides with that in
the P case. Unlike the P case, a variable-density atmosphere is
not necessary, so we use a standard constant-density atmo-
sphere with rest-mass density 10−10ρ0,max, where ρ0,max is the
initial maximum value of the rest-mass density.
In both the P and I cases, the magnetic dipole moments are
aligned with the orbital angular momentum. During the
Figure 1. Snapshots of the rest-mass density, normalized to its initial maximum value ρ0,max = 5.9 × 10
14 ( ) -M M1.625 g cmNS 2 3 (log scale) at selected times for
the P case. The arrows indicate plasma velocities, and the white lines show the B-field structure. The bottom middle and right panels highlight the system after an
incipient jet is launched. Here ( )= ´ -M M M1.47 10 1.6252 NS ms = ( )M M4.43 1.625NS km.
6 http://www.cactuscode.org
7 http://www.carpetcode.org
8 http://www.lorene.obspm.fr
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B. Mass Accretion Rate
Although the initially static fluid in our simulations
does not develop the rotational support necessary for an
accretion disk (as Fig. 5 indicates), the rate of accretion
M˙ onto the black holes provides a measure of the energy
available for EM outflows during inspiral and merger. In
Fig. 9, we show the development of this quantity over the
bulk of the d = 14.4M evolution, calculated using (13).
We note the main features of this accretion rate es-
timate: (i) M˙ slowly declines through the late inspiral,
with the drop-off steeper just before merger when a com-
mon horizon forms; (ii) M˙ jumps when the black hole
apparent horizons join discontinuously at merger; (iii)
after some settling in, the post-merger M˙ resumes the
slow decline seen before merger.
The numbers in Fig. 9 are in code units where M = 1,
ρ0 = 1. Since M˙ generically scales as ρM
2, we convert
to physical units using a factor G2/c3. Scaling for our
canonical initial fluid density and system mass, we obtain
the rate in cgs units as
M˙cgs = 6.54× 1023ρ-13M28 M˙ g s−1, (14)
where ρ-13 ≡ ρ0/(10−13 g cm−3), and M8 ≡M/(108M).
Since M˙ ∼ 100 throughout the simulation, a good
order-of-magnitude estimate for the accretion rate both
before and after merger is M˙cgs ≈ 6× 1025ρ-13M28 g s−1.
C. Features of Poynting Luminosity
The powerful Poynting flux generated by our simula-
tions shows that strong flows of electromagnetic energy
are driven vertically outward along the orbital angular
momentum axis, starting near the orbital plane. Many
studies have shown that such Poynting flux regions can
transfer power from the black hole region, driving rela-
tivistic outflows [72, 85, 86], and then through a cascade
of internal or external matter interactions, ultimately
yielding strong EM emissions (e.g., in the fireball model
for gamma-ray bursts [87]). Our simulations are not set
up to model those processes, but we can explore the
Poynting luminosity as a potential source of power for
EM counterpart signals.
To get a measure of time dependence of the jet-like
Poynting-driven EM power, we compute the Poynting lu-
minosity LPoynt from (12), using the dominant (l,m) =
(1, 0) spherical harmonic mode of the z-component of
the Poynting flux, Sz (11), extracted on a coordinate
sphere of radius R = 30M . Results from this diagnostic
component of fluid velocity perpendicular to the magnetic field
lines. For a specified Poynting flux, the parallel component of
velocity vz‖ is not directly constrained and may be negatively
directed and large enough to overcome a positive vz⊥.
FIG. 6. Magnetic field streamlines in the polar region,
around 1100M after merger. The field lines are twisted into
a helical pattern, concentrated at the origin. This helical
structure propagates outward at the ambient Alfve´n speed
vAlf = 0.07433, replacing the initially vertical B fields (still
visible at large z).
are shown in Fig. 10. As discussed in Appendix A, this
rotation-axis-aligned component dominates the Poynting
flux: Sr ≈ Sz cos θ. We select extraction at 30M as giv-
ing a measure of the input energy for potential repro-
cessing into EM signals down stream. This extraction
radius is far enough to avoid confusion with the motion
of the black holes, yet close enough to provide a quick
measure of potential emission on timescales comparable
Fig. 37 a) Snapshot of the rest-mass density, normalized to its initial maximum value at
t/M = 4606. The arrows indicate plasma veloci ies, and the white lines show the B-field
structure. This panel highlights the system after an incipien jet is launched (adapted from
Figure 1 in Ruiz et al (2016)). b) Magnetic field streamlines in th polar region, t/M ∼ 1100
after merging (Kelly et al 2017).
helical pattern, concentrated at the origin. This helical structure propagates
outward at the ambient Alfve´n speed vAlf = 0.07433c (c = 1), replacing the
initially vertical magnetic fields (still visible at large z).
Since these GRMHD simulations of merging BNS and BBH systems pro-
vide conditions to generate jets, they intended to perform PIC simulations
based on these jet conditions. Up to date, global jet simulations with helical
magnetic fields based on force-free magnetic fields (Mizuno et al 2015) with
top-hat density structure have been performed (e.g., Nishikawa et al 2020). In
the future, these GRMHD simulations will provide initial conditions for PIC
simulations studying jet structures with more realistic magnetic fields in order
to investigate multi-frequency generation associated with GW observations.
5.10.2 General relativistic PIC simulations of black hole and neutron star
An algorithm is pres nted hat incorporates the Kerr-Schild metric of rotating
black holes in PIC codes Watson and Nishikawa (2010). The algorithm and
implementation for the simulation of charged particles are described in the
region of a spinning black hole. A description of the method used to calculate
fields, currents, and particle motion using the tensor formalism is given. They
have tested the overall model by using a toy black hole and accretion disk
system in a uniform magnetic field which has shown the production of bipolar
jets.
Parfrey et al (2019) have shown that black holes drive powerful plasma
jets to relativistic velocities. This plasma should be collisionless, and self-
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Fig. 38 Average FIDO-measured Lorentz factors in the two steady states (a) High plasma
supply and (b) Low plasma supply; the full potential corresponds to Γmax = 103. Adapted
from Fig. 3 in Parfrey et al (2019)
consistently supplied by pair creation near the horizon. They present general-
relativistic collisionless plasma simulations of Kerr black hole magnetosphere
which begin from vacuum, inject e± pairs based on local unscreened electric
fields, and reach steady states with electromagnetically powered Blandford-
Znajek jets and persistent current sheets. Particles with negative energy at
infinity are a general feature, and can contribute significantly to black-hole
rotational-energy extraction in a variant of the Penrose process. The generated
plasma distribution depends on the pair-creation environment, and Figure
38 shows two distinct realizations of the force-free electrodynamic solution.
This sensitivity suggests that plasma kinetics will be useful in interpreting
future horizon-resolving sub-millimeter and infrared observations (e.g., Event
Horizon Telescope Collaboration et al 2019; Gravity Collaboration et al 2017).
Recently, Crinquand et al (2020) have shown that black holes can launch
powerful relativistic jets and emit highly variable γ-ray radiation. How these
jets are loaded with plasma remains poorly understood. Spark gaps are thought
to drive particle acceleration and pair creation in the black-hole magneto-
sphere. They have performed 2D axisymmetric general relativistic PIC simu-
lations of a monopole black-hole magnetosphere with a realistic treatment of
inverse Compton scattering and pair production. They found that the magne-
tosphere can self-consistently fill itself with plasma and activate the Blandford-
Znajek mechanism.
A highly time-dependent spark gap opens near the inner light surface which
injects pair plasma into the magnetosphere as shown in Figure 39. These results
may account for the high-energy activity observed in AGNs and explain the
origin of plasma at the base of the jet.
These general relativistic PIC codes will be developed further and will
provide kinetic processes to compliment to GRMHD simulations.
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pair discharge, and that the inner light surface is where the
gap forms. As the gap opens, a burst of unscreened electric
field either plunges inside the hole or moves outwards. Sub-
sequent pair creation occurs in this burst as it propagates,
populating the magnetosphere with pair plasma. This is vis-
ible in the upper panel in Fig. 2, which shows a spacetime
diagram of the pair creation rate. This highlights the vari-
ability of the gap as well as its small spatial extent.
A typical sequence of bursts from the high opacity simula-
tions is shown in Fig. 5. The electrostatic gap that opens ac-
celerates particles, which produce high-energy photons that
soon pair produce high-energy particles. As these secondary
particles are created, they gradually screen the electric field
parallel to the field lines. The intensity and duration of the
bursts are highly variable. They have a spatial extent of a
Figure 2: Top panel: spacetime diagram of the pair creation
rate at θ = pi/4 for the high opacity simulation, in arbitrary
units. The white solid (resp. dashed) line marks the location
of the inner light surface (resp. the null surface) at θ = pi/4.
Although pair creation is continuous in time in the
simulations, trajectories look discretized because of
downsampling. Bottom panel: 2D map of the
time-averaged pair creation rate. The white solid (resp.
dashed) line marks the time-averaged reconstructed light
surfaces (resp. analytical null surface).
fraction of rg (see Fig. 5), which appears promising for in-
terpreting ultra-fast variability of AGN. We find that the gap
size is controlled by the IC mean free path. At high opac-
ity, the gap width is comparable to the IC mean free path in
the Thomson regime rg/τ0. The gap width, measured with
the unscreened electric field, is ∼ 0.06rg at τ0 = 30. At low
opacity, the mean free path becomes comparable to rg. Par-
ticles reach high Lorentz factors in the gap, so the IC cross
section drops, further increasing the mean free path.
The multiplicity of the plasma flow is high in the gap
(around 10), and reaches 2 outside of a burst. The high
opacity solution is already very close to being force-free.
We observed that the whole magnetosphere, despite being
time-dependent due to the bursts, rotates consistently at the
optimal predicted angular velocity ≈ ωBH/2 for a force-free
magnetosphere [5, 30], except at low optical depth where we
observe significant deviations. Going to higher B˜0ε˜0 would
likely increase the multiplicity and allow the magnetosphere
to be even more force-free. The total Poynting power output
measured in the simulations is also consistent with the BZ
prediction [5, 33] LBZ = B20ω
2
BH/6 at all opacities (see the
figures in the Supplemental Material). This supports the role
of the BZ mechanism in the extraction of energy from the
black hole, and the possibility that IC scattering and γγ pair
production processes can supply sufficient plasma to activate
this mechanism.
At low opacity a sizeable fraction of the Poynting flux
(around 20%) is dissipated within the numerical box. A
large fraction of the dissipated energy goes into high-energy
photons and leptons. The bulk energy-at-infinity of the lep-
tons within the ergosphere can be negative, as emphasized
in P19; we find that they significantly contribute to energy
extraction from the black hole at low opacity. At higher
opacity dissipation is smaller since the gap is narrow. The
energy flux carried by leptons becomes negligible1. The
dissipated energy is rather deposited in photons below the
pair creation threshold, which we remove from the simula-
tion to save computing time. The power carried by these
photons can be estimated by computing the dissipation rate∫
V EiJ
i dV integrated over the whole simulation box. At
high optical depths, the dissipated power is around 3% of
the output Poynting flux. Therefore these bursts are likely
to come with gamma-ray emission, possibly detectable from
Earth.
Our results show some similarities with 1D models, but
also important differences which justify the need for multi-
dimensional simulations. Similarly to Chen and Yuan [12],
we find that the gap opens quasi-periodically. However, un-
like them we find that discharges happen at the inner light
1 This does not contradict the conclusion, obtained in P19, that particles
with negative energy-at-infinity can contribute significantly to black-hole
energy extraction. In their study, most of them were located in a current
sheet, while there is none in our simulations.
Fig. 39 Top panel: spacetime di-
a ram of the pair creation rate
at θ = pi/4 for the high pac-
ity simulation, in arbitrary units.
The white solid (resp. dashed) line
marks the location of the inner
light surface (resp. the null sur-
face) at θ = pi/4. Although pair
creation is c tinuous in time
the simulations, trajectories look
discretized because of downsam-
pling. Bottom panel: 2D map of the
time-averaged pair creation rate.
The white solid (resp. dashed) line
marks the time-averaged recon-
structed light surfaces (resp. an-
aly ical ull urf ce). (Crinquand
et al 2020)
6 Summary and future outcome
Since the 1950s PIC simulations, initiated by a few scientists including Bune-
man, Hockney, Birdsall, and Dawson, have been an alter ative approach for
the numerical investigation of plasma phenomena which is employed to solve
plasma kinetic processes. In this review, we have described thoroughly the
methods and applications of PIC simulations to laboratory, space, and astro-
physical plasma associated to relativistic jets providing useful insights into
the evolution and associated phenomena such as the particle acceleration due
to shocks as well as magnetic reconnection and radiation. Although, micro-
scopic plasma particle simulations are computationally heavier than macro-
scopic plasma fluid simulations, they allow to study the individual particle
behaviour in relativistic jets and are therefore suitable to understand jets in a
more fundamental manner than by fluid simulations, or to even capture events
which cannot be observed with fluid simulations. Some of the key features that
can be investigated with PIC, but not with fluid codes include, but are not
limited to the following:
1. PIC models allow more sophisticated models of particle beams in shear-
/shock-systems including Weibel, kinetic Kelvin-Helmholtz and mushroom
instabilities.
2. PIC simulations involving Weibel instabilities have shown that some jet
electrons which are injected into an ambient plasma, are thermalized whilst
some electrons of the ambient plasma are heated by the jet electrons.
3. In addition to the Fermi process at shocks, magnetic reconnection provides
an additional source of particle acceleration.
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4. In turbulent astrophysical plasmas, there are incidents where ions partly
energize more efficiently than electrons.
5. Turbulent magnetic field accelerations occur in the nonlinear stage.
6. The magnetic reconnection in jets has the capability of accelerating parti-
cles up to energies of TeV which is beyond energies which can be explained
by the WI, kKHI or MI.
7. PIC simulation can be used to understand the jet formation associated to
mergers of neutrons stars, black holes or systems of neutron stars and black
holes.
8. PIC simulations have been used for laser plasmas including QED effects.
We would like to emphasize that according to Moore’s original law (Moore
1965), currently computational power doubles every 18 months such that per-
forming relativistic PIC simulations will become a real alternative to fluid sim-
ulations in the distant future. Even though, Moore’s law might fade these days,
this does not mean that the development of computational power stagnates.
Even without fulfilling Moore’s law, computer chips are currently still becom-
ing more powerful (even though more slowly) (Waldrop 2016); additionally,
Neven’s law predicts that we might be on the edge to quantum supremacy
(Mohseni et al 2017; Arute and et al. 2019) which will raise computational
power even more. This will give us the opportunity to study relativistic jets
in the vicinity of black holes, neutron stars or supernovae with much more
precision than these days. We believe that the further progresses of numerical
methods of PIC simulations with advancing computing power ought to revise
the contents in this review.
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