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We analyze realized volatilities constructed using high-frequency stock data on the Tokyo
Stock Exchange. In order to avoid non-trading hours issue in volatility calculations we define
two realized volatilities calculated separately in the two trading sessions of the Tokyo Stock
Exchange, i.e. morning and afternoon sessions. After calculating the realized volatilities at
various sampling frequencies we evaluate the bias from the microstructure noise as a function
of sampling frequency. Taking into account of the bias to realized volatility we examine
returns standardized by realized volatilities and confirm that price returns on the Tokyo
Stock Exchange are described approximately by Gaussian time series with time-varying
volatility, i.e. consistent with a mixture of distributions hypothesis.
§1. Introduction
In recent years statistical properties of asset price returns have been exten-
sively studied in econophysics.1), 2), 3), 4), 5) One of the pronounced properties is that
the probability distribution of returns exhibits a fat-tailed distribution which is not
Gaussian.6), 7), 8), 9) It is revealed that the tail distributions of returns exhibit the
power law10), 11), 12) and the distributions of returns at short time scale are well fitted
by Student’s t-distributions13), 14), 15), 16), 17) which is also known as the q-Gaussian
distributions in nonextensive statistical mechanics.18), 19) It is crucial to understand
the price dynamics which results in the fat-tailed distributions. A possible explana-
tion for the origin of the fat-tailed distributions is that the price dynamics follows
the Gaussian process with time-varying volatility, which is called the mixture of
distributions hypothesis(MDH).20) With this hypothesis each return rt at time t is
described by rt = σtǫt, where σ
2
t is a variance of the Gaussian distribution and ǫt is
a Gaussian random variable with mean 0 and variance 1. From the MDH the return
distributions are derived as the superposition of the conditional return distribution
with σt and the distribution of volatility σ
2
t . This view is closely related to the super-
statistics21) where the statistics of physical systems are separated by two time scales
and unconditional distributions are obtained by the superposition of these statistics.
In the MDH the shape of return distributions is determined by the volatility
distributions which are not known a priori. Empirical studies suggested that the
volatility distributions are described by the inverse gamma distribution or log-normal
distribution13), 23), 24), 22), 17), 25) with which the unconditional return distributions re-
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sult in fat-tailed distributions. Especially the inverse gamma distribution gives the
Student’s t-distribution (q-Gaussian distribution) for the unconditional return dis-
tribution.
The MDH itself does not derive the shape of volatility distributions. The volatil-
ity dynamics which accounts for the shape of volatility distributions may depend on
microscopic features of the markets such as volume, transactions, information arrival
etc.26), 27), 28), 29) which we do not address here. Toward the complete dynamics of
price, it is important to check whether the MDH holds for the real market price data.
The consistency between the MDH and the real markets data can be checked
by the standard normality of the returns standardized by volatility. Namely under
the MDH the standardized returns given by rt/σt should show Gaussian-distributed
variables with variance ( or standard deviation ) 1 and kurtosis 3. Note that it is
crucial to check both properties of variance 1 and kurtosis 3. In order to perform this
check we need to estimate the value of volatility since volatility is not a direct ob-
servable from the market data. The conventional and popular approach for volatility
estimation is to use parametric models, such as GARCH-type30), 31) and stochastic
volatility models32), 33), 34) which are designed to capture the relevant properties ob-
served in financial time series, e.g. volatility clustering and fat-tailed distribution for
returns. Each model is constructed under specific assumptions for the time-varying
volatility process. The volatility measures obtained from those models could differ
each other. Thus the validity for volatility measures is also another issue which has
to be considered.
In this paper in order to deal with more accurate volatility we focus on realized
volatility constructed as a sum of intraday squared returns35), 23), 24) and examine the
view of the MDH for stock returns on the Tokyo Stock Exchange. The recent avail-
ability of high-frequency financial data enables us to easily access to calculations of
realized volatility and an advantage over parametric models is that realized volatility
is a model-free estimate. Furthermore if there is no measurement error this estimate
provides an unbiased volatility measure for the integrated volatility and converges
to the integrated volatility in the limit of infinite high sampling frequency. However
actual market prices suffer from measurement errors caused by microstructure noise
such as bid-ask spread etc.36) Therefore in practical calculation realized volatility is
considered to be biased by such unwanted microstructure noise. Provided that the
log-price observed in the market is contaminated with an independent noise37) we
expect that this bias will be especially crucial at high frequency and increases with
increasing the sampling frequency. Such behavior has been actually observed and
can be depicted in the so called ”volatility signature plots”.38) In order to reduce
this bias and also to maintain accuracy of the measurement typically the returns
used for realized volatility calculations are sampled at a moderate frequency, e.g.
5-min. frequency.23), 24), 39), 40), 41)
When we deal with the daily volatility estimated as realized volatility another
problem arises, that is non-trading hours issue in measuring daily volatility. In the
Tokyo Stock Exchange, there are two trading sessions in a day, i.e. Morning Session
(MS) 9:00-11:00 and Afternoon Session (AS) 12:30-15:00. Thus available stock price
data are taken only in the two sessions and outside of these sessions no available data
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exist. If the realized volatility is calculated with data only from trading hours, the
resulting measure could be biased and unreliable as daily volatility. To circumvent
this problem Hansen & Lunde42) proposed to introduce an adjustment factor which
corrects the realized volatility so that the average of the realized volatility matches
the variance of daily returns.
The standard normality of standardized return time series has been examined by
using realized volatility37), 23), 24), 43), 25) and it is found that the distributions of the
standardized return series are approximately described by Gaussian distributions.
However from the analysis of stocks in the Dow Jones Industrial Average (DJIA)
the standard deviations of the standardized return series turned out to be still apart
from 1 and all the values are less than 1. Moreover the values of the kurtosis also
vary significantly around 3.
Instead of using log-price returns Ref.44) examines the price change for U.S.
stocks and finds that while the standardized price changes are well described by
Gaussian-distributed random variables the kurtosis exceeds 3. In addition the vari-
ance of the the standardized price changes has not been examined. Thus it has not
been concluded that the MDH exactly holds for the price changes.
From previous studies it is turned out that the return dynamics is approximately
consistent with the MDH. However the origin of the deviations from the MDH which
appear in variance and kurtosis are not known yet. In order to reveal the origin and
examine whether the MDH precisely holds for the returns it is important to control
the bias in measuring volatility. In this paper we carefully evaluate the bias from the
microstructure noise remaining in the realized volatility and examine the standard
normality of standardized returns and the consistency with the MDH.
Under the MDH the standardized returns should exhibit properties of variance
1 and kurtosis 3, i.e. standard normality. In order to examine both properties on the
Tokyo Stock Exchange we have to avoid ”non-trading hours” issue, i.e. introduction
of the Hansen & Lunde (HL) adjustment factor to the realized volatility. Otherwise
the realized volatility with the HL adjustment factor can change the values of vari-
ance and we can not check the property of variance 1 under the MDH. In Ref.25)
standardized daily returns on the Tokyo Stock Exchange have been analyzed and it
is found that the standardized daily returns exhibit the Gaussianity, i.e. kurtosis 3.
However due to the ”non-trading hours” issue the property of variance 1 which is
needed for the consistency check of the MDH has not been confirmed yet. To avoid
”non-trading hours” issue here we do not deal with a whole day volatility. Instead
we calculate two realized volatilities separately in the two trading periods, i.e. one
measured in the MS and the other in the AS. In this way we obtain two realized
volatilities RVMS and RVAS without the HL adjustment factor. By investigating
standardized returns in the MS and AS separately we are able to examine both
properties of variance 1 and kurtosis 3, i.e. the MDH.
The outline of the paper is as follows. Section 2 describes the realized volatility,
the microstructure noise in the realized volatility and the HL adjustment factor. In
Section 3 we explain the data on the Tokyo Stock Exchange analyzed in this study.
In Section 4 we analyze the microstructure noise effects on the realized volatility. In
Section 5 the MDH is examined by the returns standardized by realized volatility.
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We conclude in Section 6 with a brief summary.
§2. Realized volatility
The realized volatility is a model-free estimate of volatility constructed as a sum
of squared returns.35), 23), 24) Let us assume that the logarithmic price process ln p(s)
follows a continuous time stochastic diffusion,
d ln p(s) = σ˜(s)dW (s), (2.1)
where W (s) stands for a standard Brownian motion and σ˜(s) is a spot volatility
at time s. In financial applications our main interest is to measure an integrated
volatility which is defined by
σ2h(t) =
∫ t+h
t
σ˜(s)2ds, (2.2)
where h stands for the interval to be integrated. If we consider daily volatility h
takes one day. Since σ˜(s) is latent and not available from market data, eq.(2.2) can
not be evaluated analytically.
Constructing n intraday returns from high-frequency data, the realized volatility
RVt is given by a sum of squared intraday returns,
RVt =
n∑
i=1
r2t+i∆, (2.3)
where∆ is a sampling period∗) defined by∆ = h/n and returns are given by log-price
difference,
rt+i∆ = lnPt+i∆ − lnPt+(i−1)∆. (2.4)
Without any bias RVt goes to the integrated volatility of eq.(2.2) in the limit
of n → ∞. In the presence of bias such as microstructure noise,36) the convergence
of RVt to the integrated volatility is not guaranteed. Following Zhou
37) we assume
that the log-price observed in financial markets is contaminated with independent
noise, i.e.
lnP ∗t = lnPt + ξt, (2.5)
where lnP ∗t is the observed log-price in the markets which consists of the true log-
price lnPt and noise ξt with mean 0 and variance ω
2.
Using this assumption the observed return r∗t is given by
r∗t = rt + ηt, (2.6)
where ηt = ξt− ξt−∆. Thus RV
∗
t which is actually observed from the market data is
obtained as a sum of the squared returns r∗t ,
RV ∗t =
n∑
i=1
(r∗t+i∆)
2, (2.7)
∗) Small sampling period corresponds to high sampling frequency.
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= RVt + 2
n∑
i=1
rt+i∆ηt+i∆ +
n∑
i=1
η2t+i∆. (2.8)
With these independent noises the bias appears as
∑n
i=1 η
2
t+i∆ which corresponds to
∼ 2nω2. Thus due to the bias the RV ∗t diverges as n→∞. Such divergent behavior
has been seen in the volatility signature plot.38) for liquid assets.
To avoid distortion from microstructure noise a good sampling frequency which
reduces the bias but maintains accuracy of the realized volatility measure should be
considered. It is suggested that 5-min sampling frequency is short enough for realized
volatility calculation.23), 24) In this paper we also use 5-min sampling frequency to
analyze standardized returns.
When we consider daily realized volatility we have to cope with another problem
which is that high-frequency data are not available for the entire 24 hours except
for some exchange rates. At the Tokyo stock exchange market domestic stocks
are traded in the two trading sessions: (1)morning trading session (MS) 9:00-11:00.
(2)afternoon trading session (AS) 12:30-15:00. The daily realized volatility calculated
without including intraday returns during the non-traded periods can be underesti-
mated.
Hansen and Lunde42) advocated an idea to circumvent the problem by introduc-
ing an adjustment factor which modifies the realized volatility so that the average
of the realized volatility matches the variance of the daily returns. Let (R1, ..., RN )
be N daily returns. The adjustment factor c is given by
c =
∑N
t=1(Rt − R¯)
2
∑N
t=1RVt
, (2.9)
where R¯ denotes the average of Rt. Then using this factor the daily realized volatil-
ity is modified to cRVt. When we analyze the returns standardized by the realized
volatility this adjustment factor largely affects the standard deviation of the stan-
dardized returns.
In order to avoid the non-trading hours issue and the introduction of the adjust-
ment factor to the realized volatility we consider two realized volatilities:(i) RVMS ,
realized volatility in the morning session and (ii) RVAS, realized volatility in the
afternoon session. Since these realized volatilities are calculated separately and each
does not include non-trading hours, no adjustment factor is needed.
§3. Data Analyzed
Our analysis is based on data for 5 stocks, 1:Mitsubishi Co., 2:Nomura Holdings
Inc., 3:Nippon Steel, 4:Panasonic Co. and 5:Sony Co. These stocks are listed in the
Topix core 30 index which includes liquid stocks of the Tokyo Stock Exchange. Our
data set begins June 3, 2006 and ends December 30, 2009.
Fig.1 shows daily intraday return time series in the different time zones of the
Tokyo Stock Exchange. The figure shows the time series of Mitsubishi Co. as a
representative one. Each return is calculated by the log-price difference between the
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Fig. 1. Return time series in the different time zones for Mitsubishi Co. as representative series.
opening and closing prices of the corresponding zone. For instance RMS,t is given
by lnP oMS,t − lnP
c
MS,t, where P
o
MS,t is the opening price of the morning session on
the day t and P cMS,t the closing price of the morning session on the day t. In a
similar manner RAS,t is given by lnP
o
AS,t − lnP
c
AS,t. Returns in the lunch break are
calculated by Rbreak,t = lnP
c
MS,t − lnP
o
AS,t. RON,t is the overnight return given by
lnP oMS,t − lnP
c
AS,t−1. We see that the magnitude of the returns in the lunch break
is very small which means that the price change in this zone is small. On the other
hand in the overnight zone the magnitude of the returns is big as well as in the
trading zones.
We focus on two realized volatilities which are constructed using data from
different trading zones. Let us denote RVMS,t ( RVAS,t ) as the realized volatility
calculated using data in the MS (AS). For instance RVMS,t is defined by
RVMS,t =
n∑
i=1
r2tMS+i∆MS , (3
.1)
where n and ∆MS stand for the sampling number and sampling period respectively,
and the relation between n and ∆MS is given by ∆MS = hMS/n, where hMS is the
trading time of the MS, i.e. 120 min. at the Tokyo stock exchange market. tMS is
the opening time of the MS, i.e. 9:00. RVAS,t is also defined in a similar manner,
e.g. hAS = 150 min. and tAS = 12:30.
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Table I. Fitted parameters and bias at 5min. a0 corresponds to the average RV in the limit of
n→∞. The bias at ∆ =5min. is calculated by δ = a1/∆.
Stock 1:Mitsubishi 2:Nomura 3:Nippon St. 4:Panasonic 5:SONY
MS a0 2.5× 10
−4 2.5× 10−4 2.0× 10−4 1.6× 10−4 1.7× 10−4
a1 0.705 0.366 1.09 0.643 0.780
δ(5min.) 0.141 0.073 0.228 0.126 0.156
AS a0 1.8× 10
−4 1.8× 10−4 1.7× 10−4 1.1× 10−4 1.2× 10−4
a1 1.58 0.897 1.88 1.59 1.80
δ(5min.) 0.316 0.179 0.376 0.318 0.360
§4. Microstructure noise
In order to quantify the microstructure noise we measure the realized volatility
at various sampling frequencies and make ”volatility signature plot”38) to visualize
the bias effect from the microstructure noise. Fig.2 shows the volatility signature
plot for Mitsubishi Co. as a representative one. The top (bottom ) panel of the figure
shows the average realized volatility in the MS (AS) as a function of sampling period
∆. As seen in Fig.2 due to the microstructure noise the average realized volatility
increases with increasing of the sampling frequency ( with decreasing of the sampling
period ∆). We also find quantitatively similar results for volatility signature plots
of other stocks. The average realized volatility is well fitted to a functional form of
a0(1+ a1/∆) which is an expected from eq.(2.8). The dotted lines in Fig.2 show the
fitting results. The true average realized volatility can be evaluated to be a0.
The value of δ(∆) = a1/∆ corresponds to the bias from the microstructure
noise at the sampling period ∆. The fitted parameters a0, a1 and the bias values at
∆ = 5min are summarized in Table I. It is found that the bias in the afternoon session
is larger than the one in the morning session. It seems that the average realized
volatility stabilizes around 5-10 min. within error bar. However if we compare the
bias to the true average volatility which is evaluated as a1/∆ the bias at 5 min. still
contributes largely. Especially in the afternoon session, the bias at 5 min. proceeds
30% for most stocks examined here. These biases result in decreasing the variance
of standardized returns. Later we incorporate these biases to calculate the variance
of standardized returns.
§5. Standard normality of standardized returns
From the MDH return time series, RMS,t and RAS,t are expected to be
RMS,t = σMS,tǫt, (5.1)
and
RAS,t = σAS,tǫt, (5.2)
respectively. σ2MS,t (σ
2
AS,t) is an integrated volatility in the morning ( afternoon )
session. ǫt is an independent Gaussian random variable with mean 0 and variance
1. Substituting realized volatility for the integrated volatility, i.e. σMS,t = RV
1/2
MS,t
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Fig. 2. Average realized volatility in the MS (top) and AS (bottom) for Mitsubishi Co. as a
function of sampling period ∆ (min). The dotted lines show the fitting results to the expected
formula of a0(1 + a1/∆).
and σAS,t = RV
1/2
AS,t we expect that returns standardized by those standard deviation
exhibit Gaussian-distributed time series.
Table II (III) shows the standard deviations and kurtoses of original and stan-
dardized returns in the MS (AS). We find that the kurtoses for the original returns
are very high, compared to 3 of Gaussian random variables. On the other hand the
kurtoses of the standardized returns come near 3. However it is observed that in
the MS all kurtoses are slightly smaller than three. At the present moment we do
not know what causes this slight difference between the MS and AS. We also tested
the normality by the Anderson-Darling test and the normality was not rejected (
p-values are listed in Tables ).
We find that the standard deviation of the standardized returns also approaches
one. However in most cases the values of the standard deviation are slightly less
than one. This difference could be explained by the bias which still remains at 5min.
sampling frequency. In Tables II and III we also list the bias-corrected standard
deviation. Let σ be the standard deviation of the standardized returns. The bias-
corrected standard deviation is given by σ ∗ (1 + δ(5min))1/2, where δ(5min) is
the bias at 5-min sampling frequency listed in Table I. It is evident that the bias-
corrected standard deviation comes more close to one. Although the values of the
bias-corrected standard deviation in the AS for some stocks appear to be slightly
less than 1, other results turns out to be satisfactory very close to one, compared
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Table II. Standard deviation and kurtosis of original and standardized returns in the morning
session. The values of parentheses show statistical errors estimated by the Jackknife method.
AD stands for the Anderson-Darling normality test.
Stock 1:Mitsubishi 2:Nomura 3:Nippon St. 4:Panasonic 5:Sony
Rt std.dv. (×10
2) 1.58(20) 1.58(16) 1.53(17) 1.28(13) 1.36(14)
kurt. 4.99(50) 4.90(71) 6.10(100) 5.53(94) 4.71(39)
Rt/RV
1/2
t std.dv. (= σ) 0.915(32) 0.951(20) 0.909(30) 0.895(26) 0.921(26)
kurt. 2.75(13) 2.68(11) 2.79(13) 2.66(12) 2.66(12)
σ ∗ (1 + δ(5min))1/2 0.977(35) 0.985(31) 1.007(33) 0.950(28) 0.990(28)
AD p-value 0.310 0.208 0.115 0.065 0.085
Table III. Same as in Table II but in the afternoon session.
Stock 1:Mitsubishi 2:Nomura 3:Nippon St. 4:Panasonic 5:Sony
Rt std.dv. (×10
2) 1.40(22) 1.34(15) 1.50(24) 1.12(16) 1.25(21)
kurt. 17.3(85) 8.66(25) 24.8(144) 11.9(36) 18.3(61)
Rt/RV
1/2
t std.dv. (= σ) 0.787(27) 0.825(47) 0.837(36) 0.795(33) 0.820(41)
kurt. 3.18(20) 3.21(15) 3.20(20) 2.91(14) 3.16(18)
σ ∗ (1 + δ(5min))1/2 0.903(31) 0.896(52) 0.982(42) 0.913(38) 0.957(48)
AD p-value 0.159 0.063 0.087 0.266 0.196
to the average value of 0.8 which is obtained from the standardized returns of the
DJIA stocks.24)
As stylized facts of asset returns it is well known that while linear autocorrela-
tions of returns are not significant except for very small time scale the autocorre-
lations of absolute returns decay very slowly. On the other hand the standardized
returns are expected to be independent Gaussian variables and thus not only the
standardized returns but also absolute standardized returns should show insignifi-
cant autocorrelation. Fig.3 compares the autocorrelation function (ACF) between
absolute returns and absolute standardized returns∗). The top (bottom) panel shows
the ACF in the MS (AS). The solid lines in the figure show 95% confidence limits. We
see that while the autocorrelation function of absolute returns decays very slowly the
autocorrelation function of absolute standardized returns immediately disappears in
the noise level of 95% confidence band. These features also support the view of the
MDH.
§6. Conclusion
We constructed two realized volatilities RVMS,t and RVAS,t defined in the two
trading sessions of the Tokyo Stock Exchange. Using the two realized volatilities
we investigated standardized returns in the MS and AS separately and examine
properties of standard deviation 1 and kurtosis 3 under the MDH. By calculating
the realized volatilities at various sampling frequencies we quantified the bias from
the microstructure noise as a function of the sampling frequency. Taking into account
of the bias effect we find that the bias-corrected standard deviations of standardized
∗) We have also verified that the standardized returns show no significant autocorrelation.
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Fig. 3. Autocorrelation functions (ACF) of absolute returns and absolute standardized returns
for Mitsubishi Co. The top (bottom) panel shows the ACF in the MS (AS). Solid lines in the
figure show 95% confidence limits.
returns in the MS and AS come close to one. Furthermore we also find that the
values of the kurtosis in the MS and AS come close to three. In Ref.25) standardized
daily returns on the Tokyo Stock Exchange have been examined and the normality of
the standardized daily returns is confirmed. However due to non-trading hours issue
it was not confirmed that the standard deviation of the standardized daily returns
comes to one. Our observations confirm that standardized returns in the MS and
AS on the Tokyo Stock Exchange show both properties of standard deviation 1 and
kurtosis 3, expected from the MDH. Thus we conclude that the price dynamics on
the Tokyo Stock Exchange is consistent with the MDH.
While the kurtoses in the AS are consistent with three, we observe slightly
smaller kurtoses in the MS. Although we do not understand this slight difference of
the kurtoses between the MS and AS this might be caused by the trading duration
time difference or trading activity difference between the MS and AS. We also observe
slight deviation from one for standard deviations of standardized returns of some
stocks. The slight deviation might indicate that there still remain other small biases
not considered here. For instance the diffusion assumption of eq.(2.1) might need
an additional term such as the jump component.43) When the jump effect is present
it might distort the standard normal property. In order to fully understand the
price dynamics, in future it should be clarified whether such slight differences in the
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standard deviations and kurtoses actually indicate any important effects or not.
Under the MDH it is expected that not only the standardized returns but also
the absolute standardized returns show no significant autocorrelation. We verified
that the absolute standardized returns have no autocorrelations. These results also
support the MDH for the price dynamics of the stocks on the Tokyo Stock Exchange.
Although our findings are consistent with the MDH, the MDH itself does not
explain the volatility dynamics which may account for other relevant properties such
as volatility clustering and long-memory of absolute returns. In order to understand
the complete price dynamics more studies needed, especially for volatility dynam-
ics. In econophysics absolute returns are often used as a substitute for volatility
measures which do not match the integrated volatility.45), 46), 47), 48), 49) Since the re-
alized volatility calculated by using high-frequency data is an accurate measure of
the integrated volatility it may serve as a tool for further studies of the volatility
dynamics.
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