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Adversarial Evaluation for Dialog system∗
Tomoya Ogata
Abstract
In recent years, along with the development of cloud computing, it became
possible to collect a large amount of data at low cost. Therefore, it became
possible to solve the problem with a data-driven method, and the neural network
has been applied to a wide range of tasks. Research on a dialogue system
aiming to automatically respond to user utterance has also made much use
of research using a neural network. In addition, the development of dialogue
systems has attracted attention in the industry, and some companies adopt a
dialogue system for service. While various neural dialogue systems have been
proposed, automatic evaluation metrics for evaluating the performance of the
dialogue system are not clearly defined, and in the many previous work, the
validity of the system response to the user utterance is evaluated by human.
However, because human evaluation is strongly influenced by the subjectivity
of the evaluator, it is not suitable for relative evaluation between systems, thus
quantitative evaluation is required. For that reason, it is important to establish
an automatic evaluation metric not only to reduce human costs but also for
evaluating the performance between systems.
BLEU and Perplexity etc. are traditionally used for automatic evaluation
metric in dialogue system. These measure the matching rate of words between
the gold response to the input utterance and the generated response. However,
since multiple responses can be correct answers to a certain utterance, there is a
problem that there is no correlation with human evaluation. On the other hand,
deltaBLEU is BLEU that has been improved so as to consider various response
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sentences by creating multiple response candidates and their human evaluation
scores. It is shown that the evaluation using deltaBLEU has a weak correlation
with human evaluation. However, it is necessary to manually evaluate the
response sentence in the evaluation data, and there is not established a method
for creating multiple response candidates for an utterance, so It is not practical
to apply deltaBLEU to general evaluation data.
In relation to the automatic evaluation of the dialogue system, there is re-
search on dialogue breakdown detection. This line of researches is aimed at
detecting dialogue collapse on the assumption that breakdown in dialogue can
not be avoided, so its purpose is different from my research aiming at automatic
evaluation of dialogue system.
In this paper, I aim to automatically evaluate the performance of the dialogue
system based on the validity of the system response to the user utterance with-
out creating the gold response candidates at the time of evaluation or using
the labeled data for training. In my research, I train a discriminator, which
discriminates valid response sentence to the input utterance, adversarially with
the dialogue system and evaluate system responses. First, I use the Encoder
Decoder model as a generator of dialogue system, which generate a response
sentence that maximizes the probability of the response to the input sentence
in the training data. In addition, the discriminator is a model which vectorizes
the input sentence and response sentence with RNN and discriminates whether
or not the response sentence is a correct answer. Then, in order to improve the
performance of the discriminator, parameters of both models are dynamically
updated based on their respective output and trained adversarially. Concretely,
the parameters of the generator are learned so as to output highly valid response
sentences which are not discriminated by the discriminator, and those of the
discriminator are learned so that it can discriminate the response sentence by
the dialogue system. In this paper, I use the probability that is predicted when
giving a pair of an utterance and its response as input to this discriminator as
the score of the system response.
v
I experiment my proposed method in both Japanese and English data sets
of dialog breakdown detection challenge. This data set is a conversation log
whose system responses are labeled with three stages of possibility of dialogue
breakdown, and I only use the input sentence and response sentence for learning
of the proposed model, and I don’t use the label. In my research, I treat scores of
labels attached to data sets as human score and evaluate the performance of the
discriminator by calculating correlation with human score. In both Japanese
and English, it shows that the evaluation of the proposed models is higher
correlation with the human score than that of baselines. In addition, I analyze
the results of experiments in Japanese and English, and consider the influence
to training discriminator by dataset and language. The main contribution of
this research is as follows.
• In this paper, I proposed a method to automatically evaluate the quality
of response sentences. The proposed method can evaluate the quality of
the dialogue system at low cost because it does not need labeled data in
the training and dose not need to create multiple gold responses manually
in evaluation data.
• I use the label attached to the dialog breakdown detection challenge for
the evaluation of the discriminator, and it showed that the evaluation
of the proposed models is higher correlation with the human score than
that of baselines.
• By adversarially training the discriminator with the dialogue system, it
showed that the correlation with the human score becomes higher.
• I also trained the discriminator in English data and showed that it can
be used for evaluating response sentences. In addition, I analyzed the
results in both Japanese and English, and consider settings that the dis-
criminator can be used as the evaluation of the response sentence.
The structure of this thesis is shown below. In Section, I show the abstract and
contribution of this thesis. In Section 2, I describe related work on the dialogue
vi
system and its evaluation metric. In Section 3, I describe a model for automatic
evaluation of the dialogue system which is my proposed method. In Section 4,
experiment setup and experiment results are shown. In Section 5, I consider
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図 3.2: Encoder Decoderの概要




側の語彙に対応するような one-hotベクトルの系列X = [x1,…, x|X|]へと変換さ
れる．その後，i番目の one-hotベクトル xi は線形変換され，活性化関数 tanhに
かけられることで埋め込み表現 esi に変換される．埋め込み表現はそれぞれのトー
クンの意味を表現するベクトルである．
esi = tanh(Wxxi) (3.1)
ここで，Wx ∈ Rq×vx は重み行列であり，q は埋め込み表現の次元数で，vx が
Encoder 側の語彙サイズを表している．単語系列を左から右に入力するのを順方
向，右から左に入力するのを逆方向とした時，Encoderの隠れ層は順方向の LSTM
[17] と逆方向の LSTM を組み合わせた BiLSTM を用いて次式のように計算され
る．なお，区別のため Encoderの隠れ層と Decoderの隠れ層をそれぞれ hs, ht と
する．





























Decoder の隠れ層 htj は前のステップで出力された単語の埋め込みベクトル etj
を用いて順方向の LSTMをかけて計算される．
htj = LSTM(htj−1, etj) (3.5)
学習時において etj は，正解の応答文を one-hot ベクトルの系列に変換した Y =
[y1,…, y|Y |]の j 番目の要素 yj を線形変換し，活性化関数 tanhをかけることで得
られる．また，評価時には前のステップで予測された単語を用いて埋め込みベクト
ル etj を計算する．
etj = tanh(Wyyj) (3.6)
ここで，Wy ∈ Rq×vy は重み行列であり，vy は Decoder側の語彙サイズを表して




















各ステップの単語の予測に用いられる最終的な隠れ層 h̃tj は入力の文脈情報 cj を考
慮して次式で計算される．
h̃tj = tanh(Wc[cj ; htj ] + bc) (3.9)
ここで，Wc ∈ Rr×2r は重み行列であり，r は隠れ層の次元数，bc はバイアスを表
している．
8
応答文の j 番目の単語の生成確率は隠れ層 h̃tj を用いて次の式で計算する．
Pθ(yj |Y<j , X) = softmax(Wgh̃tj + bg) (3.10)
ここで，Wg ∈ Rvy×r は重み行列であり，rは隠れ層の次元数，bg はバイアスを表
している．
















応答文は Encoder Decoder と同様にそれぞれ one-hot ベクトルの系列 X =
[x1, x2, ..., x|X|] と Y = [y1, y2, ..., y|Y |] へと変換され，埋め込み表現が計算
される．




hsi = BiLSTM(esi), hti = BiLSTM(eti)
ここで，入力文の系列単位に対する全ての隠れ層ベクトルに対し平均をとって得ら
れるベクトルを文のベクトル表現として扱う．
f s = average([hs1, hs2, ..., hs|X|), f
t = average([ht1, ht2, ..., ht|Y |) (3.12)
f s, f t から発話文に対して応答文が正解である確率 Pϕ を計算する．本研究では
Pϕ の計算方法により図 3.3に示すように DotDiscと LinearDiscの 2つのネット
ワークを構築した．DotDiscは f s と f t のドット積を用いて，発話文と応答文の正
解である確率 Pϕ を計算する．
Pϕ(X, Y ) = sigmoid(f s · f t) (3.13)
一方で，LinearDisc はドット積で確率を計算する代わりに重み行列Wp ∈ R2r×1
を用いて計算する．























識別器は目的関数 LD を最大化するようにモデルのパラメータ ϕを更新し，応答








log Pϕ(X(n), Y (n))
+ log
{






















価スコアが 1.0 の発話文と応答文の対を抽出し，15,860 文対から成る Filter デー
タを作成し，学習データとして用いることでノイズによる影響を調べるための実験
を行う．さらに，NTCIR Short Text Conversation日本語タスクで公開されてい














ために学習データ中のそれぞれの文を Byte-Pair Encoding [19]を用いて subword
単位で分割する．なお，日本語と英語の語彙サイズはそれぞれ 2,000 と 3,000 と
し‡，学習データに含まれない単語を未知語として扱い，単語ベクトルの初期値とし
て学習済みのベクトルである bpembを用いる [20]．bpembは，Wikipediaのデー
タに対して GloVe [21]を用いて学習した subwordのための単語エンベディングで
ある．対話システムは 3.1 節で述べた Encoder Decoder モデルを用いて実験を行
う．埋め込み層の次元数は 300，隠れ層の次元数は 512とした．そして，ADAMア
ルゴリズム [22] で，初期学習率を 0.001とし，バッチサイズは 128で最適化した．
4.2 識別器のための評価尺度
対話破綻検出チャレンジのデータ [5, 6] におけるシステムの応答文について X
（あきらかにおかしい），T（破綻とは言い切れないが，違和感がある），O（破綻で
はない）が 30名のアノテータによってラベル付けされている．本研究では X，T，
















の相関係数及び Pearson の相関係数を表 4.1 に示す．敵対的学習後の DotDisc は

















英語データにおける Spearmanの相関係数と Pearsonの相関係数の結果を表 4.2








Spearman Pearson Spearman Pearson
CosSim - - −0.021 −0.023
Simpson係数 - - 0.109 0.132
DotDisc −0.054 −0.063 0.160 0.143
LinearDisc 0.094 −0.126 0.124 0.110
DotDisc + 対話履歴 0.094 0.094 0.137 0.132
LinearDisc + 対話履歴 −0.050 −0.066 0.156 0.131
DotDisc w/ Filter 0.017 0.012 0.166 0.170
LinearDisc w/ Filter −0.126 −0.112 0.133 0.094
DotDisc w/ Twitter 0.058 −0.021 0.143 0.138




Spearman Pearson Spearman Pearson
CosSim - - 2.04e-05 0.008
Simpson係数 - - 0.023 0.031
DotDisc 0.097 0.002 0.146 0.109



























































(a) 発話文 (b) 応答文
図 5.1: 日本語データにおける発話文または応答文の文長と DotDiscの予測スコア
の関係
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