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Abstract
Entropy numbers and covering numbers of sets and operators are well known
geometric notions, which found many applications in various fields of mathe-
matics, statistics, and computer science. Their values for finite-dimensional
embeddings id : ℓn
p
→ ℓn
q
, 0 < p, q ≤ ∞, are known (up to multiplicative con-
stants) since the pioneering work of Schu¨tt in 1984, with later improvements
by Edmunds and Triebel, Ku¨hn and Gue´don and Litvak. The aim of this sur-
vey is to give a self-contained presentation of the result and an overview of the
different techniques used in its proof.
Keywords: Entropy number, covering number, finite-dimensional vector space,
volume argument, ε-net
1 Introduction
The concept of covering numbers can be traced back to the work of Kolmogorov
[23, 24] and became since then an important tool used in several areas of theoret-
ical and applied mathematics. Furthermore, Pietsch introduced in his book [30] a
formal definition of an inverse function of covering numbers under the name of en-
tropy numbers. Later on, Carl and Triebel [6, 9] investigated the relation between
entropy numbers and other geometric and approximation quantities related to sets
and operators, most importantly to eigenvalues of compact operators.
Due to the natural definition of covering and entropy numbers, and due to their
relations to other geometric notions, these concepts found applications in many areas
of pure and applied mathematics, including geometry of Banach spaces [3, 4, 7, 16,
31], information theory [20, 32, 36, 37, 38], and random processes [27, 28]. They also
appeared in the theory of compressed sensing [5, 11] in the study of optimality of
recovery of sparse vectors and in the study of eigenvalue problems in Banach spaces
[13, 25]. One of the most important classes of operators, whose entropy numbers
are well understood and often applied, are the identities between finite-dimensional
vector spaces. The main aim of this note is to present a self-contained overview of
this area. To state the main result in detail, we need to recall some notation.
The couple (X, ‖ · ‖X) is called a quasi-Banach space, if X is a real or complex
vector space and the mapping ‖ · ‖X : X → [0,∞) satisfies
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(i) ‖x‖X = 0 if, and only if, x = 0,
(ii) ‖αx‖X = |α| · ‖x‖X for all α ∈ R (or in C) and all x ∈ X,
(iii) there exists a constant C ≥ 1 such that ‖x + y‖X ≤ C(‖x‖X + ‖y‖X) for all
x, y ∈ X,
(iv) X is complete with respect to ‖ · ‖X .
If the constant C in (iii) can be chosen to be equal to one, X is actually a Banach
space. If ‖ · ‖X satisfies the axioms above with (iii) replaced by
‖x+ y‖pX ≤ ‖x‖
p
X + ‖y‖
p
X , x, y ∈ X
for some 0 < p ≤ 1, then (X, ‖·‖X ) is called a p-Banach space and ‖·‖X is a p-norm.
It follows that a Banach space X is also a p-Banach space for p = 1. It is easy to
see that every p-norm is a quasi-norm with C = 21/p−1. On the other hand, by the
Aoki-Rolewicz theorem [1, 33], every quasi-norm is equivalent to some p-norm for a
suitably chosen p. We refer to [22] for a survey on quasi-Banach spaces.
If X is a vector space equipped with some (quasi-)norm or p-norm ‖ · ‖X , we
denote by BX its unit ball, i.e. the set BX = {x ∈ X : ‖x‖X ≤ 1}. The symbol
L(X,Y ) stands for the set of all bounded linear operators from X to Y . For 0 <
p ≤ ∞, we define ℓnp (R) (or ℓ
n
p (C)) to be the Euclidean space R
n (or Cn) equipped
with the (quasi-)norm
‖x‖p = ‖(xi)
n
i=1‖p =


( n∑
i=1
|xi|
p
)1/p
, 0 < p <∞ ;
max
1≤i≤n
|xi| , p =∞.
The unit ball of ℓnp (R) will be denoted by B
n
p . It is easy to see, that ℓ
n
p (R) and ℓ
n
p (C)
are Banach spaces if p ≥ 1 and p-Banach spaces if 0 < p ≤ 1. Therefore, we will
denote p¯ = min(1, p) and use the triangle inequality in ℓnp (R) and ℓ
n
p(C) in the form
‖x+ y‖p¯p ≤ ‖x‖
p¯
p + ‖y‖
p¯
p.
We define now the concept of entropy numbers of a bounded linear operator T
between two (quasi-)Banach spaces X and Y . Essentially, we are allowed to use
2k−1 balls of radius r in Y to cover the image of the unit ball of X by T and ek(T )
denotes the smallest r, for which this is still possible.
Definition 1. Let X and Y be Banach spaces, p-Banach spaces, or quasi-Banach
spaces. Let T : X → Y be a bounded linear operator and let k ≥ 1 be a positive
integer. The kth (dyadic) entropy number of T is defined as
ek(T ) := inf
{
r > 0 : ∃y1, . . . , y2k−1 ∈ Y with T (BX) ⊂
2k−1⋃
j=1
(yj + rBY )
}
. (1)
The relation of the entropy numbers to the covering numbers of Kolmogorov is
quite straightforward. If K ⊂ Y and r > 0, then the covering number N(K,Y, r) is
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the smallest number N such that there exist points y1, . . . , yN with K ⊂
⋃N
j=1(yj +
rBY ). The entropy numbers ek(T ) can then be equivalently defined as
en(T ) = inf{r > 0 : N(T (BX), Y, r) ≤ 2
k−1}.
Although easy to define, the entropy numbers of some specific operator T are
usually rather difficult to calculate, or estimate. One class of operators, where the
upper and lower bounds on entropy numbers are known, are the identities between
finite-dimensional vector spaces. The main aim of this note is to present a self-
contained proof of the following result.
Theorem 2. Let 0 < p, q ≤ ∞ and let n ∈ N.
a) If 0 < p ≤ q ≤ ∞ then for all k ∈ N it holds
ek(id : ℓ
n
p (R)→ ℓ
n
q (R)) ∼


1 if 1 ≤ k ≤ log2 n,(
log2(1 + n/k)
k
) 1
p
− 1
q
if log2 n ≤ k ≤ n,
2−
k−1
n n
1
q
− 1
p if n ≤ k.
(2)
b) If 0 < q ≤ p ≤ ∞ then for all k ∈ N it holds
ek(id : ℓ
n
p (R)→ ℓ
n
q (R)) ∼ 2
− k−1
n n
1
q
− 1
p . (3)
The constants of equivalence in both (2) and (3) may depend on p and q, but are
independent of k and n.
Theorem 2 was first proved for 1 ≤ p < q ≤ ∞ by Schu¨tt [34] with partial
results given before by Ho¨llig [21] and Pietsch [30, Section 12.2]. The case of quasi-
Banach spaces (i.e. when p and/or q is smaller than one) was studied by Edmunds
and Triebel in [13, Section 3.2.2], who provided the estimates from above in (2)
including the intermediate k’s with log2 n ≤ k ≤ n. Finally, the corresponding lower
bound was supplied by Ku¨hn [26] and, independently, by Gue´don and Litvak in [18].
Although all the estimates in Theorem 2 may be found in the literature since nearly
two decades, there seems to be no place, were all the parts would appear together -
the reader has to combine several sources, sometimes using different notations.
Interestingly enough, the proof of Theorem 2 requires a combination of several
different techniques, which are of independent interest. The most natural are the
so-called volume arguments. Quite intuitively, if we want to cover a body K ⊂ Rn
by a number of other bodies L1, . . . , LN ⊂ R
n, then their volume combined must
be larger than the volume of K. Here, volume can be any positive measure on Rn.
As Lj’s are now different translates of a fixed dilation of one fixed body L, it is
most convenient to work with a shift-invariant measure, which behaves well with
respect to dilations. It is therefore most natural to work with the usual Lebesgue
measure on Rn and vol(K) will be the usual Lebesgue volume of a measurable set
K ⊂ Rn. If K = BX and L = BY are unit balls of some quasi-Banach spaces X and
Y , and if the number N is fixed to be N = 2k−1 for a positive integer k, this can be
immediately translated into lower bounds of the entropy numbers ek(id : X → Y ).
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With a bit of additional work, volume arguments can be also used to give upper
bounds on entropy numbers. Indeed, if r > 0 is fixed, we take a maximal set
y1, . . . , yN ∈ BX ⊂ Y with ‖yi − yj‖Y ≥ r. Then, on one hand, the sets yj + c1rBY
are disjoint and BX is covered by the union of yj + c2rBY for suitably chosen
constants c1, c2 > 0. On the other hand, the sets yj + c1rBY are included in a
certain multiple of BX , which must therefore have a larger volume than all the
disjoint sets yj + c1rBY combined. This gives an upper bound on their number N ,
leading to an upper bound on the entropy numbers.
Although the volume arguments represent a powerful technique, which can in
principle be applied to all the parameter settings in Theorem 2, the obtained bounds
are not always optimal. Actually, it turns out that the volume arguments provide
optimal bounds (up to a multiplicative constant) only when k is large or, equiva-
lently, when r is small. For smaller k’s, direct combinatorial estimates are needed
to provide both the lower and the upper bounds. Geometrically it means, that any
good cover of T (BX) with a small number of sets yj+rBY needs to have big overlap
and/or to cover also some large neighborhood of T (BX).
The structure of the paper is as follows. Section 2 gives basic properties of
entropy numbers and Gamma function, presents the calculation of the volume of
Bnp , and provides a couple of lemmas used later. The proof of Theorem 2 comes in
Section 3. Finally, Section 4 collects few additional remarks and topics, including
the extension of Theorem 2 to the complex setting.
2 Preparations
We start by recalling few well-known basic facts about entropy numbers. Although
the reader may find the proof, for instance, in [8] or [13], we include it for the sake
of completeness.
Theorem 3. Let X,Y,Z be p-Banach spaces for some 0 < p ≤ 1. Let S, T ∈ L(X,Y )
and R ∈ L(Y,Z). Then, for all k, l ∈ N, it holds
(i) ‖T‖ ≥ e1(T ) ≥ e2(T ) ≥ · · · ≥ 0 (monotonicity);
(ii) epk+l−1(S + T ) ≤ e
p
k(S) + e
p
l (T ) (subadditivity);
(iii) ek+l−1(R ◦ T ) ≤ ek(R) · el(T ) (submultiplicativity).
Proof. Monotonicity of entropy numbers follows directly from (1). Similarly, e1(T ) ≤
‖T‖ is implied by T (BX) ⊂ ‖T‖ · BY .
For the proof of subadditivity, let k, l be positive integers and let ε > 0. Then
there are y1, . . . , y2k−1 ∈ Y and z1, . . . , z2l−1 ∈ Y with
S(BX) ⊂
2k−1⋃
i=1
(
yi + (ek(S) + ε)BY
)
and T (BX) ⊂
2l−1⋃
j=1
(
zj + (el(T ) + ε)BY
)
.
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Then
(S + T )(BX) ⊂ S(BX) + T (BX)
⊂
[2k−1⋃
i=1
(
yi + (ek(S) + ε)BY
)]
+
[2l−1⋃
j=1
(
zj + (el(T ) + ε)BY
)]
=
⋃
i,j
(
yi + zj + (ek(S) + ε)BY + (el(T ) + ε)BY
)
⊂
⋃
i,j
(
yi + zj + [(ek(S) + ε)
p + (el(T ) + ε)
p]1/pBY
)
and taking the infimum over ε > 0 gives the result.
The proof of submultiplicativity follows in a similar way. Indeed, if k, l are
positive integers and ε > 0, we find y1, . . . , y2l−1 ∈ Y and z1, . . . , z2k−1 ∈ Z with
T (BX) ⊂
2l−1⋃
i=1
(
yi + (el(T ) + ε)BY
)
and R(BY ) ⊂
2k−1⋃
j=1
(
zj + (ek(R) + ε)BZ
)
.
The proof then follows from
(R ◦ T )(BX) = R(T (BX)) ⊂ R
( 2l−1⋃
i=1
(
yi + (el(T ) + ε)BY
))
=
2l−1⋃
i=1
(
Ryi + (el(T ) + ε)R(BY )
)
⊂
⋃
i,j
(
Ryi + (el(T ) + ε)zj + (el(T ) + ε)(ek(R) + ε)BZ
)
.
We will also need few basic facts about the Gamma function, which is defined by
Γ(t) =
∫∞
0 x
t−1e−xdx for every positive real number t > 0. By partial integration,
we get
Γ(1 + t) = tΓ(t) for every t > 0 (4)
and Γ(n) = (n− 1)! for every positive integer n. Furthermore, by standard calculus
it follows that Γ is a continuous function on (0,∞).
Lemma 4. Let 0 < p <∞. Then
Γ(1 + x/p)1/x ∼ x1/p, x ≥ 1, (5)
where the constants of equivalence may depend on p.
Proof. The result is a corollary of Stirling’s formula [35, Chapter A.2, Theorem 2.3],
but we give also a simple proof for reader’s convenience.
If x = n is a positive integer and p = 1, the result follows from
n log(n)− n ≤ log(n!) = log(Γ(1 + n)) ≤ n log(n), (6)
where the right-hand side of (6) comes from n! ≤ nn and the left-hand side can be
obtained by taking the Riemann sum of
∫ n
1 log(x)dx at right endpoints.
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We modify this strategy also for x ≥ 1 and p > 0. Let k ∈ N0 be the unique
integer with
1
p
+ k ≤
x
p
<
1
p
+ k + 1.
Iterative application of (4) leads to
Γ(1 + x/p) = Γ(x/p− k + 1)
k−1∏
j=0
(x/p − j) ≤ Cp(x/p)
k, (7)
where Cp = sup1/p+1≤t≤1/p+2 Γ(t). We conclude, that
Γ(1 + x/p)1/xx−1/p ≤ C1/xp p
−k/xxk/x−1/p ≤ C1/xp max(1, p
−1/p)x−1/px,
which is bounded (by a constant depending on p) for x ∈ [1,∞).
On the other hand, using the first identity in (7) and Riemann sums, we obtain
log
(
Γ(1 + x/p)1/x
x1/p
)
=
1
x
log Γ(1 + x/p)−
1
p
log(x)
≥
1
x
log(cp) +
1
x
k−1∑
j=0
log(x/p− j) −
1
p
log(x)
≥
1
x
log(cp) +
1
x
x/p∫
x/p−k
log(t)dt−
1
p
log(x)
=
1
x
log(cp) +
1
p
log(1/p) −
1
p
−
1
x
f(x/p− k),
where cp = inf1/p+1≤t≤1/p+2 Γ(t) > 0 and f(t) = t log(t) − t. The last expression
is bounded (by a constant depending on p) for x ∈ [1,∞), as 1/p ≤ x/p − k <
1/p+ 1.
To apply the volume arguments, it is of course necessary to calculate (or at least
to estimate) the volume of the unit ball Bnp in ℓ
n
p(R). The exact value has been
known (at least) since the work of Dirichlet, cf. [10]. We give a more modern proof,
cf. [31].
Theorem 5. Let 0 < p ≤ ∞ and let n ∈ N. Then it holds
vol(Bnp ) =
2n · Γ(1 + 1p)
n
Γ(1 + np )
. (8)
Proof. Let f be a smooth non-increasing positive function on [0,∞) quickly decaying
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to zero at infinity. Then, by Fubini’s theorem and partial integration,
∫
Rn
f(‖x‖p)dx = −
∫
Rn
∞∫
‖x‖p
f ′(t)dtdx = −
∞∫
0
( ∫
x:‖x‖p≤t
1 dx
)
f ′(t)dt
= −
∞∫
0
vol(tBnp )f
′(t)dt = −vol(Bnp )
∞∫
0
tnf ′(t)dt
= vol(Bnp ) ·
∞∫
0
ntn−1f(t)dt.
For f(t) = e−t
p
, we get
∫
Rn
e−‖x‖
p
pdx = vol(Bnp ) ·
∞∫
0
ntn−1e−t
p
dt = vol(Bnp ) ·
n
p
·
∞∫
0
sn/p−1e−sds
=
n vol(Bnp )Γ(n/p)
p
= vol(Bnp )Γ(1 + n/p). (9)
The proof is then finished by Fubini’s theorem
vol(Bnp )Γ(1 + n/p) =
∫
Rn
e−‖x‖
p
pdx =
∫
Rn
e−|x1|
p−···−|xn|pdx =
(
2
∞∫
0
e−t
p
dt
)n
= 2n
(
1
p
∞∫
0
s1/p−1e−sds
)n
= 2n
(
Γ(1/p)
p
)n
= 2nΓ(1 + 1/p)n.
Theorem 5 combined with Lemma 4 gives
vol(Bnp )
1/n =
2Γ(1 + 1p)
Γ(1 + np )
1/n
∼ n−1/p, n ≥ 1, (10)
where the constants of equivalence depend again on p.
Next, we collect two simple facts about the ℓnp -(quasi-)norms. The easy proof is
left to the reader.
Lemma 6. (i) Let 0 < p, q ≤ ∞ and n ∈ N. Then
‖id : ℓnp (R)→ ℓ
n
q (R)‖ = max(1, n
1/q−1/p).
(ii) Let 0 < p < q <∞. Then ‖x‖q ≤ ‖x‖
p/q
p · ‖x‖
1−p/q
∞ .
The following lemma is the analogue of [30, Proposition 12.1.13] for quasi-Banach
spaces and appeared already in [19]. Although it uses the volume arguments, no
calculation of vol(BX) is necessary, because two such terms cancel each other out.
The estimate obtained is optimal up to the constant 41/p, cf. Section 4.1 for details.
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Lemma 7. Let 0 < p ≤ 1, n ∈ N, and let X be a real n-dimensional p-Banach
space. Then, for all k ∈ N,
ek(id : X → X) ≤ 4
1/p · 2−
k−1
n . (11)
Proof. If k − 1 ≤ 2n/p, the result is trivial as the right-hand side of (11) is larger
than or equal to 1. We will therefore assume that k − 1 > 2n/p or, equivalently,
2(k−1)p/n > 4.
Let x1, . . . , xN be a maximal family of elements of BX with ‖xi − xj‖X > τ for
i 6= j, where τ > 0 is given by 1+τ
p/2
τp/2 = 2
p(k−1)/n. Then, by triangle inequality, the
sets xi+2
−1/pτBX are mutually disjoint, they are all included in (1+τ
p/2)1/pBX and
BX is covered by the union of xi + τBX over i = 1, . . . , N . By volume comparison,
we get
N vol(2−1/pτBX) ≤ vol[(1 + τ
p/2)1/pBX ]
and, therefore,
N ≤
(1 + τp/2)n/p
2−n/pτn
=
(1 + τp/2
τp/2
)n/p
= 2k−1.
We conclude that
ek(id : X → X) ≤ τ =
[
2
2(k−1)p/n − 1
]1/p
≤
[
4
2(k−1)p/n
]1/p
= 41/p2−
k−1
n .
The behavior of entropy numbers with respect to interpolation of Banach spaces
was studied intensively. It is rather easy to show, that they behave well if one of the
endpoints is fixed and we refer to [13] for details. Surprisingly, it was shown only
recently in [12], that a general interpolation formula for entropy numbers with both
endpoints interpolated is out of reach. We give only a simplified version in a form,
which shall be needed later on.
Lemma 8. Let 0 < p ≤ q <∞ and let k, l, n be positive integers. Then
ek+l−1(id : ℓ
n
p (R)→ ℓ
n
q (R)) ≤ 2
1/p¯e
p/q
k (id : ℓ
n
p (R)→ ℓ
n
p (R))·e
1−p/q
l (id : ℓ
n
p (R)→ ℓ
n
∞(R)),
where p¯ = min(1, p).
Proof. Let ε > 0 be arbitrary. We put
e0 := (1 + ε)ek(id : ℓ
n
p(R)→ ℓ
n
p (R)) and e
1 := (1 + ε)el(id : ℓ
n
p (R)→ ℓ
n
∞(R)).
Then Bnp can be covered by 2
k−1 balls in ℓnp (R) with radius e
0 and by 2l−1 balls in
ℓn∞(R) with radius e
1. We can therefore decompose
Bnp =
⋃
i
Ai,
where this union contains at most 2k−1 components Ai, and each Ai lies in some
ball in ℓnp (R) with radius e
0. Similarly we can write
Bnp =
⋃
j
Bj,
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with at most 2l−1 components Bj , each of them lying in some ball in ℓ
n
∞(R) with
radius e1.
Finally, we denote Ci,j = Ai ∩Bj and choose zi,j ∈ Ci,j arbitrarily any time Ci,j
is non-empty. Let now x ∈ Ci,j . Then both x and zi,j are in Ci,j ⊂ Ai. Therefore
‖x − zi,j‖p ≤ 2
1/p¯e0. Using Ci,j ⊂ Bj, we get in the same way also ‖x − zi,j‖∞ ≤
2e1 ≤ 21/p¯e1. Hence, by Lemma 6,
‖x− zi,j‖q ≤ 2
1/p¯(e0)p/q(e1)1−p/q,
and balls with centers in zi,j ’s with this radius in ℓ
n
q (R) cover B
n
p . Finally, there is
at most 2k+l−2 such points.
Some of the arguments used in the proof of Theorem 2 are of combinatorial
nature. As a preparation, we present the following lemma from [26], another variant
is discussed in the last section.
Lemma 9. Let m,n ∈ N with m ≤ n4 and define
Hm = {x ∈ {−1, 0, 1}
n : ‖x‖1 = 2m}.
Furthermore, for x, y ∈ Hm, define their Hamming distance as h(x, y) = #{i : xi 6=
yi}. Then there is a set Am ⊂ Hm with #Am ≥ [n/(2m)]
m, such that any two
distinct x, y ∈ Am satisfy h(x, y) > m.
Proof. First note, that
#Hm =
(
n
2m
)
22m. (12)
Second, if x ∈ Hm is arbitrary, then the set {y ∈ Hm : h(x, y) ≤ m} has cardinality
at most (
n
m
)
3m. (13)
Indeed, there is
(n
m
)
ways to choose m coordinates, where x and y may differ, and
three possible values for each of the coordinates for y.
The set Am can be constructed by the following greedy algorithm. First, choose
x1 ∈ Hm arbitrarily. If x
1, . . . , xl were already selected and if there is some y ∈ Hm,
which has the Hamming distance from all these points at least equal to m+ 1, put
xl+1 := y. Otherwise, the algorithm stops and Am is the collection of all x
1, . . . , xN ,
which were selected so far. This ensures, that h(x, y) ≥ m+ 1 for any two distinct
x, y ∈ Am.
Finally, from (12) and (13) it follows that
#Am = N ≥
( n
2m
)
22m(n
m
)
3m
=
4m
3m
·
(n−m) . . . (n− 2m+ 1)
(2m) . . . (m+ 1)
≥
4m
3m
(n−m
2m
)m
≥
( n
2m
)m
.
We have used that t→ n−2m+tm+t is decreasing on (0,∞) and n ≥ 4m.
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3 Proof of Theorem 2
This section is devoted to the proof of the main result, Theorem 2. For reader’s
convenience, we repeat its statement and then prove step-by-step all the upper and
lower bounds of ek(id : ℓ
n
p (R)→ ℓ
n
q (R)) for all possible values of p, q, k and n.
Theorem 2. Let 0 < p, q ≤ ∞ and let n ∈ N.
a) If 0 < p ≤ q ≤ ∞ then for all k ∈ N it holds
ek(id : ℓ
n
p (R)→ ℓ
n
q (R)) ∼


1 if 1 ≤ k ≤ log2 n,(
log2(1 + n/k)
k
) 1
p
− 1
q
if log2 n ≤ k ≤ n,
2−
k−1
n n
1
q
− 1
p if n ≤ k.
(2)
b) If 0 < q ≤ p ≤ ∞ then for all k ∈ N it holds
ek(id : ℓ
n
p (R)→ ℓ
n
q (R)) ∼ 2
− k−1
n n
1
q
− 1
p . (3)
The constants of equivalence in both (2) and (3) may depend on p and q, but are
independent of k and n.
Proof. We split the proof of the different estimates in Theorem 2 by the used
technique. Furthermore, we denote throughout the proof p¯ = min(1, p) and q¯ =
min(1, q).
Step 1: Elementary estimates
(i) If 0 < p ≤ q ≤ ∞, we have by Theorem 3 and Lemma 6
ek(id : ℓ
n
p (R)→ ℓ
n
q (R)) ≤ ‖id : ℓ
n
p (R)→ ℓ
n
q (R)‖ = 1
or, equivalently, we can always cover Bnp with B
n
q . This gives the optimal upper
bound for 1 ≤ k ≤ log2 n.
(ii) On the other side, the canonical vectors e1, . . . , en defined by
(ei)l = δil, i, l = 1, . . . , n,
satisfy ei ∈ Bnp and ‖e
i− ej‖q = 2
1/q for i, j ∈ {1, . . . , n} and i 6= j. Therefore,
if we cover Bnp with 2
k−1 < n balls in ℓnq (R) of radius r > 0, at least one of
these balls must contain two different ei, ej with i 6= j, simply by the pigeonhole
principle. We denote the center of such a ball by z ∈ Rn and obtain by triangle
inequality
2q¯/q = ‖ei − ej‖q¯q ≤ ‖e
i − z‖q¯q + ‖z − e
j‖q¯q ≤ 2r
q¯.
Therefore,
ek(id : ℓ
n
p (R)→ ℓ
n
q (R)) ≥ 2
1/q−1/q¯
for 1 ≤ k ≤ log2 n. Together with (i), this finishes the proof of the equivalence
in (2) for this range of k’s.
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(iii) Lemma 7 together with Lemma 6 can be used to prove the upper bound in
(3). Let 0 < q ≤ p ≤ ∞ and let k and n be positive integers. Then
ek(id : ℓ
n
p(R)→ ℓ
n
q (R)) ≤ ek(id : ℓ
n
p (R)→ ℓ
n
p (R)) · ‖id : ℓ
n
p (R)→ ℓ
n
q (R)‖
≤ 41/p · 2−
k−1
n · n1/q−1/p.
Step 2: Volume arguments, estimates from below
If Bnp is covered by 2
k−1 balls in ℓnq (R) of radius r > 0, then their volume must
be larger than the volume of Bnp . This simple observation can be turned into the
estimate
vol(Bnp ) ≤ 2
k−1 vol(rBnq ) = 2
k−1rn vol(Bnq )
and, by (10),
ek(id : ℓ
n
p (R)→ ℓ
n
q (R)) ≥ 2
− k−1
n
(
vol(Bnp )
vol(Bnq )
)1/n
∼ 2−
k−1
n n1/q−1/p.
This proves the lower bound in (3) for all k’s and in (2) for k ≥ n. Together with
Step 1, the proof of (3) is therefore finished.
Step 3: Volume arguments, estimates from above
Let 0 < p ≤ q ≤ ∞ and let τ > 0. Similarly to the proof of Lemma 7, we let
{y1, . . . , yN} ⊂ B
n
p be any maximal τ -distant set in the ℓ
n
q -(quasi)-norm. In detail,
this means that we assume that ‖yi − yj‖q > τ for i, j ∈ {1, . . . , N} with i 6= j and
that for every y ∈ Bnp , there is i ∈ {1, . . . , N} with ‖y − yi‖q ≤ τ .
Then we observe a couple of simple facts
(i) If z ∈ (yi + 2
−1/q¯τBnq ) ∩ (yj + 2
−1/q¯τBnq ) for i 6= j, then
τ q¯ < ‖yi − yj‖
q¯
q ≤ ‖yi − z‖
q¯
q + ‖z − yj‖
q¯
q ≤ 2(2
−1/q¯τ)q¯,
gives a contradiction. Hence, the sets yj+2
−1/q¯τBnq , j = 1, . . . , N, are disjoint.
(ii) If z ∈ yj + 2
−1/q¯τBnq , we obtain for ν = ‖id : ℓ
n
q (R)→ ℓ
n
p(R)‖ = n
1/p−1/q
‖z‖p¯p ≤ ‖yj‖
p¯
p + ‖z − yj‖
p¯
p ≤ 1 + ν
p¯‖z − yj‖
p¯
q ≤ 1 + (2
−1/q¯τν)p¯.
It follows that all the sets yj + 2
−1/q¯τBnq , j = 1, . . . , N are included in (1 +
(2−1/q¯τν)p¯)1/p¯Bnp .
By volume comparison, we conclude
N vol(2−1/q¯τBnq ) ≤ vol[(1 + (2
−1/q¯τν)p¯)1/p¯Bnp ]
and
N ≤
(1 + (2−1/q¯τν)p¯)n/p¯ vol(Bnp )
2−n/q¯τn vol(Bnq )
=
[
1 + (2−1/q¯τν)p¯
2−p¯/q¯τ p¯
]n/p¯
Vn(p, q), (14)
where we denoted Vn(p, q) =
vol(Bnp )
vol(Bnq )
. For a positive integer k, we define τ by putting
the right-hand side of (14) equal to 2k−1. We obtain
[
1 + (2−1/q¯τν)p¯
2−p¯/q¯τ p¯
]n/p¯
Vn(p, q) = 2
k−1 and τ =
21/q¯
[2(k−1)p¯/nVn(p, q)−p¯/n − ν p¯]1/p¯
.
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Observe, that this is always possible if the denominator is positive. This is the case
if
2
k−1
n > 2νVn(p, q)
1/n = 2n1/p−1/q
(
vol(Bnp )
vol(Bnq )
)1/n
. (15)
By (10), the right-hand side of (15) is equivalent to a constant, and (15) is satisfied
if k ≥ γp,qn for some γp,q > 0 depending only on p and q.
We conclude that, for k ≥ γp,qn,
ek(id : ℓ
n
p(R)→ ℓ
n
q (R)) ≤ τ ≤
Cp,q
[2(k−1)p¯/nVn(p, q)−p¯/n]1/p¯
≤ C ′p,q2
− k−1
n n1/q−1/p,
where we used (15) in the last but one inequality with Cp,q = 2
1+1/q¯/(2p¯ − 1)1/p¯.
Step 4: Combinatorial part - estimate from below
Let 0 < p ≤ q ≤ ∞. Let m,n ∈ N with m ≤ n/4 and let Am be the set from
Lemma 9. Then A˜m := (2m)
−1/pAm ⊂ B
n
p and for two distinct x, y ∈ A˜m it holds
‖x − y‖q ≥ 2
−1/pm1/q−1/p. As a consequence, two different points from A˜m cannot
be covered by an ℓnq -ball, unless its radius is at least 2
−1/p−1/q¯m1/q−1/p.
We summarize, that if for some k ∈ N, there is m ∈ N with
m ≤ n/4 and 2k−1 <
( n
2m
)m
, (16)
then ek(id : ℓ
n
p → ℓ
n
q ) ≥ 2
−1/p−1/q¯m1/q−1/p.
Let us therefore fix k, n ∈ N with n ≥ 64 and log2 n ≤ k ≤ n/8. Then k ≥
log2 n ≥ log2(n/k + 1) and we may choose m to be any integer with
k
log2(n/k + 1)
≤ m ≤
2k
log2(n/k + 1)
.
Then m ≤ 2k/ log2(8) = 2k/3 ≤ n/12. The function f : t → t log2(n/(2t)) is
increasing on (0, n2e) and therefore
m log2
( n
2m
)
= f(m) ≥ f
( k
log2(n/k + 1)
)
=
k
log2(n/k + 1)
log2
(n log2(n/k + 1)
2k
)
≥ k,
where in the last inequality we used that
n
2k
log2(n/k + 1) ≥
3n
2k
≥
n
k
+ 1.
We therefore get also
2k ≤
( n
2m
)m
.
This finishes the proof of (16). It follows that
ek(id : ℓ
n
p(R)→ ℓ
n
q (R)) ≥ 2
−1/p−1/q¯m1/q−1/p ≥ cp,q
( log2(n/k + 1)
k
)1/p−1/q
12
for n ≥ 64 and log2 n ≤ k ≤ n/8. Furthermore, by Step 2, we know that en(id :
ℓnp(R)→ ℓ
n
q (R)) & n
1/q−1/p. This allows to use the monotonicity of entropy numbers
and to obtain the lower bound in (2) for all n ≥ 64 and all positive integers k. The
(finitely many) remaining values of n can then also be incorporated at the cost of
possibly larger constants.
Step 5: Combinatorial part - estimate from above
We first prove the result for 0 < p < q = ∞, the general case then follows by
interpolation, i.e. by Lemma 8. Let 1 ≤ m ≤ n be two natural numbers. Then
every x ∈ Bnp can be approximated in the ℓ
n
∞-norm by a vector x˜ with at most m
non-zero components and ‖x− x˜‖∞ ≤ r
0 := m−1/p. Indeed, we can take x˜ equal to
x on the indices of the m largest (in the absolute value) components of x, and zero
elsewhere.
Let now l ≥ γp,∞m be an integer, where γp,∞ > 0 is the constant defined at the
end of Step 3. Then we know that el(id : ℓ
m
p (R)→ ℓ
m
∞(R)) ≤ r
1 := Cp,∞2
− l−1
m m−1/p.
Therefore, for any ε > 0, there exist points x1, . . . , x2l−1 ∈ R
m with
Bmp ⊂
2l−1⋃
j=1
(xj + (1 + ε)r
1Bm∞).
we collect the points with support of the size at most m and equal to some of xj ’s
on its support. In this way, we obtain at most
(n
m
)
2l−1 centers of ℓn∞-balls of radius
r0 + (1 + ε)r1, which cover Bnp .
We conclude, that if 1 ≤ m ≤ n and l ≥ γp,∞m, then
2k−1 ≥
(
n
m
)
2l−1 =⇒ ek(id : ℓ
n
p (R)→ ℓ
n
∞(R)) ≤ m
−1/p
(
1 + Cp,∞2
− l−1
m
)
.
(17)
For 1 ≤ m ≤ n, we choose any integer l with γp,∞m ≤ l ≤ (γp,∞ + 1)m. Using the
elementary estimate(
n
m
)
≤
nm
m!
≤ nm
( e
m
)m
≤
(3n
m
)m
≤
( n
m
+ 1
)3m
we obtain
log2
[(
n
m
)
2l−1
]
= l − 1 + log2
(
n
m
)
≤ (γp,∞ + 1)m− 1 + 3m log2
( n
m
+ 1
)
.
Together with (17), we arrive at
k ≥ γpm log2(n/m+ 1) =⇒ ek(id : ℓ
n
p (R)→ ℓ
n
∞(R)) ≤ Cpm
−1/p,
where γp = γp,∞ + 4 and Cp = 1 +Cp,∞ depend only on p.
Next, we define αp > 2 to be a real number large enough to ensure
γpαp + 1 ≤ 2
αp−2. (18)
Moreover, we assume that k and n are positive integers with n ≥ k ≥ 2αpγp log2 n.
This allows us to choose m to be any integer with
k
2αpγp log2(n/k + 1)
≤ m ≤
k
αpγp log2(n/k + 1)
. (19)
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From γp > 4 and αp > 2, it follows that m ≤ n and, by monotonicity of f : t →
t log2(n/t+ 1) on (0,∞), we get
γpf(m) = γpm log2(n/m+ 1) ≤ γpf
(
k
γpαp log2(n/k + 1)
)
= γp ·
k
γpαp log2(n/k + 1)
log2
(n
k
γpαp log2
(n
k
+ 1
)
+ 1
)
≤
k
αp log2(n/k + 1)
[
log2
(n
k
+ 1
)
+ log2(γpαp + 1) + log2
(
log2
(n
k
+ 1
)
+ 1
)]
≤
2k
αp
+
k log2(γpαp + 1)
αp log2(n/k + 1)
≤
k
αp
[
2 + log2(γpαp + 1)
]
≤ k,
where we used (18) in the last step.
This finishes the proof of the upper bound in (2) for q = ∞ and 2αpγp log2 n ≤
k ≤ n. The k’s between log2 n and 2αpγp log2 n can be incorporated by monotonicity
at the cost of larger constants.
Finally, the case 0 < p < q < ∞ follows by interpolation. Indeed, Lemma 8
implies that
ek(id : ℓ
n
p (R)→ ℓ
n
q (R)) ≤ 2
1/p¯e
1− p
q
k (id : ℓ
n
p(R)→ ℓ
n
∞(R)),
and the result follows from the bound just proven for ek(id : ℓ
n
p (R)→ ℓ
n
∞(R)).
4 Extensions
We collect further facts about the entropy numbers of identities between finite-
dimensional spaces, which seem to be very well known in the community. Several
parts of Theorem 2 can be proved in different ways and we present some of these
alternative approaches. Finally, we extend Theorem 2 also to the complex setting.
4.1 Alternative use of volume arguments
Without much work, one can show that Lemma 7 is optimal up to the constant 41/p¯.
Indeed, if X is a n-dimensional real vector spaces equipped with a (quasi)-norm and
BX is covered by 2
k−1 translations of rBX , then
vol(BX) ≤ 2
k−1rn vol(BX).
This implies that ek(id : X → X) ≥ 2
− k−1
n .
If 0 < p ≤ q ≤ ∞, we can write
2−
k−1
n ≤ ek(id : ℓ
n
p (R)→ ℓ
n
p (R)) ≤ ek(id : ℓ
n
p (R)→ ℓ
n
q (R)) · ‖id : ℓ
n
q (R)→ ℓ
n
p (R)‖.
By Lemma 6, the last norm is equal to n1/p−1/q and we obtain the lower bound in
(2) for k ≥ n.
The upper bound on ek(id : ℓ
n
p (R) → ℓ
n
q (R)) for 0 < p < q ≤ ∞ and log2 n ≤
k ≤ n was proven in Section 3 first for q = ∞ and, afterwards, for p < q < ∞
by interpolation. Actually, one can adapt the original proof for q = ∞ also to the
general setting of q ≤ ∞. Unfortunately, this comes at a price of further technical
difficulties and we, together with [30], preferred to go through interpolation.
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4.2 Alternative use of combinatorial arguments
Next comment considers the lower bound in (2) for log2 n ≤ k ≤ n. Lemma 9
constructs a large subset (namely (2m)−1/pAm) of B
n
p with the elements having large
mutual distances in ℓnq . There is, however, more ways to achieve a similar result. We
present a statement, which is very well-known in coding theory, cf. [17, 29], and
appeared also in [14, 15] and [2] in connection with Gelfand widths and optimality
results of sparse recovery. There the reader can also find a short proof, which is very
much in the spirit of the proof of Lemma 9.
Lemma 10. Let k ≤ n be two positive integers. Then there are N subsets T1, . . . , TN
of {1, . . . , n}, such that
(i) N ≥
( n
4k
)k/2
,
(ii) |Ti| = k for all i = 1, . . . , N and
(iii) |Ti ∩ Tj | < k/2 for all i 6= j.
Similarly to Lemma 9, Lemma 10 can be used to produce a large set of points
in Bnp with large distance in ℓ
n
q . It is enough to take xj = k
−1/pχTj , j = 1, . . . , N ,
where Tj ’s are the sets from Lemma 10 and χTj is the indicator vector of Tj.
4.3 Complex spaces
It is surprisingly easy to extend the estimates of Theorem 2 to the setting of complex
spaces ℓnp (C). The main result then reads as follows.
Theorem 11. Let 0 < p, q ≤ ∞ and let n ∈ N.
a) If 0 < p ≤ q ≤ ∞ then for all k ∈ N it holds
ek(id : ℓ
n
p (C)→ ℓ
n
q (C)) ∼


1 if 1 ≤ k ≤ log2(2n),(
log2(1 + 2n/k)
k
) 1
p
− 1
q
if log2(2n) ≤ k ≤ 2n,
2−
k−1
2n n
1
q
− 1
p if 2n ≤ k.
(20)
b) If 0 < q ≤ p ≤ ∞ then for all k ∈ N it holds
ek(id : ℓ
n
p (C)→ ℓ
n
q (C)) ∼ 2
− k−1
2n n
1
q
− 1
p . (21)
The constants of equivalence in both (20) and (21) may depend on p and q, but are
independent of k and n.
Proof. We observe, that the mapping
J (z) = J (z1, . . . , zn) = (Re(z1), Im(z1), . . . ,Re(zn), Im(zn))
is bounded from ℓnp (C) to ℓ
2n
p (R) with the norm bounded by a quantity independent
of n. The same is true about
J ′(x) = J ′(x1, . . . , x2n) = (x1 + ix2, . . . , x2n−1 + ix2n)
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as a mapping from ℓ2np (R) to ℓ
n
p(C).
Using the submultiplicativity of entropy numbers, we get
ek(id : ℓ
n
p(C)→ ℓ
n
q (C)) ≤ ‖J : ℓ
n
p (C)→ ℓ
2n
p (R)‖
· ek(id : ℓ
2n
p (R)→ ℓ
2n
q (R)) · ‖J
′ : ℓ2nq (R)→ ℓ
n
q (C)‖
and
ek(id : ℓ
2n
p (R)→ ℓ
2n
q (R)) ≤ ‖J
′ : ℓ2np (R)→ ℓ
n
p (C)‖
· ek(id : ℓ
n
p (C)→ ℓ
n
q (C)) · ‖J : ℓ
n
q (C)→ ℓ
2n
q (R)‖.
This can be summarized into
ek(id : ℓ
n
p (C)→ ℓ
n
q (C)) ∼ ek(id : ℓ
2n
p (R)→ ℓ
2n
q (R))
with constants of equivalence independent on k and n. The result then follows from
Theorem 2.
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