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We consider the thermally activated quantum diffusion of a molecular dimer in a periodic surface 
potential by means of a time-dependent wave packet method. We show that the potential energy 
surface resulting from the interplay of intradimer and dimer-surface interactions can lead to resonant 
states and predict high tunneling probabilities at specific, below barrier, energies that depend also on 
the initial vibrational state of the dimer. For soft molecular bonds, we show that the chaotic 
dynamical regime of classical dimers is mirrored, in the quantum case, by the tunneling induced 
mixing of vibrational states. The knowledge of the transmission coefficient is used to formulate 
an approximate description of quantum thermal diffusion by defining an effective 
temperature-dependent activation energy that can be compared to the classical case.
© 2007 American Institute o f  Physics. [DOI: 10.1063/1.2424699]
I. INTRODUCTION
Diffusion of atoms and small molecules is much studied 
for its importance for surface science and particularly for the 
growth of thin layers.1 Nevertheless, many open questions 
are still present particularly for the dynamics of more than 
one atom, the case of a dimer considered in this paper being 
already a big challenge. Occurrence of anomalous diffusion, 
chaotic motion,2 and long jumps3 have been predicted theo­
retically and observed experimentally in some cases.
Usually a regime of relatively high temperatures is of 
interest for these processes, allowing a fully classical de­
scription of the dynamics. Quantum effects dominate at low  
temperatures where the probability of classical over-the- 
barrier hopping becomes vanishingly small. The diffusion 
coefficient of hydrogen on Cu(001) has been found experi­
mentally to be temperature independent, being purely due to 
tunneling, for temperatures below a crossover temperature 
Tc=60 K .4 Even for heavier elements, quantum effects on 
the intracell diffusion of a Cu dimer on Cu(001) at T <  5 K 
due to extremely low energy barriers have been recently 
reported.5
Here we consider thermally activated quantum diffusion 
of a dimer in the regime where the temperature is above the 
crossover temperature Tc but much lower than the activation 
barrier for diffusion, so that only uncorrelated hopping of the 
adsorbate from one adsorption site to the next can occur, and 
one can assume that equilibrium with the underlying surface 
is restored after each jump. For this regime of uncorrelated 
hopping, Nikitin et al.6 have shown that a quantum mechani­
cal evaluation of the diffusion coefficient of H on Pd(111) at 
around 100 K yields values one order of magnitude higher 
than for classical diffusion, pointing out the importance of 
tunneling also above Tc. Here we show that, for the case of 
dimer diffusion, quantum effects lead to new features which
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cannot be accounted for by a classical approach. First o f all, 
the dimer has a vibrational spectrum which is affected by its 
position on the surface, making vibrations and translation 
intertwined. Secondly, we will show that the potential energy 
surface (PES) resulting from the interplay of intradimer and 
dimer-surface interactions can lead to resonant states and 
predict high tunneling probabilities at specific, below barrier, 
energies that depend also on the initial vibrational state of the 
dimer. We discuss also the relation of classical chaotic m o­
tion to quantum dynamics. The dynamics of a classical dimer 
in a periodic potential displays a transition to chaos for 
weak interatomic interaction. Chaotic motion makes that a 
dimer can jump to the next site at energies below twice the 
threshold for a single atom. At finite temperatures, this ef­
fect is shown to lead to deviations from Arrhenius behavior 
of diffusion. Here we show that the quantum counterpart of 
the transition to chaos in the classical model is characterized 
by increased energy transfer between vibrational modes.
Previous theoretical studies of quantum surface diffusion 
have been mostly performed for single hydrogen atoms on 
Cu(001),8 on Pd(111),6 and for the surfaces of interstellar 
matter described by a square barrier9 using different theoret­
ical approaches. The related problem of tunneling through a 
barrier has been studied also for simplified models of di­
atomic m olecules.10-12
Here, we study the dimer diffusion between neighboring 
adsorption sites by computing the transmission probability of 
the dimer across the potential barrier separating the sites by 
means of a time-dependent wave packet (TDWP) method.13 
We evaluate the transmission probability for different vibra­
tional states of the dimer. A  rich structure, with sharp below  
barrier peaks due to resonant tunneling, is present, in contrast 
to the case of a single atom.
The knowledge of the transmission coefficient can be 
used to go over to an approximate description of thermal 
diffusion. An adsorbate diffusing on a surface will be 
coupled to the substrate degrees of freedom (phononic and/or 
electronic), resulting in a system where energy can be ex­
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changed between the substrate and the adsorbate. The sub­
strate, considered as infinite, w ill act as a heat bath at tem­
perature T. For a classical particle in equilibrium with the 
substrate, the diffusion coefficient D  takes the Arrhenius 
form,
D (T )= A “ P i- k T  I ,
( l )
where kB is the Boltzmann constant and Ea is a well defined 
activation barrier. For a quantum particle, the possibility of 
tunneling makes the concept of activation barrier ill defined 
and therefore deviations from Arrhenius behavior may be 
expected. Diffusion can still be approximately described in 
this form by using a temperature-dependent activation en­
ergy, often much lower than the classical energy barrier.
This paper is organized as follows: in Sec. II we present 
the model potential used in the calculations and consider the 
vibrational spectrum of the dimer as a function of the posi­
tion of its center of mass on the surface. In Sec. III, the 
time-dependent wave packet method is discussed and results 
for transmission probabilities are presented for different ini­
tial vibrational states of the dimer. In Sec. IV we show that, 
depending on the translational energy, the dimer can follow  
the different types of diffusion paths predicted on the basis of 
the potential energy structure in Ref. 14. In Sec. V the 
knowledge of the transmission probability calculated in Sec. 
III can be used to evaluate a temperature-dependent activa­
tion energy. Lastly we conclude in Sec. VI with a summary 
and outlook.
II. MODEL HAMILTONIAN
We consider a dimer composed of two mutually interact­
ing atoms with coordinates x, and masses m, (i = 1 ,2 ) .  Each 
atom interacts with the substrate via a one-dimensional 
modulation
v Sub(xù = 4  Vo l + c o s  2 ^ - (2 )
where a  is the lattice constant of the substrate. The potential 
Vsub varies between 0 and Vo/2, so that the effective barrier 
for two noninteracting atoms is V0.
The interaction between the dimer atoms, Vint(r), is mod­
eled by a Morse potential o f the form
Vint(r) = D 0[e- 2p(r-req) -  2e-p(r-req)] , (3)
where D 0 is the well depth with respect to infinite separation, 
and req the equilibrium separation so that Vint(req) = - D 0. The 
parameter p  controls the width w  of Vint, defined as the dif­
ference between the two values of r for which Vint(r) = 
- D 0/e , e being the base of the natural logarithm. With this 
definition, one can show that w =2.170 0 7 7 /p. The force con­
stant K, defined as the second derivative at r = req, decreases 
for increasing width as K  = 2p 2D 0.
In terms of center of mass (CM) and relative coordi­
nates, x = (m1x 1 + m2x2) / (m1 + m2) and r = x2- x 1, respectively, 
the total potential V(x, r) describing the dimer interacting 
with the substrate is given by
FIG. 1. (a) Surface and contour plots of the 2D PES of V(x, r) given by Eq. 
(4); (b) single barrier potential Vsb(x, r) given by Eq. (17). The parameters 
are req=a, w  = 1.5a, D 0 = 1.5 Vq, and m 1 = m2 . The arrow indicates the location 
of the minimum for x = a /2  and r =1.8a, corresponding to the dimer bond 
being stretched by 80% with respect to its equilibrium bond length.
V(x, r) ■ Vo
2
(  2 w  \  (  w 
l + cos — x cos — r 
\  a \ a + Vint(r) ■
(4)
The translational (x ) and vibrational (r) degrees of free­
dom of the dimer are coupled by the product term 
cos(2ttx/ a )c o s (w / a) in Eq. (4), so that the vibrational spec­
trum of the dimer depends on the position x  o f the CM on the 
surface. The two dimensional PES of Eq. (4) is shown in Fig. 
1 (a). It consists o f a periodic arrangement of barriers along x 
and a potential well with a periodic tail in r , with a period 
twice the period in x  for the present case of m 1= m2. The 
potential has been discussed elsewhere 14 from the point of 
view of the minimum energy path for diffusion. There, we 
have shown that several types of diffusion modes could oc­
cur, from rigid diffusion for stiff interatomic interactions to 
piecewise and pinched diffusion for soft interatomic interac­
tions.
By scaling all lengths to the lattice constant a , and all 
energies to the potential barrier height V0, the Hamiltonian in 
dimensionless units becomes
H = - 7  i ? - 7 V  “  + V(x, r),
^ 2 d2 ^ 2 M  d2
fL dr2
where hs is the rescaled Planck’s constant defined by 
h . =■ *
(5)
(6)
In Eqs. (5) and (6) , M = mi + m2 is the total mass associated 
with the CM coordinate x, and ¡jl= m xm2l( m x + m2) is the 
reduced mass associated with the relative coordinate r.
a
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FIG. 2. Vibrational wave functions for v =0, 1, and 5 and x = 0  and a /2 . The 
potential parameters are the same as in Fig. 1. The rescaled Planck’s con­
stant hs=0.2. The solid line is the potential V(x, r). The dashed lines are the 
vibrational wave functions <pv(r). Two vertical dotted lines are placed at 
values of r for which the potential has a minimum at x =0 and x = a /2 .
The rescaled Planck’s constant hs o f Eq. (6) gives a mea­
sure of the importance of quantum effects. Typical values 
range from 0.01 to 0.40. For example, for a Si dimer on 
Si(001) ,15,16 where a = 3.1 A  and V0= 1.02 eV, hs=0.017. For
H on Cu(001), where a =2.56 À
5
and V0 = 0.175 eV, hs
= 0.38. And for Cu on Cu(001), where a =1.47 A  and V0 
= 18 meV, hs=0.26. For these systems, studied by scanning 
tunneling microscopy (STM), quantum tunneling was found 
to be important below 60 K (Ref. 4 ) and 5 K ,5 respectively.
The term cos(2wx)cos(wr) in Eq. (4) couples the trans­
lational (x) and vibrational (r ) degrees of freedom of the 
dimer moving on the substrate. The intrinsic coupling be­
tween x and r  for a harmonic dimer in the periodic potential 
of Eq. (2) has been studied by means of classical dynamics 
in Ref. 2 , where it was shown to lead to chaotic behavior for 
weakly interacting dimers in a whole range of energies, be­
low and above the barrier.
The coupling of x and r  makes the vibrational energies 
of the dimer depend on the CM position x . Therefore, we 
first solve the vibrational problem for a fixed value of x,
$v(r  ; x) = Ev(x )$v(r ; x ) , (7)
where the vibrational eigenfunctions <pv( r ;x), with vibra­
tional quantum number v(v ^  0 ), depend on x parametrically.
The eigenvalue problem of Eq. (7) was solved by the
17Fourier grid Hamiltonian method on a grid extending from 
2wrmin=1 to 2wrmax=32, using 256 points. The vibrational 
energies were converged up to eight decimal places. The 
vibrational wave functions for x = 0  and x = a / 2 , and v = 0 , 1, 
and 5, are shown in Fig. 2 . The vibrational energies as a 
function of x are plotted in Fig. 3(a), for two values of w: 
w  = 1.5a (K =6.28V 0/a 2) and w = 0.75a (K= 25.11 V0/ a 2).
As discussed in detail in Ref. 14, the effective vibra­
tional potential in r drastically changes between x = 0  and
FIG. 3. Vibrational energies (a) and potential coupling elements [(b) and 
(c)] as functions of the position x  of the CM. The left side of each panel 
corresponds to a w  =1.5a, the right side to w =0.75a. Because of the sym­
metry of the barrier (see Fig. 1), only values for 0 ^  x / a <  0.5 are shown. In 
(a), the vibrational energies for v = 0 - 5  (left) and v = 0 - 4  (right) are plotted. 
The dashed lines are the vibrational energies for v = 0 - 2  calculated using 
perturbation theory. In (b) and (c), the potential coupling terms d vv: and D vv, 
given by Eqs. (13) and (14) are shown.
x = a / 2 , particularly for large w, or equivalently for small 
force constants K. As shown in Fig. 2 for w  =1.5a, in going 
from x = 0  to x = a / 2 , the potential minimum located at r = a 
for x = 0  shifts to r = 1.8a for x = a / 2 , with a concomitant shift 
of the v = 0 wave function. For larger v, the general trend is 
that the wave function is stretched towards larger r, as is 
demonstrated for v = 1 and v = 5.
In Fig. 3(a), the vibrational energy as a function of x  for 
several values of v and two values of the width w  is shown. 
First we discuss the case w  = 1.5a. For x = 0  the energy levels 
are almost equidistant. Beyond x ~  a /3 , the levels become 
flatter with a dip at x = a /2 . This is due to the fact that, 
beyond x ~  a /3 , the effective potential in r becomes broader 
and resembles a square well with a decreasing bottom to­
wards larger r so that the wave function broadens and shifts
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with respect to the case x = 0. This explains the dip in the 
energy curve at x = a /2  for v = 0 , and also slightly for v = 1. 
For larger v, this “dip” becomes broader and shallower, re­
maining almost constant over a large interval in r. For the 
case of w  = 0.75a, the general trend looks very much like the 
one for w  =1.5a, except for v = 0 and v = 1. Since the dimer 
bond is now very stiff, the global potential minimum is al­
ways located at r = a (see Fig. 2 o f Ref. 14) although a sec­
ond higher minimum begins to develop for x ~  a /3 . As a 
consequence, the v = 0 and v = 1 wave functions remain cen­
tered at r = a for all x . The second minimum becomes impor­
tant only for larger v, and this is why the energy for v ^  3 
shows a dip at x = a / 2 .
In Fig. 3(a), the vibrational energies o f the three lowest 
vibrational states are compared to the results of perturbation 
theory (dashed lines) calculated as follows: the substrate po­
tential Vsub = [1 +cos(2wx)cos(wr)] is treated as a perturba­
tion to the Morse potential Vint(r) [see Eq. (4)] . If <pv(r) is an 
eigenfunction of Vint(r), the first order correction, E ^ (x ) ,  to 
the vibrational energy due to the substrate potential Vsub is 
given by18
E (v1](x) = < d v subk >
1
2
1 + c o s(2 otx)| \çv(r)\2 co s (w )d r (8)
For the case w  =1.5«, two observations can be made
from Fig. 3(a). First, the perturbation corrections E01'1 and 
(1) 0 
EJ reproduce the exact results very well up to x ~  a /3 ,
whereas for v = 2 the correction E <'1'1 becomes a bad approxi­
mation and gets even worse for higher v. The second obser­
vation is that for a / 3 ^ x ^ a / 2 , EV is quite bad for all v, the 
difference with the exact result getting larger for x  closer to 
a /2  and being the largest for v = 0. The explanation for this 
large difference is straightforward: between x = a /3  and a / 2 , 
the wave function is stretched towards larger r, as explained 
above, or even completely shifted for v = 0. First order per­
turbation theory is accurate if  the wave function changes 
only little, which is obviously not the case for w  =1 .5a  and 
a / 3 < x < a /2 . For w  = 0.75a, the situation is different. In this 
case, for v = 0 and v = 1, the wave function stays centered at 
r = a and changes only very little with respect to the eigen­
function of Vint, making perturbation theory a good approxi­
mation to the exact energy. For higher v , however, the eigen­
function of Vint are not a good first order approximation to 
the exact solution because the wave function is too much 
affected by the second minimum. Therefore, for larger v , the 
perturbation approach fails for both w  = 0.75a and w  =1.5a.
Further insight can be gained if  we use the vibrational 
eigenfunctions <pv( r ;x) of Eq. (7) as basis to expand the 
eigenfunction ppx , r) o f the two dimensional (2D) 
Schrödinger equation H p =  E p,  with H  given by Eq. (5), as
^(x, r) = 2  4v(r ;x)Xv(x), (9)
where x v(x) is the expansion function for the vibrational 
state v.
When substituting the above expression for p (x , r) into 
the 2D Schrödinger equation, the eigenvalue problem for the 
energy E  is transformed into the set o f equations (following 
the notation of Tully19),
[fcM + O x )  + C ( x )  + Uvv(x) -  E]Xv(x)
= -  2  [Tvv'(x) + K v ' (x)]Xv'(x),
v ^ v '
( 10)
where TCM is the kinetic energy operator associated with the 
CM motion, and Uvv(x) the energy of the vibrational state v 
shown Fig. 3(a). The kinetic energies T ' , ( x )  and l"m ;,(x) are 
given by
t , ' (x) = -  dvv'(x)Vx
T  , (x) = -  D vv v (x),vv ' ' vv V / ’
where 
dvv'(x) = <4v(r ; x)|Vx|^v'(r ; x)>, 
D vv'(x) = <$k(r ; x ) \v 2 |^ t'(r ; x )>
( 11)
( 12)
(13)
(14)
The coupling terms dvv, and D vv, are shown in Figs. 3(b) 
and 3(c), for v = 1 and v '  = 0 - 3 ,  and for two values of the 
width w. For w  = 1.5a, dvv' and D vv' can become quite large. 
The d10 and d12, for which v' = v ± 1 , are by far the largest. 
This observation is true also for other v: the magnitude of 
dvv ' for v ' = v ±1  is always much larger than for v ' #  v ± 1. 
This is not necessarily true for D vv' for which the D 12 and 
D 13 are of equal magnitude and much smaller than D 10. Also, 
for v' = v, D vv is not zero, as is the case for dvv because 
4>v( r ;x) are real functions. Note that the coupling is impor­
tant only within a small interval of x. Comparing with Fig. 
3(a), perturbation theory starts to deviate from the exact re­
sults when the coupling terms dvv' and D vv' can no longer be 
neglected. For the case of w =0.75a, both dvv' and D vv' re­
main very small for v = 0 and 1. However, for higher v, the 
coupling terms become larger because the second minimum  
at larger r begins to affect the vibrational states, making the 
wave function <pv( r ;x) strongly dependent on x for v ^  2. In 
conclusion, these results show that for a large w  (soft bond), 
coupling between vibrational states is important and cannot 
be neglected. For small w  (stiff bond), these couplings may 
only be important between higher vibrational states.
If the coupling terms dvv' and D vv' are very small and 
may be neglected, as is the case for w =0.75a and v = 0, the 
functions x v(x) are decoupled, giving
[TCM + T'vv + T 'vv + Uvv]^v(x) = EXv(x) , (15)
which is reminiscent of the Born-Oppenheimer approxima­
tion used in chemical reaction theory,19 where its use is jus­
tified by the fact that the nuclei are much more massive than 
the electrons. From the point of view of the much faster 
electron motion, the nuclei seem almost fixed, allowing a 
separation, or decoupling, of the nuclear and electronic co­
ordinates. For the case considered here of a dimer in a peri­
odic potential, the situation is quite different. The reduced
0
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mass x  associated with the vibrational motion is only a quar­
ter of the total mass. From this perspective, the use of a 
Born-Oppenheimer-like approximation is certainly not justi­
fied. On the contrary, the key factor here is the width (or 
stiffness) of the interatomic potential Vint that determines 
whether a Born-Oppenheimer-like approximation is justified 
or not.
III. DIMER DYNAMICS
We consider the dynamics of a dimer that is initially 
located in one of the adsorption sites o f the 2D PES of Fig. 
1(a) at (x , r) = (±na , a), n being an integer. The regime of 
uncorrelated hopping that we are addressing consists of 
single jumps of the dimer across a potential barrier between 
neighboring adsorption sites on the 2D PES. After each jump 
the dimer returns to thermal equilibrium with the surface. 
Without loss o f generality, we consider a dimer initially lo ­
cated in an adsorption site at x = 0  and jumping to x = a. In 
x = 0 and x = a , the Schrödinger equation for a translational 
energy Ex has the solution
p(x,r) = [A exp(ikx) + B ex p (- ikx)]^>v(r), (16)
where hsk = V2Ex in dimensionless units, and 0 v(r) is the 
solution of the vibrational eigenvalue problem of Eq. (7) for 
x = 0 and x = a . We study the single hopping diffusion by 
computing the transmission probability of a dimer in the 
eigenstate of Eq. (16) incident on the potential barrier sepa­
rating neighboring adsorption sites. To this end, we replace 
the potential V(x, r) o f Eq. (4) shown in Fig. 1(a), by a 
“single barrier” potential VSB,
V(x = 0 ,r ) , for x ^  0
VSB(x, r) = ' V(x, r), for 0 <  x <  a (17)
V(x = a, r) , for x ^  a .
A  surface plot of VSB is shown in Fig. 1(b). For x <  0, 
and x >  a, VSB is independent of x. The potential VSB has 
only one barrier in x  but the full periodic potential in r .
We calculate the transmission probabilities o f a dimer in 
an initial vibrational state v with momentum k to a final state 
v ' ,k' by solving the time-dependent Schrödinger equation 
by means of the TDWP method.13 In the TDWP, the initial 
wave packet is a Gaussian distribution of plane waves for the 
center-of-mass motion, times a vibrational eigenfunction
&v(r),
^ ( x ,r ;t = 0 ) = (f>v{r) \ dkb(k) (18)
with b(k) given by
1/4
ex p [- (kav-  k) Ç + i(kav-  k)xo], (19)
where £ is the wave packet width in k space, kav the average 
momentum, and x0 the wave packet center. The wave func­
tion at all times is represented on a 2D grid with constant 
spacings Ax and Ar using the direct product discrete variable 
representation (DVR).20
FIG. 4. Contour plots of the time evolution of the absolute value of the 
wave function. The time is indicated in each panel. The initial wave packet 
at t = 0 is taken according to Eq. (18) for an initial vibrational state v =0. The 
initial Gaussian wave packet in x has an average energy equal to V0  and a 
width equal to 0 .4V0. Shown in the upper left panel are the values of 
|^ ( x , r)| plotted as contour lines. The barrier region is located between the 
two horizontal lines at x / a =0 and 1. Notice the spreading of the wave 
function in r when crossing the barrier. The other parameters used are v 
= 0, hs=0.2, req=a, and w  =1.5a.
The TDWP gives transmission and reflection probabili­
ties for all energies contained in the initial wave packet with 
a single calculation. The initial wave packet is placed far 
from the barrier and propagated in time using the split­
operator (SPO) scheme,13,21
ex p (- iHAt) = ex p (- iK A t/2)exp(- iV)ex p (- iKAt/2)
+ O(At3) , (20 )
where K  and V are the kinetic and potential energy operators 
of the Hamiltonian H  o f Eq. (5). The SPO method involves 
alternate evaluation of KH  and VH  on the wave function. The 
wave function is transformed by means of a fast Fourier 
transform22 back and forth between the momentum, in which 
KH  is local, and the coordinate representation, in which VH  is 
local.
To keep the grid as small as possible, quadratic optical 
potentials are used to gradually absorb the wave function at
23the edges. At specified time intervals, the overlaps of the 
wave function with the vibrational eigenfunctions <pv(r) for x 
in front of and beyond the barrier are stored. By Fourier 
transforming these coefficients from time to energy, state-to­
state reflection and transmission probabilities P(v ^  v ' )  as a 
function of energy are obtained.24-26 Total reflection and 
transmission probabilities are calculated by means of the flux 
method because it does not require an accurate description of 
the final vibrational states in the continuum (see Sec. IV).
In Fig. 4 we show the time evolution of a wave packet 
while crossing the barrier. At t = 0 , the dimer is in a v = 0 
vibrational state. The Gaussian wave packet has an average 
energy equal to V0 and a width equal to 0 .4V0. At t =15, the 
front part of the wave packet enters the barrier region, where 
x  and r are coupled. The wave packet is compressed because 
the front is climbing the barrier, thereby slowing down with 
respect to the back which has not yet reached the barrier. 
Moreover, due to the coupling of translational and vibra­
tional degrees of freedom, the wave packet extends to larger
+
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FIG. 5. Transmission (a) and reflection (b) probabilities as a function of the 
CM kinetic energy Ex for a dimer incident in the v  = 0 vibrational state. 
State-to-state probabilities P(v ^  v ') are shown for v' = 0, 1, and 2. Also 
shown is the total probability X v ' and the probability for a rigid dimer with 
r = req, which is the equivalent of particle crossing a one-dimensional cosine 
shaped barrier. The potential parameters are given in Fig. 1 and hs=0.2.
r because the effective vibrational potential becomes broader 
as shown in Fig. 2 . This feature is even more pronounced at 
time t =35  when part of the wave packet has extended be­
yond r = 2 a  in the barrier region. This in turn implies that the 
transmitted wave packet has acquired components with dif­
ferent v as we will show when examining the state-to-state 
transmission probabilities. At t =50, the interaction with the 
barrier is almost over. The part for x <  0 is reflected and 
moving away from the barrier. The part still present in the 
barrier region is slowly decaying, either being transmitted or 
reflected.
State-to-state P(v ^  v ') transmission and reflection 
probabilities as function of Ex are shown in Fig. 5, for v'  
= 0, 1, and 2. A lso shown is the total transmission/reflection 
probability that is seen to have a rich structure, as opposed to 
the case of a rigid dimer with r = req. A  very striking feature is 
the sharp resonance at Ex=0.80V 0, which is considerably be­
low barrier. The phenomenon of below barrier resonant 
transparency has been reported before for a composite par­
ticle, consisting of two atoms held together by a square well 
potential, incident on a square barrier.10 There, the large 
transmission probabilities was attributed to the dimer being 
temporarily trapped in a quasibound state corresponding to a 
situation where one of the two atoms has crossed the barrier 
while the other one is left behind. At these below barrier 
resonance energies, there is not sufficient energy for the sec­
ond atom to classically cross the barrier, trapping the dimer 
and providing it with an opportunity for the atom that is left 
behind to tunnel through the barrier. A  similar mechanism  
explains the resonance peak found here at Ex=0.80V 0. From 
the point of view of the 2D PES in Fig. 3(b), these bound
£
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V) 0.4
§ 07.
0.0
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Center-of-mass energy Ex / V0
FIG. 6. Total transmission probabilities for a dimer incident in the v =0, 1, 
and 2 vibrational states, as a function of the CM kinetic energy Ex. The 
potential parameters are the same as in Fig. 1 and ^ =0.2.
states correspond to bound states in the potential well at 
(x= a /2 , r = 1.80a) indicated by the arrow. The energy of the 
ground state in this potential well can be approximated to 
first order by independently solving two 1D eigenvalue prob­
lems, one for x  and one for r , and then adding the zero point 
energies to the potential in (x= a /2 , r = 1.80a). The result is 
E00 = -0 .5 8  V0. The resonance energy is the difference be­
tween E00 and the v = 0 initial vibrational energy, giving 
A E =0.81, confirming that the resonance peak at Ex=0.80V 0 
is indeed due to transmission via a bound state. No higher 
bound states exist in this well. However, the quasibound 
states at higher energies10,11 are responsible for structure that 
is seen in the state-to-state probabilities for Ex>  0.80V0.
The total transmission probability of Fig. 5(a) presents 
large differences with respect to the rigid dimer, particularly 
for energies < 1 .1V 0. This is due, first o f all, to the effective 
barrier being lower for the nonrigid dimer because of its zero 
point energy in r which explains why its transmission prob­
ability curve is shifted to lower energies with respect to the 
rigid dimer centered around V0. Moreover, the nonrigid 
dimer has a larger transmission probability because it can 
adapt its bond length to the potential environment, thereby 
being able to find a path through the potential landscape that 
further lowers the effective barrier height compared to the 
rigid dimer. This implies acquiring components of higher 
vibrational states. As shown in Fig. 5(a), at energies around 
V0 there is a large probability of exciting the vibrational 
states v = 1 and v = 2. This probability decreases slowly for 
increasing energy Ex. The mixing of vibrational states occurs 
also in the reflected part o f the wave packet as shown in Fig. 
5(b). Interestingly, this means that the dimer can change its 
vibrational state just by attempting, but not succeeding, to 
cross the barrier. Vibrational excitations have also been ob­
served in scattering of molecules from reactive surfaces on 
which the molecule can dissociatively chemisorb. For in­
stance, in collisions of H2 with a Cu(111) surface,27 H2 can 
be back scattered in a vibrationally excited state because its 
bond is stretched as the molecule attempts to cross the bar­
rier.
The total transmission probabilities depend strongly on 
the initial vibrational state as shown in Fig. 6 for v = 0, 1, and
2. In general, for energies < 0 .9V 0, vibrational excitation
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FIG. 7. Total transmission probabilities for a dimer incident in the v =0 
vibrational state for a width w =0.75a , as a function of the CM kinetic 
energy Ex. Other parameters are the same as in Fig. 5.
enhances the total hopping probability, whereas for E 
>  0 .9V0, vibrational excitation inhibits transmission. The 
main effect o f the initial vibrational state is that the threshold 
for transmission shifts to lower energies by an amount equal 
to the difference in the initial vibrational energy. The details 
of the transmission probability depend in a complicated fash­
ion on the initial vibrational state. Since vibrational excita­
tion of individual molecules is now possible using STM ,28 
this may open up new ways to manipulate the surface diffu­
sion of individual dimers. Even more exciting is the possi­
bility to induce diffusion by exciting the dimer at the reso­
nance energy. For the case of v = 2, this process would give 
dimer diffusion at an energy less than 0.4V0, i.e., lower than 
the barrier for a single atom.
The structured aspect o f the transmission probability and 
its strong dependence on the initial vibrational state is due to 
the changes of the effective vibrational potential as function 
of the CM position occurring for a large width, or equiva­
lently a small force constant. In Fig. 7 we show the trans­
mission probabilities for the case of w =0.75a, which corre­
sponds to a dimer with a force constant four times larger than 
for w  =1.5a. For w =0.75a, the minimum in r for x = a /2  
occurs at higher energies than the minimum at r = a . In this 
case, no mixing of vibrational states occurs while crossing 
the barrier. Only well above the barrier we see a small m ix­
ing with the state v '  = 1 . The two situations illustrated in 
Figs. 5 and 7 have been studied classically for a harmonic 
dimer with the same force constants as used here for Vint. 
Below barrier diffusion and chaotic motion were found for 
the case with a soft bond corresponding to our case of 
w  =1.5a. Thus the mixing of vibrational states that we find 
here can be thought of as the quantum analog of classical 
chaotic motion, implying probing of a larger and larger por­
tion of the phase space.
Lastly, we examine the effect of the rescaled Planck’s 
constant hs on the transmission probability. Transmission 
probabilities for hs=0.1 are shown in Fig. 8 . The resonance 
peak found for hs= 0.2 has disappeared almost completely, 
leaving only a small feature at Ex ~  0 .85V0. The disappear­
ance of the resonance is due to the smaller value of hs which 
makes the system less quantum mechanical, drastically re­
ducing the tunneling probability to and from a quasibound
0.6 0.8 1.0 1.2 1.4 
Center-of-mass energy E x / V0
FIG. 8. Total transmission probabilities for a dimer incident in the v =0  
vibrational state for hs=0.1, as a function of the CM kinetic energy Ex. 
Other parameters are the same as in Fig. 1.
state at (x= a /2 , r = 1.80a). The mixing occurring close to 
and above barrier is very similar to the case of hs=0.2. For 
larger values of hs, the resonance peak broadens and can no 
longer be interpreted as resonance transmission via a bound 
state. For instance, for hs=0.4, the resonant peak becomes a 
broad structure because there does not exists a bound level in 
the potential well at (x= a / 2 , r = 1.80a).
IV. DIFFUSION PATHS
To make a connection with the classical reaction paths 
analysis o f Ref. 14, we calculate the expectation value of the 
vibrational coordinate, r, as a function of the incident trans­
lational energy Ex. For given values of Ex, we follow the 
actual dynamics of the dimer in the (x , r) space. We use the 
technique of analyzing the flux29-33 through a dividing sur­
face at a given value of x. Contrary to the Balint-Kurti 
method,24-26 the flux method measures the net probability 
current of a particle going through the dividing surface, mak­
ing it a proper tool to follow the evolution of the wave 
packet in the interaction region.
By calculating the flux through a dividing surface at a 
given x , energy resolved information can be obtained con­
cerning the vibrational behavior of the dimer in x  as it 
crosses the barrier. At any time, the flux across a surface at 
constant x  is given by (using our scaled variables),
P(x, r ; t) = hs I m ^ * (x , r ; t) *’t) j  . (21)
By integrating Eq. (21) over time, the total flux is obtained. 
According to scattering theory, the time dependence of the 
wave function at any time can be written as34
^ (x , r ;t) = ƒ  dkxb(kx)exp(-  iiHt/hs)^+(kx|x ,r), (22 )
where ^+(kx |x , r) is the stationary solution of the scattering 
problem at incidence momentum kx, and b(kx) the momen­
tum distribution of the initial wave packet given in Eq. (19). 
By inserting Eq. (22) into Eq. (21), and integrating over 
time, we obtain the flux at x  as a function of r for a given 
incidence momentum kx,
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2 ^  /  * ¿dV(x, r ; kx) 
P(x, r ; kx) = —  Im V+ ix, r ; kx)------ --------
kx \ dx
(23)
The stationary state ^+(kx |x , r) and its derivative with 
respect to x can be retrieved from the time dependence of the 
wave function by inverting Eq. (22) ,35
, . s h skx 
V  (kx\x, r) = 2 ( )
2vb(kx)
d'¥+(kx\x, r) 
dx
hskx
2nb(kx)
dt exp(iEt/hs)V(x, r ;t) (24)
xdV(x, r ; t)
dt exp(iEt/hs) --------------, (25)
dx
where E  is the total energy (translational + vibrational) of the 
incidence dimer.
The total transmission and reflection probabilities shown 
in Figs. 5- 8 have been calculated by integrating Eq. (23) 
over r. However, by placing flux surfaces at different values 
of x in the barrier region, we can compute also the expecta­
tion value of r as a function of x for a given incidence v i­
brational state v and incidence momentum kx, as
<r(x; kx)) drr\P(x, r ; kx) \ ,
where
N  = dr\P(x, r ; kx)|
(26)
(27)
is the normalization factor. The flux can be positive or nega­
tive, depending on the most probable direction of motion at 
x. Since we are interested in the expectation value of (r) 
irrespective of the dimer’s direction of motion, we take the 
absolute value of the flux in Eq. (26).
In Fig. 9, results o f the flux analysis are shown for the 
same parameters as in Fig. 5 (v = 0, hs=0.2, req= a , and w 
= 1.5a). In Fig. 9(a), we show the expectation value of r at 
the center of the barrier (x= a / 2) normalized to the expecta­
tion of r in the initial vibrational state at x = 0 , as well as the 
total transmission probability. Therefore, a value of the nor­
malized (r) larger than 1 means an extension of the dimer 
bond. We find four distinct peaks corresponding to a bond 
extension. The largest extension occurs for an energy Ex 
~  0.80 V0, corresponding to resonant transmission. The oth­
ers peaks also occur at energies close to peaks in the total 
transmission, suggesting a correlation between them. This 
correlation is further supported by the fact that the peaks in 
the total transmission probability always occur at a slightly 
lower energy than those for the normalized (r).
In Fig. 9(b), the normalized (r) is shown as a function of 
x  in the interaction region for the three energies correspond­
ing to the labels a, b, and c in Fig. 9(a). At the resonance 
energy Ex= 0.8V0 (label a), the dimer bond extends by 60% 
for x = a /2 . For the other energies below barrier, the bond 
extends less but still considerably. Above barrier instead 
(Ex = 1.2V0), the bond length remains almost unaffected due 
to the high velocity with which the dimer crosses the barrier. 
A  bond extension of 80% following the classical reaction 
path14 is not inconsistent with the value of 60% found here
FIG. 9. The expectation value of the vibrational coordinate r for a dimer 
incident in the v =0 vibrational state. All parameters are the same as in Fig. 
1. (a) (r) at x = a /2  normalized to the expectation value of r in x = 0 for the 
v = 0 of the incidence energy Ex. Also shown is the total transmission prob­
ability. (b) (r) as a function of x  in the barrier region for four different 
incidence energies. The labels a ,  b , and c correspond to the two maxima and 
one minimum in (a). The expectation value of r is expressed in terms of the 
expectation value of r in the v = 0 vibrational state for x  ^  0.
quantum mechanically since the later one represents an 
average value. For the energies in Fig. 9 corresponding to the 
labels a, b, and c, the average value of (r) at x = 0  is seen to 
be slightly smaller than 1.0 which can be understood in terms 
of destructive interference for large t  between the parts of 
the wave packet moving towards and away from the barrier.
In Fig. 10, we show results for req=0.75a, corresponding 
to a dimer with an initial equilibrium separation smaller than 
the lattice spacing a . For this case, we have demonstrated in 
Ref. 14 that the dimer bond contracts while crossing the 
barrier. We have called this diffusion mode pinched diffu­
sion. The present quantum dynamics calculation confirms 
this result. A ll parameters, except for req, are the same as for 
Fig. 9 . In Fig. 10(a), we show (r) at x = a /2  and the total 
transmission probability. Again we find the two minima of 
(r) at Ex ~  0 .86V0 and Ex ~  1.0V0 to be approximately the 
same energies as two minima of the total transmission prob­
ability.
In Fig. 10(b), we show (r) for Ex=0.86V 0 as a function 
of x / a. Clearly, for this energy, the dimer undergoes a sub­
stantial contraction of its bond length, reaching its smallest 
value at x = a /2 . As was the case in Fig. 9, also for this case, 
(r) is smaller than (v = 0 |r|v = 0 ) for x ^  0 , due to the presence 
of vibrational excited states.
Figures 9 and 10 demonstrate that the dimer shows a rich 
behavior when crossing the barrier into a neighboring site, 
and its bond length might stretch or contract substantially, 
depending on the ratio req/ a.
u
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FIG. 10. The expectation value of the vibrational coordinate r for a dimer 
incident in the v =0 vibrational state, as a function of the CM kinetic energy 
Ex. The equilibrium distance req=0.75a, and hs=0.2. Other parameters are 
the same as in Fig. 1.
V. ACTIVATION ENERGY
Since the diffusion of a dimer on a surface is very sim i­
lar to an activated isomerization reaction,36 the approaches 
developed for chemical reaction dynamics6 can also be used 
here to calculate the activation energy by use of the trans­
mission probabilities calculated in Sec. III.
We assume that the dimer is initially in thermal equilib­
rium with the surface and compute the thermal rate constant 
k(T) (Refs. 37 and 38) (formulas (28)- (32) are given in non­
scaled units),
k(T):
2rthQ r
2  I dExe- P<E+sv)Pvv,(Ex) , (28)
where Qr is the total partition function of the dimer in the 
initial absorption site, f i = ( k BT)~1, v (v ') is the vibrational 
quantum number of the dimer in the initial (final) absorption 
site, and P vv,(Ex) the state-to-state transmission probability 
as a function of energy Ex. The partition function Qr is the 
product of a vibrational partition function, Qvib, and of the 
one-dimensional translational partition function per unit 
length, Qt,
Qr = Qvib X Qt = 2  e- ^  X
/  2wM kT  \ 1/2
(29)
The thermal rate constant in Eq. (28) can be rewritten more 
compactly as
k(T):
Q
~Psv
vib 2w h Q t
dExe~^ExPv(Ex)
Qvib
2  e- ^vkv(T),
(30)
(31)
where kv(T) is the thermal rate constant for the initial vibra­
tional state v given by
kv(T) = o /¡8 j  dExe-VExPv(Ex) , (32)
where 1 / c = 2 ^ ^ 2 ^ M  contains all parameters that do not de­
pend on temperature, and P v(Ex) is the total transmission
37probability for initial state v , given by 
Pv(Ex) = 2  Pvv'(Ex) . (33)
Transformation of Eq. (32) for k(T) to dimensionless units 
preserves its form, with a different definition of the prefactor 
c .
The thermal rate constant k(T) can be computed analyti­
cally for a classical transmission probability given by ©(Ea 
-  Ex) where © is the Heavyside step function,
k(T) = - j=  ex p (- f3Ea) . (34)
The resulting expression for k(T) is very similar to the well 
known Arrhenius law for diffusion of Eq. (1), except for the 
temperature dependent prefactor 1 / in Eq. (34).
The activation energy Ea can be obtained by inverting 
Eq. (34)
Ea (V^k(T)). (35)
We can use Eq. (35) to define a temperature dependent 
activation energy for a quantum dimer diffusing on a surface. 
Note that Ea does not depend on the prefactor c in Eq. (32). 
This effective activation energy cannot be calculated accu­
rately in the limit o f very high or very low temperatures. In 
fact, transmission probabilities smaller than 10- 2- 10-3 can­
not be computed accurately by means of the TDWP method, 
so that the integral in Eq. (32) has to be cut off at some value 
value Emin. This implies that the calculated value of kv(T) is 
not affected by the cut off only above a minimum tempera­
ture Tmin. At high temperatures, more and more vibrational 
modes should be included in the summation in Eq. (31).
In Fig. 11, we compare the activation energy Ea as a 
function of V0/ kBT  calculated by including the first three 
vibrational modes v = 0 , 1 , 2  in Eq. (31) to the one calculated 
for a rigid dimer. Due to the coupling between translational 
and vibrational motion, the vibrating dimer has Ea substan­
tially lower than that of a rigid dimer, for which the small 
deviations from the classical value V0 are due only to quan­
tum tunneling. We also show the activation energies Eva cal­
culated by including only the vth vibrational mode and com ­
pare them to the classical transition state theory (TST) 
activation energy E lST(v) given by the maximum energy dif-
1 1
e
1
v
1
1
0v,v
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FIG. 11. Solid line: activation energy Ea, calculated by including v 
= 0 , 1 , 2  in Eq. (31). Dotted line: Ea for a rigid quantum dimer with r = req. 
Dashed lines: Eav for v = 0, 1, and 2 vibrational states separately, computed 
according to Eq. (35) for the transmission probabilities shown in Fig. 5 . The 
TST values of Eav are given as horizontal lines.
ference along the vth vibrational energy in the left panel of 
Fig. 3(a). At low temperature, Eva is lowered with respect to 
E lST(v) due to tunneling at energies below barrier whereas at 
high temperatures E av is raised due to quantum reflection at 
the barrier. Moreover, we note that, at all temperatures, v i­
brations lower the activation energy Ea as can be seen by 
comparing Ea with E°a where only the mode v = 0 is included. 
At lower temperatures, the effective activation energy for a 
dimer can become much less than the classical value V0. For 
the case of Fig. 11 selective excitation of the v = 2 vibrational 
state may reduce Ea to about 0.4V0.
VI. CONCLUSIONS
In summary, we have studied the thermally activated dif­
fusion of a model of molecular dimer on a surface repre­
sented by a periodic potential, by means of a time-dependent 
wave packet method, treating translations and vibrations 
quantum mechanically. The interplay between translation on 
the periodic potential and molecular vibrations gives rise to a 
complex structure of the transmission with sharp peaks in the 
probability of jumps from one site to the next at values of 
energy much lower than the potential profile. The details 
depend on several parameters, such as the surface corruga­
tion potential V0, the ratio of lattice parameter to the dimer 
equilibrium distance, the dimer bond strength. But the found 
trend should apply to several types of physisorbed weakly
bonded dimers formed by light atoms, such as, e.g., He or Ne
39on graphitic surfaces. Moreover, our results could be of 
importance in the understanding of dimer diffusion also of 
more complex species, such as water40 or methane that are 
not directly amenable to our simplified model. This barrier 
transparency could be used to enhance diffusion by selective 
excitation of molecular vibrations, e.g., by STM or by laser 
excitation. For soft bonds, crossing of the barrier between 
adsorption sites is accompanied by stretching or compression 
of the molecular bond, giving rise to mixing of vibrational 
states, an effect that mirrors the chaotic behavior displayed 
classically. We have extended the definition of activation en­
ergy of classical TST by making it temperature dependent. 
The temperature dependence due to quantum effects can then
be calculated using the thermal scattering rates obtained 
within our model. This temperature-dependent activation en­
ergy can serve as input to perform calculations of diffusion 
on a lattice, e.g., by Monte Carlo simulations, giving the 
possibility to mimic quantum effects in a classical approach.
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