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Capacity Region and Degrees of Freedom of
Bidirectional Networks
Mehdi Ashraphijuo
The increasing complexity of communication networks in size and density provides us enormous
opportunities to exploit interaction among multiple nodes, thus enabling higher rate of data streams.
On the flip side, however, this complexity comes with challenges in managing interference that
multiple source-destination pairs in the network may cause to each other. In this dissertation, we
make progress on how to exploit the opportunities, as well as how to overcome the challenges for
various communication networks.
In the first part, we focus on developing fundamental principles for communication network de-
sign, especially networks with multiple antenna transceivers, with an emphasis on (1) understanding
the role of feedback and cooperation, and (2) developing interference management methods. In this
part, we find that feedback and cooperation have promising roles in improving the capacity per-
formance of several interference networks. We show that in stark contrast to the point-to-point
case, a limited feedback can improve the capacity of interference-limited networks. In fact, the
improvement can be unbounded. This result shows that feedback can have a potentially significant
role to play in mitigating interference.
Then, in part two we study several bidirectional networks. We study the bidirectional diamond
network and show that for deterministic and some Gaussian models the capacity is doubled for
full-duplex channel in comparison with one-way networks. In addition, we study the degrees of
freedom of two-way four-unicast MIMO networks, and provide upper and lower bounds that are
tight in several cases. We also study the impact of caching in relay nodes for these models. We
find a number of cases that bidirectional links can double the degrees of freedom with the help of
relay caching and/or multiple relay antennas.
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Chapter 1
Introduction
Information theory has made a great impact on the design of point-to-point communication systems.
One of the major thrusts of information theory in the past decades has been its extension to
the network setting. In the general problem setup, each node in the network wants to transmit
observations from one or more sources to one or more destination nodes in the network and we would
like to characterize the best achievable end-to-end performance. Developing such a complete theory
will have significant ramifications on how we architecture tomorrow’s communication networks of
increasing size and complexity. Although there has been success for certain network settings such as
the many-to-one multiple access channels and the one-to-many degraded broadcast channels, many
fundamental questions dealing with multiple source nodes and multiple destination nodes have
remained unanswered for decades. For example, what is the fundamental role of interaction among
multiple nodes that may frequently occur in complex network settings to improve the network
performance? How should multiple links code their information to efficiently coexist despite of
the interference they cause to each other? We are still lacking in our fundamental understanding
and far away from reaching the holy grail of network information theory. Our results in this
field have made progress on answering these fundamental questions by showing the significant
role of interaction (i.e., feedback, cooperation and bi-directionality) and developing interference
management in certain interesting network settings. Especially, this research experience may lead
us to address many of the open problems, thus shedding light on many of the promising yet
challenging fields of network research.
In Part I, this dissertation develops approximately optimal transmission strategies for the two-
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user MIMO networks with feedback and cooperation, including “MIMO interference channel with
feedback”, “MIMO interference channel with limited receiver cooperation” and “K-user interference
channel with limited feedback”.
Parts II studies two-way networks. First, the capacity of “two-way diamond channels” is stud-
ied. In addition, the degrees of freedom of two-way MIMO four-unicast networks, i.e., “butterfly
network” and “2× 2× 2 network” are studied.
1.1 Part I: MIMO Networks with Feedback and Cooperation
1.1.1 MIMO Interference Channel with Feedback
The effect of feedback on the two-user MIMO interference channel is studied. The capacity region
of the MIMO interference channel with feedback is characterized within a constant number of bits,
where this constant is independent of the channel matrices. Further, it is shown that the capacity
region of the MIMO interference channel with feedback and its reciprocal interference channel are
within a constant number of bits. Finally, the generalized degrees of freedom region for the MIMO
interference channel with feedback is characterized [Ashraphijuo et al., 2013c; Ashraphijuo et al.,
2013b].
1.1.2 MIMO Interference Channel with Limited Receiver Cooperation
The approximate capacity region of a two-user MIMO interference channel with limited receiver
cooperation is given, where the gap between the inner and outer bounds is in terms of the total
number of receive antennas at the two receivers and is independent of the actual channel values. The
approximate capacity region is then used to find the degrees of freedom region. For the special case
of symmetric interference channels, we also find the amount of receiver cooperation in terms of the
backhaul capacity beyond which the degrees of freedom do not improve. Further, the generalized
degrees of freedom are found for MIMO interference channels with equal number of antennas at all
nodes. It is shown that the generalized degrees of freedom improve gradually from a “W” curve to a
“V” curve with increase in cooperation in terms of the backhaul capacity [Ashraphijuo et al., 2014a;
Ashraphijuo et al., 2013a].
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1.1.3 K-user Interference Channel with Limited Feedback
Achievability schemes are developed for symmetric K-user interference channels with a rate-limited
feedback from each receiver to the corresponding transmitter. We study this problem under two
different channel models: the linear deterministic model, and the Gaussian model. For the determin-
istic model, the proposed scheme achieves a symmetric rate that is the minimum of the symmetric
capacity with infinite feedback, and the sum of the symmetric capacity without feedback and the
symmetric amount of feedback. For the Gaussian interference channel, we use lattice codes to pro-
pose a transmission strategy that incorporates the techniques of Han-Kobayashi message splitting,
interference decoding, and decode and forward. This strategy achieves a symmetric rate which is
within a constant number of bits to the minimum of the symmetric capacity with infinite feedback,
and the sum of the symmetric capacity without feedback and the amount of symmetric feedback.
This constant is obtained as a function of the number of users, K. We note that for the special case
of Gaussian IC with K = 2, our proposed achievability scheme results in a symmetric rate that is
within at most 21.085 bits/s/Hz of the outer bound which is the first constant gap bound despite
the constant gap claim in [Vahid et al., 2012]. The symmetric achievable rate is used to characterize
the achievable generalized degrees of freedom which exhibits a gradual increase from no feedback to
perfect feedback in the presence of feedback links with limited capacity [Ashraphijuo et al., 2016c;
Ashraphijuo et al., 2014b].
1.2 Part II: Two-way MIMO Relay Networks
1.2.1 Two-way Diamond Channels
In this chapter, we study the capacity regions of two-way diamond channels. We show that for a lin-
ear deterministic model the capacity of the diamond channel in each direction can be simultaneously
achieved for all values of channel parameters, where the forward and backward channel parameters
are not necessarily the same. We divide the achievability scheme into three cases, depending on the
forward and backward channel parameters. For the first case, we use a reverse amplify-and-forward
strategy in the relays. For the second case, we use four relay strategies based on the reverse amplify-
and-forward with some modifications in terms of replacement and repetition of some stream levels.
For the third case, we use two relay strategies based on performing two rounds of repetitions in a
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relay. The proposed schemes for deterministic channels are used to find the capacity regions within
constant gaps for two special cases of the Gaussian two-way diamond channel. First, for the general
Gaussian two-way relay channel, the capacity within a constant gap is achieved with a simpler cod-
ing scheme as compared to the prior works. Then, a special symmetric Gaussian two-way diamond
model is considered and the capacity region is achieved within four bits [Ashraphijuo et al., 2015b;
Ashraphijuo et al., 2015a].
1.2.2 Two-way 2× 2× 2 MIMO Networks
The DoF of two-way 2×2×2 MIMO interference networks, a class of two-way four-unicast networks
is studies. We provide upper and lower bounds on the DoF of general two-way 2 × 2 × 2 MIMO
interference networks with any number of antennas in each node. We then investigate the special
case where all user nodes have M antennas and relay nodes have N antennas, and provide the
simplified bounds on the DoF. We show that our proposed achievable rate for this special case is
higher than the achievable rates recently proposed in [Lee et al., 2013]. Moreover, for this special
case, we obtain the obtain the exact DoF = 4M when N ≥ 2M , and DoF = 4N when M ≤ 2N
[Ashraphijuo et al., 2016b; Ashraphijuo et al., 2016d].
1.2.3 Two-way MIMO Butterfly Networks
The DoF of two-way MIMO butterfly networks, a class of two-way four-unicast networks is studied,
that consists of four source/destination nodes and three relay nodes. We give upper and lower
bounds on the sum DoF of such network with any number of antennas in each node. We also study
the DoF of the two-way MIMO butterfly network with caching at the relays. For the special case
that each source/destination node has M antennas and each relay node has N antennas, we obtain
the exact DoF for some special cases. Specifically, if N ≤ M , then without caching, DoF = 2N
which is equal to the DoF of a one-way MIMO butterfly network, and with relay caching, DoF = 4N .
Moreover, if N > 2M , then with or without relay caching, DoF = 4M which doubles the DoF of
a one-way MIMO butterfly network. Hence we show that for MIMO butterfly network, when
the number of relay antennas is large compared with the number of source/destination antennas,
bidirectional transmission improves the DoF; and when the number of relay antennas is small, relay
caching improves the DoF [Ashraphijuo et al., 2016a; Ashraphijuo and Wang, 2016].
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Chapter 2
On the Capacity Region and the
Generalized Degrees of Freedom
Region for the MIMO Interference
Channel with Feedback
In this chapter, we study the effect of feedback on the two-user MIMO interference channel. The
capacity region of the MIMO interference channel with feedback is characterized within a constant
number of bits, where this constant is independent of the channel matrices. Further, it is shown that
the capacity region of the MIMO interference channel with feedback and its reciprocal interference
channel are within a constant number of bits. Finally, the generalized degrees of freedom region
for the MIMO interference channel with feedback is characterized.
2.1 Introduction
Wireless networks with multiple users are interference-limited rather than noise-limited. The in-
terference channel (IC) is a good starting point for understanding the performance limits of the
interference limited communications [Etkin et al., 2008; Raja et al., 2009; Sason, 2004; Karmakar
and Varanasi, 2013; Karmakar and Varanasi, 2012; Parker et al., 2008; Jafar and Fakhereddin,
CHAPTER 2. ON THE CAPACITY REGION AND THE GENERALIZED DEGREES OF
FREEDOM REGION FOR THE MIMO INTERFERENCE CHANNEL WITH FEEDBACK 7
2007]. Feedback can be employed in the ICs to achieve an improvement in the data rates [Suh
and Tse, 2011; Yang and Tuninetti, 2011; Tuninetti, 2010; Sahai et al., 2009; Sahai et al., 2013;
Vahid et al., 2012]. However, most of the existing works on the ICs with feedback are limited
to discrete memoryless channels, or the single-input single-output (SISO) channels. This chapter
analyzes the multiple-input multiple-output (MIMO) Gaussian IC with feedback.
In this chapter, we consider the two-user MIMO IC with perfect channel state knowledge at the
transmitters and receivers. In large wireless networks, having global knowledge of the channel state
is infeasible and thus the authors of [Lozano et al., 2013] found a saturation effect in the system
capacity. In this chapter, we assume that all the nodes know the channel state information of all
the links to find the impact of feedback to the transmitters, which is a fundamental question on
its own. While the overhead of gathering global channel state information must not be neglected,
it has been repeatedly shown (cf. [Adhikary et al., 2011; Kobayashi and Caire, 2012]) that this
overhead is manageable in the presence of a reduced number of users. This overhead increases
as the number of users increases, and thus some authors have considered knowledge of channel
state in a local neighborhood [Aggarwal et al., 2011; Sutuntivorakoon et al., 2011]. With the
local network connectivity and channel state information, sub-networks can be scheduled where
each sub-network is operated using an information-theoretic optimal scheme [Santacruz et al.,
2013; Santacruz, 2013]. Thus, even with the knowledge of the local channel state information,
understanding of small networks can help improve throughput of large networks.
Finding a capacity achieving scheme for an IC with more than two users is an open problem,
and assumptions like treating interference as noise have been used [Lozano et al., 2013; Chiang et
al., 2008; Haenggi and Ganti, 2008]. An approximate capacity region for the two-user SISO IC
was given in [Etkin et al., 2008], which has been further extended to the MIMO IC in [Karmakar
and Varanasi, 2013]. Even an approximate capacity region is an open problem beyond two-user
IC, although capacity regions have been found in some special cases like double-Z [Aggarwal et al.,
2012], one-to-many [Bresler et al., 2010], many-to-one [Bresler et al., 2010], and cyclic [Zhou and
Yu, 2013] ICs. In the presence of feedback, an approximate capacity region for the two-user SISO
IC was recently given in [Suh and Tse, 2011], where the capacity region is characterized within two
bits. It was shown that the capacity regions of Gaussian ICs increase unboundedly with feedback
unlike the Gaussian multiple-access channel where the gains are bounded [Ozarow, 1984]. The
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degrees of freedom for a symmetric SISO Gaussian IC with feedback is also found in [Suh and Tse,
2011]. In this chapter, we find an outer bound and an inner bound for the capacity region that
differ by a constant number of bits, and also evaluate the generalized degrees of freedom (GDoF)
region for a general MIMO IC with feedback.
The first main result of the chapter is the characterization of the capacity region of a MIMO
IC with feedback within N1 +N2 + max(N1, N2) bits, where N1 and N2 are the numbers of receive
antennas at the two receivers. An outer-bound is obtained by first outer bounding the covariance
matrices of both input signals and representing the outer bound as a region in terms of the co-
variance matrix between the two input signals. This is further outer-bounded by a larger region
that does not involve the covariance matrix. The achievability strategy is based on block Markov
encoding, backward decoding, and Han-Kobayashi message-splitting. This achievable rate and the
outer bound are within N1 +N2 + max(N1, N2) bits of each other thus characterizing the capacity
region of the two-user IC within constant number of bits where the constant is independent of the
channel matrices. The achievability scheme that is used to prove the constant gap result assumes
that the transmitted signals from the two transmitters in a time-slot are uncorrelated, unlike [Suh
and Tse, 2011] where the signals were assumed correlated in the achievability. Thus, our achievable
rate region is within 3 bits rather than 2 bits as in [Suh and Tse, 2011] of the capacity region
of a SISO IC with feedback. An achievability scheme without correlated inputs was also shown
to achieve within constant gap of the capacity region in [Sahai et al., 2013] for a SISO IC with
feedback. However, our gap between the inner and the outer bounds is smaller as compared to
[Sahai et al., 2013].
We note that the achievability strategies for a SISO IC in [Suh and Tse, 2011; Sahai et al., 2013]
emphasize that the private part from a transmitter using the Han-Kobayashi message splitting is
such that it is received at the other receiver at the noise floor. However for a MIMO IC with
feedback, it is not clear what its counterpart would be. The Han-Kobayashi message splitting
used in this chapter gives the notion of receiving the signal at the noise floor for a MIMO IC with
feedback. Many matrix based results are derived in this chapter to show a constant gap between
the outer and the inner bounds of the capacity region of a MIMO IC with feedback, which may be
of independent interest.
The second main result of the chapter is to show that the capacity region of a MIMO IC with
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feedback and that of its corresponding reciprocal channel are within constant number of bits of each
other, where the constant is independent of channel matrices. The reciprocal IC was considered
in [Karmakar and Varanasi, 2013], where the authors showed that the capacity region of a MIMO
IC without feedback is within constant number of bits of its corresponding reciprocal IC. This
chapter shows that the constant gap between a MIMO IC and its reciprocal channel also holds in
the presence of feedback.
Most developments on the IC take place in the high-power regime, and the GDoF region char-
acterizes the capacity region in the limit of high-power. Thus, we further extend our results to high
power regime to get more understanding on the improvement in the capacity region with feedback.
The GDoF region has been characterized in the symmetric case without feedback [Jafar and Vish-
wanath, 2010] and with feedback [Mohajer et al., 2012] for a K-user SISO IC. For a general MIMO
IC without feedback, the GDoF region is found for a two-user IC in [Karmakar and Varanasi, 2012].
The third main result of the chapter is a complete characterization of the GDoF region of a
general MIMO IC with feedback when the average signal quality of each link, say ρij for link from
transmitter i to receiver j, varies with a base signal-to-noise ratio (SNR) parameter, say SNR, as
limSNR→∞
log ρij
log SNR = αij , where αij can be different for each link with i, j ∈ {1, 2}. In other words,
the average link quality of each link can potentially have different exponents of a base SNR. As
a special case, we consider a symmetric IC where the number of antennas at both transmitters is
the same, the number of antennas at both receivers is the same, and the SNRs for the direct links
and the cross links are SNR and SNRα, α ≥ 0, respectively. We find the GDoF (the maximum
symmetric point in the GDoF region) for a given α and show that the GDoF is a “V”-curve rather
than a “W”-curve corresponding to the GDoF without feedback as in [Karmakar and Varanasi,
2012]. Similar result was obtained for a SISO IC in [Suh and Tse, 2011] while this chapter extends
it to a MIMO system.
The remainder of the chapter is organized as follows. Section 2.2 introduces the model for
a MIMO IC with feedback, reciprocal IC and the GDoF region. Sections 2.3 and 2.4 describe
our results on the capacity region and the GDoF region respectively. Section 2.5 summarizes the
chapter. The detailed proofs of various results are given in Sections 2.6-2.10.
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2.2 Channel Model and Preliminaries
In this section, we describe the channel model considered in this chapter. A two-user MIMO IC
consists of two transmitters and two receivers. Transmitter i is labeled as Ti and receiver j is labeled
as Dj for i, j ∈ {1, 2}. Further, we assume Ti has Mi antennas and Di has Ni antennas, i ∈ {1, 2}.
Henceforth, such a MIMO IC will be referred to as the (M1, N1,M2, N2) MIMO IC. We assume
that the channel matrix between transmitter Ti and receiver Dj is denoted by Hij ∈ CNj×Mi ,
for i, j ∈ {1, 2}. We shall consider a time-invariant or fixed channel where the channel matrices
remain fixed for the entire duration of communication. At each discrete time instance, indexed
by t = 1, 2, · · · , transmitter Ti transmits a vector Xi[t] ∈ CMi×1 over the channel with a power
constraint tr(E(XiX†i )) ≤ 1 (A† denotes the conjugate transpose of the matrix A).
Let Qij = E(XiX†j ) for i, j ∈ {1, 2}. We say A  B if B − A is a positive semi-definite (p.s.d.)
matrix and we say A  B if B  A. The identity matrix of size s × s is denoted by Is. Further,
we define x+ , max{x, 0}. We also note that 0  Qii  I according to [R.A. Horn, C.R. Johnson,
1991, Theorem 7.7.3] since tr(E(XiX†i )) ≤ 1. By definition of Qij , we see that Qij = Q
†
ji. Moreover,
we have 0  QijQ†ij  I, where 0  QijQ
†
ij results from the fact that every matrix in the form of
AA† is p.s.d. and QijQ
†
ij  I results from tr(QijQij
†) = tr(Qii)tr(Qjj) ≤ 1 which gives QijQij†  I
with a similar argument as we had for Qii. We will sometimes denote Q = Q12 when it does not
lead to confusion.
We also incorporate a non-negative power attenuation factor, denoted as ρij , for the signal
transmitted from Ti to Dj . The received signal at receiver Di at discrete time instance t is denoted










ρ22H22X2[t] + Z2[t], (2.2)
where Zi[t] ∈ CNi×1 is independent and identically distributed (i.i.d.) CN(0, INi) (complex Gaussian
noise), ρii is the received SNR at Di and ρij is the received interference-to-noise-ratio at Dj for
i, j ∈ {1, 2}, i 6= j. A MIMO IC is fully described by three parameters. The first is the number
of antennas at each transmitter and receiver, namely (M1, N1,M2, N2). The second is the set of
channel gains, H = {H11, H12, H21, H22}. The third is the set of average link qualities of all the
channels, ρ = {ρ11, ρ12, ρ21, ρ22}. We assume that these parameters are known to all transmitters
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and receivers.
For MIMO IC with feedback, the transmitted signal Xi[t] at Ti is a function of the message
Wi and the previous channel outputs at Di for i ∈ {1, 2}. Thus, the encoding functions of the two
transmitters are given as
Xi[t] = fit(Wi, Y
t−1
i ), i ∈ {1, 2}, (2.3)
where fit is the encoding function of Ti, Wi is the message of Ti and Y
t−1
i = (Yi[1], ..., Yi[t − 1]).
Similarly, we denote Xti = (Xi[1], ..., Xi[t]). Let us assume that Ti transmits information at a rate
of Ri to Di using the codebook Ci,n of length-n codewords with |Ci,n| = 2nRi . Given a message
mi ∈ {1, . . . , 2nRi}, the corresponding codeword Xni ∈ Ci,n satisfies the power constraint mentioned
before. From the received signal Y ni , the receiver obtains an estimate m̂i of the transmitted message
mi using a decoding function. Let the average probability of error be denoted by ei,n = Pr( m̂i 6=
mi).
A rate pair (R1, R2) is achievable if there exists a family of codebooks Ci,n and decoding
functions such that maxi{ei,n} goes to zero as the block length n goes to infinity. The capacity
region C(H, ρ) of the IC with parameters H and ρ is defined as the closure of the set of all achievable
rate pairs.
Consider a two-dimensional rate region C. Then, the region C⊕([0, a]×[0, b]) denotes the region
formed by {(R1, R2) : R1, R2 ≥ 0, ((R1−a)+, (R2−b)+) ∈ C} for some a, b ≥ 0. Similarly, the region
C	 ([0, a]× [0, b]) denotes the region formed by {(R1, R2) : R1, R2 ≥ 0, ((R1 +a)+, (R2 + b)+) ∈ C}
for some a, b ≥ 0. Further, we define the notion of an achievable rate region that is within a
constant number of bits of the capacity region as follows.
Definition 1. An achievable rate region A(H, ρ) is said to be within b bits of the capacity region
if A(H, ρ) ⊆ C(H, ρ) and A(H, ρ)⊕ ([0, b]⊕ [0, b]) ⊇ C(H, ρ).
In this chapter, we will use the GDoF region to characterize the capacity region of the MIMO
IC with feedback in the limit of high SNR. This notion generalizes the conventional degrees of
freedom (DoF) region metric by additionally emphasizing the signal level as a signaling dimension.
It characterizes the simultaneously accessible fractions of spatial and signal-level dimensions (per
channel use) by the two users when all the average channel coefficients vary as exponents of a
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= αij , (2.4)
where αij ∈ R+ for all i, j ∈ {1, 2}. In the limit of high SNR, the capacity region diverges.
The GDoF region is defined as the region formed by the set of all (d1, d2) such that (d1 log SNR−
o(log SNR), d2 log SNR − o(log SNR))1 is inside the capacity region. Thus, the GDoF is a function
of link quality scaling exponents αij . We note that since the channel matrices are of full ranks with
probability 1, we will have the GDoF with probability 1 over the randomness of channel matrices.
The property of maintaining the same performance even if the direction of information flow is re-
versed is known as the reciprocity of the channel. For a MIMO IC with parameters (M1, N1,M2, N2),
H = {H11, H12, H21, H22}, and ρ = {ρ11, ρ12, ρ21, ρ22}, the reciprocal MIMO IC has parameters
(N1,M1, N2,M2), H
R
= {HT11, HT21, HT12, HT22}, and ρR = {ρ11, ρ21, ρ12, ρ22}.
2.3 Capacity Region of MIMO IC with Feedback
In this section, we will describe our results on the capacity region of the two-user MIMO IC with
feedback.
Our first result gives an outer bound on the capacity region of the two-user MIMO IC with
feedback. Let Ro(Q) be the region formed by (R1, R2) satisfying the following constraints for some
covariance matrix Q = E[X1X†2]:
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Further, let Ro be the convex hull of Ro(Q) for all covariance matrices Q. The following theorem
outer bounds the capacity region of the two-user MIMO IC with feedback.
Theorem 1. The capacity region of the two-user MIMO IC with perfect feedback CFB is bounded
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from above as follows
CFB ⊆ Ro. (2.6)
Proof. The proof is given in Section 2.6.
From the definition of Ro(Q), by substituting Q = 0 and after some simplifications, we get that
Ro(0) is the region formed by (R1, R2) satisfying the following














































































The following result gives an inner bound to the capacity region of the two-user MIMO IC with
feedback.
Theorem 2. The capacity region for the two-user MIMO IC with perfect feedback CFB is bounded
from below as
CFB ⊇ Ro(0)	 ([0, N1 +N2]× [0, N1 +N2]). (2.13)
Proof. The proof is provided in Section 2.7.
The inner bound uses the achievable region for a two-user discrete memoryless IC with feedback
as in [Suh and Tse, 2011]. The achievability scheme employs block Markov encoding, backward
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decoding, and Han-Kobayashi message-splitting. This result for a discrete memoryless channel is
extended to MIMO IC with feedback using a specific message splitting by power allocation. The
transmitted signal Xi from Ti is given as
Xi = Xip +Xiu, (2.14)
where Xip and Xiu denote the private and public messages of Ti, respectively. We assume that Xip
and Xiu are independent for i = 1, 2. However, these transmitted signals are correlated over time





public signal Xiu is chosen to be Xiu ∼ CN (0,KXiu), where









KXiu = IMi −KXip , (2.16)
for i ∈ {1, 2}.
We will show in Section 2.7 that the power allocation is feasible by showing KXip  0 and
KXiu  0. Further, this message split is such that the private signal is received at the other
receiver with power bounded by a constant. More specifically we have ρijHijKXipH
†
ij  INj , thus
showing that the effective received signal covariance matrix at Dj corresponding to the private
signal from Ti is at or below the noise floor.
This power allocation is different from that given in [Suh and Tse, 2011] even for a SISO
channel. Note that the power split levels in the achievability scheme of [Suh and Tse, 2011] do not
sum to 1 and thus do not satisfy the total power constraint. For the special case of SISO IC with
feedback, the above gives a fix to the results in [Suh and Tse, 2011]. This power allocation assumes
uncorrelated signals transmitted by the two users at each time-slot. The authors of [Sahai et al.,
2013] also used uncorrelated signals for SISO but had a larger gap between the inner and outer
bounds for SISO IC with feedback than that achieved by our achievability strategy.
Having considered the inner and outer bounds for the capacity region of the two-user IC with
feedback, the next result shows that the inner bound and the outer bound are within N1 + N2 +
max(N1, N2) bits thus finding the capacity region of the two-user IC with feedback, approximately.
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Theorem 3. The capacity region for the two-user MIMO IC with perfect feedback CFB is bounded
from above and below as
Ro(0)	 ([0, N1 +N2]× [0, N1 +N2]) ⊆ CFB ⊆ Ro(0)⊕ ([0, N1]× [0, N2]), (2.17)
where the inner and outer bounds are within N1 +N2 + max (N1, N2) bits.
Proof. The inner bound follows from Theorem 2. For outer bound, we outer-bound the region
Ro(Q) as Ro(Q) ⊆ Ro(0)⊕([0, N1]× [0, N2]) in Section 2.8. Hence, Ro ⊆ Ro(0)⊕([0, N1]× [0, N2]).
Thus, using Q = 0 in Ro(Q) gives an approximate capacity region with the approximation gap as
in the statement of the theorem.
The authors of [Suh and Tse, 2011] found the capacity region for the SISO IC with feedback
within 2 bits. The above theorem generalizes the result to find the capacity region of MIMO IC
with feedback within N1 + N2 + max(N1, N2) bits. Note that the approximate capacity region
without feedback in [Karmakar and Varanasi, 2013] involves bounds on 2R1 + R2 which do not
appear in our approximate capacity region with feedback. In addition, in [Suh and Tse, 2011], the
approximate capacity region for the SISO IC with feedback involves the covariance matrix of the
inputs in the inner and outer bounds, whereas our approximate capacity region for the MIMO IC
with feedback does not.
Figure 2.1 gives a pictorial representation for the result of Theorem 3. The inner and the outer
bounds for the capacity region for MIMO IC with feedback are within a constant number of bits
from the region Ro(0) and thus the inner and outer bound regions are within a constant number
of bits of each other.
In Figure 2.2, we see the improvement in the capacity region for a MIMO IC with feedback.
The parameters chosen for the IC are M1 = 5, M2 = 4, N1 = 6, N2 = 3, ρ11 = ρ22 = 10
4,
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Figure 2.1: Inner and outer bounds for the capacity region of MIMO IC with feedback are within
a constant number of bits. The arrows from the corners A and B in Ro(0) toward their respective
corners on outer bound have vertical length of N1 and horizontal length of N2. The arrows from
the corners A and B in Ro(0) toward their respective corners on inner bound have the vertical and
horizontal length of N1 +N2 each.




0.30 0.19 0.10 0.68 0.65
0.30 0.44 0.38 0.60 0.94
0.35 0.65 0.98 0.58 0.65
0.56 0.14 0.82 0.92 0.72
0.28 0.42 0.19 0.39 0.28




0.97 0.67 0.67 0.65
0.60 0.94 0.51 0.53




0.89 0.95 0.41 0.69
0.81 0.59 0.65 0.98
0.61 0.44 0.60 0.37
0.82 0.16 0.83 0.72
0.10 0.82 0.92 0.28
0.87 0.43 0.91 0.21

, and H12 =

0.11 0.71 0.61 0.31 0.30
0.61 0.23 0.61 0.44 0.31
0.48 0.71 0.27 0.61 0.61
 . (2.18)
The inner and outer bounds without feedback are taken from [Karmakar and Varanasi, 2013]. We
note that the inner bound with feedback contains the outer bound without feedback.
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 Outer Bound with Feedback
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Outer Bound without Feedback





Figure 2.2: Inner and outer bounds for the capacity region of MIMO IC with feedback and without
feedback.
Having characterized the approximate capacity region for the MIMO IC with feedback, we next
explore the relation of capacity region of the MIMO IC with feedback with that of the corresponding
reciprocal MIMO IC with feedback. The next theorem shows that the capacity region of the MIMO
IC with feedback is approximately the same as that of its corresponding reciprocal channel with
feedback.
Theorem 4. The capacity region for the two-user MIMO IC with feedback CFB and the capacity
region for its corresponding reciprocal IC with feedback, CRFB, are within constant gaps from each
other. More precisely, the following expressions holds:
Ro(0)	 ([0, N1 +N2]× [0, N1 +N2]) ⊆ CFB ⊆ Ro(0)⊕ ([0, N1]× [0, N2]), (2.19)
Ro(0)	 ([0,M1 +M2]× [0,M1 +M2]) ⊆ CRFB ⊆ Ro(0)⊕ ([0,M1]× [0,M2]). (2.20)
Then, we get
CRFB 	 ([0, N1 +N2 +M1]× [0, N1 +N2 +M2]) ⊆ CFB ⊆
CRFB ⊕ ([0,M1 +M2 +N1]× [0,M1 +M2 +N2]), (2.21)
CFB 	 ([0,M1 +M2 +N1]× [0,M1 +M2 +N2]) ⊆ CRFB ⊆
CFB ⊕ ([0, N1 +N2 +M1]× [0, N1 +N2 +M2]). (2.22)
CHAPTER 2. ON THE CAPACITY REGION AND THE GENERALIZED DEGREES OF
FREEDOM REGION FOR THE MIMO INTERFERENCE CHANNEL WITH FEEDBACK 19
Proof. In Section 2.9, we show that the region Ro(0) for the MIMO IC is the same as the corre-
sponding region RRo (0) for the corresponding reciprocal MIMO IC. Thus, (3.86)–(3.88) follow from
Theorem 3. Moreover, (2.21)–(2.22) follow from simple manipulations on (3.86)–(3.88).







 Outer Bound of C(H,ρ)
Inner Bound of C(H,ρ)
Outer Bound of CR(H,ρ)





Figure 2.3: Inner and outer bounds for the capacity region of MIMO IC with feedback specified in
(2.18) and inner and outer bounds for its reciprocal channel.
Thus, we see that the capacity region of a two-user MIMO IC with feedback and the correspond-
ing reciprocal channel with feedback are within N1 + N2 + M1 + M2 + max (N1 +M1, N2 +M2)
bits.
In Figure 2.3, we compare the inner and outer bounds for the capacity region of the MIMO
IC with feedback specified in (2.18), and inner and outer bounds for its reciprocal channel. For
this figure, the parameters for the IC are the same as those used for Figure 2.2. We note that the
capacity region of the MIMO IC with feedback and that of its reciprocal channel with feedback are
within a constant gap.
2.4 GDoF Region of MIMO IC with Feedback
This section describes our results on the GDoF region of the two-user MIMO IC with feedback.
The GDoF gives the high SNR characterization of the capacity region. Since the inner and outer-
bounds on the capacity region are within a constant gap, we characterize the exact GDoF region
of the MIMO IC with feedback.
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The following result characterizes the GDoF for general MIMO IC with feedback for general
power scaling parameters αij .
Theorem 5. The GDoF region of the two-user MIMO IC with feedback is given by the set of
(d1, d2) satisfying:
α11d1 ≤ f(N1, (α11,M1) , (α21,M2)), (2.24)
α22d2 ≤ f(N2, (α22,M2) , (α12,M1)), (2.25)














































Proof. According to Theorem 3, we can see that GDoF = limSNR→∞Ro(0)/ log SNR, which is
evaluated in Section 2.10 to get the result as in the statement of the theorem.
Since the capacity region of the MIMO IC with feedback and the corresponding reciprocal IC
with feedback are within constant gap, the GDoF region of the MIMO IC with feedback and that
of the corresponding reciprocal IC with feedback are the same, as given in the next corollary.
Corollary 1. The GDoF region for the reciprocal IC with perfect feedback is given by the set of
(d1, d2) satisfying (3.44)-(3.48).
We will now consider a special case of Theorem 5 where M1 = M2 = M , N1 = N2 = N ,
α11 = α22 = 1, and α12 = α21 = α. This MIMO IC is called a symmetric MIMO IC. We also define
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GDoF, d, as the supremum over all di such that (di, di) is in the GDoF region. The GDoF for the
symmetric MIMO IC with feedback is given as follows.
Corollary 2. The GDoF for a two-user symmetric MIMO IC with feedback for N ≤ M is given
as follows:
GDoFPF =
 N − α2 (2N −M)




+, if α ≥ 1.
(2.30)
Since the expressions are symmetric in N and M by Corollary 1, the GDoF for M ≤ N follows by
interchanging the roles of M and N .
Proof. For the symmetric MIMO IC, we have
f(Ni, (αii,Mi) , (αji,Mj)) = f(N, (1,M) , (α,M))
= max(1, α) min(M,N) + min(1, α) min((N −M)+,M). (2.31)
We will split the proof for N ≤M in two cases.
Case 1 - α ≤ 1: We will go over all equations (3.44)-(3.48) and evaluate them for the symmetric
case with α ≤ 1. Equations (3.44) and (3.45) can be simplified using (2.31) as follows
d ≤ max(1, α) min(M,N) + min(1, α) min((N −M)+,M)
= N. (2.32)
Equations (3.46) and (3.47) can be simplified as









= αN + min((M −N), N) + (1− α)N − (1− α)min ((M −N), N)
= N + αmin((M −N), N)
= N + α(N − (2N −M)+). (2.33)
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Equations (2.28) and (3.48) can be simplified as
d ≤ 1
2













(N + (1− α)N + αmin((M −N), N))
= N − 1
2
α(N − (N − (2N −M)+))
= N − α
2
((2N −M)+). (2.34)
We note that the minimum of the right hand sides of (2.32), (2.33), and (2.34) would give us
the GDoF. The minimum of these three terms is (2.34) which proves the result for α ≤ 1.
Case 2 - α ≥ 1: In this case, equations (3.44) and (3.45) can be simplified as
d ≤ max(1, α) min(M,N) + min(1, α) min((N −M)+,M)
= αN. (2.35)
Equations (3.46) and (3.47) can be simplified as










= αN + min((M −N), N). (2.36)
Equations (2.28) and (3.48) can be simplified as
d ≤ 1
2




















We note that the minimum of the right hand sides of (2.35), (2.36), and (2.37) would give us the
GDoF. The minimum of these three terms is (2.37) which proves the result for α ≥ 1.
The authors of [Karmakar and Varanasi, 2012] found the GDoF for the two-user symmetric
MIMO IC without feedback as follows for N ≤ M (We can interchange the roles of N and M if
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N > M .)
GDoFNF =

N − α(2N −M)+, if 0 ≤ α ≤ 12 ,
N − (1− α)(2N −M)+, if 12 ≤ α ≤
2
3 ,
N − α2 (2N −M)




+}, if 1 ≤ α.
(2.38)
We note that the GDoF with and without feedback are the same for 23 ≤ α ≤ 1. Figure 2.4
compares the GDoF for the two-user symmetric MIMO IC with and without feedback. In Figure
2.4(a), the “W”-curve obtained without feedback delineates the very weak (0 ≤ α ≤ 12), weak




3 ≤ α ≤ 1), strong (1 ≤ α ≤ 3−
M
N ) and very strong (3 −
M
N ≤ α)
interference regimes. In the presence of feedback, the “W”-curve improves to a “V”-curve which
delineates the weak (0 ≤ α ≤ 1) and strong (1 ≤ α) interference regimes for all choices of N
and M . For M2 < N ≤ M , we see that the GDoF with feedback is strictly greater than that
without feedback for 0 < α < 2/3 and for α > 3 −M/N . For N ≤ M/2, we see that the GDoF
with feedback is strictly greater than that without feedback for α > 2. The GDoF improvement
indicates an unbounded gap in the corresponding capacity regions as the SNR goes to infinity.
Interestingly, from Figure 2.4(b) we can see that if we increase M when N ≤ M2 , the GDoF does
not change. This can be interpreted as that while N ≤ M2 , N act as a bottleneck and increasing M
does not increase the GDoF. As a special case consider a MISO IC for which we note that the GDoF
is the same for all M ≥ 2. Thus, increasing the transmit antennas beyond 2 does not increase the
GDoF. However, increasing the transmit antennas from 1 to 2 gives a strict improvement in GDoF
for all α > 0. Similar result also holds for SIMO systems where increasing the receive antennas
from 1 to 2 help increase GDoF while increasing the receive antennas beyond 2 does not increase
the GDoF.
2.5 Summary
This chapter gives the capacity region of the MIMO IC with feedback within N1+N2+max(N1, N2)
bits. The achievability is based on the block Markov encoding, backward decoding, and Han-
Kobayashi message-splitting. The capacity region for the MIMO IC with feedback is shown to
be within a constant number of bits from the capacity region of the corresponding reciprocal IC.
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(b) N ≤ M
2
Figure 2.4: GDoF for symmetric MIMO IC with perfect feedback (PF), and no-feedback (NF) for
(a) M2 < N ≤M , and (b) N ≤
M
2 .
Further, the GDoF region for the general MIMO IC is characterized. It is found that for the
symmetric IC with feedback, the GDoF form a “V”-curve rather than the “W”-curve without
feedback.
The authors of [Vahid et al., 2012] considered a SISO IC with two rate-limited feedback links.
Further, the authors of [Sahai et al., 2013] considered nine canonical feedback models in the SISO
IC, ranging from one feedback link to four feedback links in various configurations. Extension of
this work for different feedback models proposed in [Sahai et al., 2013] for rate-limited feedback
links is an important future work, and is still open. Further, the extension to the general K-user
IC is also open.
CHAPTER 2. ON THE CAPACITY REGION AND THE GENERALIZED DEGREES OF
FREEDOM REGION FOR THE MIMO INTERFERENCE CHANNEL WITH FEEDBACK 25
2.6 Proof of Outer Bound for Theorem 1
In this section, we will show that CFB ⊆ Ro(Q) for some covariance matrix Q = E[X1X†2].
The set of upper bounds to the capacity region will be derived in two steps. First, the capacity
region is outer-bounded by a region defined in terms of the differential entropy of the random vari-
ables associated with the signals. These outer-bounds use genie-aided information at the receivers.
Second, we outer-bound this region to prove the outer-bound as described in the statement of
Theorem 1.
The following result outer-bounds the capacity region of two-user MIMO IC with feedback.
Lemma 1. Let Si be defined as Si ,
√
ρijHijXi + Zj. Then, the capacity region of a two-user
MIMO IC with feedback is outerbounded by the region formed by (R1, R2) satisfying
R1 ≤ h(Y1)− h(Z1), (2.39)
R2 ≤ h(Y2)− h(Z2), (2.40)
R1 ≤ h (Y2 | X2)− h (Z2) + h(Y1|X2, S1)− h(Z1), (2.41)
R2 ≤ h (Y1 | X1)− h (Z1) + h(Y2|X2, S1)− h(Z2), (2.42)
R1 +R2 ≤ h (Y1 | S1, X2)− h (Z2) + h(Y2)− h(Z1), (2.43)
R1 +R2 ≤ h (Y2 | S2, X1)− h (Z1) + h(Y1)− h(Z2). (2.44)
Proof. The proof follows the same lines as the proof of [Suh and Tse, 2011, Theorem 3], replacing
SISO channel gains by MIMO channel gains and is thus omitted here.
The rest of the section outer-bounds this region to get the outer bound in Theorem 1. For this,
we will introduce some useful Lemmas.
The next result outer-bounds the entropies and the conditional entropies of two random variables
by their corresponding Gaussian random variables.
Lemma 2 ([Shang et al., 2010]). Let X and Y be two random vectors, and let XG and Y G be
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Then, we have
h(Y ) ≤ h(Y G), (2.46)
h (Y | X) ≤ h
(
Y G
∣∣ XG) . (2.47)
The next result gives the determinant of a block matrix, which will be used extensively in the
sequel.
Lemma 3 ([Silvester, 2000]). For block matrix M =
 A B
C D




detAdet(D − CA−1B), if A is invertible,
detD det(A−BD−1C), if D is invertible.
(2.48)
Now, we introduce a lemma that is a key result which will be used to upper-bound a conditional
entropy term in this section and also to show an upper bound in Section 2.8.
Lemma 4. Let L(K,S) be defined as
L (K,S) , K −KS(IN2 + S†KS)
−1
S†K, (2.49)
for some M1×M1 p.s.d. Hermitian matrix K and some M1×N2 matrix S. Then if 0  K1  K2
for some Hermitian matrices K1 and K2, we have
L (K1, S)  L (K2, S) . (2.50)
Proof. We note that since K is p.s.d., K + εIM1 is invertible for all ε > 0. Given 0  K1  K2, let
F (ε) , L(K2 + εIM1 , S)− L(K1 + εIM1 , S). We need to show that F (0)  0.
We first show that F (ε)  0 for all ε > 0. From Woodbury matrix identity (Appendix C.4.3 of
[Boyd and Vandenberghe, 2004]), we have that if A is invertible, (A+BD)−1 = A−1 − A−1B(I +
DA−1B)−1DA−1. Thus, we have L(K + εIM1 , S) = ((K + εIM1)
−1 + SS†)−1 by substituting A as
(K + εIM1)
−1, B as S and D as S† in the above identity.
Thus, F (ε) = ((K2 + εIM1)
−1 + SS†)−1 − ((K1 + εIM1)−1 + SS†)−1. Since K1 and K2 are
Hermitian p.s.d. matrices with K1  K2, it easily follows that F (ε)  0.
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Having shown that F (ε)  0 for all ε > 0, we will now prove the continuity of F (ε) at ε = 0.
For this, we take the partial derivative of F (ε) at ε = 0 and show that it is not unbounded thus










L(K2 + εIM1 , S)−
d
dε
L(K1 + εIM1 , S). (2.51)
Thus, it is enough to show that limε→0
d










(Ki + εIM1 − (Ki + εIM1)S(IN2 + S†(Ki + εIM1)S)
−1
S†(Ki + εIM1))








= IM1 − S(IN2 + S†KiS)
−1










which is bounded. Hence, F (ε) is continuous at ε = 0. Further, since K1 and K2 are Hermitian,
we see that F (ε) is Hermitian and thus normal. From the Wielandt-Hoffman theorem [Wilkinson,
1970], we note that the LWW2 norm of the difference in eigen-values (ordered in a particular way)
of two normal matrices is bounded by the Frobenium norm of the difference of the two matrices.
This shows that since F (ε)  0 and F (ε) − F (0) → 0 as ε → 0, we have that the eigen-values
of F (ε) approach the eigen-values of F (0) as ε → 0. Therefore, all the eigen-values of F (0) are
non-negative which proves that F (0) is positive semi-definite thus proving the result.
The next three Lemmas outer-bounds entropy and conditional entropies of some random vari-
ables.
Lemma 5. The entropy of the received signal at the ith receiver, h(Yi), is outer-bounded as follows


















+Ni log (πe) , (2.53)
for i, j ∈ {1, 2}, i 6= j.
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+Ni log (πe) , (2.54)
where (a) follows from Lemma 2, and (b) follows from the fact that log det(.) is a monotonically
increasing function on the cone of positive definite matrices and we have Qii  IMi for i ∈ {1, 2}.
Taking πe out of the above determinant in the last part, gives the result as in the statement of
the Lemma.
Lemma 6. The conditional entropy of the received signal at the ith receiver given the transmitted
signal from the ith transmitter, h(Yi|Xi) is outer-bounded as follows










+Ni log (πe) , (2.55)
where Qij is the cross-covariance between Xi and Xj and Qii is the covariance matrix for Xi.
Proof. Let
Ki1 , E

































Ki2 , E[XiX†i ] = Qii. (2.58)
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According to Lemma 2, we get
h(Yi|Xi) ≤ h(Y Gi |XGi )
= h(XGi , Y
G
i )− h(XGi )
= log detπe(Ki1)− log detπe(Ki2)
= log det(Ki1)− log det(Ki2) + log detπe(INi). (2.59)
Due to the reason that Q’s elements are chosen from a continuous space, it is invertible with
probability of one. In addition, according to [R.A. Horn, C.R. Johnson, 1991, Corollary 7.7.4(a)],
if we have Qii  IMi , Q
−1
ii  IMi . Using Lemma 3 with M = Ki1 and A = Ki2, we get

















































where (a) is obtained by using (2.56) and some simplifications, and (b) follows from the fact that
log det (.) is a monotonically increasing function on the cone of positive definite matrices and we
have Qii  IMi and Q
−1
ii  IMi according to [R.A. Horn, C.R. Johnson, 1991, Corollary 7.7.4(a)]
for i, j ∈ {1, 2} , i 6= j.
Substituting (2.60) in (2.59) gives the result as in the statement of the lemma.
Lemma 7. The conditional entropy of the received signal at the ith receiver given Xj and Si,
h(Yi|Xj , Si) is outer-bounded as follows


























+Ni log (πe) . (2.61)
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 √ρijHijXi + Zj
Xj













Further, let Y ′i =
√
ρiiHiiXi + Zi. Then,









∣∣ Xj ,√ρijHijXi + Zj)
= h(Y ′i |Xj , Si)
(a)
≤ h(Y ′Gi |SGi , XGj )




j )− h(SGi , XGj )
= log detπe(Ki3)− log detπe(Ki4)
= log det(Ki3)− log det(Ki4) +Ni log (πe) , (2.64)
where (a) follows from Lemma 2 by taking the two vectors Si and Xj of lengths Nj and Mj ,
respectively, together as a single vector of length of Nj +Mj and then, used Lemma 2.
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Substituting M = Ki3 and D = Ki4 in Lemma 3, we get
















































Note that since Qjj  IMj , using Lemma 3 we can see that Qjj = IMj outer-bounds the








Since B  IMj implies ABA†  AA†, we have that Qjj = IMj outer-bounds the expression of
the right hand side of (2.65). Thus,


























Next, we will show that Qii = IMi maximizes (2.66).




ij , W , Qii −QijQ
†
ij , E , (INj + S
†WS)−1 and
f (S,Qii) , Qii −
[
QiiS Qij












 = IMj+Nj . (2.68)
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Hence
f (S,Qii) = Qii −
[
QiiS Qij



































= W −WS(INj + S†WS)−1S†W. (2.69)
We know that W = Qii − QijQ†ij  IMi − QijQ
†
ij . So, according to Lemma 4 with K1 as
Qii − QijQ†ij and K2 as IMi − QijQ
†
ij , we have f (S,Qii)  f(S, IMi). Thus, we use this outer-
bound by replacing Qii by I to get



























Substituting this in (2.64), we get



























+Ni log (πe) . (2.71)
The rest of the section considers the 6 terms in Lemma 1 and outer-bounds each of them to get
the terms in the outer-bound of Theorem 1.
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First term: For the first term in Lemma 1,









































where (a) follows from Lemma 5 and (b) follows from the fact that h(Z1) = log det (πeIN1).
Second term: The second bound is similar to the first bound by exchanging 1 and 2 in the indices.
Third term: For the third bound in Lemma 1, it is sufficient to replace upper bounds of h (Y2 | X2)
and h(Y1|X2, S1) from Lemma 6 and Lemma 7 as follows











































































where (a) is obtained by using Lemma 6 and Lemma 7 and (b) follows from the fact that h(Zi) =
log det (πeINi), for i = 1, 2.
Fourth term: The fourth term is similar to the third term by exchanging 1 and 2 in the indices.
Fifth term: According to the fifth bound in Lemma 1, it is sufficient to replace upper bounds of
h(Y1|X2, S1) and h(Y2) from from Lemma 7 and Lemma 5, respectively, and get the fifth bound of
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Theorem 1 as follows



























































































where (a) is obtained by using Lemma 7 and Lemma 5 and (b) follows from the fact that h(Zi) =
log det (2πeINi), for i = 1, 2.
Sixth term: The sixth term is similar to the fifth term by exchanging 1 and 2 in the indices.
2.7 Proof of Achievability for Theorem 2
In this section, we prove the achievability for Theorem 2. More precisely, we will show the following.
Lemma 8. For a given set of (H, ρ), the feedback capacity region of a two-user MIMO Gaussian
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IC can achieve all rate pairs (R1, R2) ∈ A(H, ρ) such that














































































In order to prove this result, we will use the result in [Suh and Tse, 2011] for a discrete
memoryless channel. We will then give some Lemmas that would help in further inner-bounding
these terms for a MIMO IC and finally go over each expression for the discrete memoryless channel
to prove the result.
Lemma 9. The feedback capacity region of the two-user discrete memoryless IC includes the set
of (R1, R2) such that
R1 ≤ I (U2, X1;Y1) , (2.80)
R2 ≤ I (U1, X2;Y2) , (2.81)
R1 ≤ I (U1;Y2|X2) + I (X1;Y1 | U1, U2) , (2.82)
R2 ≤ I (U2;Y1|X1) + I (X2;Y2 | U1, U2) , (2.83)
R1 +R2 ≤ I (X1;Y1 | U1, U2) + I (U1, X2;Y2) , (2.84)
R1 +R2 ≤ I (X2;Y2 | U1, U2) + I (U2, X1;Y1) , (2.85)
over all joint distributions p(u1)p(u2)p(x1|u1)p(x2|u2).
Proof. This result is a special case of [Suh and Tse, 2011, Lemma 1], obtained by substituting the
auxiliary variable U = 0.
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To achieve this rate region, the authors of [Suh and Tse, 2011] developed an infinite-staged
achievable scheme that employs block Markov encoding, backward decoding, and Han-Kobayashi
message splitting.
The rest of the section inner bounds this region to get the inner bound in Theorem 2. For this,
we will introduce some useful lemmas.
Lemma 10. The following holds for any Mi ×Nj matrix S
S(INj + S
†S)−1S†  0. (2.86)
Proof. It holds since it can be written as AEA† for A = S and E = (INj + S
†S)
−1
, which is p.s.d.
because E is p.s.d..
Lemma 11. The following holds for any Mi ×Nj matrix S
det(INj + S
†S − S†S(INj + S†S)−1S†S) ≤ 2Nj . (2.87)
Proof. Let us define V , S†S, we get
det(INj + S
†S − S†S(INj + S†S)
−1
S†S)
= det(INj + V − V (INj + V )
−1V )




(V + INj − INj ))


























= 2Nj , (2.88)
where (a) follows from the fact that V = S†S is p.s.d., and its eigenvalues are non-negative. So,
the eigenvalues of INj + V are greater than or equal to 1. As a result, eigenvalues of (INj + V )
−1
are between 0 and 1, i.e. they satisfy 0 ≤ λk ≤ 1. So
det(INj + INj − (INj + V )−1) = (2− λ1).....(2− λNj ) ≤ 2Nj , (2.89)
which proves (3.59).
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As we said before, our achievability scheme has a power allocation according to (2.15) and





We will now expand the achievability in Lemma 9 using Ui = Xiu for i ∈ {1, 2}. Before
expanding each term in Lemma 9, we evaluate some entropies as follows.













In addition, we have
h (Yi | Ui, Uj)
≥ h(Yi|Ui, Uj , Xj)
= log det(INi + ρiiHiiKXipH
†
ii)















≤ log det (2INi)
= Ni, (2.93)




ji in S. This shows that h (Yi | Uj , Xi) is
upper-bounded by Ni.
In our achievability, h (Yi | Uj , Xi) appeared with a minus sign. So, without loss of generality
we can replace it with its bound Ni for the achievability.
The rest of the section considers the six terms in Lemma 9 and uses each of them to get the
terms in the inner-bound of Lemma 8.
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First term: For the first term in Lemma 9, we have
I (U2, X1;Y1)
= h (Y1)− h(Y1|U2, X1)
(a)











where (a) follows from (3.101) and (b) follows from (3.103).
Second term: The second bound is similar to the first bound by exchanging 1 and 2 in the indices.
Third term: For the third bound in Lemma 9, we have
I (U1;Y2|X2) + I (X1;Y1 | U1, U2)
= h (Y2|X2)− h (Y2|U1, X2) + h (Y1 | U1, U2)− h (Y1 | U1, U2, X1)













































where (a) is obtained from (3.102) and (3.103) and (b) follows from (3.103).
Fourth term: The fourth term is similar to the third term by exchanging 1 and 2 in the indices.
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Fifth term: For the fifth bound in Lemma 9, we have
I (X1;Y1 | U1, U2) + I (U1, X2;Y2)
= h (Y1 | U1, U2)− h (Y1 | U1, U2, X1) + h (Y2)− h (Y2|U1, X2) (2.96)
≥ h(Y1|U1, U2, X2)− h (Y1 | U1, U2, X1) + h (Y2)− h (Y2|U1, X2) (2.97)
(a)


















− h (Y2|U1, X2)− h (Y1 | U1, U2, X1) (2.98)
(b)



















where (a) is obtained from (3.101) and (3.103), and (b) follows from (3.103).
Sixth term: The sixth term is similar to the fifth term by exchanging 1 and 2 in the indices.
2.8 Proof of Outer Bound for Theorem 2
In this section, we prove that covariance matrix Q = 0 is approximately optimal for the capacity
region of the MIMO IC with feedback. As mentioned in Section 2.3, it is enough to prove that
Ro(Q) ⊆ Ro(0)⊕ ([0, N1]× [0, N2]), (2.100)
for any covariance matrix Q.
Now, we give three important inequalities that would be used in the main proof.
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= INi + ρiiHii
(































where L(K,S) is as in (3.16), (a) follows since the inverse can be verified easily, (b) follows from
finding the product of matrices, (c) follows from the definition of L(K,S) in (3.16), and (d) follows
from Lemma 4.
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The third inequality is as follows








































= AA†+BB†−AB†−BA†  0 by substituting√ρiiHiiXi
and
√
ρjiHjiXj in A and B, respectively, (b) follows from the fact that I  Qii.
Thus, we proved that among these three expansions, the first two expansions we started with
are maximized by Qij = 0 while the third one is is outer-bounded by the corresponding expression
with Qij = 0 plus N1.
Now, we consider each of the six expressions in the definition of the region Ro(Q) and outer-
bound each expression to find the gap with Ro(0) being constant thus proving that Ro(Q) ⊆
Ro(0)⊕ ([0, N1]× [0, N2]) which proves the result.
Let the right-hand sides of the six expressions in the definition of R0(Q) in (2.5) be labeled as
I1(Q), I2(Q), I3(Q), I4(Q), I5(Q), and I6(Q) respectively. Then, the constant gap outer-bound is
shown in the following Lemma.
Lemma 12. We have
I1(Q) ≤ I1(0) +N1, (2.104)
I2(Q) ≤ I2(0) +N2, (2.105)
I3(Q) ≤ I3(0), (2.106)
I4(Q) ≤ I4(0), (2.107)
I5(Q) ≤ I5(0) +N2, (2.108)
I6(Q) ≤ I6(0) +N1. (2.109)
Proof. We start with (2.104).


















= I1(0) +N1, (2.110)
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where (a) follows from (2.103).
Proof of (2.105) is similar to (2.104) by exchanging 1 and 2 in the indices.
For the proof of (2.106) we have,
















































where (a) follows since the first expression is outer-bounded as in (2.102) and the outer-bound for
the second expression can be shown on similar lines as (2.101).
Proof of (2.107) is similar to (2.106) by exchanging 1 and 2 in the indices.
For the proof of (2.108) we have






















































= I5(0) +N2, (2.112)
where (a) follows from (2.103) and using similar steps as in (2.101).
Proof of (2.109) is similar to (2.108) by exchanging 1 and 2 in the indices.
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2.9 Proof of Reciprocity in Ro(0)
In this section, we prove that replacing H and ρ by H
R
and ρR, respectively, and interchanging M
and N for antennas at the nodes gives the same expressions in Ro(0).
We shall prove this in two steps. In the first step we shall prove











22} and in the second step we shall prove that
Ro(H
′
, ρR) = Ro(H
R
, ρR). (2.114)
Clearly, the above two equalities prove the lemma.
Let the right-hand sides of the six expressions in the definition ofR0(0) in (3.5)-(2.12) be labeled
as I1, I2, I3, I4, I5, and I6 respectively.



















where I ′k is obtained from Ik by interchanging M and N , replacing Hij with H
†
ji, and replacing ρij
with ρji.
Since I1 and I3 are both bounds for R1, I2 and I4 are both bounds for R2, and I5 and I6 are
both bounds for R1 +R2, (2.115)-(2.120) will prove that Ro(H, ρ) = Ro(H
′
, ρR).
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−1, and L , ρ11H11H
†
11. We get





= log det(IN1 + ρ21H21H
†
21) + log det(IN1 +Kρ11H11H
†
11)
= log det(K−1) + log det(IN1 +KL)
(a)
= log det(K−1) + log det(IN1 + LK)
= log det(K−1) + log det(IN1 + LKI)

















= log det(K−1) +
log det(IN1 + LK(I + ρ21H21H
†





= log det(K−1) +
log det(IN1 + LK((I + ρ21H21H
†









= log det(I + ρ21H
†




= log det(I + ρ21H
†
21H21) + log det(I + L− Lρ21H21K
′
H†21)
= log det(I + ρ21H
†
21H21) +









= log det(I + ρ21H
†
21H21) +








= I ′3, (2.123)
where (a), (b) and (c) follow from Sylvester’s determinant theorem [Harville, 2008]. (2.116) can be
proved similarly due to symmetry. In addition, (2.117) and (2.118) can be obtained in the reverse
direction similarly.
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where


























































then, it is sufficient to prove a+ b = c+ d or a− d = c− b.
Since (2.121) is equal to (2.122), we have













log det(I + ρ21H
†
21H21). (2.131)
Using similar method, we can see that




c− b = log det(IN2 + ρ12H12H
†
12), (2.133)




(2.120) can be proved similar to the proof of (2.119) due to symmetry.
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Second Step: It can be proved with a similar discussion as in Appendix E of [Karmakar and
Varanasi, 2013]. A brief sketch of the proof is given below for completeness.
Suppose S is a p.s.d. matrix and S∗ represents its complex conjugate, i.e., the matrix obtained
by replacing all its entries by the corresponding complex conjugates. Then, it is easy to see that
log det(I + S) = log det(I + S∗). (2.134)
However, note that all the terms in the different bounds of Ro(0) are of the form of log det(I + S).
This in turn proves that if we replace all the channel matrices of a two-user MIMO IC with feedback




, ρR) = Ro(H
R
, ρR). (2.135)
2.10 Proof of Theorem 5
In this section, we will find the limit of Ro(0)/ log SNR as SNR → ∞ to get the result as in the
statement of the Theorem 5 when ρij ∼ SNRαij (ρij ∼ SNRαij represents that limSNR→∞
log ρij
log SNR =
αij). This follows from Theorem 3 since the capacity region is inner and outer- bounded by Ro(0)
with constant gaps which would vanish for the degrees of freedom.
Before going over each of the terms in Ro(0) and finding its high SNR limit, we first give some
Lemmas that will be used for the proof of the Theorem.
Lemma 13 ([Karmakar and Varanasi, 2013]). Let Hij ∈ CNj×Mi be a full rank channel matrix.







= αijmin (Mi, Nj) log SNR + o(log SNR), (2.136)
where ρij ∼ SNRαij .
Lemma 14 ([Karmakar and Varanasi, 2013]). Let Hii ∈ CNi×Mi and Hji ∈ CNi×Mj be two full
rank channel matrices such that [HiiHji] is also full rank. Then, the following holds




ji) = f(Ni, (αii,Mi) , (αji,Mj))log SNR + o(log SNR) (2.137)
where f is defined in (2.23) and ρij ∼ SNRαij .
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Lemma 15. Let Σ ∈ CN×M be a diagonal matrix with elements σ1, ..., σm where m = min(M,N)
and Λ ∈ Cm×m be a diagonal matrix with elements |σ1|2, ..., |σm|2, then
Σ†




 Im − (Im + Λ)−1 0
0 0(M−N)+
 . (2.138)
Proof. We will split the proof in two cases, depending on whether M ≥ N or M < N .
Case 1 - M ≥ N : In this case, we have
Σ†




















σ1 0 0 0
0
. . . 0 0





1+|σ1|2 0 0 0
0









1+|σ1|2 0 0 0
0
. . . 0 0
0 0 1− 1
1+|σm|2 0
0 0 0 0(M−N)+

=
 Im − (Im + Λ)−1 0
0 0(M−N)+
 . (2.139)
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Case 2 - M < N : In this case, we have
Σ†





σ∗1 0 0 0
0
. . . 0 0




1+|σ1|2 0 0 0
0
. . . 0 0
0 0 1
1+|σm|2 0












1+|σ1|2 0 0 0
0









1+|σ1|2 0 0 0
0
. . . 0 0
0 0 1− 1
1+|σm|2 0
0 0 0 0(M−N)+

=
 Im − (Im + Λ)−1 0
0 0(M−N)+
 . (2.140)
Lemma 16. Let Hii ∈ CNi×Mi and Hij ∈ CNi×Mj be two channel matrices with each entry inde-
pendently chosen from CN(0, 1). Then, the following holds with probability 1 (over the randomness
of channel matrices).



















+ (αii − αij)+
(






where ρij ∼ SNRαij .
Proof. Let the singular value decomposition (SVD) of the channel matrix Hij be given by Hij = Vij
ΣijU
†
ij , where Vij ∈ UNj×Nj and Uij ∈ UMi×Mi are unitary matrices and Σij ∈ UNj×Mi is a
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= INi + ρiiHii(IMi − ρijH
†
ijVij
 (Imij + SNRαijΛij)−1 0
0 I(Nj−Mi)+
V †ijHij)H†ii
= INi + ρiiHii(IMi − ρijUijΣ
†
ij
 (Imij + SNRαijΛij)−1 0
0 I(Nj−Mi)+
ΣijU †ij)H†ii
= INi + ρiiHiiUij(IMi − SNRαijΣ
†
ij




= INi + ρiiHiiUij(IMi −
 Imij − (Imij + SNRαijΛij)−1 0
0 0(Mi−Nj)+
)U †ijH†ii
= INi + SNR
αiiHiiUij
 (Imij + SNRαijΛij)−1 0
0 I(Mi−Nj)+
U †ijH†ii, (2.143)
where (a) results from SVD of the matrix Hij and (b) follows from Lemma 15.
Let us decompose Uij ∈ UMi×Mi into two parts, Uij1 and Uij2 such that Uij = [Uij1 Uij2], where
Uij1 ∈ UMi×min{Mi,Nj} and Uij2 ∈ UMi×(Mi−Nj)
+
. Then, we get










= log det(INi + SNR
αiiHii(Uij
 (Imij + SNRαijΛij)−1 0
0 I(Mi−Nj)+
U †ij)H†ii)
= log det(INi +Hii(SNR
αiiUij1(Imij + SNR
αijΛij)


















where mij = min(Mi, Nj), Λij is a diagonal matrix containing the non-zero eigenvalues of HijH
†
ij .
We note that Λij is invertible and when SNR is large, we can bound SNR
−αijImij + Λij from
above and below as, Λij  SNR−αijImij + Λij  I + Λij . We will only pursue the direction where
SNR−αijImij + Λij  Λij and can see that both the directions produce the same result and thus
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replacing the inner and outer bound by equality. In what follows, even though SNR−αijImij +Λij 
Λij , we will substitute SNR
−αijImij + Λij = Λij since by the inner and outer-bounding approach,
it can be seen that the limit will be exactly the same thus not causing any difference in the result.
Thus, we have



















ii + o(log SNR)
(a)

























+ (αii − αij)+
(





+o(log SNR ), (2.144)






ii = o(log SNR), (2.145)
(b) follows from Lemma 14 and that HiiUij1, HiiUij1Λ
−1/2
ij and Hii[Uij2 Uij1Λ
−1/2
ij ] are all full rank
with probability 1; (c) follows from some simple manipulations.
The rest of the section considers the 6 terms in Ro(0) in (3.5)-(2.12), and finds the GDoF region
for the MIMO IC with feedback.
First term: According to the first bound in Ro(0), we have






= f((N1, (α11,M1) , (α21,M2)))log SNR + o(log log SNR ), (2.146)
where (a) is obtained from (14). Now, dividing both sides by log SNR, we get the first GDoF
expression.
Second term: The second bound is similar to the first bound by exchanging 1 and 2 in the indices.
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+ o(log SNR ), (2.147)
where (a) is obtained from Lemma 13 and Lemma 16. Now, dividing both sides by log SNR, the
third GDoF bound results.
Fourth term: The fourth term is similar to the third term by exchanging 1 and 2 in the indices.































+ o(log SNR ), (2.148)
where (a) is obtained from Lemma 14 and Lemma 16. Now, dividing both sides by log SNR, the
fifth GDoF bound results.
Sixth term: The sixth term is similar to the fifth term by exchanging 1 and 2 in the indices.
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Chapter 3
On the Capacity and Degrees of
Freedom Regions of Two-User MIMO
Interference Channels with Limited
Receiver Cooperation
This chapter gives the approximate capacity region of a two-user MIMO interference channel with
limited receiver cooperation, where the gap between the inner and outer bounds is in terms of the
total number of receive antennas at the two receivers and is independent of the actual channel
values. The approximate capacity region is then used to find the degrees of freedom region. For
the special case of symmetric interference channels, we also find the amount of receiver cooperation
in terms of the backhaul capacity beyond which the degrees of freedom do not improve. Further,
the generalized degrees of freedom are found for MIMO interference channels with equal number of
antennas at all nodes. It is shown that the generalized degrees of freedom improve gradually from
a “W” curve to a “V” curve with increase in cooperation in terms of the backhaul capacity.
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3.1 Introduction
Wireless networks with multiple users are interference-limited rather than noise-limited. Interfer-
ence channel (IC) is a good starting point for understanding the performance limits of interference-
limited communications. In spite of research spanning over three decades, the capacity of the
IC has been characterized only for some special cases [Etkin et al., 2008; Raja et al., 2009;
Sason, 2004; Karmakar and Varanasi, 2013; Karmakar and Varanasi, 2012; Parker et al., 2008;
Jafar and Fakhereddin, 2007].
Cooperation between transmitters or receivers in ICs can help mitigate the interference by
forming a distributed MIMO system which provides performance gain. In practice, the cellular
base stations can be connected via wireless backhaul links [Cao et al., 2007], or the mobile nodes
might have connections to each other via out-of-band device-to-device communication links [Asadi
et al., 2014; Doppler et al., 2009]. In either case, the cooperation between the nodes is limited,
and making efficient use of such cooperation link for transmitter and/or receiver cooperation is an
important problem [Karakayli et al., 2006; Marsch and Fettweis, 2008; Marsch, 2010; Muller and
Frank, 2010; Thiele et al., 2010]. In this chapter, we tackle the fundamental problem of efficient use
of limited-capacity backhaul for multiple-input multiple-output (MIMO) uplink ICs (with receiver
cooperation). Recently, a number of works have shown that transmitter and receiver cooperation
can be employed in ICs to achieve an improvement in data rates [Wang and Tse, 2011a; Huang
and Jafar, 2009; Wang and Tse, 2011b; Maric et al., 2007; Prabhakaran and Viswanath, 2011a;
Prabhakaran and Viswanath, 2011b; Larsson and Jorswieck, 2008; Ng et al., 2007; Leshem and
Zehavi, 2008]. However, most of the existing works on ICs with cooperation are limited to discrete
memoryless channels or to single-input single-output (SISO) channels. This chapter analyzes two-
user MIMO Gaussian ICs with limited receiver cooperation.
In large wireless networks, having global knowledge of the channel state is infeasible and thus
Lozano et al. [Lozano et al., 2013] found a saturation effect in the system capacity. In this chapter,
we consider the two-user MIMO IC with perfect channel state knowledge at the transmitters and
receivers. We assume that all nodes have the channel state information of all links in order to investi-
gate the capacity region of MIMO IC with limited receiver cooperation. While the overhead of gath-
ering the global channel state information must not be neglected, it has been shown (cf. [Adhikary et
al., 2011; Kobayashi and Caire, 2012]) that this overhead is manageable in the presence of a reduced
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number of users. This overhead increases as the number of users increases, and thus some authors
have considered the knowledge of channel state in a local neighborhood [Aggarwal et al., 2011;
Sutuntivorakoon et al., 2011]. With the local network connectivity and channel state information,
subnetworks can be scheduled where each subnetwork is operated using an information-theoretic
optimal scheme [Santacruz, 2013; Santacruz et al., 2013]. Thus, even with the knowledge of the
local channel state information, understanding of small networks can help to improve throughput
of large networks.
A two-user SISO Gaussian IC with limited receiver cooperation is considered in [Wang and
Tse, 2011a] where there are links with fixed capacities between the two receivers and the capacity
region of the channel is obtained within two bits. In this chapter, we find an outer bound and
an inner bound for the capacity region that are within N1 +N2 bits for a general MIMO IC with
limited receiver cooperation, where N1 and N2 are the numbers of receive antennas at the two
receivers, respectively. A gap of N1 +N2 is loose when the SNR is low and the number of receive
antennas is large. However, this is the worst-case gap, and the actual gap may be smaller in many
cases. More importantly, such a constant gap between the outer and inner bounds of the capacity
region makes it possible to obtain the degrees of freedom (DoF) and the generalized degrees of
freedom (GDoF) regions of the channel. We use an achievability scheme based on that for the
discrete memoryless channel in [Wang and Tse, 2011a]. In this scheme, receivers do not decode
the messages immediately upon receiving the signals from the transmitters. One of the receivers
quantizes its received signal at an appropriate distortion, bins the quantization codeword and sends
the bin index to the other receiver. For quantizing the received signal, a novel distortion function
for MIMO IC is given in this chapter. The other receiver decodes its own information based on its
own received signal and the received bin index. After decoding, it bin-and-forwards the decoded
common messages back to the other receiver and helps it decode. This chapter uses the signal
distributions and auxiliary variables that are different from those in [Wang and Tse, 2011a] and in
such a way that can be used for a MIMO IC to achieve a constant gap to the capacity region.
We note that the achievability strategy for the SISO IC in [Wang and Tse, 2011a] is to split the
transmit signal into public and private messages using the Han-Kobayashi message splitting where
the private message is received at the unintended receiver below the noise floor. For a MIMO
IC with limited receiver cooperation, we proposed a counterpart of Han-Kobayashi splitting in
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[Ashraphijuo et al., 2013c] where the covariance matrices for the public and the private messages
were properly designed. In this chapter, we give an achievability scheme based on the splitting
scheme in [Ashraphijuo et al., 2013c]. Further, the authors of [Wang and Tse, 2011a] proposed
different choices of power splits between the public and the private messages for three different
regions of SISO IC corresponding to: weak, mixed and strong interferences. In this chapter, for
MIMO IC, we propose a single choice of covariance matrices for the public and private messages
for all regimes rather than considering different regimes separately. For the special case of SISO
IC, the achievability scheme used in this chapter reduces to a different one from that given in
[Wang and Tse, 2011a]. The achievability scheme uses the convex hull of the regions formed by two
strategies corresponding to different decoding orders. The convex hull of the two regions eliminates
two constraints in each region resulting in a constant gap between the inner and the outer bounds.
In [Telatar and Tse, 2007], the capacity region of a Gaussian SISO IC without cooperation is
obtained within 1 bit and in [Karmakar and Varanasi, 2013], the capacity region of a Gaussian
MIMO IC without cooperation is obtained within a constant gap to the outer bound. We also note
that the proposed Han-Kobayashi split is different from that proposed in [Karmakar and Varanasi,
2013].
Having characterized the outer and inner bounds within a constant gap, and as a result having
the approximate capacity region, we also find the DoF region for the two-user MIMO IC with limited
receiver cooperation. We find that the DoF region improves with the increase in cooperation
in terms of the backhaul capacity. For the case of symmetric number of antennas in both the
transmitters and the receivers, we find that the DoF improves up to a certain point in terms of the
backhaul capacity, and beyond which the DoF does not improve anymore.
When each transmitter has M antennas and each receiver has N antennas, the symmetric DoF
region is a pentagon with bounds only on individual DoF (d1, d2) and sum DoF (d1+d2) for all cases
except when N < M < 2N . Thus, when M = N , the DoF region is a pentagon. However, when
N < M < 2N , the DoF region also has constraints on 2d1 + d2 and d1 + 2d2. These constraints are
known to not hold for ICs with no cooperation [Karmakar and Varanasi, 2012], and for ICs with
infinite cooperation which corresponds to a multiple-access channel (MAC)[Tse and Viswanath,
May 2005]. In this chapter, we find that the extra bounds on 2d1 + d2 and d1 + 2d2 are dominant
for a finite non-zero limited cooperation (when the backhaul capacity is less than a certain value)
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for N < M < 2N .
Finally, we also characterize the GDoF for a MIMO IC with limited receiver cooperation, when
the cooperation links are of the same capacity which is increasing with a base signal-to-noise ratio
(SNR) parameter, as β log SNR. Note that even though the DoF region is found in general, we
find the GDoF only in a limited setting when the number of antennas at all the nodes are the
same (say M). We assume that the direct links have channel strengths SNR while the cross links
have channel strengths SNRα. We find that the increase in the cooperation leads to improvement
in GDoF. For a given M and α, the GDoF increases till β = Mα at which point the GDoF with
limited cooperation is the same as that with full cooperation. Without any receiver cooperation,
the GDoF is a “W” curve in terms of α. We note that the “W” curve changes to a “V” curve and
then to an increasing function as the backhaul capacity increases.
The remainder of the chapter is organized as follows. Section 3.2 introduces the model for a
MIMO IC with limited receiver cooperation and the capacity region. Sections 3.3 describes our
results on the capacity region. Section 3.4 gives our results on the DoF region and the GDoF.
Section 3.5 concludes the chapter. Section 3.6 summarizes some useful matrix results that are used
throughout the chapter. The detailed proofs of various results are given in Sections 3.7-3.10.
3.2 Channel Model and Preliminaries
In this section, we describe the channel model that is used in this chapter. A two-user MIMO
IC consists of two transmitters and two receivers. Transmitter i is labeled as Ti and receiver j is
labeled as Dj for i, j ∈ {1, 2}. Further, we assume Ti has Mi antennas and Dj has Nj antennas.
Henceforth, such a MIMO IC will be referred to as the (M1, N1,M2, N2) MIMO IC. The channel
matrix between transmitter Ti and receiver Dj is denoted by Hij ∈ CNj×Mi . We shall consider
a time-invariant channel where the channel matrices remain fixed for the entire duration of the
communication. At time t, transmitter Ti transmits a vector Xi(t) ∈ CMi×1 over the channel with
a power constraint tr(E(XiX†i )) ≤ 1 (A† is the conjugate transpose of the matrix A).
Let Qij = E(XiX†j ) for i, j ∈ {1, 2}. The covariance matrices Qij for i 6= j are zero, since
the two transmitters do not cooperate with each other. We say A  B if B − A is a positive
semi-definite (p.s.d.) matrix and we say A  B if and only if B  A. The identity matrix of size
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s×s is denoted by Is. Further, we define x+ , max{x, 0}. We also note that 0  Qii  I according
to Lemma 19 in Section 3.6 since tr(E(XiX†i )) ≤ 1. By definition of Qii, we see that Qii = Q
†
ii.
Moreover, we have 0  QiiQ†ii  I, where 0  QiiQ
†
ii results from the fact that every matrix in
the form of AA† is p.s.d. and QiiQ
†
ii  I results from tr(QiiQii
†) = tr(Qii)tr(Qii) ≤ 1 which gives
QiiQii
†  I with a similar argument as that for Qii.
We also incorporate a non-negative power attenuation factor, denoted as ρij , for the signal
transmitted from Ti to Dj . The received signal at receiver Di at time t is denoted as Yi(t) for










ρ22H22X2(t) + Z2(t), (3.2)
where Zi(t) ∈ CNi×1 ∼ CN(0, INi) is the i.i.d. complex Gaussian noise, ρii is the received SNR at
receiver Di and ρij is the received interference-to-noise-ratio at receiver Dj for i, j ∈ {1, 2}, i 6= j.
A MIMO IC with limited receiver cooperation is fully described by four parameters. The first is
the set of numbers of antennas at each transmitter and receiver, namely (M1, N1,M2, N2). The
second is the set of channel gains, H = {H11, H12, H21, H22}. The third is the set of average link
qualities, ρ = {ρ11, ρ12, ρ21, ρ22}. The fourth parameter is C = {C12, C21} where Cji is the capacity
of the cooperation link from receiver Dj to Di. We assume that these parameters are known to all
transmitters and receivers. Also, the cooperation channels are orthogonal to each other and they
are orthogonal to the data channels.
The receiver-cooperation links are noiseless with finite capacities. Encoding is causal in the sense
that the signal Γji(t) transmitted from Dj to Di at time t, is a function of whatever is received over
the data channel and on the cooperation link up to time t− 1, i.e.,
Γij(t) = git(Γji(t− 1), ..., Γji(1), Yi(t− 1), ..., Yi(1)) ∈ {1, 2, ..., 2Cij}, (3.3)
where git is the encoding function of Di for cooperation at time t. Let us assume that Ti transmits
information at a rate of Ri to receiver Di using the codebook Ci,n of length-n codewords with
|Ci,n| = 2nRi . Given a message mi ∈M = {1, . . . , 2nRi}, the corresponding codeword Xni (mi) ∈ Ci,n
satisfies the power constraint mentioned before. In addition, the decoded signal at Di, m̂i, is a
function of the received signal from the channel, Yi(t), and the cooperation signal transmitted from
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Dj to Di, Γji(t), for i ∈ {1, 2}. Thus, the decoding functions of the two receivers are given as
m̂i = fi(Γji(n), ..., Γji(1), Yi(n), ..., Yi(1)) ∈M, (3.4)
where fi is the decoding function of Di. Denote the average probability of decoding error by
ei,n = Pr( m̂i 6= mi).
A rate pair (R1, R2) is achievable if there exists a family of codebooks Ci,n and decoding functions
such that maxi{ei,n} goes to zero as the block length n goes to infinity. The capacity region
C(H, ρ,C) of the IC with parameters H, ρ and C is defined as the closure of the set of all achievable
rate pairs.
Consider a two-dimensional rate region C(H, ρ,C). Then, the region C(H, ρ,C)	 ([0, a]× [0, b])
denotes the region formed by {(R1, R2) : R1, R2 ≥ 0, (R1+a,R2+b) ∈ C(H, ρ,C)} for some a, b ≥ 0.
Further, we define the notion of an achievable rate region that is within a constant number of bits
of the capacity region as follows.
Definition 2. An achievable rate region A(H, ρ,C) is said to be within b bits of the capacity region
if A(H, ρ,C) ⊆ C(H, ρ,C) and A(H, ρ,C)⊕ ([0, b]× [0, b]) ⊇ C(H, ρ,C).
3.3 Inner and Outer Bounds on Capacity Region
In this section, we give the outer and inner bounds on the capacity region of a two-user MIMO IC
with limited receiver cooperation. Let Ro be the region formed by (R1, R2) satisfying the following
constraints.
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+ C21 + C12, (3.12)
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The following theorem shows that the capacity region of a two-user MIMO IC with limited receiver
cooperation is within N1 +N2 bits of Ro.
Theorem 6. The capacity region CRC for an (M1, N1,M2, N2) two-user MIMO IC with limited
receiver cooperation is bounded from outside and inside as
Ro 	 ([0, N1 +N2]× [0, N1 +N2]) ⊆ CRC ⊆ Ro. (3.15)
Thus, the inner and outer bounds are within N1 +N2 bits.
Note that the gap of N1 +N2 bits is the worst-case. It is loose when the SNR is low and only
informative at high SNR.
Outer Bound: The complete proof that Ro is an outer bound for the capacity region of the
two-user MIMO IC with limited receiver cooperation is given in Section 3.7.
Note that (3.5), (3.6) and (3.10) are cut-set based upper bounds. The other bounds are obtained
based on genie-aided strategies making use of Fano’s inequality, the data processing inequality, and
the fact that Gaussian distribution maximizes the entropy. The detailed derivations are given in
Section 3.7. For evaluating and outer-bounding the joint entropies, the following result on the
monotonicity of a function, is used extensively in the proof.
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Lemma 17. Let L(K,S) be defined as
L (K,S) , K −KS(IN + S†KS)
−1
S†K, (3.16)
for some M ×M p.s.d. Hermitian matrix K and some M × N matrix S. Then if 0  K1  K2
for some Hermitian matrices K1 and K2, we have
L (K1, S)  L (K2, S) . (3.17)
Proof. The proof uses the matrix differential and the eigenvalue continuity properties (e.g., Wielandt-
Hoffman Theorem), and can be seen in the proof of Lemma 11 of [Ashraphijuo et al., 2013c].
Inner Bound: Here, we will give a brief description of the achievability strategy. The complete
proof can be found in Section 3.8.
The achievability scheme is based on a two-round strategy, similar to that used in [Wang and
Tse, 2011a] for SISO interference channels. It consists of two parts: 1) the transmission scheme
and 2) the cooperation protocol.
1) Transmission Scheme:
Each transmitter Ti splits its own message into private and common sub-messages and sends
Xi = Xip +Xic, (3.18)
where Xip ∼ CN (0, Qip) denotes the private message, and Xic ∼ CN (0, Qic) denotes the common
message. We assume that Xip and Xic are independent with








and Qic = IMi −Qip, (3.20)
for i ∈ {1, 2}.
It is shown in Corollary 8 in Section 3.6 that Qip  0 and Qic  0. Further, this message split is
such that a private signal is received at the other receiver with constant power. More specifically, as
discussed in Corollary 7 in Section 2.9, received signal at receiver Dj corresponding to the private
signal from transmitter Ti is below the noise floor.
Remark 1. Note that the power allocation in (3.19)-(3.20) is different from that given in [Wang and
Tse, 2011a] even for a SISO channel. In [Wang and Tse, 2011a] different achievability schemes
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were given for weak, mixed, and strong interference regimes. Here what we propose is a single
choice of parameters for all interference regimes. For the special case of SISO IC, the above scheme
constitutes an alternative choice of variances to those proposed in [Wang and Tse, 2011a].
Remark 2. Note that the covariance matrices for the public and private messages proposed in
this chapter are different from those in [Karmakar and Varanasi, 2013]. With the expressions in
[Karmakar and Varanasi, 2013], we were not able to get an inner bound within constant gap from






while in [Karmakar and Varanasi, 2013], it is 1Mi (IMi + ρijH
†
ijHij)
−1. For example, for a SISO
channel the variance of the public message in our work is
ρij |Hij |2
1+ρij |Hij |2
, while in [Karmakar and
Varanasi, 2013], it is 1
1+ρij |Hij |2






for the private message, we were able to make h(Yi|Xi, Uj) outer-bounded by a constant, which
helped in the analysis.
2) Cooperation Protocol:
We use a two-round cooperation protocol similar to that in [Wang and Tse, 2011a]. In the
first round, Dj quantizes its received signal and sends out the bin index. And then in the second
round, Di i 6= j (i, j) ∈ {1, 2} receives this side information and decodes its desired messages (its
own message plus the other’s public message). After decoding, Di randomly bins the decoded
public messages, and sends the bin indices to Dj . Finally, Dj decodes its message. In this two-
round strategy, STGj→i→j , the processing order is: Dj quantize-and-bins, Di decode-and-bins and
finally Dj decodes. Its achievable rate region is denoted by Rj→i→j . By time-sharing, the rate
region R , conv{R2→1→2 ∪ R1→2→1}, i.e. the convex hull of the union of the two rate regions is
achievable.
For simplicity, we consider strategy R2→1→2. D2 does not decode messages immediately upon
receiving its signal. It first quantizes its signal by a pre-generated Gaussian quantization codebook
with certain distortion and then sends out a bin index determined by a pre-generated binning
function. It sets the distortion level equal to the aggregate power level of the noise and T2’s
private signal. D1 decodes the two common messages and its own private message, by searching in
transmitters’ codebooks for a codeword triplet that is jointly typical with its received signal and
some quantization point (codeword) in the given bin after retrieving the receiver-cooperative side
information (the bin index). After D1 decodes, it uses two pre-generated binning functions to bin
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the two common messages and sends out these two bin indices to D2. After receiving these two bin
indices, D2 decodes the two common messages and its own private message, by searching in the
corresponding bins and T2’s private codebook for a codeword triplet that is jointly typical with its
received signal.
Although the cooperation protocol is similar to that in [Wang and Tse, 2011a], the distortion
function used for the quantization of the received signal needs to be extended to the case of multiple
antennas. We here describe the distortion function for STG2→1→2. For the quantization, we use
the quantization codebook satisfying
Ŷ2 , Y2 + Ẑ2, (3.21)
where the distortion Ẑ2 ∼ CN(0,∆) with
∆ = IN2 + ρ22H22Q2pH
†
22. (3.22)
D2 then sends the bin index to D1. The rate loss due to this quantization, ξ, is given as
ξ , I(Ŷ2;Y2|X1c, X1, X2c, Y1)
= h
(√
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− log det (∆)
= log det (2∆)− log det (∆)
= N2. (3.23)
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by Lemma 17. Thus, we see that the rate loss ξ is upper bounded by the constant N2. That is,
replacing Ŷ2 by Y2 incurs at most N2 bits.
Remark 3. The distortion specified in (3.22) may not be optimal. The achievable rates can be
further improved if we optimize over all possible distortions. For instance, if the cooperative link
capacity is relatively large, we could lower the distortion level to achieve a better description of the
received signals. With the expression of ∆ in (3.22), however, we can show that the achievable rate
region is within a constant number of bits to the capacity region for any channel parameters.
Figure 3.1: Time sharing of two regions R2→1→2 and R1→2→1. The four lines with arrow marks
indicate that the corresponding bounds are not active when the convex hull of the two regions is
taken.
Considering the convex hull of the union of the achievable rate regions by the strategies
STG2→1→2 and STG1→2→1 for MIMO IC, we show in Section 3.8 that we can get the achiev-
able rate region for the general MIMO IC. Moreover, we will show in Section 3.8 that two of the
bounds in each region will not play a role in the convex hull. This is because if any of these bounds
is active, the bound on R1 +R2 is active and thus following the arguments in [Wang and Tse, 2011a]
we get that these bounds will not be active when we take the convex hull of the two regions. This
is illustrated in Figure 3.1, where it is seen that two of the bounds in each region are not dominant
when a convex hull of the regions is taken.
Having considered the inner and outer bounds for the capacity region of the two-user IC with
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limited receiver cooperation, we have shown that the inner bound and the outer bound are within
N1 +N2 bits, thus finding the capacity region of the two-user IC with limited receiver cooperation,
approximately.






















































Figure 3.2: Comparison of the inner bound in this chapter with that in literature for SISO inter-
ference channels.
The authors of [Wang and Tse, 2011a] found the capacity region for the SISO IC with limited
receiver cooperation within 2 bits. Theorem 6 generalizes the result to find the capacity region of
MIMO IC with limited receiver cooperation within N1 +N2 bits.
In Figure 3.2, we compare the inner bound given in Section V of [Wang and Tse, 2011a] for a
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SISO IC to that obtained in Lemma 25 through some numerical examples. Since the outer bounds
are the same for SISO, we only plot one outer bound. Let SNRi = ρii|Hii|2 and INRi = ρji|Hji|2 for
j 6= i. In Figure 3.2(a), we consider a weak interference regime (SNR1 ≥ INR2 and SNR2 ≥ INR1)
with C21 = 1.1, C12 = 1.1, SNR1 = 5, SNR2 = 5, INR1 = 2 and INR2 = 2. In Figure 3.2(b), we
consider strong interference regime (SNR1 ≤ INR2 and SNR2 ≤ INR1) with C21 = 6, C12 = 11,
SNR1 = 1000, SNR2 = 1500, INR1 = 4000 and INR2 = 10000. In Figure 3.2(c), we consider a
mixed interference regime (SNR1 ≥ INR2 and SNR2 ≤ INR1) with C21 = 6, C12 = 11, SNR1 = 9000,
SNR2 = 1500, INR1 = 5000 and INR2 = 1000. We see from Figure 3.2 that the inner bounds are
comparable. In the above example for weak interference channel, the strategy in this chapter gives
better achievable region than that in Section V.C. of [Wang and Tse, 2011a].

















Figure 3.3: The outer bounds for a MIMO IC with no cooperation, limited cooperation and unlim-
ited cooperation.
In Figure 3.3, we see the improvement in the capacity region (outer bound) for a MIMO IC with
limited receiver cooperation. The parameters chosen for limited cooperation are M1 = N2 = 3,
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M2 = N1 = 4, ρ11 = ρ22 = ρ12 = ρ21 = 10







 , H22 =

0.9070 0.6690 0.6854 0.6565
0.6067 0.9480 0.6585 0.6645




0.8660 0.9767 0.4595 0.6582
0.8603 0.5850 0.6582 0.9854
0.3066 0.4470 0.6585 0.3885
0.3066 0.6167 0.4470 0.3885






3.4 DoF and GDoF Regions
In this section, we will use the DoF and GDoF regions to characterize the capacity region of the
MIMO IC with limited receiver cooperation in the limit of high SNR. We first describe our results
on the DoF region of the two-user MIMO IC with limited receiver cooperation, and then proceed
to the results on GDoF.
3.4.1 DoF Region
The DoF characterizes the simultaneously accessible fractions of spatial and signal-level dimensions
(per channel use) by the two users when all the average channel parameters are an exponent of a











where β12, β21 ∈ R+.
The DoF region is defined as the region formed by the set of all (d1, d2) such that (d1 log SNR−
o(log SNR), d2 log SNR−o(log SNR))1 is inside the capacity region. Further, the DoF is the maximum
d such that (d, d) is in the DoF region.
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The elements of the channel matrix are chosen from a random and continuous space and conse-
quently, the channel matrices are of full rank with probability 1. As a result we will have the DoF
and GDoF (next subsection) regions with probability 1 over the randomness of channel matrices.
It has been shown that for basic networks (such as the MAC, BC and the IC) with a reasonably
small number of users, the DoF analysis offers good insight on the performance at moderate SNR
[Chen and Elia, 2013]. However, for cellular networks with many nodes, it may be necessary to
consider the saturation effect on the spectral efficiency at high SNR [Lozano et al., 2013], since it
is infeasible to obtain precise global channel state information.
In this subsection, we find the DoF region for the two-user MIMO IC with limited receiver
cooperation. We use the approximate capacity region characterization in Theorem 6 to get the
DoF region for the two-user MIMO IC as follows.
Theorem 7. The DoF region for a general MIMO IC with limited receiver cooperation is given as
follows:
d1 ≤ min (M1, N1) + min{min{N2, (M1 −N1)+}, β21}, (3.26)
d2 ≤ min (M2, N2) + min{min{N1, (M2 −N2)+}, β12}, (3.27)
d1 + d2 ≤ min{N1, (M1 −N2)+ +M2}+ min{N2, (M2 −N1)+ +M1}+ β12 + β21, (3.28)
d1 + d2 ≤ min{N1, (M1 −N2)+}+ min{N2,M1 +M2}+ β12, (3.29)
d1 + d2 ≤ min{N2, (M2 −N1)+}+ min{N1,M1 +M2}+ β21, (3.30)
d1 + d2 ≤ min{N1 +N2,M1 +M2}, (3.31)
2d1 + d2 ≤ min{N2, (M2 −N1)+ +M1}+ min{N1, (M1 −N2)+}+
min{N1,M1 +M2}+ β12 + β21, (3.32)
d1 + 2d2 ≤ min{N1, (M1 −N2)+ +M2}+ min{N2, (M2 −N1)+}+
min{N2,M2 +M1}+ β12 + β21, (3.33)
2d1 + d2 ≤ min{N1 +N2,M1}+ min{N1,M1 +M2}+ β21, (3.34)
d1 + 2d2 ≤ min{N1 +N2,M2}+ min{N2,M1 +M2}+ β12. (3.35)
Proof. The proof can be found in Section 3.8.
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Corollary 3. The symmetric DoF region where β12 = β21 = β, N1 = N2 = N , and M1 = M2 = M ,
is given as follows:
For M ≤ N :
d1 ≤ M,
d2 ≤ M,
d1 + d2 ≤ N + β; (3.36)
For 2N ≤M :
d1 ≤ N + β,
d2 ≤ N + β,
d1 + d2 ≤ 2N ; (3.37)
For N ≤M ≤ 2N :
d1 ≤ min{M,N + β},
d2 ≤ min{M,N + β},
d1 + d2 ≤ min{M + β, 2N},
2d1 + d2 ≤ N +M + β,
d1 + 2d2 ≤ N +M + β. (3.38)
These three cases are illustrated in Figure 3.4.
Corollary 4. For the symmetric DoF region where β12 = β21 = β, N1 = N2 = N , and M1 =
M2 = M , cooperation improve the DoF region for β ≤ min{N, (2M −N)+}.
Proof. For M ≤ N it can be seen from (3.36) that the cooperation improves the DoF region for
β ≤ (2M −N)+ = min{N, (2M −N)+}.
Also, for 2N ≤M it can be seen from (3.37) that the cooperation improves the DoF region for
β ≤ N = min{N, (2M −N)+}.
For N ≤M ≤ 2N , we consider the following four cases.
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Case 1 - β ≤M −N , β ≤ 2N −M : In this case, the symmetric DoF region reduces to
d1 ≤ N + β,
d2 ≤ N + β,
d1 + d2 ≤ β,
2d1 + d2 ≤ N +M + β,
d1 + 2d2 ≤ N +M + β. (3.39)
In this region, β is always less than min{N, (2M−N)+} because β ≤M−N ≤ N = min{N, (2M−
N)+}. Hence increasing β always enlarges the region.
Case 2 - β ≥M −N , β ≤ 2N −M : In this case, the symmetric DoF region reduces to
d1 ≤ M,
d2 ≤ M,
d1 + d2 ≤ M + β,
2d1 + d2 ≤ N +M + β,
d1 + 2d2 ≤ N +M + β. (3.40)
In this region, β is always less than min{N, (2M−N)+} because β ≤ 2N−M ≤ N = min{N, (2M−
N)+}. In this case, increasing β always enlarges the region. According to Figure 3.4(c), while
β ≤ 2N −M , we get 2E ≤ 3N and F ≤ 2N which indicates none of the red, green and blue lines
could include the point (d1, d2) = (M,M) below them. Also, increasing β leads to the increase of
E and F in Figure 3.4(c) and as a result, enlarges the symmetric DoF region.
Case 3 - β ≤M −N , β ≥ 2N −M : In this case, the symmetric DoF region reduces to
d1 ≤ N + β,
d2 ≤ N + β,
d1 + d2 ≤ 2N,
2d1 + d2 ≤ N +M + β,
d1 + 2d2 ≤ N +M + β. (3.41)
In this region, β is always less than min{N, (2M−N)+} because β ≤M−N ≤ N = min{N, (2M−
N)+}. In this case, increasing β always enlarges the region. According to Figure 3.4(c), when
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β ≤M −N , we get D,E ≤M ≤ 2N = F and also, increasing β leads to the increase of D and E
in Figure 3.4(c) and as a result, enlarges the symmetric DoF region.
Case 4 - β ≥M −N , β ≥ 2N −M : In this case, the symmetric DoF region reduces to
d1 ≤ M,
d2 ≤ M,
d1 + d2 ≤ 2N,
2d1 + d2 ≤ N +M + β,
d1 + 2d2 ≤ N +M + β. (3.42)
In this region, changing β only changes E in Figure 3.4(c). Also, we can easily see that the black
line and red line intersects at (d1, d2) = (M, 2N −M). The green line includes this intersection
point when β ≥ N and will be below this point when β ≤ N which means increasing β improves
the DoF region until β ≤ N = min{N, (2M −N)+}.
3.4.2 GDoF Region
The notion of GDoF generalizes the DoF metric by additionally emphasizing the signal level as a
signaling dimension. It characterizes the simultaneously accessible fractions of spatial and signal-
level dimensions (per channel use) by the two users when all the average channel parameters vary












1, if i = j
α, if i 6= j
, (3.43)
where α, β12, β21 ∈ R+.
The GDoF region is defined as the region formed by the set of all (d1, d2) such that (d1 log SNR−
o(log SNR), d2 log SNR− o(log SNR)) is inside the capacity region. Further, the GDoF is the maxi-
mum d such that (d, d) is in the GDoF region. Thus, both the GDoF region and GDoF are functions
of link quality scaling exponent α.
Next we present our results on the GDoF region for the two-user MIMO IC with limited receiver
cooperation. For the general case, the computation of GDoF region is hard and thus we will only
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consider the case that M1 = M2 = N1 = N2 = M . We also assume that β21 = β12 = β. With
these assumptions, the GDoF region for the two user MIMO IC with limited receiver cooperation
is given in the following Theorem.
Theorem 8. The GDoF region for a two-user symmetric MIMO IC with limited receiver coopera-
tion is equivalent to the convex hull of the:
d1 ≤ M + min{(α− 1)+M,β}, (3.44)
d2 ≤ M + min{(α− 1)+M,β}, (3.45)
d1 + d2 ≤ 2M max{(1− α)+, α}+ 2β, (3.46)
d1 + d2 ≤ (1− α)+M +M max{1, α}+ β, (3.47)
d1 + d2 ≤ 2M max{1, α}, (3.48)
d1 + 2d2 ≤ M max{(1− α)+, α}+
(1− α)+M +M max{1, α}+ 2β, (3.49)
2d1 + d2 ≤ M max{(1− α)+, α}+
(1− α)+M +M max{1, α}+ 2β, (3.50)
d1 + 2d2 ≤ M max{(2− α)+, α}+M max{1, α}+ β, (3.51)
2d1 + d2 ≤ M max{(2− α)+, α}+M max{1, α}+ β. (3.52)
Proof. The proof can be found in Section 3.9.
Corollary 5. The GDoF for a two-user MIMO IC with limited receiver cooperation, when M1 =
M2 = N1 = N2 = M and β21 = β12 = β is given as
GDOFRC = min{M + min{(α− 1)+M,β},M max{(1− α)+, α}+ β,
1
2
(1− α)+M + 1
2





M max{(1− α)+, α}+ 1
3
(1− α)+M + 1
3





M max{(2− α)+, α}+ 1
3
M max{1, α}+ 1
3
β}. (3.53)
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Since the GDoF in Corollary 5 is the minimum of many terms, we evaluate the minimum in
(3.53) to reduce the expression of GDoF as follows.
For 0 ≤ β ≤ M2 :
GDoFRC =

M, if 0 ≤ α ≤ βM ,
M(1− α)+ + β, if βM ≤ α ≤
1
2 ,







+ + β), if 23 −
β
3M ≤ α ≤ 1,
1
2(Mα+ β), if 1 ≤ α ≤ 2 +
β
M ,
M + β, if 2 + βM ≤ α.
(3.54)
For M2 ≤ β ≤M :
GDoFRC =

M, if 0 ≤ α ≤ βM ,
1
2(M(2− α)
+ + β), if βM ≤ α ≤ 1,
1
2(Mα+ β), if 1 ≤ α ≤ 2 +
β
M ,
M + β, if 2 + βM ≤ α.
(3.55)
For M ≤ β:
GDoFRC =

M, if 0 ≤ α ≤ 1,




M ≤ α ≤ 2 +
β
M ,
M + β, if 2 + βM ≤ α.
(3.56)
The authors of [Etkin et al., 2008] found the GDoF for the two-user symmetric MIMO IC
without cooperation as follows
GDoFNRC =

M(1− α)+, if 0 ≤ α ≤ 12 ,





+), if 23 ≤ α ≤ 1,
1
2Mα, if 1 ≤ α ≤ 2,
M, if 2 ≤ α.
(3.57)
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Figure 3.5 compares the GDoF for the two-user symmetric MIMO IC with and without receiver
cooperation. In Figure 3.5(a), the “W”-curve obtained without cooperation delineates the very
weak (0 ≤ α ≤ 12), weak (
1




3 ≤ α ≤ 1), strong (1 ≤ α ≤ 2) and very strong
(α ≥ 2) interference regimes. In the presence of weak collaboration (0 ≤ β ≤ M2 ), the “W”-curve
improves to another “W”-curve which delineates to extremely weak (0 ≤ α ≤ βM ), very weak












3M ≤ α ≤ 1), strong (1 ≤ α ≤ 2 +
β
M ) and
very strong (2 + βM ≤ α) interference regimes. In the presence of weak collaboration (0 ≤ β ≤
M
2 ),
we see that the GDoF is strictly greater than that without collaboration for every α > 0. The
GDoF improvement indicates an unbounded gap in the corresponding capacity regions as the SNR
goes to infinity.
For moderate collaboration (M2 ≤ β ≤ M), the “W”-curve improves to a “V”-curve which
delineates to the very weak (0 ≤ α ≤ βM ), weak (
β
M ≤ α ≤ 1), strong (1 ≤ α ≤ 2 +
β
M ) and very
strong (2 + βM ≤ α) interference regimes, and we see that the GDoF with collaboration is strictly
greater than that without collaboration for α > 0 similar to the weak collaboration.
For strong collaboration (β ≥M), the “W”-curve improves to an increasing curve which delin-
eates to the very weak (0 ≤ α ≤ 1), weak (1 ≤ α ≤ βM ), strong (
β
M ≤ α ≤ 2 +
β
M ) and very strong
(2 + βM ≤ α) interference regimes. The slopes of increase of GDoF with α changes at the border of
these regimes.
We note that for a given M and α, increasing β improves the GDoF till β = Mα, after which
there is no improvement in the GDoF since the GDoF at this point is the same as that with full
cooperation. This can be seen also in the following corollary.
Corollary 6. The symmetric GDoF for a two-user MIMO IC with limited receiver cooperation,
when M1 = M2 = N1 = N2 = M and β21 = β12 = β = Mα is equal to M max(1, α) which is the
same as that with full cooperation.
Proof. We only need to compare M max(1, α) with all the bounds of the Corollary 5 and see that
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it is smaller or equal to all of them in Corollary 5, or
M max{1, α} ≤ M + min{(α− 1)+M,β},
M max{1, α} ≤ M max{(1− α)+, α}+ β,
M max{1, α} ≤ 1
2
(1− α)+M + 1
2
M max{1, α}+ 1
2
β,
M max{1, α} ≤ M max{1, α},
M max{1, α} ≤ 1
3
M max{(1− α)+, α}+ 1
3
(1− α)+M + 1
3
M max{1, α}+ 2
3
β,
M max{1, α} ≤ 1
3
M max{(2− α)+, α}+ 1
3
M max{1, α}+ 1
3
β. (3.58)
Since all these expressions can be shown to hold, M max(1, α) is achievable. Further, since
M max(1, α) is also an outer bound, the Corollary 6 holds.
3.5 Summary
This chapter characterizes the approximate capacity region of the two-user MIMO ICs with limited
receiver cooperation within N1 +N2 bits. This approximate capacity region is used to find the DoF
region for the two user MIMO ICs with limited receiver cooperation. We also find the maximum
amount of cooperation needed to achieve the outer bound of unlimited receiver cooperation. Fur-
ther, the GDoF region is found for a two-user MIMO IC with equal antennas at all the nodes. With
the GDoF region, we find that the “W” curve without cooperation changes gradually to “V” curve
with full cooperation. The cooperation improves the GDoF till the capacity of the cooperation link
is of the order of αM log SNR when the GDoF reaches the GDoF with full cooperation.
This chapter gives a specific strategy for Han-Kobayashi message splitting for two-user MIMO
IC where the covariance matrices for the public and the private messages are properly designed.
This scheme has been shown to achieve a region that is within a constant gap of the capacity
region for MIMO IC with feedback in [Ashraphijuo et al., 2013c], and MIMO IC with limited
receiver cooperation in this chapter. We believe this strategy can help achieve general results for
a variety of other scenarios where Han-Kobayashi message splitting is used. Investigation of these
scenarios (such as transmitter cooperation, limited feedback, etc.) is an interesting future problem.
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3.6 Useful Matrix Results
In this section, we will describe some results related to matrices that are extensively used in this
chapter.
A Hermitian matrix M ∈ Rn×n is said to be positive semi-definite (p.s.d.) if z∗Mz is real and
non-negative for all complex vectors z. A positive semi-definite matrix M is denoted as M  0. If
in addition, z∗Mz is non-zero for z 6= 0, M is positive definite. Further, M  N for n×n Hermitian
matrices M and N if M −N  0. We first show the monotone property for det(.) function.
Lemma 18. For two Hermitian positive definite matrices A and B of size n × n, if A  B,
det(A) ≥ det(B).
Proof. The proof follows from [R.A. Horn, C.R. Johnson, 1991, Corollary 7.7.4.b].
Also, the following lemma is useful in bounding the covariance matrix of the input signal from
the point of view of positive definiteness.
Lemma 19. For Hermitian matrix A of size n× n, A  In if and only if the largest eigenvalue is
less than or equal to 1.
Proof. The proof follows from [R.A. Horn, C.R. Johnson, 1991, Theorem 7.7.3].
The following lemma will be useful to outer bound some entropy relations in the chapter.
Lemma 20 ([Ashraphijuo et al., 2013c]). The following holds for any Mi ×Nj matrix S
det(INj + S
†S − S†S(INj + S†S)−1S†S) ≤ 2Nj . (3.59)
As a corollary, we have the following result.







−1√ρijHij, we can conclude from Lemma
20 that




≤ log det (2INi) = Ni, (3.60)





The following lemma will be used in this chapter to prove the positive semi-definite property
for some covariance matrices.
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Lemma 21 ([Ashraphijuo et al., 2013c]). The following holds for any Mi ×Nj matrix S
S(INj + S
†S)−1S†  0. (3.61)
As a corollary, we have the following result.







−1√ρijHij, and Qic = IMi − Qip. Then,
Qip  0 and Qic  0.
Proof. Qip  0 follows from Lemma 17 by substituting K2 = IMi and K1 = 0Mi . Also, Qic =





In addition, the next result gives the determinant of a block matrix, which will be used exten-
sively in this sequel.
Lemma 22 ([Silvester, 2000]). For block matrix M =
 A B
C D




detAdet(D − CA−1B), if A is invertible,
detD det(A−BD−1C), if D is invertible.
(3.62)
3.7 Proof of Outer Bound for Theorem 6
In this Section, we will show that CRC ⊆ Ro. The set of upper bounds to the capacity region
will be derived in two steps. First, the capacity region is outer-bounded by a region defined in
terms of the differential entropy of the random variables associated with the signals. These outer-
bounds use genie-aided information at the receivers. Second, we outer-bound this region to prove
the outer-bound as described in the statement of Theorem 6.
The following result outer-bounds the capacity region of a two-user MIMO IC with limited
receiver cooperation.
Lemma 23. Let Si and S̃i be defined as Si ,
√
ρijHijXi+Zj and S̃i ,
√
ρijHijXi+Z̃j, respectively,
where Z̃i ∼ CN(0, IMi) is independent of everything else. Then, the capacity region of a two-
user MIMO IC with limited receiver cooperation is outerbounded by the region formed by (R1, R2)
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satisfying
R1 ≤ h(H11X1 + Z1)− h(Z1) + min{h(H12X1 + Z2|H11X1 + Z1)− h(Z2), C21}, (3.63)
R2 ≤ h(H22X2 + Z2)− h(Z2) + min{h(H21X2 + Z1|H22X2 + Z2)− h(Z1), C12}, (3.64)
R1 +R2 ≤ h(Y1|S̃1) + h(Y2|S̃2)− h(Z̃1)− h(Z̃1) + C21 + C12, (3.65)
R1 +R2 ≤ h(H11X1 + Z1|S1) + h(Y2)− h(Z1, Z2) + C12, (3.66)
R1 +R2 ≤ h(H22X2 + Z2|S2) + h(Y1)− h(Z1, Z2) + C21, (3.67)
R1 +R2 ≤ h(Y1, Y2)− h(Z1, Z2), (3.68)
2R1 +R2 ≤ h(H11X1 + Z1|S1) + h(Y1) + h(Y2|S2)− h(Z1, Z2)− h(Z1) + C21 + C12, (3.69)
R1 + 2R2 ≤ h(H22X2 + Z2|S2) + h(Y2) + h(Y1|S1)− h(Z1, Z2)− h(Z2) + C21 + C12, (3.70)
2R1 +R2 ≤ h(Y1, Y2|S̃2) + h(Y1)− h(Z1, Z2)− h(Z1) + C21, (3.71)
R1 + 2R2 ≤ h(Y1, Y2|S̃1) + h(Y2)− h(Z1, Z2)− h(Z2) + C12. (3.72)
Proof. The proof follows the same lines as the proof of [Wang and Tse, 2011a, Lemma 5.1], replacing
SISO channel gains by MIMO channel matrices and is thus omitted here.
The rest of the section outer-bounds this region to get the outer bound in Theorem 6. For this,
we will introduce some useful lemmas.
The next result outer-bounds the entropies and the conditional entropies of two random variables
by their corresponding Gaussian random variables.
Lemma 24 ([Shang et al., 2010]). Let X and Y be two random vectors, and let XG and Y G be









h(Y ) ≤ h(Y G), (3.74)
h (Y | X) ≤ h
(
Y G
∣∣ XG) . (3.75)
Define XG1 and X
G
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The rest of the section considers the 10 terms in Lemma 23 and outer-bounds each of them to
get the terms in the outer-bound of Theorem 6.
(3.63)→(3.5): We can split the bound in (3.63) into two upper bounds. The first bound is
R1 ≤ h(H11X1 + Z1)− h(Z1) + h(H12X1 + Z2|H11X1 + Z1)− h(Z2)
= h(H12X1 + Z2, H11X1 + Z1)− h(Z1)− h(Z2)
(a)
≤ log det
 IN2 + ρ12H12Q11H†12 √ρ12ρ11H12Q11H†11√
ρ12ρ11H11Q11H
†





= log det(IN1 + ρ11H11Q11H
†










≤ log det(IN1 + ρ11H11H
†









= log det(IN1 + ρ11H11H
†
11) + log det(IN2







≤ log det(IN1 + ρ11H11H
†









where (a) follows from Lemma 24 and from the fact that h(Zi) = log det (2πeINi), (b) follows from
Lemma 22, (c) follows from Lemma 18 and Qii  IMi for i ∈ {1, 2}, and (d) follows from Lemma




11. It gives the first part of the bound (3.5).
The second bound is
R1 ≤ h(H11X1 + Z1)− h(Z1) + C21
(a)




≤ log det(IN1 + ρ11H11H
†
11) + C21, (3.78)
where (a) follows from Lemma 24 and from the fact that h(Zi) = log det (2πeINi), (b) follows from
Lemma 18 and Qii  IMi for i ∈ {1, 2}. It gives the second part of the bound (3.5).
(3.64)→(3.6): This is obtained similarly to the last bound by exchanging 1 and 2 in the indices.
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(3.65)→(3.7): For the bound (3.65) in Lemma 23,






































































−h(Z̃1)− h(Z̃1) + C21 + C12
(b)
= log det
 IN1 + ρ11H11Q11H†11 + ρ21H21Q22H†21 √ρ12ρ11H11Q11H†12√
ρ12ρ11H12Q11H
†





 IN2 + ρ22H22Q22H†22 + ρ12H12Q11H†12 √ρ21ρ22H22Q22H†21√
ρ21ρ22H21Q22H
†




− log det(IN2 + ρ12H12Q11H
†
12)− log det(IN1 + ρ21H21Q22H
†
21) + C21 + C12
(c)



















































C12 + C21, (3.79)
where (a) follows from Lemma 24, (b) follows from the fact that h(Zi) = log det (2πeINi), (c) follows
from Lemma 22, and (d) follows from Lemma 18 and Qii  IMi for i ∈ {1, 2}, and Lemma 17 where




12 and for the second term where K1 = Q22,




21. It gives the bound (3.7).
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(3.66)→(3.8): For the bound (3.66) in Lemma 23,
R1 +R2
≤ h(H11X1 + Z1|S1) + h(Y2)− h(Z1, Z2) + C12
= h(H11X1 + Z1|H12X1 + Z2) + h(Y2)− h(Z1, Z2) + C12
≤ h(H11XG1 + Z1|H12XG1 + Z2) + h(Y G2 )− h(Z1, Z2) + C12
= h(H11X
G
1 + Z1, H12X
G
1 + Z2)− h(H12XG1 + Z2) + h(Y G2 )− h(Z1, Z2) + C12
(a)
≤ log det
 IN1 + ρ11H11Q11H†11 √ρ12ρ11H11Q11H†12√
ρ12ρ11H12Q11H
†



























































12) + C12, (3.80)
where (a) follows from the fact that h(Zi) = log det (2πeINi), and (b) follows from Lemma 22, and




12, and (d) follows from
Lemma 18 and Qii  IMi for i ∈ {1, 2}. It gives the bound (3.8).
(3.67)→(3.9): This is obtained similarly to the last bound by exchanging 1 and 2 in the indices.
(3.68)→(3.10): For the bound (3.68) in Lemma 23, assume infinite capacity between the receivers,
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i.e., consider a single receiver. We get



















where (a) follows from Lemma 24 and from the fact that h(Zi) = log det (2πeINi), and (b) follows
from Lemma 18 and Qii  IMi for i ∈ {1, 2}. It gives the bound (3.10).
(3.69)→(3.11): For the bound (3.69) in Lemma 23,
2R1 +R2 ≤ h(
√
ρ11H11X1 + Z1|S1) + h(Y1) + h(Y2|S2)− h(Z1, Z2)− h(Z1) + C21 + C12





1 + Z1, S
G
1 )− h(SG1 ) + h(Y G1 ) + h(Y G2 , SG2 )− h(SG2 )− h(Z1, Z2)


































−h(√ρ21H21XG2 + ZG1 )− h(Z1, Z2)− h(Z1) + C21 + C12
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 IN2 + ρ12H12Q11H†12 + ρ22H22Q22H†22 √ρ22ρ21H22Q22H†21√
ρ22ρ21H21Q22H
†





 IN1 + ρ11H11Q11H†11 √ρ12ρ11H11Q11H†12√
ρ12ρ11H12Q11H
†









− log det(IN2 + ρ12H12Q11H
†
12)− log det(IN1 + ρ21H21Q22H
†
21) + C12 + C21
(b)


























21) + C12 + C21
(c)


























21) + C12 + C21, (3.82)
where (a) follows from Lemma 24 and from the fact that h(Zi) = log det (2πeINi), (b) follows from
Lemma 22, and (c) follows from Lemma 17 and Lemma 18 and Qii  IMi for i ∈ {1, 2}. It gives
the bound (3.11).
(3.70)→(3.12): This is obtained similarly to the last bound by exchanging 1 and 2 in the indices.
(3.71)→(3.13): For the bound (3.71) in Lemma 23,
2R1 +R2
≤ h(Y1, Y2|S̃2) + h(Y1)− h(Z1, Z2)− h(Z1) + C21
(a)
≤ h(Y G1 , Y G2 |S̃2
G
) + h(Y G1 )− h(Z1, Z2)− h(Z1) + C21




2 + Ẑ1)− h(H21XG2 + Ẑ1) + h(Y G1 )− h(Z1, Z2)− h(Z1) + C21
(b)
≤ h(Y1, Y2, H21X2 + Ẑ1)− h(H21X2 + Ẑ1)− h(Z1, Z2) +
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− log det(IN1 + ρ21H21Q22H
†




































+ log det(IN1 + ρ11H11H†11 + ρ21H21H†12) + C21
(e)
≤ log det
































+ log det(IN1 + ρ11H11H†11 + ρ21H21H†12) + C21, (3.83)
where (a) and (b) follow from Lemma 24 and from the fact that h(Zi) = log det (2πeINi) and
Lemma 18 and Qii  IMi for i ∈ {1, 2}, (c) follows from Lemma 24, (d) follows from Lemma 22,
and (e) follows from Lemma 17 and Lemma 18 and Qii  IMi for i ∈ {1, 2}. It gives the bound
(3.13).
(3.72)→(3.14): This is obtained similarly to the last bound by exchanging 1 and 2 in the indices.
3.8 Proof of Achievability for Theorem 6
In this section, we prove the achievability for Theorem 6. Denote the RHS of the 10 terms in (3.5)-
(3.14) as I1 to I10, respectively. We will show a constant gap achiavability result for the two-user
MIMO Gaussian IC with limited receiver cooperation in the following Lemma.
Lemma 25. The capacity region for the two-user MIMO IC with receiver cooperation contains the
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region formed by (R1, R2) such that
R1 ≤ I1 −N1 −N2,
R2 ≤ I2 −N1 −N2,
R1 +R2 ≤ min{I3, I4, I5, I6} −N1 −N2 −max(N1, N2),
2R1 +R2 ≤ min{I7, I9} − 2N1 − 2N2,
R1 + 2R2 ≤ min{I8, I10} − 2N1 − 3N2. (3.84)
The rest of this section proves this lemma. This region is within N1 +N2 bits of the outer bound
giver by Ro and thus proves the achievability for Theorem 6. In the following, we will consider the
rate regions for STG2→1→2 and then take the convex hull of STG2→1→2 and STG1→2→1 to get
this result.
Lemma 26. If we consider STG2→1→2, the capacity region of the two-user MIMO Gaussian IC
with limited receiver cooperation includes the set of (R1, R2) such that
R1 ≤ I(X1;Y1|X2c), (3.85)
R1 ≤ I(X1;Y1|X1c, X2c) + I(X1c, X2;Y2|X2c) + C12, (3.86)
R2 ≤ I(X2;Y2|X1c) + C12, (3.87)
R2 ≤ I(X2c;Y1|X1) + I(X2;Y2|X1c, X2c), (3.88)
R1 +R2 ≤ I(X2c, X1;Y1) + I(X2;Y2|X1c, X2c) + (C21 − ξ)+, (3.89)
R1 +R2 ≤ I(X2c, X1;Y1, Ŷ2) + I(X2;Y2|X1c, X2c), (3.90)
R1 +R2 ≤ I(X2c, X1;Y1|X1c) + I(X1c, X2;Y2|X2c) + C12 + (C21 − ξ)+, (3.91)
R1 +R2 ≤ I(X2c, X1;Y1, Ŷ2|X1c) + I(X1c, X2;Y2|X2c) + C12, (3.92)
R1 +R2 ≤ I(X1;Y1|X1c, X2c) + I(X1c, X2;Y2) + C12, (3.93)
R1 +R2 ≤ I(X1;Y1|X1c, X2c) + I(X2c;Y1|X1) + I(X1c, X2;Y2|X2c) + C12, (3.94)
2R1 +R2 ≤ I(X1, X2c;Y1) + I(X1;Y1|X1c, X2c) + I(X1c, X2;Y2|X2c) + C12 + (C21 − ξ)+, (3.95)
2R1 +R2 ≤ I(X1, X2c;Y1, Ŷ2) + I(X1;Y1|X1c, X2c) + I(X1c, X2;Y2|X2c) + C12, (3.96)
R1 + 2R2 ≤ I(X1, X2c;Y1|X1c) + I(X1c, X2;Y2) + I(X2;Y2|X1c, X2c) + C12 + (C21 − ξ)+, (3.97)
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R1 + 2R2 ≤ I(X1, X2c;Y1|X1c) + I(X2c;Y1|X1) + I(X1c, X2;Y2|X2c) + I(X2;Y2|X1c, X2c)
+C12 + (C21 − ξ)+, (3.98)
R1 + 2R2 ≤ I(X1, X2c;Y1, Ŷ2|X1c) + I(X1c, X2;Y2) + I(X2;Y2|X1c, X2c) + C12, (3.99)
R1 + 2R2 ≤ I(X1, X2c;Y1, Ŷ2|X1c) + I(X2c;Y1|X1) + I(X1c, X2;Y2|X2c)
+I(X2;Y2|X1c, X2c) + C12. (3.100)
where Ŷi is defined in (3.21).
Proof. The proof follows similarly to that in subsection V.C. of [Wang and Tse, 2011a], replacing
scalars in the SISO channel by vectors for the MIMO channel.
The rest of the section inner bounds the convex hull of union of this region and the one achieved
from STG1→2→1 to get the inner bound in Theorem 6.
The achievability scheme is a 2-round protocol as described in Section 3.3 and the transmission
scheme is based on (3.18), (3.19) and (3.20).
We will first evaluate some entropies that will be used in inner bounds of the achievable rate
region.




ji) +Ni log(2πe), (3.101)







In addition, we have
h(Yi|Xic, Xjc) ≥ h(Yi|Xic, Xjc, Xj) = log det(INi + ρiiHiiQipH
†
ii) +Ni log(2πe)















≤ log det (2INi) +Ni log(2πe)
= Ni +Ni log(2πe), (3.103)
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where (a) follows from Corollary 7. This shows that h(Yi|Xjc, Xi) is upper-bounded by Ni.
The rest of the section evaluates some terms in Lemma 26. We will not evaluate the bounds
(3.85) and (3.96) for now and show that the rest of the bounds contain a region within N1 + N2
bits of the outer bounds.
(3.86): For this bound in Lemma 26, we have
I(X1;Y1|X1c, X2c) + I(X1c, X2;Y2|X2c) + C12




ρ22H22X2p + Z2) + C12




ρ22H22X2p + Z2)− h(
√
ρ12H12X1p + Z2) + C12
≥ I(X1;Y1|X1c, X2c) + h(
√
ρ12H12X1 + Z2)− h(
√
ρ12H12X1p + Z2)
= I(X1;Y1|X1c, X2c) + I(X1c;
√
ρ12H12X1 + Z2)
= I(X1;Y1|X2c, X1c) + I(X1c;Y2|X2)
= h(Y2|X2)− h(Y2|X2, X1c) + h(Y1|X2c, X1c)− h(Y1|X2c, X1c, X1)
(a)
≥ h(Y2|X2) + h(Y1|X2c, X1c)−N1 −N2 − (N1 +N2) log(2πe)
(b)
= log det(IN2 + ρ12H12H
†






≥ log det(IN2 + ρ12H12H
†




= log det(IN1 + ρ11H11H
†











where (a) follows from (3.103), (b) follows from the assumed Gaussian distributions, (c) follows
from Lemma 18, and (d) follows from the fact that using Lemma 22,
log det(IN2 + ρ12H12H
†




 IN2 + ρ12H12H†12 √ρ11ρ12H12H†11√
ρ11ρ12H11H
†














log det(IN1 + ρ11H11H
†
11). (3.105)
Thus, we see that this R1 bound is within N1 +N2 bits to the outer bound in (3.5).
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(3.87): For this term in Lemma 26, we have
I(X2;Y2|X1c) + C12
= h(Y2|X1c)− h(Y2|X1c, X2) + C12
(a)
≥ h(Y2|X1c) + C12 −N2 −N2 log(2πe)






≥ log det(IN2 + ρ22H22H
†
22) + C12 −N2, (3.106)
where (a) follows from (3.103) and (b) follows from Lemma 18.
Thus, we see that this R2 bound is within N2 bits of the outer bound in (3.6).
(3.88): For this term in Lemma 26, we have
I(X2c;Y1|X1) + I(X2;Y2|X1c, X2c)
= h(Y1|X1)− h(Y1|X1, X2c) + h(Y2|X1c, X2c)− h(Y2|X1c, X2c, X2)
(a)
≥ h(Y1|X1) + h(Y2|X1c, X2c)−N1 −N2 − (N1 +N2) log(2πe)
(b)
= log det(IN1 + ρ21H21H
†






≥ log det(IN1 + ρ21H21H
†




= log det(IN2 + ρ22H22H
†











where (a) follows from (3.103), (b) follows from the assumed Gaussian distributions, and (c) follows
from Lemma 18 and (d) follows from Lemma 22. Using Lemma 22 it is easy to see that
log det(IN1 + ρ21H21H
†




 IN1 + ρ21H21H†21 √ρ21ρ21H21H†22√
ρ22ρ21H22H
†














log det(IN2 + ρ22H22H
†
22). (3.108)
Thus, we see that this R2 bound is within N1 +N2 bits of the outer bound in (3.6).
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(3.89): For this bound in Lemma 26, we have
I(X2c, X1;Y1) + I(X2;Y2|X1c, X2c) + (C21 − ξ)+
= h(Y1)− h(Y1|X2c, X1) + h(Y2|X1c, X2c)− h(Y2|X1c, X2) + (C21 − ξ)+
(a)
≥ h(Y1) + h(Y2|X1c, X2c) + C21 −N1 − 2N2 − (N1 +N2) log(2πe)









+C21 −N1 − 2N2
(b)




11) + log det(IN2 + ρ22H22Q2pH
†
22)
+C21 −N1 − 2N2














21) + C21 −N1 − 2N2, (3.109)
where (a) follows from (3.103) and (3.23), and (b) follows from Lemma 18.
Thus, we see that this R1 +R2 bound is within N1 + 2N2 bits of the outer bound in (3.9).
(3.90): For this bound in Lemma 26, we have
I(X2c, X1;Y1, Ŷ2) + I(X2;Y2|X1c, X2c)
= h(Y1, Ŷ2)− h(Y1, Ŷ2|X2c, X1) + h(Y2|X1c, X2c)− h(Y2|X1c, X2)
(a)
≥ h(Y1, Ŷ2)− h(Y1, Ŷ2|X2c, X1) + h(Y2|X1c, X2c)−N2 −N2 log(2πe)






≥ h(Y1, Ŷ2)− h(Y1, Ŷ2|X2c, X1) + log det(IN2 + ρ22H22Q2pH
†
22)−N2









= h(Y1, Ŷ2)− log det(∆ + IN2 +H22Q2pH
†










12) + log det(IN2 + ρ22H22Q2pH
†
22)
−N2 − (N1 +N2) log(2πe)
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(d)
= h(Y1, Ŷ2)− log det(IN2 +H22Q2pH
†
22)− log det(IN1 +H12Q2pH
†
12





12) + log det(IN2 + ρ22H22Q2pH
†
22)
−2N2 − (N1 +N2) log(2πe)










−2N2 − (N1 +N2) log(2πe)
(e)
≥ h(Y1, Ŷ2)− log det(IN1 +H12Q2pH
†
12)− 2N2 − (N1 +N2) log(2πe)
(f)
≥ h(Y1, Ŷ2)−N1 − 2N2 − (N1 +N2) log(2πe)
= log det













−N1 − 2N2 − (N1 +N2) log(2πe)


















































21)−N1 − 2N2 (3.110)
= log det


































−N1 − 2N2, (3.111)
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ρ22H22X2p + Z2 + Ẑ2)
= log det
 IN1 + ρ21H21Q2pH†21 √ρ21ρ22H21Q2pH†22√
ρ21ρ22H22Q2pH
†
21 ∆ + IN2 + ρ22H22Q2pH
†
22
+ (N1 +N2) log(2πe)
= log det(∆ + IN2 +H22Q2pH
†










12) + (N1 +N2) log(2πe), (3.112)
and (d) follows from the fact that ∆ = IN2 +H22Q2pH
†
22 and hence:
log det(∆ + IN2 +H22Q2pH
†
22)
= log det 2(IN2 +H22Q2pH
†
22)
= log det(IN2 +H22Q2pH
†
22) +N2. (3.113)
Thus, we see that this R1 +R2 bound is within N1 + 2N2 bits of the outer bound in (3.10).
(3.91): For this bound in Lemma 26, we have
I(X2c, X1;Y1|X1c) + I(X1c, X2;Y2|X2c) + C12 + (C21 − ξ)+









+C12 + C21 −N1 − 2N2 − (N1 +N2) log(2πe)









+C12 + C21 −N1 − 2N2
























C12 + C21 −N1 − 2N2. (3.114)
where (a) follows from (3.103) and (3.23).
Thus, we see that this R1 +R2 bound is within N1 + 2N2 bits of the outer bound in (3.7).
(3.92): For this bound in Lemma 26, we have
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I(X2c, X1;Y1, Ŷ2|X1c) + I(X1c, X2;Y2|X2c) + C12
= I(X2c;Y1, Ŷ2|X1c) + I(X1;Y1, Ŷ2|X1c, X2c) + I(X1c, X2;Y2|X2c) + C12
≥ I(X2c; Ŷ2|X1c) + I(X1;Y1|X1c, X2c) + I(X1c, X2;Y2|X2c) + C12
(a)
≥ I(X2c;Y2|X1c)−N2 + I(X1;Y1|X1c, X2c) + I(X1c, X2;Y2|X2c) + C12
(b)
≥ I(X1;Y1|X1c, X2c) + I(X1c, X2;Y2) + C12 −N2
= h(Y1|X1c, X2c)− h(Y1|X1, X1c, X2c) + h(Y2)− h(Y2|X1c, X2) + C12 −N2
(c)
≥ h(Y1|X1c, X2c) + h(Y2) + C12 −N1 − 2N2 − (N1 +N2) log(2πe)









12) + C12 −N1 − 2N2
(d)
≥ log det(IN1 + ρ11H11Q1pH
†
11) +




12) + C12 −N1 − 2N2














12) + C12 −N1 − 2N2, (3.115)
where (a) follows from
I(X2c; Ŷ2|X1c) ≥ I(X2c;Y2|X1c)−N2, (3.116)
which is true since
I(X2c; Ŷ2|X1c)− I(X2c;Y2|X1c) +N2
= h(Ŷ2|X1c)− h(Ŷ2|X1c, X2c)− h(Y2|X1c) + h(Y2|X1c, X2c) +N2
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− log det(2∆ + ρ12H12Q1pH†12)




(b) follows from the fact that
I(X2c;Y2|X1c) + I(X1c, X2;Y2|X2c)
= I(X2c;Y2, X1c) + I(X1c, X2;Y2|X2c)
≥ I(X2c;Y2) + I(X1c, X2;Y2|X2c)
= I(X1c, X2, X2c;Y2) + I(X1c, X2;Y2), (3.118)
(c) follows from (3.103) and (d) follows from Lemma 18.
Thus, we see that this R1 +R2 bound is within N1 + 2N2 bits of the outer bound in (3.8).
(3.93): For this bound in Lemma 26, similar to the last term we have
I(X1;Y1|X1c, X2c) + I(X1c, X2;Y2) + C12














12) + C12 −N1 −N2, (3.119)
which results from the proof of the last bound.
Thus, we see that this R1 +R2 bound is within N1 +N2 bits of the outer bound in (3.8).
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(3.94): For this bound in Lemma 26 we have
I(X1;Y1|X1c, X2c) + I(X2c;Y1|X1) + I(X1c, X2;Y2|X2c) + C12
= h(Y1|X1c, X2c)− h(Y1|X1c, X2c, X1) + h(Y1|X1)− h(Y1|X1, X2c) + h(Y2|X2c)
−h(Y2|X1c, X2, X2c) + C12
(a)
≥ h(Y1|X1c, X2c) + h(Y1|X1) + h(Y2|X2c) + C12 − 2N1 −N2 − (2N1 +N2) log(2πe)
= h(Y1|X1c, X2c) + h(
√
ρ21H21X2 + Z1) + h(Y2, X2c)− h(X2c) + C12 − 2N1 −N2
−(2N1 +N2) log(2πe)
= log det




− log det (Q2c) + h(Y1|X1c, X2c) +
h(
√



















− log det (Q2c) +
h(Y1|X1c, X2c) + h(
√























































































+ log det(IN1 + ρ11H11Q1pH
†
11) +















+ log det(IN1 + ρ11H11Q1pH
†
11) +















+ log det(IN1 + ρ11H11Q1pH
†
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+C12 − 2N1 −N2
(c)
= log det(IN1 + ρ11H11Q1pH
†




12) + C12 − 2N1 −N2














12) + C12 − 2N1 −N2, (3.120)
where (a) follows from (3.103), (b) follows from Lemma 22 and (c) follows from Lemma 18.
Thus, we see that this R1 +R2 bound is within 2N1 +N2 bits of the outer bound in (3.8).
(3.95): For this bound in Lemma 26 we have
I(X1, X2c;Y1) + I(X1;Y1|X1c, X2c) + I(X1c, X2;Y2|X2c) + C12 + (C21 − ξ)+
= h(Y1)− h(Y1|X1, X2c) + h(Y1|X1c, X2c)− h(Y1|X1c, X2c, X1) + h(Y2|X2c)
−h(Y2|X1c, X2, X2c) + C12 + (C21 − ξ)+
(a)
≥ h(Y1) + h(Y1|X1c, X2c) + h(Y2|X2c) + C12 + C21 − 2N1 − 2N2 − (2N1 +N2) log(2πe)













12) + C12 + C21 − 2N1 − 2N2
(b)




21) + log det(IN1 + ρ11H11Q1pH
†
11)




12) + C12 + C21 − 2N1 − 2N2


























21) + C12 + C21 − 2N1 − 2N2, (3.121)
where (a) follows from (3.103) and (3.23), and (b) follows from Lemma 18.
Thus, we see that this 2R1 +R2 bound is within 2N1 + 2N2 bits of the outer bound in (3.11).
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(3.97): For this bound in Lemma 26 we have
I(X1, X2c;Y1|X1c) + I(X1c, X2;Y2) + I(X2;Y2|X1c, X2c) + C12 + (C21 − ξ)+
= h(Y1|X1c)− h(Y1|X1c, X1, X2c) + h(Y2)− h(Y2|X1c, X2) + h(Y2|X1c, X2c)
−h(Y2|X1c, X2c, X2) + C12 + (C21 − ξ)+
(a)
≥ h(Y1|X1c) + h(Y2) + h(Y2|X1c, X2c) + C12 + C21 − 2N1 − 2N2 − (N1 + 2N2) log(2πe)













12) + C12 + C21 − 2N1 − 2N2
(b)









+ log det(IN2 + ρ22H22Q2pH
†
22) + C12 + C21 − 2N1 − 2N2


























12) + C21 + C12 − 2N1 − 2N2, (3.122)
where (a) follows from (3.103) and (3.23), and (b) follows from Lemma 18.
Thus, we see that this R1 + 2R2 bound is within 2N1 + 2N2 bits of the outer bound in (3.12).
(3.98): For this bound in Lemma 26 we have
I(X1, X2c;Y1|X1c) + I(X2c;Y1|X1) + I(X1c, X2;Y2|X2c) + I(X2;Y2|X1c, X2c)
+C12 + (C21 − ξ)+
= h(Y1|X1c)− h(Y1|X1, X2c, X1c) + h(Y1|X1)− h(Y1|X1, X2c) + h(Y2|X2c)
−h(Y2|X1c, X2, X2c) + h(Y2|X1c, X2c)− h(Y2|X1c, X2c, X2) + C12 + (C21 − ξ)+
(a)
≥ h(Y1|X1c) + h(Y1|X1) + h(Y2|X2c) + h(Y2|X1c, X2c) + C12 + C21 − 2N1 − 3N2
−2(N1 +N2) log(2πe)









log det(IN1 + ρ21H21H
†





C21 + C12 − 2N1 − 3N2
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(b)
≥ log det(IN2 + ρ22H22Q2pH
†





log det(IN1 + ρ21H21H
†





C21 + C12 − 2N1 − 3N2
(c)
≥ log det(IN2 + ρ22H22Q2pH
†









12) + C21 + C12 − 2N1 − 3N2


























12) + C21 + C12 − 2N1 − 3N2, (3.123)
where (a) follows from (3.103) and (3.23), and (b) follows from Lemma 18 and (c) follows from
















where (d) follows from (3.120).
Thus, we see that this R1 + 2R2 bound is within 2N1 + 3N2 bits of the outer bound in (3.12).
(3.99): For this bound in Lemma 26 we have
I(X1, X2c;Y1, Ŷ2|X1c) + I(X1c, X2;Y2) + I(X2;Y2|X1c, X2c) + C12
= h(Y1, Ŷ2|X1c)− h(Y1, Ŷ2|X1, X2c, X1c) + h(Y2)− h(Y2|X1c, X2) + h(Y2|X1c, X2c)
−h(Y2|X1c, X2c, X2) + C12
(a)
≥ h(Y1, Ŷ2|X1c)− h(Y1, Ŷ2|X1, X2c, X1c) + h(Y2) + h(Y2|X1c, X2c) + C12 − 2N2 − 2N2 log(2πe)




ρ22H22X2p + Z2 + Ẑ2) + h(Y2|X1c, X2c) + h(Y2)
+C12 − 2N2 − 2N2 log(2πe)
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(b)
= h(Y1, Ŷ2|X1c)− log det(∆ + IN2 + ρ22H22Q2pH
†










12) + h(Y2|X1c, X2c) + h(Y2)
+C12 − 2N2 − (N1 + 3N2) log(2πe)
(c)
≥ h(Y1, Ŷ2|X1c)− log det(∆ + IN2 + ρ22H22Q2pH
†
22)− log det(IN1 + ρ12H12Q2pH
†
12)
+h(Y2|X1c, X2c) + h(Y2) + C12 − 2N2 − (N1 + 3N2) log(2πe)
= h(Y1, Ŷ2|X1c)− log det(∆ + IN2 + ρ22H22Q2pH
†
22)− log det(IN1 + ρ12H12Q2pH
†
12)




12) + h(Y2) + C12 − 2N2 − (N1 + 2N2) log(2πe)
(d)
= h(Y1, Ŷ2|X1c)− log det 2(IN2 + ρ22H22Q2pH
†
22)− log det(IN1 + ρ12H12Q2pH
†
12)




12) + h(Y2) + C12 − 2N2 − (N1 + 2N2) log(2πe)
= h(Y1, Ŷ2|X1c)− log det(IN2 + ρ22H22Q2pH
†
22)− log det(IN1 + ρ12H12Q2pH
†
12)




12) + h(Y2) + C12 − 3N2 − (N1 + 2N2) log(2πe)
≥ h(Y1, Ŷ2|X1c)− log det(IN1 + ρ12H12Q2pH
†
12) + h(Y2) + C12 − 3N2 − (N1 + 2N2) log(2πe)





















+ log det(IN2 + ρ22H22H†22 + ρ12H12H†12) + C12
−N1 − 3N2, (3.125)
where (a) follows from (3.103), (b) is achieved similar to (3.112), and (c) follows from Lemma 18,
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(d) follows from (3.22), and (e) is due to
h(Y1, Ŷ2|X1c)









































−h(X1c) + (M1 +N1 +N2) log(2πe)
(f)
= log det
















+ h(X1c)− h(X1c) + (N1 +N2) log(2πe)
= log det
















+ (N1 +N2) log(2πe)
(g)
≥ log det


























+ (N1 +N2) log(2πe),
where (f) is due to Lemma 22 and (g) results from Lemma 22 and Lemma 18 and also the fact
that ∆ is a positive definite matrix.
Thus, we see that this R1 + 2R2 bound is within N1 + 3N2 bits of the outer bound in (3.14).
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(3.100): For this bound in Lemma 26 we have
I(X1, X2c;Y1, Ŷ2|X1c) + I(X2c;Y1|X1) + I(X1c, X2;Y2|X2c)
+I(X2;Y2|X1c, X2c) + C12
= h(Y1, Ŷ2|X1c)− h(Y1, Ŷ2|X1c, X1, X2c) + h(Y1|X1)− h(Y1|X1, X2c) + h(Y2|X2c)
−h(Y2|X2c, X1c, X2) + h(Y2|X1c, X2c)− h(Y2|X1c, X2c, X2) + C12
(a)
≥ h(Y1, Ŷ2|X1c)− h(Y1, Ŷ2|X1c, X1, X2c) + h(Y1|X1) + h(Y2|X2c) + h(Y2|X1c, X2c)
+C12 −N1 − 2N2 − (N1 + 2N2) log(2πe)
(b)
≥ h(Y1, Ŷ2|X1c) + h(Y1|X1) + h(Y2|X2c) + C12 − 2N1 − 3N2 − 2(N1 +N2) log(2πe)
= h(Y1, Ŷ2|X1c) + log det(IN1 + ρ21H21H
†





+C12 − 2N1 − 3N2 − (N1 +N2) log(2πe)
(c)















+ log det(IN2 + ρ22H22H†22 + ρ12H12H†12) + C12
−2N1 − 3N2, (3.126)
where (a) follows from (3.103), (c) follows from (3.120), and (b) and (d) can be seen similar to the
proof of the last bound.
Thus, we see that this R1 + 2R2 bound is within 2N1 + 3N2 bits of the outer bound in (3.14).
We define the region Rp including all the achievability bounds in (3.85)-(3.100) except for (3.85)
and (3.96). Up to now, we have analyzed all the bounds of Rp. We proved in Rp that:
R1 ≤ I1 −N1 −N2,
R2 ≤ I2 −N1 −N2,
R1 +R2 ≤ min{I3, I4, I5, I6} −N1 −N2 −max(N1, N2),
2R1 +R2 ≤ min{I7, I9} − 2N1 − 2N2,
R1 + 2R2 ≤ min{I8, I10} − 2N1 − 3N2. (3.127)
Thus, Rp contains the region which is within N1 +N2 bits to the outer bound R0.
CHAPTER 3. ON THE CAPACITY AND DEGREES OF FREEDOM REGIONS OF
TWO-USER MIMO INTERFERENCE CHANNELS WITH LIMITED RECEIVER
COOPERATION 101
Now, add constraints (3.96) and (3.85) to Rp. [Wang and Tse, 2011a] proved that whenever
(3.96) is active, at least one of the R1 +R2 bounds is active, which can be extended to the MIMO
case because Claim 5.6 in [Wang and Tse, 2011a] is true in general independent of the number of
antennas. We will now present similar reasoning for bound (3.85) to show that whenever bound
(3.85) is active, at least one of the R1 +R2 bounds is active.
The value of R1 +R2 at the intersection of (3.85) and (3.97) is greater than the average value
of R1 +R2 in (3.89) and (3.93):
RHS of (3.85) + RHS of (3.97)
= I(X1;Y1|X2c) + I(X1, X2c;Y1|X1c) + I(X1c, X2;Y2) + I(X2;Y2|X1c, X2c) + C12 + (C21 − ξ)+
(a)
≥ I(X2c, X1;Y1) + I(X2;Y2|X1c, X2c) + (C21 − ξ)+ + I(X1;Y1|X1c, X2c) + I(X1c, X2;Y2) + C12
= RHS of (3.89) + RHS of (3.93), (3.128)
where (a) follows from the fact that
I(X1;Y1|X2c) + I(X1, X2c;Y1|X1c)− I(X2c, X1;Y1)− I(X1;Y1|X1c, X2c)
= h(Y1|X2c) + h(Y1|X1c)− h(Y1)− h(Y1|X1c, X2c)
(b)
≥ 0, (3.129)
where (b) results from the following fact that if A, B, C and D are invertible positive semi-definite
M ×M matrices then
det(A+B).det(A+ C) ≥ det(A+B + C).det(A), (3.130)
because it is equivalent to
det(A+B). det(A−1).det(A+ C) ≥ det(A+B + C), (3.131)
or
det(A+B + C +BA−1C) ≥ det(A+B + C), (3.132)
which is trivial.
It shows that when both the bounds (3.85) and (3.97) are active, at least one of the bounds
(3.89) or (3.93) will be active also.
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The value of R1 +R2 at the intersection of (3.85) and (3.98) is greater than the average value
of R1 +R2 in (3.89) and (3.94):
RHS of (3.85) + RHS of (3.98)
= I(X1;Y1|X2c) + I(X1, X2c;Y1|X1c) + I(X2c;Y1|X1) + I(X1c, X2;Y2|X2c) + I(X2;Y2|X1c, X2c)
+C12 + (C21 − ξ)+
(a)
≥ I(X2c, X1;Y1) + I(X2;Y2|X1c, X2c) + (C21 − ξ)+ + I(X1;Y1|X1c, X2c) + I(X2c;Y1|X1) +
I(X1c, X2;Y2|X2c) + C12
= RHS of (3.89) + RHS of (3.94), (3.133)
where (a) follows from (3.129).
It shows that when both the bounds (3.85) and (3.98) are active, at least one of the bounds
(3.89) or (3.94) will be active also.
The value of R1 +R2 at the intersection of (3.85) and (3.99) is greater than the average value
of R1 +R2 in (3.90) and (3.93):
RHS of (3.85) + RHS of (3.99)
= I(X1;Y1|X2c) + I(X1, X2c;Y1, Ŷ2|X1c) + I(X1c, X2;Y2) + I(X2;Y2|X1c, X2c) + C12
(a)
≥ I(X1, X2c;Y1, Ŷ2|X1c) + I(X2;Y2|X1c, X2c) + I(X1;Y1|X1c, X2c) + I(X1c, X2;Y2) + C12
= RHS of (3.90) + RHS of (3.93), (3.134)
where (a) follows from the fact that
I(X1;Y1|X2c)− I(X1;Y1|X1c, X2c)
= I(Y1|X2c)− I(Y1|X1c, X2c)










It shows that when both the bounds (3.85) and (3.99) are active, at least one of the bounds
(3.90) or (3.93) will be active also.
The value of R1 +R2 at the intersection of (3.85) and (3.100) is greater than the average value
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of R1 +R2 in (3.90) and (3.94):
RHS of (3.85) + RHS of (3.100)
= I(X1;Y1|X2c) + I(X1, X2c;Y1, Ŷ2|X1c) + I(X2c;Y1|X1) + I(X1c, X2;Y2|X2c)
+I(X2;Y2|X1c, X2c) + C12
(a)
≥ I(X1, X2c;Y1, Ŷ2|X1c) + I(X2;Y2|X1c, X2c) + I(X1;Y1|X1c, X2c) + I(X2c;Y1|X1) +
I(X1c, X2;Y2|X2c) + C12
= RHS of (3.90) + RHS of (3.94), (3.136)
where (a) follows from (3.135).
It shows that when both the bounds (3.85) and (3.100) are active, at least one of the bounds
(3.90) or (3.94) will be active also.
So, when (3.85) is active, we can see that at least one of the R1 +R2 bounds in (3.89)-(3.94) is
active in R2→1→2. Hence, with a strategy similar to the one in Claim 5.6 of [Wang and Tse, 2011a]
for (3.96) we can see that the bound (3.85) does not show up in conv{R2→1→2 ∪R1→2→1}.
Therefore, the R1 bound (3.85) and the 2R1 + R2 bound (3.96) do not show up in R =
conv{R2→1→2 ∪ R1→2→1} and R is within N1 + N2 bits per user to the outer bounds in The-
orem 6.
3.9 Proof of Theorem 7
In this section, we will find the limit of Ro/ log SNR as SNR → ∞ to get the result stated in
Theorem 7 when Cij ∼ SNRβij and ρij ∼ SNR where β12, β21 ∈ R+.
This follows from Theorem 6 since the capacity region is inner and outer- bounded by Ro with
constant gaps which would vanish for the DoF. Before going over each of the above terms and
finding their high SNR limit, we first give some lemmas that will be used in the proof.
Lemma 27 ([Karmakar and Varanasi, 2013]). Let H1 ∈ CN×M1, H2 ∈ CN×M2,..., and Hk ∈
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CN×Mk be k full rank and independent channel matrices. Then, the following holds




2 + ...+ ρHkH
†
k)
= log det(IN + ρ[H1 ... Hk][H1 ... Hk]
†)
= min{N,M1 +M2 + ...+Mk}log ρ+ o(log ρ). (3.137)
Lemma 28 ([Ashraphijuo et al., 2013c]). Let Hii ∈ CNi×Mi and Hij ∈ CNi×Mj be two chan-
nel matrices with each entry independently chosen from CN(0, 1). Then, the following holds with
probability 1 (over the randomness of channel matrices).











= min{Ni, (Mi −Nj)+}log ρ+ o(log ρ). (3.138)
Lemma 29. Let Hii ∈ CNi×Mi and Hij ∈ CNj×Mi be two channel matrices with each entry inde-
pendently chosen from CN(0, 1). Then, the following holds with probability 1 (over the randomness
of channel matrices).











= min{Nj , (Mi −Ni)+}log ρ+ o(log ρ). (3.139)
Proof. The proof is similar to that of Lemma 28.
Now we find the high SNR limits of the bounds in (3.5)-(3.14) leading to Theorem 7.























= log det(IN1 + ρH11H
†














= (min{M1, N1}+ min{min{N2, (M1 −N1)+}, β21})log SNR + o(log SNR ), (3.140)
where (a) follows from Lemma 27 and Lemma 29. Now, dividing both sides by log SNR, we obtain
(3.26).
CHAPTER 3. ON THE CAPACITY AND DEGREES OF FREEDOM REGIONS OF
TWO-USER MIMO INTERFERENCE CHANNELS WITH LIMITED RECEIVER
COOPERATION 105
(3.6)→(3.27): This is obtained similarly to the last bound by exchanging 1 and 2 in the indices.


































































= (min{N1, (M1 −N2)+ +M2}+ min{N2, (M2 −N1)+ +M1}+
β12 + β21)log SNR + o(log SNR )), (3.141)
where (a) follows from Lemma 27 and Lemma 28. Now, dividing both sides by log SNR, we obtain
(3.28).












































= (min{N1, (M1 −N2)+}+ min{N2,M1 +M2}+ β12)log SNR + o(log SNR ), (3.142)
where (a) follows from Lemma 27 and Lemma 29. Now, dividing both sides by log SNR, we obtain
(3.29).
(3.9)→(3.30): This is obtained similarly to the previous bound by exchanging 1 and 2 in the indices.



















= min{N1 +N2,M1 +M2}log SNR + o(log SNR ). (3.143)
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+ C12 + C21


























21) + β12 + β21
(a)
= min{N2, (M2 −N1)+ +M1}+ min{N1, (M1 −N2)+}+
min{N1,M1 +M2}+ β12 + β21, (3.144)
where (a) is obtained from Lemma 27 and Lemma 28. Now, dividing both sides by log SNR, we
obtain (3.32).
(3.12)→(3.33): This is obtained similarly to the previous bound by exchanging 1 and 2 in the
indices.




















+ log det(IN1 + ρH11H†11 + ρH21H†12)+ C21
= (min{N1 +N2,M1}+ min{N1,M1 +M2}+ β21)log SNR
+o(log SNR ). (3.145)
(3.14)→(3.35): This is obtained similarly to the previous bound by exchanging 1 and 2 in the
indices.
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Combining the above results we obtain Theorem 7 results.
3.10 Proof of Theorem 8
In this section, we will find the limit of Ro/ log SNR as SNR → ∞ to get the result stated in
Theorem 8 when Cij ∼ SNRβij , ρij ∼ SNR for i = j and ρij ∼ SNRα for i 6= j where β12, β21 ∈ R+.
This follows from Theorem 6 since the capacity region is inner and outer- bounded by Ro with
constant gaps which would vanish for the DoF. Before going over each of the above terms and
finding their high SNR limit. We first give some lemmas that will be used for the proof.
Lemma 30 ([Karmakar and Varanasi, 2013]). Let H1 ∈ CM×M , H2 ∈ CM×M , ..., and Hk ∈ CM×M
be k full rank channel matrices. Then, the following holds










= max{α1, α2, ..., αk}M log ρ+ o(log ρ). (3.146)
Lemma 31 ([Ashraphijuo et al., 2013c]). Let Hii ∈ CM×M and Hij ∈ CM×M be two channel matri-
ces with each entry independently chosen from CN(0, 1). Then, the following holds with probability
1 (over the randomness of channel matrices).














= (1− α)+M log ρ+ o(log ρ). (3.147)
Lemma 32. Let Hii ∈ CM×M and Hij ∈ CM×M be two channel matrices with each entry indepen-
dently chosen from CN(0, 1). Then, the following holds with probability 1 (over the randomness of
channel matrices).














= (α− 1)+M log ρ+ o(log ρ). (3.148)
Proof. The proof is similar to that of given in [Ashraphijuo et al., 2013c].
Lemma 33. Let H ∈ CM×M be a full rank channel matrix. Then, the following holds
IM − ρH†(IM + ρHH†)−1H
= (IM + ρH
†H)−1 (3.149)
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Proof. Let B , IM + ρH†H. Thus,
IM − ρH†(B†)−1H = (B)−1 (3.150)
Since B is invertible, it is enough to show that
B − ρH†(B†)−1HB = IM , (3.151)
which is equivalent to showing
ρH†(B†)−1HB = ρH†H (3.152)
So it is enough to prove (B†)−1HB = H. Or, HB = B†H, which holds since B = IM +ρH
†H.
Now we find the high SNR limits of the bounds in (3.5)-(3.14) leading to Theorem 8.
(3.5)→(3.44): Consider bound (3.5) in Ro, we have
log det(IM + ρH11H
†














= (M + min{(α− 1)+M,β})log SNR + o(log SNR )), (3.153)
where (a) follows from Lemma 30 and Lemma 32. Now, dividing both sides by log SNR, we obtain
(3.44).
(3.6)→(3.45): This is obtained similarly to the last bound by exchanging 1 and 2 in the indices.
(3.7)→(3.46): Consider bound (3.7) in Ro, we have
































= (2M max{(1− α)+, α}+ 2β)log SNR + o(log SNR )), (3.154)
where (a) follows from Lemma 30 and Lemma 31. Now, dividing both sides by log SNR, we obtain
(3.46).
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(3.8)→(3.47): Consider bound (3.8) in Ro, we have



















= ((1− α)+M +M max{1, α}+ β)log SNR + o(log SNR )), (3.155)
where (a) follows from Lemma 30 and Lemma 32. Now, dividing both sides by log SNR, we obtain
(3.47).
(3.9)→(3.47): This is obtained similarly to the last bound by exchanging 1 and 2 in the indices
which gives the same bound as the last one.

























































































= (2M max{1, α})log SNR + o(log SNR ), (3.156)
where (a) is obtained from Lemma 22. Now, dividing both sides by log SNR, we obtain (3.48).
(3.11)→(3.49): Consider bound (3.11) in Ro, we have
































21) + C12 + C21
(a)
= (M max{(1− α)+, α}+ (1− α)+M +M max{1, α}+ 2β)log SNR + o(log SNR ),(3.157)
where (a) is obtained from Lemma 30 and Lemma 31. Now, dividing both sides by log SNR, we
obtain (3.49).
CHAPTER 3. ON THE CAPACITY AND DEGREES OF FREEDOM REGIONS OF
TWO-USER MIMO INTERFERENCE CHANNELS WITH LIMITED RECEIVER
COOPERATION 110
(3.12)→(3.50): This is obtained similarly to the last bound by exchanging 1 and 2 in the indices.





















+ log det(IM + ρH11H†11 + ραH21H†12)+ C21
(b)
= (M max{1, α}+ β) log SNR + o (log SNR) + log det[


























=(M max{1, α}+ β)log SNR + o(log SNR) + log det(IM + ρH11H†11+
ραH21(IM + ρ
αH†21H21)














































12)) + o(log SNR)
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−1H†22) + o(log SNR)
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H−121 + IM )
−1)−1H11H
†
12) + o(log SNR)
= (M +M max{1, α}+ β)log SNR + log det(IM + ρH22(IM + ραH†21H21)
−1H†22 +





H−121 + IM )
−1)−1H11)H
†
12) + o(log SNR)
= (M +M max{1, α}+ β)log SNR + log det(IM + ρH22(IM + ραH†21H21)
−1H†22 +





H−121 + IM )
−1)H†11
−1
)−1)H†12) + o(log SNR)
(e)
= (M +M max{1, α}+ β)log SNR + log det(IM + ρH22(IM + ραH†21H21)
−1H†22 +
ραH12(ρ














H−121 + IM )
−1)H†11
−1
)−1H†12) + o(log SNR)
= (M +M max{1, α}+ β)log SNR + log det(IM + ρH22(IM + ραH†21H21)
−1H†22 +
ραH12(ρ
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−1)H†11
−1
)−1H†12) + o(log SNR)
= (M +M max{1, α}+ β)log SNR + log det(IM + ρH22(IM + ραH†21H21)
−1H†22 +
ραH12(ρ
−1H−111 (IM + (ρ
−αH†21
−1









H−121 + IM )
−1)H†11
−1
)−1H†12) + o(log SNR)
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= (M +M max{1, α}+ β)log SNR +M max{(1− α)+, α− 1}log SNR + o(log SNR)
= (M max{(2− α)+, α}+M max{1, α}+ β)log SNR + o(log SNR), (3.158)
where (a) is obtained from Lemma 33, (b) is obtained from Lemma 30, (c) is obtained from Lemma
22, (d) is because the three eliminated sentences have a constant upper bounds and (e) follows from









Now, dividing both sides by log SNR, we obtain (3.51).
(3.14)→(3.52): This is obtained similarly to the last bound by exchanging 1 and 2 in the indices.
Combining the above results we obtain Theorem 8 results.
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(a) M ≤ N . (b) 2N ≤M .
(c) N ≤ M ≤ 2N , where D = min(M,N + β), E =
M+N+β
2
, and F = min(M + β, 2N).
Figure 3.4: The DoF region for symmetric MIMO IC with limited receiver cooperation (grey areas).
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(c) β0 ≥M .
Figure 3.5: GDoF for MIMO IC with limited receiver cooperation when all nodes have the same
number of antennas M .
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Chapter 4
On the Symmetric K-user
Interference Channels with Limited
Feedback
In this chapter, we develop achievability schemes for symmetric K-user interference channels with
a rate-limited feedback from each receiver to the corresponding transmitter. We study this problem
under two different channel models: the linear deterministic model, and the Gaussian model. For
the deterministic model, the proposed scheme achieves a symmetric rate that is the minimum of the
symmetric capacity with infinite feedback, and the sum of the symmetric capacity without feedback
and the symmetric amount of feedback. For the Gaussian interference channel, we use lattice codes
to propose a transmission strategy that incorporates the techniques of Han-Kobayashi message
splitting, interference decoding, and decode and forward. This strategy achieves a symmetric rate
which is within a constant number of bits to the minimum of the symmetric capacity with infinite
feedback, and the sum of the symmetric capacity without feedback and the amount of symmetric
feedback. This constant is obtained as a function of the number of users, K. We note that for the
special case of Gaussian IC with K = 2, our proposed achievability scheme results in a symmetric
rate that is within at most 21.085 bits/s/Hz of the outer bound which is the first constant gap
bound despite the constant gap claim in [Vahid et al., 2012]. The symmetric achievable rate is used
to characterize the achievable generalized degrees of freedom which exhibits a gradual increase from
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no feedback to perfect feedback in the presence of feedback links with limited capacity.
4.1 Introduction
The interference channel (IC) has been studied in the literature since 1970’s to understand per-
formance limits of multiuser communication networks [Carleial, 1978]. Although the exact char-
acterization of the capacity region of a two-user Gaussian IC is still unknown, several inner and
outer bounds have been obtained. These bounds have resulted in an approximate characterization
of the capacity region, within one bit, in [Etkin et al., 2008] and [Telatar and Tse, 2007]. Such
characterization includes outer bounds on the capacity region for the two-user Gaussian IC, as well
as encoding/decoding strategies based on the Han-Kobayashi scheme [Han and Kobayashi, 1981],
which performs close to the optimum. On the other hand, the K-user IC has been studied in [Jafar
and Vishwanath, 2010; Ordentlich et al., 2014] for a symmetric scenario, where all direct links
(from each transmitter to its respective receiver) have the same gain, and similarly, the gains of all
cross (interfering) links are identical. For such a K-user symmetric IC, the number of symmetric
generalized degrees of freedom (GDoF) is characterized in [Jafar and Vishwanath, 2010], and an
approximate sum capacity is given in [Ordentlich et al., 2014].
It is well known that feedback does not increase the capacity of point-to-point discrete memory-
less channels [Shannon, 1956]. However, feedback is beneficial in improving the capacity region of
multi-user networks (see [Gamal and Kim, 2011] and references therein). A number of works on ICs
explore feedback strategies, where each receiver feeds back the channel output to its own transmitter
[Cadambe and Jafar, 2008b; Suh and Tse, 2011; Ashraphijuo et al., 2013c; Yang and Tuninetti, 2011;
Yang and Tuninetti, 2011; Sahai et al., 2013; Sahai et al., 2009; Kramer, 2002; Chae et al., 2015;
Sung et al., 2007]. Several coding schemes for the K-user Gaussian IC are developed in [Kramer,
2002]. The effect of feedback on the capacity region of the two-user IC is studied in [Cadambe and
Jafar, 2008b], where it is shown that feedback provides a multiplicative gain in the sum capacity
at high signal-to-noise ratio (SNR), when the interference links are much stronger than the direct
links. The capacity region of the two-user Gaussian IC with unlimited feedback is characterized
within a 2 bit gap in [Suh and Tse, 2011]. The K-user symmetric IC with unlimited feedback is
considered in [Mohajer et al., 2013], where the GDoF is characterized. A more realistic feedback
CHAPTER 4. ON THE SYMMETRIC K-USER INTERFERENCE CHANNELS WITH
LIMITED FEEDBACK 117
model is one where the feedback links are rate-limited. The impact of rate-limited feedback is
studied for a two-user Gaussian IC in [Vahid et al., 2012], where it is shown that the maximum
gain in the symmetric capacity with feedback is the amount of symmetric feedback.
In this chapter, we study the impact of rate-limited feedback for a K-user IC. We first consider
this problem for the linear deterministic model proposed in [Avestimehr et al., 2011] as an approx-
imation to the Gaussian model, and then treat the Gaussian model. For the Gaussian model, we
develop an achievability scheme that employs the techniques of Han-Kobayashi message splitting,
interference decoding and decode-and-forward. In order to effectively decode the interference, lat-
tice codes are used such that the sum of signals can be decoded without decoding the individual
signals. We also find the achievable symmetric GDoF with rate-limited feedback.
Roughly speaking, except for the pairs of (SNR, INR) where limSNR→∞
log INR
log SNR = 1, the effect of
interference from the other K − 1 users is as if there were only one interferer in the network. This
is analogous to the result of [Jafar and Vishwanath, 2010] and [Mohajer et al., 2013], where it is
shown that for the cases of no feedback and unlimited feedback, respectively, the symmetric GDoF
of the K-user IC is the same as that of a two-user IC.
In order to get the maximal benefit of feedback, we use an encoding scheme which combines two
well-known interference management techniques, namely, interference alignment and interference
decoding. More precisely, the encoding at the transmitters is such that all the interfering signals
are aligned at each receiver. However, a fundamental difference between our approach and the
conventional interference alignment approach is that we need to decode interference to be able to
remove it from the received signal, whereas the aligned interference is usually suppressed in con-
ventional approaches. A challenge here, which makes the K-user problem fundamentally different
from the two-user problem [Vahid et al., 2012], is that the interference is a combination of multiple
interfering messages instead of a single message as in the two-user case, and decoding all of them
imposes strict bounds on the rate of the interfering messages. A key idea is that instead of decoding
all the interfering messages individually, we will decode some combination of them that corrupts
the intended message of interest. In the proposed scheme, the receiver decodes the sum of certain
interfering signals and the intended signal, and sends it back to the transmitter. The transmitter,
knowing the intended signal, can then decode the sum of interfering signals and transmits to the
receiver in the next slot, to help the receiver to decode the intended signal. In order to decode the
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sum of certain intended/interfering signals, all transmitters employ a common structured lattice
code [Zamir et al., 2002] which has the property that the sum of different codewords is another
codeword from the same codebook.
Our new scheme generalizes the prior works in [Vahid et al., 2012; Suh and Tse, 2011; Mohajer
et al., 2013; Etkin et al., 2008; Jafar and Fakhereddin, 2007; Ordentlich et al., 2014] as follows.
In this chapter, we investigate the cases of weak and strong regimes of interference channels. It
is because as it will be explained later in the chapter, a regime of medium interference level has
been previously shown to not to have a improvement via feedback. A two-user IC with rate-limited
feedback is considered in [Vahid et al., 2012], while this chapter develops the achievability for a
symmetric K-user IC. A two-user IC without feedback is treated in [Etkin et al., 2008], which is
a special case of the K-user IC without feedback in [Jafar and Fakhereddin, 2007; Ordentlich et
al., 2014]. A two-user IC with unlimited feedback is considered in [Suh and Tse, 2011], which is a
special case of [Mohajer et al., 2013] where the K-user IC with unlimited feedback is treated. In this
chapter, we develop an achievability scheme for a K-user IC with limited feedback, which for the
special cases of two-user, no feedback, and unlimited feedback, results in schemes that are different
from those in [Vahid et al., 2012], [Ordentlich et al., 2014], and [Mohajer et al., 2013], respectively.
This achievability scheme achieves a rate which is approximately equal to the symmetric capacity
without feedback plus the symmetric amount of feedback up to some saturation point, which
corresponds to reaching the symmetric capacity with infinite feedback which leads us to conjecture
an outer bound. The challenge in proving that the conjectured upper bound is indeed an upper
bound lies in the fact that when feedback links are available, it is not immediate that adding more
interferers can only decrease capacity. Thus, the two-user bounds based on genie-aided information
on all other users’ messages become hard to extend since the other receivers can feed back certain
signals, and thus other transmitters can potentially help increase rate. We further note that for the
two-user case, the achievable symmetric rate in [Vahid et al., 2012] is not within a constant gap to
the upper bound for a certain interference region, and the result in this chapter fixes the results of
[Vahid et al., 2012] thus providing the correct approximate capacity result for the case of K = 2.
For the achievability scheme for two-user IC in [Vahid et al., 2012], the two transmitters have
different and asymmetric encoding operations, and it cannot be generalized to arbitrary number of
users. Also alignment of interfering signals and encoding them by a lattice code is not considered,
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because each receiver receives interference from only one transmitter. In our proposed achievabil-
ity scheme, all the transmitters employ the same encoding operation and therefore all users are
symmetric. Moreover, each receiver receives interference from the other K − 1 transmitters and
we align and encode them using a lattice code so that the sum signal can be decoded. On the
other hand, in the achievability scheme for the K-user IC with infinite feedback in [Mohajer et
al., 2013], each receiver simply sends back all received signals to the corresponding transmitter
whereas in our scheme each receiver sends back a lattice codeword (via the rate-limited feed-
back channel) with a strategy that is chosen depending on the interference regime. Finally the
achievability scheme for the K-user IC with no feedback in [Ordentlich et al., 2014] only performs
alignment on the interfering signals and does not deal with feedback. A novelty in this chapter
is to decide which part of the signal and interference should be aligned to be decoded as a lat-
tice codeword, to be fed back to the transmitter with limited feedback. The proposed scheme
in this chapter uses the concept of signal alignment with lattice codes in addition to rate-limited
feedback that has not been jointly considered in [Ordentlich et al., 2014; Mohajer et al., 2013;
Vahid et al., 2012].
The remainder of this chapter is organized as follows. Section 4.2 gives the symmetric achievable
rate for the deterministic model, with some examples to illustrate the main ideas of the proposed
achievability scheme. Section 4.3 gives our results for the Gaussian model, where the proposed
achievability scheme is described and the achievable symmetric rate, a conjectured upper bound,
and the achievable GDoF are given. Finally, Section 4.4 summarizes the chapter. Some of the
proofs are given in the following sections.
4.2 Deterministic Model
4.2.1 System Model and Problem Formulation
We first consider the linear deterministic K-user IC. This model was proposed in [Avestimehr et
al., 2011] to focus on signal interactions instead of the additive noise, and to obtain insights for the
Gaussian model. Let s ≥ K be a prime number and Fs be the finite field over the set {0, . . . , s− 1}
with sum and product modulo s. Moreover, in this model there is a non-negative integer nkj
representing the channel gain from transmitter k to receiver j, j, k ∈ {1, · · · ,K}. We assume that
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njk = blogSNRs c = n for j = k and njk = blogINRs c = m for j 6= k. Also, define q , max(m,n).








k ∈ {1, 2, · · · ,K}, such that X1k,i and X
q
k,i represent the most and the least significant levels of the






where all the operations are performed modulo s. 1 Also, D is a q × q shift matrix. We assume
that there is a feedback channel from the kth receiver to the kth transmitter which is of capacity
p, and that p is a multiple of log s because of using the finite field of size s. The feedback is causal
and hence at time i the signal received till time i− 1 is available at each receiver for encoding and
feeding back to the corresponding transmitter. Fig. 4.1 depicts a linear deterministic IC for n = 5
and m = 2. All the transmissions ai,j , 1 ≤ i ≤ K, 1 ≤ j ≤ max{n,m} are s-ary.
For a deterministic IC, a symmetric rate Rsym is said to be achievable if there is a strategy such
that all users can get a rate Rsym. We further define α , m/n and β , p/n.
For the deterministic channel, in defining the achievable rate and decoding process, the zero-
error probability model is assumed. Similarly, the notion of zero-error capacity is used for the
converse proofs as in [Avestimehr et al., 2011].
4.2.2 Results for Linear Deterministic IC Model
In this section, we describe our proposed coding schemes for the K-user linear deterministic IC
with rate-limited feedback. The following theorem gives our achievability result.
Theorem 9. For the K-user linear deterministic IC, the following symmetric rate is achievable:
Rsym/log s =

min{n−m+ p, n− m2 }, if 0 ≤ m ≤
n
2 ,
min{m+ p, n− m2 }, if
n
2 ≤ m ≤
2n
3 ,
n− m2 , if
2n
3 ≤ m < n,
n
K , if m = n,
m
2 , if n < m ≤ 2n,
min{n+ p, m2 }, if 2n ≤ m.
(4.2)
1For any prime number s, it holds that the equation (s− 1)x = a mod s has a unique solution in {0, 1, ..., s− 1}
and this property will be used frequently in this chapter.





















































Figure 4.1: A linear deterministic IC with n = 5, m = 2 and p = 2.
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Remark 4. With infinite feedback, i.e., p = ∞, according to [Mohajer et al., 2013, Theorem 4],
the symmetric capacity is
Csym,∞/log s =

n− m2 , if 0 ≤ m < n,
n
K , if m = n,
m
2 , if n < m.
(4.3)
Corollary 9. With no feedback, i.e., p = 0, the symmetric capacity is
Csym,0/log s =

n−m, if 0 ≤ m ≤ n2 ,
m, if n2 ≤ m ≤
2n
3 ,
n− m2 , if
2n
3 ≤ m < n,
n
K , if m = n,
m
2 , if n < m ≤ 2n,
n, if 2n ≤ m.
(4.4)
Proof. The achievability follows from Theorem 9 for p = 0. The upper bound for 2n3 ≤ m ≤ 2n
follows from Remark 4 and for 2n ≤ m it is a simple cutset bound. For 0 ≤ m ≤ 2n3 , the proof
is given as follows. Assume that the kth transmitter transmits Xk = [ak,1, . . . , ak,n]
T and let
Sk , [ak,1, . . . , ak,m]
T , for k ∈ {1, . . . ,K}. The sum rate for any two users (say 1 and 2) can be
found by giving genie-aided information on all other users’ messages, the two-user bound still holds
for any number of users. Thus,
R1 +R2 ≤ I(X1;Y1, S1) + I(X2;Y2, S2)
= I(X1;S1) + I(X1;Y1|S1) + I(X2;S2) + I(X2;Y2|S2)
= h(S1)− h(S1|X1) + h(Y1|S1)− h(Y1|S1, X1) +
h(S2)− h(S2|X2) + h(Y2|S2)− h(Y2|S2, X2)
= h(S1)− h(S1|X1) + h(Y1|S1)− h(S2) +
h(S2)− h(S2|X2) + h(Y2|S2)− h(S1)
= h(Y1|S1) + h(Y2|S2), (4.5)
where for 0 ≤ m ≤ n2 we have h(Yk|Sk) ≤ n−m, and also for
n
2 ≤ m ≤
2n
3 we have h(Yk|Sk) ≤ m.
Since this holds for any two users, we can combine these upper bounds to get the result as in
the statement.
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Then, from (5.3)-(4.5) we have Rsym/log s = min{Csym,∞, Csym,0 + p}. For K = 2, this result
has been shown to be tight in [Vahid et al., 2012], i.e., Rsym is the symmetric capacity for K = 2 ,
and we conjecture that Rsym is the symmetric capacity for a general K.






















Figure 4.2: Achievable symmetric rate of the deterministic IC with feedback.
Fig. 4.2 illustrates the (normalized) symmetric rate as a function of α, for different values of
β = 0 (i.e., Corollary 9), β = 0.1, β = 0.2, and β =∞ (i.e., Remark 4).
The complete proof of Theorem 9 is given in Section 4.5. In this section, we present several
examples of the transmission schemes that achieve the symmetric rate as claimed in Theorem 9.
For the range of 23 ≤ α ≤ 2, we have Csym,0 = Csym,∞. So, with limited feedback the symmetric
capacity remains the same in this range. In the rest of this section, we will illustrate the proposed
coding schemes for three ranges of α. Generalization of the proposed coding strategy with specific
channel parameter values for arbitrary n, m, and p and its analysis is presented in Section 4.5.
4.2.2.1 Very Weak Interference Regime (α ≤ 12)
In the very weak interference regime, the goal is to achieve a symmetric rate of Rsym/log s =
min{n−m+ p, n− m2 } bits per user. We propose an encoding scheme that operates on a block of
length 2. The basic idea can be seen from Fig. 4.3, where the coding scheme is demonstrated for
K = 3, n = 5, m = 2, and p = 0.5.
As shown in Fig. 4.3, the proposed coding scheme is able to convey seven intended symbols





𝑇 = 2 𝑇 = 1 𝑇 = 1 𝑇 = 2 









𝑎1,4 + (𝑎2,1 + 𝑎3,1) 
𝑎2,1 + 𝑎3,1 
− 
𝑎1,5 





𝑎1,4 + (𝑎2,1 + 𝑎3,1) 
(𝑎2,2 + 𝑎3,2) 


















𝑎1,1 + 𝑎3,1 
− 
𝑎2,5 





𝑎2,4 + (𝑎1,1 + 𝑎3,1) 
(𝑎1,2 + 𝑎3,2) 
𝑎1,1 + 𝑎2,1 
− 
𝑎3,5 





𝑎3,4 + (𝑎1,1 + 𝑎2,1) 
(𝑎1,2 + 𝑎2,2) 
𝑎2,4 + (𝑎1,1 + 𝑎3,1) 
𝑎3,4 + (𝑎1,1 + 𝑎2,1) 
Figure 4.3: Proposed coding scheme for the linear deterministic model in the very weak interference
regime (α ≤ 12), for K = 3, n = 5, m = 2 and p = 0.5.
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from each transmitter to its respective receiver in two channel uses, i.e., 2Rsym = 7.
4.2.2.2 Weak Interference Regime (12 ≤ α ≤
2
3)
In the weak interference regime, the goal is to achieve a symmetric rate of Rsym/log s = min{m+
p, n− m2 } bits per user. We propose an encoding scheme that operates on a block of length 2. The
basic idea can be seen from Fig. 4.4, where the coding scheme is demonstrated for K = 3, n = 7,
m = 4, and p = 0.5.
𝑇𝑥1 𝑅𝑥1 
𝑇 = 2 𝑇 = 1 𝑇 = 1 𝑇 = 2 
𝑎1,3 + (𝑎2,2 + 𝑎3,2) 
𝑇𝑥2 𝑅𝑥2 
𝑎2,3 + (𝑎1,2 + 𝑎3,2) 
𝑇𝑥3 
𝑎1,1 













𝑎3,3 + (𝑎1,2 + 𝑎2,2) 
𝑎1,3 + (𝑎2,2 + 𝑎3,2) 
𝑎1,1 
(𝑎2,2 + 𝑎3,2) 
− 
(𝑎2,6 + 𝑎3,6) 





































(𝑎1,2 + 𝑎3,2) 
− 
(𝑎1,6 + 𝑎3,6) 









(𝑎1,2 + 𝑎2,2) 
− 
(𝑎1,6 + 𝑎2,6) 








𝑎2,3 + (𝑎1,2 + 𝑎3,2) 
𝑎3,3 + (𝑎1,2 + 𝑎2,2) 
𝑅𝑥3 
Figure 4.4: Proposed coding scheme for the linear deterministic model in the weak interference
regime (12 ≤ α ≤
2
3), for K = 3, n = 7, m = 4 and p = 0.5.
As shown in Fig. 4.4, the proposed coding scheme is able to convey nine intended symbols from
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each transmitter to its respective receiver in two channel uses, i.e., 2Rsym = 9.
4.2.2.3 Very Strong Interference Regime (α ≥ 2)
In the very strong interference regime, the goal is to achieve a symmetric rate of Rsym/log s =
min{n + p, m2 } bits per user. We propose an encoding scheme that operates on a block of length
2. The basic idea can be seen from Fig. 4.5, where the coding scheme is demonstrated for K = 3,
n = 2, m = 6, and p = 0.5.
𝑇𝑥1 𝑅𝑥1 
𝑇 = 2 𝑇 = 1 𝑇 = 1 𝑇 = 2 














 (𝑎1,3 + 𝑎3,3) 
𝑎2,1 






















































2𝑎3,3 + (𝑎1,3+ 𝑎2,3) 
− 
𝑎3,5 
 (𝑎1,3 + 𝑎2,3) 
Figure 4.5: Proposed coding scheme for the linear deterministic model in the very strong interference
regime (2 ≤ α), for K = 3, n = 2, m = 6 and p = 0.5.
As shown in Fig. 4.5, the proposed coding scheme is able to convey five intended symbols from
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each transmitter to its respective receiver in two channel uses, i.e., 2Rsym = 5.
Remark 5. The feedback link is assumed to have a capacity of Cfb (or plog s in the deterministic
model) bits per channel use. However, the schemes described in the chapter use 2Cfb (or 2plog s)
bits per channel use in odd slots while 0 bits in even slots. We now show that the presented scheme
where N pairs of blocks are used, with feedback of 2Cfb (or 2plog s) bits in the first slot, and no
feedback in the second can be adapted to a feedback of capacity Cfb (or plog s) bits in each slot. In
order to see this, consider 2N slots in the proposed scheme where adi/2e,(i−1) mod 2+1, i = 1, · · · , 2N ,
is transmitted in the forward direction where the first subscript refers to one of the N blocks and the
second subscript represents the first transmission, where aj,2 is a function of the 2Cfb (or 2plog s)
bits of feedback which is based on aj,1, j = 1, · · · , N . The feedback based on aj,1 is referred to as
{bj,1, bj,2} where each bj,t is of capacity Cfb (or plog s) bits, j = 1, · · · , N .
1. t = 1: The transmitter transmits a1,1 and the receiver feeds back b1,1.
2. t = 2j, for j ∈ {1, 2, . . .}: The transmitter transmits aj+1,1. The receiver has already sent bj,1
and thus has information to transmit bj,2. Thus, the receiver sends bj,2.
3. t = 2j + 1, for j ∈ {1, 2, . . .}: The transmitter has received the feedback bj,1 and bj2 and thus
can transmit aj,2. The receiver has received aj+1,1 and thus sends bj+1,1 as feedback.
We note that we can have aN+1,1 = 0 and thus N −1 blocks have been decoded, and as N →∞, the
same rate can be achieved using Cfb (or plog s) bits in each slot. Since the same procedure is done
at each transmitter and receiver, the signals received at the destination will be the same to compute
the desired feedback signals in the above method.
4.3 Gaussian Interference Channel
4.3.1 System Model and Problem Formulation
In this section, we describe the K-user symmetric Gaussian IC which consists of K transmitters
and K receivers. Transmitter i has a message Wi that it wishes to send to receiver i. At time t,
transmitter i transmits a signal Xi[t] over the channel with a power constraint tr(E(XiX†i )) ≤ 1
(A† is the conjugate of A).
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INRXj [t] + Zi[t], (4.6)
where Zi[t] ∼ CN(0, 1) is i.i.d. complex Gaussian noise, SNR is the received signal-to-noise-ratio
from transmitter i to receiver i, and INR is the received interference-to-noise-ratio from transmitter
i to receiver j for i, j ∈ {1, ...,K}, i 6= j. In other words,
√
SNR is the power attenuation factor of
the direct links and
√
INR is the power attenuation factor of the interference links. Let CFB be the
capacity of the feedback link from receiver i to transmitter i, for all i ∈ {1, 2, · · · ,K}. We assume
that the feedback channels are orthogonal to each other and they are also orthogonal to the data
channels.
The encoding process at each node is causal, in the sense that the feedback signal transmitted
from receiver i at time t is a function of whatever is received over the data channel up to time
(t − 1); and the transmitted signal by transmitter i at time t is a function of the message Wi
and the feedback received till time t. Each receiver decodes the message at t = T . If a message
Wi ∈ {1, . . . , 2TR} transmitted from transmitter i is decoded at receiver i for each i ∈ {1, · · · ,K}
with error probability ei,T = Pr( Ŵi 6= Wi) → 0 as T → ∞, we say that the symmetric rate R is








4.3.2 Results of Gaussian IC Model
4.3.2.1 Overview
In this section, we will describe the achievability scheme for the symmetric K-user Gaussian IC with
rate-limited feedback. This scheme will be shown to achieve a symmetric rate within a constant
gap to a conjectured upper bound, which is the minimum of the symmetric rate upper bound with
infinite feedback, and the sum of the symmetric rate upper bound without feedback and the amount
of symmetric feedback.
The feedback helps decode the interference which can be useful for decoding the desired message.
In addition, feedback helps to decode a part of the intended message that is conveyed from other
transmitters through the feedback path. In a K-user IC, the receivers hear interference signals from
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multiple transmitters. Partial decoding of all interfering messages would dramatically decrease the
maximum rate of the desired message. Thus, we decode the total interference from all the other
users, without resolving the individual components of the interference. Our achievability strategy
has two key features, namely, 1) interfering signals are aligned, and 2) the summation of interfering
signals belong to a message set of proper size which can be decoded at each receiver. Here, the
first property is satisfied since the network is symmetric (all interfering links have the same gain),
and therefore, all interfering messages are received at the same power level. In order to satisfy the
second property, we use a common lattice code for all transmitters, instead of random Gaussian
codebooks. The structure of a lattice codebook and its closedness with respect to summation imply
that the sum of aligned interfering codewords observed at each receiver is still a codeword from the
same codebook. This allows us to perform decoding by searching over a single codebook, instead
of the Cartesian product of all codebooks.
Lattice codes are a class of codes that can achieve the capacity of the Gaussian channel [Urbanke
and Rimoldi, 1998; Erez and Zamir, 2004; Nazer and Gastpar, 2011; Nazer, 2012], with lower
complexity as compared to the conventional random codes. A T -dimensional lattice ΛT is a subset
of T -tuples with real elements, such that x, y ∈ ΛT implies−x ∈ ΛT and x+y ∈ ΛT . For an arbitrary
x ∈ RT , we define [x mod ΛT ] = x−Q(x), where Q(x) = arg mint∈ΛT ||x− t||, is the closest lattice
point to x. The Voronoi cell of ΛT , denoted by VΛT , is defined as VΛT = x ∈ RT : Q(x) = 0. The
Voronoi volume V (VΛT ) and the second moment σ2(ΛT ) of the lattice are defined as V (VΛT ) =∫
V
ΛT







) , respectively. We further define the normalized second moment of















. A sequence of lattices {ΛT } is called a good quantization
code if limT→∞G(Λ
T ) = 12πe . On the other hand, a sequence of lattices is known to be good
for AWGN channel coding if limT→∞ P [z






random noise. It is shown in [Erez et al., 2005] that there exist sequences of lattices {ΛT } that are
simultaneously good for quantization and AWGN channel coding.
For the achievability scheme, we use a nested lattice code [Zamir et al., 2002] which is generated
using a good quantization lattice for shaping and a good channel coding lattice. We start with
T -dimensional nested lattices Λc ⊆ Λf , where Λc is a good quantization lattice with σ2(Λc) = 1 and
G(Λc) ≈ 1/2πe, and Λf is a good channel coding lattice. We construct a codebook C = Λf ∩ VΛc ,
where VΛc is the Voronoi cell of the lattice Λc. Let s be the lattice codeword in Λf ∩ VΛc to which
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the message is mapped, and build X = [s− d] mod Λc as the signal to be transmitted, where d is
a random dither uniformly distributed over VΛc , and shared between all users in the network. We
will use the following properties of lattice codes [Erez and Zamir, 2004]:
1. Codebook C is a closed set with respect to summation under the “mod Λc” operation, i.e., if
x1, x2 ∈ C are two codewords, then (x1 + x2) mod Λc ∈ C is also a codeword.
2. Lattice code C can be used to reliably transmit up to rate R = log(SNR) over a Gaussian
channel modeled by Y =
√
SNRX + Z with Z ∼ N (0, 1).
4.3.2.2 Proposed Achievability Scheme
We will now describe our achievability strategies for a K-user symmetric Gaussian IC, which is
inspired by the proposed schemes in Section 5.2 for the deterministic IC. We split the result into
three regions, denoted as very weak interference where α ≤ 1/2, weak interference where 1/2 < α ≤
2/3, and strong interference where α ≥ 2. We do not consider the case of 2/3 < α < 2 since the
upper bound for the symmetric capacity with perfect feedback in [Mohajer et al., 2013, Theorem
3] and the lower bound for the symmetric capacity with no feedback in [Ordentlich et al., 2014,
Theorem 1] are within a constant of 12 log 9+16+
K−1
2 +3 logK bits to each other for 2/3 < α < 1,
and are within a constant of 12 log 6 + 6 +
K−1
2 + logK bits to each other for 1 < α < 2. The
achievability for α = 1 in [Ordentlich et al., 2014; Mohajer et al., 2013] assumes that channel gains
are outside an outage set. We also assume for our theorems that the channel gains are not in this
outage set. We will use the notation X(a:b) , X(a) +X(a+1) + · · ·+X(b).
The next result gives the symmetric achievable rate for the very weak interference regime
(α ≤ 1/2).
Theorem 10. For α ≤ 1/2, a symmetric rate of Rsym = R
(1:4)
2 is achievable, for any R
(1), · · · , R(4)




































SNRαP ′(2:3)(K − 1) + 1
)
, (4.11)
R(1) ≤ 2CFB − logK, (4.12)




























SNRα(K − 1)P ′′(4) + 1
)
, (4.15)
for any non-negative set of power values that satisfy P
′(1:3) = 1, P
′′(1) +P




Proof. Here, we will describe the achievability scheme only for the first user. Due to the symmetry
of the scheme, the achievability for the other users is similar.






1 } as the messages to be transmitted by the first transmit-
ter. In order to encode M
(i)
1 , for i ∈ {1, . . . , 4}, we use the common quantization lattice (Λci = Λc,
i = 1, . . . , 4) but different channel coding lattices (Λfi). The different codebooks Ci = Λfi ∩ VΛc
are assumed to be of size 2TR
(i)
. Section III of [Zamir et al., 2002] gives a detailed construction
of nested lattice codes. Let s
(i)









1 ] mod Λc where d
(i)
1 is a random dither uniformly distributed over
VΛc , and shared between all users in the network. The dithered lattice points can be treated as
Gaussian noise in the analysis as shown in Appendix A of [Nazer and Gastpar, 2011]. We also






1 } as the set of signals that the first user transmits during two
consecutive time-slots.
The encoded symbol X
(i)
1 , for i ∈ {1, 2, 3, 4}, is of rate R(i) using the lattice codes, for
i ∈ {1, 2, 3, 4}. The overall rate is thus R = R(1:4)2 . Let P
′(i) be the power attenuation of X
(i)
1
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transmitted in the first round, and P
′′(i) be the power attenuation of the X
(i)
1 transmitted in the































j , where X
(i)
j is of length T , for j ∈ {1, · · · ,K}.


























1 , and consequently s
(1)
1 , by treating the rest of the signals as noise. The signal power
is SNRP
′(1) and the interference plus noise power is
1 + SNRP
′(2:3) + INRP
′(1:3)(K − 1), (4.18)
and thus the decoding can be performed since (4.8) holds. After removing X
(1)





1 , is decoded by treating the rest as noise. Since the signal power is SNRP
′(2) and
the interference plus noise power is
1 + SNRP
′(3) + INRP
′(1:3)(K − 1), (4.19)
X
(2)
1 can be decoded since (4.9) holds.






























j can be recovered if (4.10) and (4.11) hold, which follows from




2 , . . . , X
(1)
K as the K signals in the statement of Lemma 39 which
are all received at the same power level (SNRP
′(3) = INRP
′(1)).
After obtaining I1, it is sent back to the transmitter. It can be verified using Lemma 40 that
the rate of the feedback signal is smaller than the feedback capacity if (4.12) and (4.13) hold.
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j from feedback. Since the transmitter already knows X
(3)































































First, the receiver subtracts the X
(1)






















































noise. It can be seen that I2 can be obtained if (4.14) holds for R1, which follows from Lemma 39
(with X
(1)
2 , . . . , X
(1)
K as the (K − 1) signals). Having decoded I1 and I2, then X
(3)
1 can be decoded
































as noise since (4.15) holds.
The next result gives the symmetric achievable rate for the weak interference regime (1/2 <
α ≤ 2/3).
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Theorem 11. For 1/2 < α ≤ 2/3, the symmetric rate of Rsym = R
(1:6)
2 is achievable, for any




















































SNRα(K − 1)P ′(3:4) + 1
)
, (4.32)
R(2) ≤ 2CFB − logK, (4.33)













































SNRα(K − 1)P ′′(6) + 1
)
, (4.38)
for any non-negative set of power values that satisfy P
′(1:4) = 1, P
′′(2)+P














1 } as the messages to be transmitted by
the first transmitter. In order to encode M
(i)
1 , for i ∈ {1, . . . , 6}, we use the common quantization
lattice but different channel coding lattices (Λci = Λc, i = 1, . . . , 6). The different codebooks




1 be the lattice codeword in Λfi ∩ VΛc










1 ] mod Λc where d
(i)
1 is a random dither











1 } as the set of signals that the first user transmits during two
consecutive time-slots.
The encoded symbol X
(i)
1 , for i ∈ {1, 2, 3, 4, 5, 6}, is of rate R(i) using the lattice codes, for
i ∈ {1, 2, 3, 4, 5, 6}. The overall rate is thus R = R(1:6)2 . Let P
′(i) be the power attenuation of X
(i)
1
transmitted in the first round, and P
′′(i) be the power attenuation of the X
(i)
1 transmitted in the









































j , where X
(i)
j is of length T , for j ∈ {1, · · · ,K}.
























The receiver first decodes X
(1)
1 , and consequently s
(1)
1 , by treating the rest of the signals as noise.
Due to the rate constraint (4.27), X
(1)
1 can be decoded. After cancelling the signals containing
X
(1)
1 , then X
(2)
1 , and consequently s
(2)
1 , can further be decoded by treating the remaining signals as










as the sum of (K − 1) lattice points which are all received at the same power level, by treating all
the other signals as noise. The signal power is INRP
′(1) and the interference plus noise power is
1 + SNRP
′(3:4) + INR(K − 1)P ′(2:4). (4.41)
The lattice point can be obtained if (4.29) holds which can be seen using Lemma 39 (with
X
(1)
2 , . . . , X
(1)
K as the (K − 1) signals which are all received at the same power level). Then,
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2 , . . . , X
(2)
K as the K signals) and
SNRP
′(3) = INRP
′(2). After decoding I1, it is sent back to the transmitter. It can be verified using
Lemma 40 that the rate of the feedback signal is smaller than the feedback capacity if (4.33) and




1 can be obtained due to (4.32).
Transmission in the second time-slot: For the first transmitter, X
(3)
1 is known and I1 is








































































+ Z(2)1 . (4.45)
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From this residual signal, X
(5)




















j as noise. Since the term I2 is a lattice point in C2 which
is a codebook of rate R2, it can be obtained if (4.36) holds for R2, which follows from Lemma 39
(with X
(2)
2 , . . . , X
(2)
K as the (K − 1) signals). From I1 and I2, X
(3)
1 can be obtained since it is the





j can be obtained after cancelling I2 due to equation (4.37)
and Lemma 39 (with X
(5)
2 , . . . , X
(5)






















1 can be decoded by treating X
(6)
j , j 6= 1 as noise due to (4.38).
The next result gives the symmetric achievable rate for the strong interference regime (α ≥ 2).
Theorem 12. For α ≥ 2, the symmetric rate of Rsym = R
(1:3)
2 is achievable, for any R



























SNRP ′(2) + 1
)
, (4.50)



























for any non-negative set of power values that satisfy P
′(1:2) = 1, and P
′′(2:3) = 1.




1 } as the messages to be transmitted by the first transmitter.
In order to encode M
(i)
1 , for i ∈ {1, 2, 3}, we use the common quantization lattice (Λci = Λc, i =
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1, 2, 3) but different channel coding lattices (Λfi , i = 1, 2, 3). The different codebooks Ci = Λfi∩VΛc




1 be the lattice codeword in Λfi ∩ VΛc to which M
(i)
1 is






1 ] mod Λc where d
(i)
1 is a random dither uniformly distributed






1 } as the
set of signals that the first user transmits during two consecutive time-slots.
The encoded symbol X
(i)
1 , for i ∈ {1, 2, 3}, is of rate R(i) using the lattice codes, for i ∈ {1, 2, 3}.
The overall rate is thus R = R
(1:3)
2 . Let P
′(i) be the power attenuation of X
(i)
1 transmitted in the
first round, and P
′′(i) be the power attenuation of the X
(i)
1 transmitted in the second round. The





















Transmission in the first time-slot: In the first time-slot, the jth transmitter, ∀j ∈






j , where X
(i)
j is of length T , for j ∈ {1, · · · ,K}.


































j . Note that I1 is a lattice point in C1, and thus we can
obtain I1 treating the rest of the signals as noise if (4.48) holds, which follows from Lemma 39 (with
X
(1)
2 , . . . , X
(1)
K as the (K − 1) signals which are all received at the same power level). Further, I2 is
a lattice point in C2, and we can obtain I2 treating the rest of the signals as noise if (4.49) holds,
which follows from Lemma 39 (with X
(2)
2 , . . . , X
(2)
K as the (K − 1) signals which are all received at













1 can be obtained by treating X
(2)
1 as noise due to (4.50).
Also, after obtaining I2, it is sent back to the transmitter. It can be verified using Lemma 40
that the rate of the feedback signal is smaller than the feedback capacity if (4.51) holds.
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+ Z(2)1 . (4.61)





























j can be obtained if (4.52) holds, which follows from Lemma 39 (withX
(3)
2 , . . . , X
(3)
K


















1 can be decoded by treating X
(3)





1 can be decoded due to (4.54).
The following corollary improves the achievability region in the above theorems for the case of
K = 2.
Corollary 10. For the case of two-user channel (K = 2):
• Theorem 10 without extra logK terms in equations (4.12)-(4.13) still hold.
• Theorem 11 without extra logK terms in equations (4.33)-(4.34) still hold.
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More formally, for the case of two-user channel (K = 2), the region given in Theorem 10 is still
achievable if we replace
R(1) ≤ 2CFB,
R(3) ≤ 2CFB,




Proof. Here we only provide the proof for the statement on the case of K = 2 for Theorem 10. The







2 is a lattice point. We consider a slightly modified achievability strategy than




2 by treating other codewords as








2 ] Λc to
transmitter 1. The rate of the feedback is lower than the capacity of the feedback link, R(i) ≤ 2CFB,




2 ] Λc and X
(3)
1 , can find X
(1)
2 and the rest of the
strategy is the same as that in Theorem 10.
Proof. Here we only provide the proof for the statement on the case of K = 2 for Theorem







2 is a lattice point. We consider a slightly modified achievability strategy




2 by treating other codewords as








2 ] Λc to
transmitter 1. The rate of the feedback is lower than the capacity of the feedback link, R(i) ≤ 2CFB,




2 ] Λc and X
(3)
1 , can find X
(1)
2 and the rest of the strat-
egy is the same as that in Theorem 10. 
Remark 6. Based on [Nazer, 2012, Lemma 1], as long as constraints (4.8)-(4.15), (4.27)-(4.38),
and (4.48)-(4.54) hold in the statements of Theorems 10, 11 and 12, respectively, in all places
that sum of codewords are declared decodable over modulo algebra in proofs of these theorems, then
consequently sum of codewords are decodable over reals, too.
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4.3.2.3 A Conjectured Upper Bound
According to [Etkin et al., 2008, Theorem 1], an upper bound on the symmetric capacity without
feedback is given by
Rusym,0 = min
{
log(1 + SNR), log
(





Moreover, according to [Mohajer et al., 2013, Section VI ], an upper bound on the symmetric


























Note that the conjecture holds true for K = 2 as shown in [Vahid et al., 2012].
The next result shows that the achievable symmetric rate given in the last section is within
a constant number of bits to the conjectured upper bound Rusym for a particular choice of the
parameters for each interference regime.





and SNR, INR ≥ 1, there is an achievability scheme that achieves a symmetric rate within a constant



























, log 3 + 16 + logK3
}
(4.67)
Proof. The detailed proof for this result is provided in Section 4.7. The parameters µ(i) of the
achievability scheme that are chosen for this result are as follows.
Case 1 (α ≤ 12): We take µ
(1) = 12INR min{2




and µ(4) = 1INR in Theorem 10.
Case 2 (12 ≤ α ≤
2
3): We take µ




}, µ(1) = 1 − µ(2:4), µ(5) =






} in Theorem 11.
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Case 3 (2 ≤ α): We take µ(2) = SNR2INR min{2
2CFB , INR
SNR2
}, and µ(1) = µ(3) = 1− µ(2) in Theorem
12.
The rest of the proof follows by simple manipulations of the gap, and is thus omitted. The
reader can see the detailed steps in Section 4.7.
Remark 7. For the special cases of no feedback and infinite feedback, Rusym in (4.66) becomes the
true symmetric upper bounds given in [Etkin et al., 2008] and [Mohajer et al., 2013], respectively.
Furthermore, the achievability schemes in [Ordentlich et al., 2014] and [Mohajer et al., 2013]
achieve symmetric rates within constant gaps of 9 + log(K2) and 12 log(16K
4(K + 1)) + K−12 bits to
the corresponding upper bounds, for no feedback and infinite feedback, respectively. Although these
gaps are tighter, they are only for the two extreme cases.
4.3.2.4 Numerical Results
We now provide numerical results on symmetric rate of the K-user symmetric Gaussian IC with
limited feedback. In Fig. 4.6, we consider three different values of α corresponding to the three
interference regions - very weak, weak and strong interferences, and plot the symmetric rate as
a function of SNR for K = 3. It is seen that the achievable symmetric rate increases with the
feedback capacity.
We next consider the special case of no feedback and compare the achievable rate of our scheme
to that of the scheme in [Ordentlich et al., 2014]. We let CFB = 0, and consider some values
of α corresponding to the different interference regimes. Note that in this case, the conjectured
upper bound in (4.67) becomes the upper bound in [Etkin et al., 2008]. The achievable rate of our
proposed scheme and that of the scheme in [Ordentlich et al., 2014] as well as the upper bound,
are plotted in Fig. 4.7 for K = 3. We note that the proposed achievable symmetric rate is better
than that in [Ordentlich et al., 2014] for the parameters considered in weak and strong interference
regimes. Also although for the case of very weak interference the achievable rate in [Ordentlich et
al., 2014] is higher, the slope of our scheme is higher. We can compare the constant gaps between
the upper and lower bounds given in [Ordentlich et al., 2014, Theorem 1] for CFB = 0 and those
given in Section 4.7 of this chapter for general CFB, for the parameters of Fig. 4.7: for the very
weak, weak, and strong interference regimes, the gaps of [Ordentlich et al., 2014] are 3 bits, 11 bits,
and 2 bits, respectively; for our scheme with CFB = 0, the gaps are 5.02 bits, 13.7 bits, and 4.45



























































































































(c) Strong interference with α = 5
2
.
Figure 4.6: Achievable symmetric rate as a function of SNR for K = 3.
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bits, respectively, according to (4.83), (4.101), and (4.113), respectively.
We next consider the special case of infinite feedback. In this case, the conjectured upper bound
in (4.66) becomes the upper bound in [Mohajer et al., 2013]. In Fig. 4.8, we compare the achievable
rate of the proposed scheme when CFB = ∞ to that of the scheme in [Mohajer et al., 2013] for
some values of α corresponding to the different interference regimes for K = 3. We note that the
proposed achievable symmetric rate is better than the achievable rate in [Mohajer et al., 2013] for
the parameters considered in strong and very weak interference regimes. For the weak interference
regime, our achievability is better for high SNR as compared to that in [Mohajer et al., 2013] and
the slope of our scheme is higher. We can also compare the constant rate gaps for CFB = ∞
in [Mohajer et al., 2013] and our constant gaps for general CFB. In particular, according to the
proof of Theorem 1 (Section V and Section VI) of [Mohajer et al., 2013], for the very weak, weak,
and strong interference regimes, the gaps are 7.17 bits, 7.17 bits, and 4.38 bits, respectively; and
our corresponding constant gaps are 9.84 bits, 15.49 bits, and 7.62 bits, respectively, according to
(4.84), (4.102), and (4.114), respectively.
Finally we consider the special case of two-user IC with limited feedback. We set K = 2,
CFB = 1. In Fig. 4.9, we compare our achievable symmetric rate with that in [Vahid et al., 2012]
in different interference regimes. In this case, the conjectured upper bound in (4.66) becomes the
true upper bound in [Vahid et al., 2012]. It is seen that our rate is better in the strong interference
regime. And for the other two regions, our scheme has higher slopes and are better at high SNR.
We can also compare the constant gaps between the upper and lower bounds given in Appendix D
of [Vahid et al., 2012] for K = 2 and those given in Section 4.7 of this chapter for general K, for
the parameters of Fig. 4.9: for the very weak and strong interference regimes, the gaps of [Vahid
et al., 2012] are 9.6 bits and 7 bits, respectively; and our corresponding gaps are 5.27 bits and 4.6
bits, respectively. Hence our bounds are tighter in these two regimes. For the weak interference
regime, i.e., 1/2 < α < 2/3 as will be noted in Section 4.3.2.6, the achievable rate in [Vahid et al.,
2012] is actually not within a constant gap to the upper bound; whereas our proposed achievability
scheme achieves a symmetric rate that is within 21.085 bits to the upper bound.
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(c) Strong interference with α = 5
2
.
Figure 4.7: Comparison of our results with that in [Ordentlich et al., 2014] and [Etkin et al., 2008]
for the case of no feedback and K = 3.
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Figure 4.8: Comparison of our results with that in [Mohajer et al., 2013] for the case of infinite
feedback and K = 3.
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(c) Strong interference with α = 5
2
.
Figure 4.9: Comparison of the proposed achievability scheme with that in [Vahid et al., 2012] for
the two-user case, K = 2, CFB = 1.
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4.3.2.5 Achievable Symmetric GDoF
The symmetric GDoF characterize the ratio of the symmetric capacity to log SNR as SNR goes to
infinity, i.e., GDoF = limSNR→∞
Csym
log SNR . Recall that α =
log INR
log SNR and β =
CFB
log SNR . We have the
following result.




min{1− α+ β, 1− α2 }, if 0 ≤ α ≤
1
2 ,
min{α+ β, 1− α2 }, if
1
2 ≤ α ≤
2
3 ,
1− α2 , if
2
3 ≤ α < 1,
not well defined, if α = 1,
α
2 , if 1 < α ≤ 2,
min{1 + β, α2 }, if 2 ≤ α.
(4.68)
Proof. Since the achievable symmetric rate is within a constant gap to Rusym in (4.66), we can write
GDoFsym ≥ Rsymlog SNR = limSNR→∞
Rusym
log SNR = min{GDoFsym,∞,GDoFsym,0 + β} where GDoFsym,0 and
GDoFsym,∞ are given in [Jafar and Vishwanath, 2010, Theorem 3.1] and [Mohajer et al., 2013,
Theorem 1], respectively.
We note that if we normalize (5.3) by n and use the definitions of α = m/n, β = p/n, then we
obtain (4.68), except for α = 1. There is a discussion on α = 1 in [Mohajer et al., 2013]. Hence
Fig. 5.1 describes the achievable symmetric GDoF of a K-user symmetric Gaussian IC as well.
4.3.2.6 Comparison to literature
[Jafar and Vishwanath, 2010] and [Mohajer et al., 2013] considered the cases of no feedback and
unlimited feedback of K-user Gaussian IC, respectively. Also, the impact of rate-limited feedback
is introduced and studied for a two-user Gaussian IC in [Vahid et al., 2012].
Our achievability scheme is different from there in the literature. Consider the achievability
scheme for the two-user symmetric Gaussian IC in [Vahid et al., 2012] for the case of 1/2 < α < 2/3.






. In this case, the GDoFs corresponding to
the six terms in Eq.(55) in [Vahid et al., 2012] under the power allocation given by Eq. (84) in
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[Vahid et al., 2012] are 1−α, 0, 2α−1, 1−α, 0, and 2α−1, respectively, with a sum of 2α. However,
the sum GDoF of the achievability scheme which is the sum of these six terms, is claimed in Eq.
(87) of [Vahid et al., 2012] to be 2 − α = 2α + (2 − 3α) > 2α which is incorrect. Since in this
range of α, the upper bound on sum rate satisfies limSNR→∞
2Rusym
log SNR = 2− α, the gap between the
upper and lower bounds for high SNR is (2− 3α) log SNR + o(log SNR), i.e., it is unbounded. Our
proposed achievability scheme when specialized to K = 2, results in a symmetric rate that is within
a constant of 21.085 bits to the symmetric rate upper bound, according to Theorem 13.
Also [Mohajer et al., 2013] treats only the case of perfect feedback, i.e., CFB =∞, whereas we
treat the general case of arbitrary CFB.
Our proposed conjectured upper bound is the best known upper bound for the special cases; for
the K-user IC without feedback [Ordentlich et al., 2014], K-user IC with infinite feedback [Mohajer
et al., 2013], and K = 2 with general CFB [Vahid et al., 2012]. However, it remains open for general
K and CFB.
4.4 Summary
We have developed achievability schemes for symmetric K-user interference channels with rate-
limited feedback, for both the linear deterministic model, and the Gaussian model. For the de-
terministic model, the achievable symmetric rate is the minimum of the symmetric capacity with
infinite feedback, and the sum of the symmetric capacity without feedback and the amount of
symmetric feedback. And for the Gaussian model, the achievable rate is within a constant gap
to the minimum of the symmetric capacity with infinite feedback, and the sum of the symmetric
capacity without feedback and the amount of symmetric feedback. For the Gaussian model, the
proposed achievability scheme employs lattice codes to perform Han-Kobayashi message splitting,
interference-decoding, and decode-and-forward. Further, the achievable generalized degrees of free-
dom (GDoF) is characterized with rate-limited feedback. It is shown that the per-user GDoF does
not depend on the number of users, so that it is the same as that of the two-user interference
channel with rate-limited feedback.
We conjecture that the minimum of the upper bound of the symmetric capacity with infinite
feedback, and the sum of the upper bound of the symmetric capacity without feedback and the
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amount of symmetric feedback is an upper bound for the symmetric capacity of the Gaussian IC
with rate-limited feedback for any number of users K. This conjecture has been shown to hold for
the K-user IC without feedback in [Ordentlich et al., 2014], the K-user IC with infinite feedback
in [Mohajer et al., 2013], and K = 2 in [Vahid et al., 2012]. However, it remains open for general
K and CFB. The achievability for α = 1 in [Ordentlich et al., 2014; Mohajer et al., 2013] assumes
that channel gains are outside an outage set. Investigating whether this outage set shrinks with
feedback is an interesting open problem.
4.5 Proof of Theorem 9




Lemma 34. For the K-user linear deterministic IC, a symmetric rate of nmin{1− α+ β, 1− α2 }
is achievable for 0 ≤ α ≤ 12 .
Proof. Define l , (m− 2p)+. For the ith transmitter, i ∈ {1, ...,K}, we transmit ai,1, ..., ai,2n−m−l
in two transmission slots.
First Round:
1. Transmission: In the first round, the ith transmitter sends ai,1, ..., ai,n−l on the highest n− l
transmission levels, respectively, and nothing on the lowest l transmission levels.
2. Reception: Since 0 ≤ α ≤ 12 , the i
th receiver receives ai,1, ..., ai,n−m on the highest n −
m reception levels, respectively, and ai,n−m+1 + ai,1, ..., ai,n−l + ai,m−l on the next m − l levels,
respectively, and throws away whatever it receives on the last l levels.
Feedback:
Receiver i sends back ai,n−m+1 +ai,1, ..., ai,n−l+ai,m−l over the feedback channel to transmitter
i (m − l levels). Since 0 ≤ m − l ≤ 2p, the feedback rate is p levels per channel use. With this
feedback, transmitter i decodes ai,1, ..., ai,m−l. Since the feedback does not increase the achievable
rate in the statement of the Theorem beyond p = m/2, we only use m/2 levels of feedback if
p > m/2.
Second Round:
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1. Transmission: In the second round, the ith transmitter sends ai,1, ..., ai,m−l on the high-
est m − l transmission levels, respectively, nothing on the next lower l levels, and new levels of
ai,n−l+1, ..., ai,2n−m−l on the last n−m levels, respectively.
2. Reception: The ith receiver receives ai,1, ..., ai,m−l on the highest m− l levels, nothing on the
next l levels, ai,n−l+1, ..., ai,2n−2m−l on the next n − 2m levels, ai,2n−2m−l+1 + (K − 2)ai,1 + (K −
1)ai,1, ..., ai,2n−m−2l + (K − 2)ai,m−l + (K − 1)ai,m−l on the next m− l levels, and ai,2n−m−2l+1, ...,
ai,2n−m−l on the lowest l levels.
Decoding:
Decoding by the ith receiver, i ∈ {1, ...,K}, is performed as follows. First, ai,1, ..., ai,n−m are
decoded from the highest n−m levels of the first reception. Then, ai,1, ..., ai,m−l are decoded from
the highest m− l levels of the second reception. Then, having ai,1, ..., ai,m−l, the receiver decodes
ai,n−m+1, ..., ai,n−l from ai,n−m+1+ai,1, ..., ai,n−l+ai,m−l on the nextm−l levels of the first reception.
Then, the receiver decodes ai,n−l+1, ..., ai,2n−2m−l from the (m+ 1)
th to (n−m)th highest levels
of the second reception, respectively. Then, having ai,1, ..., ai,m−l, and ai,1, ..., ai,m−l, the receiver
decodes ai,2n−2m−l+1, ..., ai,2n−m−2l from ai,2n−2m−l+1 + (K − 2)ai,1 + (K − 1)ai,1, ..., ai,2n−m−2l +
(K − 2)ai,m−l + (K − 1)ai,m−l on the next m− l lower levels of the second reception. Finally, the
receiver decodes ai,2n−m−2l+1, ..., ai,2n−m−l from the lowest l levels of the second reception.
Rate:
With the above strategy, each user transmits 2n−m− l levels in two uses of the channel which
proves the lemma because 12(2n−m− l) =
1
2(2n−m−(m−2p)
+) = 12 min{2n−m, 2n−2m+2p} =
min{n− 12m,n−m+ p} = nmin{1−
α
2 , 1− α+ β}.
Lemma 35. For the K-user linear deterministic IC, a symmetric rate of nmin{α + β, 1 − α2 } is





, (2n− 3m− 2p)+. For the ith transmitter, i ∈ {1, ...,K}, we transmit ai,1, ...,
ai,2n−m−l′ in two transmission slots.
First Round:
1. Transmission: In the first round, the ith transmitter sends ai,1, ..., ai,n−m−l′ on the highest n−
m−l′ transmission levels, nothing on the next lower 2m−n+l′ levels, and ai,n−m−l′+1, ..., ai,2n−2m−l′
on the lowest n−m levels.
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2. Reception: Since 12 ≤ α ≤
2
3 , the i
th receiver receives ai,1, ..., ai,n−m−l′ on the highest
n −m − l′ reception levels, nothing on the next lower l′ levels, ai,1, ..., ai,2m−n on the next lower
2m− n levels, ai,n−m−l′+1 + ai,2m−n+1, ..., ai,3n−4m−2l′ + ai,n−m−l′ on the next 2n− 3m− l
′
levels,




Receiver i sends back ai,n−m−l′+1 + ai,2m−n+1, ..., ai,2n−3m−2l′ + ai,n−m−l′ over the feedback
channel to transmitter i (2n− 3m− l′ levels). Since 0 ≤ 2n− 3m− l′ ≤ 2p, the feedback rate is p
levels per channel use. With this feedback, transmitter i decodes ai,2m−n+1, ..., ai,n−m−l′ .
Second Round:
1. Transmission: In the second round, the ith transmitter sends the new signals ai,2n−2m−l′+1, ...,
ai,n−l′ on the highest 2m− n transmission levels, ai,2m−n+1, ..., ai,n−m−l′ on the next 2n− 3m− l
′
levels, nothing on the next lowest 2m−n+ l′ levels, and the new signals ai,n−l′+1, ..., ai,2n−m−l′ on
the lowest n−m levels.
2. Reception: In this round, the ith receiver receives ai,2n−2m−l′+1, ..., ai,n−l′ on the highest
2m − n reception levels, ai,2m−n+1, ..., ai,n−m−l′ on the next 2n − 3m − l
′
levels, nothing on the
next lower l
′
levels, ai,2n−2m−l′+1, ..., ai,n−l′ on the next lower 2m − n levels, ai,n−l′+1 + (K −
2)ai,2m−n+1 + (K − 1)ai,2m−n+1, ..., ai,3n−3m−2l′ + (K − 2)ai,2n−3m−l′ + (K − 1)ai,2n−3m−l′ on the




Decoding by the ith receiver, i ∈ {1, ...,K}, is performed as follows. First, ai,1, ..., ai,n−m−l′ are
decoded from the highest n−m− l′ levels of the first reception. Then, ai,3n−4m−2l′+1, ..., ai,2n−2m−l′
are decoded from the lowest 2m−n+l′ levels of the first reception. Further, ai,2n−2m−l′+1, ..., ai,n−l′
are decoded from the highest 2m−n levels of the second reception, and ai,2m−n+1, ..., ai,n−m−l′ are
decoded from the next 2n − 3m − l′ levels of the second reception. Moreover, ai,3n−3m−2l′+1, ...,
ai,2n−m−l′ are decoded from the lowest 2m− n+ l
′
levels of the first transmission, respectively.
Then, having ai,2m−n+1, ..., ai,n−m−l′ , the receiver decodes ai,n−m−l′+1, ..., ai,2n−3m−2l′ from
ai,n−m−l′+1 + ai,2m−n+1, ..., ai,2n−3m−2l′ + ai,n−m−l′ in the first reception. And finally, having
ai,2m−n+1, ..., ai,2n−3m−l′ , and ai,2m−n+1, ..., ai,2n−3m−l′ , the receiver decodes ai,n−l′+1, ..., ai,3n−3m−2l′
from ai,n−l′+1 + (K − 2)ai,2m−n+1 + (K − 1)ai,2m−n+1, ..., ai,3n−3m−2l′ + (K − 2)ai,2n−3m−l′ + (K −
1)ai,2n−3m−l′ in the second reception.
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Rate:
With the above strategy, each user transmits 2n−m− l′ levels in two uses of the channel which
proves the lemma because 12(2n−m−l
′
) = 12(2n−m−(2n−3m−2p)
+) = 12 min{2n−m, 2m+2p} =
min{n− 12m,m+ p} = nmin{1−
α
2 , α+ β}.
Lemma 36. For the K-user linear deterministic IC, a symmetric rate of nmin{1+β, α2 } is achiev-
able for α ≥ 2.
Proof. Define l
′′
, (m− 2n− 2p)+. For the ith transmitter, i ∈ {1, ...,K}, we transmit ai,1, ..., ai,m−l′′
in two transmission slots.
First Round:
1.Transmission: In the first round, the ith transmitter sends ai,1, ..., ai,m−n−l′′ on the highest
m− n− l′′ transmission levels, respectively, and nothing on the lower n+ l′′ levels.
2. Reception: Since α ≥ 2, the ith receiver receives ai,1, ..., ai,m−n−l′′ on the highest m − l
′′
reception levels, nothing on the next lower l
′′
levels, and ai,1, ..., ai,n on the lowest n levels.
Feedback:
Receiver i sends back ai,n+1, ..., ai,m−n−l′′ over the feedback channel to the i
th transmitter
(m− 2n− l′′ levels). Since 0 ≤ m− 2n− l′′ ≤ 2p, the feedback rate is p levels per channel use.
Second Round:
1.Transmission: In the second round, the ith transmitter sends new levels ai,m−n−l′′+1, ..., ai,m−l′′
on the highest n transmission levels, ai,n+1, ..., ai,m−n−l′′ on the next m−2n− l
′′
levels, and nothing
on the lower n+ l
′′
levels.
2. Reception: The ith receiver receives ai,m−n−l′′+1, ..., ai,m−l′′ on the highest n reception levels,
(K − 1)ai,n+1 + (K − 2)ai,n+1, ..., (K − 1)ai,m−n−l′′ + (K − 2)ai,m−n−l′′ on the next m − 2n − l
′′
levels, nothing on the next lower l
′′
levels, and ai,m−n−l′′+1, ..., ai,m−l′′ on the lowest n levels.
Decoding:
Decoding at the ith receiver, i ∈ {1, ...,K} is performed as follows. First, ai,1, ..., ai,n are decoded
from the lowest n levels of the first reception, ai,n+1, ..., ai,m−n−l′′ are decoded from the (n+ 1)
th
to (m− n− l′′)th highest levels of the first reception, and ai,m−n−l′′+1, ..., ai,m−l′′ are decoded from
the lowest n levels of the second reception. Then, having ai,n+1, ..., ai,m−n−l′′ , the receiver decodes
ai,n+1, ..., ai,m−n−l′′ from (K − 1)ai,n+1 + (K − 2)ai,n+1, ..., (K − 1)ai,m−n−l′′ + (K − 2)ai,m−n−l′′ in




With the above strategy, each user transmits m−l′′ levels in two uses of the channel which proves
the lemma because 12(m− l
′′
) = 12(m− (m− 2n− 2p)
+) = 12 min{m, 2n+ 2p} = min{
m
2 , n+ p} =
nmin{α2 , 1 + β}.
4.6 Some Lemmas Used in Proofs of Achievability for Gaussian
Channel
4.6.1 Lemmas for the proof of decodability of forward transmission
In Lemmas 37-39 in the following, assume an interference network with K transmitters and M




hm,kxk + zm, (4.69)
with ym ∈ RT , xk ∈ RT , hm,k ∈ R denoting the channel output of receiver m, channel input of
transmitter k and the channel gain, respectively. The Gaussian white noise with unit variance is
denoted by zm ∈ RT . Also, assume the power constraint E{‖xk‖2} ≤ TP on all the transmitters,
and each transmitted signal xk is built from the lattice points sk = φ(wk) and using a dither as
described in Section 4.3.2.
The following lemma is taken from [Zhu and Gastpar, 2014]:
Lemma 37. [Zhu and Gastpar, 2014, Theorem 2] For any given set of positive numbers β1, . . . , βK ,
and the lattice codes C1, . . . , CK as described in Section 4.3.2, the capacity region is such that the
desired functions fm =
∑
k am,ksk, m ∈ {1, . . . ,M} are obtainable at destinations, with am,k ∈ Z
and the set of rates (R1, . . . , RK) satisfying
Rk < min
{m|m∈Z,1≤m≤M,am,k 6=0}





for all k, where hm , [hm,1, . . . , hm,K ]
t, ãm , [β1am,1, . . . , βKam,K ]
t and am,k ∈ Z for all k ∈
{1, . . . ,K}.
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The following lemma is also similar to [Nazer, 2012, Lemma 1] with some modifications:
Lemma 38. The receiver can make an estimate of the real sum of codewords,
∑J
k=1 xk, with
vanishing probability of error so long as the rate constraints proposed in Lemma 37 hold.
Proof. In [Nazer, 2012, Lemma 1], it is shown that if the conditions in Lemma 37 hold and we
are able to derive
∑
k aksk for the case that the rates of all messages are equal, the real sum of
codewords,
∑
k akxk can be obtained. The proof in [Nazer, 2012, Lemma 1] can be easily extended
to the case where the message rates are different, thus giving the result as in the statement of the
lemma.
Using the following lemma on the properties of lattice codes, the achievability constraints of
our theorems on recovering the summation of lattices are obtained:
Lemma 39. Assuming h1 = · · · = hJ = h, J ≤ K we are able to obtain
∑J
k=1 xk with vanishing













, i ∈ {1, . . . , J}. (4.71)
Proof. In Lemma 37, assume β1 = · · · = βK = 1 and a1 = · · · = aJ = 1 and aJ+1 = · · · = aK = 0.
Then, the rate constraints Ri, i ∈ {1, . . . , J}, need to satisfy:
Ri ≤ log
(
























































Therefore, we are able to derive
∑J
k=1 sk using Lemma 37. Then, by applying Lemma 38 it can
be seen that the real sum of codewords,
∑J
k=1 xk, can be obtained which completes the proof.
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4.6.2 A lemma for the proof of decodability of feedback transmission
Using the following lemma on the properties of lattice codes, the achievability constraints of our
theorems on feeding back the summation of multiple lattices to the transmitters are obtained:
Lemma 40. Assume that each transmitter k ∈ {1, . . . ,K}, is equipped with an encoder Ek of rate
R which maps its message into the channel input as xk that is chosen from a lattice and is a
discrete subgroup of RT (as described in Section 4.3.2). If Rsum is the minimum rate needed for
transmitting
∑K
k=1 xk with error going to zero on feedback links as the block size T → ∞, then
Rsum ≤ R+ logK.
Proof. Assume that each xk, k ∈ {1, . . . ,K}, is a lattice codeword, with rate R. Depending on the
Voronoi region which is in a T -dimensional space, the number of possible values for each xk (the
number of channel coding lattice points in Voronoi cell) is |Λf ∩ VΛc | where Λc is the quantization
lattice with channel coding lattice Λf , and VΛc is the T -dimensional Voronoi cell of the lattice Λc.
Since if all of the K lattices of xk’s are along the same direction, their sum has the maximum length
which is K times the length of each individual xk, the number of possible values for the sum of
messages
∑K




|. Therefore, if Rsum is the rate needed to transmit the






, we have Rsum −R ≤ logK.
4.7 Proof of Theorem 13
We split the proof into three cases: α ≤ 12 , 1/2 < α ≤
2
3 , and α ≥ 2.
Case 1 (α ≤ 12): We use the following parameters in Theorem 10: µ
(1) = 12INR min{2
2CFB , INR−
1}, µ(2) = 1INR −
1
2SNR min{2
2CFB , INR − 1}, and µ(4) = 1INR . We first lower bound the right-hand
sides (RHS) of (4.8)-(4.15) as follows.












1−α min{22CFB , INR− 1}
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1−α min{22CFB , INR− 1}
SNR1−α + 1
)






1−α min{22CFB , INR− 1}
2SNR1−α
)
− log(K + 1)
= log
(
SNR1−α min{22CFB , INR− 1}
SNR1−α
)
− log 4(K + 1)
= log
(
min{22CFB , INR− 1}
)
− log(4(K + 1)), (4.73)
where (a) follows since µ(1:3) ≤ 1, (b) follows since min{22CFB , INR−1} ≤ INR−1, (c) follows since
INR ≤ SNR1−α, and (d) follows since 1 ≤ SNR1−α.










SNR1−α − 12 min{2
2CFB , INR− 1}
1
2 min{22CFB , INR− 1}+ (K − 1) +
1





SNR1−α − 12 min{2
2CFB , INR− 1}
1
2 min{22CFB , INR− 1}+K +
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SNR1−α − 12 min{2
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−min{2CFB, log(INR− 1)} − log(3K), (4.74)
where (a) follows since µ(1:3) ≤ 1, (b) follows since min{22CFB , INR − 1} ≤ INR − 1 and INR ≤











2CFB , INR− 1}












min{22CFB , INR− 1}
)
− log(2K)
= min{2CFB, log(INR− 1)} − log(2K), (4.75)
where (a) follows since µ(1:3) ≤ 1.
RHS of (4.11) is equal to RHS of (4.10) since SNRµ(3) = SNRαµ(1).




















































































min{22CFB , INR− 1}
)
− log(K + 1)
= log
(
min{22CFB , INR− 1}
)
− log 2(K + 1)− 2 log(K − 1)
= min{2CFB, log(INR− 1)} − log 2(K + 1)− 2 log(K − 1), (4.76)





















, (b) follows since µ(1)+µ(4) ≤
1, and (c) follows since 1 ≤ SNR.
























where (a) follows since µ(1) + µ(4) ≤ 1.
Also we do not need (4.12) and (4.13) anymore, because we have tighter bounds for R(1) and
R(3) in (4.75). Thus, we find the achievable rate expressions can be reduced as follows:





−min{2CFB, log(INR− 1)} − log(3K) (4.79)
































Next we will bound the gap between (4.82) and the conjectured rate upper bound in (4.66). We
split this into 2 regimes. The first is when CFB ≤ 12 log(INR − 1), and the second is when CFB >
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1
2 log(INR− 1). In the first case, we find the distance between (4.82) and R
u
sym,0 + CFB to get
















































































































































































































































































In the second case when CFB >
1
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(1 + 2SNR)(1 + 2SNR)













































































108(K − 1)(K)5(K + 1)
)
. (4.84)
From (4.83) and (4.84), find that achievable symmetric rate is within 12 log
(
108(K − 1)(K)5(K + 1)
)
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+K−12 bits to the conjectured upper bound in (4.66) when α ≤
1
2 .
Case 2 (12 ≤ α ≤
2
3): We use following parameters in Theorem 11: µ











}, µ(1) = 1− µ(2:4), and µ(5) = 1− µ(2) − µ(6). We first















































where (a) follows since µ(1:4) = 1, µ(1) ≥ 23 , and µ
(2:4) ≤ 23SNR












































where (a) follows since µ(1:4) = 1, µ(1) ≥ 23 , and µ
(2:4) ≤ 23SNR
1−2α, and (b) follows since SNR2−2α ≥
SNRα ≥ 1.




















































where (a) follows since µ(1:4) = 1, µ(1) ≥ 23 , and µ
(3:4) ≤ 13SNR















1−α max{2−2CFB , INR3
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3SNR1−α max{2−2CFB , INR3
SNR2





4(K + 114 )SNR







4(K + 114 )SNR









































where (a) follows since µ(2) ≥ 112SNR
1−2α, and µ(3:4) ≤ 13SNR
−α.
RHS of (4.31) is equal to RHS of (4.30) since SNRµ(3) = SNRαµ(2).




































































































































where (a) follows since µ(2) + µ(5:6) = 1, and µ(5) ≥ 13 , (b) follows since µ
(2) + µ(6) ≤ 23SNR
1−2α,
and (c) follows since SNR2−2α ≥ SNRα ≥ 1.

















































































, (b) follows since µ(5:6) ≤ 1,
µ(6) ≤ 13SNR
−α, and µ(2) ≥ 112SNR






































− log(K + 3), (4.92)
where (a) follows since µ(6) ≤ 13SNR
−α, and µ(5) ≥ 13 , and (b) follows since SNR
1−α ≥ 1.










































− log(4(K + 2)). (4.93)
Also we do not need (4.33) and (4.34) anymore, because we have tighter bounds for R(2) and R(3)







































































− log(4(K + 2)). (4.99)
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Next we will bound the gap between (4.100) and the conjectured upper bound in (4.66). We split









. In the first case, we find the distance between (4.100) and the bound Rusym,0 +CFB
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as follows.


























































































































































































































































, we find the gap between (4.100) and Rusym,∞ as























































































































































































































































































































From (4.101) and (4.102), we find that the achievable symmetric rate is within 12 log
(











+ K−12 bits to the conjectured upper bound (4.66) when
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1
2 ≤ α ≤
2
3 .
















SNR + 12SNR min{22CFB ,
INR
SNR2








































− log(K + 3)
= log (SNR)− log(K + 3), (4.103)
where (a) follows since µ(1) ≥ 12 , and µ
(1:2) = 1, (b) follows since min{22CFB , INR
SNR2














































} − log(4), (4.104)
CHAPTER 4. ON THE SYMMETRIC K-USER INTERFERENCE CHANNELS WITH
LIMITED FEEDBACK 172




















= log (SNR)− log(3), (4.105)

























































= log (SNR)− log(5), (4.106)
where (a) follows since µ(3) ≥ 12 , and µ
(2:3) = 1, (b) follows since min{22CFB , INR
SNR2
} ≥ 1, and
SNR ≥ 1.















































} − log(4), (4.107)













= log (SNR)− log(2), (4.108)
where (a) follows since µ(3) ≥ 12 .
Thus, by considering (4.51), we find the achievable rate expressions can be reduced as follows:
R(1) ≤ log (SNR)− log(K + 3) (4.109)




} − log (max{4,K − 1}) (4.110)
R(3) ≤ log (SNR)− log(5). (4.111)










} − log (max{4,K − 1})
+ log (SNR)− log(5))









log (5(max{4,K − 1})(K + 3)) . (4.112)
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Define K ′ , 12 log (5(max{4,K − 1})(K + 3)) for notational simplicity in the following. Next, we
will bound the gap between (4.112) and the conjectured upper bound (4.66). We split this into 2









the first case, we bound the gap between (4.112) and Rusym,0 + CFB as follows:
Rusym,0 + CFB −
(









≤ (log(1 + SNR) + CFB)−(









= (log(1 + SNR) + CFB)−
(
log (SNR) + CFB −K ′
)




log (20(max{4,K − 1})(K + 3)) . (4.113)
In the second case we bound the gap between (4.112) and Rusym,∞ as follows:
Rusym,∞ −
(































































































45(max{4,K − 1})K2(K + 3)
)
. (4.114)




45(max{4,K − 1})K2(K + 3)
)
bits to the conjectured upper bound in (4.66) when α ≥ 2.
Combining these three cases together with the gap of 12 log 9 + 16 +
K−1
2 + 3 logK bits when
2/3 < α < 1 regime, and the gap of 12 log 6+6+
K−1
2 +logK bits when 1 < α < 2 (gap between the
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upper bound for the symmetric capacity with perfect feedback in [Mohajer et al., 2013, Theorem
3] and the lower bound for the symmetric capacity with no feedback in [Ordentlich et al., 2014,
Theorem 1]), we find that the achievable symmetric rate is within L bits to the conjectured upper
bound in (4.66), where L is given by (4.67).
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Two-way MIMO Relay Networks
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Chapter 5
On the Capacity Regions of Two-Way
Diamond Channels
In this chapter, we study the capacity regions of two-way diamond channels. We show that for
a linear deterministic model the capacity of the diamond channel in each direction can be simul-
taneously achieved for all values of channel parameters, where the forward and backward channel
parameters are not necessarily the same. We divide the achievability scheme into three cases, de-
pending on the forward and backward channel parameters. For the first case, we use a reverse
amplify-and-forward strategy in the relays. For the second case, we use four relay strategies based
on the reverse amplify-and-forward with some modifications in terms of replacement and repetition
of some stream levels. For the third case, we use two relay strategies based on performing two
rounds of repetitions in a relay. The proposed schemes for deterministic channels are used to find
the capacity regions within constant gaps for two special cases of the Gaussian two-way diamond
channel. First, for the general Gaussian two-way relay channel, the capacity within a constant gap
is achieved with a simpler coding scheme as compared to the prior works. Then, a special symmet-
ric Gaussian two-way diamond model is considered and the capacity region is achieved within four
bits.
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5.1 Introduction
Two-way communication between two nodes was first studied by Shannon [Shannon, 1956]. There
have been many attempts recently to demonstrate two-way communications experimentally [Chen
et al., 1998; Khandani, ; Bliss et al., 2007; Radunovic et al., 2010; Aryafar et al., 2012; Duarte
et al., 2014; Bharadia et al., 2013]. The two-way relay channel where two nodes communicate
to each other in the presence of a single relay, has been widely studied [Oechtering et al., 2008;
Kramer and Shamai, 2007; Kim et al., 2008; Kim et al., 2011; Nam et al., 2010; Wilson et al., 2010;
Nazer and Gastpar, 2011; Rankov and Wittneben, 2006; Ghasemi-Goojani and Behroozi, 2015;
Havary-Nassab et al., 2010; Jiang et al., 2010; K et al., 2012; Song et al., 2013; Yang et al., 2011;
Avestimehr et al., 2010; Gunduz et al., 2008; Yilmaz and Knopp, 2011; Ong and Johnson, 2012].
In this chapter, we will consider the two-way diamond channel, where two nodes communicate to
each other in the presence of two relays.
Some achievable rate regions for the two-way relay channel are based on strategies like decode-
and-forward, compress-and-forward, and amplify-and-forward [Avestimehr et al., 2010; Gunduz et
al., 2008; Sezgin et al., 2006; Yilmaz and Knopp, 2011; Ong and Johnson, 2012; Fong et al., 2012;
Cheng et al., 2013]. The capacity region of the two-way half-duplex relay channel, where the
relay decodes the message is characterized in [Oechtering and Sezgin, 2004]. Network coding type
techniques have been proposed [Katti et al., 2006; Hausl and Hagenauer, 2006; Baik and Chung,
2007] in order to improve the transmission rate. While inferior to traditional routing at low signal-
to-noise-ratios (SNR), it was shown that network coding achieves twice the rate of routing at high
SNR [Katti et al., 2007]. The authors of [Wilson et al., 2010] considered the half-duplex two-
way relay channel with unit channel gains, and found that a combination of a decode-and-forward
strategy using lattice codes and a joint decoding strategy is asymptotically optimal at high SNR.
The authors of [Avestimehr et al., 2008; Avestimehr et al., 2010] studied the capacity of the full-
duplex two-way relay channel with two users and one relay, and found that a rate within three bits
for each user to the capacity can be simultaneously achieved by both users. The result was further
extended in [Nam et al., 2010; Nam et al., 2008], where lattice codes were used to bring the gap
down from three bits to one bit for some special case of channel gains.
The diamond channel was first introduced in [Schein, 2001], and consists of one transmitter, two
relays and a receiver. In this chapter, we study the capacity of the full-duplex two-way diamond
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channel. In [Hu et al., 2010], several techniques, i.e., amplify-and-forward, hybrid decode-amplify-
and-forward with linear combination, hybrid decode-amplify-and-forward with multiplexed coding,
decode-and-forward, and partial decode-and-forward, have been considered for achievability in a
Gaussian diamond reciprocal channel with half-duplex nodes, and it is shown that these techniques
achieve DoF of at most 1, 0.25, 0.25, 0.25, and 0.75, respectively. The two-way half-duplex K-relay
channel has been studied using the amplify-and-forward strategy at the relays [Vaze and Jr., 2009;
Vaze and Jr., 2011; Ng and Schober, 2010; Mirfakhraie, 2010].
The design of relay beamformers based on minimizing the transmit power subject to the received
signal-to-noise ratio constraints was considered in [Mirfakhraie, 2010]. Furthermore, achievability
schemes using time-sharing are investigated in [P. V, 2013] for a symmetric reciprocal diamond
channel with half-duplex nodes and the inner and outer bounds are compared using simulations.
However, we show that the achievability scheme in [P. V, 2013] has an unbounded gap from the
capacity. We note that, to the best of our knowledge, none of the prior works gave a capacity
achieving strategy for a two-way diamond channel.
In this chapter, we consider a linear deterministic model which was proposed in [Avestimehr
et al., 2011], and has been shown to lead to approximate capacity results for Gaussian channels in
[Bresler et al., 2010; Avestimehr et al., 2010; Suh and Tse, 2011; Mohajer et al., 2013; Ashraphijuo
et al., 2016c; Sezgin et al., 2012; Cadambe et al., 2008; Vahid et al., 2012; Ashraphijuo et al., 2013c;
Ashraphijuo et al., 2014a]. We study the capacity region of a two-way linear deterministic diamond
channel where the forward and the backward channel gains are not necessarily the same. We find
that the capacity in each direction can be simultaneously achieved. Thus, each user can transmit
at a rate which is not affected by the fact that the relays receive the superposition of the signals.
In order to achieve the capacity in each direction separately, we develop new transmission
strategies by the transmitters and the relays. The random coding approach in [Avestimehr et al.,
2011] needs multiple rounds of transmission to the relay before the relay decides on the transmit
signals, and is optimal as the number of transmission rounds goes to infinity. However, the proposed
deterministic strategy only need one shot of reception at the relays before their transmission. The
deterministic strategy is constructive and give more intuitions as compared to a random coding
strategy which is nonconstructive. We also note that for one-way relay networks, deterministic
strategies like compress-forward, decode-forward have been shown to achieve better constant gap
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results for Gaussian channel as compared to random coding schemes [Ho et al., 2006; Ahlswede
et al., 2000]. For the special case when the diamond channel reduces to a two-way relay channel
(channel gains to and from one of the relays are zeros), our proposed strategy reduces to a reverse
amplify-and-forward strategy, where the relay reverses the order of the received signals to form the
transmitted signal. The proposed strategy in this case is different from the one in [Avestimehr et
al., 2010] for two-way relay channels, since the relay strategy in [Avestimehr et al., 2010] depends on
the channel parameters, while ours simply reverses the order of the input. On the other hand, the
transmission strategy at the source nodes in our approach is dependent on the channel parameters
unlike that in [Avestimehr et al., 2010]. Thus, the proposed strategy in this chapter makes the
relay strategy simpler by compensating in the transmission strategy at the source nodes. This
proposed simple relay strategy leads to a novel strategy for Gaussian channels. Thus, we extend
the achievability scheme to Gaussian channels, and obtain a simpler approach to achieving capacity
for a two-way relay channel compared with that in [Nam et al., 2010; Nam et al., 2008].
The authors of [Cheng and Devroye, 2014] found the capacity of a one-hop two-way commu-
nication channel. However, the presence of relays bring in new challenges since relay receives
the superposition of incoming signals and the optimal transmission strategy has to be designed.
As a matter of fact, there are also many efforts of combining the random and lattice codes for
two-way channels and relay networks, for example, the coding schemes in [Erez and Zamir, 2004;
Knopp, 2007].
For a general two-way diamond channel, we give different strategies based on the parameters of
both the forward and backward channels. Depending on the forward and backward channel gains
we consider four cases; these cases are further subdivided. Two special cases are Cases 3.1.2 and
4.1.2. Our first main result is that if neither the forward, nor the backward channel is of one of
these two cases, then our proposed reverse amplify-and-forward strategy at the relays is optimal.
We next consider the case that exactly one of the forward and backward channels is of Case
3.1.2 or 4.1.2. Without loss of generality, we assume that the forward channel is of one of the two
mentioned cases. For each of these two cases, we give four new strategies at the relay which involve
various modifications to the reverse amplify-and-forward strategy, such as repeating some of the
streams on multiple levels or changing the order of transmission at some levels at one of the relays.
Furthermore, the transmission strategy for the forward direction is rather straightforward by simply
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sending on the the least significant bits. We show that all these modified strategies achieve the
capacity in the forward direction. The choice of the strategies then depends on the parameters in
the backward direction. We show that for each case of the backward channel, at least one of the
four proposed strategies achieves the capacity for the backward direction. Finally, the case when
both the forward and backward channels are of Case 3.1.2 or 4.1.2 is considered. Here, a modified
form of the relay strategies proposed above is used to achieve the capacity in both directions.
As an extension to the Gaussian model, first we consider the general Gaussian two-way relay
channel and show that the proposed achievability scheme leads to a smaller gap to the cut-set outer
bound compared to the previous works [Avestimehr et al., 2010]. Noting that the treatment for
linear deterministic model involves many cases, extending all of the cases of deterministic channel
to the Gaussian channel model is challenging. Thus, we consider a special case where the forward
and backward channels are Gaussian versions of Case 1 in the linear deterministic model. We take
the symmetric case where channel gains from the nodes to each relay are equal and also channel
gains from each relay to the nodes are equal. For this special case, under certain conditions, we
obtain the achievable rate of each direction that is within four bits of the capacity. The achievability
scheme employs lattice codes, and is the first leading to an approximate capacity result for two-way
diamond channels.
The remainder of this chapter is organized as follows. Section 5.2 introduces the model of a
two-way linear deterministic diamond channel and presents the main capacity result that shows
the capacity for each direction can be achieved. Sections 5.3, 5.4 and 5.5 present the proofs for
various cases of the channel parameters. Section 5.6 introduces the model of a two-way Gaussian
diamond channel and describes our results on the capacity regions. The results include achieving
the capacity within one bit for each direction in the two-way relay channel (if the upper-bound
for two directions are equal) and otherwise achieving the capacity within one bit for the direction
with the lower upper-bound and within two bits for the other direction. The results also include
achieving the capacity within four bits for each direction in the special case of two-way diamond
channel. Section 5.7 concludes the chapter. The detailed proofs of various results in Sections 5.3
and 5.4 are given in Sections 5.8-5.10.
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5.2 Capacity Region of Deterministic Two-Way Diamond Channel
5.2.1 Deterministic Two-Way Diamond Channel Model
The linear deterministic channel model was proposed in [Avestimehr et al., 2011] to focus on signal
interactions instead of the additive noise, and to obtain insights for the Gaussian channel. As shown
in Figure 5.1, a two-way diamond channel consists of two nodes (denoted by A and B) who wish
to communicate to each other through two relays (denoted by R1 and R2). We use non-negative
integers nAk, nBk, nkA, and nkB, to represent the channel gains from node A to Rk, node B to
Rk, Rk to node A, and Rk to node B, respectively, for k ∈ {1, 2}. In this chapter, the links in the
direction from A to B are said to be in the forward direction and those from B to A are in the

















Figure 5.1: A deterministic two-way diamond channel.
Let us define qAR , maxk{nAk}, qRB , maxk{nkB}, qBR , maxk{nBk}, qRA , maxk{nkA},
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qIk , max{nAk, nBk}, and qOk , max{nkA, nkB} for k ∈ {1, 2}. Furthermore, denote the channel
input at transmitter u, for u ∈ {A,B}, at time i as Xu,i = [XquRu,i , · · · , X2u,i, X1u,i]T ∈ F2
quR , such
that X1u,i and X
quR
u,i represent the least and the most significant bits of the transmitted signal,
respectively. Also, we define XRuk,i = [X
quR




u,i , 0, ..., 0︸ ︷︷ ︸
qIk−nuk
]T , for k ∈ {1, 2}.







XRBk,i mod 2, (5.1)
where DqIk
is a qIk × qIk shift matrix as Eq. (9) in [Avestimehr et al., 2011]. Also if we have
Yk,i = [Y
qIk














T , for k ∈ {1, 2}, where
the first (qOk − qIk)+ elements of Vk,i are zero.






→ RqOk is a function at













k,i, · · · , T
nku
k,i , 0, ..., 0︸ ︷︷ ︸
qRu−nku
]T for u ∈ {A,B}.






ku,i mod 2. (5.2)
Source u picks a message Wu that it wishes to communicate to ū (u, ū ∈ {A,B}, u 6= ū), and
transmits signal at each time i which is a function of Wu and Y
i−1
u = {Yu,i−1, Yu,i−2, ..., Yu,1}.
Each destination ū uses a decoder, which is a mapping gū : R
m × |Wū| → {1, ..., |Wu|} from the m
received signals and the message at the receiver to the source message indices (|Wu| is the number of
messages of node u that can be chosen). We say that the rate pair (RA ,
log |WA|
m , RB ,
log |WB |
m ) is
achievable if the probability of error in decoding both messages by their corresponding destinations
can be made arbitrarily close to 0 as m → ∞. The capacity region is the convex hull of all the
achievable rate pairs (RA, RB).
5.2.2 Capacity of Two-Way Linear Deterministic Diamond Channel
In this subsection, we state the main result that the cut-set bound for the diamond channel in
each direction can be simultaneously achieved, thus giving the capacity region for the two-way
linear deterministic diamond channel. It can be seen from Figure 5.1 that max{nA1, nA2} and
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max{n1B, n2B} are cut-set bounds on the transmissions from A and to B, respectively. Moreover,
nA1 +n2B and nA2 +n1B are cut-set bounds on the sum of the two paths for the transmission from
A to B. The same observation can be made for the other direction.
Theorem 15. For the two-way linear deterministic diamond channel, the capacity region is given
as follows:
RA ≤ CAB , min{max{nA1, nA2},max{n1B, n2B}, nA1 + n2B, nA2 + n1B}, (5.3)
RB ≤ CBA , min{max{nB1, nB2},max{n1A, n2A}, nB1 + n2A, nB2 + n1A}. (5.4)
We note that the outer-bound is the cut-set bound, and thus the proof is straightforward. We
will prove the achievability of the rate pair (CAB, CBA).
We consider four main cases and several subcases depending on the forward channel parameters
as follows.
Case 1: CAB = nA2 + n1B.
Case 2: CAB = nA1 + n2B.
Case 3: CAB = max{nA1, nA2}. We call it Type 1, if max{nA1, nA2} = nA1, and Type 2
otherwise. For Type i, where i, j ∈ {1, 2}, i 6= j, we have:
Case 3.1: niB < CAB. We divide it into two sub-cases:
Case 3.1.1: njB ≥ nAj + niB.
Case 3.1.2: njB < nAj + niB.
Case 3.2: niB ≥ CAB.
Case 4: CAB = max{n1B, n2B} We call it Type 1, if max{n1B, n2B} = n1B, and Type 2
otherwise. For Type i, where i, j ∈ {1, 2}, i 6= j, we have:
Case 4.1: nAi < CAB. We divide it into two sub-cases:
Case 4.1.1: nAj ≥ njB + nAi.
Case 4.1.2: nAj < njB + nAi.
Case 4.2: nAi ≥ CAB.
Similarly we divide the backward channel into four main cases and several subcases where the
case definition is obtained by interchanging A and B in the forward direction cases. For instance,
Case 1 in the backward direction is CBA = nB2 + n1A.
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We divide the proof into three parts, depending on the cases in which forward and backward
channel gain parameters lie. The first part is when neither the forward channel nor the backward
channel is of Case 3.1.2 or 4.1.2 (Section 5.3). The second part is when exactly one of the forward
and backward channels is of Case 3.1.2 or 4.1.2 (Section 5.4). And finally the third part is when
both the forward and backward channels are of Case 3.1.2 or 4.1.2 (Section 5.5).
5.3 Neither the forward channel nor backward channel is of Case
3.1.2 or 4.1.2
In this scenario, we use a reverse amplify-and-forward strategy at the relays to achieve the rate
pair (CAB, CBA). Assume a particular relay (say Ri) gets nAi levels from node A and nBi levels
from node B and transmits qOi levels, as shown in Figure 5.2 for nAi = 3, nBi = 6, and q
O
i = 7. It
receives YA1 = [anAi , ..., a1]
T from node A and YB1 = [bnBi , ..., b1]
T from node B. Then it sends out













 mod 2. (5.5)
We call this relay strategy “Relay Strategy 0” (also called reverse amplify-and-forward). We
will keep the strategy at the relays the same, and use different strategies for different cases for
transmission at nodes A and B. Since we need to show that the rate pair (CAB, CBA) is achievable,
it is enough to show that there is a transmission strategy for node A such that with the above relay
strategy, node B is able to decode the data in a one-way diamond channel because any interference
by node B on the received signal can be canceled by node B which knows the interfering signal
(Showing it for one direction is enough since the same arguments hold for the other). Thus,
we only consider one-way diamond channel for this case. We further consider the case when
nA1, nA2, n1B, n2B > 0 since otherwise the diamond channel reduces to a relay channel or no
connection between the nodes A and B, and in both cases it is easy to see that node A sending
CAB bits on the lowest levels achieves this rate in the forward direction.












𝑎1 ⊕ 𝑏1 
𝑅𝑒𝑙𝑎𝑦 (𝑡𝑟𝑎𝑛𝑠𝑚𝑖𝑡) 
𝑎2 ⊕ 𝑏2 





Figure 5.2: Reverse amplify-and-forward as a two-way relay function.
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Section 5.8 proves that there is a transmission strategy for each of the cases (except for Case
3.1.2 or 4.1.2) such that the above relay strategy achieves the capacity of one-way diamond channel.
Example 1. Consider the case (nA1, nA2, n1B, n2B, nB1, nB2, n1A, n2A) = (6, 2, 3, 7, 6, 3, 4, 8). With
these parameters, the forward channel is of Case 1, and the backward channel is of Case 3.1.1 Type
1. We use the transmission strategies corresponding to these cases given in Section 5.8, and shown
in Figure 5.3 that the desired messages can be decoded by both nodes A and B.
Remark 8. It can be seen that performing a reverse amplify-and-forward for Cases 3.1.2 and 4.1.2
does not simply give an optimal strategy, and thus we separate these cases to find optimal strategies













𝑎4 + 𝑏5 
𝑎1 + 𝑏1 
𝑎2 + 𝑏2 
𝑎3 + 𝑏3 
𝑏4 
𝑎5 + 𝑏6 
𝑎5 + 𝑏5 








𝑎5 + 𝑏5 
𝑎4 + 𝑏4 
𝑏6 𝑎5 + 𝑏5 
𝑎4 + 𝑏4 
𝑏6 − 
− 
𝑎4 + 𝑏5 
𝑎1 + 𝑏1 
𝑎2 + 𝑏2 
𝑎3 + 𝑏3 
𝑏4 
𝑎5 + 𝑏6 
𝑎1 + 𝑏1 
𝑎2 + 𝑏2 
𝑎3 + 𝑏3 
𝑎1 + 𝑏1 
𝑎2 + 𝑏2 
𝑎3 + 𝑏3 
𝑎5 + 𝑏5 
𝑎4 + 𝑏4 
𝑏6 
(b) Reception from relays.
Figure 5.3: Example for (nA1, nA2, n1B, n2B, nB1, nB2, n1A, n2A) = (6, 2, 3, 7, 6, 3, 4, 8).
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5.4 Exactly one of the forward and backward channels is of Case
3.1.2 or 4.1.2
We assume that the forward channel is of Case 3.1.2 or 4.1.2 without loss of generality. The other
case where the backward channel is of Case 3.1.2 or 4.1.2 can be proven symmetrically. Since we
need to show that the rate pair (CAB, CBA) is achievable, we will describe a few relay strategies
for which the same transmission strategy is used at node A such that node B is able to decode the
corresponding message. Furthermore, we will show that at least one of these strategies is optimal
for the backward channel for each case of the backward channel parameters. As before we consider
the case when nA1, nA2, n1B, n2B > 0. In the remainder of this section, we assume that the forward
channel is of Case 3.1.2. The case that the forward channel is of Case 4.1.2 is treated in Section
5.10.
When the forward channel is of Case 3.1.2, node A uses the same transmission strategy as Case
3.1.1 in Section 5.8, i.e., it transmits [aCAB , ..., a1]
T . Also, the transmission strategy for node B
depends on the channel gains in the backward direction of the channel, and is the same as that
used in Section 5.8 for each set of parameters.
For the relay strategy, we will choose one of the four strategies explained in the following
depending on the backward channel parameters. We will prove that all of these strategies are
optimal for the forward channel for any set of parameters.
The parameters associated with each relay strategy proposed here are only based on the forward
channel gains, and we will show that at least one of the proposed strategies is optimal for each
choice of the backward channel parameters. Note that using Relay Strategy 0 in both relays, node
B cannot necessarily decode the message if the forward channel is of Case 3.1.2 or 4.1.2, when the
above transmission strategy is used by node A. An example is illustrated in Figure 5.4 when the
forward channel is of Case 3.1.2 and the parameters are nA1 = 4, nA2 = 3, n1B = 3 and n2B = 5.
Remark 9. All relay strategies in this subsection and in Section 5.10 are defined with respect to the
forward channel parameters (and in favor of the forward channel direction1) because we assumed
that the forward channel is either of Case 3.1.2 or 4.1.2 and the backward channel is not of these
cases. We note that Relay Strategy 0 is symmetric and is not dependent on the channel gains in any
1In the sense that the strategies are designed so that the forward communication achieves the capacity.



























Figure 5.4: An example that Relay Strategy 0 does not work.
direction. In Section 5.5, we will generalize some of these strategies to be based on the parameters
of both the forward and the backward channels.
5.4.1 Relay Strategy 1
Assume that the forward channel is of Case 3.1.2 Type i, Relay Strategy 0 is used at Ri, and Relay
Strategy 1 is used at Rī, where i, ī ∈ {1, 2}, i 6= ī. Here, we define Relay Strategy 1 at R2 (forward
channel of Case 3.1.2 Type 1), while that for R1 can be obtained by interchanging roles of relays
R1 and R2 (interchanging 1 and 2 and forward channel of Case 3.1.2 Type 2). As shown in Figure
5.5, if R2 receives a block of nA2 bits, first it adds n2B − nA2 zero bits ahead of the nA2 bits, and
then reverses the whole n2B bits as in Relay Strategy 0 and then changes the order of the first
n1B−(nA1−nA2) streams2 with the next nA1−n1B streams. We assume that [kmax{nAi,nBi}, . . . , k1]
are the received signals at relay i which is a superposition of the signals from the two transmitters
with appropriate shifts.
Node A transmits [aCAB , ..., a1]
T . The received signals can be seen in Figure 5.6. We use
2In the following relay strategies, we divide the streams into multiple sub-streams. The number of streams in each
sub-stream is a non-negative number when the forward channel is of Case 3.1.2 Type 1.
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𝑘𝑛1𝐵−(𝑛𝐴1−𝑛𝐴2)  
𝑘1 














































Figure 5.5: Relay Strategy 1 at R2.
(Ri, Bj) to denote block number j from Ri. Bits that are not delivered to node B from R1 using
Relay Strategy 0, (an1B+1, ..., anA1), are all sent at the highest levels from R2 to node B and thus
are decoded with no interference (block (R2, B1)). The remaining bits can be decoded by starting
from the lowest level of reception in B (an1B in block (R1, B4)) and removing the effect of the
decoded bits and going up.
Also, in case that nA1 = nA2 = n2B, since there are similar transmissions from the relays, R1
does not transmit anything to avoid signal cancellation.
Example 2. Consider the case (nA1, nA2, n1B, n2B, nB1, nB2, n1A, n2A) = (6, 4, 5, 7, 6, 5, 1, 7). With
these parameters, the forward channel is of Case 3.1.2 Type 1, and the backward channel is of Case
3.1.1 Type 1. For the backward channel, we use the transmission strategy corresponding to Case
3.1.1 given in Section 5.8 (transmit [bCBA , · · · , b1]
T ) and for the forward channel, we transmit
[aCAB , ..., a1]
T , as explained at the beginning of this section. Also, R1 uses Relay Strategy 0, and
R2 uses Relay Strategy 1. Figure 5.7 illustrates that the desired messages can be decoded by both
nodes A and B.
5.4.2 Relay Strategy 2
Assume that the forward channel is of Case 3.1.2 Type i, Relay Strategy 0 is used at Ri, and Relay
Strategy 2 is used at Rī, where i, ī ∈ {1, 2}, i 6= ī. Here, we define Relay Strategy 2 at R2 (forward



























𝑛𝐴2 ≤ 𝑛𝐴1 

























































Figure 5.6: Received signals by using Relay Strategy 1 when the forward channel is of Case 3.1.2
Type 1.












𝑎5 + 𝑏5 
𝑎1 + 𝑏1 
𝑎2 + 𝑏2 
𝑎3 + 𝑏3 
𝑏4 + 𝑏4 
𝑎6 + 𝑏6 
𝑎5 + 𝑏4 
𝑎4 + 𝑏3 




𝑎3 + 𝑏2 
𝑏6 




𝑎5 + 𝑏5 
𝑎1 + 𝑏1 
𝑎2 + 𝑏2 
𝑎3 + 𝑏3 
𝑎4 + 𝑏4 
𝑎4 + 𝑏3 
𝑎3 + 𝑏2 
𝑎6 + 𝑏5 
𝑎5 + 𝑏4 
𝑏6 
𝑎4 + 𝑏3 
𝑎3 + 𝑏2 
𝑎6 + 𝑏5 
𝑎5 + 𝑏4 
𝑏6 + 𝑎6 + 𝑏5 
𝑎1 + 𝑏1 
− 
𝑎3 + 𝑏2 
𝑎6 + 𝑏5 
𝑎2 + 𝑏2 + 𝑎5 + 𝑏4 
𝑎1 + 𝑏1 + 𝑎4 + 𝑏3 
𝑎3 + 𝑏3 + 𝑏6 
𝑎5 + 𝑏5 
𝑎4 + 𝑏4 
(b) Reception from relays.
Figure 5.7: Example for (nA1, nA2, n1B, n2B, nB1, nB2, n1A, n2A) = (6, 4, 5, 7, 6, 5, 1, 7) using Relay
Strategy 1.
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channel of Case 3.1.2 Type 1), while that for R1 can be obtained by interchanging roles of R1
and R2 (interchanging 1 and 2 and forward channel of Case 3.1.2 Type 2). It is similar to Relay
Strategy 0 with the only difference that R2 repeats a part of the top nA2 streams after reverse-
amplify-and-forward, as explained below in nine separate scenarios, based on the parameters of the
forward channel. We note that the repetition of streams is based on the received signal at the relay.























Figure 5.8: Dividing the 4-dimensional space consisting of (nA1, nA2, n1B, n2B) into nine subspaces.
As shown in Figure 5.8, we define the partition of the four-dimensional space (nA1, nA2, n1B, n2B)
into nine parts that lead to different received signal structures in node B, as shown in Figures 5.9-
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5.34, respectively. Specifically,
{u1, u2} ={n2B + (nA1 − nA2) ≤ nA2 + n1B, nA2 + n1B < n2B + (nA1 − nA2)}, (5.6)
{v1, v2, v3, v4} ={n1B ≤ (nA1 − nA2) + (n2B − n1B), n1B − (nA1 − nA2) ≤ (nA1 − nA2)+
(n2B − n1B) < n1B, nA2 − (n2B − n1B) ≤ (nA1 − nA2) + (n2B − n1B) < n1B
− (nA1 − nA2), (nA1 − nA2) + (n2B − n1B) < nA2 − (n2B − n1B)}, (5.7)
{w1, w2} ={n1B − (nA1 − nA2) ≤ n2B − n1B, n1B − (nA1 − nA2) > n2B − n1B}, (5.8)
{r1, r2} ={2(2(n1B − n2B + nA2)− nA1) + n2B − nA1 ≤ 2nA2 − nA1 + n1B − n2B,
2(2(n1B − n2B + nA2)− nA1) + n2B − nA1 > 2nA2 − nA1 + n1B − n2B}, (5.9)
{s1, s2, s3} ={nA1 − nA2 ≥ n1B − 2(nA1 − nA2 + n2B − n1B), n2B − nA2 ≥ n1B − 2(nA1 − nA2
+ n2B − n1B) > nA1 − nA2, n1B − 2(nA1 − nA2 + n2B − n1B) > n2B − nA2}.
(5.10)
We present the first case from Figure 5.8 here and leave the rest to Section 5.9.
(u1, v1): Figure 5.9 depicts the received signal at node B (ignoring the effect of transmitted
signal from B) assuming that both relays use Relay Strategy 0. The repetitions will be described
below to show that messages can be decoded with the proposed strategies.
R2 repeats the streams in block (R2, B2) on block (R2, B4). Using this strategy, block (R2, B1)
will be decoded from the top levels of the received signal from R2 since there is no interference
from the other relay. Then, subtract the corresponding signals (blocks (R1, B3) and (R1, B4)).
Furthermore, block (R2, B4) can be decoded from repetitions because their interference is already
decoded. Then, subtract the corresponding signals (block (R2, B2)). Consequently, block (R1, B2)
are decoded because their interference (block (R2, B2)) was decoded earlier. Finally, block (R2, B3)
can be decoded because all its interference signals have been decoded.
Remark 10. In all cases above, we can see that for every V streams that we want to repeat, there
are V + (n2B − nA1) empty spots available, which makes it flexible to place the V streams.
Example 3. Consider the case (nA1, nA2, n1B, n2B, nB1, nB2, n1A, n2A) = (6, 4, 5, 7, 6, 3, 6, 4). With
these parameters, the forward channel is of Case 3.1.2 Type 1, and the backward channel is of Case
1. We use the transmission strategy for node B for Case 1 given in Section 5.8 for the backward
channel and transmit [aCAB , ..., a1]
T for the forward channel. Also, R1 uses Relay Strategy 0, and
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𝑎𝑛𝐴1−𝑛𝐴2+1 











































Figure 5.9: The received signals at node B (ignoring the effect of transmitted signal from B)
assuming that both relays use Relay Strategy 0 for channel parameters of case (u1, v1).
R2 uses Relay Strategy 2. The desired messages can be decoded by both nodes A and B, as illustrated
in Figure 5.10.
Remark 11. For (u1, v3) and (u1, v4, r2, s2) Relay Strategy 2 is equivalent to Relay Strategy 0. An
example is depicted in Figure 5.11 where (nA1, nA2, n1B, n2B) = (10, 8, 7, 10) (Case 3.1.2 Type 1,
(u1, v3)).
5.4.3 Relay Strategy 3
Assume that the forward channel is of Case 3.1.2 Type i, Relay Strategy 0 is used at Ri, and Relay
Strategy 3 is used at Rī, where i, ī ∈ {1, 2}, i 6= ī. Here, we define Relay Strategy 3 at R2 (forward
channel of Case 3.1.2 Type 1), while that for R1 can be obtained by interchanging roles of relays
R1 and R2 (interchanging 1 and 2 and forward channel of Case 3.1.2 Type 2). As shown in Figure
5.12, if R2 receives a block of n2B bits, first it will reverse them as in Relay Strategy 0 and then
changes the order of the nA2 − (n2B − n1B) streams right after the first n2B − n1B streams, with
the following n2B − nA2 streams.











𝑎5 + 𝑏4 
𝑎1 + 𝑏1 
𝑎2 + 𝑏2 
𝑎3 
𝑎4 + 𝑏3 
𝑎6 + 𝑏5 
𝑎5 + 𝑏5 





𝑎3 + 𝑏3 
− 




𝑎5 + 𝑏5 
𝑎1 + 𝑏1 
𝑎2 + 𝑏2 
𝑎3 
𝑎4 + 𝑏4 
𝑎4 + 𝑏4 
𝑎3 + 𝑏3 
𝑎6 
𝑎5 + 𝑏5 
𝑎4 + 𝑏4 
𝑎3 + 𝑏3 
𝑎6 
𝑎5 + 𝑏5 
𝑎6 
𝑎2 + 𝑏2 
𝑎4 + 𝑏4 
𝑎3 + 𝑏3 
𝑎2 + 𝑏2 + 𝑎6 
𝑎1 + 𝑏1 + 𝑎5 + 𝑏5 
𝑎3 + 𝑎6 
𝑎5 + 𝑏5 
𝑎4 + 𝑏4 
𝑎6 
𝑎1 + 𝑏1 
(b) Reception from relays.
Figure 5.10: Example for (nA1, nA2, n1B, n2B, nB1, nB2, n1A, n2A) = (6, 4, 5, 7, 6, 3, 6, 4) using Relay
Strategy 2.





































𝑎6 + 𝑎1 
𝑎7 + 𝑎2 
𝑎8 + 𝑎3 
𝑎9 + 𝑎4 
𝑎10 + 𝑎5 
𝑎6 
𝑎7 


















































Figure 5.12: Relay Strategy 3 at R2.
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Node A transmits [aCAB , ..., a1]
T . The received signals can be seen in Figure 5.13. The block
(R2, B1) will be decoded from the top levels of the received signal from R2 without any interference
from R1. We then subtract the corresponding signals in blocks (R1, B3) and (R1, B4). Also, bits
that were not delivered to node B from R2 using Relay Strategy 0, (a1, ..., anA1−nA2), are decoded
from block (R1, B2) without any interference. The remaining bits can be decoded by starting from



























𝑛𝐴2 ≤ 𝑛𝐴1 

























































Figure 5.13: Received signals by using Relay Strategy 3 when the forward channel is of Case 3.1.2
Type 1.
Example 4. Consider the case (nA1, nA2, n1B, n2B, nB1, nB2, n1A, n2A) = (6, 4, 6, 5, 5, 7, 6, 7). With
these parameters, the forward channel is of Case 3.1.2 Type 1, and the backward channel is of Case
3.2 Type 1. We use the transmission strategy for the backward channel corresponding to this case
given in Section 5.8 (transmit [bCBA , · · · , b1]T ) and transmit [aCAB , ..., a1]
T for the forward channel.
Also, R1 uses Relay Strategy 0, and R2 uses Relay Strategy 3. Figure 5.14 illustrates that the desired
messages can be decoded by both nodes A and B.












𝑎5 + 𝑏5 
𝑎1 + 𝑏1 
𝑎2 + 𝑏2 
𝑎3 + 𝑏3 
𝑏4 + 𝑏4 
𝑎6 + 𝑏6 
𝑎5 + 𝑏4 
𝑎4 + 𝑏3 




𝑎3 + 𝑏2 
𝑏6 
(a) Transmission to relays.
5 6 
7 7 
𝑎5 + 𝑏5 
𝑎1 + 𝑏1 
𝑎2 + 𝑏2 
𝑎3 + 𝑏3 
𝑎4 + 𝑏4 
𝑎4 + 𝑏3 
𝑎3 + 𝑏2 
𝑎6 + 𝑏5 
𝑎5 + 𝑏4 
𝑏6 
𝑎4 + 𝑏3 
𝑎3 + 𝑏2 
𝑎2 + 𝑏2 
𝑎1 + 𝑏1 + 𝑏6 
𝑎3 + 𝑏3 
𝑎5 + 𝑏5 + 𝑎6 + 𝑏5 
𝑎4 + 𝑏4 + 𝑎5 + 𝑏4 
𝑎6 + 𝑏6 
− 
− 
𝑎1 + 𝑏1 + 𝑎4 + 𝑏3 
𝑎3 + 𝑏2 
𝑎3 + 𝑏3 
𝑎2 + 𝑏2 + 𝑏6 
𝑎4 + 𝑏4 
𝑎6 + 𝑏6 + 𝑎6 + 𝑏5 
𝑎5 + 𝑏5 + 𝑎5 + 𝑏4 
(b) Reception from relays.
Figure 5.14: Example for (nA1, nA2, n1B, n2B, nB1, nB2, n1A, n2A) = (6, 4, 6, 5, 5, 7, 6, 7) using Relay
Strategy 3.
5.4.4 Relay Strategy 4
Assume that the forward channel is of Case 3.1.2 Type i, Relay Strategy 0 is used at Rī, where
i, ī ∈ {1, 2}, i 6= ī, and Relay Strategy 4 is used at Ri. Here, we define Relay Strategy 4 at R1
(forward channel of Case 3.1.2 Type 1), while that for R2 can be obtained by interchanging roles of
R1 and R2 (interchanging 1 and 2 and forward channel of Case 3.1.2 Type 2). As shown in Figure
5.15, if R1 receives a block of n1B bits, first it will reverse them as in Relay Strategy 0 and then
changes the order of the first nA1 − nA2 streams with the next n1B − (nA1 − nA2) streams.
Node A transmits [aCAB , ..., a1]
T . The received signals can be seen in Figure 5.16. Bits that are


































Figure 5.15: Relay Strategy 4 at R1.
not delivered to node B from R2 using Relay Strategy 0 in the block (R1, B4) are decoded without
any interference. The remaining bits can be decoded by starting from the highest level (anA1−nA2+1
in block (R2, B1)) and removing the effect of the decoded bits.
Example 5. Consider the case (nA1, nA2, n1B, n2B, nB1, nB2, n1A, n2A) = (6, 4, 6, 5, 5, 7, 6, 7). With
these parameters, the forward channel is of Case 3.1.2 Type 1, and the backward channel is of Case
4.2 Type 1. We use the transmission strategy for the backward channel corresponding to this case
given in Section 5.8 and transmit [aCAB , ..., a1]
T for the forward channel. Also, R2 uses Relay
Strategy 0, and R1 uses Relay Strategy 4. Figure 5.17 illustrates that the desired messages can be
decoded by both nodes A and B.
5.4.5 Achieving the Optimum Rate
Now we explain how the above mentioned strategies achieve the optimal rate for any set of param-
eters on the backward channel.
1. Backward channel is of Case 1:
• Forward channel is of Case 3.1.2 Type 1: If nA2 > nB2, we use Relay Strategy 2 at R2 and
Relay Strategy 0 at R1. Otherwise use Relay Strategy 1 at R2 and Relay Strategy 0 at R1.
Figure 5.18 shows the backward channel when the forward channel is of Case 3.1.2 Type
1. If nA2 > nB2, R2 repeats from the streams that are already decoded from the highest
levels received in A, ((bn1A+1, ..., bn1A+nB2) in green in Figure 5.18) on the lower levels, and

























𝑛𝐴2 ≤ 𝑛𝐴1 

































































Figure 5.16: Received signals by using Relay Strategy 4 when the forward channel is of Case 3.1.2
Type 1.












𝑎5 + 𝑏5 
𝑎1 + 𝑏1 
𝑎2 + 𝑏2 
𝑎3 + 𝑏3 
𝑏4 + 𝑏4 







𝑎3 + 𝑏6 
− 
− 




𝑎5 + 𝑏5 
𝑎1 + 𝑏1 
𝑎2 + 𝑏2 
𝑎3 + 𝑏3 
𝑎4 + 𝑏4 
𝑎4 
𝑎3 + 𝑏6 
𝑎4 
𝑎3 + 𝑏6 
𝑎2 + 𝑏2 
𝑎1 + 𝑏1 
𝑎3 + 𝑏3 
𝑎5 + 𝑏5 + 𝑎6 
𝑎4 + 𝑏4 + 𝑎5 
𝑎6 + 𝑏6 
− 
− 
𝑎1 + 𝑏1 
𝑎3 + 𝑏3 
𝑎2 + 𝑏2 
𝑎4 + 𝑏4 
𝑎6 + 𝑏6 + 𝑎4 





(b) Reception from relays.
Figure 5.17: Example for (nA1, nA2, n1B, n2B, nB1, nB2, n1A, n2A) = (6, 4, 5, 7, 7, 2, 6, 4) using Relay
Strategy 4.
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otherwise it just changes the order of some of the equations at the highest levels received in
A, ((bn1A+1, ..., bn1A+nB2) in green in Figure 5.18), which does not affect the decoding.
• Forward channel is of Case 3.1.2 Type 2: If nA1 > n1A, we use Relay Strategy 2 at R1 and
Relay Strategy 0 at R2. Otherwise use Relay Strategy 1 at R1 and Relay Strategy 0 at R2.
If nA1 > n1A, R1 repeats from the streams (b1, ..., bn1A) received below the noise level in A,




























































𝑛𝐵2 = 𝑐𝐵𝐴 − 𝑛1𝐴 
𝑛1𝐴 = 𝑐𝐵𝐴 − 𝑛𝐵2 
𝑛𝐵1 ≥ 𝑐𝐵𝐴 
𝑛2𝐴 ≥ 𝑐𝐵𝐴 
𝑏𝑛1𝐴+1 
𝑏𝑛𝐵2+𝑛1𝐴 
𝑛2𝐴 − 𝑛𝐵2 
levels 
𝑛𝐵1 − (𝑛𝐵2 + 𝑛1𝐴) 
levels 
𝑛𝐴1 − (𝑛𝐴2 + 𝑛1𝐵) 
levels 




























Repeated here when 
𝒏𝑨𝟐 > 𝒏𝑩𝟐 
Change the order 
when 𝒏𝑨𝟐 ≤ 𝒏𝑩𝟐 
Figure 5.18: Backward channel (Case 1) when forward channel is of Case 3.1.2 Type 1.
2. Backward channel is of Case 2:
• Forward channel is of Case 3.1.2 Type 1: If nA2 > n2A, we use Relay Strategy 1 at R2 and
Relay Strategy 0 at R1. Otherwise use Relay Strategy 2 at R2 and Relay Strategy 0 at R1.
If nA2 > n2A, R2 repeats from the streams (b1, ..., bn2A) received below the noise level in A,
and otherwise it just changes the order of some of the equations (b1, ..., bn2A).
CHAPTER 5. ON THE CAPACITY REGIONS OF TWO-WAY DIAMOND CHANNELS 204
• Forward channel is of Case 3.1.2 Type 2: If nA1 > nB1, we use Relay Strategy 2 at R1 and
Relay Strategy 0 at R2. Otherwise use Relay Strategy 1 at R1 and Relay Strategy 0 at R2.
If nA1 > nB1, R1 repeats from the streams that are already decoded from the highest levels
received in A, (bn2A+1, ..., bn2A+nB1), on the lower levels, and otherwise it just changes the
order of some of the equations at the highest levels received in A, (bn2A+1, ..., bn2A+nB1).
3. Backward channel is of Case 3.1.1: We assume that the backward channel is Type 1. For
Type 2 the argument is similar.
• Forward channel is of Case 3.1.2 Type 1: If nA2 > nB2, we use Relay Strategy 2 at R2 and
Relay Strategy 0 at R1. Otherwise use Relay Strategy 1 at R2 and Relay Strategy 0 at R1.
If nA2 > nB2, R2 repeats from the streams that are already decoded from the highest levels
received in A, (bnB1−nB2+1, ..., bnB1), on the lower levels, and otherwise it just changes the
order of some of the equations at the highest levels received in A, (bnB1−nB2+1, ..., bnB1).
• Forward channel is of Case 3.1.2 Type 2: If nA1 > nB1, we use Relay Strategy 2 at R1 and
Relay Strategy 0 at R2. Otherwise use Relay Strategy 1 at R1 and Relay Strategy 0 at R2.
If nA1 > nB1, R1 repeats from the streams (b1, ..., bn1A) received below the noise level in A,
and otherwise it just changes the order of some of the equations (b1, ..., bn1A).
4. Backward channel is of Case 4.1.1: We assume that the backward channel is Type 1. For
Type 2 the argument is similar.
• Forward channel is of Case 3.1.2 Type 1: If nA2 > n2A, we use Relay Strategy 2 at R2 and
Relay Strategy 0 at R1. Otherwise use Relay Strategy 1 at R2 and Relay Strategy 0 at R1.
If nA2 > n2A, R2 repeats from the streams (b1, ..., bn2A) received below the noise level in A,
and otherwise it just changes the order of some of the equations (b1, ..., bn2A).
• Forward channel is of Case 3.1.2 Type 2: If nA1 > n1A − n2A, we use Relay Strategy 2 at R1
and Relay Strategy 0 at R2. Otherwise use Relay Strategy 1 at R1 and Relay Strategy 0 at R2.
If nA1 > n1A − n2A, R1 repeats from the streams that are already decoded from the highest
levels received in A, (bn2A+1, ..., bn1A), on the lower levels, and otherwise it just changes the
order of some of the equations at the highest levels received in A, (bn2A+1, ..., bn1A).
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5. Backward channel is of Case 3.2: We assume that the backward channel is Type 1. For Type
2 the argument is similar.
• Forward channel is of Case 3.1.2 Type 1: We use Relay Strategy 1 at R2 and Relay Strategy
0 at R1 or Relay Strategy 2 at R2 and Relay Strategy 0 at R1 or Relay Strategy 3 at R2 and
Relay Strategy 0 at R1.
• Forward channel is of Case 3.1.2 Type 2: We use Relay Strategy 4 at R2 and Relay Strategy
0 at R1.
6. Backward channel is of Case 4.2: We assume that the backward channel is Type 1. For Type
2 the argument is similar.
• Forward channel is of Case 3.1.2 Type 1: We use Relay Strategy 1 at R2 and Relay Strategy
0 at R1 or Relay Strategy 2 at R2 and Relay Strategy 0 at R1 or Relay Strategy 3 at R2 and
Relay Strategy 0 at R1.
• Forward channel is of Case 3.1.2 Type 2: We use Relay Strategy 4 at R2 and Relay Strategy
0 at R1.
For the case that forward channel is of Case 4.1.2, the proof is given in Section 5.10. An essential
difference compared to Case 3.1.2 includes the freedom in transmission strategy (there are more
transmission streams at A than the capacity) and no freedom at the receiver side (number of the
reception streams at B is equal to the capacity) for the forward channel.
5.5 Both the forward and backward channels are either of Case
3.1.2 or 4.1.2
In Section 5.4 and Section 5.10, we used Relay Strategy 2 or Relay Strategy 6 as one of the
achievability strategies when the forward channel is of Case 3.1.2 or 4.1.2, respectively. In this
section, we will show that using a modified combination of these strategies achieve the optimal
capacity region when both the forward and backward channels are either of Case 3.1.2 or 4.1.2.
We will define Relay Strategy (mi, ni) at Ri for i ∈ {1, 2}, mi, ni ∈ {0, 2, 6}. If the forward
channel is of Case 3.1.2, at R1, we use m1 = 0 when the forward channel is Type 1 and m1 = 2
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otherwise. At R2, we use m2 = 2 when the forward channel is Type 1 and m2 = 0 otherwise. If
the forward channel is of Case 4.1.2, at R1, we use m1 = 6 when the forward channel is Type 1
and m1 = 0 otherwise. At R2, we use m2 = 0 when the forward channel is Type 1 and m2 = 6
otherwise. The value of ni is determined the same way based on the backward channel parameters.
Relay Strategy (mi, 0) at Ri uses Relay Strategy mi at Ri based on the forward channel pa-
rameters, and Relay Strategy (0, ni) at Ri uses Relay Strategy ni based on the backward channel
parameters. For the remaining strategies (mi, ni) ∈ {(2, 2), (2, 6), (6, 2), (6, 6)} at Ri, we use the
combination of the repetitions suggested by Relay Strategies mi based on the forward channel
parameters, and ni based on the backward channel parameters. If two repetitions that are im-
posed by Relay Strategies 2 and 6 happen to be at the same level in the relay, sum of them will
be transmitted from the relay (modulo 2). However, there are some modifications to account for
repetitions adding to zero modulo 2, or multiple repetitions due to different strategies at the relays.
The modifications are described as follows.
1. If the repetitions happen in the same relay, i.e., m1 = n1 = 0 or m2 = n2 = 0: In case the
repetition of a particular signal by both the forward and backward strategies is suggested at
the same level, the relay transmits the repeated signals that are imposed by Relay Strategies 2
and 6, only once. If different repeated signals are suggested at a particular level, it transmits
the sum of these two signals modulo two.
2. If the repetitions happen in different relays, i.e., m1 = n2 = 0 or m2 = n1 = 0:
(a) In case that the repetitions of some streams from two relays are from the same level and
are repeated on the same level at node B (ignoring the backward signal component) Ri
skips repetitions at the corresponding levels if the forward channel is of Case 4.1.2 Type
i and Rī skips repetitions at the corresponding levels if the forward channel is of Case
3.1.2 Type i.
(b) In case that the repetitions of some streams from two relays are from the same level
and are repeated on the same level at node A (ignoring the forward signal component)
Ri skips repetitions at the corresponding levels if the backward channel is of Case 4.1.2
Type i and Rī skips repetitions at the corresponding levels if the backward channel is of
Case 3.1.2 Type i.
CHAPTER 5. ON THE CAPACITY REGIONS OF TWO-WAY DIAMOND CHANNELS 207
We use the same transmission strategy as in Section 5.4 for channel of both Cases 3.1.2
and 4.1.2. When the forward channel is of Case 3.1.2, node A transmits [aCAB , ..., a1]
T for the
forward channel and when the forward channel is of Case 4.1.2, node A transmits the signal
[ 0, ..., 0︸ ︷︷ ︸
nA1−(n1B−n2B)
, an1B , ..., an2B+1, 0, ..., 0︸ ︷︷ ︸
nA2−(nA1+n2B)
, an2B , ..., a1]
T for the forward channel. Also, simi-
larly, when the backward channel is of Case 3.1.2, node B transmits [bCBA , ..., b1]
T for the back-
ward channel and when the backward channel is of Case 4.1.2, node B transmits the signal
[ 0, ..., 0︸ ︷︷ ︸
nB1−(n1A−n2A)
, bn1A , ..., bn2A+1, 0, ..., 0︸ ︷︷ ︸
nB2−(nB1+n2A)
, bn2A , ..., b1]
T for the backward channel.
For Case 3.1.2 Type 1, all the messages can be decoded with the same order of decoding similar
to the one in Relay Strategy 2 in Section 5.4 based on the partitioning of the parameter space into
nine parts as shown in Figure 5.8. Also for Case 4.1.2 Type 2, all the messages can be decoded
with the same order of decoding similar to the one in Relay Strategy 6 in Section 5.10 based on
the partitioning of the parameter space into seven parts as shown in Figure 5.37. Type 2 cases can
be explained similarly. Here we only discuss one case and omit the others for brevity.
Case 3.1.2 Type 1 and (u1, v1) in Figure 5.8: Figure 5.9 depicts the received signal at node B
(ignoring the effect of transmitted signal from B) assuming that both relays use Relay Strategy
(0,0).
First, consider the case when two repetitions (imposed by Relay Strategies 2 and 6) happen at
different relays, i.e., m1 = n2 = 0. In this case, R2 repeats in favor of the forward channel (uses
Relay Strategy (2, 0)) and R1 repeats in favor of the backward channel (uses Relay Strategy (0, 2)
or (0, 6)). Repeating anA1−nA2+1, ..., an1B by R1 in favor of the backward channel does not affect the
achievability of the forward channel because these signals are decoded from block (R2, B1). Also,
repeating the a1, ..., anA1−nA2 by R1 within the top nA1−nA2 streams (i.e., on block (R1, B2)) does
not affect the decoding since the signals can be decoded from top and their effect can be cancelled.
Repeating any of these signals on the next 2nA2−nA1 +n1B−n2B lower levels by R1 (i.e., on block
(R1, B3)) does not affect the decoding because we can decode those upper nA1−nA2 levels (i.e., on
block (R1, B2)) first and cancel the effect of the repeated signals. If a1, ..., anA1−nA2 is repeated by
R1 on the next lower n2B −nA2 levels (i.e., on block (R1, B4)), in case that the repetitions of some
streams from two relays are from the same level and are repeated on the same level, R2 does not
repeat for those levels as was explained in the definition of the strategies, so there is no problem in
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decoding the forward channel. If any of them is repeated in any lower level by R1 (i.e. below block
4 in Figure 5.9), these are out of range and does not have effect on decoding the forward channel.
Now, take the case that the repetitions in favor of the forward and backward channels both
happen in R2, i.e., (m1, n1) = (0, 0). In this case, R2 repeats in favor of both directions ((m2, n2) ∈
{(2, 2), (2, 6)}) and R1 uses Relay Strategy (0, 0), i.e., Relay Strategy 0. Repeating the signals
anA1−nA2+1, ..., anA1−nA2+n2B−n1B in favor of the backward channel does not affect the achievabil-
ity of the forward channel because these signals are decoded from the top levels of the received signal
from the same relay (i.e., on block (R2, B1)). Repeating anA1−nA2+n2B−n1B+1, ..., a2nA1−2nA2+n2B−n1B
within the next top nA1 − nA2 streams (i.e., on block (R2, B2)) does not affect the decoding since
the signals can be decoded from top and their effect can be cancelled. Repeating any of them on the
next 2nA2−nA1+n1B−n2B lower levels (i.e., on block (R2, B3)) does not affect the decoding because
node B can decode the upper nA1−nA2 levels (i.e., on block (R2, B2)) first and cancel the effect of
the repeated signals. If anA1−nA2+n2B−n1B+1, ..., a2nA1−2nA2+n2B−n1B is repeated on the next lower
n2B−nA2 levels (i.e., on block (R2, B4)), it does not affect the decoding because as it was explained
in the definition of the strategies, in case that the repetitions of some streams from two relays are
from the same levels and are supposed to be repeated on the same level, R2 does not repeat for
those levels and repeats those streams only one time. If any of a2nA1−2nA2+n2B−n1B+1, ..., anA1 is
repeated on the next lower n2B−nA2 levels (i.e., on block (R2, B4)), it does not affect the decoding
since the signals can be decoded from top and their effect can be cancelled. If any of them is
repeated in any lower level by R2 (i.e. below block 4 in Figure 5.9), it is out of range and does not
have effect on decoding of forward channel.
Example 6. Consider the case (nA1, nA2, n1B, n2B, nB1, nB2, n1A, n2A) = (6, 4, 5, 7, 6, 8, 7, 5). With
these parameters, the forward channel is of Case 3.1.2 Type 1, and the backward channel is of Case
4.1.2 Type 1. A transmits [aCAB , ..., a1]
T and B transmits [ 0, ..., 0︸ ︷︷ ︸
max{nB1,nB2}−CBA
, bCBA , ..., b1]
T . Relay
R2 uses Relay Strategy (2,0) and R1 uses Relay Strategy (0,6). See in Figure 5.19 that the messages
can be decoded by both nodes A and B.












𝑎5 + 𝑏7 
𝑎1 + 𝑏3 
𝑎2 + 𝑏4 
𝑎3 + 𝑏5 
𝑎4 + 𝑏6 
𝑎6 
𝑎5 + 𝑏3 
𝑎4 + 𝑏2 
















𝑎5 + 𝑏7 
𝑎1 + 𝑏3 
𝑎2 + 𝑏4 
𝑎3 + 𝑏5 
𝑎4 + 𝑏6 
𝑎5 + 𝑏3 
𝑎4 + 𝑏2 
𝑎3 + 𝑏1 
𝑎6 + 𝑏4 
𝑏5 + 𝑎6 + 𝑏4 
𝑎2 + 𝑏4 
𝑎1 + 𝑏3 
𝑎4 + 𝑏2 + 𝑎4 + 𝑏6 
𝑎3 + 𝑏1 + 𝑎3 + 𝑏5 
𝑎5 + 𝑏3 + 𝑎5 + 𝑏7 
𝑏5 + 𝑎6 + 𝑏4 
𝑎6 + 𝑏4 + 𝑎6 + 𝑎4 + 𝑏6 
𝑎4 + 𝑏2 
𝑎3 + 𝑏1 
𝑎2 + 𝑏4 + 𝑎6 + 𝑏4 
𝑎1 + 𝑏3 + 𝑎5 + 𝑏3 
𝑎3 + 𝑏5 + 𝑏5 + 𝑎6 + 𝑏4 
𝑎5 + 𝑏7 
𝑎4 + 𝑏6 
𝑎6 + 𝑎4 + 𝑏6 
𝑏6 
𝑏7 
(b) Reception from relays.
Figure 5.19: Example for (nA1, nA2, n1B, n2B, nB1, nB2, n1A, n2A) = (6, 4, 5, 7, 6, 8, 7, 5). The red
part in the transmission from R1 is due to the repeat strategy for backward channel (b1) and the
red part in the transmission from R2 is due to the repeat strategy for forward channel (a2).
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5.6 Gaussian Diamond Channels
In this section we first present the Gaussian diamond channel model. Then, we present our results
on the capacity of the two-way Gaussian relay channel and a special case of the two-way Gaussian
diamond channel.
5.6.1 System Model
A two-way Gaussian diamond channel consists of two nodes A and B who wish to communicate to
each other through two relays R1 and R2. We assume there is no direct link between A and B and
between R1 and R2. The channels are assumed time-invariant and known to all nodes, the channel
gains from node i to the Rj is denoted by hij and the channel gain from the Rj to node i to is
denoted by hji for i ∈ {A,B} and j ∈ {1, 2}. The channel parameters hij ∈ C. We assume that all
the nodes know the channel gains of all the links. The received signals at the relays are given by:
Y1(t) = hA1XA(t) + hB1XB(t) + Z1(t), (5.11)
Y2(t) = hA2XA(t) + hB2XB(t) + Z2(t), (5.12)
whereXA(t), XB(t) ∈ C are the transmitted signals from nodesA andB, respectively. Z1(t), Z2(t) ∼
CN(0, 1) are i.i.d. Gaussian noise at the relays. The received signals at the nodes are given by:
YA(t) = hA1X1(t) + hA2X2(t) + ZA(t), (5.13)
YB(t) = hB2X2(t) + hB1X1(t) + ZB(t). (5.14)
where Xj(t) ∈ C, j ∈ {1, 2} is the transmitted signal from Rj . ZA(t), ZB(t) ∼ CN(0, 1) are i.i.d.






for i ∈ {A,B, 1, 2}. Let RA and RB be the data rates of nodes A and B, respectively. In a period
consisting of N channel symbols, node A wants to send one of the 2NRA codewords to node B,
and node B wants to send one of the 2NRB codewords to node A. A (2NRA , 2NRB , N) code for
the two-way Gaussian diamond channel consists of two message sets MA = {1, 2, ..., 2NRA} and
MB = {1, 2, ..., 2NRB}, two encoding functions at each time t as
fit : (Mi, Y
t−1
i )→ C
N , i ∈ A,B, (5.16)
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two relay functions at each time t as
φjt : CN → CN , j ∈ 1, 2, (5.17)
and two decoding functions
gA : CN ×MA →MB, gB : CN ×MB →MA. (5.18)
For i = A,B, node i transmits the codeword fi(mi), where mi is the message to be transmitted.
For j = 1, 2, relay j applies the function φj to its received signal and transmits the resulting signal.
Let the received signals at the nodes A and B be Y NA and Y
N
B , respectively, where the superscript N
denotes a sequence of length N . We note that the decoding function gi uses the message from node
i as input as well. We say that a decoding error occurs if gA(Y
N
A ,mA) 6= mB or gB(Y NB ,mB) 6=











B ,mB) 6= mA|(mA,mB) is sent}.
A rate pair (RA, RB) is said to be achievable if there exists a sequence of (2
NRA , 2NRB , N)
codes, satisfying the power constraints in (5.15) with PNe → 0 as N → ∞. The capacity region is
the convex hull of all achievable rate pairs (RA, RB). The two-way Gaussian diamond channel is
characterized by the set of channel parameters (hA1, hA2, h1B, h2B, hB1, hB2, h1A, h2A).
5.6.2 Results for Two-Way Gaussian Relay Channel
In a diamond channel, if channel gains to and from one relay are zero, we have a two-way relay
channel. There are several works on two-way Gaussian relay channels. In [Avestimehr et al., 2009;
Sezgin et al., 2006], a deterministic approach was used to achieve the information theoretic cut-
set bound [Cover and Thomas, 1991] within 3 bits for each user. Later, in [Nam et al., 2010],
the achievable rate region is within 1 bit from the capacity region for each user for the general
Gaussian two-way relay channel. The achievability scheme in [Nam et al., 2010] is composed of
nested lattice codes for the uplink and structured binning for the downlink. Their codes utilize two
different shaping lattices for source nodes based on a three-stage lattice partition chain to satisfy
their different transmit power constraints. Here we propose a simpler achievability scheme for a
general two-way Gaussian relay channel compared to [Nam et al., 2010; Sezgin et al., 2006]. Define
hAB , min{|hA1|, |h1B|} and hBA , min{|hB1|, |h1A|}. By symmetry we can assume |hBA| ≤ |hAB|.
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WA and WB are the messages of nodes A and B, respectively, that they want to convey to the
other node. We divide the message from A to B to two parts, as WA = (WA1,WA2).
Theorem 16. For the two-way Gaussian relay channel with the parameters of (hA1, hB1, h1A, h1B),
the capacity region is outer-bounded by the following region
RAB ≤ min{log(1 + |hA1|2), log(1 + |h1B|2)} = log(1 + hAB2),
RBA ≤ min{log(1 + |hB1|2), log(1 + |h1A|2)} = log(1 + hBA2). (5.19)
Furthermore, if hAB = hBA, this region is achievable within 1 bit for each user and otherwise
assuming hAB < hBA, then this region is achievable within 1 bit for the A → B direction and
within 2 bits for the B → A direction.
Proof. The above outer-bound results from the cut-set bound. In order to encode WA1 and WB,
we use the common lattice code Λ = Λf ∩ νc3. Let sA be the lattice codeword to which WA1 is
mapped and sB be the lattice codeword to which WB is mapped, and define XL = sA + sB. We
use the signal X
(2)
A to encode WA2 which is Gaussian with unit power.




1− α1X(2)A where 0 ≤ α1 ≤ 1 and cA = [sA − dA] mod Λc with unit power, and dA is a random
dither uniformly distributed over νc, and shared between both transceivers and both relays. Also,
transceiver B sends the signal |hBA||hB1| cB where cB = [sB − dB] mod Λc, and dB is a random dither




so that cA and cB arrive at the relay with the same power and add together as
3 We use a nested lattice code [Zamir et al., 2002] which is generated using a quantization lattice for shaping and
a channel coding lattice. We have T -dimensional nested lattices Λc ⊆ Λf , where Λc is a quantization lattice with
σ2(Λc) = 1 and G(Λc) ≈ 1/2πe, and Λf is a good channel coding lattice. We construct a codebook Λ = Λf ∩ νc,
where νc is the Voronoi cell of the lattice Λc. We will use the following properties of lattice codes [Mohajer et al.,
2013]:
1. Codebook Λ is a closed set with respect to summation under the “mod Λc” operation, i.e., if x1, x2 ∈ Λ are
two codewords, then (x1 + x2) mod Λc ∈ Λ is also a codeword.
2. Lattice code Λ can be used to reliably transmit up to rate R = log(SNR) over a Gaussian channel modeled by
Y =
√
SNRX + Z with E[Z2] = 1, while a more sophisticated scheme can achieve rate R = log(1 + SNR).
For more detail refer to [Urbanke and Rimoldi, 1998; Erez and Zamir, 2004; Erez et al., 2005].
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a lattice code. Messages from sA and sB are being sent with rate Ru and messages from X
(2)
A is
being sent with rate Rv. So, RAB = Ru +Rv and RBA = Ru.






A +ZR. The signal X
(2)
A (which











Recall that XL = [sA+sB mod Λc] = [cA+cB +(dA+dB) mod Λc] ∈ Λ. So it can be decoded
from the received signal after subtracting the signal X
(2)






Then, we use a structured binning for the transmission from the relay to nodes A and B. We
generate 2nRu length-n sequences with each element i.i.d. according to CN(0, 1). These sequences
form a codebook ΛR. We assume one-to-one correspondence between each t ∈ ΛA and a codeword
XR ∈ ΛR. To make this correspondence explicit, we use the notation XR(t). After the relay
decodes X̂L, it transmits XR(X̂L) at the next block to nodes A and B. X̂L is uniform over ΛA,





0 ≤ α2 ≤ 1.
Node B can decode XL taking X
(2)






1 + (1− α2)|h1B|2
)
. (5.22)
Then, B can decode X
(2)
A after decoding XL if:
Rv ≤ log
(
1 + (1− α2)|h1B|2
)
. (5.23)
Also, A can decode XL taking X
(2)





1 + (1− α2)|h1A|2
)
. (5.24)
Now, we show that we can achieve the capacity within 1 bit for B → A direction and within 2 bits
for A→ B direction, by showing Roptu ≥ log(1 + |hBA|2)− 1 and Roptu +Roptv ≥ log(1 + |hAB|2)− 2.
In other words, it is enough to show that Roptu ≥ log(1 + |hBA|2)− 1 and Roptv ≥ log(1 + |hAB|2)−
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log(1+ |hBA|2)−1. We also assume that all the links have |hij | ≥ 1 otherwise we take it as zero and
that direction does not send. We only need to prove that the above equations satisfy the claimed
gap. For all the equations in (5.20)-(5.24), we need to show that the RHS for those ones with Ru,
is ≥ log(1 + |hBA|2)− 1 and RHS for those ones with Rv, is ≥ log(1 + |hAB|2)− log(1 + |hBA|2)− 1.
Thus, we need to show the following.









 ≥ log(1 + |hAB|2)− log(1 + |hBA|2)− 1,(5.25)




≥ log(1 + |hBA|2)− 1, (5.26)




1 + (1− α2)|h1B|2
)
≥ log(1 + |hBA|2)− 1, (5.27)
RHS of (5.23): log
(
1 + (1− α2)|h1B|2
)
≥ log(1 + |hAB|2)− log(1 + |hBA|2)− 1. (5.28)




1 + (1− α2)|h1A|2
)
≥ log(1 + |hBA|2)− 1, (5.29)
where Eqs. (5.25) and (5.26) trivially hold. (5.27), (5.29) and (5.28) are, respectively, equivalent
to:
α2 ≥








2(1 + |h1B|2)(1 + |hBA|2)− (1 + |hAB|2)
2(|h1B|2)(1 + |hBA|2)
. (5.32)
If we name h1 = min{|h1A|, |h1B|}, and f(x) = (1+x
2)(−1+|hBA|2)
(x2)(1+|hBA|2)
, we can see that 1 ≥ f(h1) ≥
f(|h1A|), f(|h1A|). So, α2 = f(h1) satisfies (5.30) and (5.31). Also, α2 = f(h1) satisfies (5.32). This
completes the proof of the Theorem.
Corollary 11. For a Gaussian diamond relay channel the following sum-rate is achievable by using







Proof. It follows from Theorem 16.
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Remark 12. We used a strategy similar to Relay Strategy 0 which was introduced for the deter-
ministic channel in Section 5.3. The transmitter of the direction with higher rate divides its power
for two signals. It sends a signal that combined with the signal received from the other transmitter
forms a lattice code at the relay, and the rest of the power is allocated to the other signal. Then the
relay performs a reverse amplify and sends the lattice code on a higher power which will be decoded
by both receivers and the other signal on a lower power which will be decoded only by one of the
receivers.
5.6.3 Results for Two-Way Gaussian Diamond Model
In this subsection, we will give an achievability scheme for a symmetric case of two-way Gaussian
diamond channel with parameters (hA1, hA2, h1B, h2B) = (hB1, hB2, h1A, h2A) = (a, b, c, d) (Figure
5.20) that satisfy log(1+|a|2) ≥ log(1+|c|2)+log(1+|b|2) and log(1+|d|2) ≥ log(1+|c|2)+log(1+|b|2),









Figure 5.20: The investigated reciprocal two-way Gaussian diamond channel.
Theorem 17. For the two-way symmetric Gaussian diamond channel in Figure 5.20 that satisfy
log(1+ |a|2) ≥ log(1+ |c|2)+log(1+ |b|2) and log(1+ |d|2) ≥ log(1+ |c|2)+log(1+ |b|2), the capacity
region is outer-bounded by the following region
RAB, RBA ≤ min{log(1 + |a|2 + |b|2), log(1 + |c|2 + |d|2),
log(1 + |c|2) + log(1 + |b|2), log(1 + |d|2) + log(1 + |a|2)}
= log(1 + |c|2) + log(1 + |b|2). (5.34)
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Further, this region is achievable within 4 bits in each direction.
Proof. The above outer-bound results from the cut-set bound. Take WA and WB as the messages
of the nodes A and B, respectively, that they want to convey to the other node. We divide the
messages WA and WB into two parts, as WA = (WA1,WA2) and WB = (WB1,WB2).
In order to encode WAi and WBi, where i ∈ {1, 2}, we use the common lattice code Λi defined
in the last subsection. Let sAi be the lattice codeword to which WAi is mapped and sBi be the
lattice codeword to which WBi is mapped, and define XLi = sAi + sBi .




1− α2cu2 where 0 ≤ α2 ≤ 1 and cui = [sui − dui ] mod Λc, and dui is a random dither uniformly




which is equivalent to |b| = α2√
1−α2
. The rate of sA1 and sB1 is being shown by
Ru and the rate of sA2 and sB2 is being shown by Rv. So, RAB = RBA = Ru +Rv. We can decode
both sA1 and sA2 in B and sB1 and sB2 in A with the following strategy.
Recall that XLi = [sAi + sBi mod Λc] = [cAi + cBi + (dAi + dBi) mod Λc] ∈ Λi. R1 can decode
















(1− α2)|b|2 + 1
)
, (5.37)
Then, we use a structured binning for the transmission from the relays to the nodes A and B.
We generate 2nRi n-sequences with each element i.i.d. according to CN(0, 1), for i ∈ {u, v}. These
sequences form a codebook ΛiR. We assume one-to-one correspondence between each t ∈ ΛAi and a
codeword XRj ∈ ΛiR. To make this correspondence explicit, we use the notation XRj (t) for the Rj .
After R1 decodes X̂L1 and X̂L2 , and R2 decodes X̂L1 , for i, j ∈ {1, 2}, i 6= j, Rj transmits
XRj (X̂Li) at the next block to nodes A and B. X̂Li is uniform over ΛAi , and, thus, XRj (X̂Li) is
also uniformly chosen from ΛiR. Then, Rj sends out XRj .
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The node B decodes XL1 with low probability of error as long as (5.38) holds by considering













Now, we show all the bounds (5.35)-(5.39) satisfy the four bit gap to the outer bounds as in
the statement of the theorem.
RHS of (5.35): log
(
α2|a|2























− 1− log 3. (5.40)
































RHS of (5.37): log
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α2|b|2
































CHAPTER 5. ON THE CAPACITY REGIONS OF TWO-WAY DIAMOND CHANNELS 218








































(|b|2 + 1)(|c|2 + 1)− 1
) 1
1 + |b|2
= |c|2 + 1− 1
1 + |b|2
= 1 +




where (b) follows from the fact that |b|, |c| ≥ 1.
This shows that RAB can be achieved within 4 bits of the outer bound for the forward channel
by symmetry. It can be also seen that we can achieve RBA within 4 bits of the outer bound for the
backward channel.
Remark 13. Due to the fact that this model corresponds to a special case of Case 1 (for both
directions) we used a strategy similar to Relay Strategy 0, by using reverse amplify-and-forward.
Remark 14. The authors of [P. V, 2013] considered a reciprocal two-way diamond channel, and
gave an achievable rate region. For the case of hi = |hAi| = |hiA| = |hBi| = |hiB|, for i ∈ {1, 2},












our achievable region in Corollary 11 with one relay node can achieve within 5 bits of the cut-set
upper bound
2 log(1 + max{h21, h22})− 3 = 2 log(2 + 2 max{h21, h22})− 5 ≥ 2 log(1 + h21 + h22)− 5. (5.45)
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For the case of |hA2| = |h2A| = |hB2| = |h2B| = 50 and |hA1| = |h1A| = |hB1| = |h1B| = 5000,
we can see a comparison of our achievable sum-rate in Corollary 11 and the achievable sum-rate








2) given in [P. V, 2013], in Figure 5.21.
















Figure 5.21: An comparison of our results and prior work for |hA2| = |h2A| = |hB2| = |h2B| = 50
and |hA1| = |h1A| = |hB1| = |h1B| = 5000.
Remark 15. For general two-way Gaussian diamond channels, an achievability scheme idea is
inspired from the deterministic channel results. Each set of streams in deterministic scheme that
is being transmitted together with similar interfering properties can be considered as a group. For
example, for (nA1, nA2, n1B, n2B, nB1, nB2, n1A, n2A) = (n, q, p,m, n, q, p,m) where m,n ≥ p, q we
can make A2 = [ap, ..., a1]
T , A1 = [ap+q, ..., ap+1]
T , B2 = [bp, ..., b1]
T and B1 = [bp+q, ..., bp+1]
T














T . In deter-
ministic model, we simply send them in the reverse direction but in Gaussian model it is neces-
sary to decode the sums of the groups of received signals as lattice codes in the descending or-
der. One difference of the deterministic model as compared to the Gaussian model is that we
may need to set a distance between the groups of streams but there is not such a thing in the
Gaussian model. There are some complexities due to which the general Gaussian model seems
intractable. The main one is that in Gaussian case, each equivalent group of streams correspon-
dent from deterministic model, is translated into a unique message and there is a power allocation
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for each one that should be optimized based on the the resulting bounds. For any set of chan-
nel parameters (hA1, hA2, h1B, h2B, hB1, hB2, h1A, h2A), we can use the corresponding achievability
scheme in deterministic channel with parameters (nA1, nA2, n1B, n2B, nB1, nB2, n1A, n2A) by a cor-
responding relationship from (log(1 + |hA1|2), log(1 + |hA2|2), log(1 + |h1B|2), log(1 + |h2B|2), log(1 +
|hB1|2), log(1+ |hB2|2), log(1+ |h1A|2), log(1+ |h2A|2)) and decode the sum of each d received signals
as a d-dimensional nested lattice code [Zamir et al., 2002] (instead of simply adding them), which
at most causes one bit of decrease in the rate of each of the messages included in the lattice codes.
Exploring the gap for the general two-way Gaussian diamond channel is a case by case analysis,
and we leave that as an important next step.
5.7 Summary
In this chapter, we studied the capacity of the bidirectional (or two-way) diamond channel with two
nodes and two relays. We used the deterministic approach to capture the essence of the problem
and to determine capacity-achieving transmission and relay strategies. Depending on the forward
and backward channel gains, we used either a reverse amplify-and-forward or a particular modified
strategy involving repetitions, and reversing order of some streams at the relays. The proposed
scheme is used to find the capacity region within a constant gap in two special cases of the Gaussian
diamond channel. First, for the general two-way Gaussian relay channel a smaller gap is achieved
compared to the prior works. Then, a special symmetric case of the Gaussian diamond model is
considered and capacity region is achieved within 4 bits.
5.8 Transmission Strategies when diamond channel is neither Case
3.1.2 nor 4.1.2
We consider the transmission strategy for different cases as follows.
Case 1: CAB = nA2 + n1B: Since we have CAB = nA2 + n1B, (5.3) shows that nA1, n2B ≥ CAB.
We send the data from A as [aCAB , ..., an1B+1, 0, ..., 0︸ ︷︷ ︸
nA1−(nA2+n1B)
, an1B , ..., a1]
T . Node B can decode all
CAB streams as illustrated in Figure 5.22.




























































𝑛𝐴2 = 𝑐𝐴𝐵 − 𝑛1𝐵 
𝑛1𝐵 = 𝑐𝐴𝐵 − 𝑛𝐴2 
𝑛𝐴1 ≥ 𝑐𝐴𝐵 
𝑛2𝐵 ≥ 𝑐𝐴𝐵 
𝑎𝑛1𝐵+1 
𝑎𝑛𝐴2+𝑛1𝐵  
𝑛2𝐵 − 𝑛𝐴2 
levels 
𝑛𝐴1 − (𝑛𝐴2 + 𝑛1𝐵) 
levels 
𝑛𝐴1 − (𝑛𝐴2 + 𝑛1𝐵) 
levels 
𝑛2𝐵 − (𝑛𝐴2 + 𝑛1𝐵) 
levels 
𝑨 𝑩 
Figure 5.22: Achievability scheme for Case 1 by using Relay Strategy 0.
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Case 2: CAB = nA1 + n2B: We send the data from A as [aCAB , ..., an2B+1, 0, ..., 0, an2B , ..., a1]
T
with nA2 − (nA1 + n2B) zeros in it. The proof is similar to Case 1, obtained by interchanging R1
and R2 and is thus omitted.
Case 3: CAB = max{nA1, nA2}: We assume that the channel is of Type 1. For Type 2 the proof
is similar. We have CAB = max{nA1, nA2} = nA1.
Case 3.1.1: n1B < CAB, n2B ≥ nA2 +n1B: Since CAB = max{nA1, nA2} = nA1 and n1B < CAB,
(5.3) shows that n2B ≥ CAB. Since A can transmit CAB bits that can be heard by at least one




























𝑛𝐴1 > 𝑛1𝐵 ≥ 𝑛𝐴1 − 𝑛𝐴2 




















𝑛2𝐵 − 𝑛𝐴2 
levels 
𝑛2𝐵 − (𝑛𝐴2 + 𝑛1𝐵) 
levels 
𝑛𝐴1(𝐶𝐴𝐵) 
𝑛𝐴2 ≤ 𝑛𝐴1 
𝑨 
𝑩 
Figure 5.23: Achievability scheme for Case 3.1.1 by using Relay Strategy 0.
Case 3.2: n1B ≥ CAB: As in Subcase 3.1.1, A can only send CAB streams, and Figure 5.24
illustrates that node B is able to decode the data. For decoding, if anA1−nA2+1 received from R2
is below all levels of the other relay received at node B, i.e., below anA1 from R1, we decode the
streams from R1 without interference. Otherwise, while a stream, av, is the one being added from
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R1 to anA1−nA2+1 received from R2, if v > nA1 − nA2 + 1 we decode the streams starting from the
highest level a1 and then subtract them from the signal before decoding the next lower stream, and
if v < nA1 − nA2 + 1 we decode the streams starting from the lowest level, anA1 , and then subtract




























𝑛𝐴2 ≤ 𝑛𝐴1 

























































Figure 5.24: Achievability scheme for Case 3.2 by using Relay Strategy 0.
Case 4: CAB = max{n1B, n2B}; We assume that the channel is of Type 1. For Type 2 the proof
is similar. We have CAB = max{n1B, n2B} = n1B.
Case 4.1.1: nA1 < CAB, nA2 ≥ n2B + nA1: Since CAB = max{n1B, n2B} and nA1 < CAB,
(5.3) shows that nA2 ≥ CAB. Node A transmits CAB streams as follows. It sends nothing on
the highest nA1 − (n1B − n2B) levels, an1B ,...,an2B+1 on the next levels, again nothing on the next
nA2− (nA1 +n2B) levels and an2B ,...,a1 on the next levels. B can decode all CAB bits as illustrated
in Figure 5.25. All the required streams reach R2 since the number of levels is n1B+nA2−nA1−n2B
which is less than or equal to the number of the received stream levels, nA2. Also [an1B , ..., an2B+1]
T
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are the lowest levels at R1 because there are nA1− (n1B−n2B) zeros above them and they together





















𝑛1𝐵 > 𝑛𝐴1 ≥ 𝑛1𝐵 − 𝑛2𝐵 










































𝑛𝐴2 − (𝑛𝐴1 + 𝑛2𝐵) 
levels 












Figure 5.25: Achievability scheme for Case 4.1.1 by using Relay Strategy 0.
Case 4.2: nA1 ≥ CAB: In this case, node A transmits CAB bits on the lowest levels, and Figure
5.26 illustrates that node B can decode the data. For decoding, while a stream, av, is the one
being added from R1 to amin{n1B ,nA1−nA2}+1 received from R2, if v > min{n1B, nA1 − nA2}+ 1 we
decode the streams starting from the highest level a1 and then subtract them from the signal before
decoding the next lower stream, and if v < min{n1B, nA1−nA2}+1 we decode the streams starting
from the lowest level an1B and then subtract them from the signal before decoding the next upper
stream.
5.9 Relay Strategy 2
1. (u1, v1): It is given in Section 5.4.










































𝑛𝐴1 − 𝑛1𝐵 
levels 
















































Figure 5.26: Achievability scheme for Case 4.2 by using Relay Strategy 0.
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2. (u1, v2): As shown in Figure 5.27, R2 repeats block (R2, B3) on block (R2, B5). The decoding
𝑎𝑛𝐴1−𝑛𝐴2+1 
















































Figure 5.27: The received signals at node B (ignoring the effect of transmitted signal from B)
assuming that both relays use Relay Strategy 0 for channel parameters of case (u1, v2).
order is
decode & subtract (R2, B1)→ subtract (R1, B4)&(R1, B5)→ decode & subtract (R1, B6)→
decode & subtract (R2, B5)→ subtract (R2, B3)→ decode & subtract (R1, B3)→
subtract (R2, B2)→ decode & subtract (R1, B2).
3. (u1, v3): As shown in Figure 5.28, this case does not need repetition. The decoding order is
decode & subtract (R2, B1)→ subtract (R1, B3)&(R1, B4)&(R1, B5)→
decode & subtract (R2, B3)&(R2, B4)→ decode & subtract (R1, B6)→ subtract (R2, B2)→
decode & subtract (R1, B2).
4. (u1, v4, r1): As shown in Figure 5.29, R2 repeats block (R2, B2) on block (R2, B8). The
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𝑎𝑛𝐴1−𝑛𝐴2+1 















































Figure 5.28: The received signals at node B (ignoring the effect of transmitted signal from B)
assuming that both relays use Relay Strategy 0 for channel parameters of case (u1, v3).
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𝑎𝑛𝐴1−𝑛𝐴2+1 


































































Figure 5.29: The received signals at node B (ignoring the effect of transmitted signal from B)
assuming that both relays use Relay Strategy 0 for channel parameters of case (u1, v4, r1).
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decoding order is
decode & subtract (R2, B1)→ subtract (R1, B4)&(R1, B5)→
decode & subtract (R2, B4)&(R2, B5)→ decode & subtract (R1, B8)→
decode & subtract (R2, B8)→ subtract (R2, B2)&(R1, B7)→ decode & subtract (R2, B6)→
decode & subtract (R1, B7)→ subtract (R2, B3)→ decode & subtract (R1, B2)&(R1, B3).
5. (u1, v4, r2, s1): As shown in Figure 5.30, R2 repeats block (R2, B3) on block (R2, B8). The
𝑎𝑛𝐴1−𝑛𝐴2+1 


























































Figure 5.30: The received signals at node B (ignoring the effect of transmitted signal from B)
assuming that both relays use Relay Strategy 0 for channel parameters of case (u1, v4, r2, s1).
decoding order is
decode & subtract (R2, B1)→ subtract (R1, B4)→ decode & subtract (R2, B4)→
decode & subtract (R1, B7)&(R1, B8)→ decode & subtract (R1, B9)→ subtract (R2, B5)→
decode & subtract (R2, B8)→ subtract (R2, B3)&(R1, B6)→ decode & subtract (R1, B5)→
subtract (R2, B2)→ decode & subtract (R2, B6)&(R2, B7).
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6. (u1, v4, r2, s2): As shown in Figure 5.31, this case does not need repetition. The decoding
𝑎𝑛𝐴1−𝑛𝐴2+1 

























































Figure 5.31: The received signals at node B (ignoring the effect of transmitted signal from B)
assuming that both relays use Relay Strategy 0 for channel parameters of case (u1, v4, r2, s2).
order is
decode & subtract (R2, B1)→ subtract (R1, B3)→
decode & subtract (R2, B3)&(R1, B7)&(R1, B8)→ subtract (R1, B5)&(R1, B6)&(R2, B4)→
decode & subtract (R2, B5)&(R2, B6)→ decode & subtract (R1, B7)→ subtract (R2, B2)→
decode & subtract (R1, B2).
7. (u1, v4, r2, s3): As shown in Figure 5.32, R2 repeats block (R2, B4) on block (R2, B8). The
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𝑎𝑛𝐴1−𝑛𝐴2+1 




























































Figure 5.32: The received signals at node B (ignoring the effect of transmitted signal from B)
assuming that both relays use Relay Strategy 0 for channel parameters of case (u1, v4, r2, s3).
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decoding order is
decode & subtract (R2, B1)→ subtract (R1, B3)→ decode & subtract (R2, B3)→
subtract (R1, B5)&(R1, B6)→ decode & subtract (R2, B5)&(R2, B6)→
decode & subtract (R2, B8)→ subtract (R1, B7)&(R1, B8)&(R2, B4)→
decode & subtract (R2, B7)→ decode & subtract (R1, B4)→ subtract (R2, B2)→
decode & subtract (R1, B2).
8. (u2, w1): As shown in Figure 5.33, R2 repeats block (R2, B2) on block (R2, B4). The decoding
𝑎𝑛𝐴1−𝑛𝐴2+1 











































Figure 5.33: The received signals at node B (ignoring the effect of transmitted signal from B)
assuming that both relays use Relay Strategy 0 for channel parameters of case (u2, w1).
order is
decode & subtract (R2, B1)→ subtract (R1, B4)→ decode & subtract (R2, B4)→
subtract (R1, B2)→ decode & subtract (R1, B2)→ decode & subtract (R1, B3).
9. (u2, w2): As shown in Figure 5.34, R2 repeats block (R2, B3) on block (R2, B5). The decoding
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𝑎𝑛𝐴1−𝑛𝐴2+1 

















































Figure 5.34: The received signals at node B (ignoring the effect of transmitted signal from B)
assuming that both relays use Relay Strategy 0 for channel parameters of case (u2, w2).
order is
decode & subtract (R2, B1)→ subtract (R1, B5)→ decode & subtract (R2, B5)→
subtract (R2, B3)→ decode & subtract (R1, B3)→ decode & subtract (R1, B6)→
subtract (R2, B2)→ decode & subtract (R1, B2)→ decode & subtract (R1, B4).
5.10 Forward Channel is of Case 4.1.2
In this scenario, node A uses the same transmission strategy as Case 4.1.1 Section 5.3 and Section
5.8, i.e., it transmits [ 0, ..., 0︸ ︷︷ ︸
nA1−(n1B−n2B)
, an1B , ..., an2B+1, 0, ..., 0︸ ︷︷ ︸
nA2−(nA1+n2B)
, an2B , ..., a1]
T for the forward
channel. Also, node B uses the same strategy as in the corresponding case in Section 5.8. For the
relay strategy, we will choose one of the four strategies below depending on the channel parameters
and prove that all of these strategies are optimal for each set of parameters for the forward channel
and then we will explain that at least one of these strategies is optimal for each set of parameters
for the backward channel.
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5.10.1 Relay Strategy 5
Assume that the forward channel is of Case 4.1.2 Type i, Relay Strategy 0 is used at Rī, where
i, ī ∈ {1, 2}, i 6= ī, and Relay Strategy 5 is used at Ri. Here, we define Relay Strategy 5 at R1
(forward channel of Case 4.1.2 Type 1), while that for R2 can be obtained by interchanging roles of
R1 and R2 (interchanging 1 and 2 and forward channel of Case 4.1.2 Type 2). As shown in Figure
5.35, if R1 receives a block of n1B bits, first it will reverse them as in Relay Strategy 0 and then

















































Figure 5.35: Relay Strategy 5 at R1.
Node A transmits [ 0, ..., 0︸ ︷︷ ︸
nA2−n1B
, an1B , ..., a1]
T . The received signals can be seen in Figure 5.36. The
bits that were not delivered to node B from R2 (an2B+1, ..., an1B ), are all sent in block (R1, B1) to
B and thus are decoded with no interference. The remaining bits can be decoded by starting from
the lowest level (an2B in block (R2, B4)) and removing the effect of the decoded bits.
5.10.2 Relay Strategy 6
Assume that the forward channel is of Case 4.1.2 Type i, Relay Strategy 0 is used at Rī, where
i, ī ∈ {1, 2}, i 6= ī, and Relay Strategy 6 is used at Ri. Here, we define Relay Strategy 6 at R1
(forward channel of Case 4.1.2 Type 1), while that for R2 can be obtained by interchanging roles of
relays R1 and R2 (interchanging 1 and 2 and forward channel of Case 4.1.2 Type 2). Relays work
similar to Relay Strategy 0 with the only difference that R1 repeats a part of the top n1B−nA2+nA1

















𝑛1𝐵 ≤ 𝑛𝐴2 < 𝑛𝐴1 + 𝑛2𝐵 
























































































Figure 5.36: Received signals by using Relay Strategy 5 when the forward channel is of Case 4.1.2
Type 1.
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Figure 5.37: Dividing the 4-dimensional space consisting of (nA1, nA2, n1B, n2B) into seven sub-
spaces.
As shown in Figure 5.37, we define the partition of the four-dimensional space (nA1, nA2, n1B, n2B)
into seven parts that lead to different received signal structures in node B, shown in Figures 5.38-
5.44, respectively. Specifically,
{u1, u2} ={nA2 − nA1 ≤ 2(nA1 + n2B − nA2), nA2 − nA1 > 2(nA1 + n2B − nA2)}, (5.46)
{v1, v2} ={n1B > nA1 − nA2 + 2n2B, n1B ≤ nA1 − nA2 + 2n2B}, (5.47)
{w1, w2} ={n2B + nA1 − nA2 ≤ n1B − n2B, n2B + nA1 − nA2 > n1B − n2B}, (5.48)
{r1, r2} ={n1B ≥ 2(nA1 + n2B − nA2), n1B < 2(nA1 + n2B − nA2)}, (5.49)
{s1, s2} ={nA2 − nA1 + n1B − n2B ≤ nA1 − nA2 + 2n2B − n1B, nA2 − nA1 + n1B − n2B > nA1−
nA2 + 2n2B − n1B}, (5.50)
{q1, q2} ={2(n2B + nA1 − nA2)− n1B ≥ nA2 − nA1, 2(n2B + nA1 − nA2)− n1B < nA2 − nA1}.
(5.51)
1. (u1, v1): Figure 5.38 depicts the received signal at node B (ignoring the effect of transmitted
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signal from B) assuming that both relays use Relay Strategy 0. R1 repeats block (R1, B3) on
𝑎𝑛𝐴2−𝑛𝐴1+1 













































Figure 5.38: The received signals at node B (ignoring the effect of transmitted signal from B)
assuming that both relays use Relay Strategy 0 for channel parameters of case (u1, v1).
block (R1, B5). The decoding order is
decode & subtract (R1, B1)&(R1, B1)→ subtract (R2, B4)&(R2, B5)→
decode & subtract (R1, B5)→ subtract (R1, B3)→ decode & subtract (R2, B3)→
decode & subtract (R1, B4).
2. (u1, v2, r1): As shown in Figure 5.39, R1 repeats block (R1, B3) on block (R1, B5). The
decoding order is
decode & subtract (R1, B1)→ subtract (R2, B4)&(R2, B5)→ decode & subtract (R1, B5)→
subtract (R1, B3)→ decode & subtract (R2, B6)→ subtract (R1, B2)→
decode & subtract (R2, B2)&(R2, B3)→ decode & subtract (R1, B4).
3. (u1, v2, r2, s1, q1): As shown in Figure 5.40, R1 repeats block (R1, B4) on block (R1, B8). The
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𝑎𝑛𝐴2−𝑛𝐴1+1 













































𝑎𝑛𝐴2−𝑛𝐴1+𝑛1𝐵−𝑛2𝐵  5 
Figure 5.39: The received signals at node B (ignoring the effect of transmitted signal from B)
assuming that both relays use Relay Strategy 0 for channel parameters of case (u1, v2, r1).
𝑎𝑛𝐴2−𝑛𝐴1+1 
















































Figure 5.40: The received signals at node B (ignoring the effect of transmitted signal from B)
assuming that both relays use Relay Strategy 0 for channel parameters of case (u1, v2, r2, s1, q1).
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decoding order is
decode & subtract (R1, B1)→ subtract (R2, B3)→ decode & subtract (R1, B3)→
subtract (R2, B5)&(R2, B6)→ decode & subtract (R1, B5)&(R1, B6)→
decode & subtract (R1, B8)→ subtract (R2, B7)&(R2, B8)→ decode & subtract (R1, B7)→
subtract (R1, B4)→ decode & subtract (R2, B4)→ subtract (R1, B2)→
decode & subtract (R2, B2).
4. (u1, v2, r2, s1, q2): As shown in Figure 5.41, R1 repeats block (R1, B3) on block (R1, B8). The
𝑎𝑛𝐴2−𝑛𝐴1+1 















































𝑎𝑛𝐴1−𝑛𝐴2+2𝑛2𝐵−𝑛1𝐵  . 
. . 
. 2 
Figure 5.41: The received signals at node B (ignoring the effect of transmitted signal from B)
assuming that both relays use Relay Strategy 0 for channel parameters of case (u1, v2, r2, s1, q2).
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decoding order is
decode & subtract (R1, B1)→ subtract (R2, B4)→ decode & subtract (R1, B4)→
subtract (R2, B7)&(R2, B8)→ decode & subtract (R1, B7)&(R1, B8)→
subtract (R1, B3)&(R2, B6)→ decode & subtract (R2, B9)→ subtract (R1, B5)→
decode & subtract (R2, B5)→ subtract (R1, B2)→ decode & subtract (R2, B2)&(R2, B3)→
decode & subtract (R1, B6).
5. (u1, v2, r2, s2): As shown in Figure 5.42, R1 repeats block (R1, B2) on block (R1, B8). The
𝑎𝑛𝐴2−𝑛𝐴1+1 




















































Figure 5.42: The received signals at node B (ignoring the effect of transmitted signal from B)
assuming that both relays use Relay Strategy 0 for channel parameters of case (u1, v2, r2, s2).
decoding order is
decode & subtract (R1, B1)→ subtract (R2, B4)&(R2, B5)→
decode & subtract (R1, B4)&(R1, B5)→ subtract (R2, B8)→ decode & subtract (R1, B8)→
subtract (R1, B2)&(R2, B6)→ decode & subtract (R2, B7)→ subtract (R1, B3)→
decode & subtract (R2, B2)&(R2, B3)&(R1, B6).
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6. (u2, w1): As shown in Figure 5.43, R1 repeats block (R1, B2) on block (R1, B4). The decoding
𝑎𝑛𝐴2−𝑛𝐴1+1 
















































Figure 5.43: The received signals at node B (ignoring the effect of transmitted signal from B)
assuming that both relays use Relay Strategy 0 for channel parameters of case (u2, w1).
order is
decode & subtract (R1, B1)→ subtract (R2, B4)→ decode & subtract (R1, B4)→
subtract (R1, B2)→ decode & subtract (R2, B2)→ decode & subtract (R2, B3).
7. (u2, w2): As shown in Figure 5.44, R1 repeats block (R1, B3) on block (R1, B5). The decoding
order is
decode & subtract (R1, B1)→ subtract (R2, B5)→ decode & subtract (R1, B5)→
subtract (R1, B3)→ decode & subtract (R2, B6)→ subtract (R1, B2)→
decode & subtract (R2, B2)&(R2, B3)&(R2, B4).
5.10.3 Relay Strategy 7
Assume that the forward channel is of Case 4.1.2 Type i, Relay Strategy 0 is used at Rī, where
i, ī ∈ {1, 2}, i 6= ī, and Relay Strategy 7 is used at Ri. Here, we define Relay Strategy 7 at R1
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𝑎𝑛𝐴2−𝑛𝐴1+1 
















































Figure 5.44: The received signals at node B (ignoring the effect of transmitted signal from B)
assuming that both relays use Relay Strategy 0 for channel parameters of case (u2, w2).
(forward channel of Case 4.1.2 Type 1), while that for Relay R2 can be obtained by interchanging
roles of R1 and the R1 (interchanging 1 and 2 and forward channel of Case 4.1.2 Type 2). As shown
in Figure 5.45, if R1 receives a block of n1B, first it will reverse them as in Relay Strategy 0 and
then changes the order of the n2B−nA2 +nA1 streams right after the first n1B−n2B streams, with
the following nA2 − nA1 streams.
Node A transmits [ 0, ..., 0︸ ︷︷ ︸
nA2−n1B
, an1B , ..., a1]
T . The received signals can be seen in Figure 5.46. The
bits that are not delivered to node B from R1 (a1, ..., anA2−nA1), are delivered from R2 to node
B (block (R2, B2)) with no interference. The remaining bits can be decoded by starting from the
highest level (anA2−nA1+1 in block (R1, B1)) and removing the effect of the decoded bits.
5.10.4 Relay Strategy 8
Assume that the forward channel is of Case 4.1.2 Type i, Relay Strategy 0 is used at Ri, and Relay
Strategy 8 is used at Rī, where i, ī ∈ {1, 2}, i 6= ī. Here, we define Relay Strategy 8 at R2 (forward
channel of Case 4.1.2 Type 1), while that for R1 can be obtained by interchanging roles of relays


































































𝑛1𝐵 ≤ 𝑛𝐴2 < 𝑛𝐴1 + 𝑛2𝐵 



























































































Figure 5.46: Received signals by using Relay Strategy 7 when the forward channel is of Case 4.1.2
Type 1.
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R1 and R2 (interchanging 1 and 2 and forward channel of Case 4.1.2 Type 2). As shown in Figure
5.47, if R2 receives a block of n2B streams, first of all it will reverse them as in Relay Strategy 0


































Figure 5.47: Relay Strategy 8 at R2.
Node A transmits [ 0, ..., 0︸ ︷︷ ︸
nA2−n1B
, an1B , ..., a1]
T . The received signals can be seen in Figure 5.48. The
bits that are not delivered to node B from R1 (a1, ..., anA2−nA1), are all sent on the lowest levels
from R2 to node B (in block (R1, B1)) and thus are decoded with no interference. The remaining
bits can be decoded by starting from the highest level (anA2−nA1+1) and removing the effect of the
decoded bits.
5.10.5 Achieving the Optimum Rate
Now we explain how the above mentioned strategies achieve the optimum rate. Take the case that
the forward channel is of Case 4.1.2 and backward channel is neither of Case 3.1.2 nor of Case
4.1.2. If the forward channel is neither of Case 3.1.2 nor of Case 4.1.2 and the backward channel is
of Case 4.1.2 everything is similar except exchanging all A and B’s together. The first one (which
we consider here) includes the following situations:
1. Backward channel is of Case 1:
• Forward channel is of Case 4.1.2 Type 1: If n1B + nA1 − nA2 > n1A, we use Relay Strategy 6
at R1 and Relay Strategy 0 at R2. Otherwise use Relay Strategy 5 at R1 and Relay Strategy
0 at R2. If n1B + nA1 − nA2 > n1A, R1 repeats from the streams (b1, ..., bn1A) received below
the noise level in A, and otherwise some of the equations (b1, ..., bn1A) are relocated.

















𝑛1𝐵 ≤ 𝑛𝐴2 < 𝑛𝐴1 + 𝑛2𝐵 














































































𝑛𝐴2 − 𝑛1𝐵 












Figure 5.48: Received signals by using Relay Strategy 8 when the forward channel is of Case 4.1.2
Type 1.
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• Forward channel is of Case 4.1.2 Type 2: If n2B + nA2 − nA1 > nB2, we use Relay Strategy 6
at R2 and Relay Strategy 0 at R1. Otherwise use Relay Strategy 5 at R2 and Relay Strategy
0 at R1. If n2B + nA2 − nA1 > nB2, R2 repeats from the streams that are already decoded
from the highest levels received in A, (bn1A+1, ..., bn1A+nB2), on the lower levels, and otherwise
some of the equations at the highest levels received in A, (bn1A+1, ..., bn1A+nB2) are relocated.
2. Backward channel is of Case 2:
• Forward channel is of Case 4.1.2 Type 1: If n1B + nA1 − nA2 > nB1, we use Relay Strategy 6
at R1 and Relay Strategy 0 at R2. Otherwise use Relay Strategy 5 at R1 and Relay Strategy
0 at R2. If n1B + nA1 − nA2 > nB1, R1 repeats from the streams that are already decoded
from the highest levels received in A, (bn2A+1, ..., bn2A+nB1), on the lower levels, and otherwise
we only exchange the place of some of the equations at the highest levels received in A,
(bn2A+1, ..., bn2A+nB1).
• Forward channel is of Case 4.1.2 Type 2: If n2B + nA2 − nA1 > n2A, we use Relay Strategy 6
at R2 and Relay Strategy 0 at R1. Otherwise use Relay Strategy 5 at R2 and Relay Strategy
0 at R1. If n2B + nA2 − nA1 > n2A, R2 repeats from the streams (b1, ..., bn2A) received below
the noise levels in A, and otherwise some of the equations (b1, ..., bn2A) are relocated.
3. Backward channel is of Case 3.1.1: We assume that the backward channel is Type 1. For
Type 2 the proof is similar.
• Forward channel is of Case 4.1.2 Type 1: If n1B + nA1 − nA2 > nB1, we use Relay Strategy 6
at R1 and Relay Strategy 0 at R2. Otherwise use Relay Strategy 5 at R1 and Relay Strategy
0 at R2. If n1B + nA1 − nA2 > nB1, R1 repeats from the streams (b1, ..., bn1A) received below
the noise level in A, and otherwise some of the equations (b1, ..., bn1A) are relocated.
• Forward channel is of Case 4.1.2 Type 2: If n2B + nA2 − nA1 > nB2, we use Relay Strategy 6
at R2 and Relay Strategy 0 at R1. Otherwise use Relay Strategy 5 at R2 and Relay Strategy
0 at R1. If n2B + nA2 − nA1 > nB2, R2 repeats from the streams that are already decoded
from the highest levels received in A, (bnB1−nB2+1, ..., bnB1), on the lower levels, and otherwise
some of the equations at the highest levels received in A, (bnB1−nB2+1, ..., bnB1) are relocated.
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4. Backward channel is Case 4.1.1: We assume that the backward channel is Type 1. For Type
2 the proof is similar.
• Forward channel is of Case 4.1.2 Type 1: If n1B + nA1 − nA2 > n1B − n2B, we use Relay
Strategy 6 at R1 and Relay Strategy 0 at R2. Otherwise use Relay Strategy 5 at R1 and
Relay Strategy 0 at R2. If n1B+nA1−nA2 > n1B−n2B, R1 repeats from the streams that are
already decoded from the highest levels received in A, (bn2A+1, ..., bn1A), on the lower levels,
and otherwise some of the equations at the highest levels received in A, (bn2A+1, ..., bn1A) are
relocated.
• Forward channel is of Case 4.1.2 Type 2: If n1B + nA1 − nA2 > n1B, we use Relay Strategy 6
at R2 and Relay Strategy 0 at R1. Otherwise use Relay Strategy 5 at R2 and Relay Strategy
0 at R1. If n1B + nA1 − nA2 > n1B, R2 repeats from the streams (b1, ..., bn2A) received below
the noise level in A, and otherwise some of the equations (b1, ..., bn2A) are relocated.
5. Backward channel is of Case 3.2: We assume that the backward channel is Type 1. For Type
2 the proof is similar.
• Forward channel is of Case 4.1.2 Type 1: We use Relay Strategy 5 at R1 and Relay Strategy
0 at R2 or Relay Strategy 6 at R1 and Relay Strategy 0 at R2 or Relay Strategy 7 at R1 and
Relay Strategy 0 at R2.
• Forward channel is of Case 4.1.2 Type 2: We use Relay Strategy 8 at R1 and Relay Strategy
0 at R2.
6. Backward channel is of Case 4.2: We assume that the backward channel is Type 1. For Type
2 the proof is similar.
• Forward channel is of Case 4.1.2 Type 1: We use Relay Strategy 5 at R1 and Relay Strategy
0 at R2 or Relay Strategy 6 at R1 and Relay Strategy 0 at R2 or Relay Strategy 7 at R1 and
Relay Strategy 0 at R2.
• Forward channel is of Case 4.1.2 Type 2: We use Relay Strategy 8 at R1 and Relay Strategy
0 at R2.
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Chapter 6
On the DoF of Two-way 2× 2× 2
MIMO Networks
This chapter studies the degrees of freedom (DoF) of two-way 2×2×2 MIMO interference networks,
a class of two-way four-unicast networks. We first provide upper and lower bounds on the sum DoF
of general two-way 2 × 2 × 2 MIMO interference networks with any number of antennas in each
node. We then investigate the special case where all user nodes have M antennas and relay nodes
have N antennas, and provide the simplified bounds on the sum DoF. We show that our proposed
achievable rate for this special case is higher than the achievable rates recently proposed in [Lee et
al., 2013]. Moreover, for this special case, we obtain the obtain the exact DoF=4M when N ≥ 2M ,
and DoF= 4N when M ≤ 2N .
6.1 Introduction
Even though the one-way 2× 2× 2 SISO interference network has two degrees of freedom (DoF),
reccently in [Ashraphijuo et al., 2016b] we showed that the DoF of the two-way 2 × 2 × 2 SISO
interference network is no larger than 8/3 indicating that the bidirectional links cannot double the
DoF for this network. Finite-field two-way 2 × 2 × 2 SISO models are also studied in [Maier and
Mathar, 2013; Hong and Caire, 2013], which is however not applicable to Gaussian models. The
two-way 2× 2× 2 interference network is a class of two-way four-unicast networks, also known as
the two-way layered interference channel.
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In this chapter, we study the DoF for the two-way 2× 2× 2 MIMO interference network. It is
shown in [Gou et al., 2012] that for the one-way 2 × 2 × 2 interference network with M antennas
at all terminals, the DoF is 2M . And in [Vaze and Varanasi, 2014] the DoF of the general one-way
2× 2× 2 MIMO interference network is obtained. Also, the DoF of a symmetric one-way 2× 2× 2
MIMO interference network with a non-symmetric delayed feedback is investigated in [Vaze and
Varanasi, 2015]. Moreover, recently in [Lee et al., 2013], three different achievability strategies
are proposed for the two-way 2 × 2 × 2 MIMO interference network where all user nodes have M
antennas and relay nodes have N antennas.
The main contribution of this chapter is to provide upper and lower bounds on the DoF for
the general two-way 2 × 2 × 2 MIMO interference network with arbitrary number of antennas
at each node. Specifically a new achievability scheme is proposed that performs an interference
neutralization scheme, which exploits side-information inherent to two-way communications so as
to obtain both interference neutralization gain and network coding gain. For the case where all user
nodes have M antennas and relay nodes have N antennas, we show that our proposed achievability
strategy outperforms all achievability strategies in [Lee et al., 2013]. For this special case, for some
cases that N or M is the bottleneck for the transmission, we found the exact DoF, i.e., if M ≥ 2N ,
DoF = 4N and if N > 2M , DoF = 4M .
The remainder of this chapter is as follows. In Section 6.2, the two-way 2 × 2 × 2 interference
channel model is given. In Sections 6.3 and 6.4, we present upper and lower bounds on the DoF of
the two-way 2× 2× 2 MIMO interference network, respectively. We specialize these bounds to the
case where the user nodes have M nodes and the relay nodes have N nodes in Section 6.5. Finally,
Section 6.6 concludes the chapter.
6.2 Channel Model
As shown in Fig. 6.1, the two-way 2×2×2 MIMO interference network consists of four transceiver
nodes and two relays R1, R2. Transceiver node i is equipped with Mi antennas and consists of
transmitter (source) Si and receiver (destination) Dq(i), where qi = i+ 2 for i = 1, 2 and qi = i− 2
for i = 3, 4. Each transmitter Si has one message that is intended for its designated receiver Di,
i ∈ {1, . . . , 4}. The relay Rk comprises of Nk antennas, k ∈ {1, 2}. Fig. 6.2 shows the two hops of
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this system separately. In the first hop (Fig. 6.2(a)), the signal received at relay Rk, k ∈ {1, 2}, in




Hi,Rkxi[m] + zRk [m], (6.1)
where Hi,Rk is the Nk ×Mi complex channel matrix from transmitter Si to relay Rk, xi[m] is the
Mi × 1 signal vector transmitted from Si, yRk [m] is the Nk × 1 signal vector received at relay Rk
and zRk [m] is the Nk× 1 circularly symmetric complex Gaussian noise vector with i.i.d. zero mean
and unit variance entries, i ∈ {1, 2, 3, 4}, k ∈ {1, 2}. In the second hop (Fig. 6.2(b)), the signal
received at receiver Di in time slot m is given by
yi[m] = HR1,ixR1 [m] + HR2,ixR2 [m] + zi[m], for i ∈ {1, . . . , 4}, (6.2)
where HRk,i is the Mq(i) ×Nk complex channel matrix from relay Rk to receiver Di, xRk [m] is the
Nk × 1 signal vector transmitted from Rk, yi[m] is the Mq(i) × 1 signal received at receiver Di and
zi[m] is the Mq(i) × 1 circularly symmetric complex Gaussian noise vector with i.i.d. zero mean
and unit variance entries, i ∈ {1, 2, 3, 4}, k ∈ {1, 2}. We assume that the channel coefficient values
are drawn i.i.d. from a continuous distribution and their magnitudes are bounded from below and
above by Hmin and Hmax respectively as in [Cadambe and Jafar, 2008a]. Furthermore, the relays
are assumed to be causal, which means that the signals transmitted from the relays depend only
on the signals received in the past and not on the current received signals and can be described as




where Xm−1Rk , (xRk [1], . . . ,xRk [m − 1]), Y
m−1
Rk
, (yRk [1], . . . ,yRk [m − 1]). We assume that each
source Si knows only channels Hi,Rk , k ∈ {1, 2}; each relay knows all the channels; and each
destination Di knows only channels HRk,i, k ∈ {1, 2}.
The source Si has a message Wi that is intended for destination Di. |Wi| denotes the size
of the message Wi. The rates Ri = log |Wi|n , i ∈ {1, 2, 3, 4} are achievable during n channel uses
when n is large enough, if the probability of error can be arbitrarily small for all four messages
simultaneously. The capacity region C = {(R1,R2,R3,R4)} represents the set of all achievable
quadruples. The sum-capacity is the maximum sum-rate that is achievable, i.e., CΣ(P ) =
∑4
i=1Rci
where (Rc1,Rc2,Rc3,Rc4) = arg max(R1,R2,R3,R4)∈C
∑4
i=1Ri and P is the transmit power at each







































































(b) The channels from relays to the receivers.
Figure 6.2: The channels from and to relays in a two-way 2× 2× 2 MIMO interference network.
CHAPTER 6. ON THE DOF OF TWO-WAY 2× 2× 2 MIMO NETWORKS 252
















where di , limP→∞
Rci
logP is the DoF of source Si, for i ∈ {1, 2, 3, 4}.
6.3 DoF Upper Bounds
In [Ashraphijuo et al., 2016b], an upper bound on the DoF of two-way 2× 2× 2 SISO interference
networks is given. Next we generalize that bound to the MIMO case with any number of antennas
in each node.
Theorem 18. For the general two-way 2×2×2 MIMO interference network, DoF ≤ 23 max{M1 +
M3, N1 +N2}+ 23 max{M2 +M4, N1 +N2}.
Proof. For the upper bound, we assume that the relays have access to each other’s message as
side information. Consider n time slots of the channel use and assume that nRi represents the
maximum rate achievable for transmitter i in the total n time slots. Define Yni , (yi[1], . . . ,yi[n])





YnR2 ], and Z
n
R ,




], where YnRk , (yRk [1], . . . ,yRk [n]) and Z
n
Rk
, (zRk [1], . . . , zRk [n]). Then, we have:
nR3
(a)
≤I(W3; Yn3 ) + nεn
(b)
≤I(W3; Yn3 |W1) + nεn
(c)
≤I(W3; YnR|W1) + nεn
=h(YnR|W1)− h(YnR|W1,W3) + nεn
=h(YnR|W1)− I(YnR;W2,W4|W1,W3)− h(YnR|W1,W3,W2,W4) + nεn
(d)
=h(YnR|W1)− I(YnR;W2,W4|W1,W3)− h(ZnR) + nεn
=h(YnR|W1)−H(W2,W4|W1,W3) +H(W2,W4|W1,W3,YnR)− 2n(N1 +N2) log (2πe) + nεn
(e)
≤h(YnR|W1)−H(W2,W4) +H(W2,W4|YnR −H1,RXn1 −H3,RXn3 )− 2n(N1 +N2) log (2πe) + nεn
=h(YnR|W1)−H(W2,W4) +H(W2,W4|H2,RXn2 + H4,RXn4 + ZnR)− 2n(N1 +N2) log (2πe) + nεn
(f)
≤h(YnR|W1)−H(W2,W4)− 2n(N1 +N2) log (2πe) + (M2 +M4 −N1 −N2)





≤h(YnR)−H(W2,W4)− 2n(N1 +N2) log (2πe) + (M2 +M4 −N1 −N2)







R2)−H(W2,W4)− 2n(N1 +N2) log (2πe) +















)n)−H(W2,W4)− 2n(N1 +N2) log (2πe) +









where (a) follows since the transmission rate is less than or equal to the mutual information between
the message and the received signal, and εn can be arbitrarily small by increasing n; (b) follows since
I(W3; Y
n
3 |W1) − I(W3; Yn3 ) = I(W3; Yn3 ;W1) ≥ −min{I(W3; Yn3 ), I(W1; Yn3 ), I(W3;W1)} = 0 (as
I(W3;W1) = 0); (c) holds since W3 → YnR → Yn3 ; (d) follows since by subtracting the contributions
of Xni , i = 1, . . . , 4 from Y
n
R, we will only have Gaussian noise at the relays; (e) follows from Lemma
41 below; (f) follows from Lemma 42 below; (g) holds because conditioning decreases the entropy;
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(h) holds since h(X,Y ) ≤ h(X) + h(Y ); and (i) holds since yRi is in the form of (6.1), with
|Hi,Rk [m]| ≤ Hmax, and Xi ∼ CN (0, P ).
Lemma 41. The following inequality holds:
H(W2,W4|W1,W3,YnR) ≤ H(W2,W4|YnR −H1,RXn1 −H3,RXn3 ). (6.6)
Proof. For any X and Y , the following relations hold:
H(X|Y ) = H(X|Y, f(Y )) ≤ H(X|f(Y )), (6.7)
where the equality follows from the fact that f(Y ) is only a function of Y and the inequality follows
from the fact that conditioning reduces entropy. Therefore, since Xn1 and X
n
3 are functions of W1,
W3, and Y
n
R, it can be seen that (6.6) follows from (6.7).
Lemma 42. The following inequality holds:
H(W2,W4|H2,RXn2 +H4,RXn4 +ZnR) ≤ (M2 +M4 −N1 −N2)
+ (log (2πe(2H2maxP ))n)+nε′n. (6.8)




















4 such that all of the entries of H
′
i,R are chosen independently from the same


















probability one. Therefore we can write:









4 ;W2,W4|H2,RXn2 + H4,RXn4 + ZnR) +



































where (a) follows from Fano’s inequality and the fact that probability of error in decoding W2




4 with a limited noise goes to zero based on the the discussion at the
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beginning of the proof for high SNR; (b) follows from the fact that the mutual information between
two signals is less than or equal to the entropy of each individual signal; and (c) holds since each








4 is with channel entries upper bounded
by Hmax, and the transmitted signals from each antenna has distribution CN (0, P ).
Dividing both sides of (6.5) by n logP , and using n(R2 +R4− ε
′′′
n ) ≤ I(W2; Y2) + I(W4; Y4) =













− 2n(N1 +N2) log (2πe)
n logP
+











and with n→∞ and P →∞, we obtain the following bound:
d2 + d3 + d4 ≤ (N1 +N2) + (M2 +M4 −N1 −N2)+
= max{M2 +M4, N1 +N2}. (6.11)
Similarly, we also have
d1 + d2 + d3 ≤ max{M1 +M3, N1 +N2}, (6.12)
d1 + d2 + d4 ≤ max{M2 +M4, N1 +N2}, (6.13)
d1 + d3 + d4 ≤ max{M1 +M3, N1 +N2}. (6.14)
Summing up (6.11)-(6.14) we get 3(d1 + d2 + d3 + d4) ≤ 2 max{M1 +M3, N1 +N2}+ 2 max{M2 +
M4, N1 +N2} which completes the proof of Theorem 18.
Remark 16. When Mi = 1, i = 1, 2, 3, 4, Nk = 1, k = 1, 2, we obtain DoF = 8/3 which is the
upper bound given in [Ashraphijuo et al., 2016b].
The following two theorems are simple cut-set bounds:
Theorem 19. For the general two-way MIMO 2× 2× 2 relay network, DoF ≤ 2(N1 +N2).
Proof. The proof follows from the fact that the DoF in each direction is upper bounded by the
number of relays N1 +N2.
Theorem 20. For the general two-way MIMO 2×2×2 relay network, DoF ≤M1 +M2 +M3 +M4.
Proof. The proof follows from the fact that the DoF is bounded by the total number of transmit
antennas.
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6.4 DoF Lower Bounds
We first give the following two lower bounds on the DoF of two-way 2× 2× 2 MIMO interference
networks.
Theorem 21. For the general two-way 2 × 2 × 2 MIMO interference network we have DoF ≥
2 min{N1 +N2,max{min{M1,M3},min{M2,M4}}}.
Proof. If nodes S2 and S4 in Fig. 6.1 are silent, then the channel can be seen as a two-way 1×1×1
MIMO interference network formed by S1, a super relay node consisting of R1 and R2 together,
and S3. This channel can achieve the DoF of min{N1 + N2,M1,M3} in each direction by simply
forwarding the sum of the received signals at the super relay node, which is the sum of the two
messages from S1 and S3 (with a total DoF of 2 min{N1+N2,M1,M3}). By using S2 and S4 instead
of S1 and S3, the DoF of 2 min{N1 +N2,M2,M4} is achievable. Therefore, the maximum of these
two bounds, i.e., 2 min{N1 +N2,max{min{M1,M3},min{M2,M4}}} is achievable, as well.
Theorem 22. For the general two-way 2× 2× 2 MIMO interference network, we have
DoF ≥ min{max{N1, N2}, 2 min{M1,M3}+ 2 min{M2,M4}}.
Proof. Without loss of generality, assume N1 ≤ N2. We divide the proof into two parts:
1) If N2 ≥ 2 min{M1,M3} + 2 min{M2,M4}, i.e., the total number of transmit antennas is no
more than N2, assume nodes S1 and S3 transmit only from their top min{M1,M3} antennas and
nodes S2 and S4 transmit only from their top min{M2,M4} antennas. The relay R2 is able to
decode all messages by solving a set of linear equations since the number of received signals is no
less than the number of messages. Then, R2 broadcasts the decoded messages to the destinations,
and achieves the DoF of 2 min{M1,M3}+ 2 min{M2,M4}, as it is no more than min{N2,
∑4
i=1Mi}
suggested by Lemma 43 below.
2) If N2 < 2 min{M1,M3}+2 min{M2,M4}, then only a total of N2 antennas in sources transmit
and using the same argument as above, it can be seen that the signals will be decoded in relay R2
and then in their corresponding destinations, as the DoF of N2 is suggested by Lemma 43 below
(since N2 < 2 min{M1,M3}+ 2 min{M2,M4}, we get min{N2,
∑4
i=1Mi} = N2).
Lemma 43. [Jafar and Goldsmith, 2005] The DoF of a broadcast channel with N antennas at the
transmitter and Mi antennas at receiver i, i = 1, . . . ,K, is min{N,
∑K
i=1Mi}.
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The following theorem provides a lower bound on the DoF of the 2× 2× 2 MIMO interference
network based on the DoF for each source-destination pair.
Theorem 23. If d1, d2, d3, d4 are non-negative integers that satisfy the following conditions:
• d1, d3 ≤ min{M1,M3, N1 +N2},
• d2, d4 ≤ min{M2,M4, N1 +N2},
• d1 + d2, d3 + d4 ≤ N1 +N2,
• 2(d1d4 + d1d2 + d3d4 + d2d3) ≤ N21 +N22 − 1,
then the DoF of
∑4
i=1 di is achievable.
Proof. We show that if all the conditions in the theorem statement hold, each source-destination
pair (Si, Di), i ∈ {1, . . . , 4} can achieve the DoF of di. The first two conditions in the theorem
statement ensure that the DoF for each link is no more than the number of transmit antennas, the
number of receive antennas, and also the number of antennas in the relay between them. The third
condition ensures that the DoF in each direction is no more than the number of relay antennas. In
the following, we show that by adding the fourth condition, the DoF of (d1, d2, d3, d4) is achievable.
The received signals at relays are given in (6.1). Then, each relay Ri, i ∈ {1, 2}, performs
amplify-and-forward by transmitting ViyRi [m] using an Ni × Ni precoding matrix Vi, and the
received signals at the destinations are given by:
yi[m] = HR1,iV1yR1 [m] + HR2,iV2yR2 [m] + zi[m]. i ∈ {1, . . . , 4}, (6.15)









Hj,R2xj [m] + zR2 [m]
+ zi[m], i ∈ {1, . . . , 4}. (6.16)
We assume that each transmitter Si transmits signals from the top di antennas and nothing from
the rest of the antennas. We will show the existence of V1 and V2 such that each receiver Di can
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decode the di information streams from its corresponding transmitter Si, and then the proof of
achievability will be complete.
Now, we analyze the interfering signals that should be nulled. For destination D1, the signal
x1[m] is the intended signal and the receiver knows x3[m] as it is transmitter S3 as well. Therefore,
the interference from the signals x2[m] and x4[m] should be nulled at destination D1.
1. The interfering signal from x4[m] to D1:





4 [m], . . . , x
(d4)





i [m] represents the j
th entry of vector xi[m].
2. The interfering signal from x2[m] to D1:





2 [m], . . . , x
(d2)
2 [m], 0, . . . , 0
]T
;(6.18)
We will choose V1 and V2 such that the top d1 antennas at D1 contain the d1 intended data
streams, by enforcing that first d1 elements of both q4→1[m] and q2→1[m] does not contain elements
of x4[m] and x2[m], respectively. That is, we force the corresponding submatrices in (6.17) and
(6.18) to be zero, i.e.,
G4→1[1 : d1, 1 : d4] = 0,
G2→1[1 : d1, 1 : d2] = 0. (6.19)
(6.19) consists of d1(d2 + d4) linear equations of elements of V1 and V2.
Also, the interference from the signals x1[m] and x3[m] should be nulled at destination D2,
which are defined as





1 [m], . . . , x
(d1)
1 [m], 0, . . . , 0
]T
, (6.20)





3 [m], . . . , x
(d3)
3 [m], 0, . . . , 0
]T
. (6.21)
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Therefore, the followings should hold:
G1→2[1 : d2, 1 : d1] = 0,
G3→2[1 : d2, 1 : d3] = 0. (6.22)
(6.22) consists of d2(d1 + d3) linear equations of elements of V1 and V2.
Similarly, x2[m] and x4[m] should be nulled at destination D3, which are defined as





2 [m], . . . , x
(d2)
2 [m], 0, . . . , 0
]T
, (6.23)





4 [m], . . . , x
(d4)
4 [m], 0, . . . , 0
]T
. (6.24)
Therefore, the followings should hold:
G2→3[1 : d3, 1 : d2] = 0,
G4→3[1 : d3, 1 : d4] = 0. (6.25)
(6.25) consists of d3(d2 + d4) linear equations of elements of V1 and V2.
Finally, x1[m] and x3[m] should be nulled at destination D4, which are defined as





1 [m], . . . , x
(d1)
1 [m], 0, . . . , 0
]T
, (6.26)





3 [m], . . . , x
(d3)
3 [m], 0, . . . , 0
]T
. (6.27)
Therefore, the followings should hold:
G1→4[1 : d4, 1 : d1] = 0,
G3→4[1 : d4, 1 : d3] = 0. (6.28)
(6.28) consists of d4(d1 + d3) linear equations of elements of V1 and V2.
Combining (6.19), (6.22), (6.25) and (6.28) we have in total 2(d1 +d3)(d2 +d4) linear equations
of the form Gv = 0 of the N21 + N
2
2 elements of V1 and V2. When the fourth condition in the
theorem holds, then with probability 1 there exists a non-zero solution of V1 and V2.
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6.5 Special Case
We now apply the upper and lower bounds in the previous sections to a special case of 2 × 2 × 2
MIMO interference networks where Mi = M , i ∈ {1, . . . , 4}, and Nk = N , k ∈ {1, 2}. The following
theorem provides the bounds on the DoF for the such networks.
Theorem 24. For the 2×2×2 MIMO interference network where each relay node has N antennas





, 4N − 2 min{2N,M}, 2M
}
≤ DoF ≤ min
{
8
3 max{N,M}, 4M, 4N
}
.
Proof. The upper bound of 83 max{N,M} follows from Theorem 18, the upper bound of 4N follows
from Theorem 19, and the upper bound of 4M follows from Theorem 20.
The lower bound is obtained by finding the highest one among the lower bounds given by
Theorem 23.
In particular, we want to maximize
∑4
i=1 di with di being non-negative integers subject to
di ≤ M, i ∈ {1, . . . , 4}, (6.29)
d1 + d2 ≤ 2N, (6.30)
d3 + d4 ≤ 2N, (6.31)
(d1 + d3)(d2 + d4) ≤ (N2 − 1). (6.32)
Solving (6.29)–(6.31) for obtaining the largest achievable bound
∑4
i=1 di with preference on





3 = min{2N,M}, d
′
2 = min{2N − d
′
1 ,M}, and d
′
4 = min{2N − d
′
3 ,M}. It is easy to see
that these values lead to the largest
∑4
i=1 di based on (6.29)–(6.31), without considering (6.32).













3 = min{2N,M} and solve
d2 ≤ min{2N −min{2N,M},M},
d4 ≤ min{2N −min{2N,M},M},
















2 min{2N,M} , x = d2,
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− d2, 2N −min{2N,M},M
}
. (6.33)
Moreover, we also have
d1 = d3 = min{2N,M}. (6.34)
Finally, Lemma 45 below completes the proof of Theorem 24.
Lemma 44. Assume that for constants a and b, the inequalities x, y ≤ a and x+y ≤ b hold. Then,
we have max{x+ y} = min{2a, b} and the pair x0 = min{a, b}, y0 = min{a, b− x0} satisfies this.
Proof. It is easy to see that max{x + y} cannot be more than min{2a, b} due to the constraints.
Therefore, if we can obtain this value, it is optimal.
On the other hand, x0, y0 ≤ a hold. So it is enough to show that x0 +y0 = min{2a, b}. We have
x0 + y0 = min{a, b} + min{a, b −min{a, b}} = min{2a, a + b, a + b −min{a, b}, 2b −min{a, b}} =
min{2a, a+ b,max{a, b}, 2b−min{a, b}}. Let divide the proof into 3 cases as below.
• 2a ≥ b ≥ a: In this case, x0 + y0 = min{2a, b, 2b− a} = min{2a, b}.
• a ≥ b: In this case, x0 + y0 = b = min{2a, b}.
• b ≥ 2a: In this case, x0 + y0 = 2a = min{2a, b}.
Lemma 45. (d1, d2, d3, d4) in (6.33)-(6.34) maximizes
∑4
i=1 di with di being non-negative integers
subject to (6.29)-(6.32).
Proof. We divide the proof into five cases:





> 4N − 2M .





≤ 4N − 2M .
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5. M ≥ 2N .
The achieved DoF set (d1, d2, d3, d4) obtained in Theorem 24 is such that d1+d3 = 2 min{2N,M}
and d2 + d4 = min{b (N
2−1)
2 min{2N,M}c, 4N − 2 min{2N,M}, 2M}.
For cases 1, 3 and 5 it is easy to show that
∑4
i=1 di cannot be increased:


























, 4N − 2M
}
= 4N − 2M . Hence
∑4
i=1 di = 4N which is optimal given (6.30)-
(6.31).





≥ 2M : We get d1 + d3 = 2 min{2N,M} = 2M and

















i=1 di = 4M which is optimal given (6.29).
• M ≥ 2N : We get d1 = d3 = 2N and d2 = d4 = 0. Hence gets
∑4
i=1 di = 4N which is optimal
given (6.30)-(6.31).
















di. Define a , m+ n and b , p+ q (and therefore a > b). Note that p, q ≥ 0 (and
therefore b ≥ 0) since d′1 and d
′
3 cannot be more than min{2N,M} (see (6.29)-(6.31)). We show








4) for these two cases
as below:


























































(2M − b) . (6.35)
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(2M − b) . (6.36)






































































+ (a− b)︸ ︷︷ ︸
≥1

> (N2 − 1), (6.37)







≤ 2M as mentioned above.
The achievable DoF given in [Lee et al., 2013, Theorem 1] is max{min{4N, 2M},min{2N, 2b43Mc},
min{2N − 1, 4M}}. The following corollary shows that our lower bound in Theorem 24 is higher
than the one given in [Lee et al., 2013]:
Corollary 12. The lower bound in Theorem 24 is better than the one proposed in [Lee et al., 2013,
Theorem 1].
Proof. We only need to show that all three terms in the lower bound in [Lee et al., 2013, Theorem
1] have a solution (d1, d2, d3, d4) that satisfy (6.29)–(6.32).
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• The first term, min{4N, 2M}, is achievable with d1 = d3 = min{2N,M} and d2 = d4 = 0
which satisfies (6.29)–(6.32).
• The second term, min{2N, 2b43Mc}, is achievable as follows.
– If N ≤ b43Mc choose d1 = min{M,N}− 1, d2 = min{M,N}, d3 = N −min{M,N}, and
d4 = N + 1−min{M,N}.
∗ (6.29) holds since N + 1−min{M,N} ≤M is true as:
· If min{M,N} = M : It is enough to show N ≤ 2M − 1 which holds as b43Mc ≤
2M − 1.
· If min{M,N} = N : It is easy to verify in this case as 1 ≤M .
∗ It is easy to see that (6.30)-(6.31) hold.
∗ (6.32) holds since (d1 + d3)(d2 + d4) = N2 − 1.
– If N > b43Mc, we choose d1 = min{M, 2N}, d2 = b
4
3Mc −min{M, 2N}, d3 = b
4
3Mc −
min{M, 2N}, and d4 = min{M, 2N}.




3 c ≤ b
4M
3 c ≤ N ⇒ b
M
3 c ≤ 2N ⇒ b
M
3 c ≤ min{2N,M} ⇒ b
4M
3 c ≤ M +
min{2N,M}.
∗ (6.30)-(6.31) hold since b43Mc < 2N .
∗ (6.32) holds as b43Mc < N results b
4
3Mc
2 ≤ N2 − 1.
• The third term, min{2N − 1, 4M}, is achievable as follows.
– If 2N−1 < 4M , we choose d1 = min{M,N}, d2 = min{M,N}−1, d3 = N−min{M,N},
and d4 = N −min{M,N}.
∗ (6.29) holds since N −min{M,N} ≤M is true, which is due to the following:
· If min{M,N} = M : It is enough to show N −M ≤M . We have 2N − 1 < 4M ,
and since M and N are integers we have 2N ≤ 4M .
· If min{M,N} = N : It holds since 0 ≤M .
∗ (6.30)-(6.31) hold since 2 min{M,N} − 1 ≤ 2N and 2N − 2 min{M,N} ≤ 2N .
∗ (6.32) holds since N(N − 1) < N2 − 1.
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– If 2N − 1 > 4M , we choose d1 = d2 = d3 = d4 = M .
∗ It is trivial that (6.29) holds.
∗ (6.30)-(6.31) hold since M < 2N−14 < N .






= N2 −N + 14 . Since M and
N are integers, then 4M2 ≤ N2 −N < N2 − 1.
Theorem 24 also results in the following corollary.
Corollary 13. For the two-way 2 × 2 × 2 MIMO interference network where each relay node has
N antennas and each user node has M antennas, if M ≥ 2N holds, then DoF = 4N . And if
N > 2M , then DoF = 4M .






, 4N − 2 min{2N,M}, 2M
}





, 4N − 2 min{2N,M}, 2M
}





, 4N − 4N, 2M
}
= 4N. (6.38)














Similarly, if N > 2M , both the lower and upper bounds become 4M .
The above corollary states that when M ≥ 2N , then the bottleneck on the DoF is the number of
relay antennas and since there are a total of 2N antennas in relays, in each direction the DoF is 2N
(with a total of 4N in two directions). Similarly, when N > 2M , then the bottleneck on the DoF
is the number of transmitter antennas and since there are a total of 4M antennas in transmitters,
the DoF is 4M .
Now, we will briefly compare our results with the one-way model. It is shown in [Vaze and
Varanasi, 2014] that the DoF of the one-way 2×2×2 MIMO interference network where each relay
node has N antennas and each user node has M antennas is 2 min{M,N}.
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Comparing this result with Theorem 24 we see that the two-way communication capability
in general can increase the DoF, with the actual gain depending on the values of M and N . In
particular for the cases of M ≥ 2N and N > 2M , Corollary 13 indicates that two-way transmission
doubles the DoF.
The bounds given in Theorem 24 are illustrated in Fig. 6.3 for different values of M , N . In Fig.
6.3(a) the tight results for M = 1 and M ≥ 6 follow from Corollary 13. Similarly the tight results
in Figs. 6.3(b)-6.3(d) also follow from Corollary 13. We observe that for all values of M and N in
Fig. 6.3 there is an improvement in the lower bound of DoF in comparison with the one-way DoF.
Moreover, our lower bound is better than that given in [Lee et al., 2013]. In Fig. 6.4, we plot the
upper and lower bounds given in Theorem 24 as well as the one-way DoF as a function of M and
N .
Finally, we consider the case of multi-antenna relays and single-antenna source/destination
nodes, i.e., Mi = 1, i = 1, . . . , 4. It is shown in [Ashraphijuo et al., 2016b] that if each relay is
equipped with cache, then DoFc ≥ 4(N1+N2)N1+N2+1 which is plotted in Fig. 6.5. On the other hand,
by applying the upper and lower bounds given by Theorems 18–23 to the special case of Mi = 1,
i = 1, 2, 3, 4, we obtain 2 ≤ DoF ≤ max{43(N1 +N2), 4} which is also plotted in Fig. 6.5. It is seen
that with caching the DoF approaches the upper bound of 4 as N1 + N2 → ∞, indicating that
caching could potentially increase the DoF.
6.6 Summary
We have considered the two-way 2 × 2 × 2 MIMO interference network, a class of two-way four-
unicast MIMO interference networks. We have obtained upper and lower bounds on the sum DoF
of the two-way 2 × 2 × 2 MIMO interference network with any number of antennas in each node.
We have also considered the special case where there are M antennas at each user node and N
antennas at each relay node and obtained a better achievable DoF than that in the literature.
CHAPTER 6. ON THE DOF OF TWO-WAY 2× 2× 2 MIMO NETWORKS 267


















N=3, lower bound in [1]
N=3, one-way DoF
(a) N = 3.















N=4, lower bound in [1]
N=4, one-way DoF
(b) N = 4.


















M=3, lower bound in [1]
M=3, one-way DoF
(c) M = 3.















M=4, lower bound in [1]
M=4, one-way DoF
(d) M = 4.
Figure 6.3: Comparison of the bounds given in Theorem 24 and the lower bound in [Lee et al.,
2013].


































































































(c) The one-way DoF.
Figure 6.4: The upper and lower bounds on DoF given in Theorem 24, in comparison with the
one-way DoF.
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Figure 6.5: A comparison of the DoF bounds and the achievable DoF with caching for two-way
2× 2× 2 networks with single-antenna user nodes and multiple-antenna relays.
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Chapter 7
On the DoF of Two-way MIMO
Butterfly Networks
This chapter studies the degrees of freedom (DoF) of two-way MIMO butterfly networks, a class
of two-way four-unicast networks, that consists of four source/destination nodes and three relay
nodes. We first give upper and lower bounds on the sum DoF of such network with any number
of antennas in each node. We also study the DoF of the two-way MIMO butterfly network with
caching at the relays. For the special case that each source/destination node has M antennas and
each relay node has N antennas, we obtain the exact DoF for some special cases. Specifically, if
N ≤M , then without caching, DoF = 2N which is equal to the DoF of a one-way MIMO butterfly
network, and with relay caching, DoF = 4N . Moreover, if N > 2M , then with or without relay
caching, DoF = 4M which doubles the DoF of a one-way MIMO butterfly network. Hence for this
MIMO butterfly network, when the number of relay antennas is large compared with the number of
source/destination antennas, bidirectional transmission improves the DoF; and when the number
of relay antennas is small, relay caching improves the DoF.
7.1 Introduction
The two-way butterfly network shown in Fig. 6.1 is a class of two-way four-unicast networks, that
consists of four source/destination nodes and three relay nodes, with bidirectional communication
links between relay and source/destination nodes. The butterfly network is motivated by the well-
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known network coding example [Yeung, 2010]. In [Shomorony and Avestimehr, 2013] the degrees
of freedom (DoF) of a one-way butterfly network with single-antenna nodes is shown to be 2. In
[Ashraphijuo et al., 2016a], we showed that the DoF of a two-way butterfly network with single-
antenna nodes is also 2, which to the best of my knowledge, is the first result where bidirectional
links do not improve the DoF. Indeed there are relay network configurations where the two-way
DoF doubles the one-way DoF [Ashraphijuo et al., 2015b].
This chapter generalizes [Ashraphijuo et al., 2016a] to MIMO butterfly networks, where each
node is equipped with multiple antennas. We provide several upper and lower bounds on the
DoF for the general two-way MIMO butterfly network with arbitrary number of antennas at each
node. In particular, a novel achievability scheme is proposed that performs interference neutral-
ization and exploits side-information inherent to two-way communications. For the case where all
source/destination nodes have M antennas and all relay nodes have N antennas, for some cases
where N or M is the transmission bottleneck, we find the exact DoF, i.e., if N ≤ M , DoF = 2N ,
which is the DoF of the one-way MIMO butterfly network, i.e., the bidirectional transmission does
not improve the DoF at all for this case; and if N > 2M , DoF = 4M , which is twice the one-way
DoF.
We further consider the case where each relay is equipped with cache that can offline store
the transmitted messages. Content caching is a technique to reduce traffic load by exploiting the
high degree of asynchronous content reuse and the fact that storage is cheap and ubiquitous in
today’s wireless devices [Golrezaei et al., 2011; Molisch et al., 2014]. During off-peak periods when
network resources are abundant, some content can be stored at the wireless edge (e.g., access points
or end user devices), so that demands can be met with reduced access latencies and bandwidth
requirements. The caching problem has a long history, dating back to the early work by Belady
[Belady, 1966]. There are various forms of caching, i.e., to store data at user ends, relays, etc. [Wang
et al., 2014], and both uncoded and coded caching strategies have been developed [Maddah-Ali and
Niesen, 2014]. The caching process consists of an offline placement phase and an online delivery
phase. One important aspect is the design of the placement phase in order to facilitate the delivery
phase. There are several recent works that consider communication scenarios where user nodes
have pre-cached information from a fixed library of possible files during the offline phase, in order
to minimize the transmission from source during the delivery phase [Maddah-Ali and Niesen, 2014;
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Ji et al., 2015]. There are only a limited number of works on the DoF with caching. In particular,
[Han et al., 2015a; Han et al., 2015b] study the DoF for the relay and interference channels with
caching, respectively, under some assumptions and provide asymptotic results on the DoF as the
solutions to some optimization problems. In [Ashraphijuo et al., 2016a] we showed that relay
caching doubles the DoF of the two-way butterfly network with single-antenna nodes. In this
chapter we also investigate the effect of relay caching on the DoF of MIMO two-way butterfly
networks. In particular, for the case of M source/destination antennas and N relay antennas, we
show that if N ≤M , relay caching doubles the DoF. But if N > 2M , then relay caching does not
improve the DoF at all.
The remainder of this chapter is organized as follows. In Section 7.2, the two-way MIMO
butterfly network model is given. In Sections 7.3 and 7.4, we present upper and lower bounds
on the DoF of this network without caching, respectively. In Section 7.5 the special case where
all source/destination nodes have M antennas and all relay nodes have N antennas is studied.
In Section 7.6, we present the DoF results for the two-way MIMO butterfly network with relay
caching. Finally, Section 7.7 concludes this chapter.
7.2 Channel Model
As shown in Fig. 7.1, the two-way butterfly MIMO interference network consists of four transceiver
nodes and three relays R1, R2, and R3. Transceiver node i is equipped with Mi antennas and
consists of transmitter (source) Si and receiver (destination) Dq(i), where q(i) = i + 2 for i = 1, 2
and q(i) = i−2 for i = 3, 4. Each transmitter Si has one message that is intended for its designated
receiver Di, i ∈ {1, . . . , 4}. The relay Rk comprises of Nk antennas, k ∈ {1, 2, 3}. Fig. 7.2 shows
the two hops of this system separately. In the first hop (Fig. 7.2(a)), the signal received at relay
Rk, k ∈ {1, 2, 3}, in time slot m is expressed as




Hi,R2xi[m] + zR2 [m], (7.2)
yR3 [m] = H2,R3x2[m] + H3,R3x3[m] + zR3 [m], (7.3)
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where Hi,Rk is the Nk ×Mi complex channel matrix from transmitter Si to relay Rk, xi[m] is the
Mi × 1 signal vector transmitted from Si, yRk [m] is the Nk × 1 signal vector received at relay Rk
and zRk [m] is the Nk× 1 circularly symmetric complex Gaussian noise vector with i.i.d. zero mean
and unit variance entries, i ∈ {1, 2, 3, 4}, k ∈ {1, 2, 3}. In the second hop (Fig. 7.2(b)), the signal
received at receiver Di in time slot m is given by
yi[m] = HR1,ixR1 [m] + HR2,iR2 [m] + zi[m], for i ∈ {2, 3}, (7.4)
yi[m] = HR2,ixR2 [m] + HR3,iXR3 [m] + zi[m], for i ∈ {1, 4}, (7.5)
where HRk,i is the Mq(i) ×Nk complex channel matrix from relay Rk to receiver Di, xRk [m] is the
Nk × 1 signal vector transmitted from Rk, yi[m] is the Mq(i) × 1 signal received at receiver Di and
zi[m] is the Mq(i)×1 circularly symmetric complex Gaussian noise vector with i.i.d. zero mean and
unit variance entries, i ∈ {1, 2, 3, 4}, k ∈ {1, 2, 3}. We assume that the channel coefficient values
are drawn i.i.d. from a continuous distribution and their magnitudes are bounded from below and
above by Hmin and Hmax respectively as in [Cadambe and Jafar, 2008a]. The relays are assumed to
be full-duplex and equipped with caches. Furthermore, the relays are assumed to be causal, which
means that the signals transmitted from the relays depend only on the signals received in the past
and not on the current received signals and can be described as
xRk [m] = f(Y
m−1
Rk
,Xm−1Rk , CRk), (7.6)
where Xm−1Rk , (xRk [1], . . . ,xRk [m − 1]), Y
m−1
Rk
, (yRk [1], . . . ,yRk [m − 1]) and CRk is the cached
information in relay Rk. We assume that each source Si knows only channels Hi,Rk , k ∈ {1, 2, 3};
each relay knows all the channels; and each destination Di knows only channels HRk,i, k ∈ {1, 2, 3}.
The source Si has a message Wi that is intended for destination Di. |Wi| denotes the size
of the message Wi. The rates Ri = log |Wi|n , i ∈ {1, 2, 3, 4} are achievable during n channel uses
when n is large enough, if the probability of error can be arbitrarily small for all four messages
simultaneously. The capacity region C = {(R1,R2,R3,R4)} represents the set of all achievable
quadruples. The sum-capacity is the maximum sum-rate that is achievable, i.e., CΣ(P ) =
∑4
i=1Rci
where (Rc1,Rc2,Rc3,Rc4) = arg max(R1,R2,R3,R4)∈C
∑4
i=1Ri and P is the transmit power at each










































Figure 7.1: A two-way MIMO butterfly interference network.
where di , limP→∞
Rci
logP is the DoF of source Si, for i ∈ {1, 2, 3, 4}. We denote DoFC as the DoF
for the case of with relay caching, and DoFNC as the DoF for the case with no relay caching.
In this chapter, for some special cases, we will obtain the exact DoF of both one-way and two-way
MIMO butterfly networks and compare them. For one-way networks, all channels corresponding to
directional links from right to left in Fig. 7.2 are zeros, and d3 = d4 = 0. We denote the one-way
DoF by DoF→.
7.3 DoF Upper Bounds
In this section, we present two upper bounds on the DoF of two-way MIMO butterfly network with
no relay caching. The first theorem is a cut-set upper bound based on the genie-aided transmission
through R2.
Theorem 25. For the two-way MIMO butterfly network without caching, DoFNC ≤ 2N2.
Proof. Consider S1, R1, and S4 as one group of users and S2, R3, and S3 as another group. As
genie-aided side information, assume that the users in each group (super node) have access to all
messages in the same group. Note that the first group has W1 and W4 needed by the second group
and the second group has W2 and W3 needed by the first group. The genie-aided side information



















































(b) The channels from relays to the receivers.
Figure 7.2: The channels from and to relays in a two-way MIMO butterfly network.
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does not give the needed message to any destination, and the two groups can only communicate
through R2. The described channel can be seen in Fig. 7.3 where super nodes A1 and A2 both
have three sets of antennas. Thus, the cut-set bound gives that DoFNC ≤ 2N2, since R2 is an






































(b) The channels from relay R2 to the receivers.
Figure 7.3: The genie-aided MIMO butterfly network.
The next theorem is a cut-set bound on the number of receiver antennas.
Theorem 26. For the two-way MIMO butterfly network without caching, DoFNC ≤
2 (min{M1,M3}+ min{M2,M4}).
Proof. It follows from the cut-set bound on the total number of antennas (minimum number of
transmit and receive antennas) for each user i which is di = min{Mi,Mq(i)}.
With a similar argument, the following corollary holds for the one-way channel:
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Corollary 14. For the one-way MIMO butterfly network without caching, DoFNC→ ≤ min{M1,M3}+
min{M2,M4}.
7.4 DoF Lower Bounds
The following theorem provides a lower bound on the DoF of the MIMO butterfly network without
relay caching.
Theorem 27. If d1, . . . , d4 are non-negative integers that satisfy the following conditions:
• d1, d3 ≤ min{M1,M3, N2},
• d2, d4 ≤ min{M2,M4, N2},
• d2 + d3, d1 + d4 ≤ N2,
• 2(d1d4 + d1d2 + d3d4 + d2d3) ≤ (N22 − 1) + min{N21 , d3d4 + d1d2}+ min{N23 , d3d4 + d1d2},
then without relay caching the DoF of
∑4
i=1 di is achievable.
Proof. We show that if all conditions in the theorem statement hold, each source-destination pair
(Si, Di), i ∈ {1, . . . , 4} can achieve the DoF of di. The first three conditions ensure that the DoF
for each link is no more than the number of transmit antennas, the number of receive antennas,
and also the number of antennas in the relay between them. In the following, we show that by
adding the fourth condition, the DoF of (d1, d2, d3, d4) is achievable.
The received signals at relays are given by (7.1)-(7.3). Then, each relay Rk, k ∈ {1, 2, 3},
performs amplify-and-forward by transmitting xRk [m] = VkyRk [m] using an Nk ×Nk matrix Vk,
and the received signals at the destinations are given by:
y1[m] = HR3,1V3yR3 [m] + HR2,1V2yR2 [m] + z1[m], (7.8)
y2[m] = HR1,2V1yR1 [m] + HR2,2V2yR2 [m] + z2[m], (7.9)
y3[m] = HR1,3V1yR1 [m] + HR2,3V2yR2 [m] + z3[m], (7.10)
y4[m] = HR3,4V3yR3 [m] + HR2,4V2yR2 [m] + z4[m]. (7.11)
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Substituting (7.1)-(7.3) into (7.8)-(7.11) results in:





Hi,R2xi[m] + zR2 [m]
)
+ z1[m], (7.12)





Hi,R2xi[m] + zR2 [m]
)
+ z2[m], (7.13)





Hi,R2xi[m] + zR2 [m]
)
+ z3[m], (7.14)





Hi,R2xi[m] + zR2 [m]
)
+ z4[m]. (7.15)
We assume that each transmitter Si transmits signals from the top di antennas and nothing from
the rest of the antennas. We will show the existence of V1, V2 and V3 such that each receiver Di
can decode the di information streams from its corresponding transmitter Si, and then the proof
of achievability will be complete.
Now, we analyze the interfering signals that should be nulled. For destination D1, the signal
x1[m] is the intended signal and the receiver knows x3[m] as it is the transmitter S3 as well.
Therefore, the interference from the signals x2[m] and x4[m] should be nulled at destination D1.
1. The interfering signal from x4[m] to D1:





4 [m], . . . , x
(d4)





i [m] represents the j
th entry of vector xi[m].
2. The interfering signal from x2[m] to D1:





2 [m], . . . , x
(d2)
2 [m], 0, . . . , 0
]T
.(7.17)
We will choose V1 and V2 such that the top d1 antennas at D1 contain the d1 intended data
streams, by enforcing that first d1 elements of both q4→1[m] and q2→1[m] does not contain elements
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of x4[m] and x2[m], respectively. That is, we force the corresponding submatrices in (7.16) and
(7.17) to be zero, i.e.,
G4→1[1 : d1, 1 : d4] = 0, (7.18)
G2→1[1 : d1, 1 : d2] = 0. (7.19)
(7.18) consists of d1d4 linear equations of elements of V2 and (7.19) consists of d1d2 linear equations
of elements of V3 and V2.
Also, the interference from the signals x1[m] and x3[m] should be nulled at destination D2,
which are defined as





3 [m], . . . , x
(d3)
3 [m], 0, . . . , 0
]T
, (7.20)





1 [m], . . . , x
(d1)
1 [m], 0, . . . , 0
]T
. (7.21)
Therefore, the followings should hold:
G3→2[1 : d2, 1 : d3] = 0, (7.22)
G1→2[1 : d2, 1 : d1] = 0. (7.23)
(7.22) consists of d2d3 linear equations of elements of V2 and (7.23) consists of d2d1 linear equations
of elements of V1 and V2.
Similarly, x2[m] and x4[m] should be nulled at destination D3, which are defined as





2 [m], . . . , x
(d2)
2 [m], 0, . . . , 0
]T
, (7.24)





4 [m], . . . , x
(d4)
4 [m], 0, . . . , 0
]T
. (7.25)
Therefore, the followings should hold:
G2→3[1 : d3, 1 : d2] = 0, (7.26)
G4→3[1 : d3, 1 : d4] = 0. (7.27)
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(7.26) consists of d3d2 linear equations of elements of V2 and (7.27) consists of d3d4 linear equations
of elements of V1 and V2.
Finally, x1[m] and x3[m] should be nulled at destination D4, which are defined as





1 [m], . . . , x
(d1)
1 [m], 0, . . . , 0
]T
, (7.28)





3 [m], . . . , x
(d3)
3 [m], 0, . . . , 0
]T
. (7.29)
Therefore, the followings should hold:
G1→4[1 : d4, 1 : d1] = 0, (7.30)
G3→4[1 : d4, 1 : d3] = 0. (7.31)
(7.30) consists of d4d1 linear equations of elements of V2 and (7.31) consists of d4d3 linear equations
of elements of V3 and V2.
Combining the above equations, we have in total:
1. 2(d1d4 + d2d3) linear equations of the form G2v2 = 0 of the N
2
2 elements of V2, where
v2 = vec(V2) (see (7.18), (7.22), (7.26), (7.30)).
2. (d1d2 + d3d4) linear equations of the form G1v1 + G1,2v2 of the N
2
1 elements of V1 and N
2
2
elements of V2, where v1 = vec(V1) (see (7.23), (7.27)).
3. (d1d2 + d3d4) linear equations of the form G3v3 + G3,2v2 of the N
2
3 elements of V3 and N
2
2
elements of V2, where v3 = vec(V3) (see (7.19), (7.31)).
We set (N2i − d1d2 − d3d4)
+
elements of vi to zero, i = 1, 3 and solve for the remaining elements.
Then when the fourth condition in the theorem holds, the number of unknowns is more than the
number of equations and therefore with probability 1 there exists a non-zero solution of (v1, v2,
v3). Note that v2 6= 0 since otherwise by 2) and 3) we will have v1 = v2 = 0. Hence v1 and v3
are also non-zero by 2) and 3).
The next theorem provides another lower bound for the two-way MIMO butterfly network.
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Theorem 28. For the two-way MIMO butterfly network without relay caching,
DoFNC ≥ 2 min{N2,max{min{M1,M3},min{M2,M4}}}.
Proof. First consider the case of min{M1,M3} ≥ min{M2,M4}. If all nodes except for S1, R2,
and S3 in Fig. 7.1 are silent, then the channel can be seen as a two-way relay system formed by
nodes S1, R2, and S3 with numbers of antennas min{M1,M3}, N2 and min{M1,M3}, respectively.
This channel can achieve the DoF of 2 min{N2,min{M1,M3}} by simply forwarding the sum of the
received signals at relay R2, which is the sum of the two messages from S1 and S3.
If min{M1,M3} < min{M2,M4}, S2 and S4 communicate through S2 in a similar way and the
DoF of 2 min{N2,min{M2,M4}} is achievable. Therefore, the maximum of the above two DoFs is
achievable.
The theorem can also be proven by using Theorem 27 with d1 = d3 = min{N2,min{M1,M3}},
d2 = d4 = 0 for case of min{M1,M3} ≥ min{M2,M4}, and with d2 = d4 = min{N2,min{M2,M4}},
d1 = d3 = 0 for case of min{M1,M3} < min{M2,M4}.
7.5 Special Cases
In this section, we provide the DoF results on some special cases of the MIMO butterfly network
using the theorems given in the previous section.
7.5.1 The Case of Mi = M and Nk = N
In this subsection, we consider a special case where Mi = M , i ∈ {1, 2, 3, 4}, and Nk = N ,
k ∈ {1, 2, 3}.
Theorem 29. If N ≤M , then DoFNC = 2N . And if N > 2M , then DoFNC = 4M .
Proof. For N ≤ M , the upper bound follows from Theorem 25 and the lower bound follows from
Theorem 28. For N > 2M , the upper bound follows from Theorem 26 and the lower bound follows
from Theorem 27 by setting di = M , i ∈ {1, . . . , 4}.
The above theorem states that when N ≤M , then the bottleneck on the DoF is the number of
relay antennas in R2 and since it has N antennas the DoF in each direction is N (with a total of
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2N). On the other hand, when N > 2M , then the bottleneck on the DoF is the number of source
transmit antennas and since there are 4M transmit antennas in total, the DoF is 4M .
The next theorem gives the DoF bounds for the case of M < N ≤ 2M .







≤ DoFNC ≤ min{4M, 2N}.
Proof. The upper bound follows from Theorems 25-26. For the lower bound, the conditions in
Theorem 27 can be written as:
di ≤ M, i = 1, . . . , 4,
d2 + d3, d1 + d4 ≤ N,
2 (d1d4 + d1d2 + d3d4 + d2d3) ≤ N2 − 1 + 2(d3d4 + d1d2) ⇒ 2 (d1d4 + d2d3) ≤ N2 − 1,
2 (d1d4 + d1d2 + d3d4 + d2d3) ≤ 3N2 − 1. (7.32)

















d3 = M satisfies the conditions in (7.32) as
• N ≤ 2M =⇒ N2 − 1 ≤ 4M2 − 1 < 4M(M + 12) =⇒
N2−1














≤M . Moreover, using Lemma 46 below, we have

















≤ N2 − 1,

















= 2(N2 − 1) ≤
3N2 − 1.

























Lemma 46. For any real number x, we have b2xc = bxc+ bx+ 12c.
Moreover, the following lemma shows that the lower bound in Theorem 30 is the largest one
obtained from Theorem 27.
Lemma 47. (d1, d2, d3, d4) obtained in the proof of Theorem 30 maximizes
∑4
i=1 di with di being
non-negative integers subject to (7.32).
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≤ N − M . The achievable DoF set (d1, d2, d3, d4)





















4) = (d1 − p, d2 + n, d3 −












3 cannot be more than M (see the first constraint in (7.32)). We show that this does
































































































+m+ n− p− q︸ ︷︷ ︸
a−b≥1

>(N2 − 1), (7.33)
where (a) follows from Lemma 46.












≥ N−M . In this case, the
achievable DoF set (d1, d2, d3, d4) obtained in Theorem 30 is d1 = d3 = M and d2 = d4 = N −M
which is optimal given the second bound in (7.32).
The DoF given in Theorem 29 and the bounds given in Theorem 30 are illustrated in Fig. 7.4
and Fig. 7.5 for different values of M and N .
The following corollary gives the exact DoF for the one-way MIMO butterfly network where
each relay node has N antennas and each source/destination node has M antennas.
Corollary 15. For the case of Mi = M and Nk = N , DoFNC→ = min{2M, 2N}.
Proof. The upper bounds follow from Theorem 25 and Corollary 14. The lower bound follows from
Theorem 27 by setting d1 = d2 = min{M,N}, d3 = d4 = 0.
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(a) N = 3.















(b) N = 4.



















(c) M = 3.
















(d) M = 4.
Figure 7.4: The DoF bounds for the case of Mi = M and Nk = N , given by Theorems 29 and 30.
Remark 17. Comparing the results in Theorem 29 and Corollary 15, it is seen that when N > 2M ,
bidirectional transmission doubles the one-way DoF; but when N < M , then bidirectional links have
no impact on the DoF.
7.5.2 The Case of Mi = 1, Nk ≥ 1
Next we consider the case of multi-antenna relay nodes and single-antenna source/destination nodes,
i.e., Mi = 1, Nk ≥ k.
Theorem 31. For the case of Mi = 1, i = 1, 2, 3, 4, N1 ≥ 1 and N3 ≥ 1, we have
• If N2 = 1, then DoFNC = 2;
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• If N2 = 2, then 3 ≤ DoFNC ≤ 4;
• If N2 ≥ 3, then DoFNC = 4.
Proof. • N2 = 1: The upper bound follows from Theorem 25 and the lower bound follows from
Theorem 28.
• N2 = 2: The upper bound follows from Theorem 26 and the lower bound follows from
Theorem 27 by setting d1 = d2 = d3 = 1, and d4 = 0.
• N2 ≥ 3: The upper bound follows from Theorem 26 and the lower bound follows from
Theorem 27 by setting di = 1, i ∈ {1, . . . , 4}.
The following corollary gives the one-way DoF for the case of single-antenna source/destination
nodes and multi-antenna relay nodes.
Corollary 16. For the case of Mi = 1, Nj ≥ 1, DoFNC→ = 2.
Proof. The upper bounds follow from Corollary 14. The lower bound follows from Theorem 27 by
setting d1 = d2 = 1, d3 = d4 = 0.
Remark 18. Comparing the results in Theorem 31 and Corollary 16, it is seen that for the but-
terfly network with single-antenna nodes, when relay node R2 has a single antenna, bidirectional
transmission does not improve the DoF. When R2 has two antennas, bidirectional transmission im-
proves the DoF by a factor of at least 1.5. And when R2 has at least three antennas, bidirectional
transmission doubles the DoF.
7.6 Two-way MIMO Butterfly Network with Caching
We now assume that each relay is equipped with a cache that can store the data from the sources.
Our goal is to design strategies for caching and transmission so that the sum rate of all four source-
destination pairs is maximized. The transmission comprises two phases. The first phase is the
transmission from sources to the relays, as shown in Fig. 7.2(a), which is performed offline and is
known as the placement phase. The second phase is the transmission from relays to the destinations,
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as shown in Fig. 7.2(b), which is performed online and is known as the delivery phase. We assume
that the relays decode Wi, i = 1, . . . , 4 in the offline phase and store W
′
1 ,W1⊕W3, W ′2 ,W2⊕W4
in their caches. The transmitted signals from the relays intend to make W ′1 decodable at D1 and
D3, and W
′
2 decodable at D2 and D4.
The next theorem provides an upper bound on the DoF of the two-way MIMO butterfly network
with relay caching.
Theorem 32. For the two-way MIMO butterfly network with relay caching descried above, DoFC ≤
min{N1 +N2,M1 +M4}+ min{N3 +N2,M3 +M2}.
Proof. As in Fig. 7.6(a), for the transmission from relays R1 and R2 to receivers D2 and D3,
assuming that relays have cached messages as side information, the DoF of min{N1 +N2,M1 +M4}
is a cut-set bound on d2 + d3. Similarly, as in Fig. 7.6(b), in the transmission from relays R2 and
R3 to receivers D1 and D4, assuming that relays have cached messages as side information, the
DoF of min{N2 + N3,M3 + M2} is a cut-set bound on d1 + d4. Note that this theorem trivially
holds for the case of no caching as well.
The following result characterizes the DoF of the two-way MIMO butterfly network with relay
caching, when Mi = M and Nk = N .
Theorem 33. For the case of Mi = M , i = 1, 2, 3, 4, and Nk = N , k = 1, 2, 3, we have DoFC =
4 min{N,M}.
Proof. First consider the case of M ≤ N . The upper bound of 4M follows from Theorem 32. We
now provide an achievability strategy. We do not use the last N −M antennas of the relays and
therefore effectively every transmitter, relay and receiver has only M antennas. The relays know
the new messages W ′1 and W
′





time m = 1, 2, . . . , n are M × 1 vectors, i.e., a[m] = fm(W ′1) and b[m] = fm(W ′2), m = 1, 2, . . . , n.
At time m, the relays transmit the following signals
xR1 [m] = −HR1,2−1HR2,2a[m]−HR1,3−1HR2,3b[m],
xR2 [m] = a[m] + b[m],
xR3 [m] = −HR3,4−1HR2,4a[m]−HR3,1−1HR2,1b[m].
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Then the received signals at the destinations are as follows








































Note that the first and the third receivers receive noisy versions of a[m], from which they can
decode W ′1 and subtract the contribution of their own messages to obtain their desired messages.
The argument is similar for the second and the fourth receivers using b[m] and W ′2 and thus showing
that a DoF of 4M can be achieved.
Now consider the case of M > N . The lower bound of 4N can be obtained with a similar
approach. That is, we do not use the last M −N antennas of the transceivers and effectively every
transmitter, relay and receiver has only N antennas and transmit the N × 1 vectors of a[m] and
b[m]. The upper bound again follows from Theorem 32.
Remark 19. It is interesting to compare the results in this section with that in Section 7.5.1.
Specifically, when N ≤M , by Theorem 29 we have DoFNC = 2N , and by Theorem 33, DoFC = 4N .
On the other hand, when N > 2M , we have DoFNC = DoFC = 4M . Hence depending on the
number of antennas in each node, caching can either increase the DoF up to a factor of 2, or has
no effect on the DoF at all. In particular, relay caching improves the DoF when the number of relay
antennas is small compared with the number of source/destination antennas. As the relay antenna
number increases, the effect of relay caching on the DoF becomes smaller and eventually vanishes,
since the number of source/destination antennas becomes the DoF bottleneck.
Remark 20. For the butterfly network with multi-antenna relay nodes and single-antenna source
/destination nodes with caching, i.e., Mi = 1, i = 1, 2, 3, 4, and Nk ≥ 1, k = 1, 2, 3, we have
DoFC = 4. For the case of N1 = N2 = N3 = 1, the proof is given in [Ashraphijuo et al., 2016a].
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Trivially, the same achievability still holds if we increase the number of antennas in relays. The
upper bound of 4 on DoF also holds as each source-destination pair can have the maximum DoF of
1.
Remark 21. Upper and lower bounds on the DoF of the two-way MIMO butterfly network with
limited relay caching can be obtained by time-sharing between the corresponding bounds with and
without caching.
7.7 Summary
We have considered the two-way MIMO butterfly network, a class of two-way MIMO four-unicast
networks. We have provided upper and lower bounds on the sum DoF of such network with any
number of antennas in each node. For the special case that all source/destination nodes have M
antennas and all relay nodes have N antennas, we have obtained the exact DoF for some special
cases, i.e., DoF = 2N if N ≤ M , which is the same as the one-way DoF; and DoF = 4M if
N > 2M , which doubles the one-way DoF. Further, we have also studied the DoF of the two-way
MIMO butterfly network wth caching at the relays. In particular, for the same special case of
M source/destination antennas and N relay antennas, we have shown that when N ≤ M , relay
caching doubles the DoF; whereas when N > 2M , relay caching does not improve the DoF at
all. Hence, for this network, in general, relay caching improves the DoF when the number of relay
antennas is small compared with the number of source/destination antennas; whereas bidirectional
transmission improves the DoF when the number of relay antennas is large.

















































































































(c) The one-way DoF.
Figure 7.5: The upper and lower bounds on DoF given in Theorems 29 and 30, in comparison with
the one-way DoF.




























(b) The cut-set bound between R2, R3 and D1, D4.
Figure 7.6: The cut-set bounds from the relays to receivers in a two-way MIMO butterfly network.
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Chapter 8
Conclusions
In this dissertation, we have made progress on addressing the following questions: (1) What are the
fundamental roles of feedback, cooperation, full-duplexness, multiple-antenna systems in communi-
cation networks? (2) How should multiple links code their information to mitigate the interference
they cause to each other? More specifically, we have studied the impact of unlimited feedback,
limited feedback, user cooperation, multiple-antenna transceivers and relays and full-duplexness on
the optimal transmission rates for several interference networks and proposed novel transmission
strategies for them. We believe that ultimately this research will give insights into cracking general
class of multiple-unicast problems.
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