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1. Introduction and notation
Let a, b ∈R and let x, y > 0. The Stolarsky mean D(a,b)(x, y) of order (a, b) of x and
y (x = y) is defined as
D(a,b)(x, y)=


[ b(xa−ya)
a(xb−yb)
]1/(a−b)
(a − b)ab = 0,
exp
(− 1
a
+ xa lnx−ya lny
xa−ya
)
a = b = 0,[ xa−ya
a(lnx−lny)
]1/a
a = 0, b = 0,
√
xy a = b = 0,
(1.1)
with D(a,b)(x, x)= x (see [13]). The mean in question is often called the difference mean
(see, e.g., [7,12]). This term will be adopted in this paper. The following properties of the
difference mean follow immediately from its definition (1.1).
(i) D(a,b)(·, ·) is symmetric in its parameters, i.e., D(a,b)(·, ·)=D(b,a)(·, ·).
(ii) D(·,·)(x, y) is symmetric in the variables x and y , i.e., D(·,·)(x, y)=D(·,·)(y, x).
(iii) D(a,b)(x, y) is a homogenous function of order one in its variables, i.e.,
D(a,b)(tx, ty)= tD(a,b)(x, y), t > 0.
The regularity properties of the difference means can be obtained using an integral
representation for these means (see, e.g., [7]). It can be proved thatD(·,·)(·, ·) is an infinitely
many times differentiable function on R2×R2+, whereR+ denotes the set of positive reals.
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D(a,a)(x, y)= Ia(x, y) (1.2)
is the identric mean of order a, while
D(a,0)(x, y)= La(x, y) (1.3)
is the logarithmic mean of order a. Also,
D(2a,a)(x, y)=Ma(x, y) (1.4)
is the power mean of order a. For the inequalities connecting the logarithmic means of
order one and the power means, see [2,5,9,14] and references therein.
Another class of bivariate means studied in this paper was introduced by Gini [3].
Throughout the sequel we will denote them by S(a,b)(x, y). For x, y > 0 they are defined
as
S(a,b)(x, y)=


( xa+ya
xb+yb
)1/(a−b)
a = b,
exp
( xa lnx+ya lny
xa+ya
)
a = b = 0,
√
xy a = b= 0
(1.5)
(see, e.g., [3,12]). Following Páles [12] we call these means the sum means. Clearly these
means are symmetric in their parameters and variables and also they are homogeneous of
order one in their variables. Using an integral representation derived in [6] one can prove
that the sum mean is a holomorphic function in its parameters and variables. It is worth
mentioning that
S(a,0)(x, y)=Ma(x, y).
Thus the class of sum means contains the power means. Recently, Alzer and Ruscheweyh [1]
have proven that the joint elements in the classes of difference and sum means are exactly
the power means.
A problem of comparability of the sum and difference means is addressed in this
paper. Within the class of difference means the comparison problem (on unbounded real
intervals) was solved by Leach and Sholander [4] and their proof was simplified later on by
Páles [10]. The analogous problem for the sum means was completely solved by Páles [11].
To recall these results let us introduce more notation. Let
µ(x, y) :=
{ |x|−|y|
x−y x = y,
sign(x) x = y.
Definition of the logarithmic mean is extended to the domain x, y  0 by
L(x, y) :=
{ x−y
lnx−lny x, y > 0, x = y,
0 x · y = 0.
The comparison theorem for the difference means reads as follows:
Theorem D [4,10]. Let a, b, c, d ∈R. Then the comparison inequality
D(a,b)(x, y)D(c,d)(x, y) (1.6)
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L(a, b) L(c, d) if 0min(a, b, c, d),
µ(a, b) µ(c, d) if min(a, b, c, d) < 0 < max(a, b, c, d),
−L(−a,−b)−L(−c,−d) if max(a, b, c, d) 0.
A comparison result for the sum means is contained in the following theorem:
Theorem S [11]. Let a, b, c, d ∈R. Then the comparison inequality
S(a,b)(x, y) S(c,d)(x, y) (1.7)
is valid for all x, y > 0 if and only if a + b  c+ d and
min(a, b)min(c, d) if 0min(a, b, c, d),
µ(a, b) µ(c, d) if min(a, b, c, d) < 0 < max(a, b, c, d),
max(a, b)max(c, d) if max(a, b, c, d) 0.
Extensions of these results to the case when the underlying interval is a compact
subinterval of R+ are given in [12]. Theorem D in the cited paper states that
D(a,b)(x, y)D(c,d)(x, y)
for x, y ∈ [α,β] ⊂ (0,∞) if and only if a + b  c + d and D(a,b)(α,β)  D(c,d)(α,β).
A similar result holds true for the sum means (see [12, Theorem S]). By taking the limit
β/α→∞, these results reduce to those in Theorems D and S, respectively.
Using Theorems D and C one can prove that D(·,b)(x, y) and S(·,b)(x, y) are increasing
functions for all b ∈ R and all x, y > 0. Thus for the particular choices of the parameters
a, b, c, d in Theorem D, (1.6) yields the following chain of inequalities:
D(0,0)(x, y)D(1,0)(x, y)D(1,1)(x, y)D(2,1)(x, y),
that is,
√
xy =G(x,y)L(x, y) I (x, y)A(x,y)= x + y
2
, (1.8)
where L = L1 and I = I1 are the logarithmic and identric means of order 1 defined by
(1.2) and (1.3), respectively.
The goal of this paper is to establish the comparison results for the difference and sum
means. Some auxiliary results are given in Section 2. Comparison results for D(a,b)(·, ·)
and S(a,b)(·, ·) are presented in Section 3. Section 4 deals with the comparison results for
D(a,b)(·, ·) and S(a−1,b−1)(·, ·).
2. Auxiliary results
In this section we present some auxiliary results that will be used in the subsequent
sections of this paper.
For the sake of presentation let us introduce the following notation. We say that a > b
modulo c = 0 if a > b (respectively, a < b) when c > 0 (respectively, c < 0) and we write
a > b mod c.
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Then
(a + b)(xa − xb)< (a − b)(xa+b − 1) mod (a + b)(a − b)ab. (2.1)
Proof. For x  1 we define
f (x)= (a − b)(xa+b − 1)− (a + b)(xa − xb).
Clearly f (1)= 0 and
f ′(x)= x−1(a + b)[axa(xb − 1)− bxb(xa − 1)].
Our goal is to demonstrate that f ′(x) > 0 mod (a + b)(a − b)ab. To this aim let us note
that 1 <D(a,b)(x,1) < x if x > 1. This in conjunction with (1.1) gives
b(xa − 1)
a(xb − 1) < x
a−b mod (a − b). (2.2)
Then the inequality (2.2) is equivalent to
bxb
(
xa − 1)< axa(xb − 1) mod (a − b)ab,
which in turn implies that f ′(x) > 0 mod (a+ b)(a− b)ab for x > 1. Using the Lagrange
mean value theorem we conclude that, for x > 1,
f (x) > 0 mod (a + b)(a − b)ab.
The proof is complete. ✷
Lemma 2.2. Let t > 0. Then
2
t + 1 
ln t
t − 1 
t + 1
2t
. (2.3)
Inequalities (2.3) become equalities if and only if t = 1.
Proof. The harmonic, logarithmic and arithmetic means of t and 1 are defined as follows:
H(t,1)= 2t
t + 1 , L(t,1)=
t − 1
ln t
, A(t,1)= t + 1
2
.
It is well-known that
H(t,1) L(t,1)A(t,1)
with equalities if and only if t = 1. Inequality (2.3) is the immediate consequence of this
result. ✷
Lemma 2.3. Let 1 t  x . Then
(1+ x)t ln t
(t + x)(t − 1)  1 (2.4)
with equality if x = t = 1.
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(1+ x)t ln t
(t + x)(t − 1) 
2(1+ x)t
(t + x)(t − 1) . (2.5)
For 1 t  x one has (t − 1)(t − x) 0. The last inequality is equivalent to the following
one:
2(1+ x)t  (t + x)(t + 1).
This in conjunction with (2.5) yields the assertion. ✷
3. Comparison results for D(a,b)(x, y) and S(a,b)(x, y)
The goal of this section is to demonstrate that the difference means D(a,b)(x, y) and
the sum means S(a,b)(x, y) are comparable under simple conditions imposed on their
parameters a and b.
Theorem 3.1. Let x > 0, y > 0 with x = y and let a, b ∈R. Then
D(a,b)(x, y) < S(a,b)(x, y) (3.1)
provided a + b > 0. Inequality (3.1) is reversed if a + b < 0 and it becomes an equality if
and only if a + b= 0.
Proof. Since both means are homogeneous of order one it suffices to establish the
inequality (3.1) when y = 1 and x > 1. If a + b = 0, then it follows from (1.1) and (1.5)
that
D(a,−a)(x, y)= S(a,−a)(x, y)=√xy.
Therefore, we will assume that a + b = 0 to the end of the proof.
We distinguish three cases.
Case A: (a − b)ab = 0. It is easy to see that the inequality (3.1) is equivalent to
b
(
xa − 1)(xb + 1)< a(xa + 1)(xb − 1) mod (a − b)ab, (3.2)
or what is the same, to
(a + b)(xa − xb)< (a − b)(xa+b − 1) mod (a − b)ab. (3.3)
Using Lemma 2.1 we see that (3.3) is valid if and only if a + b > 0. This in turn implies
that the inequality (3.1) holds true if and only if a + b > 0.
Case B: a = b = 0. It follows from (1.1) and (1.5) that (3.1) is equivalent to
−1
a
+ 2x
a lnx
(xa − 1)(xa + 1) < 0,
that is, to
2t ln t
< 1 mod a,
(t − 1)(t + 1)
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of the second inequality in (2.3) gives the desired result.
Case C: a = b= 0. Making use of (1.1) and (1.5) we see that (3.1) is equivalent to
xa − 1
a lnx
<
xa + 1
2
mod a,
or what is the same, to
ln t
t − 1 >
2
t + 1 mod a,
where t = xa , t = 1. Using the first inequality in (2.3) we conclude that the inequality (3.1)
and the reversed inequality hold true if and only if a > 0 and a < 0, respectively. ✷
A sufficient condition for the comparison of difference and sum means with different
parameters can be deduced easily from Theorem 3.1. We have
Corollary 3.2. Let a, b, c, d be real numbers such that
min(a, b)min(c, d), max(a, b)max(c, d). (3.4)
If
c+ d  0, (3.5)
then, for all x, y > 0,
D(a,b)(x, y) S(c,d)(x, y). (3.6)
If
a + b  0, (3.7)
then, for all x, y > 0,
S(a,b)(x, y)D(c,d)(x, y). (3.8)
Proof. Assume that the numbers a, b, c, d satisfy (3.4). Without loss of generality, we may
assume that a  b, c d . Then the conditions (3.4) and (3.5) can be rewritten as
a  c, b  d, and 0 c+ d. (3.9)
The first two inequalities together with Theorem D imply
D(a,b)(x, y)D(c,d)(x, y).
On the other hand, the last inequality in (3.9) and Theorem 3.1 yield
D(c,d)(x, y) S(c,d)(x, y).
Combining the above two inequalities we arrive at (3.6).
Proof of the implication (3.7) ⇒ (3.9) is analogous. ✷
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This section deals with the comparison results for the difference means D(a,b)(·, ·) and
the sum means S(a−1,b−1)(·, ·). Necessary conditions for the inequalities
D(a,b)(·, ·) S(a−1,b−1)(·, ·) and D(a,b)(·, ·) S(a−1,b−1)(·, ·)
(a = b) to be valid are given in Theorems 4.1 and 4.2, respectively. A stronger comparison
result for means in question with equal parameters is presented in Theorem 4.3.
Theorem 4.1. Let a, b ∈R, a = b. In order for the inequality
D(a,b)(x, y) S(a−1,b−1)(x, y) (4.1)
to be valid for all x, y > 0 it is necessary that
a + b  3 and min(a, b) 1. (4.2)
Conversely, if
max
(
3, ln 2 ·L(a, b)+ 2) a + b and min(a, b) 1, (4.3)
then (4.1) holds for all positive x, y . Inequality (4.1) becomes an equality if and only if
either (a, b) ∈ {(2,1), (1,2)} or (a, b) /∈ {(2,1), (1,2)} and x = y .
Remark. In order to compare conditions (4.2) and (4.3) let us observe that
max
(
3, ln 2 ·A(a,b)+ 2) a + b
is sufficient for the first inequality in (4.3) to hold because L(x, y)  A(x,y) for all
x, y > 0. This inequality is equivalent to
a + b  4
2− ln 2 ≈ 3.0608.
Therefore a + b  3.0608 and min(a, b)  1 are also sufficient conditions for (4.1) to
hold. Computer experiments suggest that (4.1) is likely to be valid if and only if (4.2) is
true. Unfortunately we were not able to verify this conjecture.
Proof of Theorem 4.1. First we prove necessity of the conditions stated in the theorem.
We distinguish two cases.
Case A: ab = 0. Utilizing symmetry of both means in their parameters we may assume
that a > b. Then, with y = 1, (4.1) can be rewritten as
b · (xa − 1)
a · (xb − 1) 
xa−1 + 1
xb−1 + 1 (x = 1, x > 0).
Thus,
xa − 1
a(x − 1)(xa−1 + 1) 
xb − 1
b(x − 1)(xb−1 + 1) (x = 1, x > 0). (4.4)
If x approaches 1, then both sides of this inequality tend to 1/2. Therefore we subtract 1/2
from both sides, divide by (x− 1)2 and calculate the limits (using L’Hospital’s rule several
times) as x tends to 1. For the left-hand-side limit we have
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x→1
1
(x − 1)2
(
xa − 1
a(x − 1)(xa−1 + 1) −
1
2
)
= lim
x→1
(2− a)xa + axa−1 − ax + a − 2
2a(x − 1)3(xa−1 + 1)
= 1
4
lim
x→1
(2− a)xa + axa−1 − ax + a − 2
a(x − 1)3
= 1
4
lim
x→1
(2− a)xa−1 + (a − 1)xa−2 − 1
3(x − 1)2
= (2− a)(a − 1)
24
lim
x→1
xa−2 − xa−3
x − 1 =
(2− a)(a− 1)
24
.
This in conjunction with (4.4) implies the inequality
(2− a)(a− 1) (2− b)(b− 1)
which simplifies to a + b 3.
For the proof of the necessity of min(a, b) 1 assume to the contrary that b < 1. Then
a + b  3 implies a > 2. Clearly the limit of the left-hand side of (4.4), as x tends to 0, is
equal to 1/a. On the other hand, using 1− b > 0, we obtain
lim
x→0
xb − 1
b(x − 1)(xb−1 + 1) = limx→0
x − x1−b
b(x − 1)(1+ x1−b) = 0.
The contradiction so obtained validates the inequality b 1.
Case B: a = 0, b= 0. Letting y = 1 one can rewrite (4.1) as
xa − 1
a(x − 1)(xa−1 + 1) 
lnx
(x − 1)(x−1 + 1) (x = 1, x > 0) mod a. (4.5)
Using a technique described in case A we compute limits at x = 1 to obtain
(2− a)(a− 1)−2 mod a,
which simplifies to a + b = a  3. On the other hand, computing limits on both sides of
(4.5), as x approaches 0, we obtain
1
a
 lim
x→0
lnx
(x − 1)(x−1 + 1) = limx→0
x lnx
(x − 1)(1+ x) = 0,
a contradiction which shows that the inequality (4.1) cannot be satisfied if parameters a
and b obey the assumptions of case B. This completes the proof of the necessity of the
condition (4.2).
Assume now that condition (4.3) is satisfied. For the sake of brevity let p = a + b− 2.
Clearly p  1. Since p + 0  (a − 1) + (b − 1) and min(p,0)  min(a − 1, b − 1),
Theorem S implies
S(p,0)(x, y) S(a−1,b−1)(x, y) (x, y > 0). (4.6)
On the other hand, condition (4.3) yields a, b > 1,
a + b  2p+ p and L(a, b) L(2p,p)= p/ ln 2.
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D(a,b)(x, y)D(2p,p)(x, y) (x, y > 0). (4.7)
Use of the identity
D(2p,p)(x, y)=Mp(x, y)= S(p,0)(x, y) (x, y > 0)
together with the inequalities (4.6) and (4.7) completes the proof of (4.1). ✷
Theorem 4.2. Let a, b ∈R, a = b. In order for the inequality
D(a,b)(x, y) S(a−1,b−1)(x, y) (4.8)
to be valid for all x, y > 0 it is necessary that
a + b  3 and min(a, b) 1. (4.9)
Conversely, if either
a + b  2 (4.10)
or
a + b min(3, ln 2 ·L(a, b)+ 2) and 0min(a, b) 1, (4.11)
then (4.6) holds for all positive x, y . Inequality (4.8) becomes an equality if and only if
either (a, b) ∈ {(2,1), (1,2)} or (a, b) /∈ {(2,1), (1,2)} and x = y .
Proof. Assume that (4.8) holds true for all x, y > 0. Using the same argument as in the
first part of the proof of Theorem 4.1 we can show that a+ b 3 is a necessary condition.
To prove the necessity of min(a, b) 1 we argue by a contradiction. Suppose that a, b > 1.
Without loss of generality may assume that a > b. Then, with y = 1, (4.8) can be rewritten
as
xa − 1
a(x − 1)(xa−1 + 1) 
xb − 1
b(x − 1)(xb−1 + 1) (x = 1, x > 0).
Taking the limit as x→ 0 this inequality implies
1
a
 1
b
which contradicts to a > b. Thus min(a, b) 1 is also a necessary condition.
Now, we prove that (4.10) or (4.11) are sufficient conditions for the inequality (4.8) to
hold true.
Case A: a + b 2. Using Theorem 3.1 and Theorem D we obtain
S(a−1,b−1)(x, y)D(a−1,b−1)(x, y)D(a,b)(x, y).
Case B: (4.11) holds. Define p := a + b− 2. Then clearly (a − 1)+ (b − 1) p + 0.
Also (4.11) implies
min(a − 1, b− 1) 0min(p,0) and µ(a − 1, b− 1) µ(p,0)= 1.
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S(a−1,b−1)(x, y) S(p,0)(x, y)=Mp(x, y) (x, y > 0).
Hence in order to prove that (4.8) holds it suffices to show that
Mp(x, y)=D(2p,p)(x, y)D(a,b)(x, y) (x, y > 0). (4.12)
Inequality in (4.12) follows from Theorem D because 2p+ p  a + b and from
L(2p,p) L(a, b),
which is equivalent to
a + b  2+ ln 2 ·L(a, b). ✷
Theorem 4.3. Let a ∈R. Then
D(a,a)(x, y) < S(a−1,a−1)(x, y) (4.13)
holds for all distinct positive x and y if and only if a  3/2. The reversed inequality is
valid if and only if a  1.
Proof. Necessity of the conditions a  3/2 and a  1 can be demonstrated in a similar
way as it was done in the first part of the proof of Theorem 4.1.
We prove now sufficiency of these conditions. Since both means are homogeneous of
order one in their variables it suffices to establish inequality (4.13) with one variable being
set to one. Let y = 1 and let x > 0 with x = 1.
Case A: a  3/2 or a  0.
It follows from (1.1) and (1.5) that
1+ a ln
(
D(a,a)(x,1)
S(a−1,a−1)(x,1)
)
= x
a + xa−1
1+ xa−1
lnxa
xa − 1 . (4.14)
We shall use the following inequality
lnx
x − 1 <
1+ x1/3
x + x1/3
which is due to Karamata (see, e.g., [8, p. 272]). Applying this to the right-side of (4.14)
we obtain
1+ a ln
(
D(a,a)(x,1)
S(a−1,a−1)(x,1)
)
<
(xa + xa−1)(1+ xa/3)
(1+ xa−1)(xa + xa/3) . (4.15)
To complete the proof it suffices to show that the right-side of (4.15) is smaller than one.
To this aim, let
∆= (α + β)(γ + δ)
(β + γ )(α + δ) , α,β, γ, δ > 0.
Elementary computations show that ∆ 1 if and only if either α  γ and β  δ or α  γ
and β  δ. Letting α = xa , β = xa−1, γ = 1, and δ = xa/3 we conclude that the right-side
of (4.15) is smaller than one if a  3/2 or if a  0. Hence the assertion follows.
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(a) Assume 0< a < 1 and let x > 1. Using (4.14) we obtain
1+ a ln
(
D(a,a)(x,1)
S(a−1,a−1)(x,1)
)
= (1+ x)t ln t
(t + x)(t − 1) ,
where t = xa < x . Application of Lemma 2.3 gives
D(a,a)(x,1) > S(a−1,a−1)(x,1).
(b) Let a = 1. Then D(1,1)(x,1)= e−1x1/(x−1) is the identric mean of x and 1 while
S(0,0)(x,1)=√x is the geometric mean of x and 1. Clearly D(1,1)(x,1) > D(0,0)(x,1)=
S(0,0)(x,1). This completes the proof. ✷
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