We consider the problem of community detection in the labeled Stochastic Block Model (labeled SBM) with a finite number K of communities of sizes linearly growing with the network size n. Every pair of nodes is labeled independently at random, and label ℓ appears with probability p(i, j, ℓ) between two nodes in community i and j, respectively. One observes a realization of these random labels, and the objective is to reconstruct the communities from this observation. Under mild assumptions on the parameters p, we show that under spectral algorithms, the number of misclassified nodes does not exceed s with high probability as n grows large, wheneverpn = ω(1) (wherē p = max i,j,ℓ≥1 p(i, j, ℓ)), s = o(n) and nD(p) log(n/s) > 1, where D(p), referred to as the divergence, is an appropriately defined function of the parameters p = (p(i, j, ℓ), i, j, ℓ). We further show that nD(p) log(n/s) > 1 is actually necessary to obtain less than s misclassified nodes asymptotically. This establishes the optimality of spectral algorithms, i.e., whenpn = ω(1) and nD(p) = ω(1), no algorithm can perform better in terms of expected misclassified nodes than spectral algorithms.
Introduction Main Results
We derive, for any arbitrary s = o(n), a necessary condition under which there exists an algorithm extracting communities with s misclassified nodes. We further establish that under this condition, spectral algorithms extract communities with less than s misclassified nodes. Throughout the paper, we assume thatpn = ω(1) wherep = max i,j,ℓ≥1 p(i, j, ℓ) denotes the maximum probability of observing a label different than '0'. In the standard SBM, this assumption means that in the observed random graph, nodes have an expected degree that grows large when the network size tends to infinity. We further make the following assumption: there exist positive constants η and ε such that for every i, j, k ∈ [K] = {1, . . . , K}, and ℓ ∈ L, p(i, j, ℓ) p(i, k, ℓ) ≤ η and
Next we introduce the divergence of p = (p(i, j, ℓ), i, j ∈ [K], ℓ ∈ L). We denote by p(i) the K × (L + 1) matrix whose element on the j-th row and the (ℓ + 1)-th column is p(i, j, ℓ) and denote by p(i, j) ∈ [0, 1] L+1 whose (ℓ+1)-th component is p(i, j, ℓ). p(i, j) is the vector describing the probability distribution of the label on an edge between two nodes in V i and V j , respectively. Let P K×(L+1) denote the set of K × (L + 1) matrices such that each row represents a probability distribution. The divergence of p is defined as follows: In the above definition, KL denotes the Kullback-Leibler divergence between two label distributions, i.e., KL(y(k), p(i, k)) = L ℓ=0 y(k, ℓ) log y(k,ℓ) p(i,k,ℓ) ). Our main results are the following.
1. Under any algorithm, the expected number of misclassified nodes is greater than s, when s = o(n) and
log(n/s) < 1 (Theorem 2).
2. The spectral algorithm (Algorithm 1) outputs communities with less than s misclassified nodes with high probability as n grows large, when s = o(n) and nD(p) log(n/s) > 1 (Theorem 5).
The two above results state the optimality of spectral algorithms: whenpn = ω(1) and nD(p) = ω(1), no algorithm can perform better in terms of expected misclassified nodes than spectral algorithms. Furthermore, the minimal expected number of misclassified nodes scales as n exp(−nD(p)).
Previous Results
Community detection in the SBM has attracted a lot of attention recently. We summarize below existing results. The latter are categorized depending on the targeted level of performance. First, we consider the notion of detectability, the lowest level of performance requiring that the extracted communities are just positively correlated with the true communities. Second, we look at asymptotically accurate detection, stating that the proportion of misclassified nodes vanishes as n grows large. Finally, we present existing results regarding exact community detection, which means that no node is misclassified.
Detectability. Necessary and sufficient conditions for detectability have been studied for binary symmetric SBM without labels (i.e. L = 1, K = 2, α 1 = α 2 , p(1, 1, 1) = p(2, 2, 1) = ξ, and p(1, 2, 1) = p(2, 1, 1) = ζ). In the sparse regime where ξ, ζ = o(1), and for the binary symmetric SBM, the main focus has been on identifying the phase transition threshold (a condition on ξ and ζ) for detectability: It was conjectured in [DKMZ11] that if n(ξ − ζ) < 2n(ξ + ζ) (i.e., under the threshold), no algorithm can perform better than a simple random assignment of vertices to communities, and above the threshold, communities can partially be recovered. The conjecture was recently proved in [MNS12] (necessary condition), and [Mas14] (sufficient condition). For the labeled symmetric SBM, the threshold for detectability was conjectured to be [HLM12] :
The negative part of this conjecture (i.e., communities cannot be detected when τ < 1) and a subset of positive results are established in [LMX13] . Note that in this paper, we are not really interested in conditions for detectability. Indeed detectability means that a strictly positive proportion of nodes can be correctly classified, whereas here, we impose that the proportion of misclassified nodes vanishes as n grows large.
Asymptotically Accurate Detection. Necessary and sufficient conditions for asymptotically accurate detection in the SBM has been derived in [YP14] , where the authors have shown that in order to find communities with at most o(n) misclassified vertices, it is necessary and sufficient that nD(p) = ω(1).
In [MX15] , necessary and sufficient conditions to have less than s misclassified nodes are investigated when two communities are balanced. This paper consider more than two communiites, unbalanced community size, and labels on edges. Towards this aim, we make the analysis presented in [YP14] much more precise.
Exact Detection. Asymptotically exact community reconstruction in the SBM has been recently addressed in [ABH14] , [MNS14] , and [HWX14] . These papers only consider the binary symmetric SBM. They establish a necessary and sufficient condition for asymptotically exact reconstruction. For example, it is shown that when p = a log(n) n and q = b log(n) n for a > b, communities can be recovered exactly if and only if a+b 2 − √ ab > 1. In [AS15a] and [AS15b] , the authors consider a more general SBM model which is a special case of our model with L = 1. They introduce CH-divergence defined as:
and show that min i,j D + (p(i), p(j)) > 1 is a necessary and sufficient condition for asymptotically exact reconstruction. It should be observed that D + is equivalent to n log(n) D L+ when L = 1 and np = o(1) (see Theorem 1 below). From this observation, we recover the results of [AS15a] and [AS15b] by applying Theorem 2 and Theorem 5 to the case where s < 1, i.e., we get exact reconstruction if and only
Theorem 1 When np = o(1), for every i and j
Fundamental limits
In this section, we find a necessary condition for the expected number of misclassified vertices to be less than s. We can derive the necessary condition heuristically using the following argument. Let us assume that we know every parameters p and α and that all nodes have been correctly classified except v ∈ V i . Then, the maximum a posteriori probability (MAP) estimator provides the best method to find the community of v. Let e(v, V k , ℓ) denote the number of node pairs of the form (v, w) such that w ∈ V k and having label ℓ.
denote the probability mass vector defined by the label densities between v and each V k . Under the MAP estimator, v is misclassified and attached to V j when
Now, (3) holds when µ is such that
Therefore, we can predict that the expected number of misclassified nodes is at least s when lim n→∞ nD(p) log(n/s) < 1. In Theorem 2, we rigorously prove this claim using a coupling argument.
Algorithm 1 Spectral Partition
Input: Observation matrices A ℓ for every label ℓ (A ℓ uv = 1 if ℓ is observed between u and v). 
Estimated parameters.p(
Theorem 2 Assume that for n large enough,
log(n/s) < 1. Then, under any algorithm, the expected number of misclassified nodes is at least s.
We conjecture that Theorem 2 holds with high probability.
Conjecture 3 Assume that for n large enough, nD(p)
log(n/s) < 1. Then, under any algorithm, the number of misclassified nodes is at least s with high probability.
Spectral Algorithms and Their Performance
The proposed algorithm, referred to as Spectral Partition, is similar as that used in [YP14] , and is a simple modification of algorithms initially presented in [CO10] . In this paper, we present a more precise analysis of its performance than that presented in [YP14] . Let A ℓ denote the observed binary random matrix, whose element in the v-th line and w-th column is equal to 1 if and only if (v, w) has label ℓ. The algorithm consists in six steps. 1. Estimated average degree. We first estimate the average number of positive observations in each matrix A ℓ (which will be used in the trimming process). 2. Random weights. We unify the observed matrices using random weights, i.e., we form A = L ℓ=1 w ℓ A ℓ , where the weights w ℓ 's are i.i.d and uniformly distributed on [0, 1]. 3. Trimming. We then trim the matrix A, i.e., we keep the entries corresponding to a set Γ of nodes whose degrees are not too large. The resulting trimmed observation matrix is denoted by A Γ . 4. Spectral decomposition. We then extract the communities from the spectral analysis of A Γ .
Algorithm 2 Spectral decomposition
Input:
Estimated parameters.
After the spectral decomposition step, the identified communities (S k ) 1≤k≤K are good approximations of the true communities. We estimate the probabilities p ℓ ij from (S k ) 1≤k≤K . 6. Improvement. Finally, we further improve the estimated communities. The improvement is obtained by sequentially considering each node and by moving it to the community having the largest value of the log likelihood function. The pseudo-code of the Spectrum Partition algorithm is presented in Algorithms 1 and 2. The next theorems provide its performance guarantees. The first theorem states that without running Steps 5 and 6, the communities are already asymptotically accurate.
Theorem 4
When np = ω(1), with high probability, after Step 4 (i.e., spectral decomposition) in the Spectrum Partition algorithm, there exists a permutation σ of {1, . . . , K} such that:
Since we obtain asymptotically accurate communities after Step 4, we can learn the parameters p accurately in Step 5, and hence in Step 6, we return the communities corresponding to those obtained using a maximum likelihood estimation.
Theorem 5 Assume that for n large enough, nD(p)
log(n/s) > 1. Then under the Spectral Partition algorithm, the number of misclassified vertices is less than s with high probability.
A Proofs of Theorems

A.1 Notations
In the proofs, we use the standard matrix norm A = sup
We denote by A Γ the adjacency matrix obtained after trimming ( Step 3 in Algorithm 1). We define A ℓ Γ , M ℓ Γ , and M Γ , analogously. Let
We also denote by e(v, S, ℓ) = w∈S A ℓ vw the total number of edges with label ℓ in the observed graph including node v and a node from S and µ(v, S, ℓ) = e(v,S,ℓ) |S| the edge density of label ℓ. Let
A.2 Useful lemmas
Lemma 6 For every v ∈ V and c ≥ 1, we have
Proof of Lemma 6: From Markov inequality,
where we derive the last inequality when θ = 2.
Lemma 7 Under the conditions defined in
(1), whenp = o(1), nD(p) = Ω(np).
Proof of Lemma 7:
which contradicts with the definition of D(p).
where the last equality stems from the condition (1).
Lemma 8 Under the conditions defined in
(1), whenp = o(1), D(p) ≤ ηpL.
Proof of Lemma 8: From the definition of D(p), for any
Lemma 9 (Lemma 8.5 of [CO10] ) When e(v, V, ℓ) ≤ ∆ for all v ∈ Γ, with high probability,
The proof of Lemma 9 relies on arguments used in the spectral analysis of random graphs, see [FO05] and [CO10] .
A.3 Proof of Theorem 1
) is defined by a convex optimization as follows:
The Lagrangian function of (5) is defined by
The derivative of g(y, λ) of y(k, ℓ) is computed as follows:
are negligible compared to log y(k,ℓ) p(i,k,ℓ) and log p(i,k,ℓ) p(j,k,ℓ) , respectively, therefore, (6) is minimized at
When we put (7) onto (6) and use the approximation lim x→0 log(1 + x) = x,
A.4 Proof of Theorem 2
Let (i ⋆ , j ⋆ ) = arg min i,j D L+ (p(i), p(j)) and i ⋆ < j ⋆ . From the definition of D(p), there exists q satisfying that
which contradicts with the definition of D(p). We denote by Φ the random configuration generated by the model. We introduce a coupled structure Ψ as follows. Let v ⋆ denote the smallest node index that belongs to cluster i ⋆ or j ⋆ . If both V i ⋆ and V j ⋆ are empty, set v ⋆ = n. Between node v ⋆ and v ∈ V k , label ℓ is randomly generated with probability q(k, ℓ) instead of p(i ⋆ , k, ℓ) or p(j ⋆ , k, ℓ). Let P Φ (resp. P Ψ ) be the probability measure capturing the randomness in the observations assuming that the network structure is described by Φ (resp. Ψ). We denote by E Φ and E Ψ the expectations defined by Φ and Ψ, respectively.
Let π ∈ Π ′ denote a clustering algorithm with output (V k ) 1≤k≤K , and let E = 1≤k≤KV k \ V k be the set of misclassified nodes under π. Note that in general in our proofs, we always assume without loss of generality that | 1≤k≤KV k \ V k | ≤ | 1≤k≤KVγ(k) \ V k | for any permutation γ, so that the set of misclassified nodes is really E. We denote by ε(n) = |E|. Since Φ is the random configuration generated by the original and nodes are homogeneous unde Φ, when the expected number of misclassified nodes is less than s,
Let x v,w denote the label observed on node pair (v, w) and g(v) denote the cluster of v. We introduce L (a quantity that resembles the log-likelihood ratio between P Φ and P Ψ ) as:
In what follows, we establish a relationship between E[ε(n)] and L, where P Ψ {L ≤ f (n)} will be represented by E[ε(n)] and f (n). For any function f (n), we have:
Using L, we represent P Ψ {L ≤ f (n), v ⋆ ∈ E} by Φ as follows:
where the last inequality is obtained from the fact that we cannot distinguish between v ⋆ and any other v ∈ V g(v ⋆ ) . Thus,
Combining (9), (10), and (11), we get
On the other hand, From Chebyshev's inequality,
From (12) and (13), therefore, the necessary condition for
Now, we compute
From (1), (15), and the definition of L,
To
, and the definition of L,
where we use the fact that every label is generated independently at random and we assume (1). Using the same approach, we can also conclude
Now, we are ready to complete this proof. From (14), (16), (17), and Lemma 7, when the expected number of misclassified nodes is less than s (i.e., E[ε(n)] ≤ s ),
A.5 Proof of Theorem 4
In this proof, we first find an upper bound of X Γ and from this, find an upper bound of Â − M Γ 2 F , where · F denotes Frobenius norm. Then, we show that the noise level, Â − M Γ 2 F , is small enough to make less than O(1/p) misclassified nodes.
From the definition of Γ,
where the first inequality stems from Lemma 6 and Markov inequality. Therefore, with high probability,
When degrees of vertices are bounded, the standard matrix norm of every noise matrix X ℓ Γ can be bounded from Lemma 9. From (18) and Lemma 9,
SinceÂ is the K-rank approximation of A Γ and thus the rank of (Â − M Γ ) is less than 2K, from Lemma 9,
Let M v,Γ denote the column vector of M Γ on v. With high probability, every node pair u and v satisfies that when g(u) and g(v) represent the communities of u and v,
since every w ℓ is generated uniformly at random from [0, 1] and we assume (1). Roughly, (21) implies that v is misclassified by Algorithm 2 only when
From (20) and (22), therefore,
Analogously with Lemma 15 of [YP14], we can make a rigorous proof of this theorem. Let
To complete this proof, therefore, it is enough to show the followings:
Proof of (24): From the definition of r i ⋆ , it is sufficient to show that there exists i such that r i = O(np).
By law of large numbers, with high probabilityp = Θ(p). Therefore, for all constant δ, there exists
To complete this proof, we first bound ξ it,k − M k Γ . Let
Then, from the definition of i t ,
for all w ∈ I k . Therefore, |Q it,v | ≤ δn for all v ∈ O and |Q it,v | ≥ α 1 n − 2δn for all v ∈ ∪ K k=1 I k . Thus, when we set δ close to 0, all v ∈ O cannot be the origin of T it,k .
Since the column vector of the origin of T it,k should be within 4p
Therefore, for sufficiently large constant C 3 ,
A.6 Proof of Theorem 5
With high probability,
In what follows, we will show this theorem when (26) holds. Let H be the largest set of vertices v ∈ V satisfying:
The proof proceeds as follows. We first show that |V \ H| ≤ s with high probability. To this aim, we compute the number of vertices satisfying (H1), (H2), and (H3) in (27), (28), and Lemma 11, respectively. The result is summarised in Lemma 11. Next Lemma 12 establishes that there is no misclassified vertices in H with high probability, which concludes the proof.
From Lemma 6, the probability on condition (H1):
When a vertex v satisfies (H1), the vertex v satisfies (H2) as well with probability at least
We can show this probability as follows. It is sufficient condition for (H2) that
since
Lemma 10 gives a probability on (29), from which we can induce (28).
Lemma 10 For all v ∈ V k and D ≥ 0,
From (27), (28), and the Markov inequality, with high probability, the number of vertices that satisfies neither (H1) nor (H2) is less than s/3 when nD(p) − log(n/s) − np log(np) 3 = ω(1), since E{The number of vertices that satisfies neither (H1) nor (H2)} s/3
where we use Lemma 8 for the last inequality.
In Lemma 11, we conclude that V \ H ≤ s after showing the number of vertices that do not satisfy (H3) is less that s 2 with high probability. Lemma 11 When nD(p) − log(n/s) − np log(np) 3 = ω(1), |V \ H| ≤ s, with high probability.
Lemma 12 shows that when initial (after Algorithm 2) number of misclassified vertices is O(1/p), #misclassified vertices in H at i + 1-th iteration #misclassified vertices in H at i-th iteration ≤ e −2 .
Since the initial number of misclassified vertices is negligible compared to n by Theorem 4, after log n iterations, there is no misclassified vertice in H.
Lemma 12 If
| K k=1 (S (0) k \ V k ) ∩ H| + |V \ H| = O(1/p), | K k=1 (S (i+1) k \ V k ) ∩ H| | K k=1 (S (i) k \ V k ) ∩ H| ≤ 1 √ np .
A.7 Proof of Lemma 10
Let X be a set of K × (L + 1) matrices such that
We shortly use [
to represent the probability mass vector on labels defined by x i . In this proof, with a slight abuse of notation, we denote by e(v) the K × (L + 1) matrix whose
where (a) stems from the following inequality:
A.8 Proof of Lemma 11
Let Z 1 denote the set of vertices that do not satisfy at least one of (H1) and (H2). From (30), we know that |Z 1 | < s 2 with high probability. Let e(S, S) = v∈S e(S, S). Next we prove the following intermediate claim: there is no subset S ⊂ V such that e(S, S) ≥ s log(np) 2 and |S| = s with high probability. For any subset S ∈ V such that |S| = s, by Markov inequality,
where, in the last two inequalities, we have set t = np log np and used the fact that: 
Therefore, by Markov inequality, we can conclude that there is no S ⊂ V such that e(S, S) ≥ s log(np) 2 and |S| = s with high probability.
To conclude the proof of the lemma, we build the following sequence of sets. Let {Z(i) ⊂ V } 1≤i≤i ⋆ be generated as follows:
and v i / ∈ Z(i − 1) and if there does not exist, the sequence ends.
The sequence ends after the construction of Z(i ⋆ ). By construction, every v ∈ V \ Z(i ⋆ ) satisfies the conditions (H1), (H2), and (H3). Since H is the largest set of vertices satisfying (H1), (H2), and (H3),
The proof is hence completed if we show that
However, from the previous claim, we know that with high probability, all S ⊂ V such that |S| = s have to satisfy e(S, S) ≤ s log(np) 2 . Therefore, with high probability, i ⋆ < t ⋆ and
A.9 Proof of Lemma 12
Recall that {S (t) j } 1≤j≤K is the partition at the t-th iteration of Improvement step. Let E
jk . At each improvement step, vertices move to the most probable community. Thus, for all i,
≤ − np log(np) 4 |E (t+1) | + |E (t) ||E (t+1) |np log np + O |E (t+1) | log(np) 2 .
Therefore, from the above inequalities, we conclude that
Proof of (32): For all ℓ ≥ 1 and 1 ≤ i, j ≤ K, there exists constants c and C such that . Then, we know that v∈E (i+1) (e(v, E (i) ) − E[e(v, E (i) )]) = 1 T E (i) · XΓ · 1 E (i+1) where 1 S indicates the vector v-th value is 1 if v ∈ S and 0 otherwise. Since E[e(v, E (i) )] ≤pL|E (i) | = O(1) and XΓ 2 ≤ √ np log np with high probability from Lemma 9,
≤ |E (i) ||E (i+1) |np log(np) + O(|E (i+1) |).
