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Resumo
Este documento apresenta uma investigac¸a˜o sobre os relacionamentos entre os proble-
mas de planejamento em inteligeˆncia artificial e de alcanc¸abilidade em redes de Petri. O
trabalho trata da ana´lise de algumas maneiras de se representar um problema de planeja-
mento como uma rede de Petri e da comparac¸a˜o da rede obtida com o grafo de planos.
Sa˜o destacadas as principais vantagens e desvantagens do uso das redes de Petri em
comparac¸a˜o com o grafo de planos. Procura-se argumentar em favor da primeira, pois ela
permite representar de maneira ao mesmo tempo precisa e econoˆmica os mesmos relacio-
namentos contidos na segunda estrutura. Um dos focos da pesquisa e´ encontrar a melhor
maneira de substituir as redundaˆncias presentes no grafo de planos pela dinaˆmica da rede
de Petri. Em particular, na rede, consegue-se uma melhor representac¸a˜o para as relac¸o˜es
de inconsisteˆncia e de exclusa˜o mu´tua entre ac¸o˜es.
xii Resumo
xiii
Abstract
This thesis dissertation reports on the investigation of the relationships between the
problems of planning, in the sense of Artificial Intelligence, and that of reachability, in the
sense of Petri nets. The research approaches different ways to represent a planning problem
as a Petri net, as well as the comparison of the given net with the plan graph.
The main advantages and disadvantages in applying Petri nets compared to the plan
graph method. We claim that, the use of Petri nets allows more precise and compact repre-
sentation of action relationships than those obtained with the counter part method. One
of the main research aims is to eliminate representational redundancies of the plan graph
by projecting them against the dynamic aspects of the net. Examples of the comparative
improvements are shown in the text, particularly for the relationships of inconsistency and
the mutual exclusion of actions.
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11 Introduc¸a˜o
O problema de planejamento em inteligeˆncia artificial pode ser definido informalmente
como o processo de se estabelecer uma sequ¨eˆncia de ac¸o˜es para transformar o mundo atual
em algum outro estado desejado. Apesar de ser um problema de alta complexidade compu-
tacional [Byl94, ENS91], o que inviabiliza o tratamento de grandes instaˆncias, a pesquisa e
o desenvolvimento de sistemas computacionais de alto desempenho se justifica pela gama
de situac¸o˜es do mundo real que podem ser modeladas e resolvidas como problemas de
planejamento.
Suponha o cena´rio onde algue´m tenha que transportar va´rios objetos entre o seu es-
crito´rio e a sua casa. No entanto se este agente na˜o sabe qual o conjunto de ac¸o˜es que
deve tomar e nem a ordem correta para realiza´-las, ele tem em ma˜os um problema de
planejamento.
Um planejador e´ o sistema que estabelece o plano que sera´ executado pelo agente. Por
exemplo, pegar a chave do carro, colocar os objetos no porta-malas, dirigir do escrito´rio
ate´ a casa e finalmente descarregar os objetos em casa. O planejador recebe como entrada
um estado inicial do mundo, um objetivo e um conjunto de ac¸o˜es que podem ser aplicadas
e gera como sa´ıda uma sequ¨eˆncia de ac¸o˜es. Por exemplo, recebe o estado inicial “Estar
no escrito´rio com os objetos”, o objetivo “Ter os objetos em casa”, diversas descric¸o˜es de
ac¸o˜es como por exemplo “dirigir” ou “pegar os objetos”. A sa´ıda de um planejador e´ uma
sequ¨eˆncia de ac¸o˜es como por exemplo: “pega os objetos”, “abre o porta-malas”, “coloca os
objetos no porta-malas”, “fecha o porta-malas”, “entra no carro”, “dirige ate´ a casa”, “sai
do carro”, “abre o porta-malas” e “descarrega os objetos”. Esta sequ¨eˆncia, ou qualquer
outra que termine com o objetivo atingido, e´ chamada de plano.
Formalmente, um algoritmo que resolve um problema de planejamento possui treˆs
entradas, codificadas em alguma linguagem formal:
1. uma descric¸a˜o do estado inicial do mundo;
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2. uma descric¸a˜o do objetivo do agente; e
3. uma descric¸a˜o das poss´ıveis ac¸o˜es a serem executadas pelo agente, chamada de teoria
do domı´nio.
A sa´ıda de um planejador e´ uma sequ¨eˆncia de ac¸o˜es que, quando executada em al-
gum mundo satisfazendo a descric¸a˜o do estado inicial, alcanc¸ara´ o objetivo. Note que esta
formulac¸a˜o do problema de planejamento e´ muito abstrata. De fato, ela realmente especi-
fica uma classe de problemas de planejamento parametrizados por linguagens usadas para
representar o mundo, objetivos e ac¸o˜es.
Em geral, existem diversas maneiras de se representar um problema de planejamento.
Evidentemente a tarefa de escrever um algoritmo de planejamento e´ mais dif´ıcil para lin-
guagens de representac¸a˜o mais expressivas e o tempo de resposta do algoritmo resultante
aumenta proporcionalmente. Vale notar que a classe de complexidade do problema e ate´
mesmo sua decidibilidade pode variar de acordo com as caracter´ısticas da linguagem de re-
presentac¸a˜o utilizada. O fato e´ que e´ dif´ıcil encontrar um bom compromisso entre o poder
de representac¸a˜o e a eficieˆncia do algoritmo.
As primeiras abordagens para o problema de planejamento, que datam dos anos 60,
adotam a lo´gica de primeira ordem como representac¸a˜o. Achar um plano consistia em
provar um teorema e resgatar os passos para a obtenc¸a˜o da prova, o que e´ conhecido como
o problema de “explicac¸a˜o de respostas” [Gre69]. Infelizmente esta abordagem tem um
se´rio impedimento, que e´ a necessidade de se tratar o problema da persisteˆncia [MH69],
inerente ao tratamento de ac¸o˜es usando lo´gica. Por ser um problema complexo e implicar
em me´todos de prova extremamente ineficientes e incompletos, encontrar um formalismo
alternativo foi o caminho escolhido pela comunidade desde enta˜o.
A primeira soluc¸a˜o para o problema que propoˆs uma estrutura formal alternativa a`
lo´gica de primeira ordem foi apresentada por Fikes e Nilsson em 1971: o sistema STRIPS 1
[FN71]. Esta soluc¸a˜o agregava uma linguagem de representac¸a˜o simples e um algoritmo
cla´ssico de busca no espac¸o de estados do mundo. Em outras palavras, o algoritmo pro-
curava por uma soluc¸a˜o utilizando busca em uma a´rvora onde os no´s representavam os
estados do mundo e os arcos as ac¸o˜es do plano. Apesar de simples, o algoritmo tratava
na pra´tica um nu´mero pequeno de problemas devido a` explosa˜o combinato´ria na a´rvore de
busca.
1STanford Research Institute Problem Solver.
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Apesar do algoritmo ineficiente, o sistema formal STRIPS permite representar ac¸o˜es
e estados de maneira simplificada, fornecendo uma independeˆncia entre a linguagem e o
algoritmo que resolve o problema. Por este motivo foi adotado como sistema padra˜o pela
comunidade de planejamento e e´ ate´ hoje a base dos principais planejadores modernos.
Ate´ a primeira metade dos anos 90 os planejadores ainda tratavam o problema com
procedimentos cla´ssicos de busca em representac¸o˜es expl´ıcitas do espac¸o de estados ou do
espac¸o de planos. Neste u´ltimo os no´s da a´rvore de busca sa˜o planos parciais e as transic¸o˜es
entre os no´s sa˜o transformac¸o˜es sobre os planos. No espac¸o de planos a soluc¸a˜o do problema
e´ dada pelo no´, enquanto no espac¸o de estados e´ dada pelo caminho percorrido na busca. O
principal representante das abordagens baseadas no espac¸o de planos e´ o planejador Ucpop
[PW92].
Kaltz e Selman, em 1992, propuseram uma traduc¸a˜o do problema de planejamento
representado em STRIPS para o ca´lculo proposicional. O planejador proposto, Satplan
[KS92, KS96], traduz o problema de planejamento em um problema de satisfabilidade
(SAT) e tira proveito dos enta˜o recentes me´todos para SAT [SLM92, SKC94]. Esta abor-
dagem resultou em um planejador extremamente ra´pido quando comparado aos trabalhos
anteriores.
Treˆs anos depois Blum e Furst apresentaram um novo algoritmo, o Graphplan [BF95].
O Graphplan inova ao mostrar que, a partir de uma descric¸a˜o STRIPS, pode-se construir
um grafo que reduz sensivelmente a representac¸a˜o do espac¸o de busca do problema. Esta
reduc¸a˜o se deve ao tratamento de conflitos entre as ac¸o˜es do domı´nio. O grafo proposto e´
chamado grafo de planos.
A partir do Satplan e do Graphplan, houve uma grande motivac¸a˜o por novas pesquisas
na a´rea. Com o crescente nu´mero de novos planejadores e a melhoria de desempenho
na soluc¸a˜o de problemas, a comunidade decidiu, em 1998, realizar a primeira competic¸a˜o
bienal de planejadores [McD98a]. O objetivo da competic¸a˜o era comparar o desempenho
dos planejadores. Para tanto foi necessa´rio unificar a linguagem de descric¸a˜o dos problemas
[McD98b].
A ide´ia de se construir um grafo para reduzir o espac¸o de busca foi bem aproveitada
por Kautz e Selman, que mostraram que este pode ser traduzido para uma instaˆncia SAT
muito menor que a gerada pelo Satplan. O planejador resultante, o Blackbox [KS99], usa
um algoritmo de duas fases: na primeira o grafo de planos e´ constru´ıdo e enta˜o traduzido
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para uma instaˆncia SAT; na segunda fase um resolvedor SAT e´ aplicado para obter o plano
que resolve o problema.
O tratamento dos conflitos entre ac¸o˜es presentes no grafo de planos e´ semelhante a`
func¸a˜o heur´ıstica proposta por Bonet e Geffner [BG98] no planejador HSP. Esta func¸a˜o e´
usada para guiar um procedimento de busca de subida de encosta neste planejador. Func¸o˜es
heur´ısticas eficientes para guiar o procedimento de busca do planejador tambe´m foram
utilizadas no FF [HN01] e no LPG [GSS03], que obtiveram respectivamente os melhores
desempenhos nas competic¸o˜es de 2000 e 2002. Vale notar que estes dois planejadores usam,
como base para o ca´lculo de suas heur´ısticas, estruturas derivadas do grafo de planos.
A traduc¸a˜o do problema de planejamento tambe´m foi usada no sentido de transforma´-lo
em problemas de satisfac¸a˜o de restric¸o˜es sobre colec¸o˜es de varia´veis derivadas da descric¸a˜o
do problema. Bockmayr e Dimopoulos [BD98] usaram varia´veis inteiras 0-1 de modo similar
a`s abordagens SAT e examinaram o efeito de adicionar restric¸o˜es redundantes ao problema
de programac¸a˜o inteira. Vossen e colegas [VBLN99, VBLN01] discutiram a importaˆncia de
encontrar a representac¸a˜o correta do problema de planejamento em termos de um problema
de programac¸a˜o inteira. Eles mostram va´rias formulac¸o˜es poss´ıveis e suas vantagens. Kautz
e Walser [KW99] trataram da soluc¸a˜o dos problemas de programac¸a˜o inteira resultantes
da traduc¸a˜o atrave´s de algoritmos de busca local. Van Beek e Chen [BC99] propuseram
tratar ambas abordagens SAT e programac¸a˜o inteira como um caso particular do cla´ssico
problema de satisfac¸a˜o de restric¸o˜es, mostrando como a sua abordagem e´ melhor em termos
de tempo de processamento e utilizac¸a˜o de memo´ria.
A utilizac¸a˜o de redes de Petri como ferramenta para resolver problemas de planeja-
mento foi proposta inicialmente por Drummond em 1985 [Dru85] estendendo as redes de
Petri procedurais para o tratamento de ciclos e ac¸o˜es condicionais. Murata e Nelson em
1991 apresentaram uma abordagem usando redes predicado-transic¸a˜o para modelar o pro-
blema de planejamento [MN91], entretanto sua proposta na˜o resultou na implementac¸a˜o
de um planejador eficiente. Em 2000, Meiller e Fabiani [MF00] usaram redes coloridas para
modelar o problema.
Ainda em 2000, Silva e colegas [SCK00] propuseram a transformac¸a˜o do grafo de planos
em uma rede de Petri ac´ıclica e trataram o problema de planejamento como um problema de
determinar uma sequ¨eˆncia de disparos de transic¸o˜es que obte´m uma determinada marcac¸a˜o
nesta rede. A rede ac´ıclica permite o uso de te´cnicas de programac¸a˜o inteira na soluc¸a˜o
do problema de alcanc¸abilidade, se assemelhando a`s abordagens baseadas em restric¸o˜es.
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O planejador resultante, o Petriplan, e´ semelhante ao Blackbox no sentido de usar o grafo
de planos como uma fase de pre´-processamento do problema de planejamento e em se-
guida transforma´-lo em outro problema. Este trabalho e´ a base dos modelos e resultados
apresentados neste documento.
O desempenho dos planejadores baseados em redes de Petri na˜o e´, em geral, melhor do
que as outras abordagens; entretanto o uso das redes de Petri ou outras estruturas formais
equivalentes constituem um rico cena´rio para investigac¸a˜o, como por exemplo o uso da
lo´gica linear proposto por Ku¨ngas [Ku¨n02].
Em suma, planejamento e´ uma a´rea de pesquisa extremamente complexa, que integra
diversas a´reas do conhecimento, indo desde tradicionais problemas de IA, como SAT, CSP
e buscas heur´ısticas, ate´ teoria dos grafos, programac¸a˜o inteira e redes de Petri. A figura
1 mostra o interrelacionamento entre estas a´reas e os trabalhos que definiram o relaciona-
mento.
STRIPS SAT
por Restrição
Programação
Redes de
Petri
Programação
Inteira
Busca
Heurística
Grafo de
Planos
PSfrag replacements [KS92]
[BC99]
[HN00] [KS99]
[BF95]
[BG98]
[BG01]
[BC99]
[BD98]
[MF00]
[KW99]
[SCK00] [VBLN99]
[SCK00]
Figura 1: Relacionamento entre a´reas do conhecimento aplicadas em planejamento.
Este documento trata dos relacionamentos do problema de planejamento em inteligeˆncia
artificial com o problema de alcanc¸abilidade em redes de Petri. O problema de planejamento
e´ revisto de forma aprofundada no pro´ximo cap´ıtulo. No cap´ıtulo 3 sa˜o descritas as redes
de Petri bem como o problema de alcanc¸abilidade.
No cap´ıtulo 4 e´ resgatado o modelo proposto por Silva e colegas [SCK00] que traduz
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o grafo de planos numa rede de Petri. Tambe´m sa˜o apresentadas algumas simplificac¸o˜es
sobre este modelo.
O cap´ıtulo 5 apresenta o principal resultado do trabalho, onde as relac¸o˜es de incon-
sisteˆncia entre ac¸o˜es sa˜o estendidas e usadas na construc¸a˜o de um modelo em redes de Petri
para o problema de planejamento, chamado rede de planos. Este modelo explora em maior
grau o poder de representac¸a˜o das redes de Petri.
No cap´ıtulo final e´ apresentada a conclusa˜o do trabalho, os trabalhos derivados, e
propostas para futuras linhas de pesquisa.
72 Planejamento
Este cap´ıtulo apresenta a linguagem STRIPS, a complexidade teo´rica do problema de
planejamento baseado nesta linguagem, e o grafo de planos, que e´ reconhecidamente a
melhor estrutura de representac¸a˜o do espac¸o de busca.
2.1 A representac¸a˜o STRIPS
Um dos primeiros sistemas computacionais desenvolvidos para o problema de plane-
jamento foi o STRIPS em 1971 [FN71]. Este sistema e´ composto por um modelo formal
para representar as ac¸o˜es e os estados do mundo e um mecanismo de busca no espac¸o de
estados.
A principal caracter´ıstica da representac¸a˜o STRIPS e´ que ela na˜o define apenas uma
forma de descrever as ac¸o˜es e os literais de um problema de planejamento, mas tambe´m
um conjunto de regras de transformac¸a˜o dos estados do mundo. Assim, a representac¸a˜o
STRIPS pode ser considerada um sistema baseado em regras de produc¸a˜o.
Os sistemas baseados em regras de produc¸a˜o sa˜o uma antiga te´cnica de inteligeˆncia
artificial que permite descrever transformac¸o˜es em bases de conhecimento de forma simples
e com um custo computacional relativamente pequeno quando comparado a sistemas que
usam lo´gica de primeira ordem como estrutura de representac¸a˜o.
A representac¸a˜o STRIPS, ou simplesmente STRIPS, e´ derivada do ca´lculo proposici-
onal e usa uma representac¸a˜o de primeira ordem. A descric¸a˜o das ac¸o˜es e dos literais do
problema e´ feita a partir de esquemas parametrizados por varia´veis que sa˜o instanciadas
pelo procedimento de busca usando as constantes presentes no problema. Os estados do
mundo sa˜o representados por conjunc¸o˜es de literais instanciados e as ac¸o˜es instanciadas
definem as regras de transformac¸a˜o entre os estados do mundo.
Um problema de planejamento escrito em STRIPS e´ dividido em duas partes: a des-
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cric¸a˜o do domı´nio e a descric¸a˜o do problema. O domı´nio conte´m o conjunto de literais e a
descric¸a˜o das ac¸o˜es que sa˜o dadas por:
• identificac¸a˜o da ac¸a˜o, que define o nome e os paraˆmetros da ac¸a˜o;
• pre´-condic¸o˜es, que e´ uma conjunc¸a˜o de literais positivos que devem estar presentes
na descric¸a˜o do estado para que a ac¸a˜o possa ser aplicada sobre este; e
• efeitos, que e´ uma conjunc¸a˜o que pode incluir literais positivos ou negativos. Eles
descrevem as alterac¸o˜es que devem ser realizadas sobre um estado do mundo, sendo
que os literais positivos sa˜o inclu´ıdos no estado e os negativos removidos.
Os termos pre´-condic¸a˜o e efeito sa˜o usados para tratar de apenas um literal das con-
junc¸o˜es que representam respectivamente as pre´-condic¸o˜es e os efeitos da ac¸a˜o. Quando
o literal e´ positivo chamamos de pre´-condic¸a˜o positiva ou efeito positivo. No caso de um
literal negativo temos pre´-condic¸a˜o negativa ou efeito negativo.
Na formulac¸a˜o original de Fikes e Nilsson [FN71] a conjunc¸a˜o efeito e´ representada por
duas listas de literais: a lista de inclusa˜o contendo os literais positivos e a lista de remoc¸a˜o
contendo os literais negativos.
A descric¸a˜o do problema e´ dada por:
• O conjunto de constantes presentes no problema;
• O estado inicial do mundo, dado por uma conjunc¸a˜o de literais positivos instanciados;
• O objetivo do problema, tambe´m dado por uma conjunc¸a˜o de literais positivos ins-
tanciados.
Tomando como exemplo o problema de transportar alguns objetos do escrito´rio para
casa usando um carro, podemos descrever o estado inicial do problema de “levar os objetos
para casa” como:
EstarEm(voceˆ, escrito´rio) ∧ EstarEm(objetos, escrito´rio) ∧ EstarEm(carro, escrito´rio) ∧ · · ·
Considere que o literal EstarEm(x, y) e´ o esquema presente na descric¸a˜o do domı´nio e foi
instanciado para as constantes voceˆ, objetos, carro e escrito´rio.
Em STRIPS e´ necessa´ria uma descric¸a˜o completa dos estados do mundo. Tudo que
na˜o e´ explicitamente descrito e´ considerado falso, pois se baseia na hipo´tese do mundo
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fechado. Assim considere os “· · · ” na descric¸a˜o dos estado inicial anterior como todos os
outros fatos verdadeiros no estado inicial do mundo. Nenhum literal negativo e´ inclu´ıdo nas
descric¸o˜es dos estados, pois se um literal na˜o esta´ presente e´ automaticamente considerado
falso. Como consequ¨eˆncia as ac¸o˜es teˆm apenas pre´-condic¸o˜es positivas. Entretanto o uso
de literais negativos como pre´-condic¸o˜es, por exemplo ¬P , na˜o aumenta a complexidade do
tratamento das ac¸o˜es. Basta observar que estas ac¸o˜es so´ podem ser aplicadas sobre estados
que na˜o contenham o literal P .
O objetivo do problema pode ser descrito por:
EstarEm(objetos, casa)
A ac¸a˜o “dirigir” parametrizada por motorista (m), ve´ıculo (v), origem (o) e destino (d)
pode ser descrita por:
Ac¸a˜o : Dirigir(m, v, o, d)
Pre´-Condic¸a˜o : EstarEm(m, o) ∧ EstarEm(v, o) ∧ SaberDirigir(m, v)
Efeito : EstarEm(m, d) ∧ EstarEm(v, d) ∧ ¬EstarEm(m, o) ∧
¬EstarEm(v, o)
Vale notar que esta e´ uma descric¸a˜o gene´rica da ac¸a˜o, que pode ser instanciada de
acordo com as constantes presentes no problema, por exemplo “dirigir do escrito´rio ate´ a
casa” pode ser dada pela instanciac¸a˜o da ac¸a˜o com as constantes voceˆ, carro, escrito´rio e
casa:
Ac¸a˜o : Dirigir(voceˆ, carro, escrito´rio, casa)
Pre´-Condic¸a˜o : EstarEm(voceˆ, escrito´rio) ∧ EstarEm(carro, escrito´rio) ∧
SaberDirigir(voceˆ, carro)
Efeito : EstarEm(voceˆ, casa) ∧ EstarEm(carro, casa) ∧
¬EstarEm(voceˆ, escrito´rio) ∧ ¬EstarEm(carro, escrito´rio)
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Esta ac¸a˜o pode ser aplicada sobre qualquer estado que contenha os fatos:
EstarEm(voceˆ, escrito´rio), EstarEm(carro, escrito´rio), SaberDirigir(voceˆ, carro).
Apo´s a aplicac¸a˜o da ac¸a˜o os literais
EstarEm(voceˆ, casa), EstarEm(carro, casa)
sa˜o inclu´ıdos na descric¸a˜o do estado e os literais
EstarEm(voceˆ, escrito´rio), EstarEm(carro, escrito´rio)
sa˜o removidos da descric¸a˜o do estado. Os literais que estavam no estado antes da aplicac¸a˜o
da ac¸a˜o e na˜o foram removidos sa˜o copiados para o estado resultante, ou seja, as ac¸o˜es
tratam apenas do que muda de um estado para outro.
A entrada para um planejador e´ dada pela descric¸a˜o do domı´nio contendo os literais
e as ac¸o˜es e pela descric¸a˜o do problema composta por constantes, pelo estado inicial e
por uma descric¸a˜o do objetivo. Quando chamado com esta entrada, um planejador deve
retornar uma sequ¨eˆncia de ac¸o˜es que transforme o estado inicial em um estado que contenha
o objetivo.
O uso de STRIPS para descrever problemas de planejamento restringe em muito o
nu´mero de problemas que podem ser modelados como problemas de planejamento. Por ser
uma linguagem baseada no ca´lculo proposicional as estruturas de representac¸a˜o se limitam
a` proposic¸o˜es e operadores lo´gicos cla´ssicos, o que inviabiliza a modelagem de cena´rios onde
e´ necessa´rio representar tempo ou quantidades nume´ricas. As principais vantagens deste
formalismo sa˜o tornar o problema decid´ıvel [ENS91] e facilitar a construc¸a˜o de planejadores.
Uma maneira o´bvia de se construir um planejador usando STRIPS e´ trata´-lo como
um problema de busca no espac¸o de estados poss´ıveis do mundo. Foi desta maneira que
o problema foi originamente considerado e ate´ os anos 90 os planejadores eram variantes
mais ou menos sofisticadas de procedimentos cla´ssicos de busca. Entretanto, o problema
de planejamento baseado na representac¸a˜o STRIPS e´ em geral PSPACE-Completo, invi-
abilizando qualquer abordagem exaustiva. Este fato e´ o principal motivador de pesquisas
que tentam reduzir o espac¸o de busca ou propor novas estrate´gias para o tratamento do
problema.
A pro´xima sec¸a˜o trata da complexidade teo´rica do problema de planejamento em
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STRIPS.
2.2 Complexidade do problema
As classes de complexidade computacional, em geral, podem ser definidas a partir
de linguagens e ma´quinas de Turing que reconhecem estas linguagens. As caracter´ısticas
das ma´quinas, o nu´mero de passos e o espac¸o ocupado na fita da ma´quina durante o
reconhecimento da linguagem definem as diferentes classes de complexidade.
Um problema pertence a uma classe de complexidade quando a linguagem que o des-
creve e´ aceita por alguma ma´quina de Turing que atende as restric¸o˜es desta classe.
Por exemplo, a classe NP e´ a classe dos problemas que sa˜o aceitos por ma´quinas de
Turing na˜o-determin´ısticas em um nu´mero polinomial de passos em relac¸a˜o ao tamanho da
instaˆncia do problema.
Um problema P e´ dito Completo em relac¸a˜o a uma classe quando e´ poss´ıvel transformar,
em um nu´mero polinomial de passos, qualquer problema da classe em uma instaˆncia de P .
Assim P pode ser considerado ta˜o dif´ıcil quanto qualquer problema da classe. Por exemplo,
SAT e´ um problema NP-Completo.
A equivaleˆncia entre as ma´quinas de Turing e os modelos de computac¸a˜o atuais permite
estabelecer relac¸o˜es entre os problemas e a implementac¸a˜o real de algoritmos para estes
problemas. Um algoritmo para um problema NP-Completo usa, em geral, um nu´mero
exponencial de operac¸o˜es para encontrar uma soluc¸a˜o.
Uma descric¸a˜o mais detalhada das classes de complexidade e das ma´quinas de Turing
pode ser encontrada em [Pap94].
No caso do problema de planejamento, as caracter´ısticas da linguagem de representac¸a˜o
influenciam diretamente a complexidade computacional do problema, implicando desde
tempo constante ate´ EXPTIME-Completo [ENS91, Byl94]. Considerando apenas a repre-
sentac¸a˜o STRIPS, a complexidade do problema de planejamento e´ PSPACE-Completo, que
e´ a classe dos problemas mais dif´ıceis da classe PSPACE.
A classe PSPACE e´ a classe dos problemas que sa˜o aceitos por uma ma´quina de Tu-
ring determin´ıstica usando apenas um nu´mero polinomial de ce´lulas da fita da ma´quina
durante a computac¸a˜o, em relac¸a˜o ao tamanho da entrada. Na pra´tica, os algoritmos para
problemas desta classe tratam espac¸os de estados exponenciais.
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A ana´lise da complexidade do problema de planejamento e´ feita sobre uma versa˜o do
problema chamada de problema de decisa˜o, ou seja, o problema de verificar a existeˆncia
de um plano que resolve o problema. Ao final da computac¸a˜o a ma´quina de Turing cor-
respondente deve parar em um estado que indique a existeˆncia ou na˜o de um plano para o
problema.
A seguir e´ apresentada a prova da complexidade do problema decisa˜o correspondente ao
problema de planejamento em STRIPS, seguindo os mesmos moldes da prova proposta por
Bylander [Byl94]. Inicialmente e´ mostrado que o problema pertence a` classe PSPACE e em
seguida mostramos que qualquer problema desta classe pode ser reduzido a um problema
de planejamento em um nu´mero polinomial de passos.
2.2.1 Planejamento pertence a` PSPACE
Para mostrar que o problema de planejamento pertence a` PSPACE assumimos a equi-
valeˆncia entre as classes PSPACE e NPSPACE [Sav70] e apresentamos um algoritmo na˜o-
determin´ıstico que verifica a existeˆncia de um plano dado o conjunto A de ac¸o˜es, o conjunto
F de literais, o estado inicial s0 e o objetivo g do problema:
ExistePlano(A,F, s0, g)
1 m← |F |;
2 k ← 0;
3 s← s0;
4 repita
5 k ← k + 1;
6 escolhe uma ac¸a˜o a ∈ A;
7 s← next(s, a);
8 ate´ que g ⊆ s ou k = 2m − 1;
9 se g ⊆ s enta˜o o plano e´ va´lido.
O algoritmo escolhe na˜o-deterministicamente, na linha 6, k ac¸o˜es que levam do estado inicial
do problema s0 ate´ um estado que contenha o objetivo g. Na linha 7 a ac¸a˜o escolhida e´
aplicada sobre o estado atual s do mundo e o estado resultante passa a ser o novo estado
atual. O algoritmo termina quando algum estado que contenha o objetivo g do problema
e´ alcanc¸ado ou quando todos os 2m − 1 estados poss´ıveis do mundo sa˜o visitados pelo
algoritmo, onde m e´ o nu´mero de literais do problema.
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O espac¸o utilizado pelo algoritmo corresponde ao estado atual do mundo, o estado
anterior e o contador de ac¸o˜es do plano k. Como o espac¸o necessa´rio para guardar um
estado e´ no ma´ximo m, temos que o algoritmo ocupa no ma´ximo 2m+1, que e´ polinomial em
relac¸a˜o ao tamanho da entrada. Logo ExistePlano ∈ NPSPACE, que e´ a classe dos problemas
aceitos por uma ma´quina de Turing na˜o-determin´ıstica usando espac¸o polinomial.
Dado que NPSPACE = PSPACE [Sav70] temos que ExistePlano ∈ PSPACE.
2.2.2 Planejamento e´ PSPACE-Dif´ıcil
Dado que o problema de planejamento pertence a` classe PSPACE, conforme apresen-
tado na sec¸a˜o anterior, mostrar que o problema e´ PSPACE-Completo consiste de provar
que ele e´ PSPACE-Dif´ıcil. A prova apresentada a seguir segue a mesma linha de [Byl94].
Um problema PSPACE-Dif´ıcil pode ser entendido como um problema ta˜o dif´ıcil quanto
qualquer problema da classe PSPACE, em outras palavras, existe uma transformac¸a˜o em
tempo polinomial de qualquer problema da classe para o problema PSPACE-Dif´ıcil. En-
tretanto mostrar a transformac¸a˜o de todos os problemas da classe para o problema de
planejamento na˜o e´ um caminho via´vel.
A opc¸a˜o e´ mostrar que qualquer ma´quina de Turing PSPACE pode ser transformada
em um problema de planejamento em tempo polinomial e que uma soluc¸a˜o para o problema
de planejamento indica que a ma´quina aceita a entrada. Desta forma qualquer problema
que e´ aceito por uma ma´quina de Turing em espac¸o polinomial pode ser mapeado para um
problema de planejamento em tempo polinomial atrave´s da transformac¸a˜o da sua ma´quina
de Turing em um problema de planejamento.
Considere uma ma´quina de Turing determin´ıstica dada por:
• um conjunto de estados: S = {q1, · · · , qn}, sendo que yes ∈ S e e´ um estado de
aceitac¸a˜o;
• um alfabeto da entrada: Σ = {σ1, · · · , σm−1};
• um alfabeto da fita: Γ = Σ ∪ {#}, sendo # o s´ımbolo que indica que uma determinada
posic¸a˜o da fita esta´ vazia. Escrevemos Γ = {γ1, · · · , γm};
• uma func¸a˜o parcial de transic¸a˜o: δ(q, γ) = 〈 q′, γ′, φ 〉 onde φ e´ a direc¸a˜o do movimento
da cabec¸a da ma´quina dado por ← ou →;
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• uma cabec¸a de leitura da fita posicionada na primeira posic¸a˜o ocupada pela entrada
na fita;
• uma fita t com k posic¸o˜es, sendo l posic¸o˜es sa˜o ocupadas pela entrada da ma´quina as
demais posic¸o˜es ocupadas pelo s´ımbolo #, indicando que estas posic¸o˜es esta˜o vazias
e sera˜o utilizadas durante o processamento.
Dado que a ma´quina em questa˜o ocupa um espac¸o polinomial durante o processamento,
temos que o nu´mero ma´ximo de ce´lulas utilizadas na fita t durante o processamento e´
k = P (l), onde P e´ um polinoˆmio sobre o tamanho da entrada l.
O primeiro passo na construc¸a˜o de um problema de planejamento a partir da ma´quina
de Turing e´ a definic¸a˜o de algumas proposic¸o˜es para representar a estrutura da ma´quina:
• tape(γ, i): indica que o s´ımbolo na posic¸a˜o i da fita e´ γ;
• head(i): indica que a cabec¸a da ma´quina esta´ na posic¸a˜o i da fita;
• state(q): indica que o estado da ma´quina e´ q;
• accept: indica que a ma´quina esta´ em um estado de aceitac¸a˜o yes.
O estado inicial do problema de planejamento e´ dado pelo estado inicial da ma´quina e
pode ser definido por:
s0 = state(q0) ∧ head(0) ∧ tape(x1, 0) ∧ · · · ∧ tape(xl, l − 1) ∧
tape(#, l) ∧ · · · ∧ tape(#, k − 1)
onde # e´ um s´ımbolo especial que indica que a posic¸a˜o da fita na˜o esta´ acupada. O estado
inicial do problema codifica o estado inicial da ma´quina e o conteu´do da fita, onde xi sa˜o
os s´ımbolos da entrada.
O objetivo do problema de planejamento e´ dado por:
g = accept
este objetivo so´ e´ alcanc¸ado quando a ma´quina chega em um estado de aceitac¸a˜o.
As ac¸o˜es do problema sa˜o separadas em treˆs grupos:
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• As ac¸o˜es que representam as transic¸o˜es δ(q, γ) = 〈 q′, γ′,← 〉 que movem a cabec¸a da
ma´quina para a esquerda, dadas por α←(i, q, γ) com a pre´-condic¸a˜o:
state(q) ∧ head(i) ∧ tape(γ, i)
e o efeito:
state(q′) ∧ ¬state(q) ∧
tape(γ ′, i) ∧ ¬tape(γ, i) ∧
head(i− 1) ∧ ¬head(i)
Vale notar que esta ac¸a˜o na˜o e´ instanciada para i < 1.
• As ac¸o˜es que representam as transic¸o˜es δ(q, γ) = 〈 q′, γ′,→ 〉 que movem a cabec¸a da
ma´quina para a direita, dadas por α→(i, q, γ) com a pre´-condic¸a˜o:
state(q) ∧ head(i) ∧ tape(γ, i)
e o efeito:
state(q′) ∧ ¬state(q) ∧
tape(γ ′, i) ∧ ¬tape(γ, i) ∧
head(i + 1) ∧ ¬head(i)
vale notar que esta ac¸a˜o na˜o e´ instanciada para i > (k − 2).
• A ac¸a˜o que indica que a ma´quina chegou a um estado de aceitac¸a˜o, dada por αac(i, yes, γ)
com a pre´-condic¸a˜o:
state(yes) ∧ head(i) ∧ tape(γ, i)
e o efeito:
accept
Assim temos a ma´quina de Turing de espac¸o polinomial transformada em um problema
de planejamento. Esta transformac¸a˜o e´ polinomial pois:
• o tamanho do estado inicial do problema e´ k + 2, onde k dado por um polinoˆmio
sobre l e,
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• o nu´mero de ac¸o˜es e´ polinomial em relac¸a˜o a` entrada pois o nu´mero de combinac¸o˜es
(i, q, x) e´ dado pela func¸a˜o de transic¸a˜o da ma´quina de Turing δ(q, x) aplicada sobre
as k posic¸o˜es da fita.
Portanto qualquer ma´quina de Turing PSPACE com sua entrada pode ser reduzida, em
um nu´mero polinomial de passos, para uma instaˆncia do problema de planejamento usando
a representac¸a˜o STRIPS. Logo o problema de planejamento usando STRIPS e´ PSPACE-
Dif´ıcil.
Dado que o problema e´ PSPACE-Completo e que o espac¸o de estados e´ invariavelmente
intrata´vel para problemas relevantes, torna-se necessa´rio o uso de alguma estrutura eficiente
para representar este espac¸o. A pro´xima sec¸a˜o trata da estrutura que melhor representa o
espac¸o de busca para o problema, o grafo de planos.
2.3 Grafo de planos
O tratamento do problema de planejamento como um problema de busca no espac¸o de
estados pode ser visto como uma busca em uma a´rvore, onde os no´s sa˜o estados do mundo
e as arestas sa˜o ac¸o˜es que fazem a transic¸a˜o entre os estados. Neste modelo a soluc¸a˜o do
problema e´ dada pelo caminho na a´rvore que leva desde a raiz ate´ algum estado que conte´m
o objetivo do problema, ou seja, e´ uma sequ¨eˆncia completamente ordenada de ac¸o˜es.
Restringir a soluc¸a˜o do problema a planos completamente ordenados limita a qualidade
da soluc¸a˜o em domı´nios que permitem que ac¸o˜es sejam executadas em paralelo. Nestes
domı´nios as soluc¸o˜es que ordenam parcialmente as ac¸o˜es do plano sa˜o, em geral, melhores
que aquelas que ordenam completamente. Entretanto, o uso de uma a´rvore de busca
no espac¸o de estado torna extremamente complexa a obtenc¸a˜o de soluc¸o˜es parcialmente
ordenadas para o problema.
Outro ponto problema´tico deste modelo sa˜o as informac¸o˜es redundantes mantidas em
no´s semelhantes da a´rvore de busca. O armazenamento destas redundaˆncias limita em
muito o tamanho dos problemas que podem ser tratados por um planejador. E´ facil no-
tar que estados filhos de um mesmo estado na a´rvore compartilham grande parte de suas
descric¸o˜es, diferenciando apenas no que diz respeito aos efeitos das ac¸o˜es que os geraram.
A figura 2 mostra um fragmento de uma a´rvore de estados, onde os no´s apresentam re-
dundaˆncias.
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P
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Figura 2: A´rvore de estados onde o estado inicial e´ dado por P ∧Q∧R∧ S. A ac¸a˜o α que
tem como pre´-condic¸a˜o P ∧R e como efeito T ∧¬R. A ac¸a˜o β que tem como pre´-condic¸a˜o
Q ∧ R ∧ S e como efeito U ∧ ¬S. Note que devido ao uso da representac¸a˜o STRIPS as
proposic¸o˜es negativas podem ser suprimidas dos estados.
Uma estrutura de representac¸a˜o do espac¸o de estados que permite a obtenc¸a˜o de
soluc¸o˜es parcialmente ordenadas para o problema e que reduz significativamente as re-
dundaˆncias presentes na a´rvore de busca foi proposta por Blum e Furst em 1995 [BF95]: o
grafo de planos. A figura 3 mostra o grafo de planos correspondente a` a´rvore da figura 2.
O grafo de planos e´ um grafo dirigido constitu´ıdo de dois tipos de ve´rtices, os que
representam as proposic¸o˜es e os que representam as ac¸o˜es de um problema de planejamento.
Estes ve´rtices sa˜o distribu´ıdos em camadas de proposic¸o˜es e de ac¸o˜es intercaladas. Vale
notar que a inclusa˜o ou na˜o das proposic¸o˜es negativas no grafo na˜o afeta a representac¸a˜o
do problema.
A construc¸a˜o do grafo pode ser vista como uma simplificac¸a˜o do caminhamento em lar-
gura na a´rvore de busca. As camadas de proposic¸o˜es representam a unia˜o dos estados da
a´rvore ate´ a profundidade correspondente no grafo. Por exemplo, a terceira camada de pro-
posic¸o˜es do grafo conte´m todas as proposic¸o˜es dos estados da a´rvore que teˆm profundidade
menor que 3. As camadas de ac¸o˜es conte´m todas as ac¸o˜es da a´rvore ate´ a profundidade
correspondente. Uma camada de ac¸o˜es do grafo pode ser vista como uma transic¸a˜o entre
conjuntos de estados do mundo.
As arestas do grafo sa˜o de treˆs tipos: as que ligam proposic¸o˜es a ac¸o˜es, indicando as
pre´-condic¸o˜es da ac¸a˜o; as que ligam ac¸o˜es a proposic¸o˜es, indicando os efeitos da ac¸a˜o e as
arestas na˜o dirigidas que ligam duas ac¸o˜es ou duas proposic¸o˜es e indicam um conflito entre
elas.
O grafo inicia com uma camada de proposic¸o˜es representando o estado inicial do pro-
blema. As camadas do grafo sa˜o numeradas iniciando em 0. As camadas pares conteˆm
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Figura 3: (a) Grafo de plano correspondente a` a´rvore de estados da figura 2. Os c´ırculos
representam as proposic¸o˜es e os retaˆngulos representam as ac¸o˜es. As arestas dirigidas
indicam as pre´-condic¸o˜es e os efeitos das ac¸o˜es. Os arcos na˜o-dirigidos representam as
relac¸o˜es de exclusa˜o mu´tua entre as ac¸o˜es e entre as proposic¸o˜es. As linhas pontilhadas
representam ac¸o˜es de manutenc¸a˜o. (b) O mesmo grafo sem a representac¸a˜o das proposic¸o˜es
negativas.
os no´s proposic¸o˜es que representam as proposic¸a˜o para o problema a ser resolvido. As
camadas ı´mpares conteˆm os no´s ac¸o˜es, que sa˜o as instaˆncias de ac¸o˜es cujas pre´-condic¸o˜es
sa˜o satisfeitas pelas proposic¸o˜es da camada anterior. Para facilitar a distinc¸a˜o entre pro-
posic¸o˜es e ac¸o˜es, utilizaremos c´ırculos para representar os no´s proposic¸o˜es e retaˆngulos para
representar os no´s ac¸o˜es.
As arestas do grafo conectam os no´s proposic¸o˜es aos no´s ac¸o˜es da camada posterior,
ligando as pre´-condic¸o˜es das ac¸o˜es a`s proposic¸o˜es correspondentes. Da mesma forma, as
arestas ligam os efeitos de ac¸o˜es de uma camada a`s proposic¸o˜es correspondentes da camada
seguinte.
Uma ac¸a˜o especial e´ inclu´ıda no conjunto de ac¸o˜es do problema, chamada de ac¸a˜o de
manutenc¸a˜o. Esta ac¸a˜o tem como pre´-condic¸a˜o uma proposic¸a˜o qualquer e como efeito
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a mesma proposic¸a˜o, ou seja, ela copia uma proposic¸a˜o da camada atual para a pro´xima
camada de proposic¸o˜es do grafo. As linhas pontilhadas da figura 3 representam este tipo
de ac¸a˜o.
Para cada proposic¸a˜o existente na camada i e´ aplicada a referida ac¸a˜o de manutenc¸a˜o
ocasionando novamente a existeˆncia dessas proposic¸o˜es na camada i + 2. Esse processo
garante que uma ac¸a˜o executada na camada i seja novamente va´lida na pro´xima camada,
ou seja, e´ poss´ıvel adiar a execuc¸a˜o de uma ac¸a˜o para um pro´ximo instante de tempo se
consideramos as camadas de ac¸o˜es do grafo como uma sequ¨eˆncia temporal.
O procedimento de construc¸a˜o do grafo e´ iniciado com uma camada de proposic¸o˜es,
que representa o estado inicial do problema. A expansa˜o do grafo e´ o processo de incluir
uma nova camada de ac¸o˜es seguida de um nova camada de proposic¸o˜es. Na primeira
expansa˜o, as ac¸o˜es que possuem todas as suas pre´-condic¸o˜es dispon´ıveis na camada anterior
sa˜o adicionadas no grafo. Apo´s a camada de ac¸o˜es, uma nova camada de proposic¸o˜es e´
inclu´ıda, esta conte´m as proposic¸o˜es efeito das ac¸o˜es que foram adicionadas.
A expansa˜o ocorre ate´ que uma camada de proposic¸o˜es contenha as proposic¸o˜es do
objetivo do problema ou ate´ que uma camada de proposic¸o˜es obtida seja ideˆntica a` camada
de proposic¸o˜es anterior. Este u´ltimo caso e´ a condic¸a˜o de parada do processo de expansa˜o,
indicando que o problema na˜o tem soluc¸a˜o.
A obtenc¸a˜o de uma camada com as proposic¸o˜es do objetivo indica que pode existir um
plano parcialmente ordenado que e´ soluc¸a˜o para o problema. Entretanto as camadas do
grafo representam conjuntos de estados do mundo e conjunto de ac¸o˜es que podem conter
inconsisteˆncias entre si, impossibilitando a obtenc¸a˜o de uma soluc¸a˜o. Assim e´ necessa´rio
marcar estas inconsisteˆncias com uma relac¸a˜o de exclusa˜o mu´tua entre as estruturas. Estas
inconsisteˆncias sa˜o indicadas pelos arcos na˜o dirigidas do grafo.
A relac¸a˜o de exclusa˜o mu´tua entre ac¸o˜es mutex e´ representada por uma aresta que liga
ac¸o˜es presentes em uma mesma camada. Esta relac¸a˜o e´ definida como segue:
Definic¸a˜o: Duas instaˆncias de ac¸o˜es a e b numa camada de ac¸o˜es i sa˜o mutuamente
exclusivas se:
• um efeito de uma ac¸a˜o e´ a negac¸a˜o de um dos efeitos da outra (figura 4);
• um efeito de uma ac¸a˜o e´ a negac¸a˜o de uma pre´-condic¸a˜o de outra (figura 5);
• as ac¸o˜es a e b teˆm pre´-condic¸o˜es que sa˜o mutuamente exclusivas na camada i−1
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Figura 4: A ac¸a˜o b tem como efeito a proposic¸a˜o ¬T que e´ a negac¸a˜o de um efeito da ac¸a˜o
a, portanto as ac¸o˜es a e b sa˜o mutuamente exclusivas na camada.
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Figura 5: A ac¸a˜o a tem como efeito a proposic¸a˜o ¬R que e´ a negac¸a˜o de uma pre´-condic¸a˜o
da ac¸a˜o b, portanto as ac¸o˜es a e b sa˜o mutuamente exclusivas.
(figura 6). Este caso e´ chamado de competic¸a˜o de necessidades.
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Figura 6: As ac¸o˜es a e b teˆm pre´-condic¸o˜es que sa˜o mutuamente exclusivas na camada
anterior Q e ¬Q, portanto tambe´m sa˜o mutuamente exclusivas.
A relac¸a˜o de exclusa˜o mu´tua tambe´m e´ definida para as proposic¸o˜es. Ela indica que as
proposic¸o˜es assim relacionadas na˜o podem ser obtidas simultaneamente na mesma camada,
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ou seja, somente uma delas pode ser utilizada. Essa relac¸a˜o e´ apresentada tambe´m como
uma aresta que liga duas proposic¸o˜es em uma mesma camada, definida como segue:
Definic¸a˜o: Duas proposic¸o˜es P e Q numa camada de proposic¸o˜es i sa˜o mutuamente exclu-
sivas se todas as maneiras de obter as proposic¸o˜es sa˜o mutuamente exclusivas entre
si, chamado suporte inconsistente. Ou seja, as ac¸o˜es da camada i− 1 que teˆm como
efeito estas proposic¸o˜es sa˜o duas a duas mutuamente exclusivas (figura 7).
a
b
c
P
Q
Figura 7: As proposic¸o˜es P e Q sa˜o mutuamente exclusivas devido a`s excluso˜es mu´tuas
entre as ac¸o˜es que obteˆm P (a e b) e as que obteˆm Q (c e a ac¸a˜o de manutenc¸a˜o indicada
pela linha pontilhada).
Observac¸a˜o: A definic¸a˜o de relac¸a˜o de exclusa˜o mu´tua e´ recursiva, como no terceiro caso
de exclusa˜o entre ac¸o˜es: “as ac¸o˜es teˆm pre´-condic¸o˜es que sa˜o mutuamente exclusivas na
camada i − 1”. Portanto uma exclusa˜o mu´tua numa determinada camada pode ter sido
gerada por ac¸o˜es ou proposic¸o˜es de uma camada anterior. Um novo processo de expansa˜o
se faz necessa´rio e e´ aqui que se nota a importaˆncia das ac¸o˜es de manutenc¸a˜o.
A figura 8 mostra o grafo de planos para o problema de transportar um pacote (pacote)
entre duas lojas (loja1 e loja2) usando um caminha˜o (caminha˜o), uma versa˜o simplificada
do cla´ssico problema de log´ıstica. As ac¸o˜es do problema sa˜o:
• Dirigir(v, l1, l2): que leva o ve´ıculo v da localidade l1 para l2 e tem como pre´-condic¸a˜o
EstarEm(v, l1) e como efeito EstarEm(v, l2) ∧ ¬EstarEm(v, l1);
• Carregar(p, v, l): que carrega o pacote p no ve´ıculo v na localidade l e tem como
pre´-condic¸a˜o EstarEm(p, l)∧EstarEm(v, l) e como efeito Dentro(p, v)∧¬EstarEm(p, l);
22 2 Planejamento
• Descarregar(p, v, l): que descarrega o pacote p do ve´ıculo v na localidade l e tem como
pre´-condic¸a˜o Dentro(p, v) ∧ EstarEm(v, l) e como efeito EstarEm(p, l) ∧ ¬Dentro(p, v).
O estado inicial do problema e´ dado por:
EstarEm(caminha˜o, loja2) ∧ EstarEm(pacote, loja1)
e o objetivo por: EstarEm(pacote, loja2).
A busca pela soluc¸a˜o no grafo de planos consiste de encontrar em cada camada de ac¸o˜es
do grafo um conjunto de ac¸o˜es que na˜o apresentem mutex entre si. Sendo que estas ac¸o˜es
devem constituir um fluxo neste grafo que inicia na primeira camada do grafo e leva ate´ as
proposic¸o˜es do objetivo na u´ltima camada. Este fluxo e´ um plano parcialmente ordenado
para o problema. Caso na˜o exista tal fluxo uma nova expansa˜o acontece e em seguida um
nova busca, ate´ que um soluc¸a˜o seja obtida ou a condic¸a˜o de parada seja alcanc¸ada. A
figura 9 mostra a soluc¸a˜o encontrada no grafo da figura 8.
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EstarEm(caminha˜o, loja2)
EstarEm(pacote, loja1)
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Dirigir(caminha˜o, loja1, loja1)
Dirigir(caminha˜o, loja1, loja2)
Dirigir(caminha˜o, loja2, loja1)
Dirigir(caminha˜o, loja2, loja2)
manutenc¸a˜o
manutenc¸a˜o
manutenc¸a˜o
manutenc¸a˜o
EstarEm(caminha˜o, loja1)
¬EstarEm(caminha˜o, loja1)
EstarEm(pacote, loja1)
EstarEm(caminha˜o, loja2)
¬EstarEm(caminha˜o, loja2)
EstarEm(pacote, loja1)
¬EstarEm(pacote, loja1)
Dentro(pacote, caminha˜o)
Carregar(pacote, caminha˜o, loja1)
Descarregar(pacote, caminha˜o, loja1)
Descarregar(pacote, caminha˜o, loja2)
Dirigir(caminha˜o, loja1, loja1)
Dirigir(caminha˜o, loja1, loja2)
Dirigir(caminha˜o, loja2, loja1)
Dirigir(caminha˜o, loja2, loja2)
manutenc¸a˜o
manutenc¸a˜o
manutenc¸a˜o
manutenc¸a˜o
manutenc¸a˜o
EstarEm(caminha˜o, loja1)
¬EstarEm(caminha˜o, loja1)
EstarEm(pacote, loja1)
EstarEm(caminha˜o, loja2)
¬EstarEm(caminha˜o, loja2)
EstarEm(pacote, loja1)
¬EstarEm(pacote, loja1)
Dentro(pacote, caminha˜o)
¬Dentro(pacote, caminha˜o)
EstarEm(pacote, loja2)
Carregar(pacote, caminha˜o, loja1)
Descarregar(pacote, caminha˜o, loja1)
Descarregar(pacote, caminha˜o, loja2)
Dirigir(caminha˜o, loja1, loja1)
Dirigir(caminha˜o, loja1, loja2)
Dirigir(caminha˜o, loja2, loja1)
Dirigir(caminha˜o, loja2, loja2)
manutenc¸a˜o
manutenc¸a˜o
manutenc¸a˜o
manutenc¸a˜o
manutenc¸a˜o
EstarEm(caminha˜o, loja1)
¬EstarEm(caminha˜o, loja1)
EstarEm(pacote, loja1)
EstarEm(caminha˜o, loja2)
¬EstarEm(caminha˜o, loja2)
EstarEm(pacote, loja1)
¬EstarEm(pacote, loja1)
Dentro(pacote, caminha˜o)
¬Dentro(pacote, caminha˜o)
EstarEm(pacote, loja2)
0 1 2 3 4 5 6 7 8
Figura 8: O grafo de planos para o problema do transporte do pacote.
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Figura 9: A soluc¸a˜o para o problema do transporte do pacote.
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2.4 Considerac¸o˜es
Este cap´ıtulo tratou da representac¸a˜o STRIPS para problemas de planejamento, da
complexidade do problema e do grafo de planos como estrutura de representac¸a˜o do espac¸o
de busca do problema.
A representac¸a˜o STRIPS e´ um modelo formal para o tratamento de transformac¸o˜es nos
estados do mundo a partir de ac¸o˜es. A capacidade de representac¸a˜o do modelo se limita a
uma linguagem derivada do ca´lculo proposicional, o que reduz o nu´mero de problemas que
podem ser modelados como problemas de planejamento. Entretanto esta representac¸a˜o
tambe´m restringe a complexidade computacional do problema, facilitando o desenvolvi-
mento de planejadores.
Em geral, a principal questa˜o no desenvolvimento de um planejador e´ como representar
o espac¸o de busca do problema, que e´ invariavelmente exponencial. Como o grafo de planos
representa va´rios estados do espac¸o de busca em uma mesma camada e, de forma similar,
representa va´rias ac¸o˜es acontecendo concorrentemente em uma mesma camada, torna-se
uma representac¸a˜o eficiente do espac¸o de busca. Esse foi um grande incentivo para o
desenvolvimento de va´rios planejadores que utilizaram o grafo de planos como representac¸a˜o
do espac¸o de busca.
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3 Redes de Petri
As redes de Petri se constituem em uma ferramenta formal que e´ particularmente
utilizada para representar paralelismo, concorreˆncia, conflito e relac¸o˜es causais em sistemas
dinaˆmicos de eventos discretos.
Este cap´ıtulo possui diferentes objetivos relacionados a`s redes de Petri. Inicialmente
sera´ apresentado o formalismo, sua representac¸a˜o gra´fica e sua descric¸a˜o matricial. Sera˜o
descritos tambe´m os principais conceitos utilizados ao longo do trabalho. Em seguida o
conceito da alcanc¸abilidade entre marcac¸o˜es sera´ analisado com profundidade, com maior
eˆnfase a` demonstrac¸a˜o da classe de complexidade computacional de redes ac´ıclicas e redes
k-limitadas. Finalmente, estes resultados sera˜o utilizados no estudo da equivaleˆncia entre
problemas de planejamento representados em STRIPS e problemas de alcanc¸abilidade em
redes k-limitadas.
3.1 Representac¸a˜o
Segundo [CV97], as redes de Petri podem ser definidas como colec¸o˜es de matrizes e
vetores de nu´meros naturais associados a procedimentos dinaˆmicos de atualizac¸a˜o.
Uma rede de Petri e´ uma qua´drupla:
R = (L, T, Ipre, Ipos),
onde:
L = {l1, l2, . . . , ln} e´ um conjunto finito de lugares;
T = {t1, t2, . . . , tm} e´ um conjunto finito de transic¸o˜es;
Ipre : L× T → N e´ a func¸a˜o de incideˆncia de entrada;
Ipos : L× T → N e´ a func¸a˜o de incideˆncia de sa´ıda.
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A definic¸a˜o apresentada contempla a estrutura esta´tica do modelo. As matrizes Ipre
e Ipos definem esta estrutura esta´tica ligando os lugares e as transic¸o˜es da rede. Um
lugar pode ser visto como uma estrutura que mante´m um fragmento do estado do sistema
modelado. Uma transic¸a˜o pode ser vista como uma regra de produc¸a˜o ou como uma relac¸a˜o
de causalidade entre os lugares da rede.
O estado do sistema modelado e´ dado pela associac¸a˜o de uma quantidade inteira a cada
lugar da rede, esta associac¸a˜o e´ chamada marcac¸a˜o. A marcac¸a˜o da rede define o estado
corrente do sistema modelado.
Uma rede de Petri com uma dada marcac¸a˜o inicial e´ denotada por (R,M0), onde:
M0 : L→ N e´ a marcac¸a˜o inicial.
Podemos visualizar uma rede de Petri usando uma representac¸a˜o gra´fica, onde c´ırculos
representam lugares e retaˆngulos representam transic¸o˜es. Pequenos c´ırculos pretos no inte-
rior dos lugares representam a marcac¸a˜o da rede, chamados de marcas. Os arcos orientados
representam as func¸o˜es de incideˆncia de entrada e sa´ıda de uma transic¸a˜o e os nu´meros
neles rotulados, denominados pesos destes arcos, sa˜o os valores das func¸o˜es de incideˆncia.
Assim, na figura 10(a) temos treˆs lugares (a, b e c), duas transic¸o˜es (x e y), quatro arcos
com peso um e um arco com peso treˆs, uma marca no lugar a e duas no lugar b.
Lugares sa˜o os no´s descrevendo os estados (um lugar e´ uma representac¸a˜o parcial de
um estado) e transic¸o˜es descrevem poss´ıveis mudanc¸as parciais de estado. Por exemplo, ao
dispararmos a transic¸a˜o x da rede representada pela figura 10(a), uma marca e´ removida
do lugar a e outra do lugar b, e treˆs sa˜o inseridas no lugar c. Estas quantidades sa˜o dadas
pelo valor dos arcos associados a` transic¸a˜o x. A marcac¸a˜o resultante e´ dada pela figura
10(b). A definic¸a˜o formal do disparo de uma transic¸a˜o e das transformac¸o˜es ocorridas na
marcac¸a˜o da rede sera˜o apresentadas a seguir.
A func¸a˜o de incideˆncia Ipre descreve arcos orientados que ligam lugares a transic¸o˜es.
Ela representa, para cada transic¸a˜o t, o fragmento do estado em que o sistema deve estar
antes da mudanc¸a de estado correspondente a` ocorreˆncia de t. Ipre(l, t) e´ o peso do arco
(l, t). Ipre(l, t) = 0 representa a auseˆncia de um arco entre o lugar l e a transic¸a˜o t.
A func¸a˜o de incideˆncia Ipos descreve arcos orientados que ligam transic¸o˜es a lugares.
Ela representa, para cada transic¸a˜o t, o fragmento do estado em que o sistema deve estar
apo´s a mudanc¸a de estado correspondente a` ocorreˆncia de t. Ipos(l, t) e´ o peso do arco (t, l).
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Figura 10: Representac¸a˜o gra´fica de uma rede de Petri.
Ipos(l, t) = 0 representa a auseˆncia de um arco entre a transic¸a˜o t e o lugar l.
O vetor Ipre(., t) denota todos os arcos de entrada da transic¸a˜o t com seus pesos. O
vetor Ipos(., t) denota todos os arcos de sa´ıda da transic¸a˜o t com seus pesos.
Na representac¸a˜o matricial de uma rede de Petri, Ipre e Ipos sa˜o matrizes de n linhas
(os lugares) e m colunas (as transic¸o˜es) e seus elementos pertencem a N.
3.2 Dinaˆmica da rede
A dinaˆmica da rede de Petri e´ dada pelo disparo das transic¸o˜es habilitadas, cuja
ocorreˆncia corresponde a uma mudanc¸a de estado do sistema modelado pela rede. Uma
transic¸a˜o t de uma rede de Petri R esta´ habilitada para uma marcac¸a˜o M se e somente se:
M ≥ Ipre(., t).
Esta condic¸a˜o de habilitac¸a˜o, expressa sob a forma de uma desigualdade entre dois vetores,
e´ equivalente a:
∀ l ∈ L, M(l) ≥ Ipre(l, t).
Na marcac¸a˜o da figura 10(a) apenas a transic¸a˜o x esta´ habilitada e na figura 10(b)
apenas a transic¸a˜o y. Apenas transic¸o˜es habilitadas podem ser disparadas. Se M e´ uma
marcac¸a˜o de R habilitando uma transic¸a˜o t, e M ′ a marcac¸a˜o derivada pelo disparo de t a
partir de M , enta˜o:
M ′ = M + Ipos(., t)− Ipre(., t).
Note que o disparo da transic¸a˜o t a partir da marcac¸a˜o M deriva a marcac¸a˜o M ′, repre-
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sentada por:
M ′ : M
t
→M ′.
Podemos generalizar esta fo´rmula para calcular uma nova marcac¸a˜o apo´s o disparo de
uma sequ¨eˆncia s de transic¸o˜es. Vamos considerar a matriz C dada por:
C = Ipos − Ipre,
chamada matriz de incideˆncia, e o vetor s, chamado vetor caracter´ıstico do disparo de uma
sequ¨eˆncia s, dado por s : T → N, tal que s(t) e´ o nu´mero de vezes que a transic¸a˜o t aparece
na sequ¨eˆncia s. O nu´mero de transic¸o˜es em T define a dimensa˜o do vetor s. Enta˜o, uma
nova marcac¸a˜o Mg de uma marcac¸a˜o M , apo´s o disparo da sequ¨eˆncia s de transic¸o˜es, e´
dada por:
Mg = M + C.s. (3.1)
Esta equac¸a˜o e´ chamada equac¸a˜o fundamental de R.
Podemos usar a equac¸a˜o fundamental para determinar um vetor s para uma dada rede
R e duas marcac¸o˜es M e Mg. A soluc¸a˜o que satisfaz a equac¸a˜o deve ser um vetor inteiro
na˜o-negativo. Entretanto, sua existeˆncia e´ apenas uma condic¸a˜o necessa´ria para que Mg
seja alcanc¸ada a partir de M , uma vez que e´ poss´ıvel obter vetores s que na˜o correspondam
a sequ¨eˆncias fact´ıveis de disparos na rede.
3.3 Alcanc¸abilidade
O disparo de uma transic¸a˜o t sobre uma marcac¸a˜o M obtendo uma marcac¸a˜o M ′ define
uma relac¸a˜o entre as marcac¸o˜es M e M ′. Esta relac¸a˜o entre as marcac¸o˜es da rede e´ chamada
de relac¸a˜o de alcanc¸abilidade, M ′ e´ alcanc¸a´vel a partir de M .
A relac¸a˜o de alcanc¸abilidade entre marcac¸o˜es de uma transic¸a˜o dispara´vel pode ser
estendida, por transitividade, para a alcanc¸abilidade do disparo de uma sequ¨eˆncia de
transic¸o˜es. Assim, em uma rede de Petri R, e´ dito que a marcac¸a˜o Mg e´ alcanc¸a´vel a
partir da marcac¸a˜o M se e somente se existe uma sequ¨eˆncia de transic¸o˜es s tal que:
M
s
→Mg.
O conjunto alcanc¸abilidade de uma rede de Petri marcada (R,M0) e´ o conjunto R(R,M0)
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tal que
(M ∈ R(R,M0))⇔ (∃s M0
s
→M).
A partir da relac¸a˜o de alcanc¸abilidade entre as marcac¸o˜es da rede podemos definir o
problema de alcanc¸abilidade para redes de Petri como o problema de verificar se uma dada
marcac¸a˜o Mg e´ alcanc¸a´vel a partir de uma marcac¸a˜o inicial M0, ou seja, se Mg ∈ R(R,M0).
Uma sub-marcac¸a˜o Ms de uma rede R = (L, T, Ipre, Ipos) e´ dada pela func¸a˜o
Ms : Ls → N
onde Ls ⊂ L.
O problema de alcanc¸abilidade de sub-marcac¸a˜o consiste em verificar se uma determi-
nada sub-marcac¸a˜o Ms e´ alcanc¸a´vel a partir da marcac¸a˜o inicial M0. Este problema pode
ser definido a partir do conjunto alcanc¸abilidade da rede como: Mg ∈ R(R,M0), onde
Ms ⊂ Mg. Ou seja, e´ o problema de verificar se alguma marcac¸a˜o que contenha a sub-
marcac¸a˜o desejada e´ alcanc¸a´vel a partir da marcac¸a˜o inicial da rede. Vale notar que o
problema de alcanc¸abilidade de sub-marcac¸a˜o e´ teoricamente equivalente ao problema de
alcanc¸abilidade [Hac76].
O problema de alcanc¸abilidade e´ um problema decid´ıvel usando espac¸o exponencial
[Lip76, ST77] e sua complexidade computacional, no caso geral, permanece aberta. En-
tretanto, para algumas classes de redes de Petri a complexidade do problema e´ conhecida.
Esparza e Nielsen apresentam em [EN94] um apanhado de alguns resultados teo´ricos para
o problema. Em [Rau90], Rauhamaa apresenta um ana´lise comparativa de va´rias te´cnicas
para o tratamento do problema de alcanc¸abilidade.
Nas pro´ximas sec¸o˜es apresentamos o problema de alcanc¸abilidade para duas classes de
redes de Petri, as redes ac´ıclicas e as redes limitadas.
3.4 Alcanc¸abilidade em redes ac´ıclicas
Para redes de Petri ac´ıclicas, ou seja, redes cuja estrutura na˜o possui ciclos dirigidos, o
problema de alcanc¸abilidade e´ NP-Completo [Ste92]. O problema pode ser visto como um
problema de programac¸a˜o inteira, reconhecidamente um problema desta mesma classe de
complexidade [Pap81].
O problema de alcanc¸ar uma marcac¸a˜o Mg a partir da marcac¸a˜o inicial M0 em uma
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rede R = (L, T, Ipre, Ipos) pode ser mapeado para o problema de encontrar um vetor inteiro
na˜o-negativo s que atende a` restric¸a˜o dada pela equac¸a˜o:
Mg = M + (Ipos − Ipre) . s
A marcac¸a˜o Mg e´ alcanc¸a´vel se e somente se existe algum vetor s > 0.
Esta modelagem como um problema de programac¸a˜o inteira e´ poss´ıvel devido ao fato
da equac¸a˜o fundamental das redes de Petri 3.1 ser uma condic¸a˜o necessa´ria e suficiente
para a alcanc¸abilidade em redes ac´ıclicas [Mur89].
3.5 Alcanc¸abilidade em redes limitadas
Uma rede de Petri R com uma marcac¸a˜o inicial M0 e´ dita limitada se o conjunto
de marcac¸o˜es alcanc¸a´veis R(R,M0) e´ finito. Como consequ¨eˆncia temos que o nu´mero de
marcas em cada lugar da rede e´ finito, ou seja, e´ limitado por algum nu´mero natural.
O problema de alcanc¸abilidade para as redes limitadas e´ PSPACE-Completo [How91],
a mesma classe de complexidade do problema de planejamento em STRIPS. Esta comple-
xidade sera´ demonstrada a seguir em duas partes. Inicialmente mostramos que o problema
pertence a` classe PSPACE e em seguida mostramos que qualquer problema desta classe
pode ser transformado em um problema de alcanc¸abilidade em uma rede limitada. As
pro´ximas duas sec¸o˜es apresentam as duas partes da demonstrac¸a˜o.
Uma rede R com uma marcac¸a˜o inicial M0 e´ dita k-limitada se nenhuma marcac¸a˜o de
R(R,M0) teˆm mais que k marcas em qualquer lugar da rede. A complexidade do problema
e´ a mesma para as redes k-limitadas [How91].
A sec¸a˜o 3.5.3 apresenta uma transformac¸a˜o do problema de alcanc¸abilidade em redes
k-limitadas para um problema de planejamento em STRIPS.
3.5.1 Alcanc¸abilidade em redes limitadas pertence a` PSPACE
Para mostrar que o problema de alcanc¸abilidade pertence a` PSPACE assumimos a
equivaleˆncia entre as classes PSPACE e NPSPACE [Sav70] e apresentamos um algoritmo
na˜o-determin´ıstico que verifica se uma marcac¸a˜o Mg e´ alcanc¸a´vel a partir de uma marcac¸a˜o
M0 em uma rede R = (L, T, Ipre, Ipos):
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Alcanc¸abilidade(R,M0,Mg)
1 k ← 0;
2 M ←M0;
3 repita
4 escolhe uma transic¸a˜o t ∈ T ;
5 se M ≥ Ipre(., t) enta˜o
6 k ← k + 1;
7 M ←M + Ipos(., t)− Ipre(., t);
8 ate´ que M = Mg ou M < Ipre(., t);
9 se M = Mg enta˜o Mg e´ alcanc¸a´vel.
O algoritmo escolhe na˜o-deterministicamente, na linha 4, k disparos de transic¸o˜es que levam
da marcac¸a˜o inicial M0 ate´ a marcac¸a˜o Mg. A linha 5 verifica se a transic¸a˜o t escolhida
esta´ habilitada para a marcac¸a˜o corrente M , caso na˜o existam mais transic¸o˜es habilitadas
o algoritmo pa´ra e na˜o e´ poss´ıvel alcanc¸ar a marcac¸a˜o Mg.
O espac¸o utilizado pelo algoritmo corresponde a` marcac¸a˜o corrente da rede, a marcac¸a˜o
anterior onde t foi disparado e o contador de ac¸o˜es do plano k. Como uma marcac¸a˜o
pode ser codificada em uma representac¸a˜o bina´ria que ocupa espac¸o polinomial [How91]
o espac¸o ocupado pelo algoritmo e´ polinomial em relac¸a˜o ao tamanho da entrada. Logo
Alcanc¸abilidade ∈ NPSPACE, que e´ a classe dos problemas aceitos por uma ma´quina de
Turing na˜o-determin´ıstica usando espac¸o polinomial.
Dado que NPSPACE = PSPACE [Sav70] temos que Alcanc¸abilidade ∈ PSPACE.
3.5.2 Alcanc¸abilidade em redes limitadas e´ PSPACE-Dif´ıcil
Para mostrar que o problema de alcanc¸abilidade em redes de Petri limitadas e´ PSPACE-
Dif´ıcil vamos apresentar uma transformac¸a˜o de uma ma´quina de Turing PSPACE para
uma rede de Petri limitada, onde a ma´quina de Turing aceita a entrada se, e somente se,
o problema de alcanc¸abilidade associado tem soluc¸a˜o.
Considere uma ma´quina de Turing determin´ıstica D dada por:
• um conjunto de estados: S = {q1, · · · , qn}, sendo que yes ∈ S e e´ um estado de
aceitac¸a˜o;
• um alfabeto da entrada: Σ = {σ1, · · · , σm−1};
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• um alfabeto da fita: Γ = Σ ∪ {#}, sendo # o s´ımbolo que indica que uma determinada
posic¸a˜o da fita esta´ vazia. Escrevemos Γ = {γ1, · · · , γm};
• uma func¸a˜o parcial de transic¸a˜o: δ(q, γ) = 〈 q′, γ′, φ 〉 onde φ e´ a direc¸a˜o do movimento
da cabec¸a da ma´quina dado por ← ou →;
• uma cabec¸a de leitura da fita posicionada na primeira posic¸a˜o ocupada pela entrada
na fita;
• uma fita t com k posic¸o˜es, sendo l posic¸o˜es sa˜o ocupadas pela entrada da ma´quina as
demais posic¸o˜es ocupadas pelo s´ımbolo #, indicando que estas posic¸o˜es esta˜o vazias
e sera˜o utilizadas durante o processamento.
Dado que a ma´quina em questa˜o ocupa um espac¸o polinomial durante o processamento,
temos que o nu´mero ma´ximo de ce´lulas utilizadas na fita t durante o processamento e´
k = P (l), onde P e´ um polinoˆmio sobre o tamanho da entrada l.
Seja R = (L, T, Ipre, Ipos) a rede de Petri correspondente a` ma´quina de Turing D. O
conjunto L de lugares e´ constitu´ıdo por:
• um lugar para cada estado da ma´quina: q1, · · · , qn ;
• um lugar para cada posic¸a˜o poss´ıvel da cabec¸a de leitura: p1, · · · , pk ;
• um lugar para cada s´ımbolo do alfabeto indicando que o s´ımbolo γi foi lido pela
cabec¸a da ma´quina: rγ1 , · · · , rγm ;
• k.m lugares para representar o conteu´do da fita, m lugares para cada uma das k
posic¸o˜es da fita: fγ1,1, · · · , fγm,1, · · · , fγ1,k, · · · , fγm,k ;
• d lugares indicando que s´ımbolo sera´ escrito na fita e qual sera´ o movimento da
cabec¸a, onde d e´ o nu´mero de pares diferentes (γi, φi) presentes na func¸a˜o de transic¸a˜o
δ(q, γ) = 〈 q′, γi, φi 〉, dados por: wγ1,φ1 , · · · , wγd,φd .
O conjunto T de transic¸o˜es e´ constitu´ıdo por:
• k.m transic¸o˜es para representar as leituras feitas pela cabec¸a, m transic¸o˜es para cada
uma das k posic¸o˜es da fita: trγ1,1, · · · , trγm,1, · · · , trγ1,k, · · · , trγm,k ;
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• uma transic¸o˜es para representar cada elemento da func¸a˜o de transic¸a˜o δ(q, γ): tδq1,γ1 ,
· · · , tδq1,γm , · · · , tδqn,γ1 , · · · , tδqn,γm , vale notar que o nu´mero ma´ximo de elementos
da func¸a˜o de transic¸a˜o e´ m.n;
• k.d transic¸o˜es para representar as escritas e os movimentos da cabec¸a, onde d e´
o nu´mero de pares diferentes (γ ′, φ) presentes na func¸a˜o de transic¸a˜o δ(q, γ) =
〈 q′, γ′, φ 〉, dados por: twγ1,φ1,1, · · · , twγd,φd,1 · · · , twγ1,φ1,k, · · · , twγd,φd,k .
As func¸o˜es de incideˆncia Ipre e Ipos sa˜o diferentes de zero para:
• Ipre(fγi,j, trγi,j) = 1, para 1 ≤ i ≤ m e 1 ≤ j ≤ k ;
• Ipre(pj, trγi,j) = 1, para 1 ≤ i ≤ m e 1 ≤ j ≤ k ;
• Ipos(rγi , trγi,j) = 1, para 1 ≤ i ≤ m e 1 ≤ j ≤ k ;
• Ipos(pj, trγi,j) = 1, para 1 ≤ i ≤ m e 1 ≤ j ≤ k ;
• Ipre(qj, tδqj ,γi) = 1, para 1 ≤ i ≤ m e 1 ≤ j ≤ n ;
• Ipre(rγi , tδqj ,γi) = 1, para 1 ≤ i ≤ m e 1 ≤ j ≤ n ;
• Ipos(ql, tδqj ,γi) = 1, para 1 ≤ i ≤ m, 1 ≤ j ≤ n e δ(qj, γi) = 〈 ql, γ
′, φ 〉 ;
• Ipos(wγl,φ, tδqj ,γi) = 1, para 1 ≤ i ≤ m e 1 ≤ j ≤ n e δ(qj, γi) = 〈 q
′, γl, φ 〉 ;
• Ipre(wγi,φ, twγi,φ,j) = 1, ∀twγi,φ,j ∈ T ;
• Ipre(pj, twγi,φ,j) = 1, ∀twγi,φ,j ∈ T ;
• Ipos(fγi,j, twγi,φ,j) = 1, ∀twγi,φ,j ∈ T ;
• Ipos(pl, twγi,φ,j) = 1, ∀twγi,φ,j ∈ T e se φ =← enta˜o l = j − 1 sena˜o l = j + 1, caso
pl /∈ L enta˜o l = j .
A marcac¸a˜o inicial M0 para a rede R e´ diferente de zero para os lugares:
• M0(fγi,j) = 1, se γi e´ o s´ımbolo que esta´ na posic¸a˜o j da fita;
• M0(pi) = 1, se a cabec¸a de leitura da ma´quina esta´ na posic¸a˜o i da fita;
• M0(qi) = 1, se o estado inicial da ma´quina e´ o estado qi.
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Considere como exemplo a ma´quina de Turing dada por:
S = {q1, q2, yes}
Σ = {a, b, c}
Γ = {a, b, c, #}
δ(q1, a) = 〈 q1, c,→〉
δ(q1, b) = 〈 q1, c,→〉
δ(q1, c) = 〈 q1, c,→〉
δ(q1, #) = 〈 q2, #,←〉
δ(q2, c) = 〈 q2, a,←〉
δ(q2, #) = 〈 yes, #,→〉
com a entrada “ab” na fita, a cabec¸a de leitura na primeira posic¸a˜o da entrada, o estado
inicial da ma´quina e´ q1 e yes e´ o estado de aceitac¸a˜o. A figura 11 mostra a rede de Petri
obtida a partir do esquema de construc¸a˜o apresentado e sua marcac¸a˜o inicial.
A construc¸a˜o da rede R requer um nu´mero polinomial de passos em relac¸a˜o a k, pois o
tamanho do conjunto de lugares e´ dado por |L| = (n + k + m + k.m + d) e o tamanho do
conjunto de transic¸o˜es e´ no ma´ximo |T | = (k.m + n.m + k.d).
O problema de alcanc¸abilidade pode ser formulado como um problema de verificar
se alguma marcac¸a˜o Mg, com Mg(yes) = 1, e´ alcanc¸a´vel. Ou seja, e´ um problema de
alcanc¸abilidade de sub-marcac¸a˜o para o lugar que representa o estado de aceitac¸a˜o yes da
maquina D. Dada a equivaleˆncia teo´rica dos dois problemas [Hac76] temos que qualquer
ma´quina de Turing PSPACE pode ser transformada em um problema de alcanc¸abilidade em
uma rede de Petri limitada usando um nu´mero polinomial de passos. Logo, alcanc¸abilidade
em redes de Petri limitadas e´ PSPACE-Dif´ıcil.
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3.5.3 Alcanc¸abilidade como planejamento
O problema de alcanc¸abilidade em redes k-limitadas pode ser modelado como um pro-
blema de planejamento em STRIPS. A seguir apresentamos um esquema de traduc¸a˜o da
rede de Petri em um domı´nio de planejamento e o problema de alcanc¸abilidade em um
problema de planejamento para este domı´nio.
Em geral, as redes de Petri sa˜o representadas por colec¸o˜es de vetores e matrizes de
nu´meros naturais. A simulac¸a˜o ou a modelagem destas redes em outras estruturas de re-
presentac¸a˜o requer que estas estruturas suportem nu´meros naturais e operac¸o˜es aritme´ticas
ba´sicas. No caso de STRIPS, a representac¸a˜o de nu´meros e operac¸o˜es sobre eles na˜o e´ di-
reta.
No caso da modelagem do problema de alcanc¸abilidade em redes k-limitadas e´ suficiente
representar operac¸o˜es de incremento e decremento sobre nu´meros naturais do intervalo [0, k]
e as relac¸o˜es “≥” e “=”.
Os nu´meros naturais deste intervalo podem ser representados em STRIPS pelo conjunto
de constantes:
{n0, · · · , nk},
onde ni representa o natural i.
A relac¸a˜o de ordem “≥” e´ representada em STRIPS pelas proposic¸o˜es:
maiorigual(ni, nj),
onde i e j ∈ N, i ≥ j, 0 ≤ i ≤ k e 0 ≤ j ≤ k.
A relac¸a˜o de igualdade “=” e´ representada em STRIPS pelas proposic¸o˜es:
igual(ni, ni),
onde i ∈ N, 0 ≤ i ≤ k.
A operac¸a˜o de soma e´ definida por um conjunto de relac¸o˜es de incremento sobre os
nu´meros naturais representadas pelas proposic¸o˜es:
incs(ni, nj),
onde s, i e j ∈ N, j = (i + s), 1 ≤ s ≤ k e 0 ≤ i ≤ (k − s). Assim inc3(n1, n4) indica que 1
incrementado de 3 e´ igual a 4.
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De forma semelhante a operac¸a˜o de subtrac¸a˜o e´ definida por um conjunto de relac¸o˜es
de decremento representadas pelas proposic¸o˜es:
decs(ni, nj),
onde s, i e j ∈ N, i = (j + s), 1 ≤ s ≤ k e 0 ≤ j ≤ (k − s).
Os lugares da rede de Petri sa˜o modelados como conjuntos de proposic¸o˜es que indicam
o nu´mero de marcas presentes no lugar:
lugarl(ni),
indica que o lugar l da rede conte´m i marcas.
As marcac¸o˜es da rede sa˜o representadas por conjuntos de proposic¸o˜es lugarl(ni) para
todos os lugares l da rede com suas respectivas marcac¸o˜es i.
As transic¸o˜es sa˜o modeladas como conjuntos de ac¸o˜es em STRIPS. Considere uma
transic¸a˜o t e seja P = { l | (Ipre(i, t) > 0) ∨ (Ipos(i, t) > 0)} o conjunto dos lugares ligados
a` transic¸a˜o t. A ac¸a˜o αt que modela a transic¸a˜o t e´ dada por:
• paraˆmetros: (m1,m
′
1, · · · ,ml,m
′
l). Estas varia´veis representam as marcac¸o˜es dos l
lugares ligados a` transic¸a˜o t, mi indica a marcac¸a˜o do lugar i antes do disparo de t e
m′i a marcac¸a˜o de i apo´s o disparo, para i ∈ P ;
• pre´-condic¸a˜o: lugari(mi)∧maiorigual(mi, nIpre(i,t))∧∆(mi,m
′
i), para todo lugar i ∈ P .
Onde ∆(mi,m
′
i) e´ dado por:
– se Ipre(i, t) > Ipos(i, t): decs(mi,m
′
i), sendo s = Ipre(i, t)− Ipos(i, t);
– se Ipre(i, t) < Ipos(i, t): incs(mi,m
′
i), sendo s = Ipos(i, t)− Ipre(i, t);
– se Ipre(i, t) = Ipos(i, t): igual(mi,m
′
i);
• efeito: lugari(m
′
i) ∧ ¬lugari(mi), para todo lugar i ∈ P , tal que Ipre(i, t) 6= Ipos(i, t).
O conjunto de ac¸o˜es e´ dado pela instanciac¸a˜o das varia´veis m e m′ com as constantes
ni, que representam os nu´meros naturais, para cada transic¸a˜o da rede. Considerando a rede
da figura 12, a ac¸a˜o que modela o disparo desta transic¸a˜o para a marcac¸a˜o dada e´:
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PSfrag replacements
p p
q q
r r
t t
1
1
1
1
2 2
3 3
(a) (b)
Figura 12: Exemplo de rede de Petri, (a) antes do disparo de t e (b) depois do disparo de
t.
Ac¸a˜o : αt(n3, n2, n1, n0, n0, n3)
Pre´-Condic¸a˜o : lugarp(n3) ∧maiorigual(n3, n2) ∧ dec1(n3, n2) ∧
lugarq(n1) ∧maiorigual(n1, n1) ∧ dec1(n1, n0) ∧
lugarr(n0) ∧maiorigual(n0, n0) ∧ inc3(n0, n3)
Efeito : lugarp(n2) ∧ lugarq(n0) ∧ lugarr(n3) ∧
¬lugarp(n3) ∧ ¬lugarq(n1) ∧ ¬lugarr(n0)
Um problema de alcanc¸abilidade e´ dado por uma rede de Petri e duas marcac¸o˜es, a
marcac¸a˜o inicial M0 e a marcac¸a˜o que se deseja alcanc¸ar Mg, ou a sub-marcac¸a˜o Sg. O
problema pode ser modelado como um problema de planejamento seguindo a descric¸a˜o
apresentada. O problema de planejamento resultante e´ constitu´ıdo por:
• as ac¸o˜es αt obtidas a partir das transic¸o˜es, instanciadas com as constantes ni;
• o estado inicial do problema dado pela conjunc¸a˜o das proposic¸o˜es maiorigual, igual, inc
e dec, instanciadas com as constantes ni e ainda as proposic¸o˜es lugar que representam
M0;
• o objetivo do problema e´ dado pela conjunc¸a˜o das proposic¸o˜es lugar que representam
Mg ou Sg.
A existeˆncia de um plano que resolve o problema de planejamento obtido indica que a
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marcac¸a˜o Mg, ou a sub-marcac¸a˜o Sg, e´ alcanc¸a´vel a partir de M0. O plano corresponde a`
sequ¨eˆncia de disparos das transic¸o˜es da rede que levam ate´ a marcac¸a˜o desejada.
3.6 Considerac¸o˜es
Foi apresentado neste cap´ıtulo o formalismo das redes de Petri e algumas caracter´ısticas
do problema de alcanc¸abilidade entre marcac¸o˜es para as sub-classes das redes ac´ıclicas e
das redes limitadas.
No caso das redes ac´ıclicas o problema de alcanc¸abilidade da marcac¸a˜o Mg pode ser
visto como um problema de programac¸a˜o inteira onde as transic¸o˜es da rede sa˜o associadas
a`s varia´veis inteiras do problema e os lugares a`s restric¸o˜es. Assim, existe uma soluc¸a˜o que
atende a`s restric¸o˜es do problema se e somente se a marcac¸a˜o Mg e´ alcanc¸a´vel. Vale notar
que esta soluc¸a˜o, ale´m de decidir a alcanc¸abilidade, indica o nu´mero de vezes que cada
transic¸a˜o da rede e´ disparada para obter Mg. Uma simples ana´lise da estrutura da rede
ac´ıclica permite determinar restric¸o˜es de ordenac¸a˜o entre as transic¸o˜es e assim estabelecer
sequ¨eˆncias de disparos que levam da marcac¸a˜o inicial ate´ a marcac¸a˜o Mg. Esta abordagem
e´ usada na construc¸a˜o da famı´lia de planejadores apresentada nos pro´ximos cap´ıtulos.
Para as redes limitadas a complexidade computacional do problema de alcanc¸abilidade
e´ apresentada de maneira informal na sec¸a˜o 3.5. Inicialmente e´ mostrado que o problema
pode ser tratado por um algoritmo na˜o-determin´ıstico que usa espac¸o polinomial, o que
corresponde a uma ma´quina de Turing PSPACE. A outra parte da prova apresenta a trans-
formac¸a˜o destas ma´quinas em problemas de alcanc¸abilidade em redes de Petri limitadas.
Portanto, temos a equivaleˆncia entre ma´quinas de Turing PSPACE e alcanc¸abilidade em
redes limitadas.
O mesmo tipo de equivaleˆncia e´ apresentada na sec¸a˜o 2.2 para o problema de plane-
jamento. Estas duas equivaleˆncias mostram que os dois problemas pertencerem a` mesma
classe de complexidade e que as ma´quinas de Turing PSPACE podem ser reduzidas a estes
problemas em um nu´mero polinomial de passos. Ou seja, os problemas de planejamento
em STRIPS e de alcanc¸abilidade em redes limitadas sa˜o equivalentes em termos de com-
plexidade.
Esta equivaleˆncia motiva a pesquisa por transformac¸o˜es diretas entre os dois problemas.
A sec¸a˜o 3.5.3 apresenta um modelo de traduc¸a˜o de problemas de alcanc¸abilidade em proble-
mas de planejamento, permitindo assim aplicar planejadores na ana´lise de alcanc¸abilidade
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em redes de Petri. Entretanto, vale notar que apesar dos problemas terem a mesma com-
plexidade computacional, na˜o e´ trivial estabelecer transformac¸o˜es eficientes. No caso do
modelo proposto na sec¸a˜o 3.5.3 a instaˆncia do problema de planejamento gerada tem, no
pior caso, tamanho exponencial em relac¸a˜o ao tamanho da rede. A traduc¸a˜o de cada
transic¸a˜o da rede pode gerar kn ac¸o˜es diferentes, onde n e´ o nu´mero de lugares associados
a` transic¸a˜o e k e´ o nu´mero ma´ximo de marcas em qualquer lugar da rede k-limitada.
O mapeamento de problemas de planejamento em problemas de alcanc¸abilidade e´ o
tema central do trabalho e a base dos planejadores apresentados nos pro´ximos cap´ıtulos.
Neste caso os problemas de planejamento sa˜o transformados em redes ac´ıclicas. O tamanho
das redes obtidas e´ proporcional ao tamanho do grafo de planos.
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4 Petriplan
Este cap´ıtulo apresenta o algoritmo Petriplan [SCK00], que e´ uma abordagem para o
problema de planejamento usando redes de Petri como ferramenta de modelagem. A sec¸a˜o
4.1 apresenta os resultados obtidos na dissertac¸a˜o de mestrado [Sil00], as sec¸o˜es 4.2 e 4.3
tratam de variac¸o˜es sobre o modelo de representac¸a˜o do Petriplan. As sec¸o˜es 4.4 e 4.5
apresentam alguns experimentos realizados e considerac¸o˜es finais sobre o cap´ıtulo.
4.1 O algoritmo Petriplan
O Petriplan e´ um algoritmo de treˆs fases que usa uma estrutura semelhante a` dos
planejadores baseados no Graphplan [BF95], notadamente o Blackbox [KS99].
A primeira fase consiste da construc¸a˜o do grafo de planos seguindo as mesmas regras
do Graphplan. Esta fase pode ser vista como um pre´-processamento, buscando simplificar
o problema para a pro´xima fase.
Na segunda fase, o grafo de planos gerado e´ transformado em uma rede de Petri equiva-
lente, onde o problema de planejamento original pode ser visto como um problema de encon-
trar uma sequ¨eˆncia de disparos de transic¸o˜es que resolve um problema de alcanc¸abilidade
de sub-marcac¸a˜o.
Na terceira fase do algoritmo o problema de alcanc¸abilidade definido na fase anterior
e´ convertido em um problema de programac¸a˜o inteira, que enta˜o e´ resolvido por sistemas
espec´ıficos para otimizac¸a˜o de problemas de programac¸a˜o inteira.
Se nenhuma soluc¸a˜o for encontrada para o problema de programac¸a˜o inteira na terceira
fase, o algoritmo volta para a primeira fase e uma nova expansa˜o do grafo e´ realizada, este
lac¸o continua ate´ que uma soluc¸a˜o seja encontrada na fase 3 ou a condic¸a˜o de falha do
Graphplan seja atendida na fase 1. Quando uma soluc¸a˜o e´ encontrada na fase 3 ela e´
convertida para um plano que resolve o problema original de planejamento.
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Nas pro´ximas sec¸o˜es sa˜o apresentados, usando um exemplo, o grafo de planos usado na
fase 1, a traduc¸a˜o para redes de Petri da fase 2, a soluc¸a˜o do problema de alcanc¸abilidade
na fase 3 usando programac¸a˜o inteira e a recuperac¸a˜o do plano a partir da soluc¸a˜o do
problema de programac¸a˜o inteira. O me´todo completo pode ser visto em [Sil00].
4.1.1 Traduc¸a˜o para rede de Petri
A construc¸a˜o do grafo de planos, que e´ a estrutura de representac¸a˜o do modelo usada
no Graphplan e na primeira fase do Petriplan, e´ feita seguindo a descric¸a˜o apresentada na
sec¸a˜o 2.3. O algoritmo original e´ de [BF95].
Como exemplo sera´ usado um problema apresentado em [Wel99]. O problema e´ preparar
um jantar surpresa para algue´m que esta´ dormindo. Os objetivos sa˜o: remover o lixo,
preparar o jantar e embrulhar um presente. As quatro ac¸o˜es poss´ıveis sa˜o: cook, wrap,
carry e dolly. A ac¸a˜o cook requer ma˜os limpas (clean) e obte´m o jantar (dinner). A ac¸a˜o
wrap tem que ser realizada em sileˆncio (quiet) e obte´m o presente embrulhado (present).
Dolly elimina o lixo (garbage) usando um carrinho de ma˜o e produz barulho (negando
quiet), Carry tambe´m elimina o lixo mas suja as ma˜os (negando clean).
No estado inicial o agente esta´ com as ma˜os limpas, tem lixo na casa e esta´ em sileˆncio,
todas as outras proposic¸o˜es sa˜o falsas. Este estado e´ representado pela primeira camada
do grafo de planos da figura 13. Apo´s a inclusa˜o de todas as ac¸o˜es aplica´veis sobre o estado
inicial (segunda camada), uma nova camada de proposic¸o˜es e´ constru´ıda (terceira camada)
com os efeitos da camada de ac¸o˜es anterior. Este procedimento e´ chamado de expansa˜o do
grafo.
Os arcos em negrito no grafo representam relac¸o˜es de exclusa˜o mu´tua entre duas ac¸o˜es
do problema. Assim, durante o processo de busca pela soluc¸a˜o estas relac¸o˜es impedem que
duas ac¸o˜es que apresentam inconsisteˆncias entre si estejam ambas presentes no plano.
A figura 14 mostra o grafo de planos para o problema do jantar com uma das soluc¸o˜es
poss´ıveis (um plano) marcada.
A algoritmo Graphplan [BF95] consiste de duas fases, a expansa˜o do grafo e a busca
pela soluc¸a˜o. Caso a busca na˜o encontre uma soluc¸a˜o para o problema uma nova expansa˜o
e´ realizada e uma nova busca acontece. O algoritmo continua ate´ que uma soluc¸a˜o seja
encontrada ou a expansa˜o resulte em uma repetic¸a˜o da camada anterior, o que indica que
nenhuma soluc¸a˜o para o problema sera´ encontrada e o algoritmo para.
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Figura 13: O grafo de planos para o problema do jantar.
Usando os conceitos apresentados no cap´ıtulo 3 mostra-se que o problema de encontrar
um plano em um grafo de planos e´ equivalente ao problema de encontrar uma sequ¨eˆncia
de disparos de transic¸o˜es para o problema de alcanc¸abilidade de sub-marcac¸a˜o numa rede
de Petri. A construc¸a˜o desta rede a partir do grafo de planos e´ apresentada a seguir.
Um grafo de planos pode ser fragmentado em cinco estruturas: no´s-ac¸a˜o, no´s-proposic¸a˜o,
arestas de no´s-ac¸a˜o para no´s-proposic¸a˜o (arestas-efeito), arestas de no´s-proposic¸a˜o para
no´s-ac¸a˜o (arestas-pre´-condic¸a˜o) e relac¸o˜es de exclusa˜o mu´tua.
Cada uma destas estruturas e´ traduzida diretamente em uma estrutura de redes de
Petri equivalente. A seguir sa˜o apresentadas estas traduc¸o˜es.
No´s-ac¸a˜o: um no´ ac¸a˜o do grafo e´ traduzido em uma u´nica transic¸a˜o na rede de Petri.
A figura 15 mostra a` esquerda o no´ do grafo e a` direita a transic¸a˜o correspondente.
Os no´s-ac¸a˜o do grafo sa˜o traduzidos diretamente para uma transic¸a˜o da rede de Petri,
que so´ estara´ habilitada para disparo se todas as suas pre´-condic¸o˜es forem verdadeiras,
ou seja, se existirem marcas em todos os lugares que representam as arestas-pre´-condic¸a˜o
46 4 Petriplan
  
  
  
  
 
 
 
 




 
 
 
 




 
 
 
 




 
 
 
 
		
		
		
		

 


 


 


 





 
 
 
 




 
 
 
 































   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   














   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   
   




 
 
 
 




 
 
 
 




 
 
 
 




 
 
 
 
ﬀﬀﬀ
ﬀﬀﬀ
ﬀﬀﬀ
ﬀﬀﬀ
ﬁ ﬁ
ﬁ ﬁ
ﬁ ﬁ
ﬁ ﬁ
garb garb garbmant mant
mant
mant
mant
mant
mant
mant
mant
mant
mant presentpresent
dinnerdinner
wrapwrap
cookcook
~quiet~quiet
quietquiet
~clean~clean
cleanclean clean
dollydolly
~garb~garb
carrycarry
0 1 2 3 4
quiet
Figura 14: O grafo de planos para o problema do jantar com uma de suas soluc¸o˜es.
A
Figura 15: Traduc¸a˜o dos no´s-ac¸a˜o.
ligadas a` ac¸a˜o representada pela transic¸a˜o. Apo´s o disparo de uma transic¸a˜o que representa
uma ac¸a˜o, uma marca e´ removida de cada lugar representando uma aresta-pre´-condic¸a˜o e
outra e´ inserida em cada lugar representando uma proposic¸a˜o efeito.
No´s-proposic¸a˜o: um no´ proposic¸a˜o e´ traduzido em um lugar e uma transic¸a˜o, com
um arco do lugar para a transic¸a˜o. A figura 16 mostra esta traduc¸a˜o.
P
Figura 16: Traduc¸a˜o dos no´s-proposic¸a˜o.
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Os no´s-proposic¸a˜o sa˜o representados por um lugar ligado a uma transic¸a˜o. Esta
transic¸a˜o e´ necessa´ria para que todos os lugares que representam arestas-pre´-condic¸a˜o re-
cebam marcas apo´s o seu disparo. O disparo so´ ocorrera´ se existir uma marca no lugar que
representa a proposic¸a˜o, ou seja, a proposic¸a˜o e´ verdadeira.
Arestas-efeito: uma aresta-efeito e´ traduzida em um arco que vai da transic¸a˜o que
representa o no´ ac¸a˜o para o lugar representando o no´ proposic¸a˜o. A figura 17 mostra esta
traduc¸a˜o.
A P
Figura 17: Traduc¸a˜o das arestas-efeito.
Arestas-pre´-condic¸a˜o: uma aresta-pre´-condic¸a˜o e´ traduzida em um lugar com dois
arcos: um vindo da transic¸a˜o que representa o no´ proposic¸a˜o e outro que vai para a transic¸a˜o
representando o no´ ac¸a˜o. A figura 18 mostra esta traduc¸a˜o.
AP
Figura 18: Traduc¸a˜o das arestas-pre´-condic¸a˜o.
As arestas-pre´-condic¸a˜o sa˜o representadas por um lugar uma vez que um no´ proposic¸a˜o
do grafo pode ser pre´-condic¸a˜o de mais de uma ac¸a˜o. Assim, cada transic¸a˜o que representa
ac¸o˜es tem um conjunto de arestas-pre´-condic¸a˜o independente. Caso esta estrutura na˜o fosse
utilizada, o disparo de uma transic¸a˜o ac¸a˜o desabilitaria outra transic¸a˜o ac¸a˜o que tivesse
uma pre´-condic¸a˜o em comum, pois o disparo da primeira removeria as marcas de todos os
lugares que representam pre´-condic¸o˜es de outras ac¸o˜es.
Exclusa˜o mu´tua: a relac¸a˜o bina´ria de exclusa˜o mu´tua e´ traduzida em um lugar com
dois arcos saindo, um para cada transic¸a˜o que representa cada no´ ac¸a˜o da relac¸a˜o, e uma
marca neste lugar. A figura 19 mostra esta traduc¸a˜o.
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Figura 19: Traduc¸a˜o das relac¸o˜es de exclusa˜o mu´tua.
Note que na figura 19 ha´ uma marca no lugar que representa a relac¸a˜o de exclusa˜o
mu´tua porque apenas uma das duas ac¸o˜es pode ser executada, e esta marca habilita as
duas transic¸o˜es para disparo, mas apo´s o disparo de uma delas a outra deixa de estar
habilitada, impossibilitando o seu disparo.
As relac¸o˜es de exclusa˜o mu´tua entre proposic¸o˜es na˜o sa˜o representadas na rede, pois
estas sa˜o utilizadas somente durante a construc¸a˜o do grafo de planos para determinar as
excluso˜es mu´tuas entre as ac¸o˜es do grafo.
Todos os arcos da rede teˆm peso igual a um, pois na˜o ha´ necessidade de se colocar
mais de uma marca em cada lugar da rede. Quando existe uma marca em um determinado
lugar da rede isso pode indicar que uma proposic¸a˜o e´ va´lida ou que uma pre´-condic¸a˜o e´
va´lida ou ainda que existe uma relac¸a˜o de exclusa˜o mu´tua entre duas ac¸o˜es. Observe que
apo´s o disparo de um conjunto qualquer de transic¸o˜es e´ poss´ıvel que existam lugares com
mais de uma marca na rede, indicando que existe mais de um caminho na rede que valida
a estrutura representada.
Para representar o estado inicial do problema de planejamento usa-se uma marca em
cada lugar que representa a camada zero do grafo de planos.
As marcas nos lugares do estado inicial e as marcas nos lugares que controlam as
relac¸o˜es de exclusa˜o mu´tua definem a marcac¸a˜o inicial da rede. A figura 20 mostra a rede
de Petri obtida pela traduc¸a˜o do problema do jantar apresentado na figura 13.
O estado meta do problema de planejamento e´ representado pela sub-marcac¸a˜o da rede
que conte´m marcas nos lugares que representam os no´s-proposic¸o˜es do estado meta. A
figura 21 mostra uma rede de Petri com uma marcac¸a˜o que conte´m o estado meta para o
problema do jantar.
Seja N a rede obtida pela traduc¸a˜o do grafo de planos, M0 a marcac¸a˜o inicial da rede
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Figura 20: A rede de Petri com marcac¸a˜o inicial para o problema do jantar.
e Mg a marcac¸a˜o que conte´m marcas nos lugares que representam as proposic¸o˜es do estado
meta. Pode-se definir o problema relacionado a` alcanc¸abilidade da marcac¸a˜o Mg como:
“encontre uma sequ¨eˆncia s de transic¸o˜es de N que quando disparada transforma M0 em
Mg”.
O problema aqui e´ que Mg e´ uma marcac¸a˜o completa da rede que conte´m os lugares
representando os no´s-proposic¸o˜es do estado meta e na˜o se conhece a marcac¸a˜o completa
desejada. Apenas o subconjunto Sg ⊆Mg que conte´m o estado meta e´ conhecido. Portanto,
o problema relacionado a` alcanc¸abilidade da marcac¸a˜o Mg na˜o e´ bem formado, pois Mg
na˜o e´ conhecida.
A alternativa e´ usar o problema de encontrar uma sequ¨eˆncia de transic¸o˜es s que alcance
alguma sub-marcac¸a˜o Sg; isto e´, resolver o problema de alcanc¸abilidade da sub-marcac¸a˜o
Sg a partir de M0. A soluc¸a˜o deste problema sera´ tratada na pro´xima sec¸a˜o.
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Figura 21: A rede de Petri com a marcac¸a˜o final desejada para o problema do jantar.
A sequ¨eˆncia de transic¸o˜es s define um conjunto de caminhos na rede de Petri que sai
dos lugares que representam o estado inicial e chegam aos lugares que representam o estado
meta. Considerando apenas as transic¸o˜es que representam ac¸o˜es nesta sequ¨eˆncia, tem-se
uma estrutura semelhante a` de um plano do problema original. A recuperac¸a˜o deste plano
sera´ tratada na sec¸a˜o 4.1.3.
4.1.2 Alcanc¸abilidade e programac¸a˜o inteira
Usando a rede de Petri obtida na sec¸a˜o anterior mostra-se como usar me´todos para
problemas de programac¸a˜o inteira para resolver o problema de alcanc¸abilidade de sub-
marcac¸a˜o nesta rede e, assim, resolver o problema original de planejamento.
Vale notar que a rede resultante do processo de traduc¸a˜o e´ ac´ıclica e portanto a equac¸a˜o
fundamental (3.1) das redes de Petri pode ser usada para definir o problema de programac¸a˜o
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inteira associado ao problema de alcanc¸abilidade.
Seja N a rede resultante da traduc¸a˜o, M0 a marcac¸a˜o inicial para o problema e Sg a
sub-marcac¸a˜o que representa o objetivo do problema, o problema de programac¸a˜o inteira
correspondente e´ definido pela restric¸a˜o vetorial:
C.s ≥ Sg −M0. (4.1)
Qualquer vetor s que e´ soluc¸a˜o para o problema de programac¸a˜o inteira (4.1) representa
quantas vezes cada transic¸a˜o da rede e´ disparada para obter Mg a partir de M0, onde
Mg(p) ≥ Sg(p), para todo lugar p na rede N .
A partir do exemplo do problema do jantar das sec¸o˜es anteriores (figura 20), considere
o sub-problema de embrulhar o presente e remover o lixo da casa, dado pela rede Np,
apresentada nas figuras 22 e 23. Esta rede pode ser representada matricialmente pela
matriz de incideˆncia Cp dada por
1:
Cp =


− . . . . . . . . . . . . . . . . . . .
. − . . . . . . . . . . . . . . . . . .
. . − − . . . . . . . . . . . . . . . .
. . − . − . . . . . . . . . . . . . . .
. . . . − − . . . . . . . . . . . . . .
. . . . − . − . . . . . . . . . . . . .
+ . − . . . . . . . . . . . . . . . . .
. + . . . − . . . . . . . . . . . . . .
. + . . . . − . . . . . . . . . . . . .
. . + . . . . − . . . . . . . . . . . .
. . . + + . . . − . . . . . . . . . . .
. . . . . + . . . − . . . . . . . . . .
. . . . + . . . . . − . . . . . . . . .
. . . . . . + . . . . − . . . . . . . .
. . . . . . . . . . . . − − . . . . . .
. . . . . . . . . . . . − . − . . . . .
. . . . . . . . . . . . − . . − . . . .
. . . . . . . . . . . . . . . − − . . .
. . . . . . . . . . . . . . . . − − . .
. . . . . . . . . . . . . . . − . . − .
. . . . . . . + . . . . − . . . . . . .
. . . . . . . . + . . . . . − . . . . .
. . . . . . . . . + . . . . . . − . . .
. . . . . . . . . . + . . . . . . − . .
. . . . . . . . . + . . . . . . . . − .
. . . . . . . . . . . + . . . . . . . −
. . . . . . . . . . . . + . . . . . . .
. . . . . . . . . . . . . + + + . . . .
. . . . . . . . . . . . . . . . + . . .
. . . . . . . . . . . . . . . + . + . .
. . . . . . . . . . . . . . . . . . + +


Os valores desta matriz podem ser interpretados como:
• um “+” em uma posic¸a˜o (x, y) da matriz indica que existe um arco entrando no lugar
x e saindo da transic¸a˜o y;
• um “−” em uma posic¸a˜o (x, y) da matriz indica que existe um arco saindo do lugar
1Para facilitar a visualizac¸a˜o os valores da matriz foram substitu´ıdos da seguinte forma, “0” por “.”,
“1” por “+” e “−1” por “−”.
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Figura 22: A rede de Petri com a marcac¸a˜o inicial para o problema do presente e do lixo.
x e entrando na transic¸a˜o y;
• um “.” em uma posic¸a˜o (x, y) da matriz indica que na˜o existem arcos entre o lugar x
e a transic¸a˜o y,
onde x e´ uma linha da matriz e y uma coluna. Estes ı´ndices, x para os lugares e y para as
transic¸o˜es, sa˜o representados na figura 23 por nu´meros acima e a direita de cada estrutura
da rede.
Note que as transic¸o˜es que representam os no´s-proposic¸a˜o da u´ltima camada do grafo,
ou seja, a u´ltima camada da rede, foram removidas da representac¸a˜o, pois nenhuma ac¸a˜o
tem como pre´-condic¸a˜o estas proposic¸o˜es. Esta remoc¸a˜o na˜o afeta a representac¸a˜o do
problema e diminui o nu´mero de colunas da matriz Cp e portanto diminui o problema de
programac¸a˜o inteira correspondente.
A marcac¸a˜o inicial Mp0 apresentada na figura 22 e´ dada por:
Mp0 = [ 1 1 1 1 1 1 0 0 0 0 0 0 0 0 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 ]
T .
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Figura 23: A rede de Petri com uma marcac¸a˜o final para o problema do presente e do lixo.
A marcac¸a˜o final Mpg apresentadas na figura 23 e´ dada por:
Mpg = [ 1 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 3 0 1 1 ]
T .
A sub-marcac¸a˜o Spg < Mpg que conte´m o estado meta para o problema do presente e
do lixo da figura 22 e´ dada pelo vetor abaixo, onde “·” indica que este lugar na˜o pertence
a` sub-marcac¸a˜o:
Spg = [ · · · · · · · · · · · · · · · · · · · · · · · · · · · 1 · · 1 ]
T .
Aplicando a inequac¸a˜o 4.1, que define o problema de programac¸a˜o inteira, sobre a rede
de Petri Np, dada pela matriz Cp, a marcac¸a˜o inicial Mp0 e a sub-marcac¸a˜o final Spg,
tem-se:
Cp.sp ≥ Spg −Mp0 , (4.2)
onde sp e´ o vetor caracter´ıstico da rede Np e representa o nu´mero de vezes que cada transic¸a˜o
desta rede e´ disparada.
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A inequac¸a˜o 4.2 e´ um problema de programac¸a˜o inteira para o problema do presente e
do lixo. Uma soluc¸a˜o para o problema de programac¸a˜o inteira, que obte´m a marcac¸a˜o Mpg
da figura 23, e´ dada pelo vetor:
sp = [ 0 1 0 1 0 1 1 0 1 0 0 1 0 1 1 1 0 0 0 1 ]
T .
As transic¸o˜es disparadas do vetor sp esta˜o representadas na figura 23 por barras verticais
pontilhadas.
Observe que, apesar das transic¸o˜es t1 e t10 estarem habilitadas, elas na˜o foram dispara-
das em sp, pois na˜o influenciam na obtenc¸a˜o da sub-marcac¸a˜o Spg. Este fato ocorre devido
a` desigualdade (≥) da inequac¸a˜o 4.2, permitindo que marcas fiquem espalhadas pela rede
caso estas na˜o influenciem na obtenc¸a˜o de Spg.
O problema que se tem agora e´ que o vetor sp na˜o e´ uma sequ¨eˆncia ordenada de
transic¸o˜es que transforma a marcac¸a˜o Mp0 na marcac¸a˜o Mpg, ele apenas nos diz quantas
vezes cada ac¸a˜o desta sequ¨eˆncia foi disparada. Este problema e´ resolvido tomando-se as
transic¸o˜es da esquerda para a direita de acordo com as camadas verticais indicadas na
figura 23, pois, a estrutura da rede deriva diretamente das camadas do grafo de planos.
Assim tem-se a sequ¨eˆncia parcialmente ordenada sp dada por:
sp = (T1, T2, T3, T4),
onde Ti e´ o conjunto das transic¸o˜es tj da camada i da figura 23, tal que sp(tj) ≥ 1, dado
por:
T1 = {t2},
T2 = {t4, t6, t7},
T3 = {t9, t12},
T4 = {t14, t15, t16, t20}.
A partir da sequ¨eˆncia parcialmente ordenada sp obte´m-se sequ¨eˆncias totalmente ordenadas
pela escolha de uma ordem para os elementos dos conjuntos Ti, como por exemplo as
sequ¨eˆncias abaixo:
sp1 = (t2, t4, t6, t7, t9, t12, t14, t15, t16, t20),
sp2 = (t2, t7, t4, t6, t12, t9, t16, t20, t14, t15).
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Portanto as sequ¨eˆncias de transic¸o˜es sp1 e sp2, derivadas da soluc¸a˜o sp do problema de
programac¸a˜o inteira (4.2), sa˜o soluc¸o˜es para o problema de alcanc¸abilidade da sub-marcac¸a˜o
Spg da rede de Petri Np.
4.1.3 Encontrando o plano
A soluc¸a˜o do problema de alcanc¸abilidade pode conter, ale´m da soluc¸a˜o do problema
de planejamento, disparos de transic¸o˜es que na˜o representam ac¸o˜es no problema de plane-
jamento, como transic¸o˜es de manutenc¸a˜o e transic¸o˜es que representam proposic¸o˜es.
A questa˜o e´: como recuperar o plano que resolve o problema de planejamento a partir da
sequ¨eˆncia de transic¸o˜es parcialmente ordenada que resolve o problema de alcanc¸abilidade?
Para encontrar um plano que resolve o problema de planejamento, inicialmente usa-
se o seguinte procedimento para simplificar a rede de Petri com a marcac¸a˜o final para o
problema de alcanc¸abilidade:
1. remova da rede todos os lugares que representam relac¸o˜es de exclusa˜o mu´tua;
2. remova da rede todas as transic¸o˜es t para as quais s(t) = 0;
3. a partir dos lugares l, tal que l ∈ Sg, percorra a rede no sentido contra´rio ao dos arcos
marcando os lugares e as transic¸o˜es por onde passar;
4. remova todos os lugares e transic¸o˜es que na˜o foram marcados no passo anterior.
A rede resultante conte´m apenas os caminhos que representam planos que sa˜o soluc¸a˜o
para o problema original. Considerando o problema do presente e do lixo da sec¸a˜o anterior
(figura 23), apo´s a aplicac¸a˜o do procedimento acima tem-se a rede da figura 24 como
resultado.
Para se obter um plano que seja soluc¸a˜o para o problema de planejamento original
basta escolher na rede um caminho para cada lugar de Sg, percorrendo os arcos em sentido
contra´rio. As sequ¨eˆncias de transic¸o˜es que representam ac¸o˜es nestes caminhos constituem
o plano.
Por exemplo, para o problema do presente e do lixo, pode-se escolher as seguintes
sequ¨encias garbi de transic¸o˜es para obter o lugar 28 da figura 24, que representa a proposic¸a˜o
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Figura 24: A parte relevante da rede de Petri para o problema do presente e do lixo.
∼garb:
garb1 = (t14),
garb2 = (t4, t9, t15),
garb3 = (t16).
Para o lugar 31 que representa a proposic¸a˜o present temos apenas uma sequ¨eˆncia presi:
pres1 = (t2, t7, t12, t20).
Intercalando estas sequ¨eˆncias, duas a duas, de acordo com as camadas onde as transic¸o˜es
aparecem, tem-se as seguintes sequ¨eˆncias si parcialmente ordenadas:
s1 = ( t2, t7, t12, { t14, t20 } ),
s2 = ( t2, { t4, t7 }, { t9, t12 }, { t15, t20 } ),
s3 = ( t2, t7, t12, { t16, t20 } ),
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onde s1 foi obtida a partir de garb1 e pres1, s2 a partir de garb2 e pres1, e s3 a partir de
garb3 e pres1. Retirando destas sequ¨eˆncias as transic¸o˜es que representam proposic¸o˜es e as
que representam ac¸o˜es de manutenc¸a˜o tem-se:
s′1 = ( t7, t14 ),
s′2 = ( { t4, t7 } ),
s′3 = ( t7, t16 ).
A partir das sequ¨eˆncias s′1, s
′
2 e s
′
3 obtem-se os seguintes planos para o problema de
planejamento:
plano1 = ( wrap, carry ),
plano2 = ( { carry, wrap } ),
plano3 = ( wrap, dolly ),
onde os planos plano1 e plano3 sa˜o completamente ordenados, em que uma ac¸a˜o deve ser
executada apo´s a outra. O plano plano2 e´ um plano paralelo, ou parcialmente ordenado,
indicando que as ac¸o˜es podem ser executadas em qualquer ordem, ou ainda, de forma
concorrente.
Os treˆs planos obtidos a partir da sequ¨eˆncia parcialmente ordenada sp e da simplificac¸a˜o
da rede Np sa˜o soluc¸o˜es para o problema de planejamento: “embrulhar o presente e remover
o lixo da casa”, apresentado anteriormente.
O nu´mero de transic¸o˜es presentes na rede obtida pela traduc¸a˜o apresentada e´ propor-
cional ao nu´mero de ve´rtices do grafo de planos. De fato, para cada proposic¸a˜o ou ac¸a˜o do
grafo se tem uma transic¸a˜o na rede resultante. O nu´mero de transic¸o˜es esta´ diretamente
ligado a` dificuldade em se encontrar uma sequ¨eˆncia de disparos de transic¸o˜es que resolva o
problema de alcanc¸abilidade.
E´ fa´cil notar que ao tratar o problema de alcanc¸abilidade como um problema de pro-
gramac¸a˜o inteira se tem uma varia´vel associada a cada transic¸a˜o da rede. Quanto menor o
nu´mero de varia´veis de um problema de programac¸a˜o inteira menor o espac¸o de busca a ser
explorado durante a soluc¸a˜o do problema. Na pro´xima sec¸a˜o e´ apresentada uma traduc¸a˜o
dos no´s-proposic¸a˜o que reduz significativamente o nu´mero de transic¸o˜es da rede resultante.
Os lugares da rede que representam as relac¸o˜es de mutex do grafo atuam como pontos
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de ramificac¸a˜o da a´rvore de busca do problema, pois para cada um destes lugares temos
duas transic¸o˜es habilitadas, entretanto, apenas uma delas pode ser disparada. Caso o
procedimento de busca opte pelo disparo de uma transic¸a˜o que na˜o leva a uma soluc¸a˜o
e´ necessa´rio revisar esta decisa˜o e explorar o disparo da outra transic¸a˜o. A reduc¸a˜o do
nu´mero de lugares que representam conflitos na rede diminui o fator de ramificac¸a˜o no
espac¸o de busca. A sec¸a˜o 4.3 apresenta algumas estruturas redundantes na rede que podem
ser simplificadas, entre elas algumas relac¸o˜es de mutex.
4.2 Traduc¸a˜o alternativa
Esta sec¸a˜o apresenta um esquema alternativo de traduc¸a˜o do grafo de plano que resulta
em uma rede de Petri ac´ıclica mais compacta que a traduc¸a˜o ja´ apresentada na sec¸a˜o 4.1.1.
4.2.1 Estrutura de traduc¸a˜o
Assim como apresentado na sec¸a˜o 4.1.1 o grafo de planos e´ separado em cinco estruturas
ba´sicas: no´s-ac¸a˜o, no´s proposic¸a˜o, arestas-efeito, arestas-pre´-condic¸a˜o e relac¸o˜es de exclusa˜o
mu´tua.
Os esquemas de traduc¸a˜o ja´ apresentados para no´s-ac¸a˜o, arestas-efeito e relac¸o˜es de
exclusa˜o mu´tua na˜o sofrem alterac¸o˜es, a diferenc¸a esta´ na traduc¸a˜o dos no´s-proposic¸a˜o e
das arestas-pre´-condic¸a˜o.
Os no´s-proposic¸o˜es do grafo sa˜o representados diretamente por lugares na rede Petri.
Entretanto, se uma proposic¸a˜o e´ pre´-condic¸a˜o para mais de uma ac¸a˜o no grafo, o lugar que
representa esta proposic¸a˜o sera´ um conflito na rede, pois apenas uma das transic¸o˜es que
representam as ac¸o˜es podera´ ser disparada. A soluc¸a˜o para este conflito e´ criar uma co´pia
do lugar para cada transic¸a˜o que tem esse lugar como pre´-condic¸a˜o. A figura 25 mostra a
traduc¸a˜o da proposic¸a˜o P , que e´ efeito das ac¸o˜es A, B e C e pre´-condic¸a˜o das ac¸o˜es D e
E. A rede resultante apresenta dois lugares que representam a proposic¸a˜o, sendo P ′ uma
co´pia do lugar P .
No caso da traduc¸a˜o de no´s-proposic¸a˜o que pertencem ao estado inicial, uma marca
e´ colocada em cada lugar que a representa. A figura 26 mostra a traduc¸a˜o do grafo de
planos do problema do jantar apresentado na sec¸a˜o 2.3 usando este esquema alternativo de
traduc¸a˜o.
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Figura 25: Traduc¸a˜o alternativa dos no´s-proposic¸a˜o e das arestas-pre´-condic¸a˜o.
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quiet’
quiet
quiet’
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clean
clean’
Figura 26: A traduc¸a˜o alternativa da rede da figura 20.
4.2.2 Ana´lise
O esquema alternativo de traduc¸a˜o das proposic¸o˜es e pre´-condic¸o˜es do grafo pode ser
usado diretamente no algoritmo Petriplan (sec¸a˜o 4.1), ou seja, o problema de programac¸a˜o
inteira resultante (sec¸a˜o 4.1.2) e´ resolvido da mesma forma e o plano e´ obtido segundo o
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mesmo procedimento (sec¸a˜o 4.1.3).
O tamanho do problema de programac¸a˜o inteira obtido a partir da rede Petri e´ dado
pelo nu´mero de restric¸o˜es e varia´veis deste problema. Baseado no processo de traduc¸a˜o
do grafo de planos para rede Petri apresentado na sec¸a˜o 4.1.1, o nu´mero de restric¸o˜es do
problema de programac¸a˜o inteira r e´ igual ao nu´mero de lugares da rede, dado por:
r = np + ap + m,
onde np e´ o nu´mero de no´s-proposic¸a˜o, ap e´ o nu´mero de arestas-pre´-condic¸a˜o e m o nu´mero
de relac¸o˜es de exclusa˜o mu´tua. O nu´mero de varia´veis do problema de programac¸a˜o inteira
v e´ igual ao nu´mero de transic¸o˜es da rede, dado por:
v = np + na,
onde np e´ o nu´mero de no´s-proposic¸a˜o e na e´ o nu´mero de no´s-ac¸a˜o.
No caso da traduc¸a˜o alternativa apresentada na sec¸a˜o 4.2.1 o nu´mero de restric¸o˜es do
problema de programac¸a˜o inteira e´ dado por:
r = ap + m,
e o nu´mero de varia´veis e´ dado por:
v = na.
Nos dois casos o tamanho do problema de programac¸a˜o inteira e´ linearmente propor-
cional ao tamanho do grafo de planos do problema original de planejamento. Vale notar
que o esquema alternativo de traduc¸a˜o resulta em um problema de programac¸a˜o inteira
equivalente mas de tamanho menor, onde apenas as pre´-condic¸o˜es sa˜o representadas como
lugares e apenas as ac¸o˜es como transic¸o˜es.
4.3 Simplificac¸o˜es do modelo
Esta sec¸a˜o trata da simplificac¸a˜o da rede resultante do processo de traduc¸a˜o atrave´s da
remoc¸a˜o de estruturas, com o objetivo de obter uma rede menor e consequ¨entemente um
problema de programac¸a˜o inteira menor.
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4.3.1 Estruturas equivalentes
E´ fa´cil verificar que o esquema de traduc¸a˜o apresentado na sec¸a˜o 4.2 gera redes que
possuem algumas estruturas que podem ser simplificadas.
A figura 27 mostra um caso onde uma transic¸a˜o tem apenas um lugar como efeito e
este lugar e´ a u´nica pre´-condic¸a˜o de apenas uma transic¸a˜o. No caso da figura, as transic¸o˜es
a e b e o lugar que as liga podem ser ser substitu´ıdos por um u´nica transic¸a˜o a; b, que
representa o disparo de a seguido do disparo de b.
ba a;b
Figura 27: Simplific¸a˜o da rede.
Numa rede de Petri qualquer esta simplificac¸a˜o implicaria perda de informac¸a˜o, pois, o
estado intermedia´rio entre o disparo de a e b na˜o e´ mais representado. Entretanto, no caso
do problema de alcanc¸abilidade resultante este tipo de simplificac¸a˜o na˜o causa problemas.
Este tipo de simplificac¸a˜o reduz a rede de um lugar e uma transic¸a˜o. Assim o problema
de programac¸a˜o inteira e´ reduzido de uma restric¸a˜o (lugar) e uma varia´vel (transic¸a˜o).
4.3.2 Remoc¸a˜o de mutex
Devido a` dinaˆmica do fluxo de marcas da rede de Petri, nem todas as relac¸o˜es de
exclusa˜o mu´tua sa˜o necessa´rias, ou seja, mesmo removendo alguns lugares que representam
estas relac¸o˜es e´ poss´ıvel obter o mesmo fluxo na rede.
Um dos casos de mutex entre ac¸o˜es no grafo de planos e´ quando alguma pre´-condic¸a˜o
p de uma ac¸a˜o e´ mutuamente exclusiva a alguma pre´-condic¸a˜o q da outra ac¸a˜o. Isto ocorre
quando todas as ac¸o˜es que tem p como efeito sa˜o mutuamente exclusivas a`s que tem q
como efeito. Os lugares que representam este tipo de mutex podem ser removidos da rede.
Entretanto, os outros tipos de mutex do grafo de planos na˜o podem ser removidos da rede,
pois isto permitiria o disparo de transic¸o˜es conflitantes.
A figura 28 mostra um exemplo deste tipo de simplificac¸a˜o. Note que os caminhos que
levam aos lugares p e q sa˜o mutuamente exclusivos, tornando desnecessa´rio o mutex entre
a e b. Os caminhos que levam a`s ac¸o˜es a e b ja´ sa˜o mutuamente exclusivos e o controle e´
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Tabela 1: Nu´mero de transic¸o˜es da rede de Petri.
Problema Original OrigMutex Alternativa AlterMutex
Gripper-1 1071 1071 766 766
Gripper-2 1667 1667 1204 1204
Gripper-3 2221 2221 1612 1612
Logistics 2057 2057 1408 1408
Rovers-1 4961 4961 3208 3208
Rovers-2 8825 8825 6151 6151
Satellite-1 5506 5506 4906 4906
Satellite-2 6478 6478 5864 5864
feito pela dinaˆmica da rede.
b
ap
q b
ap
q
Figura 28: Simplific¸a˜o de mutex na rede.
4.4 Experimentos realizados
Foram realizados alguns experimentos para avaliar o tamanho das representac¸o˜es em re-
des de Petri para problemas de planejamento, considerando algumas variac¸o˜es do Petriplan.
Quatro variac¸o˜es do algoritmo foram comparadas: a traduc¸a˜o original, a traduc¸a˜o original
com remoc¸a˜o de mutex, a traduc¸a˜o alternativa e a traduc¸a˜o alternativa com remoc¸a˜o de
mutex.
As implementac¸o˜es foram realizadas sobre a plataforma IPE, que e´ uma ferramenta
para a construc¸a˜o e avaliac¸a˜o de planejadores. A plataforma IPE e uma comparac¸a˜o mais
completa das verso˜es citadas do Petriplan podem ser encontradas em [Mar04].
A tabelas 1, 2, 3 apresentam o tamanho das redes obtidas pelas quatro variac¸o˜es im-
plementadas para alguns problemas cla´ssicos de planejamento usados nas competic¸o˜es de
planejadores de 1998 e 2000 [McD98a, FL00].
O nu´mero de transic¸o˜es da rede e´ reduzido com o esquema de traduc¸a˜o alternativo, o
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Tabela 2: Nu´mero de lugares da rede de Petri.
Problema Original OrigMutex Alternativa AlterMutex
Gripper-1 16228 11846 15923 11541
Gripper-2 32124 26020 31661 25557
Gripper-3 51650 40803 51041 40194
Logistics 127614 108471 126965 107822
Rovers-1 120388 96310 118635 94557
Rovers-2 439286 351428 436612 348754
Satellite-1 88609 71773 88009 71173
Satellite-2 134739 109138 134125 108524
Tabela 3: Nu´mero de mutex da rede de Petri.
Problema Original OrigMutex Alternativa AlterMutex
Gripper-1 14485 10103 14485 10103
Gripper-2 29369 23265 29369 23265
Gripper-3 51925 41078 51925 41078
Logistics 124381 105238 124381 105238
Rovers-1 109112 85034 109112 85034
Rovers-2 416736 328878 416736 328878
Satellite-1 85107 68271 85107 68271
Satellite-2 131448 105847 131448 105847
que resulta em problema de programac¸a˜o inteira com um nu´mero menor de varia´veis, em
me´dia uma reduc¸a˜o de 25%. Entretanto, o nu´mero de lugares da rede na˜o apresenta uma
reduc¸a˜o significativa, pois o principal componente deste nu´mero e´ dado pelo nu´mero de
mutex do modelo.
O nu´mero de relac¸o˜es de excluso˜es mu´tua em ambas as traduc¸o˜es e´ equivalente, ou
seja, a traduc¸a˜o alternativa na˜o afeta o nu´mero de mutex. A reduc¸a˜o de mutex na˜o afeta
o nu´mero de transic¸o˜es do modelo. Vale notar que na tabela 3 a reduc¸a˜o chega a aproxi-
madamente 20% do total de mutex da rede.
A aplicac¸a˜o da codificac¸a˜o alternativa em conjunto com a reduc¸a˜o de mutex resulta em
um modelo mais compacto para o problema.
4.5 Considerac¸o˜es
Neste cap´ıtulo foi apresentada uma abordagem para o problema de planejamento em
STRIPS que une o formalismo de redes de Petri a problemas de programac¸a˜o inteira.
64 4 Petriplan
Usando a teoria de redes de Petri mostrou-se como definir o problema de planejamento
como um problema de encontrar uma sequ¨eˆncia de disparos que resolve o problema de
alcanc¸abilidade de sub-marcac¸a˜o em uma rede de Petri. Te´cnicas de programac¸a˜o inteira
foram usadas para resolver o problema de alcanc¸abilidade, obtendo a partir desta soluc¸a˜o
o plano que resolve o problema original de planejamento.
O algoritmo proposto e´ baseado na mesma estrate´gia do planejador Blackbox, onde o
problema de planejamento e´ traduzido para um problema de satisfabilidade para enta˜o ser
tratado por um resolvedor SAT. No caso do Petriplan, o problema e´ traduzido para um
problema de alcanc¸abilidade em uma rede de Petri.
Os procedimentos de traduc¸a˜o e recuperac¸a˜o da soluc¸a˜o apresentados sa˜o bastante
simples, ficando a complexidade do algoritmo diretamente ligada a` criac¸a˜o do grafo de
planos e a` soluc¸a˜o do problema de programac¸a˜o inteira.
As redes obtidas pelos dois esquemas de traduc¸a˜o apresentados podem ser simplificadas
com a remoc¸a˜o de estruturas redundantes presentes no grafo de planos. Desta forma, a
representac¸a˜o do problema de planejamento por redes de Petri, em termos de espac¸o, e´
mais eficiente que o grafo de planos. A principal vantagem desta representac¸a˜o e´ que as
relac¸o˜es de exclusa˜o mu´tua fazem parte da estrutura do modelo e na˜o meta-informac¸a˜o
como no caso do grafo de planos.
Os experimentos realizados mostram uma reduc¸a˜o significativa no tamanho da rede
quando a traduc¸a˜o alternativa proposta e´ combinada com a remoc¸a˜o de relac¸o˜es de ex-
clusa˜o mu´tua redundantes. Esta reduc¸a˜o tem como consequ¨eˆncia direta um problema de
programac¸a˜o inteira mais compacto.
Para a implementac¸a˜o do algoritmo foi usada a plataforma IPE. O grafo foi traduzido
para uma representac¸a˜o matricial da rede de Petri, armazenada em uma matriz esparsa, que
foi usada na definic¸a˜o do problema de programac¸a˜o inteira da terceira fase. O problema de
programac¸a˜o inteira foi resolvido usando-se a biblioteca CPLEX [ILO00] para programac¸a˜o
inteira. A recuperac¸a˜o da soluc¸a˜o foi implementada a partir de um simples caminhamento
na matriz de incideˆncia da rede e no grafo de planos.
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Os diferentes tipos de modelagem do problema de planejamento atrave´s de redes de
Petri apresentados no cap´ıtulo 4 derivam diretamente do grafo de planos. Entretanto, os
modelos obtidos apresentam em geral estruturas redundantes com um grande potencial de
simplificac¸a˜o.
Este cap´ıtulo trata de um modelo para o problema de planejamento que explora me-
lhor o potencial das redes de Petri, pela construc¸a˜o da rede diretamente da descric¸a˜o do
problema em PDDL [McD98b]. O processo de construc¸a˜o resulta numa rede ac´ıclica, como
nos modelos apresentados no cap´ıtulo 4, mantendo-se dessa forma as mesmas estrate´gias
para o processo de busca da soluc¸a˜o do problema. A rede obtida e´ chamada rede de planos.
A seguir sa˜o apresentadas as estruturas ba´sicas usadas na construc¸a˜o deste novo modelo,
um exemplo da sua utilizac¸a˜o e uma ana´lise do modelo obtido.
5.1 Estrutura ba´sica do modelo
A partir da descric¸a˜o do problema de planejamento sa˜o definidos dois conjuntos P e A
contendo, respectivamente, todas as proposic¸o˜es instanciadas e todas as ac¸o˜es instanciadas
do problema. A instanciac¸a˜o e´ feita a partir da aplicac¸a˜o das constantes do problema sobre
as descric¸o˜es das ac¸o˜es e proposic¸o˜es do domı´nio. O conjunto das ac¸o˜es pode ser visto como
um relacionamento entre dois conjuntos de proposic¸o˜es:
A = { (C,E) },
onde, C,E ⊆ P . Cada ac¸a˜o do conjunto A e´ dada pelo par ordenado de dois subconjuntos
de proposic¸o˜es, o das suas pre´-condic¸o˜es C e o dos seus efeitos E.
Considere a ac¸a˜o a, “move(r1, r2)”, dada por ({c}, {e
′, e′′}) ∈ A, onde a pre´-condic¸a˜o
c ∈ Ca, e´ dada por “at(r1)”, e os efeitos e
′, e′′ ∈ Ea, sa˜o dados por “at(r2)” e “¬at(r1)”
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respectivamente.
A figura 29 apresenta a estrutura de representac¸a˜o da ac¸a˜o e das proposic¸o˜es na rede
de Petri. Com esta estrutura tem-se as transic¸o˜es da rede representando as ac¸o˜es de A
e os lugares representando as pre´-condic¸o˜es e os efeitos das ac¸o˜es, que sa˜o as proposic¸o˜es
presentes em P . Os lugares que representam as pre´-condic¸o˜es da ac¸a˜o sera˜o chamados de
pre´-condic¸o˜es da transic¸a˜o e os que representam efeitos, efeitos da transic¸a˜o. Note que o
efeito ¬at(r1) na figura esta´ tracejado pois efeitos negativos na˜o sera˜o representados no
modelo. Os efeitos negativos sa˜o u´teis apenas para o ca´lculo das relac¸o˜es de conflito entre
as ac¸o˜es. A opc¸a˜o pela na˜o representac¸a˜o das proposic¸o˜es negativas e´ uma pra´tica comum
nos planejadores baseados na linguagem STRIPS.
PSfrag replacements
move(r1, r2)at(r1)
at(r2)
¬at(r1)
Figura 29: Estrutura de representac¸a˜o da ac¸a˜o “move(r1, r2)”.
A construc¸a˜o da rede de planos inicia com a inclusa˜o de um lugar para cada proposic¸a˜o
do estado inicial do problema.
Seja R = (L, T, Ipre, Ipos) a rede de planos e S0 ⊆ P o estado inicial do problema.
Inicialmente a rede de planos R e´ dada por um lugar inicial lini, por uma transic¸a˜o inicial
tini e pelos lugares representando as proposic¸o˜es do estado inicial:
L = {lini} ∪ {l
0
i | i ∈ S0} (5.1)
T = {tini}
Ipre = {(lini, tini) 7→ 1}
Ipos = {(l
0
i , tini) 7→ 1 | i ∈ S0}
onde os ı´ndices i e k do lugar lki sa˜o, respectivamente, a proposic¸a˜o associada e o ı´ndice
que identifica cada co´pia de li, sendo l
0
i a primeira ocorreˆncia de li.
Assim como no grafo de planos, o pro´ximo passo na construc¸a˜o do modelo consiste
da inclusa˜o das ac¸o˜es que teˆm suas pre´-condic¸o˜es presentes no modelo. Considere, como
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exemplo, a rede da figura 30(a) e uma transic¸a˜o t3, que tem como pre´-condic¸o˜es l2 e l3 e
como efeitos l1, l4 e l5. A inclusa˜o de t3 na rede da figura 30(a) resulta na rede da figura
30(b).
PSfrag replacements
l01l
0
1
l02l
0
2
l03l
0
3 l04
l04
l05
l11
l13
linilini tini
tini
t1t1 t2t2
t3
(a) (b)
Figura 30: Inclusa˜o da transic¸a˜o t3 e dos lugares l
1
3, l
1
1 e l
0
5.
Observe que as duas pre´-condic¸o˜es da transic¸a˜o esta˜o presentes na rede, o que permite
a inclusa˜o de t3. O lugar l2 na˜o e´ utilizado por nenhuma outra transic¸a˜o da rede como
pre´-condic¸a˜o, ja´ o lugar l3 e´ pre´-condic¸a˜o para t2. Portanto, e´ necessa´ria a co´pia do lugar
l3 para que na˜o haja conflito entre o disparo de t2 e t3. Note que a func¸a˜o Ipos para l3
tambe´m e´ copiada.
Os efeitos que na˜o esta˜o presentes na rede sa˜o inclu´ıdos, como o caso de l5. Para os
efeitos que esta˜o presentes e na˜o sa˜o usados como pre´-condic¸a˜o, a func¸a˜o Ipos da transic¸a˜o
e´ atualizada, ligando t3 a` l
0
4. Para efeitos que ja´ sa˜o usados como pre´-condic¸a˜o e´ necessa´ria
a co´pia do lugar e de sua func¸a˜o Ipos, como no caso de l
1
1.
Seja ta uma transic¸a˜o que representa a ac¸a˜o a = (Ca, Ea), a inclusa˜o de ta no modelo
pode requerer que alguns lugares sejam copiados para evitar conflitos na rede R. Lc e´ o
conjunto de co´pias de lugares da rede que sa˜o usados como pre´-condic¸a˜o:
Lc = {l
m+1
i | ∃tb ( Ipre(l
m
i , tb) > 0 ) ∧ l
m
i ∈ L ∧ i ∈ Ca} (5.2)
onde:
m =


−1 se l0i /∈ L,
k se lki ∈ L ∧ ∀l
x
i (x ≤ k ∧ l
x
i ∈ L)
(5.3)
Ou seja, m e´ o maior ı´ndice das co´pias de li ∈ L ou −1 no caso de li na˜o pertencer a` rede.
O conjunto Lc e´ o conjunto dos lugares que sa˜o pre´-condic¸a˜o para a transic¸a˜o ta e que ja´
sa˜o pre´-condic¸a˜o para alguma transic¸a˜o tb da rede.
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O conjunto Lec conte´m os lugares associados aos efeitos Ea que sera˜o inclu´ıdos como
co´pias de outros lugares da rede R que ja´ sa˜o usados como pre´-condic¸a˜o por alguma
transic¸a˜o. Len e´ o conjunto dos lugares que sa˜o efeito da transic¸a˜o ta e que ainda na˜o
esta˜o presentes na rede R. Lec e Len sa˜o dados por:
Lec = {l
m+1
j | ∃tb ( Ipre(l
m
j , tb) > 0 ) ∧ l
m
j ∈ L ∧ j ∈ Ea} (5.4)
Len = {l
0
j | l
0
j /∈ L ∧ j ∈ Ea}, (5.5)
onde m e´ o maior ı´ndice das co´pias de li, dado pela equac¸a˜o 5.3.
A inclusa˜o da transic¸a˜o ta na rede R, resulta na rede de planos R
′ = (L′, T ′, I ′pre, I
′
pos)
dada por:
L′ = L ∪ Lc ∪ Lec ∪ Len (5.6)
T ′ = T ∪ {ta}
I ′pre = Ipre ∪ {(l
x
i , ta) 7→ 1 | l
x
i ∈ Lc ∧ i ∈ Ca}
∪ {(lmi , ta) 7→ 1 | l
m
i ∈ L ∧ l
x
i /∈ Lc ∧ x > m ∧ i ∈ Ca}
I ′pos = Ipos ∪ {(l
x
i , ta) 7→ 1 | l
x
i ∈ (Lec ∪ Len) ∧ i ∈ Ea}
∪ {(lmi , ta) 7→ 1 | l
m
i ∈ L ∧ l
x
i /∈ Lec ∧ x > m ∧ i ∈ Ea}
∪ {(lxi , tb) 7→ 1 | Ipos(l
m
i , tb) > 0 ∧ l
m
i ∈ L ∧ l
x
i ∈ Lc ∧ i ∈ Ca ∧ tb ∈ T}
∪ {(lxi , tb) 7→ 1 | Ipos(l
m
i , tb) > 0 ∧ l
m
i ∈ L ∧ l
x
i ∈ Lec ∧ i ∈ Ea ∧ tb ∈ T}
sendo m o maior ı´ndice das co´pias de li presentes em L (equac¸a˜o 5.3) e tb uma transic¸a˜o
da rede original.
O conjunto de lugares da rede resultante L′ e´ dado pelos seguintes elementos: os lugares
da rede original; as co´pias dos lugares necessa´rios para a inclusa˜o da transic¸a˜o (Lc e Lec);
e os novos efeitos gerados pela transic¸a˜o (Len). O conjunto de transic¸o˜es T
′ e´ dado pela
inclusa˜o da transic¸a˜o ta na rede original. A func¸a˜o de incideˆncia I
′
pre e´ dada por: a func¸a˜o
original Ipre; os pares que ligam ta aos lugares copiados que esta˜o em Lc; e os pares que
ligam ta aos lugares da rede original que sa˜o pre´-condic¸a˜o de ta e na˜o esta˜o em Lc. A func¸a˜o
de incideˆncia I ′pos e´ dada por: a func¸a˜o original Ipos; os pares que ligam ta aos seus efeitos
novos (Len) ou copiados (Lec); os pares que ligam ta aos lugares da rede original que sa˜o
efeitos de ta e na˜o foram copiados; e os pares que ligam os lugares copiados de Lc e Lec a
todas as transic¸o˜es tb que teˆm como efeito algum destes lugares na rede original.
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A inclusa˜o da transic¸a˜o t3 na rede da figura 30(a) pode ser descrita por:
L′ = {lini, l
0
1, l
0
2, l
0
3, l
0
4} ∪ {l
1
3} ∪ {l
1
1} ∪ {l
0
5}
T ′ = {tini, t1, t2} ∪ {t3}
I ′pre = {(lini, tini) 7→ 1, (l
0
1, t1) 7→ 1, (l
0
3, t2) 7→ 1}
∪ {(l02, t3) 7→ 1}
∪ {(l13, t3) 7→ 1}
I ′pos = {(l
0
1, tini) 7→ 1, (l
0
2, tini) 7→ 1, (l
0
3, t1) 7→ 1, (l
0
4, t2) 7→ 1}
∪ {(l11, t3) 7→ 1, (l
0
5, t3) 7→ 1}
∪ {(l04, t3) 7→ 1}
∪ {(l13, t1) 7→ 1}
∪ {(l11, tini) 7→ 1}
onde Lc = {l
1
3}, Lec = {l
1
1} e Len = {l
0
5}.
A construc¸a˜o da rede que representa o problema de planejamento a partir da confi-
gurac¸a˜o inicial, dada pela equac¸a˜o 5.1, ocorre de maneira semelhante a` construc¸a˜o do grafo
de planos. Apo´s a representac¸a˜o do estado inicial do problema, sa˜o inclu´ıdas na rede todas
as transic¸o˜es que teˆm suas pre´-condic¸o˜es presentes na rede com as co´pias necessa´rias dos
lugares pre´-condic¸a˜o. Em seguida, os efeitos das transic¸o˜es sa˜o inclu´ıdos, sejam novos ou
co´pias de outros lugares da rede original. As equac¸o˜es 5.2 e 5.4 definem as co´pias de lugares
necessa´rias para evitar conflitos na inclusa˜o de uma nova transic¸a˜o na rede. As equac¸o˜es
5.6 definem a inclusa˜o da transic¸a˜o, dos lugares copiados e a atualizac¸a˜o das func¸o˜es de
incideˆncia.
As ac¸o˜es inclu´ıdas na rede, as co´pias dos lugares e os novos lugares inclu´ıdos como efeito
das ac¸o˜es constituem uma camada da rede de planos. Assim como no grafo de planos, todas
as transic¸o˜es de uma mesma camada da rede de planos sa˜o concorrentes. Entretanto, as
ac¸o˜es podem apresentar inconsisteˆncias entre si que devem ser representadas no modelo
para evitar que planos com ac¸o˜es conflitantes sejam gerados.
A pro´xima sec¸a˜o trata das inconsisteˆncias entre as ac¸o˜es de uma mesma camada e
apresenta estruturas da rede capazes de controlar o disparo das transic¸o˜es evitando as
inconsisteˆncias.
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5.2 Relac¸o˜es de ordenac¸a˜o
A inclusa˜o de uma nova transic¸a˜o pode resultar em inconsisteˆncias na rede, por exemplo,
quando uma ac¸a˜o invalida a pre´-condic¸a˜o de outra. Assim e´ necessa´rio o estabelecimento
de relac¸o˜es de ordem ou exclusa˜o mu´tua entre transic¸o˜es da rede.
Duas transic¸o˜es ta e tb podem apresentar os seguintes tipos de inconsisteˆncias:
Tipo 1: ta tem como efeito a negac¸a˜o de algum efeito de tb.
Tipo 2: tb tem como efeito a negac¸a˜o de alguma pre´-condic¸a˜o de ta;
Tipo 3: tb tem como efeito a negac¸a˜o de alguma pre´-condic¸a˜o de ta que por sua vez tem
como efeito a negac¸a˜o de alguma pre´-condic¸a˜o de tb;
A partir destas inconsisteˆncias pode-se definir as seguintes relac¸o˜es de ordenac¸a˜o entre
os disparos de duas transic¸o˜es ta e tb:
• ta q tb (ta e tb sa˜o concorrentes): quando na˜o existem inconsisteˆncias entre as
transic¸o˜es, todas as sequ¨eˆncias resultantes da concorreˆncia entre ta e tb sa˜o va´lidas:
– o disparo concorrente ta e tb;
– apenas o disparo de ta;
– apenas o disparo de tb;
– o disparo de ta seguido do disparo de tb;
– o disparo de tb seguido do disparo de ta;
– nenhum disparo.
• ta / tb (ta e tb sa˜o na˜o-concorrentes): quando apenas o disparo concorrente das
transic¸o˜es gera inconsisteˆncia (inconsisteˆncia tipo 1). Neste caso os seguintes dis-
paros sa˜o va´lidos:
– apenas o disparo de ta;
– apenas o disparo de tb;
– o disparo de ta seguido do disparo de tb;
– o disparo de tb seguido do disparo de ta;
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– nenhum disparo.
• ta / tb (ta precede tb): quando as transic¸o˜es apresentam inconsisteˆncia do tipo 2, esta
inconsisteˆncia pode ser resolvida somente com a antecipac¸a˜o do disparo da transic¸a˜o
ta. Portanto, os disparos poss´ıveis sa˜o:
– apenas o disparo de ta;
– apenas o disparo de tb;
– o disparo de ta seguido do disparo de tb;
– nenhum disparo.
• tatb (ta e tb sa˜o mutuamente exclusivos, ou mutex): quando as transic¸o˜es apresentam
inconsisteˆncia do tipo 3, neste caso os disparos sa˜o mutuamente exclusivos, sendo
poss´ıveis:
– apenas o disparo de ta;
– apenas o disparo de tb;
– nenhum disparo.
As relac¸o˜es de ordenac¸a˜o indicam como os conflitos entre as ac¸o˜es podem ser resolvidos.
As sequ¨eˆncias de disparo permitidas por cada relac¸a˜o sa˜o a base para a construc¸a˜o de
estruturas na rede planos que controlam os disparos das transic¸o˜es, evitando assim os
conflitos entre as ac¸o˜es.
5.2.1 Estruturas de controle
A figura 31 mostra a estrutura de controle de disparo para uma transic¸a˜o na rede de
planos. O disparo da transic¸a˜o t numa camada da rede de planos representa a execuc¸a˜o
da ac¸a˜o correspondente em determinado ponto do plano. Entretanto, se esta ac¸a˜o na˜o faz
parte da soluc¸a˜o ou e´ executada em outro ponto do plano, o disparo de t deve ser impedido,
ou seja, t na˜o pode estar habilitada. A transic¸a˜o θt indica o in´ıcio do controle do disparo
de t, os lugares I e F representam as fronteiras da camada, a marca presente em I indica
o in´ıcio da execuc¸a˜o das ac¸o˜es nesta camada. O lugar l1 e´ um conflito na rede que permite
apenas o disparo de uma das transic¸o˜es: t ou λt, ou seja, ou a ac¸a˜o representada por t esta´
presente no plano ou na˜o esta´. A transic¸a˜o φt representa o fim do controle do disparo da
transic¸a˜o t e o lugar F indica o fim da execuc¸a˜o das ac¸o˜es da camada.
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Figura 31: Estrutura de controle de disparo para uma transic¸a˜o da rede.
A estrutura de controle apresentada para uma u´nica ac¸a˜o pode ser extendida para
controlar o disparo de transic¸o˜es concorrentes ou que apresentem algum tipo de incon-
sisteˆncia. As figuras 32, 33, 34 e 35 mostram, respectivamente, as estruturas de controle
para as relac¸o˜es de ordenac¸a˜o a q b, a / b, a / b e a  b. As regio˜es tracejadas destas
figuras mostram a estrutura de controle da ac¸a˜o a sendo usada como um componente na
composic¸a˜o das estruturas de controle para as relac¸o˜es de ordenac¸a˜o.
Vale observar que os lugares F das figuras 32, 33, 34 e 35 indicam, quando marcados, que
mais nenhuma transic¸a˜o controlada por estas estruturas podera´ ser disparada. Assim, caso
uma determinada transic¸a˜o que representa uma ac¸a˜o na˜o seja disparada, obrigatoriamente
a transic¸a˜o λ correspondente e´ disparada, indicando que a ac¸a˜o na˜o faz parte do plano.
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Figura 32: Estrutura de controle de disparo para a q b.
A estrutura de controle da figura 32 permite a execuc¸a˜o dos seguintes sub-planos no
problema de planejamento: λ, (a), (b), (a|b), (a; b) e (b; a). Onde λ indica um plano vazio,
(x) indica que o plano e´ composto pela ac¸a˜o x, (x; y) indica que o plano e´ dado pela ac¸a˜o x
seguida da ac¸a˜o y e (x|y) indica que as ac¸o˜es x e y sa˜o concorrentes no plano. As transic¸o˜es
θab e φab representam, respectivamente, o in´ıcio e o fim da concorreˆncia entre as ac¸o˜es a e
b no plano.
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Figura 33: Estrutura de controle de disparo para a / b.
A estrutura de controle da figura 33 permite a execuc¸a˜o dos seguintes sub-planos no
problema de planejamento: λ, (a), (b), (a; b) e (b; a). Vale notar que neste caso as estruturas
de controle das ac¸o˜es a e b aparecem repetidas, o que forc¸a a serializac¸a˜o das ac¸o˜es. Os
lugares Pa e Pb sa˜o responsa´veis pelo encadeamento e ordenac¸a˜o das ac¸o˜es na estrutura de
controle.
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Figura 34: Estrutura de controle de disparo para a / b.
A estrutura de controle da figura 34 permite a execuc¸a˜o dos seguintes sub-planos no
problema de planejamento: λ, (a), (b) e (a; b). O lugar Pb e´ o responsa´vel pela ordenac¸a˜o
da ac¸a˜o.
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Figura 35: Estrutura de controle de disparo para a  b.
A estrutura de controle da figura 35 permite a execuc¸a˜o dos seguintes sub-planos no
problema de planejamento: λ, (a) e (b).
As estruturas ba´sicas de controle apresentadas nas figuras 32, 33, 34 e 35 podem ser
compostas para controlar mais de uma relac¸a˜o de ordenac¸a˜o sobre um conjunto de ac¸o˜es.
O objetivo e´ construir, para o conjunto de ac¸o˜es de cada camada do modelo, uma u´nica
estrutura de controle.
Suponha uma camada do modelo com quatro ac¸o˜es: a, b, c e d. E as sequintes relac¸o˜es
de ordenac¸a˜o entre estas ac¸o˜es: a / b, a / c, a  d, b  c, c / d e d / b. A figura 36 apresenta
a composic¸a˜o das estruturas de controle para cada uma das relac¸o˜es em uma u´nica rede.
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Figura 36: Estrutura de controle de disparo para a composic¸a˜o das relac¸o˜es a / b, a / c,
a  d, b  c, c / d e d / b.
A composic¸a˜o das estruturas de controle na figura 36 pode resultar em mais de um
caminho dispara´vel na rede. Para evitar este problema e´ inclu´ıdo na estrutura um lugar
de sincronizac¸a˜o I ′ que impede que mais de uma sub estrutura seja executada na parte
inferior da rede.
Esta estrutura de controle permite as seguintes sequ¨eˆncias de disparos: λ, (a), (b), (c),
(d), (a; b), (a; c), (b; a), (c; a), (c; d) e (d; b).
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Figura 37: Estrutura de controle de disparo para a composic¸a˜o das relac¸o˜es a / b, a / c e
b q c.
A figura 37 mostra um exemplo de composic¸a˜o com um par de ac¸o˜es concorrentes.
Os sub-planos permitidos nesta estrutura de controle sa˜o: λ, (a), (b), (c), (a; b), (a; c),
(a; (b|c)), (b; a), (b; c), (c; a), (c; b) e ((b|c); a). A regia˜o tracejada da figura mostra uma
redundaˆncia do modelo para o caso de ac¸o˜es concorrentes. No caso deste exemplo esta
redundaˆncia pode ser simplificada sem comprometer a estrutura de controle. Entretanto,
no exemplo da figura 38 este tipo de simplificac¸a˜o na˜o e´ poss´ıvel.
Considere, por exemplo, um plano dado por (a; ((b; c)|d); e; (f |g|h)). O nu´mero de ac¸o˜es
deste plano e´ oito. O nu´mero de passos deste plano e´ cinco, pois sa˜o necessa´rios no mı´nimo
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cinco eventos temporais distintos para a execuc¸a˜o do plano. Por exemplo, este plano pode
ser executado nestes cinco passos: a, (b|d), c, e e (f |g|h).
No grafo de planos e nos modelos apresentados no cap´ıtulo 4 os conflitos entre as ac¸o˜es
de uma mesma camada sa˜o resolvidos por relac¸o˜es de exclusa˜o mu´tua que permitem apenas
a execuc¸a˜o de ac¸o˜es concorrentes na camada. Desta forma, cada camada representa um
passo no plano que resolve o problema. Ja´ as estruturas de controle apresentadas permitem
que cada camada da rede de planos represente ate´ dois passos no plano. Apesar das relac¸o˜es
de ordenac¸a˜o da figura 37 permitirem as sequ¨eˆncias (b; a; c) e (c; a; b), elas na˜o sa˜o poss´ıveis
na estrutura de controle, pois sa˜o planos com treˆs passos.
A composic¸a˜o de relac¸o˜es do tipo q com outras relac¸o˜es pode resultar em estruturas de
controle inconsistentes, ale´m daquelas controladas pela inclusa˜o do lugar I ′, que permitem
o disparo de sequ¨eˆncias de ac¸o˜es que apresentam inconsisteˆncias. A figura 38(a) mostra
uma estrutura de controle onde e´ poss´ıvel obter uma marca no lugar Pa partindo do disparo
de θbc. Ou seja, e´ poss´ıvel iniciar o controle da relac¸a˜o b q c em θbc e termina´-lo em φb, o
que pode resultar em sub-planos inconsistentes, pois φb pertence neste caso ao controle da
relac¸a˜o a / b. O mesmo pode ocorrer entre as estruturas de b q c e c / d. Este problema
pode ser resolvido com a inclusa˜o de mais um lugar de controle nas estruturas tracejadas,
o que impede que o controle de uma relac¸a˜o termine na estrutura de controle de outra. A
figura 38(b) mostra a inclusa˜o do lugar Q que resolve este tipo de inconsisteˆncia.
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Figura 38: Estrutura de controle de disparo para a composic¸a˜o das relac¸o˜es a / b, a / c,
a  d, b q c, c / d e d / b.
A figura 38(a) apresenta um exemplo completo de estrutura de controle para as relac¸o˜es
a / b, a / c, a  d, b q c, c / d e d / b. Neste exemplo as sequ¨eˆncias poss´ıveis de disparos sa˜o:
λ, (a), (b), (c), (d), (a; b), (a; c), (a; (b|c)), (b; a), (c; a), (c; d), (d; b) e ((b|c); a).
Os lugares presentes nas estruturas sa˜o apenas para controle do fluxo de disparos e na˜o
representam pre´-condic¸o˜es ou efeitos das ac¸o˜es. Entretanto as transic¸o˜es que representam
ac¸o˜es no modelo esta˜o ligadas as suas respectivas pre´-condic¸o˜es e efeitos e na˜o foram repre-
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sentadas nas figuras apresentadas para facilitar a visualizac¸a˜o das estruturas de controle.
As transic¸o˜es que representam ac¸o˜es e aparecem mais de uma vez na mesma camada sa˜o
co´pias que compartilham as mesmas pre´-condic¸o˜es e efeitos.
As quatro relac¸o˜es apresentadas (q, /, /, ) definem as ordenac¸o˜es poss´ıveis entre duas
transic¸o˜es quaisquer de uma camada. Nos modelos de representac¸a˜o derivados direta-
mente do grafo de planos apenas as relac¸o˜es q e  sa˜o calculadas durante a construc¸a˜o
da representac¸a˜o, ou seja, duas ac¸o˜es no modelo podem ser ou totalmente independentes
ou mutuamente exclusivas. As demais relac¸o˜es sa˜o obtidas pela expansa˜o do grafo com
camadas adicionais e pela aplicac¸a˜o das relac¸o˜es de exclusa˜o mu´tua sobre as ac¸o˜es que
apresentam inconsisteˆncias.
A relac¸a˜o q e´ a menos restritiva quanto a` ordenac¸a˜o dos disparos das transic¸o˜es. No
outro extremo esta´ a relac¸a˜o de exclusa˜o mu´tua, a mais restritiva, que permite o disparo
de apenas uma das transic¸o˜es. Ao contra´rio do grafo de planos, o modelo proposto neste
cap´ıtulo usa as outras treˆs relac¸o˜es no processo de construc¸a˜o, gerando um modelo que
representa de forma mais completa o problema de planejamento.
As relac¸o˜es / e  impo˜em ordenac¸o˜es entre as ac¸o˜es no modelo. A inclusa˜o das sub-redes
que representam estas relac¸o˜es no modelo tem efeito semelhante ao processo de expansa˜o
do grafo de planos. As co´pias das transic¸o˜es que sa˜o atrasadas ou adiantadas no fluxo da
rede representam as ac¸o˜es que sa˜o copiadas entre as camadas do grafo de planos na fase de
expansa˜o.
Na pro´xima sec¸a˜o e´ apresentado o algoritmo para a construc¸a˜o de um modelo de repre-
sentac¸a˜o para um problema de planejamento usando as relac¸o˜es apresentadas e a estrutura
ba´sica de construc¸a˜o da sec¸a˜o 5.1.
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5.3 Construc¸a˜o do modelo
O algoritmo de construc¸a˜o da uma rede de planos R com k camadas, que recebe como
paraˆmetros o conjunto de ac¸o˜es do problema A e o estado inicial S0, e´ dado por:
RedeDePlanos(k,A, S0)
1 Inclui S0 na rede de planos R;
2 i← 1;
3 S ← S0;
4 enquanto i ≤ k fac¸a
5 A← Ac¸o˜esVa´lidas(A, S);
6 Inclui A na rede de planos R;
7 I ← CalculaInconsisteˆncias(A);
8 C ← EstruturaDeControle(I);
9 Inclui C na rede de planos R;
10 S ← S ∪ EfeitosDe(A);
11 i← i + 1;
12 retorne R.
A linha 1 do algoritmo constro´i a estrutura inicial da rede de planos R a partir do estado
inicial do problema de planejamento S0. Esta estrutura inicial e´ dada pelas equac¸o˜es 5.1
da sec¸a˜o 5.1. Na linha 2 o contador de camadas i e´ iniciado em 1, pois a estrutura inicial
da rede representando o estado inicial e´ considerada como sendo a primeira camada do
modelo. Na linha 3, o conjunto S, que representa o conjunto das proposic¸o˜es presentes na
rede de planos, e´ iniciado com o estado inicial do problema. Apo´s a inclusa˜o da primeira
camada, o algoritmo de construc¸a˜o repete o lac¸o que compreende as linhas 5 a 11, inserindo
na rede mais k − 1 camadas. O conjunto A e´ o sub-conjunto das ac¸o˜es de A que teˆm suas
pre´-condic¸o˜es presentes na rede R. Cada ac¸a˜o do conjunto A e´ inclu´ıda em R seguindo as
equac¸o˜es 5.6 apresentadas na sec¸a˜o 5.1. Na linha 7 sa˜o calculadas as inconsisteˆncias entre
as ac¸o˜es inclu´ıdas na camada atual da rede R. O conjunto I conte´m estas inconsisteˆncias
representadas pelas relac¸o˜es de ordenac¸a˜o apresentadas na sec¸a˜o 5.2. Na linha 8 a estrutura
de controle C que implementa as relac¸o˜es de ordenac¸a˜o do conjunto I e´ constru´ıda seguindo
os modelos apresentados na sec¸a˜o 5.2.1. Esta estrutura e´ inclu´ıda na rede de planos na
linha 9. O conjunto de proposic¸o˜es da rede S e´ atualizado a partir dos efeitos das ac¸o˜es
inclu´ıdas na camada i e a inclusa˜o de uma nova camada e´ iniciada. Ao final a rede de
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planos R conte´m k camadas com suas respectivas estruturas de controle.
As estruturas de controle sa˜o constitu´ıdas de co´pias das transic¸o˜es que representam
ac¸o˜es conflitantes e de lugares que controlam o fluxo de disparo das transic¸o˜es. Cada co´pia
de transic¸a˜o que e´ inclu´ıda no modelo final se liga a`s pre´-condic¸o˜es e aos efeitos da transic¸a˜o
original. Desta forma, as pre´-condic¸o˜es e os efeitos de uma ac¸a˜o sa˜o compartilhados por
todas as suas co´pias numa mesma camada. As instaˆncias originais das transic¸o˜es que
representam as ac¸o˜es da camada sa˜o aquelas que aparecem ligadas ao lugar raiz I das
estruturas de controle.
A seguir e´ apresentada, como exemplo, a construc¸a˜o da rede de planos para o problema
do jantar surpresa usado no cap´ıtulo 4. O problema e´ preparar um jantar surpresa para
algue´m que esta´ dormindo. Os objetivos sa˜o: remover o lixo, preparar o jantar e embrulhar
um presente. As quatro ac¸o˜es poss´ıveis sa˜o: cook, wrap, carry e dolly. A ac¸a˜o cook requer
ma˜os limpas (clean) e obte´m o jantar (dinner). A ac¸a˜o wrap tem que ser realizada em
sileˆncio (quiet) e obte´m o presente embrulhado (present). Dolly elimina o lixo (garbage)
usando um carrinho de ma˜o e produz barulho (negando quiet), Carry tambe´m elimina o
lixo, mas suja as ma˜os (negando clean).
Considere a chamada do algoritmo RedeDePlanos com os seguintes paraˆmetros: k = 2,
A = {dolly, carry, cook, wrap} e S0 = {clean, quiet}. A inclusa˜o do estado inicial na rede
de planos resulta na rede da figura 39.
Na linha 5 do algoritmo o conjunto de ac¸o˜es va´lidas A conte´m todas as ac¸o˜es do
problema. A figura 40 mostra a rede de planos apo´s a inclusa˜o destas ac¸o˜es. Vale notar
que as equac¸o˜es que definem a inclusa˜o das ac¸o˜es na rede (5.6) tambe´m incluem no modelo
os efeitos das ac¸o˜es: {¬garb, dinner, present}.
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Figura 39: Primeira camada da rede de planos para o problema do jantar.
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Figura 40: Inclusa˜o da segunda camada na rede de planos para o problema do jantar.
O conjunto das relac¸o˜es de ordenac¸a˜o, calculado na linha 7 para o conjunto de ac¸o˜es
{dolly, carry, cook, wrap}, e´ dado por I = {(dolly q carry), (dolly q wrap), (carry q
cook), (cook / dolly), (cook q wrap), (wrap / carry)}. A inclusa˜o na rede de planos da
estrutura de controle que correnponde a` composic¸a˜o destas relac¸o˜es e´ apresentada na fi-
gura 41.
Observe que apo´s a inclusa˜o desta camada, o modelo ja´ conte´m uma soluc¸a˜o para o pro-
blema de planejamento proposto. Ou seja, existe uma sequ¨eˆncia de disparos de transic¸o˜es
que alcanc¸a os lugares ¬garb, dinner e present partindo do disparo da transic¸a˜o tini. Este
mesmo problema requer pelo menos duas expanso˜es no grafo de planos e nos modelos
derivados deste, como se pode ver no exemplo apresentado no cap´ıtulo 4.
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Figura 41: Inclusa˜o da estrutura de controle para a segunda camada da rede de planos
para o problema do jantar.
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5.4 Considerac¸o˜es
Este cap´ıtulo apresentou uma nova estrutura de representac¸a˜o para o espac¸o de busca
de um problema de planejamento usando um modelo em redes de Petri. Esta rede, ao
contra´rio daquelas apresentadas no cap´ıtulo 4, na˜o e´ constru´ıda a partir do grafo de planos
mas sim diretamente da descric¸a˜o do problema. Vale notar que este novo processo de
construc¸a˜o obte´m uma rede ac´ıclica, como nos modelos anteriores, valendo assim as mesmas
considerac¸o˜es quanto a` soluc¸a˜o dos problemas de alcanc¸abilidade diretamente pela equac¸a˜o
fundamental das redes de Petri (equac¸a˜o 3.1).
A estrutura da rede e o processo de co´pia dos lugares durante a inclusa˜o das transic¸o˜es
na rede permite eliminar a noc¸a˜o de ac¸a˜o de manutenc¸a˜o, reduzindo sensivelmente o nu´mero
de transic¸o˜es, quando comparada com as redes do cap´ıtulo 4 e com o grafo de planos.
Foram definidas novas relac¸o˜es de inconsisteˆncia entre ac¸o˜es num problema de plane-
jamento, que permitem uma modelagem do espac¸o de busca mais eficiente do que aquela
proposta pelo grafo de planos. Estas novas relac¸o˜es eliminam os caminhos inconsistentes
presentes no grafo de planos. O modelo resultante e´ mais preciso que o grafo de planos,
permitindo um processo mais eficiente de busca pela soluc¸a˜o.
As estruturas de controle, que resolvem as inconsisteˆncias entre as ac¸o˜es, substituem o
grande nu´mero de mutex dos modelos de representac¸a˜o do cap´ıtulo 4. Apesar do tamanho
de tais estruturas de controle na˜o ser pequeno, nos casos estudados elas sa˜o menores que
aquela geradas a partir do grafo de planos.
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Este documento conte´m os resultados obtidos pela investigac¸a˜o dos relacionamentos
entre problemas de planejamento cla´ssico em inteligeˆncia artificial e problemas de al-
canc¸abilidade em redes de Petri ac´ıclicas e limitadas.
A relac¸a˜o entre os problemas constitui um cena´rio de pesquisa rico em uma fronteira
nebulosa e promissora entre duas a´reas da cieˆncia da computac¸a˜o. A primeira, a de pla-
nejamento em inteligeˆncia artificial, e´ uma a´rea extremamente dinaˆmica voltada para o
desenvolvimento de soluc¸o˜es de alto desempenho com um grande apelo para a aplicac¸a˜o
pra´tica em problemas do mundo real. A outra, a de redes de Petri, e´ uma a´rea consolidada
que historicamente esteve associada a` modelagem de sistemas reais e que apresenta um
vasto ferramental teo´rico.
Inicialmente sa˜o apresentadas reduc¸o˜es entre cada um dos problemas e as ma´quinas
de Turing PSPACE. Estes resultados teo´ricos da˜o fundamento a` tese de que existe uma
equivaleˆncia direta entre os problemas e que esta pode ser utilizada em termos pra´ticos
no desenvolvimento de mapeamentos eficientes entre eles, o que permite o uso de te´cnicas
de planejamento na ana´lise de alcanc¸abilidade em redes de Petri e o uso dos me´todos
relacionados a` alcanc¸abilidade na soluc¸a˜o de problemas de planejamento.
A modelagem de problemas de planejamento usando redes de Petri ja´ foi explorada
em outros trabalhos, como por exemplo em [MN91] e [MF00]. Entretanto, estes trabalhos
utilizam redes de Petri de alto n´ıvel, redes predicado-transic¸a˜o e coloridas respectivamente,
o que resulta em modelos cuja complexidade de ana´lise e´ maior do que a das redes con-
vencionais. Apesar disto, os resultados apresentados neste documento sa˜o ine´ditos, pois
relacionam numa mesma classe de complexidade os problemas de planejamento a`s redes de
Petri convencionais.
O enfoque principal deste trabalho diz respeito ao tratamento de problemas de pla-
nejamento usando redes de Petri. O caminho inverso e´ brevemente explorado no cap´ıtulo
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3, onde e´ proposta uma traduc¸a˜o de problemas de alcanc¸abilidade em redes k-limitadas
para problemas de planejamento em STRIPS. O problema de planejamento resultante tem
tamanho exponencial em relac¸a˜o a estrutura da rede. Entretanto, como os problemas per-
tencem a` mesma classe de complexidade, PSPACE-Completo, acredita-se que codificac¸o˜es
mais eficientes sejam poss´ıveis.
Os principais resultados obtidos sa˜o aqueles apresentados nos cap´ıtulos 4 e 5, nos quais
va´rios modelos de representac¸a˜o para problemas de planejamento sa˜o reduzidos a problemas
de alcanc¸abilidade em redes ac´ıclicas. A primeira versa˜o foi apresentada como dissertac¸a˜o
de mestrado [Sil00] e consistia basicamente de uma simples traduc¸a˜o da estrutura do grafo
de planos em uma rede de Petri. O modelo evoluiu para outros onde cada vez mais se
explora o poder representacional das redes.
Os algoritmos apresentados no cap´ıtulo 4 constro´em modelos de representac¸a˜o para
o problema de planejamento em redes de Petri ac´ıclicas e tenta resolver os problemas de
alcanc¸abilidade associados. Mais especificamente, a traduc¸a˜o objetiva encontrar, na rede
de Petri resultante, uma sequ¨eˆncia de disparos que resolve o problema de alcanc¸abilidade,
ou seja, o problema de otimizac¸a˜o associado ao problema de alcanc¸abilidade. No entanto,
vale notar que em termos de implementac¸a˜o real na˜o ha´ diferenc¸a entre resolver o problema
de alcanc¸abilidade e encontrar a sequ¨eˆncia de disparos associada.
Na hipo´tese de na˜o haver soluc¸a˜o para o problema de alcanc¸abilidade, o modelo de
representac¸a˜o e´ expandido e um novo modelo em redes de Petri e´ obtido a partir da
incorporac¸a˜o de novos lugares e transic¸o˜es. Desta forma o problema de planejamento,
que e´ PSPACE-Completo, e´ mapeado em uma colec¸a˜o de instaˆncias do problema de al-
canc¸abilidade em redes ac´ıclicas, que e´ um problema NP-Completo. A estrutura dos algo-
ritmos e´ semelhante a` dos planejadores baseados no grafo de planos, o que permite utilizar
diferentes ma´quinas de busca para os problemas de alcanc¸abilidade de forma independente
do modelo de representac¸a˜o em redes de Petri.
As simplificac¸o˜es apontadas sobre o modelo inicial visam reduzir o tamanho da rede,
o que potencialmente reduz o espac¸o de busca do problema de alcanc¸abilidade. Um dos
fatores da explosa˜o combinatorial inerente a este tipo de problema de busca esta´ associado
diretamente ao nu´mero de lugares da rede. Experimentos realizados em [Mar04] apontam
neste sentido. Vale notar ainda que estas simplificac¸o˜es sa˜o poss´ıveis devido ao grande
volume de redundaˆncias presentes no grafo de planos que sa˜o carregadas para os modelos
em redes de Petri pelo processo de traduc¸a˜o. O modelo proposto no cap´ıtulo 5, a rede de
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planos, visa reduzir as redundaˆncias estruturais da rede.
A rede de planos [CKS04], e´ uma rede de Petri ac´ıclica que busca representar o espac¸o
de estados do problema de uma forma mais eficiente que o grafo de planos e os modelos
apresentados no cap´ıtulo 4. Sua principal diferenc¸a esta´ em abandonar o grafo de planos,
traduzindo problemas de planejamento diretamente em uma rede de Petri ac´ıclica, tratando
os conflitos entre ac¸o˜es de uma forma mais detalhada.
As relac¸o˜es de ordenac¸a˜o apresentadas na sec¸a˜o 5.2 indicam quais sa˜o as reordenac¸o˜es
que resolvem os conflitos associados a duas ac¸o˜es do modelo. A partir destas relac¸o˜es
sa˜o constru´ıdas estruturas de controle do disparo das transic¸o˜es associadas a`s ac¸o˜es que
substituem os mutex dos modelos anteriores. Estas estruturas limitam as reordenac¸o˜es
poss´ıveis dos disparos na rede facilitando o processo de busca pela soluc¸a˜o do problema de
alcanc¸abilidade correspondente. Vale notar que a dinaˆmica das redes de Petri tem papel
fundamental nas simplificac¸o˜es dos modelos do cap´ıtulo 4 e nas estruturas de controle do
cap´ıtulo 5, fazendo com que na˜o sejam triviais os mapeamentos de tais abordagens para o
grafo de planos original.
Um diferencial da rede de planos com relac¸a˜o ao grafo de planos e´ que, neste e nos
modelos em redes de Petri dele derivados diretamente, existem apenas dois tipos de rela-
cionamentos entre duas ac¸o˜es: elas podem ser independentes ou mutuamente exclusivas.
A sucessa˜o de camadas destes modelos permite que os conflitos sejam resolvidos por reor-
denac¸o˜es destas ac¸o˜es durante o processo de busca pela soluc¸a˜o. Entretanto, esta estrate´gia
ainda carrega muitas redundaˆncias e faz com que grande parte das reordenac¸o˜es na˜o levem
a uma soluc¸a˜o do problema, tornando caro o processo de busca.
Uma outra diferenc¸a dos modelos propostos sobre o grafo de planos esta´ na repre-
sentac¸a˜o das inconsisteˆncias entre as ac¸o˜es. No grafo, estas inconsisteˆncias sa˜o tratadas
por relac¸o˜es de exclusa˜o mu´tua usadas como meta informac¸a˜o no procedimento de busca,
ou seja, na˜o sa˜o explicitamente um componente estrutural do grafo. Ja´ nos modelos em
redes de Petri as inconsisteˆncias entre as ac¸o˜es sa˜o tratadas por estruturas no pro´prio mo-
delo, o que faz com que o processo de busca por uma soluc¸a˜o na˜o dependa de nenhuma
informac¸a˜o adicional ale´m da estrutura da rede.
Foram implementadas cinco verso˜es do planejador Petriplan [SCK02], usando os mo-
delos de representac¸a˜o propostos e suas simplificac¸o˜es. Uma destas implementac¸o˜es par-
ticipou da Competic¸a˜o Internacional de Planejadores de 2004. O planejador inscrito na
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competic¸a˜o [CGL+04] foi desenvolvido usando o modelo proposto no cap´ıtulo 4 como es-
trutura de representac¸a˜o e um procedimento de busca cla´ssico para resolver o problema de
alcanc¸abilidade. O desempenho do planejador na˜o foi satisfato´rio e a equipe decidiu retirar
o planejador antes do final da competic¸a˜o.
Na verdade, apesar dos modelos propostos serem, em geral, mais expressivos que o
grafo de planos, o desempenho dos planejadores resultantes se mostrou muito baixo quando
comparado ao dos planejadores recentes. A principal raza˜o esta´ na ineficieˆncia dos atu-
ais algoritmos para alcanc¸abilidade em redes de Petri. Em geral, os me´todos dispon´ıveis
[Rau90] tratam redes c´ıclicas gene´ricas com um nu´mero pequeno de lugares e transic¸o˜es,
o oposto dos modelos apresentados que podem chegar a dezenas de milhares de lugares e
transic¸o˜es.
Neste trabalho optou-se por na˜o explorar as questo˜es de desempenho relacionadas ao
problema de alcanc¸abilidade. A pesquisa foi direcionada para os relacionamentos entre os
problemas e para os modelos de representac¸a˜o, pois acredita-se que estes temas constituam
uma base consistente e relevante para o desenvolvimento de pesquisas futuras.
No que se refere ao problema de me´todos para alcanc¸abilidade, dois trabalhos de mes-
trado esta˜o andamento. Um deles visa integrar o sistema TINA [Ber04] de ana´lise de redes
de Petri aos planejadores implementados pela equipe, possibilitando assim o uso de outros
me´todos para a soluc¸a˜o de problemas de alcanc¸abilidade [Ben05]. Outro trabalho visa
aplicar te´cnicas de inteligeˆncia artificial para melhorar os desempenho dos me´todos para
alcanc¸abilidade. O objetivo e´ construir uma ma´quina de busca heur´ıstica para redes seme-
lhantes aos modelos apresentados e avaliar o desempenho de func¸o˜es heur´ısticas usadas em
planejamento nos problemas de alcanc¸abilidade [Mon05].
De fato, este trabalho derivou va´rios outros projetos e por isso teve papel importante na
consolidac¸a˜o do grupo de pesquisa em planejamento que envolve o Laborato´rio de Sistemas
Inteligentes de Produc¸a˜o do Cefet-PR e o Laborato´rio de Inteligeˆncia Computacional da
UFPR.
Um dos trabalhos teve como objetivo facilitar a implementac¸a˜o e ana´lise dos planeja-
dores desenvolvidos pelo grupo de pesquisa. Para isso foi definida uma plataforma dida´tica
para a construc¸a˜o de planejadores, o IPE. Este ambiente de desenvolvimento e´ constitu´ıdo
por uma colec¸a˜o de objetos que va˜o desde modelos de representac¸a˜o para os problemas
de planejamento, como redes de Petri e grafo de planos, ate´ ma´quinas de busca para pro-
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blemas relacionados, como SAT, alcanc¸abilidade, buscas heur´ısticas. A construc¸a˜o de um
planejador neste ambiente se resume a` encaixar blocos ja´ existentes e construir novos blocos
com novas estruturas ou funcionalidades. Os planejadores apresentados neste documento
foram implementados nesta plataforma. O trabalho ja´ esta´ conclu´ıdo e pode ser visto em
detalhes na dissertac¸a˜o de mestrado conclu´ıda [Mar04].
O grupo tambe´m explorou planejadores baseados em algoritmos gene´ticos, onde foi ava-
liado o impacto do uso do grafo de planos como uma estrutura de refinamento do espac¸o
de busca do problema. Estes trabalhos mostraram um grande potencial de aplicac¸a˜o dos
algoritmos gene´ticos na busca por caminhos em modelos como o grafo de planos. Os resul-
tados obtidos motivam trabalhos futuros no uso destes algoritmos para a busca em redes
ricas em conflitos. Os trabalhos podem ser encontrados no trabalho de graduac¸a˜o [Pal03] e
na dissertac¸a˜o de mestrado [Lec04] ja´ conclu´ıdos. Os principais resultados destes trabalhos
geraram uma publicac¸a˜o na Confereˆncia Ibero-Americana de Inteligeˆncia Artificial de 2004
[CLPS04].
Tambe´m esta´ em andamento outro trabalho de mestrado que visa adaptar e simplificar
os modelos baseados em redes de Petri para problemas de planejamento em domı´nios de
aplicac¸o˜es reais. O objetivo e´ verificar se o modelo de representac¸a˜o em redes de Petri e´
mais adequado a uma determinada classe de problemas de planejamento e/ou otimizar o
processo de busca da alcanc¸abilidade a domı´nios espec´ıficos [Nov05].
Por outro lado, o uso da representac¸a˜o STRIPS como base para a definic¸a˜o dos domı´nios
de planejamento restringe em muito a gama de problemas que podem ser modelados. Os
modelos em redes de Petri propostos apresentam potencial para o tratamento de estruturas
que podem enriquecer a linguagem de representac¸a˜o e atingir classes de problemas de
planejamento ditos na˜o cla´ssicos, como a inclusa˜o de tempo, o uso de recursos e ate´ mesmo
o tratamento de incerteza. A substituic¸a˜o, nos modelos propostos, das redes convencionais
por extenso˜es de redes de Petri que incorporam estas caracter´ısticas viabiliza o tratamento
de problemas de planejamento na˜o cla´ssicos, o que foi considerado como fator motivador
desta pesquisa.
Neste sentido, esta´ em andamento um trabalho de mestrado que busca, atrave´s da uti-
lizac¸a˜o de redes de Petri temporizadas [Wan98], tratar problemas de planejamento cujas
ac¸o˜es possuem durac¸a˜o, conforme as verso˜es mais recentes da linguagem PDDL [FL02].
Neste trabalho, ale´m da busca da sequ¨eˆncia de disparos de transic¸o˜es que resolve o pro-
blema de alcanc¸abilidade, a ana´lise temporal da soluc¸a˜o e´ realizada atrave´s de me´todos
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desenvolvidos para as redes de Petri temporais [dC05].
Finalmente, uma linha de pesquisa promissora para a realizac¸a˜o de trabalhos futu-
ros e´ o uso de planejadores na ana´lise de propriedades de redes de Petri associadas a`
alcanc¸abilidade. Neste sentido a busca por traduc¸o˜es mais eficientes que aquela apresen-
tada no cap´ıtulo 3 aliada ao desempenho dos planejadores atuais representam um grande
potencial para o desenvolvimento de ferramentas mais ra´pidas para a ana´lise de redes de
Petri.
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