The anisotropic Harper-Hofstadter-Mott model: competition between
  condensation and magnetic fields by Hügel, Dario et al.
The anisotropic Harper-Hofstadter-Mott model:
competition between condensation and magnetic fields
Dario Hu¨gel,1, ∗ Hugo U. R. Strand,2, 3 Philipp Werner,3 and Lode Pollet1
1Department of Physics, Arnold Sommerfeld Center for Theoretical Physics and Center for NanoScience,
Ludwig-Maximilians-Universita¨t Mu¨nchen, Theresienstrasse 37, 80333 Munich, Germany
2Department of Quantum Matter Physics, University of Geneva,
24 Quai Ernest-Ansermet, 1211 Geneva 4, Switzerland
3Department of Physics, University of Fribourg, 1700 Fribourg, Switzerland
(Dated: October 17, 2018)
We derive the reciprocal cluster mean-field method to study the strongly-interacting bosonic
Harper-Hofstadter-Mott model. The system exhibits a rich phase diagram featuring band insulat-
ing, striped superfluid, and supersolid phases. Furthermore, for finite hopping anisotropy we observe
gapless uncondensed liquid phases at integer fillings, which are analyzed by exact diagonalization.
The liquid phases at fillings ν = 1, 3 exhibit the same band fillings as the fermionic integer quan-
tum Hall effect, while the phase at ν = 2 is CT -symmetric with zero charge response. We discuss
how these phases become gapped on a quasi-one-dimensional cylinder, leading to a quantized Hall
response, which we characterize by introducing a suitable measure for non-trivial many-body topo-
logical properties. Incompressible metastable states at fractional filling are also observed, indicating
competing fractional quantum Hall phases. The combination of reciprocal cluster mean-field and
exact diagonalization yields a promising method to analyze the properties of bosonic lattice systems
with non-trivial unit cells in the thermodynamic limit.
I. INTRODUCTION
Since the discovery of the quantum Hall effect [1–3],
the lattice geometry’s influence on charged particles in
magnetic fields has been the subject of extensive research.
Prototypical models such as the non-interacting Harper-
Hofstadter model (HHm) [4, 5] exhibit fractionalization
of the Bloch bands with non-trivial topology (see Fig.
1), manifesting in quantum (spin) Hall phases [6–8]. Ul-
tracold atomic gases with artificial magnetic fields [9–13]
enabled the experimental study of the non-interacting
model [8, 14–16], while the effect of strong interactions
on the band properties remains an open problem. While
heating processes in the regime of strong interactions
still represent a problem for cold atom experiments with
artificial magnetic fields, recent experimental progress
gives hope that this can be controlled in the near future
[17, 18].
For bosons in the HHm with local interaction, i.e.
the Harper-Hofstadter-Mott model (HHMm), previous
theoretical studies found fractional quantum Hall (fQH)
phases, which have no counterpart in the continuum
for strong fields [19], using exact diagonalization (ED)
[19–21], composite fermion theory [19], and the den-
sity matrix renormalization group (DMRG) on a cylin-
der [22]. Composite fermion studies also found evidence
of a bosonic integer quantum Hall phase in bands with
Chern number two [23], also observed with ED [24] in the
presence of next-neighbor hopping. In a recent DMRG
study [22] a bosonic integer quantum Hall groundstate
was also observed in the standard HHMm at filling ν = 2.
However, the composite fermion approach is biased by
the choice of the wavefunction [19, 23], while ED on
small finite systems suffers from strong finite-size effects
[20, 21, 24].
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FIG. 1FIG. 1. Harper-Hofstadter model. (a) Setup of the single-
particle hopping where each plaquette is pierced by a flux of
Φ. The 4 × 1 unit cell for Φ = pi/2 is shown (dotted lines),
where the arrows indicate the direction of the corresponding
hopping processes. The 4× 4 cluster employed in the RCMF
approach is also shown (gray shaded area). (b) Single-particle
dispersion for Φ = pi/2 and tx = ty = 1. The precession of the
hˆk,q vector [Eq. (6)] is shown for three states (red, blue and
green) when varying k. The vector-colors indicate the values
of k (see colorbar).
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2The issue becomes especially challenging when going
to strong fluxes, where extrapolation to the thermody-
namic limit is impossible [25] and the overlap of the
finite-size groundstate with Laughlin [20, 21] or compos-
ite fermion [19] wavefunctions quickly decreases. DMRG,
on the other hand, is restricted to cylinder geometries
[22, 26, 27] and encounters huge numerical difficulties in
the case of critical phases. Variational Gutzwiller mean
field studies also found evidence of fQH phases [28–30],
as well as striped vortex-lattice phases [28], but the vari-
ational basis is restricted by construction. The results of
a recent cluster Gutzwiller mean field (CGMF) study [31]
are likewise hard to interpret since the method breaks the
translational invariance and the topology of the system.
To overcome these problems, we develop a reciprocal
cluster mean field (RCMF) method, directly defined in
the thermodynamic limit, which preserves the topology
of the lattice, and yields excellent agreement with numer-
ically exact results for the Bose-Hubbard model. Further,
we introduce an observable for the measure of topological
properties in the presence of interactions.
We systematically map out the phase diagram of the
strongly interacting HHMm as a function of the chemi-
cal potential and the hopping anisotropy. The phase di-
agram features band insulating, striped superfluid, and
supersolid phases. At integer fillings we further observe
highly anisotropic gapless uncondensed liquid phases,
which are analyzed using exact diagonalization. For frac-
tional filling, we find incompressible metastable states,
indicating competing fQH phases. We define the respec-
tive order parameters, and present spatially resolved den-
sity, condensate-density, and current patterns. Finally,
we discuss how on an infinite cylinder with a single unit-
cell in the y-direction the liquid phases become gapped
and show a quantized Hall response to the adiabatic in-
sertion of a magnetic flux.
This paper is organized as follows. In Sec. II the HHm
and HHMm are discussed, and the method for measur-
ing non-trivial topological properties is introduced. The
RCMF method is derived and discussed in Sec. III, while
the results for the HHMm are presented and discussed in
Sec. IV. Finally, Sec. V is devoted to conclusions.
II. MODEL
A. Harper-Hofstadter model
To facilitate the discussion for the strongly-interacting
system, we first review the non-interacting HHm on the
square lattice. The Hamiltonian is given by
HΦ = −
∑
x,y
(
txe
iyΦb†x+1,ybx,y + tyb
†
x,y+1bx,y
)
+h.c. (1)
with hopping amplitudes tx/y and annihilation (creation)
operators b
(†)
x,y. Each plaquette is pierced by a flux such
that a phase Φ is picked up when going around it, as
illustrated in Fig. 1a. For Φ = 2pi/NΦ the unit cell can
be chosen as NΦ sites in the y-direction.
Eq. (1) is diagonalized by the transform
bl(k, q) = (2pi)
−1∑
x,j e
−i(kx+q(l+jNΦ))bx,l+jNΦ , where
l ∈ [0, NΦ − 1] and k(q) are the momenta in x(y)-
direction. For even NΦ the Hamiltonian reduces to
HΦ =
∑
k,qHk,q, with
Hk,q =−
Nφ/2−1∑
l=0
2tx cos (k − lΦ)Al(k, q)
− 2ty cos(q)B(k, q), (2)
and
Al(k, q) = nl(k, q)− nl+Nφ/2(k, q) , (3)
B(k, q) =
e−iq
2 cos(q)
∑
l
b†l+1(k, q)bl(k, q) + h.c., (4)
For Φ = pi/2, used below, the system has three isolated
topologically non-trivial bands, see Fig 1b. Here we use
the notation of Ref. 16 where the central (super)band
contains twice the number of states as compared to the
two other bands. For a discussion of how the hopping
anisotropy tx/ty 6= 1 affects the bandstructure, see Ap-
pendix A.
The Hamiltonian HΦ and Eq. (2) can be rewritten in
the compact notation
HΦ =
∫
dkdq
(
~vk,q · ~hk,q
)
, (5)
where ~vk,q is a vector of scalars and ~hk,q is a vector of
operators
~vk,q =
 −2tx cos (k)−2tx cos (k − pi2 )−2ty cos (q)
 , ~hk,q =
 A0 (k, q)A1 (k, q)
B (k, q)
 .
The operator ~hk,q fully determines the momentum de-
pendence of the non-interacting system, and we can ap-
ply the concept of parallel transport [32]. The local Berry
curvature at the point (k, q) is proportional to the rota-
tion of the unit-vector
hˆk,q = 〈~hk,q〉/|〈~hk,q〉| (6)
under an infinitesimal momentum shift. In fact, if hˆk,q
shows a non-trivial winding under transport on a closed
path through the Brillouin zone, the Berry-curvature
cannot be continuously deformed to a trivial one and the
system is topologically non-trivial. The Chern number
of the nth band is given by the number and direction of
closed loops of hˆk,q, i.e.
cn =
γn
2pi
,
where γn is the solid angle subtended by hˆk,q when taking
the expectation value with respect to the single-particle
3eigenstates of the nth band and sweeping the momenta
through the Brillouin zone. This is shown in Fig. 1b.
For the lowest band 〈A0(k, 0)〉 and 〈A1(k, 0)〉 are shown
while 〈B(k, 0)〉 varies only slightly: hˆk,q performs one
anti-clockwise loop, corresponding to a Chern number of
c0 = −1. Equivalently, for the central band hˆk,q performs
a double clockwise loop (c1 = 2), while the highest band
again has c2 = −1.
The connection between the winding of hˆk,q and the
Hall conductivity can be seen from the example of the
integer quantum Hall effect, i.e. the lowest band being
completely filled with non-interacting fermions. Adding
a magnetic flux Φy piercing a torus of size Lx × Ly in
y-direction can be achieved by transforming the hopping
amplitudes as tx → txeiΦy/Lx for hopping processes in
+xˆ, while taking the complex-conjugate in the opposite
direction. The effect of this transform on the Hamilto-
nian (5) amounts to
~vk,q → ~vk−Φy/Lx,q,
which is manifested in a translation of the vector ~hk,q
with respect to the case without flux at each momentum
(k, q), i.e. 〈
Ψ(Φy)
∣∣∣~hk,q∣∣∣Ψ(Φy)〉 =〈
Ψ(0)
∣∣∣~hk+Φy/Lx,q∣∣∣Ψ(0)〉 , (7)
where |Ψ(Φy)〉 is the many-body groundstate under the
flux Φy.
The sole effect of Φy is therefore a transform of the
many-body groundstate such that at each momentum
(k, q) Eq. (7) is fulfilled, resulting in a rotation of hˆk,q.
Inserting a flux of Φy = 2piLx/4 yields the transform
A0(k, q) → A1(k, q), A1(k, q) → −A0(k, q), and there-
fore nl(k, q) → nl+1(k, q). Adding a magnetic flux of
Φy = 2piLx/4 is equivalent to translating the manybody
groundstate by one site in the y-direction.
If the lowest band is completely filled, the total number
of particles on the torus is LxLy/4. Therefore adiabati-
cally inserting a flux of Φy = 2piLx/4 results in LxLy/4
particles being translated by one site in y-direction, or
equivalently a total number of Lx/4 particles being trans-
ported once around the periodic boundary in the y-
direction. Consequently, adiabatically inserting a flux of
Φy = 2pi results in a quantized total transverse transport
of a single particle around the periodic boundary.
B. Harper-Hofstadter-Mott model
We proceed with the study of the HHMm with interac-
tion U , chemical potential µ, and magnetic flux Φ = pi/2,
H = HΦ + lim
U→∞
U
2
∑
x,y
nx,y(nx,y − 1)− µ
∑
x,y
nx,y, (8)
in the hard-core limit U →∞.
In contrast to the non-interacting case, for a finite in-
teracting system the Berry curvature is defined with re-
spect to boundary twisting angles [25], i.e.,
C =
1
2pi
∫ 2pi
0
dθx
∫ 2pi
0
dθy
(
∂θxAy − ∂θyAx
)
, (9)
where Aj(θx, θy) = i〈Ψ (θx, θy) |∂θj |Ψ (θx, θy)〉 is the
Berry connection, Ψ is the many-body groundstate, and
θx, and θy are twisting angles of the boundary conditions
in x- and y-direction, respectively (i.e. Tx/yΨ(θx, θy) =
eiθx/yΨ(θx, θy), where Tx/y is a translation by the system
size Lx/y in x-, and y-direction, respectively).
The twisted boundary conditions can be implemented
in the same way as the magnetic flux discussed in Sec.
II A by transforming the hopping as tx → txeiθx/Lx
and ty → tyeiθy/Ly for hopping processes in +xˆ, and
+yˆ-direction, respectively, while taking the complex-
conjugate in the opposite directions. The interaction and
chemical potential terms in Eq. (8) remain unchanged.
The only effect of adding the twisting angles (θx, θy) to
the infinite system is, as in Sec. II A,
~vk,q → ~vk−θx/Lx,q−θy/Ly .
In other words, if Tθx,θy is the momentum-space trans-
lation operator which transforms each momentum as
k → k + θx/Lx, and q → q + θy/Ly, we have
|Ψ(θx, θy)〉 = Tθx,θy |Ψ(0, 0)〉 .
For the Berry-curvature
B (θx, θy) =∂θxAy − ∂θyAx
=i
(〈∂θxΨ(θx, θy)| ∂θyΨ(θx, θy)〉
− 〈∂θyΨ(θx, θy)∣∣ ∂θxΨ(θx, θy)〉) ,
we therefore have
〈∂θiΨ(θx, θy)| ∂θjΨ(θx, θy)〉 =[
〈Ψ(0, 0)| ∂θiT †θx,θy
] [
∂θjTθx,θy |Ψ(0, 0)〉
]
.
The Berry curvature is therefore fully determined by the
response of the periodic-boundary many-body ground-
state Ψ(0, 0) to a translation in momentum.
If we define Ph.c. as the projector onto the Hilbert
space of hard-core bosons (where multiple occupancy in
position space is forbidden), the interacting many-body
Hamiltonian [Eq. (8)] can be written as
H = Ph.c. (HΦ − µN)Ph.c.
=
∫
dkdq~vk,q · Ph.c.~hk,qPh.c. − µPh.c.NPh.c.,
with particle-number operator N . The full momentum
dependence of the hard-core bosons is therefore contained
in the term Ph.c.~hk,qPh.c.. Furthermore, for any hard-
core boson many-body eigenstate Ψ we have Ph.c. |Ψ〉 =
4|Ψ〉. As in the non-interacting case therefore a non-
trivial winding of
〈
Ψ(0, 0)
∣∣∣~hk,q∣∣∣Ψ(0, 0)〉 in momentum
space indicates a non-trivial topology of the many-body
groundstate. It should be emphasized that this mea-
sure is different from summing over the individual single-
particle Chern numbers of the occupied bands, since no
projection onto non-interacting bands is involved.
For a further discussion of the measurement of topo-
logical properties with the hˆk,q-vector, see Appendix D.
III. RECIPROCAL CLUSTER MEAN FIELD
The previously employed CGMF method [31, 33]
breaks translational invariance by applying the mean-
field decoupling approximation only to the hopping-terms
at the boundary of the cluster, while the hopping terms
within the cluster are treated exactly. The simplest
case where this can be observed is when the symmetry-
breaking field is zero, reducing the lattice to a set of de-
coupled clusters with open boundaries. This violation of
translational invariance breaks the symmetries of the dis-
persion and thereby its topological properties. In order
to mitigate such artifacts we develop a mean-field decou-
pling based on the concept of momentum coarse-graining,
introduced in the context of the dynamical cluster ap-
proximation [34].
We term this method as “reciprocal cluster mean field”
(RCMF). It crucially preserves both the translational in-
variance and the topology of the system. For topolog-
ically trivial translationally-invariant systems it yields
more accurate results than previous mean-field methods
(see Appendix F). It is well-suited for cases where the
underlying symmetries of the dispersion are indispens-
able to understand the physical properties, such as, e.g.,
topological insulators. For benchmarks of the method on
the hard-core Bose-Hubbard model and the chiral ladder
with artificial magnetic fields [35, 36], see Appendix F.
To illustrate our procedure let us first start from a
general non-interacting hopping Hamiltonian
H0 =
∑
x′,y′
∑
x,y
t(x′, y′),(x, y)b
†
x’,y’bx,y =
∑
k,q
k,qb
†
k,qbk,q (10)
with hopping amplitudes t(x′, y′),(x, y) in position-space
and dispersion k,q in reciprocal space. As in the dynam-
ical cluster approximation [34], the main idea of RCMF
consists in projecting the N×M lattice system onto a lat-
tice of Nc ×Mc clusters (later we will take N,M → ∞,
but the method is also well-defined for finite systems).
Each cluster is spanned by the internal cluster coordi-
nates X and Y , such that we can decompose the position
coordinates x and y on the lattice into
x = X + x˜, y = Y + y˜,
where x˜ and y˜ are inter-cluster coordinates. In the same
way the momenta in x and y-direction – k and q, respec-
tively – are decomposed as
k = K + k˜, q = Q+ q˜,
where K and Q are the cluster momenta in reciprocal
space. Through a partial Fourier transform, the creation
and anihilation operators in reciprocal space can be writ-
ten in the mixed representation
bK + k˜,Q + q˜ =
√
NcMc√
NM
∑
x˜,y˜
e−i(k˜x˜+q˜y˜)bK,Q(x˜, y˜), (11)
where bK,Q(x˜, y˜) annihilates a boson with cluster-
momenta K and Q on the cluster located at (x˜, y˜) [34].
The central idea of the momentum coarse-graining con-
sists of projecting the dispersion of the lattice k,q onto
the clusters in reciprocal space. This can be done by
a partial Fourier transform of the dispersion onto the
subspace of cluster-local hopping processes, giving the
intra-cluster dispersion ¯K,Q as
¯K,Q =
NcMc
NM
∑
k˜,q˜
K + k˜,Q + q˜, (12)
representing hopping processes within the cluster, while
the remainder δK, k˜,Q, q˜ = K + k˜,Q + q˜ − ¯K,Q represents all
other hopping processes between different clusters [34].
Now we can decompose the Hamiltonian of Eq. (10)
into
H0 = Hc + ∆H, (13)
where, using Eq. (11), the part Hc is cluster-local,
Hc =
∑
k˜,q˜
∑
K,Q
¯K,Qb
†
K+k˜,Q+q˜
bK+k˜,Q+q˜
=
∑
x˜,y˜
∑
K,Q
¯K,Qb
†
K,Q(x˜, y˜)bK,Q(x˜, y˜),
while ∆H contains the coupling between different clus-
ters
∆H =
∑
k˜,q˜
∑
K,Q
δK, k˜,Q, q˜b
†
K + k˜,Q + q˜
bK + k˜,Q + q˜ (14)
=
∑
K,Q
∑
x˜,y˜
∑
x˜′,y˜′
δK,Q(x˜− x˜′, y˜ − y˜′)b†K,Q(x˜, y˜)bK,Q(x˜′, y˜′),
where in the second line we introduced the mixed repre-
sentation of δK, k˜,Q, q˜,
δK,Q(x˜, y˜) =
∑
k˜,q˜
ei(k˜x˜+q˜y˜)δK, k˜,Q, q˜.
Our goal is to derive an effective Hamiltonian which
is cluster local through a mean-field decoupling approx-
imation of ∆H. To this end we decompose the cre-
ation/annihilation operators into their static expectation
values and fluctuations, i.e.
bK,Q(x˜, y˜) = φK,Q(x˜, y˜) + δbK,Q(x˜, y˜), (15)
5where φK,Q(x˜, y˜) = 〈bK,Q(x˜, y˜)〉.
The standard procedure of the mean-field decoupling
approximation consists of neglecting quadratic fluctua-
tions. Furthermore, we assume translational invariance
between the different clusters, i.e. that the condensate
φK,Q is independent of the cluster location
φK,Q(x˜, y˜) = φK,Q.
As derived in detail in Appendix E, this approach reduces
a general system with local interactions and Hamiltonian
H
′
= H0 +
U
2
∑
x,y
nx, y (nx, y − 1)− µ
∑
x,y
nx, y,
into a set of (NM) / (NcMc) identical Nc ×Mc cluster
local systems with effective mean-field Hamiltonian,
H
′
eff =
∑
X′,Y ′
∑
X,Y
t¯(X′, Y ′),(X, Y )b
†
X′, Y ′bX, Y
− µ
∑
X,Y
nX, Y +
U
2
∑
X,Y
nX, Y (nX, Y − 1)
+
∑
X,Y
(
b†X, YFX, Y + F
∗
X, Y bX, Y
)
. (16)
The symmetry breaking field FX, Y is given by
FX, Y =
∑
X′,Y ′
δt(X, Y ),(X′, Y ′)φX′, Y ′ , (17)
and the effective hopping amplitudes are defined as
t¯(X′, Y ′),(X, Y ) =
1
NcMc
∑
K,Q
ei
(
K
(
X′ −X
)
+ Q
(
Y ′ − Y
))
¯K,Q,
δt(X′, Y ′),(X, Y ) = t(X′, Y ′),(X, Y ) − t¯(X′, Y ′),(X, Y ). (18)
Within the RCMF approach the effective free energy of
the lattice system is given by
Ω = Ω
′ − 1
2
∑
X,Y
(
φ∗X, YFX, Y + F
∗
X, Y φX, Y
)
, (19)
where Ω
′
is the free energy of the cluster local Hamilto-
nian of Eq. (16). Note that Eq. (19) is consistent with the
standard lattice free-energy within the single-site mean-
field approximation [37]. In fact, requiring stationarity
in the symmetry breaking field FX, Y ,
δΩ
δFX, Y
=
δΩ
δF ∗X, Y
= 0,
taking into account Eq. (17), reproduces the standard
mean-field self-consistency condition
φX, Y = 〈bX, Y 〉. (20)
Here, 〈.〉 means taking the expectation value with respect
to the mean-field Hamiltonian [Eq. (16)].
We note in passing that the treatment of the
symmetry-breaking field F is identical to the way it
should be implemented in a dynamical cluster approxi-
mation extension of bosonic dynamical mean-field theory
[38–40].
SF SS
Liquid BI
fQH
-1.0 -0.5 0.0 0.5 1.0
-3
-2
-1
0
1
2
3
Ht
x
-t
y
Lt
max
Μ

t
m
a
x
FIG. 2. Groundstate phase diagram of the HHMm in two
dimensions with hard-core bosons and flux Φ = pi/2 in terms
of µ/tmax and (tx − ty) /tmax. The observed phases are band
insulating (BI, light blue), supersolid (SS, dark blue), striped
superfluid (SF, white), gapless uncondensed liquid (Liquid,
pink), and fractional quantum Hall (fQH, dark gray). The
dashed regions indicate where the RCMF groundstate has
a non-zero condensate order parameter but is very close in
energy (< 3%) to metastable uncondensed states. At zero
anisotropy the striped superfluid undergoes phase separation
between vertically (for tx > ty) and horizontally (for tx < ty)
striped order (black vertical line), while for µ = 0 the den-
sity is homogeneous and fixed to n = 1/2 in all phases (green
dashed line).
IV. RESULTS
In our RCMF approach the HHMm [Eq. (8)] is re-
duced to an effective 4×4 cluster Hamiltonian, for details
see Appendix G. For a comparison of our RCMF results
with exact diagonalization at zero hopping anisotropy,
see Appendix C. In Fig. 2 we present the groundstate
phase diagram in terms of the chemical potential µ/tmax
and the hopping-anisotropy (tx− ty)/tmax, where tmax =
max [{tx, ty}]. The phases at densities n and 1 − n are
related by a CT -transformation consisting of a particle-
hole transform combined with complex-conjugation (see
Appendix B). The symmetry around the (tx − ty) = 0
axis corresponds to gauge invariance, since tx and ty can
be exchanged in combination with a lattice-rotation of
pi/2. At n = 0 and n = 1 we find topologically trivial
band insulators (BI). Below we discuss the other result-
ing phases in more detail.
A. Condensed phases
At moderate values of µ we observe superfluid
phases with striped density and condensate density
modulation. For tx > ty this is a vertically striped
superfluid (VS-SF), with vertically striped density
distribution ρ(x, y) and condensate-density distribution
ρc(x, y) = |φx,y|2, as shown in Fig. 3 together with
the spatially resolved particle current ~J(x, y). The
net current is zero, as expected for an infinite system.
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FIG. 3. Density (left column), condensate-density (central
column), and current patterns (right column) for the VS-SF
at µ/tmax = −0.8, (tx − ty)/tmax = 0.2 (upper row), and the
SS at µ/tmax = −0.8, (tx − ty)/tmax = 0 (lower row). The
arrow-thickness indicates the magnitude of the currents.
Locally, however, there are chiral currents around two
plaquettes in the horizontal direction. We therefore
introduce the striped-superfluid order parameter Jstr =∑
x,y
[
cos
(
pi
2 (x+ 2y)
)
Jx(x, y)− cos
(
pi
2 (2x+ y)
)
Jy(x, y)
]
,
where Jx(y)(x, y) is the groundstate expectation value of
the current in x (y) direction. For tx < ty the superfluid
phase is horizontally striped (HS-SF), with the patterns
of Fig. 3 rotated by pi/2 compared to the VS-SF. Since
at tx = ty the system is invariant under a pi/2-rotation,
for |µ|/tmax & 2 the VS-SF and HS-SF undergo phase
separation.
At |µ|/tmax . 2 and for low anisotropy we find
a supersolid phase (SS) with lower free energy than
the striped phases. The density distributions ρ and
ρc spontaneously break translational invariance, hav-
ing a period larger than the unit cell (see Fig. 3).
A similar spontaneous breaking of translational invari-
ance has already been observed in the staggered-flux
bosonic Harper-Mott model [41] and the bosonic Hofs-
tadter model on a dice lattice [42], and has recently been
measured experimentally in spin-orbit coupled Bose-
Einstein condensates [43]. The SS exhibits chiral cur-
rents around single plaquettes, with position-dependent
amplitudes, as captured by the order parameter Jss =∑
x,y cos
(
pi
2 (x+ y)
)
(Jx(x, y)− Jy(x, y)). In all phases,
at µ = 0 the density distribution is homogeneous,
ρ(x, y) = 1/2, while ρc(x, y) remains modulated.
The phase transition between the striped superfluids
and the SS phase is characterized by a kink in the average
condensate density nc, see Figures 4a and 4b. For nc > 0,
the striped superfluid order parameter Jstr is only zero
at |tx − ty|/tmax = 1 (where the lattice is a set of trivial
one-dimensional chains), exhibiting a kink at the phase
transition to the SS, where also Jss becomes non-zero.
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FIG. 4. Order parameters and densities. (a) and (b) Sweep
in anisotropy at fixed µ/tmax. In (a) the average conden-
sate density nc (black), and the order parameters Jstr (red,
dashed), and Jss (blue, dotted) are shown for µ/tmax = 0.
In (b) the same quantities are shown for µ/tmax = −0.8. (c)
and (d) Sweep in µ at fixed (tx − ty)/tmax = −0.8. In (c) nc
(black) and Jstr (red, dashed) are shown. In (d) the average
density n is shown in the groundstate (blue dashed) and for
the stationary solution with zero symmetry-breaking field F
(red). The insets indicate the regions where the F = 0 so-
lution shows plateaus at fractional filling ν = 1/2 (n = 1/8)
and ν = 3/2 (n = 3/8), respectively. In (a), (b), and (c) the
vertical dashed lines indicate phase transitions.
B. Uncondensed phases
At density n = 1/2 (Fig. 4a) and stronger anisotropy
we find a phase with zero condensate density (nc =
0). In Figs. 4c and 4d we show a sweep in µ for
(tx − ty)/tmax = −0.8, where we observe plateaus with
zero nc, zero current, and homogeneous density distrib-
tution ρ(x, y) = ν/4, with fillings ν = 1, 2, 3. In these
phases, since Fx,y = 0, the RCMF Hamiltonian of Eq.
(16) reduces to a finite 4× 4 torus without any external
variational parameter. In order to further analyze these
phases we therefore turn to ED using twisted boundary
conditions in order to analyze finite-size effects (see Sec.
II B and Appendix C). If the phases are gapped, one ex-
pects the manybody gap to stay finite for all twisting
angles (θx, θy), while in gapless phases the groundstate
mixes with excited states.
As can be seen in Fig. 5 for tx < ty the groundstate
remains gapped with respect to boundary twisting in the
x-direction with θy = 0, while it mixes with the excited
states for twisting in the y-direction. For ty < tx the
behavior is reversed. This is also consistent with the cor-
relations |〈b†x,yb0,y〉| decreasing exponentially to zero as a
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FIG. 5. Response of the lowest 10 eigenvalues of a 4 × 4
system to twisted boundary conditions. (a) and (b): For 4
particles (ν = 1), tx = 0.2, ty = 1, and fixed twisting angles
θy = 0 (a) and θx = 0 (b). (c) and (d): For 8 particles
(ν = 2), tx = 0.5, ty = 1, and fixed twisting angles θy = 0 (c)
and θx = pi (d).
function of x for tx < ty, while staying finite throughout
the system for tx > ty (see Appendix C). In contrast to
the two-dimensional Bose-Hubbard model without mag-
netic flux, which in the superfluid groundstate always
shows condensation as long as both hopping amplitudes
are finite [44], the HHMm therefore shows a transition at
finite tx/ty to a highly anisotropic uncondensed gapless
liquid. The fact that these phases are adiabatically con-
nected to the one-dimensional limit (tx = 0 or ty = 0),
where hard-core bosons are in a superfluid phase, as well
as the highly anisotropic correlations |〈b†x,yb0,y〉|, possi-
bly point to an unconventional one-dimensional super-
fluid order.
As a function of the hopping anisotropy, the liquid
phases occur where the lowest band is particularily flat
either in k- or q-direction, suppressing condensation in
the minima of the dispersion (see Fig. 6a and Appendix
A). While the system has zero current everywhere (due
to the periodic boundaries), a signature of the response
of the liquid to the magnetic field is found by analyz-
ing current-current correlations (see Appendix G 2 for
details), resulting in two counter-propagating currents
which cancel each other, shown in Fig. 6b.
In Fig. 6c we show the projection of the groundstate
onto the three non-interacting bands n0, n1, and n2, for
the same parameters as in Figs. 4c and 4d. At ν = 1
the lowest band shows unit filling. As shown in Fig.
6a, this phase appears in the same regions of µ as the
integer quantum Hall plateau of non-interacting spinless
fermions (see Appendix A)). At ν = 3 the holes show
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FIG. 6. Uncondensed phases. (a) top: Bandwidths of the
lowest band in k-, and q-direction, ∆Ek (red) and ∆Eq (blue),
as a function of (tx − ty)/tmax; (a) bottom: quantum Hall
plateau for non-interacting fermions (yellow) compared to the
hard-core boson phase diagram. (b) Two counter-propagating
current patterns (upper and lower panel, respectively) whose
sum gives zero net current, resulting from current-current
correlations. (c) Occupations of the lowest (n0, black), cen-
tral (n1, red), highest (n2, blue) band, and total occupation
ntot = n0+n1+n2 (gray dashed), for (tx−ty)/tmax = −0.8 as
a function of µ. The phase transitions between condensed and
uncondensed phases are indicated with dashed vertical lines.
In the inset the corresponding hole occupations (nh = 〈bb†〉)
are shown in the same colors. (d) A0 and A1 components
of the hˆk,q vector [Eq. (6)] for (tx − ty)/tmax = −0.8 as a
function of k (see coloring) in the single-particle case (dashed
arrows), and for hard-core bosons with µ/tmax = 0 (full ar-
rows). A0 and A1 are normalized by NA =
√
A20 +A
2
1, while
the B-component varies only slightly (not shown).
unit filling in the lowest band, due to the CT transform
(see Appendix B).
As can be seen in Fig. 6d, the vector hˆk,q shows the
same behavior as for the lowest non-interacting band in
all three liquid phases (shown for ν = 2), in contrast to
the trivial BI at n = 0, 1 and the one-dimensional super-
fluid at tx = 0 or ty = 0. For ν = 1, as in the case of
non-interacting fermions discussed in Sec. II A, this wind-
ing indicates the transverse transport of a single particle
if a magnetic flux of Φy = 2pi is inserted. At ν = 3,
the transverse transport consists of a single hole. This
is consistent with the band fillings in Fig. 6c and the
CT transform discussed in Appendix B, i.e. the rever-
sal of the Hall conductivity σxy(ν = 3) = −σxy(ν = 1).
As these phases are gapless in the two-dimensional ther-
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modynamic limit, the quantization of the Hall conduc-
tivity is not topologically protected by edge modes and
therefore sensitive to disorder, as is the case for metallic
Fermi-liquid-like phases of hard-core bosons [24, 45, 46].
By contrast, in the case of a cylindrical geometry, i.e.
Ly = 4 and Lx →∞, the response to the twisted bound-
aries in x-direction while θy = 0, shown in Figs. 5a and
5c, indicates that all three plateaus are gapped. As a
function of θx the vector hˆk,q shows a complete loop and
appears to be robust against local perturbations (see Ap-
pendix D). What the nature of the phases at ν = 1, 3 is
in such a quasi-one-dimensional setup remains to be in-
vestigated: the non-trivial winding indicates a gapped
phase with odd Hall conductivity, which is expected to
show intrinsic topological order and fractional quasiparti-
cle excitations for bosons in two dimensions [47, 48]. The
non-degenerate groundstate we observe (which for bosons
is only expected at even Hall conductivities) apparently
is at odds with this prediction. However, the argument
of Ref. 47 relies on the fact that the quasiparticle excita-
tions need to behave as fermions under exchange in such
an odd Hall conductivity phase. In the cylinder, however,
we approach the one-dimensional limit, where hard-core
bosons naturally behave as free fermions also in the ab-
sence of fractionalization. This possibly explains why we
observe an ED groundstate which remains gapped and
non-degenerate for all accessible system sizes Lx× 4 (see
Appendix C).
At ν = 2 (n = 1/2), the Hamiltonian of Eq. (8) is
CT -symmetric. It directly follows that σxy(ν = 2) = 0.
This is consistent with the bands being equally filled with
particles and holes (see Fig. 6b), resulting in a zero net
Hall conductivity (see Appendix B). In two-dimensional
systems such a CT -symmetric phase is expected to be
topologically trivial [49–51], in line with the gaplessness
observed in Figs. 5c and 5d.
On a cylinder, however, this phase is gapped as
the one-dimensional limit is approached, where CT -
symmetric phases can have a non-zero topological Z
invariant for non-interacting fermions [49]. The non-
trivial winding implies the quantized transport of a single
particle-hole pair under the adiabatic insertion of a flux
of 2pi, resulting in a total zero Hall conductivity. Wether
this particle-hole transport is a consequence of topologi-
cally protected edge modes on the cylinder remains to be
investigated on larger system sizes, possibly using DMRG
[22, 26, 27].
Whereas away from integer fillings the groundstate
is always symmetry-broken, it is always possible within
RCMF to find (metastable) stationary solutions with
zero symmetry-breaking field (F = 0) and therefore
nc = 0, as shown in Fig. 4d. While at large hopping
anisotropy fractional fillings are largely supressed, at low
anisotropy the F = 0 solution shows plateaus at any fill-
ing commensurate with the 4 × 4 cluster, i.e. ν = m/4
with integer m, as shown in Fig. 7c.
9As mean-field approaches such as RCMF tend to over-
estimate the stability of symmetry-broken phases, we
critically analyze the difference in free energy between
the groundstate and the metastable plateaus in Fig. 7.
As can be seen, this quantity shows local minima at inte-
ger (ν = 1, 2, 3) and half-integer (ν = 1/2, 3/2, 5/2, 7/2)
fillings, while quarter fillings correspond to local maxima.
This is consistent with the argument that without long-
range interactions it costs a negligible energy to com-
press the ν = 1/4 to the ν = 1/2 Laughlin liquid [21].
The energy difference is particularily low in the vicinity
of the liquid phases indicating that these plateaus might
extend to lower values of hopping anisotropy. Further-
more, at low anisotropy (where the lowest band is parti-
clularily flat, see Fig. 6c and Appendix A) the metastable
plateau at ν = 1/2 (and ν = 7/2) is very close in free
energy to the groundstate. This plateau has been shown
to correspond to a fQH phase in ED [19–21], variational
Gutzwiller mean field [30], and DMRG [22] studies. As
shown in Fig. 7c, at zero anisotropy, the condensate frac-
tion of the groundstate shows a local minimum at both
ν = 1/2 and ν = 2, further indicating that it might
converge to zero with increasing cluster size. These are
also the fillings where at zero anisotropy there is the
largest discrepancy between RCMF and ED results on
small finite systems (see Appendix C). It should how-
ever be noted that when assuming a cylinder geometry,
RCMF observes both a ν = 1/2 and ν = 2 plateau, in
agreement with ED. To conclude, there are regions of
the phase diagram, where the symmetry-broken ground-
state and the metastable plateaus are too close in free
energy to dismiss finite size effects. We denote these re-
gions (identified by the condition |ΩGS − ΩF=0| < 3%
of the groundstate energy) as dashed areas in the phase
diagram of Fig. 2.
V. CONCLUSION
We derived the reciprocal cluster mean field method
and applied it to the groundstate phase diagram of hard-
core bosons in the Harper-Hofstadter-Mott model at flux
Φ = pi/2. The bosons exhibit band insulating, striped su-
perfluid, and supersolid phases. At finite anisotropy and
integer filling we further found anisotropic gapless uncon-
densed liquid groundstates characterized by a non-trivial
winding of the newly introduced vector hˆk,q. We further
analyzed the properties of these phases using exact di-
agonalization. At fillings ν = 1 (3) this corresponds to
integer particle (hole) filling of the lowest band, while the
ν = 2 phase is CT symmetric with zero Hall response. We
also observed metastable fractional quantum Hall phases
predicted by other methods [19–22, 30], which do not
correspond to the groundstate (most likely due to finite-
size effects), but are very close in free energy. Finally,
we discussed how the liquid phases at integer fillings be-
come gapped on a cylinder with just one unit-cell in the
y-direction and show a quantized Hall response to the
adiabatic insertion of a magnetic flux. These proper-
ties, which are not expected for the full two-dimensional
system, seem inherent to the quasi-one-dimensional na-
ture of the cylinder geometry and need to be further in-
vestigated on larger system sizes. The combination of
reciprocal cluster mean-field and exact diagonalization
provides a promising venue for the numerical simulation
of bosonic lattice systems with larger unit cells in the
thermodynamic limit.
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Appendix A: Anisotropic Harper-Hofstadter model
The HHm can be solved by diagonalizing the Hamil-
tonian of Eq. (2), yielding three topologically non-trivial
bands (see Fig 1b). For the gauge used in this work,
the non-trivial topology arises in k-direction, while in q-
direction the dispersion has a trivial cosine-shape. Both
the topology and the four minima of the dispersion are
independent of the anisotropy between the hopping am-
plitudes tx and ty. The bandwidths of the three bands,
on the other hand, are affected by the ratio tx/ty.
In order to analyze this, we introduce the quantities
∆Ek and ∆Eq for the lowest band, where ∆Ek is the
bandwidth in k-direction, i.e.
∆Ek = max
q
∆E˜k(q),
where
∆E˜k(q) = max
k
0(k, q)−min
k
0(k, q),
0(k, q) is the dispersion of the lowest band, and maxk/q
corresponds to taking the maximum with respect to k
and q, respectively. The bandwidth in q-direction, ∆Eq
is defined analogously. As shown in the upper panel of
Fig. 6c, for tx  ty the lowest band is particularily flat
in the k-direction (∆Ek  1), while for ty  tx it is
particularily flat in the q-direction (∆Eq  1). Note
that this is not to be confused with the ”flatness” of the
bands that typically supports fractional quantum Hall
effects, which would consist in max [∆Ek,∆Eq]  1 (in
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FIG. 8. (a) Density n as a function of µ at tx = ty computed
with ED on a 4× 4 (green) and 8× 4 (red) system, compared
to RCMF results on the square lattice (“RCMF”, black) and
on a cylinder with 4 sites and periodic boundaries in the y-
direction (“RCMF Cyl.”, gray dashed). (b) Manybody gap
for periodic boundaries and Ly = 4 as a function of Lx for
ν = 1 and tx/ty = 0.2 (black), ty/tx = 0.2 (blue, dashed),
and for ν = 2 and tx/ty = 0.5 (red), ty/tx = 0.5 (green,
dashed). (c) Correlations
∣∣〈b†x,yb0,y〉∣∣ as a function of x on a
system with periodic boundaries, Lx = 8, and Ly = 4 for the
same values and colors as in (b).
fact this quantity is low in the region of low anisotropy).
Instead, having only ∆Ek  1 or ∆Eq  1 will result
simply in supressing the condensation of bosons in the
minima of the dispersion.
Another quantity affected by the anisotropy is the gap
between the lowest and the central band. The simplest
many-body problem where this plays a role is the case
of spinless non-interacting fermions, which exhibit an in-
teger quantum Hall phase for integer filling of the low-
est band, i.e. if the chemical potential µ lies within the
(anisotropy-dependent) gap, see Fig. 5c.
Appendix B: Charge conjugation relations of
hard-core bosons
For hard-core bosons a particle-hole transform (i.e. si-
multaneous b† → b and b → b†) is equivalent to an in-
version of the flux in the Hamiltonian of Eq. (8), i.e.
Φ→ −Φ. A direct consequence of this, is that the many-
body groundstates at densities n and 1−n are related by
the CT operation, where C is the particle-hole transform,
and T the complex conjugation operator. This implies
that the Hall conductivity σxy is anti-symmetric under
the transform n→ 1− n [52], i.e.
σxy(n) = −σxy(1− n). (B1)
This effect is known as the charge conjugation symmetry
of hard-core bosons [52].
Further, the uncondensed phase at ν = 2 (n = 1/2)
discussed in Sec. IV B is by definition CT -symmetric with
zero Hall conductivity. This implies that in the chiral
current patterns of Fig. 6b, the “charge” transport of the
“particle” and “hole” channels will always cancel each
other.
Appendix C: Comparison with exact diagonalisation
In Fig. 8a we compare our RCMF results with ED
results on finite systems. The 4 × 4 ED system differs
from the F = 0 solution of RCMF by a renormaliza-
tion of the hopping according to Eq. (G1), resulting in a
shift in chemical potential of the plateaus. We present a
sweep of the density in chemical potential without hop-
ping anisotropy (i.e. tx = ty). As can be seen the only
regions where we see a large discrepancy with respect
to ED are around fillings ν = 1/2 and ν = 2. These are
the fillings where the metastable plateaus are particularly
close in energy to the symmetry-broken groundstate (see
Fig. 7).
We further compare the ED results with RCMF re-
sults on a cylinder with just 4 sites and periodic bound-
ary conditions in y-direction. This can easily been done
by modyfying the coarse-graining procedure of Eq. (12),
which is now only integrated over k. This results in a
new cluster-hopping
t¯(X ± 1, Y ),(X, Y ) =
2
√
2
pi
t(X ± 1, Y ),(X, Y ),
t¯(X, Y ± 1),(X, Y ) = t(X, Y ± 1),(X, Y ).
As can be seen in Fig. 8a, in this case also RCMF shows
a fractional plateau at ν = 1/2 and a plateau at ν = 2,
indicating that at zero anisotropy these phases are much
more robust in the cylinder geometry than they are on
the infinite square lattice.
Apart from the response to twisted boundaries dis-
cussed in Sec. IV B, the anisotropic gapless nature of
the two-dimensional uncondensed phases can also be ob-
served in the scaling of the many-body gap as a function
of Lx while keeping Ly = 4 fixed. As shown in Fig.
8b the manybody gaps remain essentially constant if tx
is (sufficiently) smaller than ty, while it decreases in a
non-monotonous way if tx is larger than ty. If the same
scaling is done in y-direction the situation is reversed.
This also implies that on the cylinder these phases are
gapped for tx < ty. The same behavior can also be ob-
served in the correlations |〈b†x,yb0,y〉| in a system with
Ly = 4 and Lx = 8, shown in Fig. 8c, which quickly drop
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FIG. 9. (a) Values of the ~h vector as a function of momentum
for tx/ty = 0.5 and ν = 2, on a 4 × 4 (full lines) and 8 × 4
(dashed lines) system. (b) Values of the ~h vector as a function
of momentum for ty/tx = 0.2 and ν = 1/2, on a 4×4 system.
(c) Values of the ~h vector as a function of momentum for
ty/tx = 0.2 and ν = 3/5 on a 5 × 4 system. (d) Response of
the momentum-values of ~hk,q to the boundary twisting angle
θx ∈ [0, 2pi] on a cylinder geometry (θy = 0) for tx/ty = 0.2
and ν = 1 on a 4× 4 system, where the dashed lines indicate
θx 6= 0, while the coloring indicates the value of k + θx/Lx.
to zero as a function of x for tx < ty, indicating a gapped
phase on the cylinder. For tx > ty on the other hand,
the correlations stay finite throughout the whole system
hinting at the anisotropic gapless nature of the phase in
two dimensions (and on the cylinder if tx is sufficiently
large).
Appendix D: Topological properties
Since RCMF does not give direct access to the many-
body groundstate of the infinite lattice, nor to dynamical
quantities, there is no way to directly compute the many-
body Chern number of the system. Instead, we make use
of the properties of the lattice to indirectly measure the
topology of the groundstate using the hˆk,q vector intro-
duced in Sec. II. It should be noted that the winding of
hˆk,q is independent of the basis, since the geometric an-
gle of a vector ~u(x, y) remains the same under an axis
rotation y → y′ = y cosα, if α is not an odd multiple of
pi/2.
In our RCMF approach Eq. (19) reduces to Ω = Ω′ in
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FIG. 10. Stability of the winding against local perturbations.
(a) Winding of the ~hk,q-vector for ν = 2 at tx/ty = 0.4 and
µ = 0 for different perturbation strengths ∆ [see Eq. (D1)].
(b) and (c) Sweeps in chemical potential of the condensate
density nc and the total density n at (tx − ty)/tmax = −0.6
and ∆/tmax = 0 (black), ∆/tmax = 0.5 (red dashed), and
∆/tmax = 1.2 (blue).
the absence of U(1) symmetry-breaking. Computing hˆk,q
in the phases with F = 0 by taking expectation values for
the discrete momentum values of the cluster (K and Q)
then is equivalent to taking the same expectation values
with respect to the infinite lattice. By looking at the val-
ues of hˆK,Q at these discrete momenta and extrapolating
its rotation on the infinite lattice, we are thereby able
to measure the topology of the infinite lattice in a way
that is not limited by finite-size effects. This is shown in
Fig. 9a, where the hˆk,q vector is compared in a 4× 4 and
8 × 4 periodic system, respectively, for filling ν = 2 and
(tx − ty)/tmax = −0.5, yielding excellent agreement. In
Figs. 9b and 9c we show the precession of hˆk,q for filling
ν = 1/2 on a 4×4 system, and ν = 3/5 on a 5×4 system.
At ν = 1/2 the system is in a fQH phase showing a topo-
logical winding. At ν = 3/5, where for bosons no fQH
phase is possible, the vector does not show any closed
loop and has a net geometric angle of zero.
By using twisted boundaries in x-direction (i.e. vary-
ing θx), while keeping θy = 0, we measure the response of
the vector hˆk,q on a cylinder to a magnetic flux piercing
the system in y-direction in Fig. 9d. As discussed in Sec.
II A, under the insertion of a flux of Φy = θx = 2pi, the
winding of the vector indicates an adiabatic translation
of the manybody groundstate by one site in y-direction.
For ν = 1 (shown in Fig. 9d) this translates into a quan-
tized transverse transport of a single particle around the
periodic boundaries in y-direction, while for ν = 3 a sin-
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gle hole is being transported. In the case of ν = 2 the
total charge transport is zero, as a particle-hole pair is
transported.
We further analyze the stability of the winding number
against local perturbations. To that end we introduce a
local shift in chemical potential ∆, such that the chemical
potential is shifted on site (X,Y ) = (0, 0) on the cluster,
i.e.
µX,Y = µ−∆δX,0δY,0. (D1)
In Fig. 10 we show the response of the uncondensed
phases on a 4 × 4 system at ν = 2 to this local per-
turbation. As can be seen in Fig. 10a, while the individ-
ual momentum values of the ~hk,q-vector change with the
strength of the perturbation ∆, the total winding of the
vector around the origin remains stable even at such large
values as ∆ ≈ tmax, while the single-particle gap (i.e. the
size of the plateau) decreases (see Figs. 10b and 10c). At
larger values of ∆ the phase has a non-zero condensate
order parameter. A similar behavior can also be observed
in the ν = 1, 3 phases. In the full two-dimensional system
we expect this robustness to vanish as the system-size is
increased and the manybody gap goes to zero. In the
cylindrical geometry however this points to a stability
of the winding against disorder, indicative of topological
protection.
Appendix E: Mean-field decoupling in reciprocal
space
In this section we give the details of the mean-field
decoupling in reciprocal space within RCMF. We start
from the separation of the hopping Hamiltonian H0 [Eq.
(10)] into a cluster-local part Hc and an inter-cluster part
∆H, i.e. H0 = Hc + ∆H (see Sec. III). We now proceed
with decoupling the inter-cluster part
∆H =
∑
K,Q
∑
x˜,y˜
∑
x˜′,y˜′
δK,Q(x˜−x˜′, y˜−y˜′)b†K,Q(x˜, y˜)bK,Q(x˜′, y˜′),
through the decomposition of the creation/annihilation
operators into their static expectation values φK,Q(x˜, y˜) =
〈bK,Q(x˜, y˜)〉 and fluctuations δb, i.e.
bK,Q(x˜, y˜) = φK,Q(x˜, y˜) + δbK,Q(x˜, y˜), (E1)
This approach decomposes ∆H into three separate
parts
∆H = ∆Hφ +Hφ +Hδ,
where ∆Hφ is linear in b, and b
†,
∆Hφ =
∑
K,Q
∑
x˜,y˜
∑
x˜′,y˜′
δK,Q(x˜− x˜′, y˜ − y˜′)
× (b†K,Q(x˜, y˜)φK,Q(x˜′, y˜′) + φ∗K,Q(x˜, y˜)bK,Q(x˜′, y˜′)) ,
Hφ is the constant contribution
Hφ = −
∑
K,Q
∑
x˜,y˜
∑
x˜′,y˜′
δK,Q(x˜−x˜′, y˜−y˜′)φ∗K,Q(x˜, y˜)φK,Q(x˜′, y˜′),
and Hδ contains all quadratic fluctuations
Hδ =
∑
K,Q
∑
x˜,y˜
∑
x˜′,y˜′
δK,Q(x˜−x˜′, y˜−y˜′)δb†K,Q(x˜, y˜)δbK,Q(x˜′, y˜′).
The standard procedure of the mean-field decoupling
approximation consists in neglecting quadratic fluctua-
tions, i.e. Hδ ≈ 0. Furthermore, we assume translational
invariance between the different clusters
φK,Q(x˜, y˜) = φK,Q. (E2)
By
∑
x˜,y˜ δK,Q(x˜, y˜) = δK, 0,Q, 0, this reduces the cluster-
coupling part of the Hamiltonian to
∆H ≈
∑
x˜,y˜
(∆Hx˜,y˜ + Cφ) ,
∆Hx˜,y˜ =
∑
K,Q
δK, 0,Q, 0
(
b†K,Q(x˜, y˜)φK,Q + φ
∗
K,QbK,Q(x˜, y˜)
)
,
with a constant scalar shift Cφ, which for simplicity in
the following will be omitted in the Hamiltonian (but has
to be taken into account for the free energy), given by
Cφ = −
∑
K,Q
δK, 0,Q, 0 |φK,Q|2 . (E3)
The system now consists of (NM) / (NcMc) identical
decoupled clusters with individual Hamiltonians
Hx˜,y˜ =
∑
K,Q
¯K,Qb
†
K,Q(x˜, y˜)bK,Q(x˜, y˜) + ∆Hx˜,y˜,
which, after a Fourier transform to position space, and
dropping the (x˜, y˜)-notation, yields the effective mean-
field Hamiltonian
Heff =
∑
X′,Y ′
∑
X,Y
t¯(X′, Y ′),(X, Y )b
†
X′, Y ′bX, Y
+
∑
X,Y
(
b†X, YFX, Y + F
∗
X, Y bX, Y
)
,
where the symmetry breaking field FX, Y is given by
FX, Y =
∑
X′,Y ′
δt(X, Y ),(X′, Y ′)φX′, Y ′ (E4)
and
t¯(X′, Y ′),(X, Y ) =
1
NcMc
∑
K,Q
ei
(
K
(
X′ −X
)
+ Q
(
Y ′ − Y
))
¯K,Q,
δt(X′, Y ′),(X, Y ) = t(X′, Y ′),(X, Y ) − t¯(X′, Y ′),(X, Y ). (E5)
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If instead of a pure hopping Hamiltonian, the Hamil-
tonian also includes local (interaction) terms, e.g.
H
′
= H0 +Hint = H0 +
U
2
∑
x,y
nx, y (nx, y − 1)−µ
∑
x,y
nx, y,
the local part Hint is already inherently cluster-local and
can be absorbed into Hc in Eq. (13), such that the effec-
tive Hamiltonian becomes
H
′
eff = Heff +Hint. (E6)
Taking into account the constant shift of Eq. (E3), the
free-energy of the full lattice system under the mean-field
decoupling approximation can now be expressed as
Ω = Ω
′ − 1
2
∑
X,Y
(
φ∗X, YFX, Y + F
∗
X, Y φX, Y
)
, (E7)
where Ω
′
is the free energy of the cluster with the Hamil-
tonian of Eq. (E6). With Eqs. (E4)-(E7) we have ev-
erything in place in order to formulate the full RCMF
approach, see Eqs. (16)-(20) in Sec. III.
Appendix F: Benchmarking RCMF
In order to benchmark RCMF we turn to the
Bose-Hubbard model with hard-core bosons on a two-
dimensional square lattice using a 4 × 4 cluster Hamil-
tonian. In Fig. 11a we show RCMF results for the
condensate density ρc =
∑
X,Y |φX, Y |2 as a function of
chemical potential for tx = ty = 1 and compare with
standard single-site mean field, CGMF [33] on a 4 × 4
cluster, and numerically exact path integral quantum
Monte Carlo (QMC) [44, 53] results. As expected, RCMF
shows better agreement with QMC than the two other
mean-field methods. In contrast to CGMF, which due
to the breaking of translational invariance converges to-
wards a weakly position-dependent (unphysical) conden-
sate φX, Y , the condensate in RCMF is completely homo-
geneous.
We also compare RCMF results with QMC for
anisotropic systems in Fig. 11b, observing stronger devi-
ations with increasing anisotropy |tx−ty|. This is related
to the use of a square symmetric 4× 4 cluster, while the
bandwidths in k- and q-direction are no longer equal. As
the one-dimensional limit (tx = 0) is approached, mean-
field methods are always expected to behave worse, since
quantum fluctuations play a bigger role. However, the
results are still qualitatively correct, and we conclude
that RCMF works reasonably well also for anisotropic
systems.
In order to ensure that RCMF can properly treat arti-
ficial gauge fields, we simulate the two-leg ladder of Refs.
35 and 36 with a magnetic flux of Φ = pi/2 per plaquette
and hard-core bosons using a 2 × 8 cluster. This ladder
corresponds to the Harper-Hofstadter-Mott model where
the x-direction is restricted to just two sites. It shows
Mott phases at density n = 0.5 and superfluid phases
otherwise, with both phases exhibiting Meissner and vor-
tex current-patterns depending on the anisotropy [36].
The Meissner phases can be found for anisotropies where
for the gauge of Ref. 35 the non-interacting groundstate
momenta – i.e. the momenta where the dispersion has
(degenerate) global minima – are kgs = ±pi/4. These
momenta are fully captured by the 2 × 8 cluster with
cluster-momenta K = mpi/4, where m = 0, 1, 2, ..., 7. On
the other hand, in the anisotropy-region where the vortex
phases appear, kgs varies as a function of the hopping-
anisotropy [35] and can no longer be represented within a
2×8 cluster. This is shown in Fig. 11c, where the RCMF
chiral current
Jc =
1
N
∑
y
(Jy(0, y)− Jy(1, y)) (F1)
is compared to DMRG results [36] both in the Mott
(n = 0.5) and superfluid (n = 0.25) regime. Here,
Jy(l, y) is the current in y-direction on the yth site of
the ladder-leg l. The RCMF results agree very well in
the Meissner phases, while they cannot capture the vor-
tex phases. This is a good example of what RCMF can
do and what not: for RCMF to work it is indispensable
that the cluster is both an integer multiple of the unit cell
and that the groundstate momenta of the non-interacting
model can be reproduced exactly by the grid of cluster
momenta spanned by K and Q. This is a direct con-
sequence of Eq. (E2), which in reciprocal space implies
φK+k˜,Q+k˜ = φK,Qδk˜,0δq˜,0. This condition, which was used
to decouple the clusters in RCMF, can only be fulfilled
if the momenta of the minima of the dispersion (which
are the momenta where condensation will occur for local
single-site interactions) can be reproduced by the mo-
menta of the cluster (K,Q). If this is the case, as seen in
Fig. 11c, the deviation from the DMRG results on the
chiral current [36] is below 1%.
Appendix G: RCMF approach for the
Harper-Hofstadter-Mott model
The HHm has groundstate momenta kgs = 0,±pi/2, pi
and qgs = 0. Since the momenta of the groundstate are
independent of the anisotropy, we do not encounter the
difficulties described in Appendix F for the vortex phases
of the chiral ladder when using finite clusters. In order to
fulfill Eq. (E2) by reproducing the minima of the disper-
sion (see Appendix F) a multiple of 4 sites in X direction
is needed, since for 4 sites K is a multiple of pi/2. We
also need a multiple of 4 sites in Y direction in order to
fully capture the 1× 4 unit cell. In this work we restrict
ourselves to the minimal cluster, i.e. 4× 4.
Since the mean-field decoupling is performed in the
thermodynamic limit, the sum over k˜ and q˜ in (12) can
be replaced by an integral and computed analytically. In
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FIG. 11. Benchmarking of RCMF. (a) Sweep of the condensate density ρc in chemical potential µ for the Bose-Hubbard
model with hard-core bosons on a 2d square lattice for tx = ty = 1. The data are computed with QMC (black dots), RCMF
on a 4× 4 cluster (red), CGMF on the same cluster (blue dotted) and standard single-site mean field (gray dashed). (b) Sweep
of the condensate density ρc of the Bose-Hubbard model with hard-core bosons on a 2d square lattice as a function of tx/ty,
for fixed chemical potentials µ/ty = 0 (black), µ/ty = −0.8 (red) and µ/ty = −1.35 (blue). RCMF data are shown as lines,
while QMC data are shown as dots. (c) Chiral current Jc [equation (F1)] of the chiral ladder of Refs. 36 and 35 with hard-core
bosons for Φ = pi/2 as a function of anisotropy tx/ty. Results for n = 0.5 (Mott) are shown in red, while results for n = 0.25
(superfluid) are shown in blue. The RCMF results are shown as lines, while DMRG results [36] are shown as dots.
this configuration the coarse-graining described in Sec.
III leads to the cluster-hopping
t¯(X′, Y ′),(X, Y ) =
2
√
2
pi
t(X′, Y ′),(X, Y ), (G1)
where t(X′, Y ′),(X, Y ) is the original hopping of the HHm
[Eq. (1)] with periodic boundary conditions, which
plugged into (16-18) yields the effective RCMF Hamil-
tonian for the Harper-Hofstadter-Mott model on a 4× 4
cluster.
1. Observables
The free energy Ω of Eq. (19) represents the free energy
of the lattice system in the thermodynamic limit within
the RCMF approximation. Using functional derivatives
of Eq. (19) we can compute expectation values with re-
spect to the full lattice system. According to the self-
consistency condition [Eq. (20)], this is trivial for the
condensate
φX, Y = 〈bX, Y 〉.
Accordingly, we get for the condensate density
ρc(X,Y ) =
∣∣φX, Y ∣∣2 ,
and the total condensate density per site
nc =
1
NcMc
∑
X,Y
ρc(X,Y ).
Also for the particle density we get an equivalence be-
tween the full lattice and the 4× 4 cluster, since
ρ(X,Y ) = − δΩ
δµX,Y
= 〈nX, Y 〉,
and, accordingly, for the total particle density per site
n =
1
NcMc
∑
X,Y
ρ(X,Y ).
The current Jx(x, y) in x-direction between the sites
(x, y) and (x+ 1, y) is defined as
Jx(x, y) = −i
(
t(x + 1, y), (x, y)〈b†x + 1, ybx, y〉latt
−t(x, y), (x + 1, y)〈b†x, ybx + 1, y〉latt
)
, (G2)
where 〈.〉latt is the lattice-system expectation value.
However, by
〈b†
x′, y′bx, y〉latt =
∂Ω
∂t(x′, y′), (x, y)
=
∂t¯(x′, y′), (x, y)
∂t(x′, y′), (x, y)
〈b†
x′, y′bx, y〉
+
1
2
∂δt(x′, y′), (x, y)
∂t(x′, y′), (x, y)
(
〈b†
x′, y′〉φx, y + φ∗x′, y′〈bx, y〉
)
, (G3)
we can express the lattice quantities in terms of expecta-
tion values with respect to the RCMF Hamiltonian.
By Eq. (G3) we can also compute the current in the
y-direction given by
Jy(x, y) = −i
(
t(x, y + 1), (x, y)〈b†x, y + 1bx, y〉latt
−t(x, y), (x, y + 1)〈b†x, ybx, y + 1〉latt
)
, (G4)
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and by Fourier transform also the occupation in momen-
tum space
〈nK, Q〉latt =
∑
X,Y
ei (KX + QY )〈b†X, Y b0, 0〉latt.
2. Current-current correlations
In the uncondensed phases described in Sec. IV the cur-
rent within the system is zero. However, as the system is
not band insulating and the kinetic energy is non-zero
this must result from two counter-propagating modes
which cancel each other out. We can analyze these modes
by measuring current-current correlations between neigh-
boring bonds. By Eq. (G3) we can write the currents
on the full lattice Jx/y as expectation values of lattice-
operators Jˆx/y with respect to the RCMF Hamiltonian,
i.e.
Jx/y(x, y) = 〈Jˆx/y(x, y)〉
with Jˆx/y(x, y) defined according to Eqs. (G2)-(G4). We
now can look at the following current-current correla-
tions:
∆Jx,x(x, y) =
〈
Jˆx(x, y)Jˆx(x+ 1, y)
〉
∆Jx,y(x, y) =
〈
Jˆx(x, y)Jˆy(x, y)
〉
∆Jx,y−1(x, y) =
〈
Jˆx(x, y)Jˆy(x, y − 1)
〉
These three quantities are enough to describe the cur-
rent patterns depicted in Fig. 6d: if ∆Jx,x(x, y) is positive
the currents Jx(x, y) and Jx(x+1, y) point in the same di-
rection, if it is negative they point in opposite directions.
The same is also true for ∆Jx,y(x, y) and ∆Jx,y−1(x, y).
Assuming a finite current in +x direction on a given site
(x, y) and extracting the sign of the currents on the neigh-
boring bonds through the correlations introduced above,
one can therefore easily draw one of the two counter-
propagating current patterns. The other pattern results
from simply inverting the direction of all currents.
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