The quantification of diversification benefits due to risk aggregation plays a prominent role in the (regulatory) capital management of large firms within the financial industry. However, the complexity of today's risk landscape makes a quantifiable reduction of risk concentration a challenging task. In the present paper we discuss some of the issues that may arise. The theory of second-order regular variation and second-order subexponentiality provides the ideal methodological framework to derive second-order approximations for the risk concentration and the diversification benefit.
Introduction
Diversification is one of the most popular techniques to mitigate exposure to risk and constitutes an important part within the current regulatory framework for banks (Basel II) as well as in the preparation of the new regulatory framework for insurance companies (Solvency II). However, due to the increasing complexity of financial and insurance products, a quantitative anal-ysis of diversification benefits has become a demanding task. Many authors have warned against an imprudent application of diversification concepts, especially when the underlying risk factors show a heavy-tailed pattern; see for instance Fama and Miller (1972) , p. 269, Rootzén and Klüppelberg (1999) , Embrechts et al. (2002) or Degen et al. (2007) . More recently, Ibragimov and Walden (2007) and Ibragimov et al. (2009) have discussed diversification benefits linking heavy-tailed distributions to specific economic models.
In addition to that, the structure of internationally active financial groups has created the need to analyze diversification effects not only at the individual firm or subsidiary level, but also at the group level. For recent advances in the context of group supervision, see for instance or and references therein.
In the present paper we study mathematical properties of diversification effects under the risk measure Value-at-Risk (VaR). For a risky position X with distribution function F , the Value-at-Risk at the level α is defined by VaR α (X) = F ← (α), 0 < α < 1, where F ← (α) = inf {x ∈ R : F (x) ≥ α}, denotes the generalized inverse of F . Under the Basel II/Solvency II framework, VaR α (X) essentially corresponds to the regulatory risk capital a financial institution needs to hold in order to be allowed to carry the risky position X on its books. Note that the level α is given by the respective regulatory authority and is typically close to 1.
Throughout we assume that our potential future losses X 1 , . . . , X n , n ≥ 2, are non-negative independent and identically distributed (iid) random variables with continuous distribution function F . We write F = 1 − F for the tail of F . We assume that F ∈ RV −1/ξ , i.e. for every x > 0,
We will refer to C(α) as the risk concentration (at level α) and to 1 − C(α) as the diversification benefit. For our mathematical discussion below, we do not restrict ourselves to a specific economic interpretation of the rvs X k , but-with regard to possible applications-the reader might want to think of the following examples. Within the Basel II framework, the X k 's could for instance represent the yearly aggregated operational risk (OR) losses of a business line k on an individual firm or subsidiary level; see Basel Committee on Banking Supervision (2006), § 657, 669. Or, in the context of group supervision, the X k 's might be viewed as the total yearly OR loss of a subsidiary company k; see Basel Committee on Banking Supe (2006), § 657. In a Solvency II framework, one might think of the X k 's as the assets and/or liabilities of a subsidiary company k; see for instance for a discussion of risk concentration results in the nonheavy-tailed case.
Due to the non-coherence of VaR, diversification benefits may be positive or negative. A risk concentration value C(α) greater than 1 means nondiversification (i.e. superadditivity of VaR α ) at the level α. In such cases, aggregation of risks would even lead to an increase of regulatory risk capital.
On a side note we remark that the issue of non-diversification does not arise for instance in the Swiss Solvency Test (SST), as there the coherent risk measure Expected Shortfall (ES) is used; see Artzner et al. (1999) . Nevertheless, the asymptotic result (1) still holds under ES (provided that ξ < 1).
Given the high α-levels typically of interest for risk management practice, analyzing risk concentration by means of its empirical counterpart will in general not yield much insight. One is therefore advised to consider (suitable) analytic approximations of C(·). In the simple case of n regularly varying iid losses, relation (1) gives rise to a first-order approximation C 1 (α) ≡ n ξ−1 of C(α) for α close to 1. The asymptotic result (1) has been generalized to situations where the vector X = (X 1 , . . . , X n ) ≥ 0 is multivariate regularly varying with index −1/ξ and with identically distributed margins; see Barbe et al. (2006) , Proposition 2.1 and Embrechts et al. (2009) , Theorem 4.1.
The main issue discussed in this paper is that the convergence in (1) may be arbitrarily slow. As a consequence, in risk management practice, where we are interested in C(α) at some fixed level of α typically ranging from 95% to 99.97%, the first-order approximation C 1 (α) may be too crude as the following example illustrates. Example 1.1 Consider a financial institution holding two risks X 1 and X 2 . Assume that these positions are modeled by X 1 , X 2 iid ∼ F with F ∈ RV −2 . In that case the risk concentration satisfies C(α) → 2 ξ−1 = 1/ √ 2 ≈ 0.71, for α → 1. Therefore, when aggregating X 1 and X 2 , a diversification benefit (reduction of regulatory risk capital) of about 29% would seem reasonable at first sight (for high levels of α). Figure 1 however shows that such an argumentation needs careful rethinking. In what follows, we suggest the reader to keep Figure 1 in mind as a warning against a careless use of asymptotics to justify diversification benefits. Most importantly, the behavior of the risk concentration C(α) at levels of α close to 1 (typically of interest for applications) may be very sensitive, i.e. small changes of α may lead to large changes of C(α). In economic terms this means that while we may well expect diversification benefits of considerable size at a certain level α, this may change rather drastically into non-diversification once we move away only little from that level.
Altogether this motivates the consideration of a second-order approxima-tion for the risk concentration C. Concerning methodology, we draw on the theories of second-order regular variation and second-order subexponentiality.
Our main result, Theorem 3.1, gives the precise asymptotic behavior of the approximation error C(α) − n ξ−1 as α → 1. As it turns out, asymptotically two situations may arise. Without going into details at this point, it is either the asymptotic behavior in the second-order regular variation part or the one in the second-order subexponential part that dominates in the limit.
For the more applied risk management end-user, the main message is that, not only for infinite mean but also for finite mean models used in financial and insurance risk management, aggregating risks may somewhat surprisingly result in a negative diversification benefit (under VaR).
The paper is organized as follows. Section 2 recalls basic definitions and results on second-order regular variation and second-order subexponentiality. In Section 3 we present our main result on the second-order behavior of the risk concentration C(α). In Section 4 we apply this result to different distribution functions relevant for practice.
Preliminaries
The tail quantile function associated with the distribution function F is denoted by U F (t) = (1/F )
Where clear from the context, we omit the subscript and write U instead of U F . Recall that F ∈ RV −1/ξ for some ξ > 0 is equivalent to U ∈ RV ξ . In this case we write
, where L U ∈ RV 0 denotes the slowly varying function associated with U.
The distribution function of the sum X 1 + · · · + X n is denoted by G and due to the iid assumption we have G(x) = F n * (x), the n-fold convolution of F . Since F is regularly varying, F is subexponential and hence
see for instance Embrechts et al. (1997) , Corollary 1.3.2. In terms of quantiles, setting G ← (α) = x, we obtain
due to the Uniform Convergence Theorem for regularly varying functions; see for instance Bingham et al. (1987) , Theorem 1.5.2. This implies
In order to analyze the convergence rate of C(α) to n ξ−1 as α → 1, the derivation in (2) suggests to study the second-order behavior in the two limit relations
Rate of convergence results for (3) are well-established within the framework of second-order regular variation; see for instance de Haan and Ferreira (2006), Section 2.3 and Appendix B.3 for an introduction. Rate of convergence results for (4) may be obtained using the framework of secondorder subexponentiality; see for instance Willekens (1986, 1987) and Barbe and McCormick (2005) . Below we review these two concepts.
2.1. Second-order regular variation Definition 2.1 (Second-order regular variation) A function U ∈ RV ξ with ξ > 0 is said to be of second-order regular variation with parameter ρ ≤ 0, if there exists a function a(·) with lim t→∞ a(t) = 0 such that
with the obvious interpretation for ρ = 0. In this case we write U ∈ 2RV ξ,ρ (a) and refer to a(·) as the auxiliary function of U.
Note that U ∈ 2RV ξ,ρ is equivalent to
It is well known that if a non-trivial limit H ξ,ρ in (5) exists which is not a multiple of s ξ , then it is necessarily of the form stated. Furthermore, the auxiliary function satisfies |a| ∈ RV ρ ; see for instance de Haan and Stadtmüller (1996) , Theorem 1. The second-order parameter ρ thus governs the rate of convergence in (3), i.e. the smaller |ρ|, the slower the convergence.
A broad and frequently used subclass of models satisfying (5) is given by the so-called Hall class; see also Hall (1982) .
Definition 2.2 (Hall Class) A distribution function F is said to belong to the Hall class if its quantile function U admits the asymptotic representation U(t) = c t ξ 1 + d t ρ + o(t ρ ) as t → ∞, for some c > 0, d ∈ R \ {0}, and first-and second-order parameters ξ > 0 and ρ < 0.
In terms of tail functions this means that we consider models of the form
Note that the tail quantile function of a loss model in the Hall class obviously satisfies U ∈ 2RV ξ,ρ (a) with a(t) ∼ dρt ρ as t → ∞.
[Throughout the paper we mean by f 1 (t) ∼ f 2 (t) for t → t 0 that f 1 (t)/f 2 (t) → 1 as t → t 0 .] Conversely, loss models that are second-order regularly varying with ρ < 0 and with auxiliary function a(t) ∼ dρt ρ for t → ∞ are members of the Hall class. This follows from the Representation Theorem for extended regularly varying functions; see Bingham et al. (1987) , Theorem 3.6.6. Remark 2.3: For the standard Pareto model U(t) = t ξ , the convergence in (3) is immediate. We interpret this case as U ∈ 2RV ξ,−∞ .
Heavy-tailed models U ∈ 2RV ξ,ρ not belonging to the Hall class include for instance the loggamma or the g-and-h distribution (ρ = 0 in both cases).
Second-order subexponentiality
Second-order subexponentiality results by Barbe and McCormick (2005) (Theorems 2.2 and 2.5) are summarized in the following proposition; see also Willekens (1986, 1987) for similar results.
Proposition 2.4 Assume that F is differentiable with F (0) = 0. If for some ξ > 0, F (x)/ (x f (x)) → ξ as x → ∞, then for n ≥ 2 and with Remarks: i) In defining c ξ for 1 < ξ < 2 we make use of the analytic continuation of the gamma function Γ to C\{0, −1, −2, . . .}; see Abramowitz and Stegun (1972) , Formula 6.1.2.
ii) Note that c ξ is strictly decreasing in ξ and thus c ξ = 0 if and only if ξ = 2; see also Figure 2 . In that case, Proposition 2.4 does not yield a (proper) second-order result for convolutions in that particular case.
To the best of our knowledge, second-order asymptotics of the above form for ξ = 2 are not available in the literature (except for special cases, such as stable laws).
iii) In the case ξ = 1 and µ F = ∞, we have f = F ′ ∈ RV −2 . Karamata's Theorem implies that µ F (x) = x 0 tf (t)dt is slowly varying; see for example de Haan and Ferreira (2006) , Theorem B.1.5. iv) By Proposition 2.4, the asymptotic behavior of the function b is fully specified and we have b ∈ RV −(1∧1/ξ) with ξ > 0.
Main result
Combining the concepts of second-order regular variation and secondorder subexponentiality, we obtain a second-order result for the risk concentration C. It may be viewed as a partial quantile analogue of Theorem 3.2 in Geluk et al. (1997) . Recall the notations in the previous sections, in particular in Proposition 2.4. Theorem 3.1 Let X 1 , . . . , X n iid ∼ F be positive random variables and let U = (1/F ) ← be such that t U ′ (t)/U(t) → ξ > 0. Suppose that U ∈ 2RV ξ,ρ (a) for some ρ ≤ 0 and with auxiliary function a(·) of ultimately constant sign. If ρ = −(1 ∧ ξ), then, for fixed n ≥ 2 and as α → 1,
where A(α) and K ξ,ρ (n) are given as follows:
(ii) case ρ > −(1 ∧ ξ):
Proof: See Appendix.
As an approximation to the risk concentration C(α), Theorem 3.1 suggests to consider a second-order approximation C 2 (α) = n ξ−1 + K ξ,ρ (n)A(α), for α < 1.
According to Theorem 3.1 two situations arise. Note that
where b • F ← ∈ RV −(1∧ξ) and |a| ∈ RV ρ . Now if ρ < −(1 ∧ ξ), then b F ← (α) vanishes faster than a 1/(1 − α) as α → 1. This motivates the following terminology: a loss model is said to be of fast convergence if U ∈ 2RV ξ,ρ with first-and second-order parameters satisfying ρ < −(1 ∧ ξ), and of slow convergence, if ρ > −(1 ∧ ξ); see Figure 3. A refinement of the proof of Theorem 3.1 also allows to treat the boundary case ρ = −(1 ∧ ξ). This case seems to be of less relevance for practical applications though.
Addendum
Let U ∈ 2RV ξ,ρ (a) satisfy the conditions of Theorem 3.1. Suppose, in addition, that for some q ∈ R \ {0}
where b(·) is as in Proposition 2.4. Then, for n ≥ 2 and α → 1,
with H ξ,ρ (·) and J ξ (·) as in Definition 2.1 and Proposition 2.4 respectively. 
A proof is given in the Appendix.
Examples
In this section we consider the situation of Theorem 3.1 for different loss models. For notational convenience we focus on the case ρ = −(1 ∧ ξ). For the Hall class, Theorem 3.1 specializes as follows.
Corollary 4.1 Let U belong to the Hall class (i.e. U(t) = c t
, ξ > 0, and ρ < 0) and satisfy the assumptions of Theorem 3.1. Then, the function A(·) in Theorem 3.1 can be chosen as
, with tail function F (x) = (1 + x τ ) −κ for some τ, κ > 0. In terms of its tail quantile function this writes as
so that U belongs to the Hall class with parameters c = 1, d = −1/τ , ξ = 1/(τ κ), and ρ = −1/κ. By (6) the tail quantile function U is given in an explicit form as well as through an asymptotic expansion, so that we may use either Theorem 3.1 or Corollary 4.1 to derive a second-order result for C. Using the former we obtain in the case of fast convergence, i.e. for κ ∧ (1/τ ) < 1,
as α → 1 and where B(x, y) =
denotes the Beta function. In case of slow convergence, i.e. if κ ∧ (1/τ ) > 1, Theorem 3.1 together with Remark 3.2 suggests to consider the expansion
The gain of a second-order approximation C 2 over a first-order approximation C 1 is illustrated in Figure 4 for the case of a fast converging Burr and an exact Pareto model. For practical purposes, it is essential to know whether C(α) approaches its ultimate value n ξ−1 from above or from below as α tends to 1. For a loss model U ∈ 2RV ξ,ρ satisfying the assumptions of Theorem 3.1 with ρ < −(1 ∧ ξ) (fast convergence case), the derivative of C 2 satisfies In the case of slowly converging loss models, the situation is more involved. For U ∈ 2RV ξ,ρ with ρ > −(1 ∧ ξ), the ultimate behavior of C ′ 2 depends on the exact form of L U so that in general no precise statement can be made without extra assumptions. Still, for distributions in the Hall class, C(α) will approach its limit n ξ−1 from above (below) if d is negative (positive).
Within the class of slowly converging loss models, the case ρ = 0 deserves special attention, as in this case the decay of |a| in (5) may be arbitrarily slow. This is due to the behavior of the associated slowly varying function L U which, in the case ρ = 0, may indeed be rather misleading; see for instance Degen and Embrechts (2008) , Section 4. A prime example for this is provided for instance by Tukey's g-and-h distribution.
Example 4.3 (g-and-h) A random variable X is said to follow Tukey's g-and-h distribution with parameters a, b, g, h ∈ R, if X satisfies
where Z ∼ N (0, 1) and with the obvious interpretation for g = 0. Note that in principle such random variables need not be positive. In for financial risk management practice relevant cases the parameters typically satisfy b, g, h > 0, so that we may bypass this issue using the notion of right tail dominance; see Barbe and McCormick (2005) . Suppose X 1 , . . . , X n are iid g-and-h random variables with a = 0, b = 1 and g, h > 0. Then one shows that U ∈ 2RV ξ,ρ with ξ = h, ρ = 0 and that
where we used the standard asymptotic expansion for the tail of the normal distribution given by Φ(x) = e −x 2 /2 /( √ 2πx) (1 + O (1/x 2 )), x → ∞; see for instance Abramowitz and Stegun (1972) , p. 932. Therefore, we obtain the following second-order asymptotics for the risk concentration:
Depending on the parameter values of g and h, C(·) may be growing extremely fast when moving away from α = 1; see Figure 5 . In that figure we compare a g-and-h with a Burr model of slow convergence and with a standard Pareto model. Note that we choose the tail index as ξ = 0.5 in each model. Figure 5 allows us to draw the following conclusions. Even at high levels of α < 1, the diversification benefit promised by first-order theory may vanish rather quickly and may even get negative. For the g-and-h model of Figure  5 , the regime switch from sub-to superadditivity takes place at the extreme level of α ≈ 99.95%. The second-order approximation C 2 is able to capture this behavior better than C 1 . 
with the obvious interpretation for ρ = 0. From Proposition 2.4 we then get
for α → 1 and where we have used the expansion (1 + y) ξ = 1 + ξy + o(y) as y → 0. Note that, due to regular variation of b, we have
Define A(α) = b(F ← (α)) + a 1 1−α . Note that b • F ← ∈ RV −(1∧ξ) and |a| ∈ RV ρ . Due to the regular variation properties of b and a and since ρ = −(1∧ξ) this implies that
as α → 1, which yields the result.
Proof (Remark 3.2): U ∈ 2RV ξ,ρ (a) (with ρ ≤ 0 < ξ) with auxiliary function a(·) implies U ∈ RV ξ and we write U(t) = t ξ L(t) for some slowly varying function L. With this notation and for s > 0,
Hence L ∈ ERV ρ (B), i.e. L is extended regularly varying with index ρ ≤ 0 and auxiliary function B(t) = a(t)L(t). For an introduction to ERV we refer to de Haan and Ferreira (2006) , Appendix B.2. Case ρ = 0: We write L(t) = L(t 0 ) + t t 0 L ′ (s)ds. The ultimate monotonicity of L ′ guarantees L ′ ∈ RV −1 by the Monotone Density Theorem for Π-variation; see Bingham et al. (1987) , Corollary 3.6.9. In that case, tL ′ (t) is an auxiliary function, hence necessarily B(t) ∼ tL ′ (t), t → ∞; see de Haan and Ferreira (2006) , Remark B.2.6. Case ρ < 0: In that case, the limit lim t→∞ L(t) = L(∞) exists and is finite. Set f (t) = L(∞) − L(t) = = −1/ρ and f (t) ∈ RV ρ , by Theorem B.2.2 in de Haan and Ferreira (2006) . Ultimate monotonicity of L ′ implies that
→ −ρ by Proposition B.1.9 11) of de Haan and Ferreira (2006) and hence B(t) ∼ tL ′ (t) as t → ∞. Altogether, we thus obtain a(t) = B(t) L(t)
− ξ as t → ∞.
