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Abstract
We study the typical growth rate of the number of words of length n which can
be extended to β-expansions of x. In the general case we give a lower bound for
the growth rate, while in the case that the Bernoulli convolution associated to
parameter β is absolutely continuous we are able to give the growth rate precisely.
This gives new necessary and sufficient conditions for the absolute continuity of
Bernoulli convolutions.
1 Introduction
Given β ∈ (1, 2] and x ∈ Iβ :=
[
0, 1
β−1
]
, a β-expansion of x is a sequence (xn)
∞
n=1 ∈
{0, 1}N for which
x =
∞∑
n=1
xiβ
−i.
For β = 2 these are the familiar binary expansions, almost every x ∈ [0, 1] has a unique
binary expansion but there are a countable number of x which have two expansions.
The situation for β ∈ (1, 2) is much more complicated; the set Eβ(x) of β-expansions
of x ∈ Iβ may be a singleton set [3], or have any positive integer cardinality [4], but it
is typically uncountable [3, 14]. Since the work of Renyi [13] and Parry [10], there has
been a great deal of interest in expansions of real numbers in non-integer bases.
Finer information on the structure of Eβ(x) can be given by defining
Enβ (x) := {(x1, · · · , xn) ∈ {0, 1}n|∃(xn+1, xn+2, · · · ) : x =
∞∑
k=1
xkβ
−k}
and studying the growth of Nn(x; β) := |Enβ (x)| as n increases. The maximal growth
rate of Nn(x; β) was studied in [7], while the growth rate for Lebesgue almost-every x
was studied in [6], where precise information was given in the case that β is a Pisot
number as well as some estimates for the general case.
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This question is also linked to the question of absolute continuity of Bernoulli convolu-
tions. For β ∈ (1, 2), the Bernoulli convolution νβ is defined as the weak star limit of
the measures
νβ,n :=
1
2n
∑
a1···an∈{0,1}n
δ∑n
i=1 aiβ
−i ,
where δx denotes the Dirac measure supported on {x}. It is a long standing open prob-
lem to determine for which parameters β the corresponding Bernoulli convolution is
absolutely continuous; it is known that almost every β ∈ (1, 2) admits an absolutely
continuous Bernoulli convolution [15], but that if β is a Pisot number then the corre-
sponding convolution is singular [5]. For a survey of Bernoulli convolutions, including
various alternative definitions, see [11].
It was shown in [12] that the quantity
lim sup
n→∞
(
β
2
)n
Nn(x; β)
is uniformly bounded if and only if νβ is absolutely continuous and has bounded den-
sity. This generalised a previous condition of Garsia and was termed the Garsia-Erdo˝s
condition.
The main focus of this article is to prove results on the typical growth rate of Nn(x; β)
in the case that the Bernoulli convolution associated to β is absolutely continuous.
A consequence of our results is that we are able to give new necessary and sufficient
conditions for the absolute continuity of Bernoulli convolutions without imposing any
further conditions on the density.
We also show how the growth rate ofNn(x; β) can be studied using the ergodic properties
of the random β-transformation of Dajani and Kraaikamp [2]. Our techniques allow us
to prove an almost everywhere lower bound on the growth rate of Nn(x; β) for β ∈ (1, 2),
extending a result of [6].
In section 2 we give our results for the case that νβ is absolutely continuous and explain
how these can be viewed as a generalisation of the techniques of Garsia. In section 3
we prove these results using an operator based on the self-similarity of the invariant
density. In section 4 we give a result for general β using the random β-transformation.
2 Results
We find it more convenient to deal with a renormalised version of Nn(x; β). For n ∈ N
we define functions fn : Iβ → R by
fn(x) :=
(
(β − 1)βn
2n
)
Nn(x; β).
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Since
∑∞
i=n+1 xiβ
−i can take any value in [0, 1
(β−1)βn ], we have that a word x1, · · · , xn is
an element of Enβ (x) if and only if
n∑
i=1
xiβ
−i ∈
[
x− 1
(β − 1)βn , x
]
.
So for each n, the value of fn(x) is equal to
(β−1)βn
2n
multiplied by the number of words
x1, · · · , xn for which
∑n
i=1 xiβ
−i ∈
[
x− 1
(β−1)βn , x
]
. Then since there are 2n choices of
x1, · · · , xn, each of which cover an interval of size 1(β−1)βn , we see that∫
Iβ
fn(x)dx = 1.
We further define
f(x) := lim sup
n→∞
fn(x)
and
f(x) := lim inf
n→∞
fn(x).
The following is our main theorem.
Theorem 2.1. The Bernoulli convolution νβ is absolutely continuous if and only if
0 <
∫
Iβ
f(x)dx <∞.
In this case, one automatically has that
∫
Iβ
f(x)dx ≤ 2 and that if νβ has density hβ
then
hβ(x) =
f(x)∫
Iβ
f(x)dx
.
We have a slightly weaker theorem for f .
Theorem 2.2. Suppose that
0 <
∫
Iβ
f(x)dx <∞.
Then νβ is absolutely continuous with density function
hβ(x) =
f(x)∫
Iβ
f(x)dx
.
Conversely, if νβ is absolutely continuous with bounded density function hβ then f(x)
satisfies
0 <
∫
Iβ
f(x)dx <∞.
Theorems 2.1 and 2.2 give immediate consequences for the growth rate of Nn(x; β).
In particular, because νβ is absolutely continuous for almost every β ∈ (1, 2) and has
bounded density for almost every β ∈ (1,√2) (see [15]) we have the following.
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Corollary 2.1. For almost every β ∈ (1, 2), and for (Lebesgue) almost every x ∈ Iβ,
lim sup
n→∞
1
n
log(Nn(x; β)) = log
(
2
β
)
For almost every β ∈ (1,√2) and for (Lebesgue) almost every x ∈ Iβ,
lim
n→∞
1
n
log(Nn(x; β)) = log
(
2
β
)
.
These results contrast with the case that β is a Pisot number. It was shown in [6] that
if β is a Pisot number then
lim
n→∞
1
n
log(Nn(x; β)) < log
(
2
β
)
.
2.1 Comparison with the Garsia entropy technique
In [8], Garsia approached the question of the potential singularity of Bernoulli convolu-
tions by considering the entropy of the measures νβ,n, where the entropy of a discrete
measure m supported on a finite set {x1, · · · , xk} is defined as
H(m) = −
k∑
i=1
m(xi) log(m(xi)).
Garsia showed that if
lim
n→∞
H(νβ,n)
n
< log(β)
then νβ is singular. This was used to provide an alternative proof that Pisot num-
bers admit singular Bernoulli convolutions, but has not been successful in determining
whether νβ is singular or absolutely continuous for any other β. Garsia’s approach can
be characterised as quantifying to what extent the finite sums
∑n
i=1 xiβ
−i coincide for
different choices of x1, · · · , xn.
Rather than asking for coincidence of these finite sums, our approach asks about cluster-
ing. The functions fn have integral 1 and take values fn(x) proportional to the number
of elements of
Dn :=
{
n∑
i=1
xiβ
−i : xi ∈ {0, 1}
}
which lie in
[
x− 1
(β−1)βn , x
]
. Then the regularity of the function fn describes the degree
of clustering in Dn. In particular, if
∫
Iβ
f(x)dx ∈ {0,∞} then this corresponds to a high
degree of clustering in the sets Dn as n tends to infinity.
Thus, our results can be interpreted as saying that the absolute continuity or singularity
of the Bernoulli convolution can be determined by measuring the degree of clustering in
the sets Dn.1
1This perspective on the question of counting β-expansions arose out of conversations with Evgeny
Verbitskiy, many thanks to Evgeny for these.
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3 An Operator on Densities
The results stated in the previous section come from simple analysis of a naturally
defined operator related to Bernoulli convolutions. Bernoulli convolutions satisfy the
self-similarity relation
νβ =
1
2
(νβ ◦ T0 + νβ ◦ T1)
where Ti(x) : βx − i. This implies that if νβ is absolutely continuous with density hβ
then hβ must also satisfy a self-similarity relation:
hβ(x) =
β
2
(hβ(βx) + hβ(βx− 1)) .
We define the operator P : L1(R)→ L1(R) by
P (f)(x) =
β
2
(f(βx) + f(βx− 1)) .
P preserves the set of densities
D := {f ∈ L1 : f ≥ 0,
∫
R
f(x)dx = 1, x /∈ Iβ =⇒ f(x) = 0}.
The absolute continuity of νβ is equivalent to the existance of a function hβ ∈ D satis-
fying P (hβ) = hβ.
Lemma 3.1. The following are elementary properties of P
1. f ≤ g =⇒ P (f) ≤ P (g)
2. P (kf) = kP (f) ∀k ∈ R
3. If f ≥ 0 then ∫
R
P (f) =
∫
R
f
4. If P has fixed point hβ then ||P (f)− hβ||1 ≤ ||f − hβ ||1 for all f ∈ L1.
Proof. The first two statements follow immediately from the definition of P . The third
statement follows from the fact that, for each i∫
R
f(Ti(x))dx =
1
β
∫
R
f(x)dx.
The fourth statement is just an application of the triangle inequality. Using that P (hβ) =
hβ, we have that∫
R
|P (f)(x)− hβ(x)|dx =
∫
R
∣∣∣∣β2 (f(βx)− hβ(βx) + f(βx− 1)− hβ(βx− 1))
∣∣∣∣ dx
≤ β
2
(∫
R
|f(βx)− hβ(βx)| dx+
∫
R
|f(βx− 1)− hβ(βx− 1)| dx
)
=
β
2
(
1
β
∫
R
|f(x)− hβ(x)|dx+ 1
β
∫
R
|f(x)− hβ(x)|dx
)
=
∫
R
|f(x)− hβ(x)|dx
as required.
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We now link P with the functions defined in the first section.
Lemma 3.2.
fn = P
n((β − 1)χIβ)
where χIβ is the indicator function on the interval Iβ.
Proof. Expanding P , we see that
P n((β − 1)χIβ)(x) = (β − 1)
(
β
2
)n ∑
x1,··· ,xn∈{0,1}n
χIβ(Txn ◦ Txn−1 ◦ · · ·Tx1(x))
But a word x1, · · · , xn ∈ {0, 1}n is in Enβ (x) if and only if Txn ◦ Txn−1 ◦ · · ·Tx1(x) ∈ Iβ,
see for example [2]. This gives that∑
x1,··· ,xn∈{0,1}n
χIβ(Txn ◦ Txn−1 ◦ · · ·Tx1(x)) = Nn(x; β).
Then since fn := (β − 1)
(
β
2
)nNn(x; β) we have the required result.
The next four lemmas prove our main results.
Lemma 3.3. If νβ is absolutely continuous then 0 <
∫
Iβ
f(x)dx.
Proof. We suppose that νβ is absolutely continuous with density hβ, and for a contradic-
tion suppose that
∫
Iβ
f(x)dx = 0. Consequently we have that fn = P
n((β − 1)χIβ)→ 0
for Lebesgue almost every x. Now if P n((β − 1)χIβ) → 0 almost everywhere, then
linearity and monotonicity of P give that for any bounded g ∈ D, P n(g) → 0 almost
everywhere. Since hβ ∈ L1 we can, for any 0 < ǫ < 12 , take a bounded function gǫ ∈ D
with
||hβ − gǫ||1 < ǫ.
But P n(gǫ) → 0 a.e. since gǫ is bounded. Then since hβ has integral 1, we see that
eventually
||hβ − P n(gǫ)||1 > 1
2
> ǫ.
This contradicts part 4 of lemma 3.1, the non expansiveness of P in L1.
Lemma 3.4. If νβ is absolutely continuous then
∫
Iβ
f(x)dx ≤ 2.
Proof. In order to show that
∫
Iβ
f(x)dx ≤ 2 we in fact show that f(x) ≤ 2hβ(x). Given
some word x1, · · · , xn ∈ {0, 1}n, we see that all sequences x starting with word x1, · · · , xn
are β-expansions of points
x =
∞∑
i=1
xiβ
−i ∈
[
n∑
i=1
xiβ
−i,
n∑
i=1
xiβ
−i +
1
(β − 1)βn
]
.
Now we suppose for each j ∈ {1, · · · ,Nn(x; β)}, xj1, · · · , xjn ∈ Enβ (x). Then
n∑
i=1
xjiβ
−i ∈
[
x− 1
(β − 1)βn , x
]
,
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and so for any m > n, j ∈ {1, · · · ,Nn(x; β)} and any word x1, · · · , xm starting with
xj1, · · · , xjn we have that
m∑
i=1
xiβ
−i ∈
[
x− 1
(β − 1)βn , x+
1
(β − 1)βn
]
.
There are at least 2m−nNn(x; β) such words. Hence
νβ,m
[
x− 1
(β − 1)βn , x+
1
(β − 1)βn
]
≥ 1
2m
(Nn(x; β).2m−n) = Nn(x; β)
2n
Then using that νβ,m → νβ, multiplying each side by βn, and using the fact that
lim
n→∞
(β − 1)βn
2
νβ
[
x− 1
(β − 1)βn , x+
1
(β − 1)βn
]
= hβ(x)
we get that
f(x) = lim sup
n→∞
(β − 1)
(
β
2
)n
Nn(x; β) ≤ 2hβ(x).
A similar argument was used in Appendix C of [12] to bound
(
β
2
)nNn(x; β) in the case
that hβ(x) is bounded. The authors attributed the argument to Yuval Peres. We now
relate f to hβ.
Lemma 3.5. If f has positive finite integral then νβ is absolutely continuous and
f∫
Iβ
f(x)dx
= hβ. The same is true for f .
Proof. We proved in lemma 3.2 that fn(x) = P
n((β − 1)χIβ), which gives in particular
that
fn(x) = P (fn−1(x)) =
β
2
(fn−1(βx) + fn−1(βx− 1))
Then since lim sup(an + bn) ≤ lim sup an + lim sup bn, we have that
f(x) ≤ β
2
(f(βx) + f(βx− 1)),
i.e. P (f) ≥ f . But since f is non negative, part 3 of lemma 3.1 gives that ∫
R
P (f) =
∫
R
f .
So we must have that P (f) = f almost everywhere.
Then we see that
f∫
R
f
has integral one and is a fixed point of P , and therefore it must be
equal to hβ almost everywhere. Similar arguments work for f using that P (f) ≤ f .
Lemmas 3.3, 3.4 and 3.5 complete the proof of Theorem 2.1. Finally, we prove the
following lemma.
Lemma 3.6. If νβ is absolutely continuous and has bounded density function hβ then
0 <
∫
Iβ
f(x)dx ≤ 1.
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Proof. Fatou’s lemma gives us that∫
Iβ
f(x)dx ≤ lim inf
n→∞
∫
Iβ
fn(x)dx = 1
Now we assume that νβ is absolutely continuous with bounded density hβ < C for some
C > 0. We suppose that hβ(x) > 0, this holds for almost every x ∈ Iβ , see [9]. Applying
the operator P n times to hβ we see that
hβ(x) =
(
β
2
)n ∑
x1,··· ,xn∈Enβ (x)
hβ(Txn ◦ Txn−1 ◦ · · ·Tx1(x))
≤
(
β
2
)n
Nn(x; β).C,
where we have used that |Enβ (x)| = Nn(x; β) and that hβ(Txn ◦ Txn−1 ◦ · · ·Tx1(x)) < C
for each x1, · · · , xn ∈ {0, 1}n.
Then rearranging and taking the lim inf we see that
lim inf
n→∞
P n(x) = lim inf
n→∞
(β − 1)
(
β
2
)n
Nn(x; β) ≥ (β − 1)h(x)
C
as required.
Lemmas 3.5 and 3.6 complete the proof of Theorem 2.2.
4 Counting expansions using the random β-transformation
In section 2 we gave results on the growth rate of Nn(x; β) which hold for almost all
β ∈ (1, 2). In this section we take an alternative approach, using the ergodic theory of
the random β-transformation to study the growth rate of Nn(x; β) for all β ∈ (1, 2).
In [6], Feng and Sidorov proved that for all β ∈
(
1, 1+
√
5
2
)
there exists a constant
c(β) > 0 such that for all x ∈ Iβ
lim inf
n→∞
log(Nn(x; β))
n
≥ c(β).
We extend this result beyond the case that β ∈ (1, 1+
√
5
2
).
Theorem 4.1. For every β in (1, 2), there exists c(β) > 0 such that for almost all
x ∈ (0, 1
β−1),
lim inf
n→∞
log(Nn(x; β))
n
≥ c(β).
In fact the above theorem extends to all non integer β > 1, the proof for β > 2 follows
that given below but has more complicated notation, and can be found in the author’s
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thesis. We stress that, in the case that β ≥ 1+
√
5
2
, the almost all x ∈ (0, 1
β−1) of Theorem
4.1 cannot be extended to hold for all x ∈ (0, 1
β−1). There are, for example, points x
with unique β-expansion.
In [2], Dajani and Kraaikamp defined the random β-transformation Kβ : {0, 1}N ×
[0, 1
β−1 ]→ {0, 1}N × [0, 1β−1 ] by
Kβ(ω, x) =


(ω, T0(x)) x ∈ [0, 1β )
(σ(ω), Tω1(x)) x ∈ [ 1β , 1β(β−1) ]
(ω, T1(x)) x ∈ ( 1β(β−1) , 1β−1 ]
.
Given a pair (ω, x), a beta expansion of x is generated by iterating Kβ(ω, x). If the nth
iteration of Kβ(ω, x) applies T0 to the second coordinate we put xn = 0, if it applies T1
to the second coordinate we put xn = 1. The sequence (xn) is a β-expansion of x [2].
0 1
β
1
β(β−1)
1
β−1
1
β−1
Figure 1: The projection onto the first coordinate of Kβ for β =
1 +
√
5
2
This allows the study of all β-expansions of x, each different choice of ω corresponds
to a different β-expansion of x, up to a set of measure zero, and all β-expansions are
given this way. We refer to the β-expansion (xn)
∞
n=1 obtained by iterating Kβ(ω, x) as
the β-expansion of x generated by ω.
We define the switch region S := [ 1
β
, 1
β(β−1) ]. When the orbit of (ω, x) enters Sˆ := Ω×S
we are allowed a choice about how to continue the β-expansion, this choice is made by
looking at the first digit of the sequence ω. We define the hiting number
h(ω, x, n) := #{i ∈ {1, · · · , n} : Kiβ(ω, x) ∈ Sˆ}.
We note that the dependence of h(ω, x, n) on the sequence ω is really just a dependence
on the finite word ω1, · · · , ωh(ω,x,n), since ω only influences the orbit of x when Knβ (ω, x)
enters the switch region Sˆ. We see that the β-expansions of x generated by ω and ω′
agree to the first n places if and only if ω1, · · · , ωh(x,ω,n) = ω′1, · · · , ω′h(x,ω′,n).
In [1], Dajani and de Vries showed that Kβ has invariant probability measure µˆβ =
µβ ×m, where µβ is absolutely continuous with respect to λ (Lebesgue measure), and
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m is the (1
2
, 1
2
) Bernoulli measure on {0, 1}N. They also showed that Kβ is ergodic with
respect to this measure.
We begin by describing Nn(x; β) in terms of h(ω, x, n) and m.
Lemma 4.1. Nn(x; β) =
∫
{0,1}N 2
h(ω,x,n)dm
Proof. The set Enβ (x) of n-prefixes of β-expansions of x corresponds to the number of
different words ω1, · · · , ωh(ω,x,n) for ω ∈ {0, 1}N. So defining
Ω(x, n) := {ω1, · · · , ωh(x,ω,n) : ω ∈ {0, 1}N},
we have |Ω(x, n)| = Nn(x; β).
We see that m[ω1, · · · , ωh(ω,x,n)] = 2−h(ω,x,n). Then
|Ω(x, n)| =
n∑
k=1
|{ω1, · · · , ωh(ω,x,n) : ω ∈ {0, 1}N, h(ω, x, n) = k}|
=
n∑
k=1
2km{ω ∈ {0, 1}N : h(ω, x, n) = k}
=
∫
{0,1}N
2h(ω,x,n)dm
as required.
From this point the proof of Theorem 4.1 is straightforward. By the ergodic theorem
we have that for almost every (ω, x) (with respect to µˆβ) in [0,
1
β−1 ]× {0, 1}N,
lim
n→∞
h(ω, x, n)
n
= µˆβ(Sˆ) = µβ(S).
Decomposing µˆβ = m× µβ, and recalling that µβ is absolutely continuous with respect
to λ, we get that for almost every x (w.r.t. λ), for almost every ω (w.r.t. m),
lim
n→∞
h(ω, x, n)
n
= µβ(S).
Then, since almost everywhere convergence implies convergence in probability, we have
that for almost every x and for all ǫ, δ > 0 there exists a constant Nǫδ such that for all
n > Nǫδ,
m
(
{ω ∈ {0, 1}N :
∣∣∣∣h(ω, x, n)n − µβ(S)
∣∣∣∣ ≥ ǫ}
)
< δ.
We define the good set
G(n, x, ǫ) = {ω ∈ {0, 1}N :
∣∣∣∣h(ω, x, n)n − µβ(S)
∣∣∣∣ < ǫ}
= {ω ∈ {0, 1}N : n(µβ(S)− ǫ) < h(ω, x, n) < n(µβ(S) + ǫ)}.
Now
m(G(n, x, ǫ)) > 1− δ,
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and so for almost every x,∫
{0,1}N
2h(ω,x,n)dm ≥
∫
G(n,x,ǫ)
2h(ω,x,n)dm
≥ (1− δ)2n(µβ(S)−ǫ).
Then
Nn(x; β) ≥ (1− δ)(2n(µβ(S)−ǫ)),
and since ǫ and δ were arbitrary, we have
lim inf
n→∞
log(Nn(x; β))
n
≥ log(2)µβ(S).
This completes the proof of Theorem 4.1.
The constant c(β) = log(2)µβ(S) can be computed exactly using using a formula for the
density of µβ which will appear in forthcoming work by the author. This formula is rem-
iniscent of the formula of Parry for the invariant density of the greedy β-transformation,
see [10]. Unfortunately, the lower bound log(2)µβ(S) on the growth rate of Nn(x; β) is
not sharp.
5 Further Questions
There are some further questions that arise naturally. The first is whether the absolute
continuity of νβ is equivalent to the convergence of fn to a the density of νβ. We make
the following conjecture.
Conjecture 1. If νβ is singular then limn→∞ fn(x) = 0 almost everywhere. If νβ is
absolutely continuous then limn→∞ fn(x) exists almost everywhere and is equal to the
density of νβ.
Bernoulli convolutions are often studied via the sequence of measures νβ,n, which con-
verge weakly to νβ. One could also define a sequence of measures mβ,n to be the
probability measures with density fn. These measures are the measures obtained by
letting mβ,0 be normalised Lebesgue measure on Iβ and by defining
mβ,n+1 =
1
2
(mβ,n ◦ T0 +mβ,n ◦ T1) .
It is easy to see that the sequence (mβ,n) converges weak
∗ to νβ. A proof of the above
conjecture would show that if mβ is absolutely continuous then (mβ,n) converges in the
stronger sense that the densities converge almost everywhere to hβ . This would be useful
in determining, for example, the multifractal properties of νβ.
Our second question is whether one can use the fact that Kβ is a Markov map when β
is a Salem number to calculate Nn(x; β). Pisot numbers are the only known examples
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of β for which νβ is singular, but Salem numbers are widely regarded as the most likely
candidates for non-Pisot values of β which may yield singular Bernoulli convolutions.
Feng and Sidorov calculated the growth of Nn(x; β) for Pisot values of β, if one were
able to extend their methods to include Salem numbers it would allow one to determine
whether Salem numbers have absolutely continuous Bernoulli convolutions or not.
Finally, we ask whether it is possible to improve our proof of Theorem 4.1 in order to
get precise lower bounds on Nn(x; β) using the Kβ map. Lemma 4.1 describes Nn(x; β)
accurately in terms of h(ω, x, n), but the ergodic theory that we use in our subsequent
analysis of h(ω, x, n) is not strong enough to give a sharp lower bound. Perhaps a more
delicate analysis of the ergodic theory of Kβ could yield better understanding of the
growth of Nn(x; β).
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