Abstract
Introduction
Speaker identification has been a wide and attractive area of speaker recognition research. It has been the process of determining from which of the registered speaker when a given utterance comes. Furthermore, speaker identification systems have described two tasks: text-dependent and textindependent speaker identification.
By text-dependent speaker identification, the text in both training and testing data is the same or is known. By text-independent speaker identification, the identification procedure should work for any text in either training or testing data. Success in both identification tasks has depended on extracting and modeling the speaker characteristics of the speech signal [18] .
There are many techniques proposed to model the speakers, e.g., vector quantization, hidden Markov model, Gaussian Mixture Model and neural networks.
In recent years, it is more common to represent speakers with the Gaussian Mixture Model (GMM) [19] . This method has been the most successful because of many factors such as the probabilistic framework, the high-accuracy recognition and the remarkable capability to model irregular data [20] . This characteristic makes it very suitable to have a smooth estimation of speaker's acoustic variability [21] , e.g., emotion, health, etc.
In the speech community, a new classification method called Support Vector Machines (SVM) based on the principle of structural risk minimization has found a great attention [9, 3] . SVMs are attractive because they discriminate between classes (for example, a speaker and a set of impostors) and could be used to train non-linear decision boundaries in an efficient manner. Some researchers, in last few years, proposed methods following this way in speaker identification tasks with much success [12, 16] .
The combination of both methods GMM and SVM has been viewed as an interest direction for speaker identification task. This paper describes a classification scheme that incorporates both the GMM and the SVM in a way that the robustness advantage of the statistical method GMM favorably combines with the discriminative power of the SVM. This scheme is applied on textindependent speaker identification task.
The focus of this paper is to compare the performance of the baseline SVM system and the proposed GMM-SVM system. We will study the basics of the GMM system for speaker identification tasks. Then, we will present the SVM theory. After that, we will describe the proposed hybrid GMM-SVM system for speaker identification and present the analysis results. Finally, we will present the conclusion and gave a scope of our feature research.
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Gaussian Mixture Models for Speaker Identification
This section describes the form of a Gaussian mixture model (GMM) and its use for text independent speaker identification.
In our system, statistic model (GMM) serves as a parametric basis for the support vector machines. By exploring GMM method, we have several goals:
− first, because they provide a suitable parametric structure for the SVM kernel [16] , − second, because they supply likelihood scores for reducing the size of the hypothesis set to a small number of candidate classes, without great compromise in the accuracy.
Description
For the GMM method, the distribution of feature vectors extracted from a speaker's utterance
is modeled by a weighted sum of K mixture components which can be defined as (1):
, , 
where prime denotes vector transpose and D is the dimension of the vector t x .
Training GMM
The goal of speaker modelling is to estimate the parameters λ of the GMM. The most common one and popular method for training GMM is the maximum likelihood (ML) criterion [11, 2] . The aim of the ML estimation is to find the model parameters, which maximize the likelihood of the GMM given the training data. 
Support Vector Machines
This section gives below a brief description of the SVM system. More details can be found in Vapniks' book [3] and in Burges' tutorial [9] .
The theory of Support Vector Machines (SVM) was first introduced by Vapnik in his book "The Nature of Statistical Learning Theory" [3] . While learning from data, SVM performs structural risk minimization (SRM) unlike the classical adaptation methods that minimize training error in a specific norm and maximize the geometric margin [4] . Hence SVM algorithm is also known as maximum margin classifiers.
By exploring SVM methods, we have several goals: − The first goal is to benchmark the performance of the new classification method for speaker identification, − The second goal is to gain more understanding of the speaker identification problem, − The third goal is to see the complimentary information provided by the traditional Gaussian mixture model (GMM) method to the support vector machines (SVM) method.
Description
SVM is essentially a binary nonlinear classifier capable of guessing whether an input vector x belongs to a class 1 (the desired output would be then 1
). Support vector machines map input vectors to a higher dimensional space where a maximal separating hyperplane is constructed. Two parallel hyperplanes are constructed, on each side of the hyperplane that separates the set of positive examples from the set of negative examples. The separating hyperplane is the hyperplane that maximizes the distance between the two parallel hyperplanes. In the linear case, the margin is defined by the distance of the hyperplane to the nearest of the positive and negative examples. Hence they are also known as maximum margin classifiers [3] .
In this paper, we are interested in presenting the non-linear case.
The Non-linear Case
SVMs can be generalized to non-linear classifiers [9, 16] . The output of a non-linear SVM is explicitly computed from the Lagrange multipliers as in (4):
where u is the output of the SVM, Κ is a kernel function which measures the similarity of a stored training example i
is the desired output of the SVM for the i th training example, b is a threshold, and i α are weights which blend the different kernels [9] .
The Lagrange multipliers i α are computed via a quadratic program (QP). The non-linearities alter the quadratic form, but the dual objective function Ψ is quadratic inα as in (5):
The C term expresses the trade-off between the number of training errors and the generalization capability.
The SVM Approaches and Speaker Recognition
The first approach in using SVM classifiers in the framework of speaker identification was implemented by Schmidt where SVM was trained directly on the acoustic spaces, which characterize the client data and the impostor data [20] . During testing, the segment score is obtained by averaging the scores of the SVM output for each frame.
Another approach became recently more popular, consists of using a hybrid system GMM-SVM. Several types of hybrid system were proposed:
In [12] , Dong and al. proposed a discriminative training approach of GMM method performed by continuous density SVM. In [23] , the SVM system is used as a post treatment of the GMM by Fischer mapping. This mapping allows obtaining vectors of high dimensions where the number of dimensions is equal to the number of the GMM parameters. These vectors are then used by SVM method to achieve the discrimination and the decision task. In [17] , both GMM and SVM are used in a single system by deriving a probabilistic distance kernel computed using the divergence of Kullback-Leibler (KL) between GMMs.
The Proposed Hybrid GMM-SVM System for Speaker Identification

Description
The work presented here belongs to the category of combining the benefits of GMM and SVM methods for text-independent speaker identification. For the proposed hybrid GMM-SVM system, a GMM model is first estimated with the Expectation Maximization algorithm (EM). It maximizes the Maximum Likelihood criterion (ML) on the DR1 dialect of the Timit corpus presented by the features vector of all speakers. Each speaker using the GMM method, characterized by his/her feature extractor of the input speech signal, is modelled and referred by his/her model. Accordingly, we have so 47 models composed of 16 females and 31 males. The set of the 47 speaker models construct the input features for the SVM classifier.
During the decision making process, a comparison relying on the similarity between a given model and the features SVM inputs is made. We have selected the candidate model with the smallest distance.
In our experiments, SVM method is characterized by a polynomial kernel (order one) and C =1. To obtain proper probability estimates, we have used the option that fits logistic regression models to the outputs of the support vector machines.
Data
We have used the dialect DR1 (New England dialect) of the Timit corpus. It contains 47 speakers (16 females and 31 males) and each of them has uttered 10 sentences. We have selected only 8 sentences that are different from one another and different across speakers.
Feature Inputs
In order to improve our results, we have included as many speakers' characteristics as possible. So, our feature extractor is presented by the concatenation of mel frequency cepstral coefficients (MFCC), the energy, the delta and delta-delta cepstral coefficients.
Robust Text
This choice is emphasized by the fact that those coefficients are the current most commonly used for speaker identification [24] : Vergin [22] and Zunjingand [28] suggested that MFCC has been widely accepted such a front-end for a typical speaker identification system. Actually, MFCC is the less vulnerable coefficient to noise perturbation. It gives a little session variability and it is easy to extract.
Zanuy suggested that the use of energy have improved the robustness of the system [13] , in the sense that it is less affected by the transmission channel than the spectral characteristics, and therefore it is a potential candidate feature to be used as a complement of the spectral information.
Nosratighods [6] and Cilliers [10] suggested that the use of dynamic cepstral features such as delta and delta-delta cepstral coefficients have been shown to play an essential role in capturing the transitional characteristics of the speech signal that can contribute to better recognition.
Each feature vector have presented by 39 coefficient characterized by the middle windows of every sentences uttered by every speaker and described as follow: 12 MFCC coefficients, 3 energy coefficients, 12 delta cepstral coefficients and 12 deltadelta cepstral coefficients.
One versus One Approach
To handle the SVM multi-class problem, we have considered the one versus one approach classifier. This approach avoids several problems encountered with other approaches [21, 26] : first, it is much easier to separate two speakers than to separate one speaker from all others. Second, the number of training vectors is roughly equal for both classes.
The one versus one approach consists to build a classifier ST f for each pair of speakers S and T . The speaker identification task is, however, a 47-way classification problem. So, for 47 speakers, 1081 pairwise classifiers are constructed.
Evaluation Approach of the Proposed GMM-SVM System
To evaluate the performance of the proposed GMM-SVM system, we have used the cross-validation approach. This choice is suggested by the fact that the cross-validation approach has been unfortunately under-utilized in the machine learning community [7, 5] . Zribi Boujelbene suggested that this approach is the most powerful to estimate the generalization error of speech recognition systems [25, 27] .
For our experiments, the speaker models data was randomly partitioned into five equally sized subsets. Models were trained using 80% of the speaker models data while the remaining 20% was used to test the models. This technique was repeated five times, each time with a different test data. For each time i, the identification rate (IR i ) is computed by (6) (6) The mean of the five IR i s present the IR of all data.
Analysis Result
The focus of this paper is to compare the performance of the SVM system and the proposed GMM-SVM system for speaker identification task. The modeling step of the proposed GMM-SVM system is described as follow:
In the first time, we have used the diagonal covariance matrices for two reasons:
− firstly, the linear combination of the diagonal covariance Gaussians has the same model capability with full matrices [20] .
− secondly, our speech utterances are parameterized with cepstral features which are the more compactable, discriminative, important and nearly decorrelated that allows diagonal covariance to be used successfully by the GMM method [14] .
For the diagonal Gaussian mixture, the likelihood of utterance X has been represented as (7): In the second time, the maximization of the quantity in equation (3) is accomplished through running the expectation-maximization (EM) algorithm. It is a well-established maximum likelihood algorithm for fitting a mixture model to a set of training data [11] . So, we have referred to this training approach as the ML method. It includes a set of re-estimation formula and guarantees that the re-estimated λ will be equal to or better than an initial model λ [14] .
The idea is beginning with an initial model λ in order
The new model then becomes the initial model for the next iteration and the process is repeated until some convergence threshold is reached. Our aim has been to identify the best value of iterations that assume the convergence of the GMM-SVM identification rate. Only 100 iterations, 1 000 iterations and 10 000 iterations are selected for this analysis. So, three new modeling spaces presenting the features inputs of the SVM method have been generated. Those spaces are described as follow:
− Model-1 characterised by 100 iterations: EM (100), − Model-2 characterised by 1 000 iterations: EM (1 000), − Model-3 characterised by 10 000 iterations: EM (10 000), Figure 1 presents the identification rate of each GMM-SVM system for both female and male speakers' set. It shows that the IR is varied between 89,63% and 91,49%. Indeed, for model-1, the IR is equal to 89,63%, for model-2, the IR is equal to 91,49% and for model-3, the IR is equal to 89,89%. We have concluded that the best GMM-SVM identification rate has been generated by model-2. So, we have retained the modeling space characterised by 1 000 iterations for all following search. In order to compare the performance of the SVM system and the proposed GMM-SVM system for speaker identification task, we have used the SVM method in the first system to assume the identification process by classifying the set of speaker. However, we have used the SVM method in the proposed GMM-SVM system to assume the decision making phase in the identification process. Therefore SVM studies the similarity between speaker models, generated by the GMM method using model-2, and gives an identification decision. Table 1 describes the IR presented by the SVM system and the hybrid GMM-SVM system for female speakers, male speakers and both female and male speakers' set. It presents that for the SVM system, the female identification rate is equal to 6,25% however the male identification rate is equal to 6,04%. We have concluded that both female subset and male subset have a weak identification rate. It shows that for the GMM-SVM system, the female identification rate is equal to 96,87% however the male identification rate is equal to 87,90%. We have concluded that both female subset and male subset have an important identification rate. These rates show that the system could identify the female speakers much better than the male speakers. Table 1 shows, also, that the identification rate presented by the SVM system for both female and male speakers set is equal to 6,12%, however the identification rate presented by the proposed GMM-SVM system is equal to 91,49%. We have noted that the proposed system has an IR visibly important than the SVM system. Figure 2 describes the IR of the SVM system from all speakers presented by the 16 females' speaker followed by the 31 males' speaker using model-2. It shows that, for the SVM system, the IR has varied between 0% and 37,50%. We have remarked that the SVM system can not identify 30 speakers from a set of 47 speakers distributed as 10 females' speakers and 20 males' speakers. The maximum IR generated by this system is equal to 37,50% presented by the speaker number 5, 17 and 35. It shows, also, that for the GMM-SVM system the IR has varied between 50% and 100%. We have noted that the proposed system can identify 30 speakers from a set of 47 female and male speakers with an IR equal to 100%, distributed as 13 female speakers and 17 male speakers. 19 speakers of them had an IR equal to 0% by using the SVM system. We have noted also that the less IR is equal to 50% given by the male speaker number 17. Let's now compare the performance of the baseline SVM system and the proposed GMM-SVM systems using the precision and the recall criteria. Figure 3 describes the precision rate and the recall rate generated by SVM and GMM-SVM systems.
The Precision is the proportion of the speakers which truly have "speaker N" among all those which were classified as "speaker N".
The recall is the proportion of speakers which were classified as "speaker N", among all speakers which truly have "speaker N". Figure 3 shows that the precision rate given by SVM system is equal to 6,38%, however the precision rate given by GMM-SVM system is equal to 90%. It shows also that the recall rate given by SVM system is equal to 5,88%, however the recall rate given by GMM-SVM system is equal to 88,79%.
We have concluded that GMM-SVM system has a precision rate and a recall rate visibly larger than the SVM ones. 
Conclusion
In this paper, we have proposed a combination method which includes both the discrimination power of the GMM system with the high performance classification capabilities of SVMs for robust text independent speaker identification task. We have searched to compare the performance of the baseline SVM system and the proposed GMM-SVM system.
To specify the feature space, we have explored all independent sentences pronounced by all male and female speakers of the Timit corpus to have a multispeaker environment. This feature is characterized by a concatenation of the MFCC coefficient, the energy, the delta and delta-delta coefficient. A multi-gaussian speaker modelling based on the Expectation Maximization (EM) algorithm has used. So, new representations have been produced for SVM inputs and allow machines to study the features similarity in order to have an identification decision.
Experimental results have shown that our combination method brings a significant performance applied in text-independent speaker identification task over the standard approach using only SVM method. Indeed, the proposed GMM-SVM system presents an improvements of 85,37% for the identification rate, a 83,62% for the precision rate and 82,91% for the recall rate compared to the SVM system.
