In application of tomography imaging, limited-angle problem is a quite practical and important issue. In this paper, an iterative reprojection-reconstruction (IRR) algorithm using a modified Papoulis-Gerchberg (PG) iterative scheme is developed for reconstruction from limited-angle projections which contain noise. The proposed algorithm has two iterative update processes, one is the extrapolation of unknown data, and the other is the modification of the known noisy observation data.
Introduction
Image reconstruction from insufficient data is an important issue in computed tomography (CT) . Insufficient data problems occur quite frequently because of practical constraints due to the imaging hardware, scanning geometry, or ionizing  Corresponding Author: Tel: +86-551-63601329; Email: tjingx@ustc.edu.cn. radiation exposure [1] . The insufficient data problem may arise from various forms, but in this work we only consider the limited-angle projection problem. From the standpoint of Fourier analysis, the limited-angle problem manifests itself as missing regions in the Fourier space of an image object [2] . Reconstruction by using standard analytic algorithms such as filtered back-projection (FBP) algorithm will lead to distortion and artifact.
There have been a number of iterative algorithms for overcoming this ill-posed problem. One type of them is based on the compressive sensing (CS) theory proposed by Candes et al. [3] . Main of these algorithms iteratively minimizes the total variation (TV) of the estimated image subject with the constraint that the reconstructed image matches the measured object data. Lots of examples demonstrate that this constrained TV minimization algorithm is effective for limited-angle image reconstruction of objects which have sparse gradients as in [1, [4] [5] [6] . If the objects have other sparsity, this can also be used for reconstruction in [7, 8] . Another type of the iterative algorithms is the iterative reprojection-reconstruction (IRR) algorithm based on the Papoulis-Gerchberg (PG) iteration in [9] [10] [11] . The PG algorithm proposed by Gerchberg [12] and Papoulis [13] has been effectively used in various band-limited extrapolation problems such as equivalent currents reconstruction in [14] , image super-resolution and inpainting in [15] , sparse signal recovery in [16] and limited-angle image reconstruction in [9, 10] .
It has been proved that the limited-angle image reconstruction can be formulated as an extrapolative problem of band-limited functions in [9] . However, noise is a major problem in the PG algorithm. And the iteration is diverging when the given segment is contaminated with nonband-limited noise [17] . To deal with this problem, Papoulis [13] has suggested the early termination of the iteration; Zhang et al. [18, 19] have introduced a scaling factor to make the iteration operator norm less than 1 to ensure the convergence of the algorithm. However, these methods do not fully take into account the effect of noise, and the noisy observation data remains unchanged.
In this article, we present an IRR algorithm using a modified PG iterative scheme to consider the influence of noise. It has two iterative update processes, one is the extrapolation of unknown data, and the other is the modification of the known noisy observation data. And the algorithm introduces three scaling factors to control the two processes, respectively. The proposed algorithm is stable, and we also give the method which is different from [20] to choose the scaling factors with energy constrains.
Limited-angle problem and Papoulis-Gerchberg algorithm
means that the image is in a limited extend. This is in accordance with the CT actual:
first, the object to be detected does not fill the whole scanning field; second, due to that the reconstructed image is the external square of the object and the irregular nature of the object, there are some pixels whose value are always zero. We denote this as :
The imaging model in the X-ray CT, magnetic resonance imaging (MRI) can be described as:
where ds is the line element of the line w x p  , f R is the Radon transform of f , is the integral of the image along the straight line w x p  .
By using the Fourier slice theorem, we can obtain 12 
is given for all w and p , then we can get
The image f can be reconstructed by 
We can get that
The PG algorithm iteratively extrapolate the unobserved . Convergence of the algorithm is guaranteed and is shown in [13] under the condition without noise.
From (2) (3), we can get that:
where
, and with the initial choice
In order to ensure the convergence of PG algorithm with noisy projection data, Zhang [18, 19] and Qu [9] have proposed a improved PG (IPG) algorithm by introducing a scaling factor 01  .
Their algorithm is:
They have proved the convergence of the IPG algorithm.
The modified PG algorithm and its convergence
However, when the projection data contain noise, which means that
is the noise spectrum. One can find that the influence of noise always exists in the reconstruction. The reason is that 1 f remains unchanged in each iteration.
Here we propose a modified PG algorithm which has another iterative update process, it gradually reduce the influence of noise by introduce another two scaling factors  and  . This algorithm modifies the spectrum of the 0  region in each iteration as:
where 0 , , 1     Substituted into (2), we can obtain
Let 
Next, we will analyze the convergence performance of the proposed algorithm from the perspective of the operator norm. 
Proof:
Tf can be expressed as three different forms:
Second:
Third:
From the above (9) (10) (11), we have 1 
  0 H  can be expanded as a series of
The energy is
Because   n F  is band-limited, it can be expanded as
Theorem 2. The final iteration result is
Substituting (3) (6) (13) into (15), we have
Then we can obtain
It is easy to see that
Then we obtain the final iteration result
Parameters selection with energy constrains
We can ensure the convergence of the proposed algorithm based on the above discussion. However, how to choice the parameters is a difficult problem. An intuitive idea is that we should determine the parameters according to the noise energy. Based upon the additional information, we derive how to choose the scaling factors.
To avoid lengthy formulas we adopt the usual norm notation, denoting hereafter
Given that the energy lower bound and upper bound of   fx:
  
Proof:
Using (13), (14), (16), we have 
Theorem 3 provides us with a method to select the parameters based on the above energy bounds.
v  , by using (25), we can obtain:
Using ( 
Using (23) 
From (16) we have
We denote
And we have
Substituting 01 k   , we can obtain:
When   , Here we also use three objective evaluation parameters to evaluate the reconstructed image: the normalized mean square distance ( d ), the normalized absolute average distance ( r ) [22] , and the peak signal to noise ratio ( PSNR ). From table 1 it can be drawn that the performance of our proposed algorithm is better than other algorithms. One can also find that when the SNR increases, the performance improvement decreases. This is due to the fact that the proportion of noise in the observed 0  region becomes smaller, then the scaling factor  should gradually close to 1 as we have mentioned previously. This can also be explained by using (25), when the SNR increases, the sum of u and v is close to 1, which means that the proposed algorithm gradually degenerated into IPG algorithm by using (16). 
Conclusion
In this paper, we have developed and applied an algorithm based on a modified PG iterative scheme for the practical reconstruction from limited-angle projections which contain noise. We have proved the convergent property of the proposed algorithm and provided the method of choosing parameters with energy constraints.
The simulation results show that the proposed algorithm can obtain a robust and better reconstructed image. Future studies include extending our analysis to 3D imaging, combining it with other reconstruction algorithms.
