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Abstract
We obtain formulas for the probability generating function of general multivariate Bernoulli distributions, and
for the moment generating function of the aggregate claim amount for individual risk models with dependencies.
Several examples are given.
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1. Introduction
Let us consider an individual risk model in a given time interval, consisting of n risks or portfolios with
corresponding total claim amounts Xi, i = 1, . . . , n. We assume that
Xi =
{
Bi if Ii = 1,
0 if Ii = 0, (1)
where Ii is a Bernoulli random variable with mean pi , and Bi is a positive random variable. In actuar-
ial applicationspi is small and is interpreted as the probability that the ith policy produces a positive claim
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Bi . The aggregate claim amount
S =X1 + · · · +Xn
represents the total loss, and is a measure of riskiness of the portfolio. Much work has been devoted to
the computation of the distribution function of S for the case of independent {Bi,Xi, i = 1, . . . , n} (see
e.g. [16,18] and the references therein).
However, recent research has shown that, in many cases, dependencies between risks lead to underes-
timation of the stop-loss premium for S (see e.g. [13,6,7,2,22,1,3–5,9], and the references therein).
In [3] expressions for the moment generating function of S are given for some special models of
portfolios with risks of form (1). Cossette et al. [3] propose a dependence structure for individual risk
models where occurrence of risks is based on a common mixing variable , and evaluate numerically
the impact of such risks dependencies. They consider the following dependence:
P(Ii = 1|= )= 1− ri , P (Ii = 0|= )= ri , (2)
where r1, . . . , rn ∈ [0, 1] are ﬁxed parameters of the model. Hence, each random variable Ii is inﬂuenced
by the values of, and given= , the conditional probability of no occurrence of claim is a decreasing
function of . Under the assumption that (I1 = 1| = ), . . . , (In = 1| = ) are independent random
variables, Cossette et al. [3] obtained the moment generating function of (X1, . . . , Xn), namely
M(X1,...,Xn)(t1, . . . , tn)=
∫ ∞
0
n∏
i=1
[ri + (1− ri )ti] dF(), (3)
where F is the distribution function of .
In [4] the model described by (1) is considered. The insurance portfolio is divided into m different
classes, where each class j contains nj risks, j = 1, . . . , m, and the total number of risks is n = n1 +
· · · + nm. The dependencies between risks are given in terms of the “occurrence random variables”
Ijk, j = 1, . . . , m, k = 1, . . . , nj , in the following way. Assume that
Ijk =min(Jjk + Jj + J0, 1), (4)
where Jjk, Jj , and J0 are independent Bernoulli random variables with corresponding expectations
1 − pjk, 1 − pj and 1 − p0. These random variables correspond, respectively, to individual, class,
and global risk factors.
Cossette et al. [4] obtain the following expression for the moment generating function of the aggregate
claim amount S =∑mj=1∑njk=1Xjk:
MS(t)= p0

 m∏
j=1
((1− pj )
nj∏
k=1
MBjk (t)+ pj
nj∏
k=1
(pjk + (1− pjk)MBjk (t))


+ (1− p0)
m∏
j=1
nj∏
k=1
MBjk (t), (5)
where pjk = p0 pj pjk.
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In [20] vectorial versions for multivariate Bernoulli distributions are studied, with a view toward
applications in log-linear models for binary variables. LetZi , i=1, . . . , n, be Bernoulli random variables
with P(Zi) = pi ∈ (0, 1). Recall that the probability generating function (PGF) of a Bernoulli random
vector Z= (Z1, . . . , Zn) is deﬁned by
GZ(t) := E(tZ11 . . . tZnn )=
1∑
z1=0
· · ·
1∑
zn=0
P(Z1 = z1, . . . , Zn = zn)tz11 · · · tznn , (6)
where t=(t1, . . . , tn) and t1, . . . , tn are complex numberswith |tj |1, j=1, . . . , n.Any integer 1k2n
can be written as k = 1+∑ni=1 ki2i−1, where ki ∈ {0, 1}. Deﬁne the moments (n)k =E(∏ni=1Xkii ) and
the central moments (n)k =E[
∏n
i=1 (Xi −pi)ki ].Using the notion of Kronecker matrix product, Teugels
obtained the following two equivalent expressions for (6) in terms of the moments (n)k and (n)k :
GZ(t)=
2n∑
k=1
k(t1, . . . , tn)
(n)
k =
2n∑
k=1
k(t1, . . . , tn)
(n)
k ,
where
k(t1, . . . , tn)=
n∏
i=1
(ti − 1)ki , k(t1, . . . , tn)=
n∏
i=1
(1− pi + piti)1−ki (ti − 1)ki ,
see Teugels [20, Theorem 2].
In the present paper, we derive another general formula for the PGF of a multivariate Bernoulli distri-
bution Z= (Z1, . . . , Zn), see Section 2.We do not suppose either the variables are identically distributed
or independent. As an application, we obtain an expression for the moment generating function of the
general individual risk model described by (1). In Section 3 we apply our results to the mixture models
given by (2) and (4), and obtain alternative expressions for (3) and (5). We also discuss other examples,
including comonotonic and countermonotonic exchangeable indicators.
2. Basic lemmas
Let us deﬁne the integer setsAm(n)={(i1, . . . , im) : 1i1< · · ·< imn} for 1mn.The following
lemma gives a general formula for the joint PGF of Z.
Lemma 1. The joint PGF of any n-dimensional Bernoulli random vector Z is given by
GZ(t)= 1+
n∑
m=1
∑
(i1,...,im)∈Am(n)
P (Zi1 = 1, . . . , Zim = 1)
m∏
j=1
(tij − 1). (7)
Proof. Consider the random variables
1+ Zi(ti − 1)=
{
1 if Zi = 0,
ti if Zi = 1,
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i = 1, 2, . . . , n, and let
Y =
n∏
i=1
[1+ Zi(ti − 1)].
Then
Y =
{1 iff Z1 = · · · = Zn = 0;∏m
j=1 tij iff Zi1 = · · · = Zim = 1 for (i1, . . . , im) ∈ Am(n)
and Zk = 0 for k = ij .
We have
E(Y )= P(Z1 = 0, . . . , Zn = 0)
+
n∑
m=1
∑
Am(n)
P (Zi1 = 1, . . . , Zim = 1, Zi = 0 for i = ij )
m∏
j=1
tij .
The sum over the set Am(n) contains
(
n
m
)
terms, and hence there are 1 + (n1 ) + · · · + (nn) = 2n terms
contributing to the sum giving E(Y ). It follows that E(Y )=GZ(t). Calculating alternatively E(Y ), we
have
E(Y )= E
{
n∏
i=1
[1+ Zi(ti − 1)]
}
=E

1+
∑
A1(n)
Zi(ti − 1)+
∑
A2(n)
Zi1Zi2(ti1 − 1)(ti2 − 1)+ · · · +
n∏
i=1
Zi(ti − 1)

 .
SinceE(Zi)=P(Zi=1),E(Zi1Zi2)=P(Zi1=1,Zi2 =1) for (i1, i2) ∈ A2(n), . . . , andE(Z1 . . . Zn)=
P(Z1 = 1, . . . , Zn = 1), we obtain (7). 
Relation (7) can be used as an alternative deﬁnition for the PGF of an n-dimensional Bernoulli random
vector. It is straightforward to check that (7) is equivalent to the usual deﬁnition (6).
Formula (7) is very convenient to calculate the moments of the joint distribution of the random vector
Z. By differentiating (7) we obtain directly
i1,...,im = E(Zi1 . . . Zim)= P(Zi1 = 1, . . . , Zim = 1) for 1i1< · · ·< imn.
As an application of Lemma 1 we obtain the expression for the moment generating function of the
general individual risk model as follows:
Lemma2. Themoment generating functionMX1,...,Xn(t1, . . . , tn) of the vector (X1, X2, . . . , Xn) deﬁned
in (1), is given by
M(X1,...,Xn)(t1, . . . , tn)= 1+
n∑
m=1
∑
Am(n)
P (Ii1 = 1, . . . , Iim = 1)
m∏
j=1
[MBij (tij )− 1]. (8)
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The moment generating function of the aggregate sum S is given by
MS(t)= 1+
n∑
m=1
∑
Am(n)
P (Ii1 = 1, . . . , Iim = 1)
m∏
j=1
[MBij (t)− 1)]. (9)
Proof. We have
M(X1,...,Xn)(t1, . . . , tn)= E(et1I1B1+···+tnInBn)
=
∑
(i1,...,in)
P (I1 = i1, . . . , In = in)E(et1B1i1+t2B2+···+tnBnin)
=E[(Eet1B1)I1 . . . (EetnBn)In]
=G(I1,...,In)[MB1(t1), . . . ,MBn(tn)].
An application of formula (7) yields (8). Substituting t1=· · ·= tn= t into (8) gives the moment generating
function of S. 
As a consequence of (9), expressions for the moments of S can be obtained in terms of the probabilities
P(Ii1 =1, . . . , Iim =1). Formula (9) allows to calculate easily the distribution function of S for portfolios
with dependencies, in the same way as in the independent case.
3. Particular cases
The usefulness of formulas (7) and (8) depends on how difﬁcult is to calculate the sums over the sets
Am(n) under the various types of possible dependencies between the Bernoulli variables involved. We
consider the following examples and applications.
Example 1 (Sum of arbitrarily dependent indicators). Let us consider the sum Sn = Z1 + · · · + Zn.
Substituting ti = t in (7), i = 1, . . . , n, we obtain that the PGF GSn(t) of the random variable Sn is
given by
GSn(t)= 1+
n∑
m=1
(t − 1)m
∑
Am(n)
P (Zi1 = 1, . . . , Zim = 1). (10)
This is Proposition 27.1 in [17].
From (10) one can compute the mth ordinary moment of the sum Sn from
E[Sn(Sn − 1) . . . (Sn −m+ 1)] =
∑
Am(n)
P (Zi1 = 1, . . . , Zim = 1) for 1mn.
Example 2 (Sum of exchangeable indicators). Many of the classical and actuarial problems involve
indicators that are exchangeable, that is,
P(Zi1 = 1, . . . , Zim = 1)= P(Z1 = 1, . . . , Zm = 1)
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for all (i1, . . . , im) ∈ Am(n). In this case∑
Am(n)
P (Zi1 = 1, . . . , Zim = 1)=
(
n
m
)
P(Z1 = 1, . . . , Zm = 1).
Thus, under condition of exchangeability formula (7) simpliﬁes to
GSn(t)= 1+
n∑
m=1
( n
m
)
(t − 1)mP (Z1 = 1, . . . , Zm = 1).
Example 3 (Mixtures in individual risk models). Using formula (8), we obtain the following expression
for the PGF of the risk portfolio vector investigated in [3]:
M(X1,...,Xn)(t1, . . . , tn)= 1+
∫ ∞
0
n∑
m=1
∑
Am(n)
m∏
j=1
(1− rij )[MBij (tij )− 1] dF().
Hence
MS(t)= 1+
∫ ∞
0
n∑
m=1
∑
Am(n)
m∏
j=1
(1− rij )[MBij (t)− 1] dF(). (11)
From the last formula we see that the moments of S can be calculated in terms of the parameters ri and
the moment generating functions of Bi , i = 1, . . . , n.
Formula (11) can be used to study the impact of dependencies on the total risk when the dependence
structure is given by an Archimedian copula with generating function , where
ri = exp[−(pi)].
To obtain the PGF of the aggregate claim amount corresponding to the insurance model given by (4)
we apply (9), where, for risks Ii1, . . . , Iim in the th class, enumerated as I j1, . . . , I jm , the probability
P(Ii1 = 1, . . . , Iim = 1) is calculated as follows:
P(Ii1 = 1, . . . , Iim = 1)
= 1− p0 + p0
[
1−
m∑
k=1
p jk +
∑
k<s
pjkpjs + · · · + (−1)m
m∏
k=1
pjk
]
=: 1− p0 + p0P.
For risks belonging to different classes 1, 2, . . . ,
P (Ii1 = 1, . . . , Iim = 1)= 1− p0 + p0
∏

P.
This yields an alternative formula for the moment generating function of S in this model. Numerical
examples for studying the effect of dependencies, both in FS and in stop-loss premiums, can be carried
out similarly as in [4].
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Example 4 (Comonotonic exchangeable indicators). Comonotonicity is the strongest dependence struc-
ture that can be considered as an extension of the concept of positive perfect correlation. In general, the
random vector X = (X1, . . . , Xn) is comonotonic if, and only if its joint distribution coincides with the
corresponding upper Fréchet bound. For an introduction to this theory, see [9].
Let Z be a comonotonic exchangeable Bernoulli random vector. It can be shown that Z1 = · · · = Zn,
and therefore
P(Z1 = 1)= P(Z1 = 1, Z2 = 1)= · · · = P(Z1 = 1, . . . , Zn = 1)= p ∈ (0, 1).
In this case formula (7) simpliﬁes to
GZ(t)= 1+ p
n∑
m=1
∑
Am(n)
m∏
j=1
(tij − 1)= 1+ p
(
n∏
i=1
ti − 1
)
.
When one considers the sum Sn = Z1 + · · · + Zn, the riskiest choice is to take the random variables
Zi as dependent as possible. Then, the PGF of Sn is given by
GSn(t)= 1+ p(tn − 1)= 1− p + ptn. (12)
Relation (12) shows that the distribution of the sum Sn of comonotonic exchangeable indicators coin-
cides with a distribution of a two-point random variable taking values 0 with probability 1 − p, and n
with probability p.
Example 5 (Countermonotonic exchangeable indicators). As a dual notion of comonotonicity, consider
a random vectorX= (X1, . . . , Xn)whose joint distribution achieves the Fréchet lower boundMn, where
Mn(x1, . . . , xn) := max
{
n∑
i=1
Fi(xi)− n+ 1, 0
}
with Fi(xi) = P(Xixi) for i = 1, . . . , n. The Fréchet lower bound provides the weakest mutual de-
pendence structure between dependent variables, known as countermonotonicity, and can be considered
as an extension of the concept of negative perfect correlation. A necessary and sufﬁcient condition for
Mn(x1, . . . , xn) to be a joint distribution function is that either
n∑
i=1
Fi(xi)1 or
n∑
i=1
Fi(xi)n− 1, (13)
whenever Fi(xi) ∈ (0, 1), e.g. [12, Theorem 3.7, p. 61].
Dhaene and Denuit [8] interpreted the countermonotonic random variables as “mutually exclusive”
when at most one of them can be different from 0, and pointed out that mutually exclusiveness of
X means that its probability mass is concentrated on the axes. Here, we shall consider two cases of
countermonotonic exchangeable Bernoulli random vectors Z, studied in [11]. In the ﬁrst case the vector
is not mutually exclusive, and in the second case it is mutually exclusive.
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Case 1. Let n− 1/np1. The joint distribution of Z is given by
P(Zi = 0, Zj = 0)= 0 for i = j, i, j = 1, 2, . . . , n,
P(Zi = 1, Zj = 0)= 1− p for i = j, i, j = 1, 2, . . . , n,
P(Z1 = 1, Z2 = 1, . . . , Zn = 1)= 1− n(1− p). (14)
One can easily show that
P(Z1 = 1, Z2 = 1, . . . , Zm = 1)= 1−m(1− p), m= 1, 2, . . . , n,
hence (13) holds and the vector Z is countermonotonic.
After some calculus, relation (7) yields
GZ(t)= (1− p)
∑
An−1(n)
n−1∏
j=1
tij + [1− n(1− p)]
n∏
j=1
tij .
Substituting all tij = t in the last formula we get the PGF of the sum Sn:
GSn(t)= n(1− p)tn−1 + [1− n(1− p)]tn = tn−1{n(1− p)+ [1− n(1− p)]t}. (15)
Conclusion: From (15) one can see that the sum Sn =∑ni=1Zi of n countermonotonic exchangeable
indicators, obeying (14), can be represented as Sn =D +B, where D is a constant random variable with
P(D = n− 1)= 1, and B is a Bernoulli random variable with parameter n(1− p).
Case 2: Let 0pn−1. In this case the distribution of Z is determined by
P(Zi = 1, Zj = 1)= 0, for i = j, i, j = 1, 2, . . . , n,
P(Zi = 1, Zj = 0)= p, for i = j, i, j = 1, 2, . . . , n,
P(Z1 = 0, Z2 = 0, . . . , Zn = 0)= 1− np, (16)
which yields P(Zi = 1)= p for i = 1, . . . , n. Thus, (13) holds and the vector Z is countercomonotonic.
From (7) we get
GZ(t)= 1+ p
n∑
i=1
(ti − 1).
Thus, the PGF of the sum Sn is
GSn(t)= 1− np+ npt.
The last formula implies that the sum of n countermonotonic exchangeable indicators Z1, . . . , Zn,
obeying (16), is Bernoulli distributed with parameter np.
Notice that the joint distributions (14) and (16) are examples of Fréchet lower bound in the class of
n-dimensional exchangeable binary vectors with the same marginal distribution.
Example 6 (Markov exchangeability). Consider now the case ofMarkov exchangeability of the sequence
{Z1, . . . , Zn}. This means that, given the initial state Z1, the joint distribution P(Zi1 =1, . . . , Zim =1) is
the same for any (i1, . . . , in) ∈ Am(n). Let us additionally suppose that Zi are Bernoulli variables with
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P(Zi = 1)= p ∈ (0, 1) for i = 1, . . . , n. It can be shown that in this case Corr(Zj , Zj+1)=  ∈ (0, 1)
for j = 1, . . . , n− 1 and the transition probability matrix is given by(
1− p + p p(1− )
(1− p)(1− ) p + (1− p)
)
.
After algebraic manipulations formula (7) reduces to
GZ(t)=
n∑
m=1
n−m(1− )m−1
∑
k1+···+km=n
m∏
j=1

1− p + p k1+···+kj−1+kj∏
ij=k1+···+kj−1+1
tij

 (17)
for given p and , with k0 = 0, see [14].
The PGF of the r.v. Sn in this case (substituting all tij = t in (17)), has the following elegant matrix
representation:
GSn(t)= (pt, 1− p)
(
1− p + p p(1− )
(1− p)(1− ) p + (1− p)
)n−1 (1
1
)
,
see [10]. For alternative expressions see [15,19] who studied the Markov Bernoulli model.
Example 7 (A set of dependent random variables such that any of its subsets consists of mutually
independent variables). Let n3 and A be the set of all (n−1)-dimensional vectors a= (a1, . . . , an−1),
where ai=1 or 0, i=1, . . . , n−1. Then the set A contains 2n−1 elements, i.e. the cardinality |A|=2n−1.
Let I (a)=a1+· · ·+an−1 so that I (a) takes the values 0, 1, . . . , n−1.LetB be the set of all n-dimensional
vectors b where
b=
{
(a1, . . . , an−1, 1) if I (a) is even;
(a1, . . . , an−1, 0) if I (a) is odd.
Then T : a → b is a 1–1 mapping of A into B, so |B| = 2n−1, and B is permutation invariant.
Denote by A(j) the set of all (n− 1)-dimensional vectors a(j) obtained from b by eliminating the jth
component of b, j = 1, . . . , n. Thus we have deﬁned a mapping T −1j : B → A(j). Obviously, A(n) =A
and since B is permutation invariant, then A(j) = A(n) for all j = 1, . . . , n and, therefore, A(j) = A for
all j = 1, . . . , n.
Wang [21] deﬁnes the n-dimensional B-valued binary random vector Z= (Z1, . . . , Zn), with a distri-
bution given by
P(Z1 = z1, . . . , Zn = zn)=
{
2−(n−1) if (z1, . . . , zn) ∈ B,
0 otherwise
and a vector Z(j)=T −1j (Z)(Z1, . . . , Zj−1, Zj+1, . . . , Zn) taking values in A. Since T −1j is 1–1 mapping
then
P(Z1 = z1, . . . , Zj−1 = zj−1, Zj+1 = zj+1, . . . , Zn = zn)= 2−(n−1).
For the marginal distribution of the components of the vector Z we have P(Zi1 = 1, . . . , Zik = 1)= 2−k
for (i1, . . . , ik) ∈ Ak(n), k = 1, . . . , n− 1.
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For the constructed vector Z the PGF (7) takes the form
GZ(t)=


1+
n−1∑
m=1
2−m
∑
Am(n)
m∏
j=1
(tij − 1) if n is even,
1+
n−1∑
m=1
2−m
∑
Am(n)
m∏
j=1
(tij − 1)+ 2−(n−1)
n∏
i=1
(ti − 1) if n is odd.
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