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Abstract
The integration of intermittent renewable energy sources in the distribution
network is a challenge for the network operators. In the past, the operation of
the low voltage network needed limited attention from the operators. They could
guarantee a sufficient voltage quality with a limited effort. The introduction
of solar panels has created new network situations. Energy can flow from the
low voltage network towards the medium voltage network during a period of
low consumption and high solar production. This reverse power flow can lead
to an unacceptable rise in the grid voltage. Moreover, a significant increase
in the number of electric vehicles can be expected. Inconsiderate charging of
this fleet of cars could cause an increase in the evening load peak. Therefore,
larger voltage deviations from the nominal voltage are expected in the future.
These voltage deviations are limited by standards to protect the consumer. It
is the task of the network operator to comply with these terms. This work will
analyse different, advanced algorithms to control the network state.
At first, European distribution networks are analysed. The effect of solar
generation on the distribution network is evaluated. However, accurate, digital
information of the grid topology is often missing due to the low requirements
for distribution networks in the past. Exact information concerning the cable
lengths, or the phase of connection, might be lacking. Analysing or controlling
the network, based on this limited information, can therefore be hard or even
impossible. To resolve this problem, a method has been developed to train
a model based on historical smart meter data. No information concerning
the network topology is required a priori. All control algorithms that will be
developed in this work can cope with this trained model, or with a model based
on accurate grid topology data from the system operator.
Subsequently, different control strategies for solar panels and electric vehicles
with a single- or three-phase connection to the network are analysed and
compared. They can support the network by injecting or absorbing reactive
power. If necessary, solar units can inject less energy into the network and
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electric vehicles can charge at a lower rate. Solar panels and electric vehicles with
a three-phase connection to the network can be modified to transfer power from
low loaded phases to severely loaded phases. The different control strategies are
divided into two categories. First of all, there are the local control strategies,
that try to support the network based on locally-measured information only.
Secondly, there are the central control strategies, that first collect all of the
available information and then make a decision. A combined implementation,
where local controllers are tuned by a central controller is investigated.
After that, two demand response algorithms, more specifically real-time pricing
and an auction-based strategy, will be extended with network support. With
demand response algorithms consumption patterns of electricity can be modified
and, therefore, it is gaining a lot of attention. Network constraints will have to
be taken into account when implementing these algorithms. In case of real-time
pricing, the network operator can define different grid tariffs in an iterative
way. These tariffs are an incentive for both flexible demand and solar panels
to support the network. Also, the auction-based strategy can be modified
to provide grid support. By transforming the bids made to the market, grid
conditions can be controlled.
Finally, frequency support by controlling residential demand is investigated.
The frequency can be supported at crucial moments by intelligently steering the
demand. The decrease of consumer comfort will be minimized by the algorithm.
Beknopte samenvatting
De integratie van hernieuwbare energiebronnen in het distributienetwerk vormt
een uitdaging voor de netwerkoperatoren. Vroeger vergde de operatie van
het laagspanningsnetwerk weinig aandacht van de operatoren. Zij konden
zonder al te veel moeite de spanningskwaliteit garanderen. De introductie van
zonnepanelen heeft er echter voor gezorgd dat er nieuwe situaties ontstaan.
Tijdens een periode van laag verbruik en grote zonneproductie kan er energie
van het laagspanningsnetwerk naar het middenspanningsnetwerk vloeien. Deze
omgekeerde energiestroom kan leiden tot een onaanvaardbare stijging van de
netspanning. Daarbovenop valt dan nog een toename van het aantal elektrische
wagens te verwachten. Het ondoordacht laden van deze wagens zou de lastpiek
tijdens de avond kunnen vergroten, met een grotere belasting van het netwerk
tot gevolg. In de toekomst worden er dan ook grotere spanningsdeviaties
verwacht van de nominale spanning. Ter bescherming van de verbruiker zijn
deze spanningsdeviaties gelimiteerd door standaarden. Het is de taak van
de netbeheerder om te voldoen aan deze eisen. Dit werk zal verschillende,
geavanceerde algoritmes onderzoeken voor de controle van de netwerktoestand.
In eerste instantie worden Europese distributienetwerken geanalyseerd. De
invloed van zonnepanelen op het distributienet wordt onderzocht. Door de
lage eisen die vroeger aan het distributienet werden gesteld ontbreekt meestal
grondige digitale informatie over de exacte topologie van deze netwerken. Zo
kan informatie over de exacte kabellengtes of de fase van aansluiting van elke
verbruiker ontbreken. Het netwerk analyseren en controleren gebaseerd op de
gelimiteerde beschikbare data van de topologie bij de netbeheerder is daarom
soms moeilijk tot zelfs onmogelijk. Om dit probleem te omzeilen is er een
methode ontwikkelt die toelaat om een model op te stellen van het netwerk
gebaseerd op historische slimme meter data. Geen enkele a priori informatie over
de netwerktopologie is vereist. Dit model laat toe om het netwerk te controleren.
Alle controlealgoritmes die vervolgens zijn ontwikkeld kunnen overweg met zowel
een model gebaseerd op accurate netwerkdata van de netbeheerder als met het
model dat wordt bekomen aan de hand van historische slimme meter data.
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Vervolgens worden verschillende controle strategieën voor zonnepanelen
en elektrische wagens met zowel een enkelfasige als driefasige aansluiting
geanalyseerd en vergeleken. Zij kunnen het netwerk ondersteunen door
het absorberen of injecteren van reactief vermogen. Indien nodig kunnen
zonnepanelen tijdelijk minder energie op het net plaatsen en elektrische wagens
tijdelijk minder energie consumeren. Indien ze over een driefasige aansluiting
beschikken kan ook energie van licht belaste fases getransfereerd worden naar
zwaar belaste fases ter ondersteuning van het net. De controlestrategieën worden
onderverdeeld in twee categorieën. Er zijn de lokale controlestrategieën, die
enkel op basis van lokaal meetbare informatie het net proberen te ondersteunen
en de centrale controlestrategieën, die alle informatie verzamelen en op basis
hiervan beslissingen nemen. Een gecombineerde implementatie, waarbij lokale
controllers door een centrale instantie worden aangepast, wordt geëxploreerd.
Daarna worden twee vormen van actieve vraagsturing, met name real-time
prijssturing en een veiling-gebaseerde strategie, uitgebreid met netwerkonder-
steunende diensten. Actieve vraagsturing komt steeds meer onder de aandacht.
Tijdens actieve vraagsturing zal moeten rekening gehouden worden met de
verschillende netwerkbeperkingen. In geval van real-time prijssturing kan
de netwerkbeheerder op een iteratieve manier verschillende netwerktarieven
bepalen. Deze netwerktarieven vormen een incentive voor zowel flexibele lasten
als zonnepanelen om het net te ondersteunen. Bij de veiling-gebaseerde strategie
zullen de biedingen zo worden aangepast opdat ze alle beperkingen van het
netwerk respecteren.
Tot slot wordt ook nog frequentieondersteuning aan de hand van residentiele
vraagsturing onderzocht. Het intelligent aansturen van deze vraag laat toe om
op cruciale momenten de frequentie te ondersteunen. De verbruikers boeten
hierbij minimaal in aan comfort.
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Abbreviations
Abbreviation Description
AC Alternating Current
ACE Area Control Error
ADMM Alternating Direction Method of Multipliers
CDF Cumulative Distribution Function
DC Direct Current
DG Distributed Generation
DSM Demand Side Management
DSO Distribution System Operator
EV Electric Vehicle
FCR Frequency Containment Reserves
FRR Frequency Restoration Reserves
LS Least Squares
LV Low Voltage
PDF Probability Density Function
PHEV Plug-in Hybrid Electric Vehicles
PV Photovoltaic Generation
RMS Root Mean Square
RMSE Root Mean Square Error
RR Replacement Reserves
SOC State Of Charge
TSO Transmission System Operator
VUF Voltage Unbalance Factor
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Symbols
Symbol Description
c+imb Expected positive imbalance price
c−imb Expected negative imbalance price
C Stored energy in an EV
D Load damping constant
Emax Upper flexibility bound of a cluster of loads
Emin Lower flexibility bound of a cluster of loads
FHPTRH Turbine time constant
G Total generated power
M Double of the system inertia constant
P Active power consumption
P Vector with active power consumption of all households
P curt Curtailed active power
PDA Planned day-ahead cluster consumption
PEV Active power consumption by an EV
P flex Active power consumption by a flexible load
P load Power consumption by a household, excluding its EV
PLoad Total planned power consumption by a cluster of loads
POn/Off Power consumption when a device is turned on
PPV Active power production by a PV panel
Q Reactive power consumption
Q Vector with reactive power consumption of all households
R1,+ Activated upward primary reserves
R2,+ Activated upward secondary reserves
R1,− Activated downward primary reserves
R2,− Activated downward secondary reserves
S Inverter rating
T4ω Frequency detection time constant
TCH Turbine time constant
TRH Turbine time constant
TG Governor time constant
ABBREVIATIONS AND SYMBOLS ix
Symbol Description
U Utility function
V 0 Voltage magnitude at the distribution transformer
V min Minimum allowed voltage
V max Maximum allowed voltage
W Welfare function
pr Corner price bid function
x Binary variable that defines if an EV is charging
w Weighting factor
4EEVdep Required energy by the time of departure
4tEVdep Time till departure
β Parameter characterizing customer types
η Three phase droop constant
δ Step size
λ Lagrange multiplier
ω Parameter characterizing customer types
ψ Charging efficiency
ε Slack variable
ς Ratio between active and reactive power
% Weighting factor
γ Priority of charging parameter
Indices
Subscript
Symbol Description
h Customer index
i Phase index
k Substation index
p Knot number
t Time step
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Chapter 1
Introduction
1.1 Context and Motivation
The electricity grid is going through a transition phase. The large amount of
investments in distributed generation and the liberalization of the electricity
market have drastically changed the way the electricity grid is operated.
Distributed generation is intermittent and hard to predict. The amount is
still rising, which will have to be handled by the system operators. The
upcoming electrification of the transportation system will further challenge the
system operators during the next decades. The electricity grid will therefore
need to evolve into a smart grid. The smart grid should enable the efficient use
of distributed generation and cope with the increasing demand for electricity
by the transportation system.
Distributed generation (DG) is currently widespread in the electrical grid. It
can be defined as electric power generation within distribution networks, or
on the customer side of the network [1]. Often, this power generation is based
on renewable sources. The most commonly used technologies in Belgium are
solar power and wind power. To fight against climate change, the European
Union has set the 20-20-20 targets: by 2020, the aim is to reduce the emissions
of greenhouse gases by 20% compared to the 1990 level, increase the energy
efficiency by 20% and reach 20% of renewables in the total energy consumption
in the EU. These targets accelerate the integration of distributed generation, as
these are an important part of the solution in reaching these goals.
In Belgium, the installed capacity of solar power is more than twice the
installed capacity of wind power [2]. Due to government incentives, there
1
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Figure 1.1: Evolution of the installed solar capacity in Flanders.
was a spectacular rise of the number of photovoltaic installations over the last
10 years. Fig. 1.1 presents the evolution of the solar capacity in Flanders
approved by the VREG [3]. The current amounts of installed solar power can
not be neglected by the system operators any more. They change the operation
and management of both the transmission and the distribution network.
The current number of Plug-in Hybrid Electric Vehicles (PHEV) and Electric
Vehicles (EV) in Belgium is negligible. However, they are considered as part of
the future solution for the fossil fuels scarcity, as well as to the environmental
problems associated with their wide usage [4]. Furthermore, the absence of
tailpipe emissions reduces local concentrations of pollutant emissions, resulting
in a positive impact on public health [5]. Besides that, there is also a possible
reduction of CO2-emitting transportation fuels. In Belgium, the average
consumption of an EV is of the same magnitude as the yearly electric energy
consumption of an average household. Therefore, EVs will become a considerable
extra load for the network.
The increasing share of renewables in the electricity production and the on-going
electrification of the transport system requires new strategies for the operation
and management of the electricity grid in order to maintain, or even to improve,
the power-supply reliability, quality and cost [6]. In addition, the liberalization
of the grid leads to new management structures, where trading of energy and
power is becoming important. Controlling distributed generation and electric
demand will be crucial in the future operation of the electric grid. A smart grid
infrastructure should enable this control and help to create a more efficient and
sustainable energy system.
The smart grid can be defined as an electric system that uses information, two-
way, cyber-secure communication technologies, and computational intelligence
in an integrated fashion across electricity generation, transmission, substations,
distribution and consumption to achieve a system that is clean, safe, secure,
reliable, resilient, efficient, and sustainable [7]. The roll-out of a metering and
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communication infrastructure will make it possible to develop and implement
new operation strategies for the electricity network.
The smart grid will have to be reliable, flexible and scalable. Scalability is the
ability of a control structure to cope efficiently with a system that is increasing
in size. In this case the increasing amount of distributed energy resources
has to be handled. Centralizing all information to define an optimal control
strategy will be impossible, as computational limits and memory limits will be
violated. Besides that, the underlying infrastructure will constrain the amount
of communication. The suggested control approaches of this work will efficiently
handle an increasing amount of participating parties. They will require limited
computational power at device level. Besides cost, this is also beneficial for the
installation and maintenance of the device software.
1.2 Grid Integration of Distributed Generation and
Electric Vehicles
The electricity grid is typically divided into a transmission grid and a distribution
grid. Electricity is transported via the transmission network from the big power
plants to industrial customers and the distribution network. This occurs
at a high voltage. Distribution system operators distribute the electricity
to small-size enterprises and families. This takes place at a lower voltage.
Transmission system operators and distribution system operators have different
responsibilities. Therefore, the increasing amount of distributed generation
poses different challenges for them.
1.2.1 Integration into the Distribution Network
A high penetration of distributed photovoltaic generators (PV) in low voltage
(LV) distribution networks may lead to power quality problems. The distribution
grid was originally developed for a unidirectional power flow, but due to the
integration of distributed generators, power flows have become bidirectional
during periods of high production and low consumption of energy, like on a
sunny afternoon.
Distribution cables typically have a R/X ratio bigger than 1. The reverse,
active power flow during a sunny afternoon will result in a voltage rise over the
cable impedance. To avoid equipment damage, distribution network voltages
have a fixed permissible voltage range. However, this voltage range might
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be exceeded for high penetration levels of PV. This voltage rise is the most
important limiting factor for more PV capacity [8–10].
In many parts of the world (including Australia, Asia, Europe, and Africa),
distribution networks are of the three-phase, four-wire type [11]. Often, the
majority of the residential customers is connected to a single phase. In these
three-phase, four-wire grids with single-phase loads, or PV units, a special effect,
called the neutral point shifting [12], occurs. When active or reactive power is
consumed or produced by a single-phase load, or PV unit, a current will flow
through the neutral conductor. This, in turn, results in a voltage drop over
the impedance of the neutral conductor and the neutral voltage experienced
by all of the customers will shift. Therefore, due to this neutral point shift,
there is a coupling between the different phases. Moreover, this also means that
we cannot simplify a three-phase, four-wire grid with single-phase loads by a
single-phase grid. Future chapters will elaborate on this phenomenon.
Single-phase PV units are often not equally spread across the three phases of the
distribution network [13,14]. This can result in exceeding the voltage unbalance
limits, especially at the end of the feeder [13, 14]. A similar reasoning goes
for single-phase EV chargers [15]. Unbalanced voltages can result in negative
effects on network and consumer equipment. An equal loading of all the phases
will reduce the system losses and the voltage rise. In a balanced system, the
maximum, or minimum, voltage limit will be reached at the three phases at
the same time, where in an unbalanced system one phase will be out of limits
faster.
A high penetration of EVs can lead to similar problems. EVs are charged through
the electricity system. A typical driving pattern will result in a charging of the
EV during the residential peak load in the evening. This extra load can result
in overloading of the distribution transformer, or the distribution lines. Another
problem that can occur is the severe voltage drop caused by the increased load.
Most EVs are parked longer than needed to charge completely. The moments
of charging, therefore, can be shifted in time to reduce the impact of EVs on
the network.
Harmonics and DC current injection from inverters are generally not a problem,
since modern inverters have to comply with strict standards [9]. Voltage
fluctuations from passing clouds are also not problematic, because of slow ramps
and an averaging effect over large areas [9].
Therefore, the major technical challenge for the distribution system operator
will be to control the grid voltage. Besides that, attention will have to be
paid to unbalance in the grid and the increased loading of the different grid
components.
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Voltage parameters EN 50160
Voltage Variations 95% of the time:
± 10% based on 10 min mean RMS values
100% of the time:
+10%/-15% based on 10 min mean RMS values
Voltage Unbalance 95% of the time:
< 2% based on 10 min mean RMS values
Table 1.1: EN 50160 limits for voltage variations and voltage unbalance.
Voltage Control in Distribution Networks
The distribution system operator must design and operate the system to keep the
voltage characteristics within preassigned limits. The main document providing
adequate network conditions for user equipment is standard EN 50160: ‘Voltage
characteristic of electricity supplied by public electricity networks’ [16]. EN
50160 gives the main voltage parameters and their permissible deviation ranges
at the point of common coupling in public distribution networks, under normal
operating conditions. The permissible ranges for the voltage variations and
the voltage unbalance, on which this work focusses, are shown in Table 1.1.
The voltage unbalance is defined as the ratio of the negative-sequence voltage
component to the positive-sequence voltage component. Some regulators have
introduced voltage quality standards that are more strict than those indicated
in EN 50160 [17].
Different solutions have been discussed in literature to comply with the applicable
voltage quality standards. These can be divided into the following categories:
• Reinforcement of the distribution network
• On-load transformer tap changer
• Network reconfiguration
• Active power curtailment
• Reactive power control
• Battery energy storage
• Demand response
The most straightforward solution is to reinforce the network by increasing
the section of the distribution feeders, lowering the impedance of the network.
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Due to the lower impedance, voltage deviations will be limited. In many cases,
reinforcing the networks will be expensive and more sophisticated mitigation
methods will be investigated.
A tap changer on the distribution transformer can increase or decrease the input
voltage of the distribution network by changing the position of a mechanical
or electronic device. Different control methods have been presented to define
the best moments of changing the tap position [18, 19]. An on-load tap changer
will avoid voltage problems, but will not make the network operation more
efficient. Another disadvantage of using an on-load transformer tap changer is
that distribution transformers, or distribution cables, can still be overloaded.
Solely off-load tap changers are momentarily used in the LV distribution network
of Flanders, due to economic reasons.
By changing the open/closed states of sectionalizers and tie switches, the
topological structure of distribution networks can be altered [20]. This structure
can be optimized to avoid voltage problems. This type of voltage control is
discussed in [21]. Most of the time, European LV distribution networks are
not equipped with these sectionalizers and often it will be impossible to install
them, due to the geographical topology of the distribution network.
Active power curtailment consists of reducing the output power of the PV panel,
or reducing the charging power of an EV. This will reduce the voltage rise/drop
over the feeder resistance. The current regulation for distributed generation is a
special form of active power curtailment. PV installations have to automatically
disconnect when a maximum voltage is reached. Such disconnections have a
considerable cost for the owners of the PV installations. Households located
at the end of the distribution feeder experience a higher voltage rise and will
therefore disconnect more often. More advanced control strategies are needed,
with or without additional reactive power control.
Reactive power control, on the other hand, consists of injecting, or absorbing, an
extra amount of reactive power to control the voltage. The maximum reactive
power that can be injected, or generated, is limited by the rated apparent power
of the inverter or charger. Fig. 1.2 presents the different operating regions of
a PV inverter with a production of PPV , in case of active power curtailment
(on the left) and reactive power control (in the middle). However, both active
and reactive power can be controlled at the same time, and, when combined,
there is a wide region of possible operating points available, shown in the right
of Fig. 1.2. Only applying active power curtailment can lead to a high amount
of curtailed green energy, whereas reactive power control can sometimes be
insufficient to control the voltage. Therefore, the whole range of operating points
will be considered in this work, in contrast to the active power curtailment
methods of [22–24] and the reactive power control methods of [8, 25,26].
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Figure 1.2: Operating regions of three control strategies for PV inverters: Active
power curtailment (left), Reactive power control (middle), Active and reactive
power control (right)
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Figure 1.3: Operating regions of three control strategies for loads with a power
electronics interface, such as an EV: Active power curtailment (left), Reactive
power control (middle), Active and reactive power control (right)
For EVs, the charging power is not defined by the meteorological conditions,
in contrast to PV. In case of an uncoordinated charging strategy, EVs would
immediately charge at their maximal capacity. Active power curtailment consists
of reducing the charging power to support the grid voltage. In this work, we
will not consider the ability of EVs to inject power into the grid. For reactive
power control, on the other hand, the standard charging power of the EV needs
to be reduced to have sufficient margin to inject or absorb the required amount
of reactive power. A more advanced control will make use of the whole range of
operating points available when adapting both the active and reactive power
[27]. These concepts are not limited to EVs, but can be applied to all loads
with a power electronic interface, such as heat pumps. Fig. 1.3 presents the
different operating regions for loads with a power electronic interface.
The effectiveness of these control algorithms depends on the R/X ratio of the
network. Besides that, it is also important to take into account the neutral
point shifting effect in three-phase, four-wire grids. For reactive power control,
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special care is required as it might worsen the system losses and increase the
loading of the distribution transformer and cables.
Battery energy storage systems can be used to avoid active power curtailment,
by storing the excess of energy. Battery energy storage systems can be combined
with reactive voltage control. In case of a variable electricity price, they can
postpone injection to times of the highest electricity price. A detailed analysis
has been made in [28].
Finally, demand response for voltage control consists of encouraging the
consumer to consume more power during a period of high PV production and to
avoid extra consumption during peak consumption periods. Demand response
is defined as all of the intentional modifications to consumption patterns of
electricity that are intended to alter the timing, level of instantaneous demand,
or the total electricity consumption [29]. Not all of the potential benefits are
exploited when flexible demand is only used to avoid local network limitations.
Demand response can also be applied to a central, economic objective. I.e. a
retailer can reduce the production cost of electricity by reducing peak demand.
The purpose of a demand response algorithm should be to control the electric
demand with both of the previously mentioned objectives combined. On the
one hand, a global economic objective should be optimized and, on the other
hand, network limitations should be respected at all times and, if necessary, the
demand should be controlled to support the network.
1.2.2 Integration into the Transmission Network
The Transmission System Operator (TSO) faces other challenges when
integrating distributed generation into the network. In a power system the
imbalance between generation and demand should be minimized as much as
possible to ensure frequency stability and to avoid blackouts. The TSO is
responsible for ensuring frequency stability at all times. To maintain the
balance of injection and intake, the TSO has a balancing mechanism. An Access
Responsible Party is responsible for maintaining the quarter-hourly balance
between total injections and total offtakes of the grid users for which it has been
designated as their Access Responsible Party [30]. When there is an imbalance
in the customer portfolio of an Access Responsible Party, an imbalance tariff
is used by the TSO to calculate the reimbursement, or penalty, the Access
Responsible Party receives.
If a system imbalance persists, the TSO itself will take the necessary steps to
balance the control area. The TSO, therefore, will contract operating reserves
from balance providers and use these to control the imbalance. Three levels
of control are generally used by the TSO to maintain the balance between
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supply and demand. In Europe, ENTSO-e has defined these as the Frequency
Containment Reserves (FCR), the Frequency Restoration Reserves (FRR) and
the Replacement Reserves (RR). However, the traditional nomenclature is still
widely used by system operators, dividing operating reserves into primary,
secondary and tertiary reserves. The control by FCR is a local automatic
control that adjusts the active power generation and consumption to quickly
restore the balance between load and generation [31]. It is a joint action of all
the TSOs of the Synchronous Area [32]. FRR have an activation time less than
15 minutes and are used to restore the area control error of the control block to
zero in case of an imbalance in the block [32]. The FRR consists of an automatic
and a manual part. The response time of each type of control is different. FCR
react very quickly within the first few seconds after a disturbance. The FRR
can be activated in 30 seconds to 15 minutes. RR are optional reserves with an
activation lead time exceeding 15 minutes [32].
The increasing amount of distributed generation aggravates the system
imbalances and results in a higher demand for reserves [33,34]. It is characterised
by fluctuating power generation, which is difficult to predict. Especially in
small, isolated systems without transmission interconnections, the wind power
variability can be important, due to the absence of cross-border flexible capacity.
In small- or medium-sized areas, wind power variations and prediction errors
are likely to be correlated [35]. Due to the introduction of wind and solar
energy, the amount of dispatchable power generation is reduced. Conventional
power plants provide most reserves, together with pumped hydro installations
and industrial consumers. The reserve requirements can result in must-run
obligation costs for conventional power plants and reduced efficiency costs, due
to partial loading. Applying dynamic reserves, where the amount of reserves
depend on the predicted wind output, can reduce costs. Wind power can also
actively participate in the provision of frequency reserves, but this will require
the curtailment of wind energy.
The installation of a communication infrastructure for smart metering offers new
possibilities to provide reserves. Distributed generation and (residential) demand
can support the frequency when they are properly controlled. Residential devices,
like fridges, freezers, water heaters and EVs, can make a significant contribution
to primary frequency reserves [36]. The major challenge that remains is how
to guarantee the availability of these reserves provided by residential demand,
while taking into account the customer comfort settings.
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1.3 Scope of the Work
A high penetration of controllable power electronics that interface photovoltaic
panels and electric vehicles with the distribution network should not be a
limitation for the power quality, but an opportunity. Most of the photovoltaic
systems provide their rated, or maximum, power during just a small fraction
of the time so that the remaining power capacity available in the inverter
can be used to implement other functions. Electric vehicles are often parked
longer than required to charge completely, resulting in a significant amount
of flexible consumption if the charging power of EVs can be controlled. Extra
grid supporting features can be added to the charger when the EV does not
charge at maximum power. These extra services are called ancillary services.
EURELECTRIC defines ancillary services as follows [37]:
Ancillary services are all services required by the transmission or
distribution system operator to enable them to maintain the integrity
and stability of the transmission or distribution system as well as
the power quality
There is a wide variety of ancillary services. This work focusses on voltage
control and frequency control.
PV panels and EVs have the technical possibilities to support the network.
However, providing ancillary services has to be done in a well-considered way.
Curtailing active power produced by PV panels will result in a reduced income
of the owner. Decreasing the charging power of an EV will extend the charging
time of its battery. Customer comfort settings have to be respected when
implementing an algorithm, otherwise the algorithm might not be socially
accepted. Reactive power should be used with special care, as a thoughtless
implementation might otherwise increase grid losses and component loading.
The scope of this work is to analyse how voltage and frequency control can be
provided in an optimal way, under different circumstances. The application of
an active and reactive voltage control strategy by PV panels will be explored.
Practical considerations, such as data communication limits, or privacy concerns,
can make it difficult to implement this optimal strategy. Therefore, simpler
implementations are also analysed and are compared to the optimal solution.
It is also possible that demand is already actively controlled by a demand
response algorithm. Control algorithms to support the network will have to
cooperate with this demand response algorithm, instead of counteracting it.
Two types of demand response algorithms will be extended to be able to provide
voltage control. Finally, one of these demand response algorithms will be used
OUTLINE AND MAIN CONTRIBUTIONS 11
to provide frequency reserves with residential demand. Special care will be
given to the reliability of these reserves.
1.4 Outline and Main Contributions
This section gives the structure and main contributions of each chapter.
First of all, Chapter 2 analyses the effect of active and reactive power
consumption on the voltage in unbalanced, three-phase, four-wire distribution
grids. The dependency between the power consumption and the grid voltage
is called the voltage sensitivity. A new method to extract voltage sensitivity
factors, based on historical smart meter data only, is introduced. Many of
the newly proposed voltage control algorithms rely on these voltage sensitivity
factors, which are the linearised dependencies between the voltage magnitude
and the active and reactive power consumption. These linearised dependencies
are normally obtained by algorithms which rely on accurate grid topology
information. Due to the traditionally passive operation of low voltage
distribution networks, this information is typically missing, incomplete or
inaccurate. Thanks to the proposed method, a large amount of voltage
control algorithms can be applied, even under these conditions. Data of a
practical laboratory setup is used to validate the proposed method under
real-life conditions.
Subsequently, Chapter 3 discusses a new method, combining both central and
local active and reactive power control for PV units. The local control functions
of the PV units are defined as piecewise linear functions. The parameters of all
the local control functions are regularly reoptimized. This results in an optimal
use of reactive power and a minimum amount of curtailed active power, while
respecting network limitations. This method makes use of voltage sensitivity
factors, which can be obtained by applying the algorithm developed in Chapter
2. Using the model based on the voltage sensitivity factors will speed-up the
optimization of the local control functions.
While Chapter 3 is limited to single-phase PV inverters, Chapter 4 investigates
the possibilities of three-phase, balancing inverters. In this chapter, three-phase
PV inverters and off-board three-phase EV chargers are used to reduce the losses
and the voltage unbalance in three-phase, four-wire distribution grids. This is
done by injecting the majority of the produced power into the phase with the
highest power consumption, or by transferring power from highly loaded to less
loaded phases. The improvements made by using EV chargers and PV inverters
that can balance the network are investigated. Several simulations show a
positive effect on the system losses, the grid voltage and voltage unbalance.
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Finally a local controller is proposed to control the balancing between the phases
when a real-time communication channel is not available. The method could be
easily extended to other loads with a power electronic interface, such as heat
pumps.
Chapters 3 and 4 describe different strategies for the control of single-phase
PV inverters and three-phase PV inverters. In these strategies, either a central
control unit directly controlled the PV inverters, or they are controlled based on
local information. Another possibility to control the network state is to give real-
time monetary incentives to curtail active power, or to provide reactive power.
Therefore, in Chapter 5, a locational marginal pricing algorithm is proposed
to control the voltage in unbalanced distribution grids. With locational network
prices, the distribution system operator can steer the reactive power consumption
and active power curtailment of PV panels to guarantee a safe network operation.
Flexible loads also respond to these prices. The locational prices will be defined
in real-time by an algorithm which relies on Dual Decomposition. The locational
prices are a natural extension of a classic, real-time pricing demand response
strategy, where the total price consists of a real-time energy price and a network
price. The locational network prices can differ between the three phases in
unbalanced grids. This can be due to a higher consumption, or production, in
one of the phases, compared to the other phases. It will be shown that the
locational prices are an effective way to control the grid voltage. The price
setting will be carefully analysed. In this chapter, we also make use of voltage
sensitivity factors, which can be obtained by applying the algorithm developed
in Chapter 2.
Chapter 6 introduces a market-based, multi-agent control mechanism that
incorporates distribution transformer and voltage constraints for the charging
of a fleet of EVs. The algorithm solves an utility maximization problem in a
distributed way, assigning most charging power to the EVs with the highest
need for energy. The remaining capacity of each of the EV chargers is used for
reactive voltage control. The optimal solution is found after the exchange of
just one single message, in contrast to the method described in Chapter 5 which
requires more communication. Also, this control mechanism uses the voltage
sensitivity factors of Chapter 2. The algorithm has been tested in a practical
laboratory setup.
Finally, in Chapter 7, the multi-agent demand control system, which was
discussed in Chapter 6, is extended to provide spinning reserves. With the
proposed control framework, an aggregator of dynamic demand is able to control
the consumption and the response on frequency changes of a cluster of loads.
The primary frequency support by the cluster of loads can emulate the primary
control of a conventional generator. The total customer welfare remains maximal
during the frequency support by applying utility functions for each device.
Chapter 2
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2.1 Introduction
A high penetration of distributed generators and electric vehicles in Low Voltage
(LV) distribution network challenges the future grid operation. More intelligent
methods should be used for a better utilization of the distribution network, in
order to maintain, or even to improve, the power-supply reliability and quality.
Voltage rise is normally the main limiting factor to prevent the increase of
photovoltaic (PV) generation in LV networks [10], while a high penetration
The first author is the main author of the article. The contributions of the first author
include the literature study, the development of the model and the analysis of the simulation
results. The practical validation was done in cooperation with Filip Leemans, Marcel Stevens
and Johan De Winter.
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of electric vehicles (EVs) can result in significant voltage drops. Therefore,
Distribution System Operators (DSOs) are discovering a need to develop and
validate new voltage management strategies [38].
The development of voltage management strategies is a challenging task due
to the non-linear relationship between the network load and the grid voltage.
Many of the developed voltage management strategies use a linearised model
that describes the dependency of the voltage magnitude as a function of the
power injections [22, 39–58]. These linearised models are usually based on a
voltage sensitivity analysis.
Sensitivity analysis at the transmission level is a routine task, where the
sensitivity factors are typically obtained from the Jacobian matrix derived from
the Newton Raphson load-flow method [59]. However, obtaining the Jacobian
matrix for distribution networks is less practical, as load-flow calculations
need to be performed for every change in operating conditions. The relatively
high R/X ratio of LV distribution grids makes the Newton Raphson load-flow
method less suitable for solving the load-flow problem [60]. A specific method to
calculate the grid voltages in distribution grids is the backward-forward sweep
method [61], which makes no use of the Jacobian matrix.
A popular alternative to obtain the voltage sensitivity factors is the ‘perturb-and-
observe’ method, which consists of making small modifications and measuring
the impact on the voltage magnitude[38]. This method is significantly less
efficient, due to the need to recompute the entire network state for a change
on each bus. In order to increase the computational efficiency of the voltage
sensitivity calculation in distribution grids of the previously mentioned methods,
different alternatives have been proposed [59, 60, 62–65]. These methods still
require information about grid topology and cable parameters to obtain the
voltage sensitivity coefficients.
LV grids are the most unknown and manually controlled elements of the
electricity grid [66]. Grid topology information is often not available in an
easily accessible, digital structure. The information that utilities have about
the LV electricity grid is usually limited to which meter is connected to which
LV substation [66]. Exact lengths between houses, or of the connecting cable
between the smart meter and the distribution feeder are often not available.
Moreover, the phase to which each household with a single-phase connection is
connected is often unknown [67–69]. This information is crucial for the previously
mentioned algorithms. To overcome these problems, a computational-intensive
grid topology identification method has been developed which can only be
applied under several assumptions [70]. However, for most voltage management
strategies, having the voltage sensitivity coefficients, or a linear power flow
model, is sufficient.
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In this chapter, an algorithm with low complexity is proposed that can obtain
the voltage sensitivity factors and a linear load-flow model based on historical
smart meter data. No information about the grid topology is required. The
proposed algorithm assumes that, at every customer, both active and reactive
power are measured by a smart meter. The voltage magnitudes of nodes that are
interesting for a DSO are measured by the smart meters. These nodes will be
called the control nodes. The DSO can access this data, which might be stored
at a database. The low voltage network considered is an unbalanced, three-
phase, four-wire, radial system. Only radial operated distribution networks are
considered, as these are the majority for the connection of residential customers
to the grid. The network topology is considered to be fixed. In case the network
gets reconfigured, new data will have to be collected to obtain the voltage
sensitivity factors.
In the first part of this chapter, the algorithm is tested on an unbalanced
distribution grid simulated in Matlab. In the last part, actual data of a small
laboratory grid is used to validate the algorithm in real-life conditions. This
chapter is structured as follows: the distribution grid used in the simulation
results is described in Section 2.2. In Section 2.3, the algorithm that extracts
the voltage sensitivity information from historical smart meter data is presented.
It will be shown that the phase of connection of a single-phase household can
be extracted from the sign of these voltage sensitivity factors. The obtained,
linear voltage model will be compared to the exact results in Section 2.4. It
will be shown that the obtained, linear voltage model makes errors of the same
size as the non-linear system of load-flow equations when there are realistic
uncertainties on the applied load and grid models. Finally, Section 2.5 discusses
the practical laboratory grid where the algorithm is tested. The obtained
voltage sensitivity factors of the laboratory grid are used to implement a voltage
management strategy.
2.2 Simulated Network
The network used in the simulations is an existing, three-phase, four-wire,
radial distribution system with a TT earthing arrangement in Belgium. The
network consists of 62 customers and is depicted in Fig. 2.1. This network is a
semi-urban reference network in the LINEAR project [71]. It is a weak network,
vulnerable to voltage problems [14].
All main feeder cables are of type EAXVB 1 kV 4×150mm2, except for the
cable between node A and node B, which is of type EAXVB 1 kV 4×95mm2.
Cable properties are defined in table 2.1. The impedance values are calculated
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Figure 2.1: The network used in the simulations. All lengths are drawn to scale.
according to design specifications in the Belgian standard for underground
distribution cables NBN C33-322 [72], with an assumed operating temperature
of 45 ◦C. All households have a single-phase connection with a nominal line-
to-neutral voltage of 230 V and are equally spread across the three phases.
Statistically representative, residential load profiles are available to perform
load-flow simulations. Generation of these load profiles is described in [73]. In
[73], the privacy problem of data provided by electrical companies is bypassed
by transforming a large dataset of residential load profiles into a model that is
able to create a set of synthetic, non-aggregated load profiles. This model was
trained based on a large database of measured residential load profiles provided
by the DSOs in Flanders. A constant power load model was assumed for 80%
of this load, while a constant impedance load model was assumed for 20% of
this load. This division between different load models generally varies in time
for individual consumers [74], but in this work these are kept constant. All
households with an odd number are equipped with a PV-installation with a
nominal power of 3 kW. The PV is modelled as a constant power load. The
voltage at the secondary side of the transformer is considered to be 230 V during
no load.
Table 2.1: Properties of the simulated network.
Properties Value Unit
Total feeder length 1657 [m]
Impedance of EAXVB 1 kV 4 × 95 mm2 0.352+0.078j [Ω/km]
Impedance of EAXVB 1 kV 4 × 150 mm2 0.227+0.078j [Ω/km]
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2.3 Grid Identification
If distribution grid parameters, load profiles and load models are available,
the voltages in all of the nodes of the grid can be calculated with a load-flow
algorithm. A non-linear set of equations describes the relation between the
voltages in the grid and the power profiles:
Vh,t = f
(
V 0t ,Pt,Qt
)
(2.1)
where
• Vh,t is the voltage magnitude of customer h at timestep t
• V 0t is the voltage magnitude at the distribution transformer at timestep t
• Pt is a vector with the active power consumption of all customers at
timestep t
• Qt is a vector with the reactive power consumption of all customers at
timestep t
For radial distribution networks, the backward-forward sweep method can
be applied [61] to solve this non-linear system of equations that describes the
relation between the complex powers of all customers and the voltage magnitude.
The non-linear load-flow models are difficult to handle in optimization
formulations due to their non-convexity. Besides that, the effect of changes
in one part of the network on other parts of the network cannot be easily
quantified due to the complexity of the model. Therefore, the non-linear load-
flow models are sometimes approximated by a linear model, which can depend
on the network loading [38,43].
2.3.1 A Constant Linear Voltage Model
A first, simple approximation consists of assuming a constant linear model:
Vh,t ≈ V 0t +
N∑
h˜=1
µP
h,h˜
Ph˜,t +
N∑
h˜=1
µQ
h,h˜
Qh˜,t, (2.2)
where
• Ph˜,t is the active power of customer h˜ at timestep t
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• Qh˜,t is the reactive power of customer h˜ at timestep t
• µP
h,h˜
is the influence of active power of customer h˜ on the voltage magnitude
of house h
• µQ
h,h˜
is the influence of reactive power of customer h˜ on the voltage
magnitude of house h
The parameters of interest of this model, µh,h˜ and µh,h˜, can be obtained based
on historical smart meter data. We assume that smart meters measure active
and reactive power, as well as the voltage magnitude. In case a house has a
three-phase connection to the grid, voltage and power are measured in each
phase separately. Also, the voltage magnitude at the distribution transformer
is assumed to be measured. This data is stored in a database. If multiple time
steps are available, a least squares problem (LS) can be recognised in (2.2) with
µP
h,h˜
and µQ
h,h˜
as unknowns. If the influence on the voltage of house h needs to
be defined, one can solve the following problem:
min
µP ,µQ
nt∑
t=1
‖Vh,t − V 0t −
N∑
h˜=1
µP
h,h˜
Ph˜,t −
N∑
h˜=1
µQ
h,h˜
Qh˜,t‖22, (2.3)
where nt is the total amount of time steps available for least squares.
This linear least squares problem does not require any information about the
grid. Nor the location or the order of the customers matters. Historic data is
used to define the approximated voltage sensitivity factors µP
h,h˜
and µQ
h,h˜
. It is
assumed that there is no electricity theft in the LV grid. This can be verified
by comparing the sum of the measured power of all smart meters with the
measurements at the substation transformer. If the measurements are sensitive
to outliers, the 1-norm can be applied in (2.3) instead of the 2-norm. When prior
knowledge of the grid is available, this can be included by adding constraints to
the LS problem (2.3) and making it a convex optimization problem [75] which
can be efficiently solved [76].
An advantage is that the approximated voltage sensitivity factors are calculated
off-line. Calculating the actual sensitivity factors in real-time is often too
computationally intensive and requires a real-time communication of the load
profiles of the different customers. Therefore, some applications use already
approximated sensitivity factors, based on off-line load-flow calculations that
are sometimes updated depending on the network operation, e.g., heavy or
light loading conditions [22,46,47]. By regularly updating the voltage control
signals, small errors made by using approximated sensitivity factors can also be
compensated [46].
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The constant linear model will be a linearization of the average loads occurring
in the grid. It therefore describes the nonlinear load-flow equations best when
the load is average, but it will make larger errors if there is a very large load or
a high reverse power flow. The linearization errors made by the model of (2.3)
will depend on the grid topology, the load models and the load profiles. Due to
the fact that many parameters influence the linearization error, it is hard to
define exact limits for the validity of the model.
2.3.2 A Piecewise-Linear Voltage Model
In (2.2), the approximated sensitivity factors µP
h,h˜
and µQ
h,h˜
are assumed to be
constant. However, in [59] is shown that the actual sensitivity factors vary
depending on the loading of the network. The approximated sensitivity factors
µP
h,h˜
and µQ
h,h˜
can also be made dependent on the network operation. The
different, captured time steps of the historical smart meter data are divided
into different categories, e.g., heavy loading time periods, light loading periods
and reverse power flow periods due to distributed generation. These categories
can be found by summing-up all the load profiles.
For each category of points a linear model will be formed that approximates the
non-linear load-flow equation (2.1) for this category. The more categories, the
more accurate the approximation of the non-linear load-flow equation, however,
it is important that sufficient data points are part of each category to obtain an
overdetermined system and to train an accurate linear model for each category.
When more points are part of a category, the training of a model will be less
sensitive to measurement noise or outliers. Besides that, more points will better
describe the average operating conditions. Using three or four categories is also
more intuitive for operators and tends to give a good approximation, as will be
shown later on in this chapter. Therefore, it is suggested to divide the total
number of points into three different categories with an equal amount of points
in each category, so that each category has an overdetermined system of the
same size.
The least squares problem (2.2) can then be solved for only those time steps of
each category, e.g. for the low loading period TLow:
min
µP ,µQ
∑
t∈TLow
‖Vh,t − V 0t −
N∑
h˜=1
µP
h,h˜
Ph˜,t −
N∑
h˜=1
µQ
h,h˜
Qh˜,t‖22, (2.4)
The solution of this least squares problem provides a set of approximated
sensitivity factors for different levels of network loading. This model will
therefore be called the piecewise-linear model, whereas the one with the constant
20 VOLTAGE SENSITIVITY ANALYSIS OF DISTRIBUTION GRIDS
sensitivity factors will be called the constant linear model. The historical load
and voltage profiles on which the model is based will be called the training data.
With the trained linear load-flow model, the voltages at the customers nodes can
be computed by evaluating (2.2) without any knowledge of the cable lengths.
An important task for DSOs is to evaluate the impact on the grid voltage with
an increasing amount of PV generation, or an increasing usage of heat pumps
and electric vehicles. The linear load-flow model can be used to calculate the
according voltage rise or drop when grid topology data is missing.
A disadvantage of the linear and piecewise-linear load-flow model is that it
does not provide an estimate of the grid losses. It can only be used to define
the voltage sensitivity factors, not the loss sensitivity factors. Therefore, the
main applications of these models is in voltage calculations and voltage control
strategies of grids with missing or inaccurate grid data.
2.3.3 Practical Implementation
To solve (2.4), the DSO needs to collect the load profiles of all households and
the corresponding voltage profiles in which the DSO is interested. Smart meters
can communicate their profiles to a database, where the DSO can access this
data. Preferably, the DSO will also check if there was any energy theft during
this period.
By adding-up the load profiles, the system operator can divide the data into
periods of different loading. The voltage sensitivity factors are now obtained by
solving (2.4) for each period. There will be a set of different voltage sensitivity
factors for each load category. Fig. 2.2 presents a flowchart of this procedure.
Yearly, (2.4) can be solved with the load and voltage profiles of the year before
to check if the model still accurately describes the network behavior.
When the LV network gets reconfigured, (2.4) needs to be solved again with
load and voltage profiles that occurred during the new reconfiguration. However,
reconfiguration rarely occurs in European LV networks.
In Section 2.4, the distribution grid of Fig. 2.1 is simulated and the load profiles
and voltage profiles are obtained from this simulation environment. In Section
2.5, actual grid data of a laboratory distribution grid is accessed from a database
and is used to calculate the voltage sensitivity factors.
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Figure 2.2: Flowchart to obtain the load-dependent voltage sensitivity factors
based on historical smart meter data.
2.4 Simulation Results
The algorithm was tested on the network of Fig. 2.1. A piecewise-linear model
was calculated, based on historic data of the previous month. This model was
used to obtain the voltages in phase V of node 62 of a new day of which the
measured load profiles were available. Fig. 2.3 compares the voltage obtained
by an exact solution of the non-linear system of equations and the voltage
obtained by the trained, linear model. The non-linear system of equations was
solved by the backward-forward sweep method [61]. Both the backward-forward
sweep method and the training of the piecewise-linear model was implemented
in Matlab [77]. The errors of the piecewise-linear model are clearly small.
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Figure 2.3: At the top the voltage of node 62 for the exact load-flow and by a
trained piecewise-linear model. At the bottom the error of the piecewise-linear
model compared to the exact load-flow.
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In a second simulation, the grid voltages for one month will be computed, based
on the available load profiles. An exact load-flow with perfect knowledge of all
cable parameters and load models does not make any errors when computing the
grid voltages. However, accurate grid or load data is rare. Different models can
be made, with realistic errors on the cable lengths or load models. These models
can be compared with the exact load-flow model and with the trained models,
based on historical data. Four different load-flow models will be compared to
the exact load-flow model.:
Inaccurate Cable Length
This load-flow model consists of the non-linear load-flow equations (2.1) of the
grid in Fig. 2.1, but assumes a cable between node A and B which is 10%
longer than the actual length. Therefore, the solution of this set of non-linear
equations will make errors compared to the exact load-flow model.
Inaccurate Load Models
The second load-flow model consists of the non-linear load-flow equations (2.1)
of the grid in Fig. 2.1. However, the load models are assumed to be 100%
constant power models, whereas the actual load models were chosen to be a
power load model for 80% of this load and a constant impedance load model
for 20% of the load. Therefore, the solution of this set of non-linear equations
will make errors, compared to the exact load-flow model.
Constant Linear Model
The third load-flow model is obtained by solving (2.3), based on historical load
and voltage profiles of the previous month. No data about the grid topology or
of the phase of connection of each customer, was needed. This model will make
errors, due to the linearisation, compared to the exact load-flow model.
Piecewise-Linear Model
The fourth load-flow model is obtained by solving (2.4), based on historical load
and voltage profiles of the previous month. No data about the grid topology or
of the phase of connection of each customer was needed. This model will make
errors due to the linearisation, compared to the exact load-flow model. This
model can adapt to different loading conditions in the network.
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Table 2.2: Estimation errors of different load-flow models.
Load flow model RMSE [V] MaxAE [V]
Non-linear model with 0.089 0.42
inaccurate cable length
Non-linear model with 0.054 0.69
inaccurate load models
Trained linear model 0.06 0.94
based on historical data
Trained piecewise-linear model 0.043 0.69
based on historical data
Fig. 2.4 plots the probability density function (PDF) of the voltage error
compared to the exact model of three representative nodes of the network for
the four load-flow models that were previously described. One of the nodes
is located at the beginning of the feeder, one in the middle and one at the
end. It can be seen that the errors are similar and that they slightly increase
for nodes located at the end of the feeder. Note that these errors are small
and will be in the range of the measurement noise. Using another grid and
other load profiles will result in different errors made by the different load-flow
models. 62 Statistically representative, residential load profiles were used. In
[73], the privacy problem of data provided by electrical companies is bypassed
by transforming a large dataset of residential load profiles into a model that is
able to create a set of synthetic, non-aggregated load profiles. This model was
trained based on a large database of measured residential load profiles provided
by the DSOs in Flanders. The grid is an existing Belgian distribution grid
Table 2.2 shows the Root Mean Square voltage Error (RMSE) and the Maximum
Absolute voltage Error (MaxAE) of the four load-flow models. It can be
concluded from Fig. 2.4 and Table 2.2 that the models that were trained
based on historical data make small errors, but these are in the same range as
when realistic errors are included in cable lengths or load models. Moreover,
when the trained piecewise-linear model is applied, errors can even be slightly
smaller than in case of a load-flow model with inaccurate grid or load data. So,
even with small realistic uncertainties on the cable lengths or load models, the
trained linear or piecewise-linear models become valid alternatives to the set
of non-linear equations (2.1). Note that, when there is no information about
the phase of connection of each household, an exact solution of the non-linear
system of equations can easily make errors of several Volts, especially when the
PV generation is unequally distributed across the three phases.
The approximated sensitivities obtained by solving the least squares problem
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Figure 2.4: Probability density function of the voltage error in three nodes for
four different load-flow models: 1) An exact load-flow with inaccurate cable
length information 2) An exact load-flow with inaccurate assumptions regarding
load models 3) A trained constant linear model 4) A trained piecewise-linear
model.
can be compared with the actual sensitivities. As was discussed earlier, the
actual sensitivity factors vary depending on the loading of the network. In Fig.
2.5, the actual sensitivity factors are compared to the approximated sensitivities,
where the influence of consumption of node 55 on the phase voltages of node 62
is presented. The actual sensitivity factors are calculated by the ’perturb-and-
observe’ method [38]. All households had an equal load, which ranged from
-1 kW up to 1.5 kW, to obtain the voltage sensitivity factors for different grid
loading levels. The piecewise-linear model gives a better approximation of the
actual sensitivity factor. The available, historical data was divided into three
parts, each with the same amount of time steps, to obtain the piecewise-linear
model. As can be seen in Fig. 2.5, increasing the consumption of node 55 will
reduce the voltage in phase U at node 62, whereas it will increase the voltages
of phase V and W. This is due to the neutral point shift [12, 14]. Due to the
resistive and inductive voltage drop across the neutral conductor, a load or PV
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Figure 2.5: The actual and the approximated voltage sensitivities of the phase
voltages of node 62 due to active power consumption of household 55 for different
levels of household loading.
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Figure 2.6: The neutral displacement due to the injection of a single-phase PV
unit.
unit connected to one phase will affect the phase voltages of the other phases.
PV generation in one phase will increase the voltage of that phase, whereas the
other two phase voltages decrease, as shown in Fig. 2.6. Therefore, it can be
concluded that the load in node 55 is connected to phase U.
Due to the neutral point displacement, the constants µP
h,h˜
and µQ
h,h˜
obtained by
the least squares method will give a measure of the location throughout the grid
and the phase to which the household is connected. If the smart meter that
measured the voltage V h is connected to the same phase as the household h˜,
the constant µP
h,h˜
will be negative, because the active power consumption has
created a voltage drop. On the other hand, when the household is connected to
another phase, µP
h,h˜
will have a small positive value, due to the neutral point
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shift [12]. This allows all of the loads that are connected at the same phase to
be grouped, based on the constants µP
h,h˜
and µQ
h,h˜
. Fig. 2.7 shows the influence
of loads of all houses on the phase voltage of house 44, when all households
are connected by a single phase to the network. This is obtained by applying
the least squares method, using historic data of one month. Obviously, the
consumption of node 44 has the biggest influence on the voltage of node 44.
All nodes with a negative sensitivity factor are connected to the same phase as
household 44. Node 42 and 43 are connected to another phase, and, therefore,
extra consumption in these nodes will increase the voltage of household 44. In
this case, there was an alternating sequence of U, V, W, U, V, W,... for the
phase of connection of each household.
This method of phase identification is less computationally intensive than [68],
where a mixed-integer program is formed to identify the phase of connection of
customers. [69] solves a combinatorial optimization problem by a Tabu search
method. The phase of connection can also be identified by a unique signal
injection, as proposed by [78]. This would require adapting the smart meter,
which might be costly.
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Figure 2.7: The influence of active power of all houses h˜ on the phase voltage
of house 44.
2.5 Practical Evaluation
The methods described in section 2.3 are tested in the VITO HomeLab.
The HomeLab is a Smart Grid research and test facility for domestic energy
management and demand response. The smart grid test infrastructure consists
of roughly 300 m EAXVB 4×16mm2 cable, to which different white good
appliances can be connected, as shown in Fig. 2.8. The consumption of four
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electric heaters can be managed by a solid-state relay, controlled by an Arduino
unit. Five households can be simulated. A household is simulated by one white
good appliance and an electric heater. The active and reactive power of each
household are measured every 10 s, as well as the phase voltage magnitude.
The data is automatically saved in a SQL database.
Forming an exact load-flow model that perfectly matches the measured voltages
with the calculated voltages is a hard task, even for a small grid like this one.
It requires several, iterative adaptations of the non-linear system of equations,
to cope with slight errors in cable parameters, cable lengths, or load models.
Moreover, it is very difficult to identify the exact cause of the errors made by
the exact model, which makes it a difficult task to adapt the correct parameters
to improve the load-flow model. Therefore, the techniques described in Section
2.3 are applied to obtain a load-flow model based on measured data, without
knowledge of the grid data. Obviously, when an exact model is available, this
model should be preferred to obtain the voltage sensitivity factors.
± 300 m
EAXVB 16 mm
2
1
2
3
4
5
Figure 2.8: The laboratory distribution network topology.
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2.5.1 Grid Identification
During seven hours, different devices were turned on and off. The data of the
first four hours was used as a training set to obtain the voltage sensitivity
factors by solving (2.3). A constant linear model is trained. Due to the absence
of distributed generation in the test grid, there are no significantly different
operating points that require the use of the piecewise-linear model of (2.4). The
data of the last three hours is used as a validation set. Fig. 2.9 shows the
measured voltage of this period in three nodes of the network and the voltages
that are calculated, based on the trained, linear voltage model. The linear
voltage model clearly resembles the measured voltages, without having any
information on the grid topology, the load models, or the phase of connection
of each of the households. The errors made during this validation period are
shown in Fig. 2.10, for each of the nodes in the network. For more than 95% of
the time, the errors made by the constant linear model are less than 1 V. The
RMSE of this model equals 0.421 V, while the MaxAE equals 2.06 V.
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Figure 2.9: The measured voltage and the voltage obtained by a linear model
for three nodes of the test grid.
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Figure 2.10: The voltage estimation error by a constant linear model and the
phase of connection of each of the loads.
The phase of connection of each household is also depicted in Fig. 2.10. The
voltage sensitivity factors that express the influence of active power consumption
on the voltages in node 1, 3 and 5 are presented in Fig. 2.11. It can be seen
that nodes 1 and 2 are connected to the same phase, and nodes 3 and 4 are
connected to another phase. When the phase of connection is extracted from
the voltage sensitivity factors, the loading in each phase can be computed.
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Figure 2.11: The influence of active power consumption of all houses h˜ on the
phase voltage of house 1 (left), house 3 (middle) and house 5 (right).
It can be concluded that a simple and effective constant linear load-flow model
can be computed, based on measured grid data. This linear model can be used
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in a voltage control strategy.
2.5.2 Voltage Control
In the laboratory test grid, voltage control strategies can be tested. These
strategies can rely on the linear voltage model obtained in Section 2.5.1. Here,
a voltage control strategy is proposed that makes use of one central control
unit. This central unit receives from each EV a request to charge at a specified
charging power. Each EV also defines the urgency of charging by one number,
called the priority γ. Besides the information of the EVs, the central unit also
reads-out the voltage of the nodes vulnerable to voltage problems.
With the sensitivity factors µP
h,h˜
from the trained model, the control unit can
calculate what the voltage would be if no EV was charging during the previous
time step (V noEVh ):
V noEVh ≈ Vh,t−1 −
NEV s∑
i=1
µP
h,h˜
PEV
h˜
xh˜,t−1 (2.5)
where
• Vh,t−1 is the measured voltage of node h
• xh˜,t−1 binary variable that defines if EV h˜ was charging during the previous
timestep t− 1
• PEV
h˜,t−1 was the requested charging power by EV h˜ at the previous timestep
t− 1
Now, the central control unit can check if all EVs can charge at the same time
without causing voltage problems. By making use of the sensitivity factors
obtained in Section 2.5.1, the expected voltage when all EVs would charge
during the next timestep can be computed:
Vh,t ≈ V noEVh +
NEV s∑
h˜=1
µP
h,h˜
PEV
h˜,t
(2.6)
where
• PEV
h˜,t
is the requested charging power by EV i at timestep t
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This expected voltage should be compared with the allowed voltage limits. The
central control unit can give permission to all EVs to charge if this expected
voltage is higher than the minimum allowed voltage. Otherwise, if all EVs can
not charge all at the same time, the central unit will solve an optimization
problem that tries to maximize the amount of EVs that can charge, weighted
by their priority:
max
xh˜,t,ε
NEV s∑
h˜=1
γh˜xh˜,t − %ε
subject to x ∈ {0, 1}
Vh,t = V noEVh +
NEV s∑
i=1
µP
h,h˜
PEV
h˜,t
xh˜,t
Vh,t ≥ V min − ε
ε ≥ 0
(2.7)
where
• xh˜,t binary variable that defines if EV h˜ can charge or not at timestep t
• ε is a slack variable to keep the problem feasible
• % is a weighting factor of the slack variable
• V min is the minimum voltage allowed in the grid
The priority of charging γ should depend on the time left before departure and
the required energy by the time of departure. EVs with a limited time before
departure and still a high need for energy will have a high priority. Examples
of how EVs can define their priority of charging can be found in [79–81]. The
slack variable ε is applied to guarantee a feasible problem [46]. Due to a high,
uncontrollable load, it can become impossible to keep the voltage within limits
at some moments. The slack variable keeps the problem feasible and makes sure
that the algorithm tries to bring the voltage as close to the limits as possible
if this occurs. The weighting factor of the slack variable is chosen ten times
higher than the maximum possible priority.
The minimum voltage allowed in the grid, V min, depends on the applied voltage
standard of the region of operation. In the laboratory setup, the minimum
voltage is set at 227 V, so that it will quickly go out of limits if the EV charging
is not controlled.
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The control signals xh˜,t can be send to all EVs when this optimization problem is
solved. The control actions will give rise to a voltage which will be approximately
equal to Vh. This procedure is shown in Fig. 2.12. The communication from
the EVs to the central control unit can be made event-based. Only when the
EV adapts its priority, or charging power, it has to inform the central unit,
otherwise the central unit can use the last-sent values. The actions defined by
the central control unit are independent from history, so there is no possible
accumulation of errors.
This voltage control strategy is tested in the VITO HomeLab. Fig. 2.13 presents
the practical implementation of the central control unit. The central control
unit is implemented in Matlab. The central unit communicates via a database
with the Arduino load control units. Each Arduino control unit can switch
a solid-state relay to turn on or off an electric heater. The four available,
controllable electric heaters are used to emulate four EVs that charge at a rate
of 1.6 kW. One electric heater is connected to node 1, one to node 2, one to
node 3 and one to node 4.
It is assumed that the emulated EVs connected to node 1 and 3 have a high
need for the requested energy, while the emulated EVs connected to node 2 and
4 have a low need for the requested energy. Therefore, the priority γ of EVs 1
and 3 is higher than the priority of EVs 2 and 4. The different priorities are
given in Table 2.3. For the ease of presentation, the priorities are kept constant
during the test. The central control unit checks the network conditions every
10 s and solves optimization problem (2.7) if necessary.
The total load in each phase during this test is plotted in Fig. 2.14, while the
voltage is shown in Fig. 2.15. It is clear from the plotted, total load that the
EVs can charge when the total load is low in their phase, and have to stop
charging when the uncontrollable load by the households is high. When an
EV charges and the uncontrollable load suddenly rises, the voltage drops. The
control unit quickly corrects the voltage drop by stopping the charging of the EV
in this phase. I.e. at 12:30, it quickly stops the charging of the EVs connected
to phase V after a sudden increase of the uncontrollable load. This way, the
voltage drops only for a short period of time below the acceptable limits.
Two EVs are connected to phase U and two to phase V. At some moments, the
total, uncontrollable load is high in one phase, and only one of the two EVs
connected to a phase can charge to comply with the voltage limits. In this case,
the optimization control problem lets the EV with the highest priority charge,
while the other EV has to stop charging. In Fig. 2.14, it can be seen that at
13:00, EV 1 can charge, but EV 2 has to stop charging because, otherwise, the
voltage will drop to an unacceptable level.
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EVs to charge
Yes
No
Every 10 s
Calculate VnoEV: 
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Figure 2.12: Flowchart of the voltage control strategy for EVs executed by the
central control unit.
Table 2.3: The used priorities of the four EVs in the practical setup.
EV 1 EV 2 EV 3 EV 4
Priority 0.8 0.6 0.75 0.5
Problem (2.7) can be extended with constraints that limit the total load in
each phase. Future work focusses on testing and validating different voltage
management strategies with the obtained voltage sensitivity factors.
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Figure 2.13: Practical implementation of the voltage control strategy.
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Figure 2.14: The total, active power consumption in phase U, V and W during
the test of the implemented voltage management strategy. The loads are stacked
on each other in this plot.
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Figure 2.15: The voltages of nodes connected to phase U (node 1), V (node
3) and W (node 5) during the test of the implemented voltage management
strategy.
2.6 Conclusion
A linearised load-flow model is identified by means of historical smart meter
data for radial distribution grids with incomplete or inaccurate data. This
model depends on the loading of the network and could be obtained by solving a
least squares problem. No information concerning grid topology, load models, or
the phase of connection was required. It was shown that the voltage sensitivities
obtained, based on historical smart meter data, are accurate approximations of
the actual voltage sensitivities. The approximated voltage sensitivities provide
information about both the location and the phase of each customer. These
voltage sensitivities are crucial for many voltage management strategies.
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The algorithm has been verified in a practical laboratory environment. A
validation set of data was used to compare the output of a trained, linearised
load-flow model with actual data, which were shown to match accurately. The
algorithm could also correctly identify the phase to which each household was
connected. As an example of the many applications, the voltage sensitivities
were used in a voltage control strategy. A central control unit evaluates if the
requested power of an EV can be consumed without harming the grid. When
the voltage dropped below the allowed limits, the control unit could quickly
correct the voltage to an acceptable level.
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3.1 Introduction
The increasing penetration of photovoltaic (PV) panels challenges the future
grid operation. During periods of low demand, the high active power injection
by the PV inverters can result in transformer overloading, or a rise of the grid
voltage to critical levels. Voltage rise is normally the main limiting factor to
prevent the increase of PV generation in Low Voltage (LV) networks [10]. PV
inverters provide their nominal, or maximum power, during just a small fraction
The first author is the main author of the article. The contributions of the first author
include the development of the model, the optimization framework and the analysis of the
simulation results. The second author contributed with the development of the model and
the analysis of the results.
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of the time so that the remaining power capacity available in the inverter can
be used for voltage control. Voltage control by reactive power control and active
power curtailment is shown to be an economically interesting solution [82].
Different local reactive power control methods are proposed. These include
methods based on local voltage measurements [10, 25, 26, 83], local power
production measurements [10, 25, 26, 84], or a combination of both [25, 26].
In [85], local measurements are used to define the voltage reference for a reactive
voltage controller. These local control methods can result in a significant amount
of unnecessary reactive power consumption, or insufficient voltage support, when
local parameters are not tuned to the structure of the grid. Most of these local
controllers are characterised by only one parameter, making it impossible to be
optimal for different states of the system. Besides that, local controllers cannot
avoid transformer overloading.
The installation of a communication infrastructure for smart metering offers
new possibilities for voltage control. Intelligence can be added to a substation,
or another, local agent responsible for network control. An optimization of
reactive power consumption results in the most efficient reactive power support
to avoid overvoltage, or to remain in a specified voltage band. This optimization
can be performed at a central unit [46,86,87], or by an iterative communication
procedure between intelligent, neighbouring PV inverters [10,88,89]. However,
system conditions in a grid with a high penetration of PV generation can rapidly
change due to the movement of clouds. It is therefore important that the
reactive control can adapt to changing system conditions [90]. Reactive power
support, as planned by an optimization unit, can therefore become insufficient,
or excessive when no real-time optimization is performed. Computational and
communicational burdens might hinder this real-time implementation. Local
controllers are not vulnerable to these changing conditions.
The amount of reactive power that can be supplied is limited. At time steps
of high active power production, the part of the inverter capacity remaining
for reactive power might not be sufficient to keep the voltage at acceptable
levels. Moreover, due to the high R/X values in LV networks, the effect of
reactive power is limited. Active power curtailment is then required to avoid a
violation of the upper voltage limit. Local active power curtailment methods are
proposed in [10,22,91]. This curtailment is a direct cost to the owner of the PV
panels, due to the reduction of generated energy. It is therefore recommended
to make optimal use of the available reactive power to minimize the amount of
active power curtailment.
In this work, a centralized optimization algorithm optimizes the parameters of
the local controllers every 15 minutes. The local controllers are optimized to
obtain near-optimal performance, even when the PV production changes due to
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cloud movement in this 15-minute time period.
In [92], a centralized optimization algorithm tunes one parameter of each local
reactive power controller reacting on local measurements of the voltage. In
this work, both curtailed active and reactive power are controlled, based on a
local measurement of the produced PV power. The local control methods are
defined by multiple parameters, resulting in a more optimal behaviour. The
corresponding optimization problem is a convex optimization problem which
can be solved efficiently.
This chapter is structured as follows: In Section 3.2, the effectiveness of
reactive voltage control in three-phase, four-wire, unbalanced, radial distribution
networks is studied. In Section 3.3, the convex optimization problem that results
in the tuning of the local control parameters is presented. The test system is
described in Section 3.4. Finally, Section 3.5 discusses the obtained results and
compares them with different local control methods.
3.2 Effectiveness of Reactive Power in Three-
Phase Four-Wire LV Networks
Distribution networks are characterised by low X/R values. It is well described
in the literature that, for a single-phase line with mainly resistive line impedance,
reactive power has a limited effect on the voltage [25, 93]. European LV
distribution networks are, however, often of the three-phase, four-wire type.
The connection of single-phase loads and PV units to three-phase, four-wire LV
networks will not only alter the voltage profile in the connected phase, but also
the two other phase voltages due to a neutral point shift [12]. The neutral-point
shift originates from the return current through the neutral conductor. Consider
a three-phase four-wire cable with R = 3X, with a PV unit connected at one
side and a delta-grounded wye (Dyn) transformer with a perfectly balanced
network at the other side. Fig. 3.1 presents the phase voltages before and
after reactive power absorption of a PV unit connected to phase U. The phase
voltages are considered to be balanced before reactive power absorption by the
PV panel. The full line is the phase voltage before the absorption of reactive
power, the dashed line is the phase voltage after the absorption.
Reactive power absorption in phase U significantly increases the phase voltage
of phase W and decreases the phase voltage of phase V. Therefore, in grids
with low X/R values, decreasing the voltage in one phase can be done with less
reactive power injection in another phase than by absorbing reactive power in
the specific phase itself. This effect is important for reactive power control in
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Figure 3.1: Neutral point shifting due to the absorption of reactive power in
phase U.
grids where PV panels are not equally spread across the three phases. When the
voltage rises to critical levels in the phase with the highest PV production, local
reactive controllers of PV panels connected to the other phases could respond
as well. These panels can make their reactive power support dependent on their
PV production, as a high PV production can be a good indication of overvoltage
in the phase with the highest PV production. A central optimization of all the
local control parameters, which is regularly repeated, can take this into account.
Neutral-point shifting also occurs with active power injection. As shown in [12],
active power injection in one phase increases the voltage of that phase, but
decreases the voltage in the other two phases. Therefore, grids where the PV
installations are unequally distributed across the three phases are significantly
more vulnerable to overvoltage [14]. PV generation in a distribution grid is
rarely spread equally across the three phases, resulting in phases that can be
more vulnerable to severe voltage rises than others.
Four different, local voltage control methods are presented in Fig. 3.2 [25,26].
The first three controllers react to the local voltage measurement, whereas the
fourth controller reacts on a local measurement of the produced PV power.
The first two local control methods only use reactive power. Reactive voltage
control alone can sometimes be insufficient and active power also needs to be
curtailed to avoid excessively high voltages. The third local control method
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combines reactive voltage support with active power curtailment. Reactive
power is absorbed starting from a voltage of 1.08 p.u. Active power curtailment
starts from a voltage of 1.09 p.u. with a total reduction of the produced power
at 1.11 p.u. The reactive power contribution from the inverters that are nearest
to the transformer will be negligible, since the measured voltage levels at these
inverters will be lower, and therefore can result in a weaker voltage support [26].
If the reactive power capabilities of inverters close to the transformer are to be
exploited, the droop parameters have to be made location dependent [22].
Inverters equipped with the fourth local control method react to a local
measurement of the produced PV power. Inverters close to the transformer will
participate in voltage control, but have no feedback about the actual voltage.
Time periods with a large amount of PV generation often do not coincide with
the moments of peak power demand. This results in a rise of the grid voltage. A
controller based on a local measurement of the produced power can help to avoid
voltage limit violations by absorbing reactive power during peak production.
This fourth local control method requires the inverter to have a higher rating
than the maximum produced PV power. It is assumed that each inverter can
still inject or absorb reactive power to obtain a cos(ϕ) of 0.95 at maximal PV
production.
The local control methods of Fig. 3.2 will not result in a minimum use of
reactive power while avoiding voltage problems. However, note that these local
control methods are robust, reliable and easy to implement. Besides that, no
grid model is needed to implement these control approaches. Therefore, when no
grid model and communication infrastructure is available, these control methods
can be applied. This chapter assumes that a grid model and a communication
infrastructure are available, and, therefore, implementing the proposed central
controller comes at limited or no extra cost. The local control methods of Fig.
3.2 can then be used as a back-up system.
In this work, local control parameters are centrally optimized to guarantee a
minimum us of reactive power while avoiding voltage problems. The optimized
local controllers react to their PV output power, like local control method
four. The control functions are first-order splines. A first-order spline is a
piecewise-linear function. The place where the piecewise functions of the spline
connect are called knots. For a given time step, the control function is divided
into a fixed amount, i.e. ten, of piecewise functions for the range of possible PV
output power levels. For a PV output power level that is constrained in the
interval between two knots, the output value of the controller is defined through
linear interpolation. The output value of the local controller at each knot is
optimized. Therefore, the more knots that are used, the better the performance
of the controller, but the higher the computational complexity. In this work,
the amount of knots is limited to ten. This leads to good results, as shown in
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Figure 3.2: Four different local control methods.
Section 3.5, and has a limited computational complexity.
Fig. 3.3 shows two local control functions, each consisting of ten piecewise
functions. Both curtailed active and reactive power are controlled. The first,
local control function is a typical control function of the phase with the highest
PV production. Starting from a certain level of power output, reactive power is
absorbed to reduce the voltage. For higher power output levels, active power
also needs to be curtailed. The second local control function is a typical control
function of a phase with less PV production. As was shown in Fig. 3.1, when
voltage problems occur i.e. in phase W, due to a higher amount of rated PV
power connected to this phase, reactive power injection in phase U can decrease
the phase voltage in phase W. Therefore, starting from a certain power output
the controller injects reactive power to decrease the voltage in the other phase.
From a certain amount of produced power, the voltage will increase in its own
phase and the reactive power injection has to be limited. For high amounts
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Figure 3.3: Example of two optimized local control functions defined by a
piecewise linear function with 10 knots.
of produced power, the inverter rating will limit the reactive power injection.
Active power need only to be curtailed at very high production levels. The
knots of the splines are marked by dots in this figure. By regularly retuning the
knots of the splines, i.e. every 15 minutes, the local controller that reacts on
the produced power can adapt to increasing and decreasing loads, i.e. during
lunchtime.
At night, when the produced PV power is zero, the proposed method reduces to
a standard, central, reactive voltage control method, where the reactive power
injected, or absorbed, by the PV inverters remains constant until the next
central optimization of reactive power takes place. There is a lower correlation
between load profiles, resulting in smaller voltage fluctuations in the time
between two optimization steps at night, justifying a constant, reactive power
control.
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3.3 Optimization Problem
The centralized control system should determine setpoints of the reactive power
and curtailed power of PVs, based on the expected PV output power during the
next time period. In practice, however, the PV output power in the next time
period can vary significantly due to the movement of clouds and is uncertain.
To cope with this uncertainty, the local controllers are tuned by the central
optimization for different possible PV production levels. These different levels
are discretised, using e.g. ten points, which form the knots of a first order spline.
Constraints are then defined for each possible knot of the spline. Two examples
of optimized, local control functions defined by splines were already presented
in Fig. 3.3.
The PV inverter complex output power is limited by the nominal inverter
apparent power rating |SNomh |:(
PPVp,h − P curtp,h
)2 + (QPVp,h)2 ≤ (|SNomh |)2 (3.1)
Where
• PPVp,h is the produced PV power by the inverter connected to node h, for
knot p [kW ];
• P curtp,h is the curtailed PV power by the inverter connected to node h, for
knot p [kW ];
• QPVp,h is the reactive power by the inverter connected to node h, for knot p
[kvar];
If a spline of 10 knots is applied, each inverter has 10 complex output power
constraints (3.1), as for each possible PV output power level, the inverter rating
should be respected. The inverter can not curtail more than the produced PV
power, which requires constraint:
0 ≤ P curtp,h ≤ PPVp,h (3.2)
A constraint on the power factor can be set by a linear constraint:
QPVp,h ≤ ς
(
PPVp,h − P curtp,h
)
(3.3)
where ς is a constant defining the allowable ratio between reactive and active
power.
The first-order splines formed by the knots P curtp,h and QPVp,h define the functions
P curt = fP
(
PPV
)
and QPV = fQ
(
PPV
)
. All the points of these functions
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will satisfy constraints (3.1), (3.2) and (3.3). The convexity of these constraints
implies that any point on a straight line between two points in the convex set
is part of the set and, therefore, satisfies the inverter limits. This justifies the
discretization to a limited amount of points.
For all different PV output levels, the voltage should remain within limits.
The influence of PVs on the voltage magnitude can be approximated with a
linearized model [41, 49, 86, 94], resulting in an affine constraint. The voltage at
node h, for a set of possible output powers PPV
p,h˜
, can be defined as:
|Vp,h| = |V baseh |+
nnodes∑
h˜=1
(
µP
h,h˜
(
PPV
p,h˜
− P curt
p,h˜
)
+ µQ
h,h˜
QPV
p,h˜
)
(3.4)
Where
• V baseh is the voltage at node h due to the load of the households during
the previous time step [V ];
• Vp,h is the voltage at node h with the local controllers activated [V ];
• µP
h,h˜
is the sensitivity of the voltage magnitude in node h by active power
injected at node h˜ [ V
kW
];
• µQ
h,h˜
is the sensitivity of the voltage magnitude in node h by reactive
power injected at node h˜ [ V
kvar
];
For each set of possible output powers PPV
p,h˜
a voltage Vp,h exists. Due to the
small geographical area, the produced PV output power PPV
p,h˜
relative to the
nominal power production |SNom| could be considered as equal. Having a spline
of 10 knots for each PV inverter will then result in 10 possible voltages at each
node h.
In practice, the irradiation between different PV panels can slightly differ due
to cloud movement. When using splines with 10 knots, the amount of possible
combinations, and therefore also possible voltages to include, equals n10nodes.
A lot of these combinations are very unlikely or can be neglected, i.e. all
combinations with only low PV production levels will not cause any problems.
Some relevant combinations of different irradiation levels could also be included
by sampling some scenarios. These scenarios represent a realistic cloud pattern
with lower irradiation in a certain area of the distribution grid. This will increase
the number of constraints. Simulation results, though, show that defining the
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splines, based on the assumption of equal relative PV output power level, gives
good results, even when the relative output power is not equal.
Typically, the voltages of a limited number of control points at the end of
the feeders have to be considered, as these are subject to the largest voltage
deviations. This can, again, significantly reduce the number of constraints.
The voltage estimation is done based on information of the previous time step.
It is considered that households are equipped with smart meters. This way, the
voltage at node h, caused by the load of the households V baseh , can be calculated
by performing a load-flow with the load of the households. An alternative way
to obtain V baseh is to use a measurement of the voltage in node h and subtract
the influence of the PV units on this voltage during the previous time step by
making use of the sensitivity factors.
All the possible voltages should be limited between a minimum and maximum
voltage:
V min ≤ |Vp,h| ≤ V max (3.5)
where V min and V max are the minimum and maximum allowed voltage. As
previously stated, the voltages in the beginning of the feeder should not be
considered to reduce the amount of constraints. Small violations of constraint
(3.5) can exist, due to limited variations of the base load and linearization
errors by the linear models. This can be avoided by introducing a small extra
conservative margin in the limits of (3.5). The voltage is limited to ± 10 %
of the nominal voltage, but to include a conservative margin, V min and V max
are chosen to be ± 9 % of the nominal voltage. All possible voltages should
comply with the voltage limits. Due to the convexity of constraints (3.4) and
(3.5), every voltage caused by a linear interpolation obtained by the splines will
comply with these limits when the relative output power of each PV inverter is
equal.
The objective of the controllers is to curtail as little active power as possible.
A small penalty term for reactive power is added to the objective function
to avoid the use of reactive power when no critical voltage conditions can be
reached. The unnecessary use of reactive power could lead to increased losses.
The total amount of reactive power is automatically constrained by the limits of
the inverters. A small weighting factor w, equal to 0.01, is introduced to ensure
that the reduction of curtailment dominates the penalty term for reactive power.
Smaller, positive weighting factors can be applied. The final optimization
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problem is defined as:
minimize
P curt
p,h
,QPV
p,h
10∑
p=1
nnodes∑
h=1
(
w
(
QPVp,h
)2 + (1− w)P curtp,h ) (3.6)
subject to (3.1− 3.5)
The solution of this convex optimization problem defines all the knots of the
piecewise-linear, local control functions. The active and reactive power are
defined in kW and kvar.
Different, extra constraints can be added to optimization problem (3.6). Fair,
active power curtailment can be imposed by the next constraint:
P curtp,h
SNomh
=
P curtp,z
SNomz
(3.7)
This constraint results in an equal percentage of curtailed power when PV panels
produce the same percentage of the nominal power. Note that this constraint
imposes fair curtailment within this feeder, but not in the overall system.
Another possibility is to allow only active power curtailment, as in [22]. This
can be achieved by adding a constraint that makes QPVp,h equal to zero. If
transformer overloading can take place, a constraint on the maximal apparent
power can be introduced. Again, this constraint has to hold for all possible PV
output power levels:(
nnodes∑
h=1
PPVp,h − P curtp,h − PLh
)2
+
(
nnodes∑
h=1
QPVp,h −QLh
)2
≤ (SMax)2 (3.8)
where PLh and QLh form the load of the household connected to node h and
SMax is the maximal apparent power going through the transformer. The sum
of the (estimated) active and reactive household loads can be replaced with an
estimate of the total active and reactive load.
In this work, the adaptive central controller is compared to the local control
methods of Fig. 3.2 and compared to a static central controller. In a static
central optimization, the setpoints for the reactive power and curtailed active
power are defined and do not depend on local measurements of the produced
power.
A prediction of the PV output power during the next 15 minutes is used
by the static central optimization to define the setpoints. The static central
optimization needs short-term forecasts with a high spatial resolution. The two
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most popular very short-term forecast methods are based on stochastic learning
techniques or on total sky imagery. The simplest stochastic learning technique
is the persistence model which is based on current or recent PV power plant
or radiometer output and is extrapolated to account for changing sun angles
[95–97]. Total sky imagery consists of the acquisition and analysis of sky images
to estimate the cloud cover. This improves the PV power prediction. It, however,
requires a Whole Sky Imager device [95]. Also, for PV power predictions with
time scales shorter than one hour, forecasts based on a persistence model
tend to outperform satellite based forecasting methods and numerical weather
prediction models [95–97]. Therefore, for the static central optimization the
persistence model will be used as a forecasting method in this work. Typical
accuracies for these forecasting methods can be found in [96,97]. Developing
advanced stochastic learning methods for the prediction of PV power is outside
the scope of this work. Note that the field of solar and photovoltaic forecasting
is rapidly evolving and further improvements in very-short term power forecast
methods are expected [95]. Fig. 3.4 shows the 15 minute ahead prediction by a
persistence model for a sunny and cloudy day. It is clear that forecast errors
increase in the presence of clouds and, therefore, the performance of a static
central controller will decrease. The smaller the time period between consecutive
optimizations, the faster the central controller can correct for prediction errors
due to clouds. The static calculation of both reactive and curtailed active power
becomes:
minimize
P curt
h
,QPV
h
nnodes∑
h=1
(
w
(
QPVh
)2 + (1− w)P curth ) (3.9)
subject to 0 ≤ P curth ≤ E(PPVh )(
E(PPVh )− P curth
)2 + (QPVh )2 ≤ (SNomh )2
V min ≤ |Vh| ≤ V max
|Vh| = |V baseh |+ ...
+
nnodes∑
h˜=1
(
µP
h,h˜
(
E(PPV
h˜
)− P curt
h˜
)
+ µQ
h,h˜
QPV
h˜
)
where E(PPVh ) is the expected power production of the PV unit connected
to node i, during the next time step, as predicted by the persistence model.
The obtained setpoints P curth and QPVh can be locally overruled when inverter
constraints are not met because of forecast errors. I.e. when the PV production
suddenly drops unexpectedly, the curtailed active power remains limited to this
level.
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Figure 3.4: Measured PV profile P t and 15 minutes ahead PV prediction
E(P t+15) for both a sunny and cloudy day (Top) and the prediction error for
both days (Bottom).
3.4 Simulated Network
The network used in the simulations is the same, existing, three-phase, four-wire,
radial distribution system that was already presented in Fig. 2.1. It has been
used to investigate the impact of an increasing amount of PV [14,94] in public,
low voltage distribution networks. It was shown that it can cope with PV units
installed at the rooftop of 50 % of all the houses. Overloading of the transformer
did not occur.
All households were assumed to have a single-phase connection with a nominal
line-to-neutral voltage of 230 V and are equally spread across the three phases.
The voltage at the secondary side of the transformer is considered to be 235 V
during no load, which can be considered as a typical LV transformer tap to avoid
low voltages at the end of the feeder. Statistically representative, residential
load profiles are available to perform load-flow simulations. A constant power
load model was assumed. Generation of these load profiles is described in [73].
In [73], the privacy problem of data provided by electrical companies is bypassed
by transforming a large dataset of residential load profiles into a model that is
able to create a set of synthetic, non-aggregated load profiles. This model was
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trained based on a large database of measured residential load profiles provided
by the DSOs in Flanders. No data of reactive power consumption by loads was
available and reactive power by loads is, therefore, neglected in the simulation.
The PV profile was measured at a fixed rooftop PV installation at KU Leuven,
with a time step of one minute. All PV panels are assumed to have equal
orientation. The PV generation units have a nominal capacity of 5 kVA and are
unequally spread across the phases. All households connected to phase U have
a PV unit, whereas only 50 % of the other households have a PV unit. The
voltage is limited to ± 10 % of the nominal voltage. The time step used in the
simulation is one minute.
3.5 Results
In this section the four, local controllers of Fig. 3.2 are compared both with
the adaptive central control method that tunes the local control functions by
solving (3.6) and with the static central optimization (3.9) of the PV inverters.
One week in summer is simulated on a one minute basis. To take into account
cloud movement, the PV profiles of all households with an index higher than
40 were delayed by one minute to obtain more realistic PV profiles [98]. The
local control functions, though, are tuned under the assumption that the PV
profiles of all households are equal. Even with this assumption, performance
of the adaptive controller is superior, as will be shown in this section. All
voltages are obtained by applying the backward-forward sweep power flow
method [61]. Convergence problems due to the non-differentiable points of the
voltage-dependent, local controllers [25] are mitigated by applying a diminishing
step size in the backward-forward sweep power flow method. The adaptive
central controller updates the local control parameters every 15 minutes, whereas
the static central controller updates the setpoints of the reactive power and
curtailed active power every 15 minutes. No constraint to impose fair active
power curtailment (3.7) is added in the first simulation.
In Fig. 3.5, an empirical cumulative distribution function (CDF) plots the
maximum voltage occurring in the grid. Voltages above 1.1 p.u. need to be
avoided. The first local control method shown in Fig. 3.2 reduces the maximum
voltage, but fails to avoid voltages above 1.1 p.u. With this local control method,
all PV panels will absorb high amounts of reactive power. However, due to the
neutral point shifting effect discussed in section 3.2, reactive power absorption in
one phase can increase the voltage in another phase. In unbalanced, three-phase,
four-wire grids, this will result in higher voltages of the phase with the highest
installed PV generation. The fourth local control method also absorbs high
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amounts of reactive power in all phases at the same time, and therefore, reduces
the voltage insufficiently. The second local controller only absorbs reactive
power in phases with high voltages, which clearly improves the voltage reduction.
To further reduce high voltages, active power curtailment can be added to the
second local control method, which is done in the third local control method.
This further improves the performance of the voltage control. The static central
controller is unable to adapt to quickly changing conditions, i.e. to a sudden
increase of irradiation in the area. The combined central and local control
approach is better at adapting to these changing conditions and significantly
reduces excessive voltages. To avoid excessive high voltages, the third local
control method and the proposed combined central and local control approach
should be preferred.
An advantage of centrally-coordinated controllers is that they can ask to
inject/absorb reactive power in one phase to avoid excessive voltages in another
phase. Therefore, reactive voltage support is more equally spread across the
three phases, resulting in decreased losses. The individual reactive power
support by each household is presented in Fig. 3.6. In this figure, a modified
box plot [94] is applied to display the reactive power support. An additional box,
spanning the 5th to 95th percentiles, is added to the standard box plot. Phase
U has a higher loading, due to the higher penetration level of PV generation.
High voltages mainly occur in this phase. The first local control method results
in excessive reactive power support by each household. With the second and
third local control method, only nodes with high voltages will absorb reactive
power to reduce the voltage. The last local control method results in equal
reactive power absorption of all nodes, including the nodes of low loaded phases,
which is less efficient. The adaptive central method results in both reactive
power injection and absorption of all nodes. Depending on the phase of the
connection, PV units absorb or inject reactive power. This is because excessive
voltages occur mainly in phase U due to the higher PV penetration. Injecting
reactive power in phase V reduces the voltage in phase U due to the neutral
point shifting.
The application of the first local control method results in excessive use of
reactive power and, therefore, an unnecessary extra loading of grid components.
The application of the second and third local control method results in increased
loading of the highest-loaded phase U, whereas applying the last local control
method results in an equal increased loading of each phase. Avoiding the extra
power through the highest-loaded phase is beneficial for the system losses.
A comparison between the losses and the amount of curtailed energy is provided
in Table 3.1. A traditional voltage control is added, where a PV installation will
disconnect for 10 minutes in case of any voltage limit violation and reconnect
when the voltage is within limits again. This type of control results in a high
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Figure 3.5: Empirical cumulative distribution function (CDF) of the maximum
grid voltage for different control methods.
amount of curtailed energy. Due to the disconnection of many units, the peak
load seriously drops, which results in a significant decrease of the average
amount of losses. Without any type of voltage control, the losses are lower
than with reactive voltage control. No reactive power is absorbed or injected.
The assumed, constant power model of both the loads and the PV-units will
then result in smaller currents in case of higher voltages. The central methods
have smaller losses than the local methods, due to the more optimal use of
reactive power. If necessary, a limited amount of active power is curtailed by
the central methods. The average, daily produced energy in the grid during
this week in summer equals 810 kWh, so the amount of curtailed energy is
almost negligible. Local control method 3, which had a similar performance in
avoiding voltage limit violations as the proposed combined central and local
control approach, has increased losses and curtails more energy. In case of a
failure in the communication system, local control method 3 could be applied
as a less optimal backup for the proposed method.
In the previous simulation, active power curtailment was unfair: customers
connected to phase U curtailed more power. By adding constraint (3.7) to the
optimization formulation of the local control functions, all PV panels will curtail
an equal percentage of the generated power. This will result in an increased
total amount of curtailed energy, because PV panels to non-problematic phases
will also curtail produced energy. The total active power produced for both
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Figure 3.6: Reactive power support of each household for different control
methods. A modified box plot is used, where the whiskers extend to the
minimum and maximum values.
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Table 3.1: Average, daily system losses and the average total amount of curtailed
active power in the grid for different control methods.
Control method Average daily Average daily
system losses curtailed active power
No control 26.19 kWh 0 kWh
Traditional voltage control 9.81 kWh 257.13 kWh
Local control method 1 82.77 kWh 0 kWh
Local control method 2 33.21 kWh 0 kWh
Local control method 3 31.05 kWh 8.96 kWh
Local control method 4 30.97 kWh 0 kWh
Static central control 28.38 kWh 0.49 kWh
Adaptive central control 28.16 kWh 0.47 kWh
fair and unfair curtailment is plotted in the upper part of Fig. 3.7. In case of
fair curtailment, the extra reduction of produced power is limited due to the
intelligent application of reactive power. There is a limited amount of increased
curtailed energy during peak production only.
The lower part of Fig. 3.7 plots the total produced power for both fair and
unfair curtailment when reactive power injection or absorption by the PV
generation is not permitted. Without reactive power control, the active power
curtailment has to be increased to comply with the voltage limits. Fair active
power curtailment will then result in a significant reduction of the produced
power. This emphasizes the need for reactive power support by PV panels when
the goal is to produce a maximum amount of renewable energy without violating
voltage limitations. The individual, average daily active power curtailment for
each PV unit is shown in Fig. 3.8. In case of unfair curtailment, only a handful
of customers is curtailing power. Especially the customers connected at the end
of the feeder to phase U will have the disadvantage of increased curtailment.
The extra cost of fair curtailment will be significantly higher without reactive
power control. This cost depends on the compensation the DSO will pay to the
owners of the PV panels due to the reduction of generated energy and the cost
of grid losses. An economic analysis is outside the scope of this text.
3.6 Conclusions
This chapter describes a combination of a central and local control method
for voltage control by PV inverters in unbalanced distribution grids. It was
shown that in unbalanced, three-phase, four-wire grids the neutral point shifting
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Figure 3.7: Total produced power for fair and unfair active power curtailment
with and without reactive voltage control.
effect requires special care for active and reactive power control. The reactive
and curtailed active power controlled by the PV inverters are a function of the
produced PV power and are defined by a first-order spline. The parameters of
all the splines are regularly retuned by a central convex optimization program,
i.e. every 15 minutes. This way, the local controllers can respond quickly
to changing conditions, while a central optimization of the local parameters
guarantees a near-optimal use of the reactive power and a minimum amount of
curtailed active power.
Simulations show that the proposed control ensures that the voltage complies
with the limits, while it results in less losses than the local control methods. It
curtails less active power than local control methods that curtail active power
and is able to curtail active power in a fair way.
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4.1 Introduction
A high penetration of distributed photovoltaic generators (PV) and electric
vehicles (EVs) may lead to power quality problems in low voltage (LV)
distribution networks. European LV distribution networks are often of the
three-phase four-wire type. Both PVs and EVs are often not equally spread
across the three phases of the distribution network, which will increase the
load unbalance [13,15,99–101]. An unbalanced operation of the network will
result in a serious increase in the system losses, voltage problems and voltage
The first author is the main author of the article. The contributions of the first author
include the literature study, the development of the model and the analysis of the simulation
results.
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unbalance. Furthermore, an unbalanced network can host less PV generation
before the critical voltage limit is reached. PVs can extend the transformer life
[102], but a high amount of EVs will decrease it.
Different approaches are proposed to balance the load in the three phases. A
first solution for the Distribution System Operator (DSO) is manually switching
the phase to improve the distribution of the load across the three phases [103].
This can become very costly and the more switching actions, the higher the
cost for the DSO. An alternative is dynamically-switching residential load
from one phase to another [11, 104]. This requires the use of static transfer
switches. In [105], a droop control for negative-sequence currents is proposed.
[106] develops a control scheme for a three-phase, four-wire inverter to deliver
negative-sequence currents, based on measurements of the negative-sequence
voltage. Another approach is applied in [107], where the inverter has a resistive
behaviour towards the zero-sequence and negative-sequence component of the
node voltage. Most of the work described in the literature is focused on the
control schemes of inverters capable of providing negative- and zero-sequence
currents [108–110]. This work is focussed on the effect that optimally controlling
these balancing inverters has on the network.
Many central and local control strategies have been described in literature,
where EVs [111–118] or PVs [22,50,119–121] are controlled to improve the power
quality in distribution grids. Types of control are reactive power compensation,
active power curtailment, disconnecting PV, and coordinated charging of EVs.
Reactive power compensation can require additional inverter capacity [122] and
might increase grid losses. Active power curtailment of PV panels will result
in a lower amount of energy produced and a lower revenue for their owners.
EV charging power curtailment can reduce the voltage drop caused by the
charging of EVs, but can lead to an unwanted extension of the charging time
[123]. Disconnecting PV units, in case of a voltage violation, can lead to a
cascade of disconnections [124]. In [43, 125], a battery energy storage system
is controlled to limit the voltage deviations caused by PV production. Some
of these methods are applied to unbalanced, three-phase, four-wire grids, but
none of these control strategies consider the possibility to transfer power from
one phase to another by means of an EV charger or PV inverter.
By replacing classical, single-phase, or three-phase PV units by three-phase,
balancing PV units that are able to inject more power in one phase than in the
other phases, the total power can be more equally spread across the three phases.
The majority of houses have a single-phase power supply, but larger houses
may have three-phase connections [11,126]. In the houses with a three-phase
connection, a balancing charger or inverter can be installed. Solar cells rarely
produce maximal power and, therefore, it is often possible to inject the majority
of the generated power into the phase with the highest power consumption,
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without overloading of the inverter. Similarly, EVs are only charged for a limited
time during the day, so an off-board charger capable of balancing the network
can be used extensively for this purpose. In this work, a charger, or inverter,
with six inverter legs is used as an alternative to standard three-phase units
for the connection of three-phase PV or EV units to the distribution network.
This inverter can be interpreted as three single-phase inverters with a common
DC-bus. Special care is required for the DC-bus voltage control [106]. Units
with a rating of more than 5 kVA may not be connected to one single phase[127].
The use of three, separate single-phase inverters is often already more interesting
for PV units than the use of one, three-phase inverter, due to disconnection
regulations [127]. If the voltage rises above a certain threshold, typically +10%,
the inverter has to disconnect. If three separate single-phase inverters are used,
only the inverter connected to the overloaded phase has to disconnect. This
results in lower amounts of curtailed energy. The higher possible charging power
can make the three-phase charger interesting for an EV owner.
The inverters and chargers will be controlled to balance the load in the three
phases. By transferring power from highly loaded to less loaded phases, system
conditions will be improved. A simplified representation of the working of a
balancing inverter during the day and the night is presented in Fig. 4.1. The
width of the arrows represents the amount of active power flowing through the
connection. In previous work, we introduced this concept for three-phase PV
inverters [128].
PV inverters will mainly improve the grid conditions in the evening. In the
evening, when no PV power is generated and high peak loads occur, full inverter
capacity can be used to balance the grid. Power extracted from a phase with
a low consumption can be injected into a phase with a high consumption.
On the other hand, balancing off-board EV chargers will improve the grid
conditions, mainly during the day, as the EV will often be absent during this
time. Therefore, both types of balancing are complementary.
Our first contribution is the adaptation of a coordinated charging formulation
for EVs that includes the possibility to balance the grid with EV chargers.
Secondly, balancing PV inverters are added in this formulation. Several load-
flow simulations with realistic data show a significant improvement of the
network conditions. Finally a local control approach is proposed. This avoids
the need to have a real-time communication channel.
This paper is structured as follows: the distribution grid used in the simulation
results is described in Section 4.2. In Section 4.3, a coordinated charging
problem of EVs with grid balancers is presented. Finally, the local control rule
is described in Section 4.4.
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4.2 Simulated Network
The network used in the simulations is the same, existing, three-phase, four-
wire, radial distribution system that was already presented in Fig. 2.1. 62
statistically representative residential load profiles were available to perform
load-flow simulations. A constant power load model was assumed. Generation
of these load profiles is described in [73]. In [73], the privacy problem of
data provided by electrical companies is bypassed by transforming a large
dataset of residential load profiles into a model that is able to create a set of
synthetic, non-aggregated load profiles. This model was trained based on a large
database of measured residential load profiles provided by the DSOs in Flanders.
Reactive power consumption data was not available and, therefore, all loads are
assumed to have a cos(φ) equal to 0.95. Load profiles were assigned randomly to
households. Every house is equipped with a PV generator. The average power
rating of PV units connected to phase U and V equals 2.2 kW, while PV units
connected to phase W have an average rating of 3.3 kW. The PV profile was
measured at a fixed rooftop PV installation at KU Leuven. The PV profile was
scaled to the inverter size. All PV panels are assumed to have equal orientation.
As the geographical area was small, the power output of all PV installations
relative to their rated capacity was considered to be equal. Nodes 40 and 62
are equipped with a three-phase, balancing inverter. The rated capacity of
the three-phase PV installations is 6 kW. To transfer power from one phase to
another, or to inject all of the power into only one phase, the balancing inverter
should be able to control the zero-sequence current. Standard inverters with
three inverter legs are unable to control the zero-sequence current. To control
the zero-sequence current a fourth inverter leg can be added. Alternatively,
three separate inverters with a common DC-bus can be used.
Each household with an odd number has an EV. The maximum charging power
equals 3.3 kW. Households 51 and 57 have an off-board, three-phase charger
with a maximum charging power of 6.6 kW. The EV driving behavior is based
V
W
U
V
W
U
N N
Figure 4.1: Simplified representation of the working of the balancing inverter
during the day and the night. At night power is extracted from phase U and V
and is injected into the highly loaded phase W.
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on a statistical availability model [129]. This model uses statistical data on
Flemish transportation behavior to create a realistic driving pattern for each
vehicle. The voltage at the primary side of the transformer was assumed to
be constant and equal to 1 pu. The nominal line-to-neutral voltage is 230
V. Distribution grid conditions are calculated with a backward-forward sweep
algorithm [61] and a time resolution of 15 minutes.
4.3 Coordinated Charging of EVs with Load Bal-
ancing by PV Inverters and EV Chargers
A popular, coordinated charging scheme for EVs is the minimization of load
variance, also called valley filling [130–133]. The minimization of the load
variance leads to low system losses and generally avoids the violation of the
lower voltage limitations [130]. It is an easy to solve, convex optimization
problem [76].
This work is focussed on three-phase, four-wire networks. These networks
require special care when minimizing the load variance. If the variance of the
sum of all phases would be minimized, load peaks might still exist on each phase
separately. This can result in severe voltage drops in the phase with the highest
loading and will increase the system losses. It is, therefore, recommended to
minimize the sum of the load variances of each phase, which will result in a
more equal loading of the three phases. The following, three-phase formulation
is preferred:
min.
PEV
T∑
t=1
∑
i∈{U,V,W}
(
N∑
h=1
(
P loadh,i,t + PPVh,i,t + PEVh,i,t
))2
subject to Ch,t+1 = Ch,t + ψh
∑
i∈{U,V,W}
PEVh,i,t∆t
0 ≤ Ch,t ≤ Cmaxh
Ch,tdeparture = Cmaxh
(4.1)
Where
• P loadh,i,t is the consumed power, excluding the EV, by the household
connected at node h to phase i at time step t;
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• PPVh,i,t is the generated power of the PV unit connected at node h to phase
i at time step t;
• PEVh,i,t is the charging power of the EV connected at node h to phase i at
time step t;
• Ch,t is the stored energy in the EV connected at node h at time step t;
• Cmaxh is the maximal stored energy of the EV connected at node h ;
• ψh is the charging efficiency of the EV connected at node h ;
For single-phase EV chargers energy can only be extracted from the phase of
connection k:
if i = k
0 ≤ PEVh,i,t ≤ PEV,maxh
else
PEVh,i,t = 0
(4.2)
where PEV,maxh is the maximal charging power of the EV connected at node h.
In case of a three-phase EV charger capable of balancing the network, the energy
can be extracted from each phase. The net energy exchange is constrained to
be positive, but the power exchanged with one of the phases can be negative:
0 ≤
∑
i∈{U,V,W}
PEVh,i,t ≤ PEV,maxh (4.3)
Besides that, the limits of the three single-phase inverters, out of which the
balancing off-board charger consists, need to be respected:
− P
EV,max
h
3 ≤ P
EV
h,i,t ≤
PEV,maxh
3 (4.4)
It is assumed that the three single-phase inverters all have an identical rating
of 13 of the total charger rating P
EV,max
h .
In a classic coordinated charging algorithm, the off-board three-phase charger
is unable to balance the network and the charging power in each phase needs
to be equal:
PEVh,U,t = PEVh,V,t = PEVh,W,t (4.5)
Typically, the PV production is an uncontrollable variable. The power injected
in the network for a single-phase PV panel is, therefore, fixed. In case of a
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three-phase inverter capable of balancing, the power injected in each phase
becomes a variable that can be controlled in an optimization problem (4.1).
The sum of the power injected in each phase should then equal the total power
production and the limitations of the three single-phase inverters, out of which
the balancing three-phase inverter is composed, need to be respected:∑
i∈{U,V,W}
PPVh,i,t = PPVh,t
− P
PV,max
h
3 ≤ P
PV
h,i,t ≤
PPV,maxh
3
(4.6)
where PPVh,t is the total, produced power by the PV panel at time step t and
PPV,maxh is the rating of the balancing three-phase inverter connected at node
h. Note that at night, when PPVh equals zero, the full inverter rating can be
used to balance the grid.
The strict majority of the time, the off-board EV charger will be able to balance
the grid, as the maximum charging capacity will rarely be used to meet the
required amount of energy by the time of departure of the EV owner. This
depends on the driving pattern of the EV owner.
The full capacity of each of the single-phase inverters of a balancing PV inverter
will only be used when the solar irradiation is optimal. This occurs for only a
fraction of the year, so, the majority of the time, the PV inverter can balance
the grid.
Optimization problem (4.1), with additional constraints (4.2-4.6), is an easy
to solve quadratic program [76]. By solving this problem the charging profiles
for all EVs are defined, as well as the set points of the balancing chargers and
inverters. In this work, CPLEX [134] is applied to solve this problem.
An equal loading of the three phases is beneficial for the voltages in the network.
When power is transferred from the highest loaded phase, to the one with the
lowest loading, the voltage drop in this phase will reduce. A special effect,
called neutral point shifting [12,14], occurs in three-phase, four-wire distribution
grids. When power is consumed in one phase, it will result in a voltage drop in
this phase, but in a voltage increase in the two other phases. Therefore, the
increased power consumption in the phase with the lowest loading will lead
to a further improvement of the voltage of the phase with the highest loading.
Balanced networks are, therefore, able to host significantly more PV and EVs.
In this work, reactive power compensation is not considered. It can require
additional inverter capacity [122] and might increase grid losses. Therefore,
the proposed control will try to use the full inverter and charger capacity for
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Figure 4.2: Total active power in each phase in case of classic coordinated
charging and coordinated charging with balancers
balancing the active power consumption in each of the phases of the three-phase,
four-wire distribution network.
The coordinated charging problem is tested on the network discussed in Section
4.2. Fig. 4.2 shows the total, active power in each of the three phases(
N∑
h=1
(
P loadh,i,t + P
PV
h,i,t + P
EV
h,i,t
))
, for a period of two days, during the summer.
A negative value indicates a reverse power flow, which occurs when there is a
higher PV production than consumption in this phase. When there is more
consumption than production, the total, active power in a phase will be positive.
Compared to the case of uncoordinated charging, the load peaks are diminished.
However, due to the typical mismatch between PV production and the energy
required by the EVs, the classic coordinated charging can only slightly reduce
the maximum reverse power flow in phase W in case of a high PV production.
When the extra flexibility is added by the two three-phase balancing EV chargers
and the two three-phase balancing PV inverters, the reverse power flow in phase
W can be diminished by balancing the three phases. This will result in a higher
reverse power flow in phase U and V. The more equal division of the load
will reduce the system losses and the voltage rise in phase W. This figure also
shows that a manual redistribution across the three phases would not be a
suitable solution. The highest reverse power flow occurs in phase W, however
reconnecting some of these customers to phase U or V would increase the load
peaks in the evening in these phases. The consumption in the evening is already
higher in phase U and V than in phase W.
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In a second simulation, one summer month is evaluated. Fig. 4.3 presents the
voltages in each node for the simulated period. In this figure a modified box
plot [94] is applied. An additional box, spanning the 5th to 95th percentiles, is
added to the standard box plot. As expected, the classic coordinated charging
avoids a violation of the lower voltage limit. However, it fails to avoid excessive
high voltages that occur during time periods of high PV production, due to
the mismatch between PV production and the energy required by the EVs.
When the two three-phase EV chargers and the two three-phase PV inverters
can balance the network, the coordinated charging can avoid these excessive
voltages.
There are many practical concerns when implementing a coordinated charging
strategy. For example, in many EV charging algorithms [118,130,131,133,135],
the arrival time and charging demand of each EV was assumed to be known
in advance, before the arrival of the EV. Besides that, perfect predictions of
the household load and PV production are assumed to be available by most
algorithms. However, in reality, estimates of these parameters will have to be
used. In [135], a coordinated charging strategy was extended to cope with
this problem. Another disadvantage of the coordinated charging algorithm is
the need for a real-time communication channel and the high computational
power. Privacy barriers and technical constraints can make this gathering of
information unrealistic. Privacy sensitive information, such as the departure
time, is preferably not communicated to a central instance. Communicating
privacy-sensitive information can be avoided by applying distributed algorithms
[133, 136]. However, these methods still rely on real-time communication. In
this work, it was assumed that the coordinated charging algorithm had perfect
predictions in the previous simulations concerning EV behavior, load profiles
and PV production. Therefore, the results of the simulations are a benchmark
solution that indicates what is maximally possible with the balancing inverters.
4.4 Local Charging of EVs with Load Balancing by
PV Inverters and EV Chargers
The need for a communication infrastructure and the high computational burden
are serious disadvantages of the coordinated charging strategy. Therefore, a
simple and purely-local control approach is implemented, which does not rely
on any form of communication or load predictions. The application of the
local control of the EVs and PV panels will, however, lead to a sub-optimal
solution which will be compared with the benchmark of the coordinated charging
algorithm.
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Fig. 2. Household scenario: phase assignment for each house (column 1),
statistical properties of the household net power profiles (columns 2 and 3)
and the distribution of voltage profiles inside every home (column 4).
profile and PV generation profile are combined into one net
power profile. The distribution of the net power profiles is
displayed in the third column of Fig. 2. The corresponding
annual energy consumption is displayed in column two. In
this figure, and throughout the rest of this paper, a modified
box plot is used to display the distribution of time profiles. Its
structure is defined in Fig. 3. An additional box, spanning the
0% 5% 25% 75% 95% 100%
Fig. 3. Modified box plot used throughout this paper to represent the
distribution of time profiles. The inner box spans the 25th to 75th percentiles
and the outer box spans the 5th to 95th percentiles. The whiskers extend to
the minimum and maximum values.
5th to 95th percentiles, is added to the standard box plot in
order to emphasize peak values, which are of interest in this
paper.
C. Load Flow Analysis
A load flow method for three-phase unbalanced radial grids
is implemented in MATLAB, based on the backward–forward
sweep technique [17]. The voltages at the supply terminal of
every house are calculated at each time step, for the described
scenario without BESS. A constant power load model is
assumed. The fourth column of Fig. 2 shows the statistical
distribution of calculated voltages. All voltages are within the
Unom ± 5 % range for 90 % of the time. At some locations,
the voltage peak value approaches the Unom + 10 % limit in
phase 2 and exceeds the Unom 10 % limit in phases 1 and 2.
The European standard EN50160 states that the 10-minute
mean rms voltage deviation should not exceed ±10 % of
the nominal voltage and in the test procedure a wider range
from  15 % to +10 % is allowed for 5 % of the time per
week [18]. The PV inverter automatic disconnection devices
will disconnect from the grid when the 10-minute mean
rms voltage, measured at the inverter, exceeds 110 % of the
nominal voltage [10], [11]. In the load flow calculation, the
voltage drop between the PV inverter and main supply terminal
is not taken into account. Therefore, it is likely that some of
the inverters connected to phase 2 disconnect in practice.
The load flow results are in compliance with the EN50160
standard, but there is limited margin to increase the amount
of PV in this feeder. Similar results were found in [4], where
the PV penetration level of 50 % had to be reduced to 30 %
to be acceptable.
D. Market Scenario
A dynamic electricity tariff is imposed, based on the base-
line scenario defined in [19]. The electricity price profile, mk,
is given by
mk =
 
0.44 + 0.56 ·mBPXk
  · 0.171 e/kWh (1)
where mBPXk is the normalized wholesale price at time step
k on the Belpex day-ahead market for electricity of 2007.
The 0.171 e/kWh value corresponds to the average electricity
price paid by residential consumers in Flanders in 2010 [19].
The fraction of 0.44 represents the constant distribution costs
(0.35), transmission costs (0.08) and levies (0.01). The 0.56
fraction represents the variable energy costs [20].
III. BESS MODEL
A. Technical Model
The battery of the considered BESS is connected to the
dc-bus of a grid-tied inverter, capable of providing active and
Figure 4.3: Modified boxplot of the nod voltages for centralized charging
strategies
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4.4.1 Local Control of a Balancing EV Charger
For the local control of each off-board, balancing EV charger, only the absolute
values of the local voltage measurements are used. No information about the grid
is needed. Phases with a lower voltage have a higher active power consumption,
due to the voltage drop over the mainly resistive distribution cables. Therefore,
it is interesting to absorb more power out of the phases with the highest voltage.
This is translated in the following droop relationship:
(PU − PV ) = η (|VU | − |VV |)
(PU − PW ) = η (|VU | − |VW |) (4.7)
(PV − PW ) = η (|VV | − |VW |)
(PU + PV + PW ) = PEV
Where
• |VU | is the absolute value of the voltage of phase U;
• |VV | is the absolute value of the voltage of phase V;
• |VW | is the absolute value of the voltage of phase W;
• η is a parameter controlling the inter-phase power delivery
[
W
V
]
;
If the magnitude of the voltage in one phase is higher than in another phase, the
power difference between the phases is equal to the voltage difference between
the phases, multiplied by the constant η. For example, a constant η of 100W
V
will result in a power difference between the two phases of 100W per Volt. This
makes inter-phase balancing possible. η can, therefore, be interpreted as a
three-phase droop constant. It is a tuning parameter of the local controller.
Simulations can be made to evaluate the performance for different values of η
[128].
The charging power set point of an EV, PEV, is equal to the minimum power
that is needed to fully charge the EV battery during the time before departure.
It is defined by dividing the required amount of energy by the available time
period. This type of charging will be called EV-based peak-shaving. This
simple method of charging improves grid conditions significantly, compared to
uncoordinated charging [123].
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Eq. (4.7) can be rewritten as:
PU =
PEV + η (|VU | − |VV |) + η (|VU | − |VW |)
3
PV = PU − η (|VU | − |VV |) (4.8)
PW = PU − η (|VU | − |VW |)
These formulations do not take into account the constraints of the inverter.
Each of the single-phase inverters has a maximum power throughput of P
EV,max
n
3 ,
which defines a feasible set for the powers of each inverter. To comply with
these constraints, the powers obtained by equation (4.8) are projected on the
feasible set:
min.
P∗
‖P ∗U,V,W − PU,V,W ‖22 (4.9)
subject to
− P
EV,max
h
3 ≤ P
∗
U,V,W ≤
PEV,maxh
3
(P ∗U + P ∗V + P ∗W ) = PEV
Where
• PU,V,W is a vector containing the solution obtained by (4.8)
• P ∗U,V,W is the projection on the feasible set. The three obtained values
are the setpoints for the power injection/absorption in each phase.
The first constraint guarantees that the nominal power of each of the three
single-phase chargers is not exceeded and the second ensures that the total
power exchanged with the grid is equal to the power requested by the EV
chargers. If the operating point obtained by (4.8) was already part of the
feasible set, then (4.9) does not change the operating point.
Fig. 4.4 illustrates the operation of the local controller during a partly-cloudy
day in spring. It depicts the power in each of the three phases of the charger, in
this case allocated in node 57, as well as the voltage in node 57 for a η equal to
250W
V
.The sum of the powers in each phase is always equal to the EV charging
power. As previously discussed, the charging power is defined as the minimum
power that is needed to get the EV battery fully charged during the time before
departure. When the EV is absent, the sum of the powers equals zero. The
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Figure 4.4: Power of the balancing EV charger as a function of the grid voltage
in node 57.
charger tries to balance the grid. It is clear from this figure that, during the day,
when there is a higher voltage in phase W, due to a higher PV production in
this phase, power is consumed in phase W by the charger, while it injects this
power back into the other phases. When the EV needs to charge, the majority
of the energy is extracted from the phase with the highest voltage.
4.4.2 Local Control of a Balancing PV Inverter
The local control of the balancing PV inverters is similar to the control of the
EV chargers (4.7). The sum of the power exchanges in each phase with the
network equals the total produced power PPV:
(PU − PV ) = η (|VU | − |VV |)
(PU − PW ) = η (|VU | − |VW |) (4.10)
(PV − PW ) = η (|VV | − |VW |)
(PU + PV + PW ) = PPV
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Figure 4.5: Power of the balancing PV inverter as a function of the grid voltage
in node 62.
The local control rule of the PV is obtained as in (4.8). If there are regulation
limits for the difference in power levels injected between the phases [127], then
such requirements can be added to optimization problem (4.9).
Fig. 4.5 illustrates the operation of the local controller for a balancing PV
inverter in node 62. As can be seen, the majority of the produced power during
the day will be injected in phases U and V. The voltage in these phases indicates
a smaller, reverse power-flow in these phases. At night, power is injected into
phase W, which has the lowest voltage. The lower voltage in phase W indicates
a higher consumption in this phase. Since the power production by the PV
panel is zero at night, the power injected into phase W needs to be extracted
from the two other phases. These cases are numerical examples of the working
of the balancing inverter presented in Fig. 4.1.
The total active power in each of the three phases, for the same two days during
summer of Fig. 4.2, are now shown for the EV-based peak shaving, with and
without the balancing in Fig. 4.6. A negative value indicates a reverse power
flow. The η is chosen to be 250W
V
. When the two three-phase EV chargers
and two PV inverters balance the grid, load peaks are diminished. This has
positive effects on the grid voltage. Fig. 4.7 presents the voltages in each node,
for the same simulated period as Fig. 4.3. Due to the balancing, the voltages
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Figure 4.6: Total active power in each phase in case of EV based peak shaving
and EV based peak shaving with balancers.
become closer to the nominal voltage. Moreover, when comparing Fig. 4.3 and
Fig. 4.7, it is clear that a simple local control approach with two balancing
chargers and two balancing inverters outperforms a classic, central coordinated
charging strategy without the possibility to balance the grid.
Node 62 is an end node and is, therefore, more vulnerable to voltage problems
and severe voltage unbalance. Fig. 4.8 compares the Voltage Unbalance Factor
(VUF) occurring in this node for the different control strategies. According
to the European standard, the VUF is defined as the magnitude of the ratio
of the negative-sequence voltage to the positive-sequence voltage [137]. The
Cumulative Distribution Function (CDF) of the VUF is presented for a simulated
period of one summer month. The improvements with balancing are clear. Also,
when there is no PV production or EV available, the balancers further improve
the grid conditions, which explains the significant improvement. An increasing
amount of EVs and PVs typically worsens the voltage unbalance [13], but,
by promoting the installation of balancing chargers and inverters, the voltage
unbalance will be improved, compared to the situation without EVs or PVs.
A final constraint that can limit a further integration of EVs and PV panels in
the distribution grid are the transformer and line loading limits. The CDF of
the maximum apparent power through the three phases of the transformer is
plotted in Fig. 4.9. It is clear that, when the grid is equipped with balancers,
the peak loading reduces. The installation of these balancers is, therefore,
beneficial for the lifetime of the transformer.
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Fig. 2. Household scenario: phase assignment for each house (column 1),
statistical properties of the household net power profiles (columns 2 and 3)
and the distribution of voltage profiles inside every home (column 4).
profile and PV generation profile are combined into one net
power profile. The distribution of the net power profiles is
displayed in the third column of Fig. 2. The corresponding
annual energy consumption is displayed in column two. In
this figure, and throughout the rest of this paper, a modified
box plot is used to display the distribution of time profiles. Its
structure is defined in Fig. 3. An additional box, spanning the
0% 5% 25% 75% 95% 100%
Fig. 3. Modified box plot used throughout this paper to represent the
distribution of time profiles. The inner box spans the 25th to 75th percentiles
and the outer box spans the 5th to 95th percentiles. The whiskers extend to
the minimum and maximum values.
5th to 95th percentiles, is added to the standard box plot in
order to emphasize peak values, which are of interest in this
paper.
C. Load Flow Analysis
A load flow method for three-phase unbalanced radial grids
is implemented in MATLAB, based on the backward–forward
sweep technique [17]. The voltages at the supply terminal of
every house are calculated at each time step, for the described
scenario without BESS. A constant power load model is
assumed. The fourth column of Fig. 2 shows the statistical
distribution of calculated voltages. All voltages are within the
Unom ± 5 % range for 90 % of the time. At some locations,
the voltage peak value approaches the Unom + 10 % limit in
phase 2 and exceeds the Unom 10 % limit in phases 1 and 2.
The European standard EN50160 states that the 10-minute
mean rms voltage deviation should not exceed ±10 % of
the nominal voltage and in the test procedure a wider range
from  15 % to +10 % is allowed for 5 % of the time per
week [18]. The PV inverter automatic disconnection devices
will disconnect from the grid when the 10-minute mean
rms voltage, measured at the inverter, exceeds 110 % of the
nominal voltage [10], [11]. In the load flow calculation, the
voltage drop between the PV inverter and main supply terminal
is not taken into account. Therefore, it is likely that some of
the inverters connected to phase 2 disconnect in practice.
The load flow results are in compliance with the EN50160
standard, but there is limited margin to increase the amount
of PV in this feeder. Similar results were found in [4], where
the PV penetration level of 50 % had to be reduced to 30 %
to be acceptable.
D. Market Scenario
A dynamic electricity tariff is imposed, based on the base-
line scenario defined in [19]. The electricity price profile, mk,
is given by
mk =
 
0.44 + 0.56 ·mBPXk
  · 0.171 e/kWh (1)
where mBPXk is the normalized wholesale price at time step
k on the Belpex day-ahead market for electricity of 2007.
The 0.171 e/kWh value corresponds to the average electricity
price paid by residential consumers in Flanders in 2010 [19].
The fraction of 0.44 represents the constant distribution costs
(0.35), transmission costs (0.08) and levies (0.01). The 0.56
fraction represents the variable energy costs [20].
III. BESS MODEL
A. Technical Model
The battery of the considered BESS is connected to the
dc-bus of a grid-tied inverter, capable of providing active and
Figure 4.7: Modified boxplot f th n de voltages for local charging strategies.
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Figure 4.8: Cumulative distribution function of the voltage unbalance factor in
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Figure 4.9: Cumulative distribution function of the maximum apparent power
through one of the phases of the transformer.
The balanced grid operation is also beneficial for the grid losses, as these increase
with the square of the line currents. Table 4.1 compares the possible reduction
of grid losses, compared to uncoordinated charging. Again, the simple, local
EV-based peak shaving with balancing chargers and inverters outperforms the
classic coordinated charging problem without balancing.
The benefit of the proposed balancing strategy is, therefore, that it has a positive
effect on both component loading, voltage unbalance, grid voltages and grid
losses. Other control strategies often fail to improve all of these indicators.
I.e. reactive power control by PV inverters can significantly improve the grid
voltages, but might increase the component loading and the grid losses [50, 82].
The location of the inverters balancing the grid influences the effectiveness of
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Table 4.1: Reduction of grid losses compared to uncoordinated charging. The
average daily system losses in case of uncoordinated charging were equal to
32.91 kWh.
Charging strategy Reduction [%]
Classic coordinated charging 16
Coordinated charging + balancing 28
EV based peak shaving 7
EV based peak shaving + balancing 19
the proposed method. Grid unbalance is always more severe at the end of the
feeder [13]. Therefore, the further the balancing inverter is located from the
substation, the higher the expected improvement. Further research involves the
optimal placement of balancing inverters and the development of a prototype.
Besides that a compensation method will have to be developed to reimburse
the customers that install a balancing inverter or charger for the increased cost
of the installation.
4.5 Conclusion
The grid impact of the increasing amount of EV charging and PV production
can be substantially reduced if they would be able to balance the grid. Both
off-board, three-phase EV chargers and three-phase PV units can be adapted
to balance a three-phase, four-wire distribution grid. Grid conditions will be
improved by absorbing power from a phase with a lower loading and injecting
this power into the phase with the highest loading. A centralized coordinated
EV charging problem is adapted in this work to evaluate the effects of the extra
flexibility added by these balancers. Several load-flow simulations with realistic
data are performed and show a significant improvement of component loading,
voltage unbalance, grid voltages and grid losses when some three-phase chargers
and PV-units are adapted to balance the grid. Thanks to these units, more
PVs and EVs could be connected to the distribution network, before critical
limits are reached.
Even with a simple, local control rule, two off-board EV chargers and two PV
inverters that are able to balance the grid, will improve the grid conditions more
than a computationally and communicationally intensive, classic coordinated EV
charging strategy. An affordable implementation of these types of balancers can,
therefore, become a cost-effective option for DSOs to cope with the increasing
amount of EVs and PV panels.
Chapter 5
Locational Pricing in
Distribution Grids
Locational pricing to mitigate voltage problems caused
by high PV penetration
Sam Weckx, Reinhilde D’hulst, Johan Driesen
Published in Energies 2015, Vol. 8, 4607-4628
5.1 Introduction
The electricity grid is going through a transition period. A high penetration of
PV panels and the ongoing electrification of the transport system requires new
strategies for the operation and management of the electricity grid. Typically,
the high power injection of PV panels does not coincide with periods of high
demand. The resulting, high, reverse power-flow can cause a significant rise
in the grid voltage. The maximum amount of PV generation that can be
connected to a Low Voltage (LV) network is typically limited by this voltage
rise [22, 121]. In current regulations, a PV panel has to disconnect from the
The first author is the main author of the article. The contributions of the first author
include the literature study, the development of the model and the analysis of the simulation
results.
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distribution grid as soon as the maximum voltage is reached. However, this can
lead to unnecessary curtailed green energy to keep the voltage within limits.
Traditionally, Distribution System Operators (DSOs) are responsible for keeping
the grid voltage within limits, and, today, more advanced methods may be
needed to control the grid voltage.
Different control strategies have been proposed to control the grid voltage and
avoid damage to the grid. A first method consists of PV panels that curtail
part of the active power to reduce the voltage [22, 121]. Another option is
to use the remaining inverter capacity of a PV panel to do reactive voltage
control [25, 138]. Furthermore, flexible loads, like electric vehicles, can increase
or decrease their consumption to regulate the grid voltage [112]. All of these
methods are effective in managing the grid voltage, but do not give a real-time
incentive to the customers to control the voltage. Also, these strategies should
be combined to achieve optimal grid voltage control and the most cost effective
option should be chosen to comply with the voltage limits.
Real-time pricing is a well-known demand response technique. When real-time
pricing is applied, electricity consumers are charged with prices that can vary
over short time intervals. This can thus be used to encourage the desired energy
consumption behavior among users and to keep the total consumption level
below the power generation capacity [139]. It is an incentive that is offered by
the grid operator[140, 141]. In this work, a real-time pricing strategy is used
to control the grid voltage. The distribution system operator can adapt the
real-time energy price to keep the voltage within limits. This price will give
an incentive to inject or consume reactive power to control the voltage, or, if
necessary, to curtail active power, or adapt the consumption of the flexible load.
The most cost-effective solution will be obtained. The prices are defined by a
distributed gradient algorithm, based on a two-way communication system. The
pricing is applied to unbalanced distribution networks, which requires special
care, due to the neutral point shifting. In previous work, this pricing strategy
was tested for active power only [54]. In this work, incentives will be given for
reactive voltage control as well.
Finally, arbitrage will be analysed. Arbitrage is possible when the same asset,
in this case energy, does not trade at the same price at different locations. PV
generation is not necessarily spread equally across the three phases. This can
lead to higher voltages in the phase with the highest power production [142]
and, therefore, a lower price for energy that is injected into this phase. When
there is a price difference for the energy in the three different phases, at the
same location, power can be transferred from the phase with the lowest price to
the phase with the highest price. This can be done with adapted PV inverters.
PV inverters rarely operate at their maximal power production. If a three-phase
PV inverter consists of three single-phase inverters with a common DC-bus, it
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Figure 5.1: Representation of the arbitrage by a balancing PV inverter. When
the price is higher in phase U and V than in phase W, more power will be
injected into these phases. The width of the arrows represents the amount of
active power flowing through the connection.
is possible for the majority of the produced power to be injected into the phase
with the highest power consumption, or to transfer power from highly loaded
to less loaded phases, without overloading the PV inverter. This principle is
illustrated in Fig. 5.1.
This chapter is structured as follows: in Section 5.2, the distribution grid used
in the simulation results is described and special attention is given to effects in
unbalanced grids, because these will have implications on the locational grid
prices. Section 5.3 describes the system model that defines the optimal response
of the flexible loads and PV units and Section 5.4 elaborates on the distributed
pricing strategy that results in the same response as the optimization problem,
which was defined in Section 5.3. Finally, Section 5.5 presents some results and
shows how PV panels, flexible loads and three-phase PV inverters that perform
arbitrage react to the locational prices.
5.2 Simulated Network
The network used in the simulations is the same existing three-phase, four-wire,
radial distribution system that was already presented in Fig. 2.1. All households
were assumed to have a single-phase connection, except households 41 and 62,
which have a three-phase connection to the network. The households with a
single-phase connection are spread equally across the three phases in the order
U,V,W,U,V,W, etc... The voltage at the secondary side of the transformer is
considered to be 230 V during no load. All households have a PV installation.
The PV inverter rating of the households connected to phase U and V equals
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2.2 kW, while the households connected to phase W have a rating of 3.3 kW.
These assumptions will create unbalance in the network. The households with
a three-phase connection have a three-phase PV installation with a rating of 6
kW.
A remarkable and important effect in three-phase, four-wire grids is the neutral
point shifting [12]. When a single-phase load consumes active or reactive power,
a current will flow through the neutral conductor. This results in a voltage drop
over the impedance of the neutral conductor and the neutral voltage experienced
by all customers will shift. As a consequence of the neutral shift, reactive power
absorption in phase U significantly increases the phase voltage of phase W and
decreases the phase voltage of phase V. To decrease the voltage in one phase,
it can be more beneficial to inject reactive power into another phase than to
absorb reactive power into this specific phase itself [50]. This is important for
the locational pricing approach that will be developed. When voltage problems
occur in one phase, the DSO should give an incentive to inject reactive power
into another phase. Another consequence of the neutral shift is that consuming
power in one phase, will decrease the voltage in this phase, whereas the voltage
in the other two phases will slightly increase.
Voltage limits are the major concern when integrating distributed generation in
distribution networks. Like in DC power-flow models [142], AC models can be
approximated with a linear model to describe the influence of PV panels and
flexible loads on the voltage magnitude [41, 49, 94]. The voltage at a node m
can be approximated by:
|Vh| ≈ |V baseh |+
N∑
h˜=1
(
µP
h,h˜,i
Ph˜,i + µ
Q
h,h˜,i
Qh˜,i
)
(5.1)
where
• µP
h,h˜,i
is the sensitivity of the voltage magnitude in node h by active power
injected at node h˜ into phase i;
• Ph˜,i is the active power injected or consumed at node h˜ into/from phase i
by a PV panel or a flexible load;
• µQ
h,h˜,i
is the sensitivity of the voltage magnitude in node h by reactive
power injected at node h˜ into phase i;
• Qh˜,i is the reactive power injected at node h˜ into phase i by a PV panel;
• V baseh is the voltage at node h due to the uncontrollable load of the
households;
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• Vh is the expected voltage at node h;
• N is the number of nodes;
The voltages are limited between a minimum and a maximum voltage:
V min ≤ |Vh| ≤ V max (5.2)
where V min and V max are the minimum and maximum allowed voltages. In this
work, V min and V max are chosen to be ± 10% of the nominal voltage of 230 V.
The voltages of control points at the end of the feeders have to be monitored
and controlled, as these are subject to the largest voltage deviations. These
voltages are measured and communicated to the DSO. In this work, nodes 44
and 62 are these controlled nodes.
Using the linear voltage model described in (5.1) has various advantages. First
of all, the DSO does not need to know the actual uncontrollable load of the
households to approximate the voltage caused by the uncontrollable load alone.
Since this could contain privacy sensitive information, the customers preferably
do not share this information with a central instance [140]. If the DSO knows
the consumption of the PV panels and of the flexible loads during the voltage
measurement, he can calculate the effect these had on the voltage measurement
with the voltage sensitivity factors. With this information, he can then obtain
the voltage caused by only the uncontrollable base load V baseh , without having
information on the uncontrollable household consumption.
A second advantage is that the voltage constraints (5.1) and (5.2) remain an easy
to handle, convex set. Another advantage is that these sensitivity factors can be
approximated based on historic smart meter data, without having information
about the exact grid topology [143].
In real-life conditions, the uncontrollable load can vary. The obtained V baseh is,
therefore, an estimate of the voltage, caused by only the uncontrollable base
load, at the next time step. Furthermore, in the linear model, linearization
errors should also be taken into account. It is, therefore, advised to include a
small, extra conservative margin in the limits of (5.2). V min and V max can be
chosen to be ± 9% of the nominal voltage, whereas the actual limits equal ±
10% of the nominal voltage. As could be seen in chapter 2 the linearization
error remains in the order of 0.5%. The effect of sudden load variations can be
easily analysed with the voltage sensitivity factors µP
h,h˜
. The voltage sensitivity
factors µP
h,h˜
express the change in voltage of node h in case of a load variation
in node h˜. If information on typical load variations is available, the typical
sudden voltage variations can be calculated and the conservative margin can be
adapted. The typical load variations depend on the time step of the algorithm.
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If the time step is larger, larger load variations can be expected. Note also that
voltage limits are based on 10 minute mean RMS values. Therefore, if a voltage
limit would be violated during one or two minutes, the conservative margin can
be adapted to guarantee that the 10 minute mean RMS value remains below
the limit. The preferred time step for an update of the network price will be
one or two minutes. The price has to be regularly updated, because the PV
power output will be variable. Note again that voltage limits are based on
10 minute mean RMS values, so this will provide sufficient time to correct for
short periods of a voltage out of limits. Alternatively, the price update can be
event-based. As long as the voltage remains close but below the voltage limits,
there is no need for an update.
5.3 System Model
The purpose of the DSO is to keep the voltage within limits in an optimal way,
without hindering the normal market operation. To do this, it will have to steer
the consumption of flexible loads and single- and three-phase PV panels.
The flexible consumption is modelled by utility functions. The utility function
reflects the customer satisfaction for the consumption of their flexible loads.
The higher their satisfaction, the higher the price they are willing to pay for
the requested energy. In this work, quadratic utility functions are considered,
which are one of the most widely used utility functions [139,144]:
U
(
P flex
h˜,i
)
= ωh˜P flexh˜,i −
βh˜
2
(
P flex
h˜,i
)2
for 0 ≤ P flex
h˜,i
≤ Pmax
h˜
(5.3)
Where
• P flex
h˜,i
is the flexible power consumption of the load connected to node h˜
at phase i;
• βh˜ and ωh˜ are confidential parameters characterizing customer types;
• Pmax
h˜
is the maximal consumption of the flexible load connected to node
h˜;
For an announced price Λh˜, each customer determines the optimal P flexh˜,i from:
min.
Pflex
h˜,i
− U
(
P flex
h˜,i
)
+ Λh˜P flexh˜,i (5.4)
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Figure 5.2: Response of the flexible loads on the electricity price for different
moments of the day.
It can be proven that a quadratic utility function leads to a consumption P flex
h˜,i
that is linearly dependent on the electricity price [145]. Typically, the available
flexibility depends on the time of the day. During the day, consumers are
often absent and the available flexibility is small. In the evening, the amount
of flexibility is higher. Therefore, the confidential parameters ωh˜ and βh˜ are
chosen such that a price of 0 €/MWh results in a consumption of 1 kW and
a price of 100 €/MWh results in a consumption of 0 kW between 08:00 and
18:00 for all houses with a house number which is a multiple of five. The other
houses are assumed to have no available flexibility at that moment. In the
evening, the parameters are chosen as such that a price of 0 €/MWh results in
a consumption of 3 kW and a price of 100 €/MWh results in a consumption of
0 kW for all houses with a number which is a multiple of 2. Fig. 5.2 gives a
summary of the responsiveness of the loads at different moments. The price
Λh˜ is the electricity price charged by the provider. This price consists of the
generation cost, the taxes and the fixed network tariffs. Further on in this work,
a variable network price will be added to control the grid voltage. The price Λh˜
can differ between providers. For the ease of simplicity, all of the households
received the same price Λh˜ in this work. However, results can be generalized to
a situation where all customers have a different electricity price Λh˜.
Single-phase PV units will always inject the produced power into their phase
of connection. Part of the produced power can be curtailed to support the
network, but the PV unit will never consume power. The remaining capacity of
the PV inverter can be used to inject or absorb reactive power.
Three-phase PV installations inject power into each of the three phases. The
three-phase PV inverter usually injects the same amount of active and reactive
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power into each phase. However, when the three-phase inverter consists of
three single-phase units with a common DC-bus, the unit can inject a different
amount of active or reactive power into each phase. This type of inverter is
referred to as a balancing inverter.
The DSO will try to optimally-steer the flexible loads and PV units to avoid
voltage limit violations in the grid. If all of the information of the flexible loads
and the PV panels could be centralized at one location, the DSO would solve
the following problem:
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min.
Pflex
h˜,i
,PPV,curt,QPV
∑
h˜∈{θflex}
−U
(
P flex
h˜,i
)
+ Λh˜P flexh˜,i︸ ︷︷ ︸
Flexible loads
+ (5.5)
∑
h˜∈{θ1}
−Λh˜
(
PPV
h˜,i
− PPV,curt
h˜,i
)
+ α
(
QPV
h˜,i
)2
︸ ︷︷ ︸
Single-phase PV
+ (5.6)
∑
h˜∈{θ3}
∑
i∈{U,V,W}
(
−Λh˜
(
PPV
h˜,i
− PPV,curt
h˜,i
)
+ α
(
QPV
h˜,i
)2)
︸ ︷︷ ︸
Three-phase PV
(5.7)
subject to
PPV
h˜,i
− PPV,curt
h˜,i
≥ 0 h˜ ∈ θ1 (5.8)∑
i∈{U,V,W}
(
PPV
h˜,i
− PPV,curt
h˜,i
)
≥ 0 h˜ ∈ θ3 (5.9)
(
QPV
h˜,i
)2
+
(
PPV
h˜,i
− PPV,curt
h˜,i
)2
≤ S2
h˜,i
h˜ ∈ θ1 (5.10)(
QPV
h˜,i
)2
+
(
PPV
h˜,i
− PPV,curt
h˜,i
)2
≤ S2
h˜,i
h˜ ∈ θ3 (5.11)
V min ≤ |Vh| ≤ V max h ∈ Ncontr (5.12)
|Vh| = |V baseh |+
N∑
h˜=1
(
µP
h,h˜,i
(
−PPV
h˜,i
+ PPV,curt
h˜,i
+ P flex
h˜,i
))
+
N∑
h˜=1
µQ
h,h˜,i
QPV
h˜,i
(5.13)
Where
• θflex is the set of all customers with a flexible load unit;
• θ1 is the set of all customers with a single-phase PV unit;
• θ3 is the set of all customers with a three-phase PV unit;
• PPV
h˜,i
− PPV,curt
h˜,i
is the net injected power into phase i of the PV panel
connected at node h˜. For a single-phase PV unit PPV
h˜,i
is the total produced
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power, for a three-phase unit PPV
h˜,i
is one third of the total produced power.
Part of the produced power can be curtailed PPV,curt
h˜,i
;
• QPV
h˜,i
is the reactive power injected/absorbed by the PV panel connected
at node h˜ into phase i;
• Sh˜,i is the inverter rating of the PV unit connected at node h˜ to phase i.
For a three-phase unit Sh˜,i is one third of the total three-phase inverter
rating;
• α is a parameter to penalize reactive power injection or absorption by a
PV panel;
The objective function consists of three terms. The first term (5.5) maximizes
the utility of the flexible loads. The second term (5.6) reflects the income of
the single-phase PV units. The units get a price of Λh˜ for the injected power
and have a decreased income when they have to curtail power. They can also
provide reactive power, but this at a small cost characterised by the parameter
α. This cost should account for increased losses due to reactive voltage control.
α is chosen to be 1 €/Mvar2h. The last term (5.7) of the objective function
gives the income of the three-phase PV units. It consists of the income for
injecting active power and a penalty for reactive voltage control.
A small penalty term is added to the objective function that penalizes the
balancing inverter for injecting a different amount of active power into the three
phases. This term ensures that when there are no voltage problems the same
amount of power is injected in each phase. This term is small compared to the
other terms and, for the ease of simplicity, this term is not presented in the
objective function.
Constraint (5.8) ensures that a single-phase PV unit does not curtail more
energy than the produced amount. Constraint (5.9) ensures the same for a
three-phase PV unit. The amount of reactive power absorbed, or injected, by
a single-phase PV unit is limited by constraint (5.10), while constraint (5.11)
limits the reactive power by a three-phase unit. When the three-phase inverter
does not consist of three single-phase units, the active and reactive power
injection in each phase have to be equal. This can be implemented by adding
the following constraints:
PPV
h˜,U
= PPV
h˜,V
= PPV
h˜,W
QPV
h˜,U
= QPV
h˜,V
= QPV
h˜,W
(5.14)
Constraint (5.12) guarantees that the voltage will stay within limits for all the
control nodes Ncontr.
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The solution of this problem will optimally control the flexible loads and PV
units. If no voltage problems occur, the PV panels will not curtail any energy,
or provide reactive power. Also, the flexible loads will behave in their normal
way as described by (5.4). If voltage problems occur, this will change.
Centralizing all information at one location to solve the DSO optimization
problem might be complicated. Besides that, privacy sensitive information, like
the utility function, is preferably not shared with a central instance. Therefore,
there is a need to create a distributed pricing algorithm that, by means of
network prices, results in the same, optimal solution, but that does not require
all the information to be gathered at one place. This distributed algorithm will
rely on duality theory. The DSO optimization problem can be reformulated as
a decomposable dual problem and can be solved using a dual ascent method,
with the same solution. Strong duality holds, because the primal problem is
convex and a strictly feasible point will exist. Dual ascent methods rely on
an iterative update of the Lagrange multiplier to obtain the same solution.
These methods are also called Lagrange Dual Decomposition methods and are
commonly applied in power systems [54,139,146]. Other distributed algorithms
have been proposed to control the reactive power contribution of PV inverters
[147], but these do not make use of a real-time pricing scheme.
The voltage in the network is controlled by constraint (5.12). The Lagrange
multipliers ΛDSO of constraint (5.12) have an economical interpretation. They
equal the shadow price for creating voltage problems in the control node. This
is a price per Volt. To find the price per unit of active or reactive power, one
has to multiply this price per Volt by the influence of active or reactive power
on the voltage magnitude:
Price per Volt︷ ︸︸ ︷
ΛDSOh
Influence on the voltage of=================⇒
active power
Price per kWh︷ ︸︸ ︷
ΛDSOh µPh,h˜,i (5.15)
Influence on the voltage of=================⇒
reactive power
ΛDSOh µ
Q
h,h˜,i︸ ︷︷ ︸
Price per kVarh
(5.16)
The parameters µP
h,h˜,i
and µQ
h,h˜,i
express the influence that a node h˜ has on
the voltage of the control node h. They differ between different locations and,
therefore, they can differ between different customers. Charging these shadow
prices ΛDSOh µPh,h˜,i and Λ
DSO
h µ
Q
h,h˜,i
will result in optimal system behaviour. In
the next section will be discussed how these shadow prices can be found without
centralizing all information. The dual ascent method applied for this will consist
of an iterative update of the Lagrange multipliers, which, in this case, coincide
with the network prices.
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5.4 Distributed Pricing Algorithm
An iterative, distributed algorithm will solve the dual of the DSO optimization
problem by iteratively updating the Lagrangre multipliers of the voltage
constraints. The Lagrange multipliers are the shadow prices for creating voltage
problems in the control nodes. These should be charged to the customers to
obtain the optimal solution. This price is found by an iterative scheme. Every
iteration, the flexible loads and PV units receive a network price from the DSO.
They respond back to the DSO how they would react to this network price.
Based on this information, the DSO can update the network price and send
this updated price back to all the PV units and flexible loads. This process
continues until the price has converged.
A flexible load will define its planned consumption based on the following
problem:
min.
Pflex
h˜,i
−U
(
P flex
h˜,i
)
+ Λh˜P flexh˜,i + (5.17)
+
Ncontr∑
h=1
ΛDSOh µPh,h˜,iP
flex
h˜,i
(5.18)
Compared to (5.4), an extra network price ΛDSOh µPh,h˜,i is added. The price for
making use of the network depends on the location and phase of the customer.
In case voltage problems occur in a control node, a price ΛDSOh is set for using
voltage "resources" in this control node, and the customer is charged, depending
on their influence µP
h,h˜,i
on this control node. Due to the neutral point shift,
the sign of µP
h,h˜,i
can be both positive and negative, dependent on the phase of
connection. Therefore, consumption can both be rewarded and penalized by
the DSO. Ncontr is the number of control nodes. In this work, there are two
control nodes: node 44 and 62. The voltages of all the three phases of these
nodes are controlled.
PV installations will also respond to electricity prices. They can curtail active
power, or provide reactive voltage control to support the network. A single-
phase PV unit will define its active and reactive power set point, based on the
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following problem:
min.
PPV,curt,QPV
− Λh˜
(
PPV
h˜,i
− PPV,curt
h˜,i
)
+ α
(
QPV
h˜,i
)2
+
−
Ncontr∑
h=1
ΛDSOh µPh,h˜,i
(
PPV
h˜,i
− PPV,curt
h˜,i
)
+ (5.19)
+
Ncontr∑
h=1
ΛDSOh µ
Q
h,h˜,i
QPV
h˜,i
subject to
(
QPV
h˜,i
)2
+
(
PPV
h˜,i
− PPV,curt
h˜,i
)2
≤ S2
h˜
(5.20)
PPV
h˜,i
− PPV,curt
h˜,i
≥ 0 (5.21)
An extra, locational-dependent network price is added compared to the normal
objective function defined by (5.6). The same price ΛDSOh is set for using voltage
"resources" in this control node, and the customer is charged depending on their
influence µP
h,h˜,i
and µQ
h,h˜,i
on this control node. Note that µP
h,h˜,i
is not equal
to µQ
h,h˜,i
, because active power has a different influence on the voltage of the
control node than reactive power. Therefore, the prices for active power are not
identical to the prices for reactive power. When analysing this objective function,
it is clear that the total price for active power is the sum of the electricity price
of the provider and a variable price which depends on the shadow price of the
grid voltage Λh˜+
Ncontr∑
h=1
(
ΛDSOh µPh,h˜,i
)
. As long as this total price for the energy
provided is positive, no active power will be curtailed. When there is no reward
for providing or absorbing reactive power, the PV units will not provide reactive
voltage control.
A three-phase PV unit will define its active and reactive power set point in each
phase based, on the following problem:
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min.
PPV,curt,QPV
∑
i ∈
{U, V,W}
−Λh˜
((
PPV
h˜,i
− PPV,curt
h˜,i
)
+ α
(
QPV
h˜,i
)2)
+
−
Ncontr∑
h=1
∑
i ∈
{U, V,W}
ΛDSOh µPh,h˜,i
(
PPV
h˜,i
− PPV,curt
h˜,i
)
+
Ncontr∑
h=1
∑
i ∈
{U, V,W}
ΛDSOh µ
Q
h,h˜,i
QPV
h˜,i
subject to
(
QPV
h˜,i
)2
−
(
PPV
h˜,i
− PPV,curt
h˜,i
)2
≤ S2
h˜,i
i ∈ U, V,W
∑
i∈{U,V,W}
(
PPV
h˜,i
− PPV,curt
h˜,i
)
≥ 0
Compared to the single-phase PV panels, three-phase PV panels will receive a
network price for each phase. Dependent on the phase of connection of node h,
µP
h,h˜,i
and µQ
h,h˜,i
can be both positive and negative, depending on their phase i.
This gives an incentive to transfer power from one phase to another.
Once the flexible loads and PV panels have calculated their planned consumption
for the given price, they will send this information to the DSO. They do not
yet adopt this consumption, as they have to wait for the DSO to inform them
that the price has converged. With the planned consumption of each unit, the
DSO can calculate the expected voltage magnitude of the control nodes if these
plans would be realised:
|V̂h| ≈ |V baseh |+
N∑
h˜=1
(
µP
h,h˜,i
(
−PPV
h˜,i
+ PPV,curt
h˜,i
+ P flex
h˜,i
))
+
N∑
h˜=1
µQ
h,h˜,i
QPV
h˜,i
(5.22)
The expected voltage should respect the voltage limits. If this voltage is outside
the limits, the network price should be increased. If the voltage is clearly inside
the limits, the network price might have been too high and can be reduced. As
discussed earlier, the network price corresponds to the Lagrange multipliers of
constraint (5.12). Only one of the constraints can be active: either the upper
voltage limit is reached, or the lower voltage limit is reached. In case the voltage
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Figure 5.3: Flowchart of the distributed locational pricing scheme.
becomes too high, the update rule of the Lagrange multiplier becomes:
Λ̂DSOh = ΛDSOh + δ
(
V̂h − V max
)
(5.23)
ΛDSOh = max
(
Λ̂DSOh , 0
)
(5.24)
If the voltage has dropped below the limits, the update rule becomes:
Λ̂DSOh = ΛDSOh + δ
(
V min − V̂h
)
(5.25)
ΛDSOh = −max
(
Λ̂DSOh , 0
)
(5.26)
This update rule is a gradient ascent method to find the optimal Lagrange
multipliers [148]. ΛDSOh will only differ from zero when network limits are
reached in node h. One iteration consists of a price update from the DSO,
followed by a response from all the customers. Fig. 5.3 presents this loop.
Only once the price has converged, end-users will be informed that the price
has converged and then they will adapt their consumption. In the preliminary
iterations, the planned consumption is communicated for the given price, but
this consumption is not actually adopted. In this work, a constant stepsize δ is
used to update the Lagrange multipliers. Convergence with a constant stepsize
is within a near-optimal ball, but it is typically faster than convergence with
a diminishing stepsize [148,149]. To further improve convergence, a quadratic
term is added to the single-phase PV optimization problem that penalizes the
deviation from the calculated curtailed PV power in the previous iteration. This
limits the oscillatory behavior from one iteration to the next [150].
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5.5 Results
5.5.1 Simulation of One Time Step of 10 Minutes
The pricing algorithm is tested on the network of Fig. 2.1. The price for
electricity Λh˜, excluding the network price, is defined as 50 €/MWh. Consumers
can have different providers that charge different electricity prices, but, in this
work, all of the consumers are assumed to have an equal, fixed electricity price.
In a first simulation, the algorithm is evaluated for one single time step of
10 minutes. This is a time step with a (high) PV production of 90 % of the
inverter rating. The load is chosen randomly between 0.5 and 0.7 kW for nodes
connected to phase U and between 0 and 0.3 kW for nodes connected to phase
V and W. Fig. 5.4 presents the voltage in the network for these conditions
when no pricing algorithm is applied. The high PV production leads to an
unacceptably high voltage in the nodes at the end of the feeder connected
to phase W. Adding a network price will avoid this high voltage, by giving
incentives to curtail energy, to provide reactive power, or to transfer power from
one phase to another.
Only Active Power Curtailment
When the only form of voltage control is the active power curtailment by PVs
and the response of flexible loads, network prices will have to be high. PV
units only curtail active power when the network price exceeds the price they
would normally receive for the produced energy. The resulting voltage in the
network is shown in Fig 5.5. The final network price
Ncontr∑
h=1
ΛDSOh µPh,h˜,i that
mitigates the voltage problems is presented in Fig. 5.6. As can be seen, the
network price can drop below -50 €/MWh for nodes connected to phase W at
the end of the feeder, making the total price for electricity negative in these
nodes. This means that consumers get rewarded for electricity consumption.
The price for power consumption only drops for nodes connected to phase W.
This is the phase with the highest PV production. Due to the neutral point
shifting effect, power consumption in phases U and V can increase the voltage
in phase W. Therefore the price for nodes connected to these phases increases.
The nodes with the highest influence on the voltage of phase W of the control
nodes receive the highest network price. These nodes will curtail active power.
The response of the flexible loads and the PV units is also given in Fig. 5.6.
Flexible loads connected to phase W will increase their consumption, whereas
the other flexible loads will decrease their consumption. Also, note that the
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Figure 5.4: Grid voltages when no pricing scheme is used to control the voltage.
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Figure 5.5: Grid voltages when a pricing scheme that gives incentives to adapt
flexible consumption and to curtail PV power is used to control the voltage.
nodes with a three-phase PV unit do not curtail power. Arbitrage is not allowed
and it is assumed that an equal amount of active power is injected into each
phase. The penalty that needs to be paid to inject power into phase W does
not outweigh the money received for injecting power into phases U and V.
Active Power Curtailment and Reactive Voltage Control
When reactive power can also be used to control the voltage, the extra network
price will remain small. The costs associated with providing reactive power is
small for PV units, because of the small α in (5.6) and (5.7). Therefore, small
price incentives will suffice to keep the voltage within limits. The resulting
voltage in the network is shown in Fig 5.7. The final price obtained by the
pricing algorithm that mitigates the voltage problems is presented in Fig. 5.8.
The response of the flexible loads and the PV units is also given in this figure.
As can be seen, no expensive, active power curtailment takes place. The flexible
loads have a limited adaptation of their consumption due to the relatively small
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Figure 5.6: Network prices, flexible consumption, curtailed PV power and
reactive power provided by PV panels for each node of the grid when a pricing
scheme that gives incentives to adapt flexible consumption and to curtail PV
power is used to control the voltage.
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Figure 5.7: Grid voltages when a pricing scheme that gives incentives to adapt
flexible consumption or to provide reactive voltage control and to curtail PV
power is used to control the voltage.
price changes. The cheaper reactive power control is used to control the voltage.
Three-phase PV units need to inject, or absorb, the same amount of reactive
power into each phase
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Figure 5.8: Network prices, flexible consumption, curtailed PV power and
reactive power provided by PV panels for each node of the grid. The pricing
scheme gives incentives to adapt flexible consumption, to provide reactive
voltage control and to curtail PV power is used to control the voltage.
The network prices presented in Fig. 5.6 and 5.8 were obtained with the iterative
scheme that was presented in Section 5.4. The convergence of the network price
is fast. Fig. 5.9 shows the evolution of the network price of the three phases of
node 62 for the simulation with reactive voltage control. After 35 iterations,
the final price is obtained.
5.5.2 Simulation of One Week
In a second simulation, a sunny week is analysed. 62 statistically representative,
residential load profiles were available to perform load-flow simulations.
Generation of these load profiles is described in [73]. In [73], the privacy
problem of data provided by electrical companies is bypassed by transforming a
large dataset of residential load profiles into a model that is able to create a set
of synthetic, non-aggregated load profiles. This model was trained based on a
large database of measured residential load profiles provided by the DSOs in
Flanders. The PV profile was measured at a fixed rooftop PV installation at
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Figure 5.9: Convergence of the network price at node 62.
KU Leuven and scaled to the inverter size. The price charged by the electricity
provider Λh˜ was assumed to be 50 €/MWh and constant. Fig. 5.10 presents
the minimum and maximum phase voltage in the control nodes and the extra
network price charged by the DSO to mitigate voltage problems. Besides the
response of the flexible loads, only active power curtailment is allowed. Thanks
to the pricing mechanism, the voltage remains in between limits. The majority
of the time, the network price
Ncontr∑
h=1
ΛDSOh µPh,h˜,i is zero. During the day, when
there is a high PV production, the price for energy consumed in phase W will
drop to increase the flexible consumption and, if necessary, curtail active power.
Sometimes, a network price has to be charged to avoid an excessive drop of the
grid voltage in the evening. Especially the end nodes have a very volatile price
and the difference in price between the phases can become large.
When PV panels can provide reactive power, the price volatility will drop
significantly. Fig. 5.11 presents the minimum and maximum phase voltage in
the control nodes and the extra network price charged by the DSO to mitigate
voltage problems in this case. Again the pricing mechanism can keep the voltage
in between the limits, but the network prices are reduced with a factor 10 at
least. Note that the price scale is different in Fig. 5.11.
Finally, we analyse the effect of arbitrage. If the three-phase PV inverters
are allowed to do arbitrage, the variable network price will drop even further.
This is typical for arbitrage, as it has the effect of causing prices in different
locations to converge. Fig. 5.12 presents the minimum and maximum phase
voltage in the control nodes and the extra network price charged by the DSO to
mitigate voltage problems. The network price is reduced, compared to Fig. 5.10
and Fig. 5.11. Fig. 5.13 shows the power exchanged with each phase by the
two three-phase PV inverters. During the day, a maximum amount of active
power is injected into phases U and V. The remaining power is injected into the
overloaded phase W. This, because during the day, the network price in phase
W becomes negative, as can be seen in Fig. 5.12. Therefore, the reimbursement
RESULTS 95
Mon Tue Wed Thu Fri Sat Sun
200
250
Vmax
VminV
ol
ta
ge
 [V
]
Time
Minimum and maximum grid voltage
Time
H
ou
se
ho
ld
 
n
u
m
be
r  
Network price phase U
 
 
Mon Tue Wed Thu Fri Sat Sun
20
40
60 −50
0
50
Time
Network price phase V
H
ou
se
ho
ld
 
n
u
m
be
r  
 
 
Mon Tue Wed Thu Fri Sat Sun
20
40
60 −50
0
50
Time
Network price phase W
H
ou
se
ho
ld
 
n
u
m
be
r  
 
 
Mon Tue Wed Thu Fri Sat Sun
20
40
60 −50
0
50
Figure 5.10: The maximum and minimum phase voltage that occurs in the
control nodes and the network price at each node for active power during a
sunny week in case of active power curtailment only.
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Figure 5.11: The maximum and minimum phase voltage that occurs in the
control nodes and the network price at each node for active power during a sunny
week in case of both active power curtailment and reactive voltage control.
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Figure 5.12: The maximum and minimum phase voltage that occurs in the
control nodes and the network price at each node for active power curtailment
during a sunny week in case of active power curtailment, reactive voltage control
and arbitrage.
for injecting power into phase W is smaller. At night, power is extracted from
the phases with a low load and injected into phases with a high load.
5.5.3 General Remarks
In this work, it was assumed that the flexible loads and PV units react to the
network prices to cover their own cost for the provided network service. They
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Figure 5.13: The total net injected power by the two balancing inverters and
the total injection into each of the phases during the simulated week.
could also respond strategically to the network prices to increase their profit.
When only a small amount of loads and PV units react to the network prices,
they can increase the network prices by agreeing to adapt their consumption
only for a minimum network price. In further research, the effect of this strategic
behavior could be explored.
The network price can also be a control signal that is used to control the grid
voltage in a distributed way. It is not necessarily charged to the customers. For
example, customers participating in the voltage control can be reimbursed for
the offered amount of control, for the occasions that the control is activated
or by a yearly fixed fee if they participate. One of the main critics in these
types of algorithms is the assumption that consumers are very sophisticated,
to the level of being daily energy traders that are aware of their costs. This
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is absolutely not necessary in the proposed framework. A PV panel can be
equipped with a control box, with standard settings for the costs.
5.6 Conclusion
In this chapter, a locational pricing algorithm that takes into account the voltage
limitations of unbalanced three-phase, four-wire, radial networks is proposed.
When the limits of the maximum or minimum voltage are reached, the system
operator defines an extra grid price to give an incentive for reactive voltage
control, or to curtail active power. The total price of electricity consists of a
price from the provider and a grid price for using the network. The grid prices
are defined by a distributed optimization problem. Due to the unbalanced
nature of the network, prices can differ between the different phases at one
connection point. This gives an incentive to balance the network by transferring
power from a phase with a low price to a phase with a high price.
Simulations show that the voltage can be controlled with the pricing scheme.
When voltage problems occur, reactive voltage control will mainly be applied.
The costs associated with reactive voltage control are smaller than those
associated with active power curtailment. The price for making use of the
network remains small, as small rewards give sufficient incentive for reactive
voltage control. If arbitrage by three-phase PV units is added, the price
differences between the phases diminish. When reactive voltage control is not
applied, the network price needs to rise significantly to justify the curtailment
of active power.
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6.1 Introduction
The number of electric vehicles (EVs) is expected to rise significantly in the
future. A high penetration of EVs forms both a threat and an opportunity for
the operation of the electricity network. EVs have high energy requirements
and, therefore, are a considerable extra load for the distribution network. This
can result in severe voltage drops, or overloading of the distribution transformer.
On the other hand, EVs are parked longer than required to charge completely,
resulting in a significant amount of flexible consumption if the charging power
of EVs can be controlled. Therefore, EVs are interesting for the application
of Demand Side Management (DSM), where the charging of EVs is shifted to
reduce generation costs.
In case of a high excess of wind energy, or the availability of cheap electricity, all
available EVs will preferably charge at maximum power. This might overload
the low voltage network distribution transformer, or make it difficult to comply
with national standards for keeping the voltage within acceptable limits. The
preferable implementation of DSM is able to combine both objectives by reducing
generation costs, without jeopardizing the grid. In case the charging commands
by an EV aggregator result in local grid problems, the system operators should
have the option to intervene in demand response signals to ensure security of
supply and quality of service.
As DSM will eventually involve millions of customers, centralized control will not
be manageable because limits of computational complexity and communication
overhead will be reached [151]. Different authors, therefore, propose multi-agent
systems to obtain a scalable system. Algorithms based on dual decomposition
and the alternating direction of multipliers (ADMM) are characterised by the
iterative exchange of signals to obtain the optimal charging pattern for all EVs.
These typically do not take network constraints into account [131, 133, 152].
In [153], ADMM is applied for the control of loads to minimize the losses in
unbalanced distribution grids, while taking into account network constraints.
The total EV owners convenience is maximized for a single period without
violating branch constraints by means of ADMM in [154]. The required, iterative
form of communication in these control algorithms might hinder a practical
implementation and, therefore, is avoided in this work.
Many other multi-agent systems were proposed to coordinate the charging of
EVs in a scalable way. In [155], a multi-agent system is applied to maximize the
load factor by the iterative exchange of price signals. Reducing peak demand is
also obtained with decentralized control in [156]. A multi-agent based Virtual
Power Plant consisting of domestic devices was created in [157] to compensate
imbalance caused by wind energy. The extra voltage drop caused by the charging
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of EVs, which is one of the main concerns of the Distribution System Operator
(DSO), is, however, not taken into account in these control systems. [158] takes
into account voltage constraints, but requires an exhaustive search to find the
combination of schedules that minimizes the cost of charging the EVs.
In this chapter, an existing, scalable market control system for DSM [159–163]
of EVs is analysed and extended. Many extensions to this control heuristic
have already been developed [151,164,165], and practical test sites exists where
the market-based control is tested [165]. Our first contribution to this control
framework is a mathematical proof that shows that this control heuristic is,
in fact, a method to solve a distributed utility maximization problem. The
underlying problem is identical to the one of [152,166], but the solution method
does not result in an iterative form of communication. Secondly local distribution
network constraints in unbalanced three-phase, four-wire, radial grids are added
to this framework. Only those agents that are responsible for LV networks
with network problems need to be updated. Both transformer overloading and
voltage problems can be avoided. Finally, reactive power is added as a control
variable. It is shown that special care is required for reactive voltage control in
three-phase, four-wire, unbalanced, radial distribution networks.
This chapter is structured as follows: In Section 6.2, the market-based multi-
agent control framework is introduced. This framework is proven to be a
distributed implementation of a utility maximization problem in section 6.3. In
the second part of this section, the distributed utility maximization problem
is extended with some network constraints and reactive voltage control in
unbalanced networks is discussed. In Section 6.4, the framework is compared to
other algorithms to solve the utility maximization problem in a distributed way.
The test system is described in Section 6.5. Finally, Section 6.6 discusses the
obtained results.
6.2 Market Based Multi-Agent Control
The proposed multi-agent control is based on [159–163]. This control heuristic
is based on a tree structure of three types of agents: device agents, substation
agents and an auctioneer agent. All controllable consumer devices are equipped
with a device agent. In a first step, each device agent defines a bid function
where the customer assigns the price, which is limited by the interval [0, 1], to
have a certain power consumption level.
In a second step, the device agents discretize the bid function and send it to
a substation agent. This substation agent sums-up the bid functions of all
the underlying devices in a low voltage network. The substation agents, in
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Figure 6.1: Market-based control of an electric network
turn, send the bid function to a unique auctioneer agent. This significantly
reduces the amount of communication required and makes the system scalable.
Finally, the auctioneer agent will define the equilibrium price as the intersection
of the aggregated bid functions and the supply bid function. The supply bid
function represents the prices that the producer, or balancing party, will accept
for different generation levels. When the equilibrium price is defined, this value
is sent back to all the device agents that will select their corresponding power
level. Fig. 6.1 presents this information hierarchy.
In this work, extra intelligence is added to the substation agent. The substation
agent will only add up powers for a certain possible equilibrium price if these
will not result in violation of the transformer or voltage limits. Moreover, it will
apply the offered flexibility to avoid voltage problems. In this work, the focus
is on EVs, however, the framework can be extended to other types of devices.
In [151,164,167,168], an extension is made to the auctioneer agent to include
planning in the framework. Based on this planning, the auctioneer is able to
define the supply bid function for the real-time control. In this work, the method
of [151,164] is applied, with the purpose of minimizing the total charging cost
given a known day-ahead price. The charging should not lead to problems in
the low voltage network. Other objective functions can be applied. More details
about the applied approach can be found in [151,164].
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6.3 An Optimization Perspective on Market Based
Control
In this section, it will be proven that the heuristic described in Section 6.2 can
be interpreted as a utility maximization problem. This utility maximization
problem can be extended with distribution network constraints and be solved
in a distributed way.
6.3.1 Utility Function of an EV
Depending on their state, energy may be worth a different value for each
device. This is generally expressed by a utility function, a concept applied
in microeconomics. In this work, it is assumed that utility functions are
decomposable in time. Popular decomposable utility functions U(Ph) are the
linear and quadratic utility function [166], where Ph is the power consumption
level for a specific time and U(Ph) is the utility function of the EV h. An EV
h that consumes Ph kW electricity at a rate of λ per kWh is charged λPh per
hour. Hence, the welfare of each user is defined as [139]:
W (Ph) = U (Ph)− λPh (6.1)
where W (Ph) is the users welfare function. Given a certain price λ, the power
P ∗h (λ) that maximizes the welfare of EV h is therefore defined as:
P ∗h (λ) = argmax.
Ph
U (Ph)− λPh (6.2)
The function defined by P ∗h (λ) is the optimal bid a device would make to an
auction-based market. When this bid is used, each price will result in maximum
welfare of the device. When the utility function is linear or quadratic, and the
feasible sets are intervals, an explicit solution exists for P ∗h (λ) [169]. The graphs
shown at each EV in Fig. 6.1 are optimal bids that correspond to a quadratic
utility function. A simple way of calculating a bid function for an EV is by
using a corner price pr [80,170], which is applied in this work. More on defining
bid functions for EVs can be found in [80, 151]. In the heuristic described in
Section 6.2, the price λ is not necessarily an actual price, but can be interpreted
as a control signal.
The utility functions are not limited to linear or quadratic functions, but are
assumed to be decomposable in time, non-decreasing and concave [139]. While
the class of utility functions that fulfill these conditions is very large, it is
convenient to have a quadratic utility function and the corresponding linear bid
function [139,144].
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6.3.2 Utility Maximization Problem
In a utility maximization problem, the sum of all utilities of the customers,
minus the cost C(H) to deliver the total power H, is maximized [139]. This
results in the following minimization problem:
min.
P,H
−
N∑
h=1
U (Ph) + C (H) (6.3)
subject to
N∑
h=1
Ph = H (6.4)
The constraint of this optimization problem ensures that the sum of the
individual consumption of all EVs equals the total consumption of all EVs.
The cost function C(H) is assumed to be convex.
The total power H∗(λ) that maximizes the welfare of the supplier is defined as:
H∗(λ) = argmax.
H
− C (H) + λH (6.5)
H∗(λ) equals the supply bid function as presented in Section 6.2.
The dual of problem (6.3) is defined as:
max.
λ
min.
P,H
−
N∑
h=1
U (Ph) + C (H) + λ
(
N∑
h=1
Ph −H
)
(6.6)
where λ is the Lagrange multiplier of the constraint (6.4). It will be shown
in this section that the Lagrange multiplier equals the price charged to the
customers in (6.1), (6.2). Therefore, the same symbol is applied.
The Lagrangian dual function is decomposable in P and H and can be solved in
a distributed way. The auction-based heuristic is a distributed algorithm that
solves the dual problem. If strong duality holds, then the solution of the dual
problem (6.6) equals the solution of the primal problem (6.3). It is supposed
that there is a feasible solution and, therefore, Slater’s condition holds [76].
This ensures a zero duality gap, and that optimal Lagrange multipliers exist.
The dual function can first be decomposed into subproblems that can be solved
by each LV substation. It is assumed that there are K substations. A substation
agent is responsible for a subset of all the EVs, described by the set nk. Each
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EV is part of one subset and the union of all subsets covers all EVs N . The
subproblem of a LV substation k in control of the subset of EVs nk is:
min.
P
−
∑
h∈nk
U (Ph) + λ
∑
h∈nk
Ph (6.7)
In the auction-based heuristic a bid P ∗h (λ) of a device h corresponds to the
solution of a subproblem of the dual function, as can be recognised in (6.2).
The task of the substation agent is to add all the bids up to obtain
∑
h∈nk
P ∗h (λ),
which is the solution of subproblem (6.7) for each possible λ. Afterwards, each
substation agent sends the total consumption of their cluster, for each possible
equilibrium price, to the auctioneer agent. The auctioneer adds-up all these
aggregated bids to obtain
N∑
h=1
P ∗h (λ) and compares it to the power that the
energy provider will produce given a certain price H∗(λ) [139].
The market is cleared when the aggregated bids
N∑
h=1
P ∗h (λ) equal H∗(λ). It can
be shown that
N∑
h=1
P ∗h (λ)−H∗(λ) equals the subgradient of the dual problem
[139, 148]. Therefore, making the aggregated bids
N∑
h=1
P ∗h equal to H∗ comes
down to solving the dual problem (6.6). The Lagrange multiplier λ of the dual
problem is the equilibrium price, which is sent to the substation and EV agents.
6.3.3 Utility Maximization Problem with Transformer and
Voltage Constraints
The purpose of this work is to include transformer and voltage limitations
in the scalable heuristic. These network constraints can be included in the
utility maximization formulation. Different constraints need to be added to the
subproblem (6.7) of each LV substation. First of all, transformer overloading in
a LV substation k has to be avoided. Therefore, a constraint on the maximal
apparent power is introduced:(
PLk +
∑
h∈nk
Ph
)2
+
(
QLk +
∑
h∈nk
Qh
)2
≤ (Smaxk )2 (6.8)
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where PLk and QLk are the uncontrollable active and reactive load flowing in the
transformer of substation k during the previous time step. PLk and QLk can be
obtained from a measurement of the total load flowing in the transformer, of
which the load of the nk EVs is subtracted. The substation agents know the
charging powers of all EVs during the previous time step. During the next time
step, the sum of the uncontrollable load and the assigned charging power of the
EVs may not trespass the maximal allowed apparent power Smaxk .
As the uncontrollable load might change slightly during the next time step
and system losses will increase for high loads, it is recommended to include a
small, conservative margin on the maximal allowed apparent power Smaxk . In a
three-phase system, constraint (6.8) has to be formed for each separate phase.
A second issue that has to be taken into account is the significant voltage drop
caused by the charging of EVs in LV networks. The influence of EVs on the
voltage magnitude can be approximated with a linear model [41, 49, 86, 94],
resulting in an affine constraint. The voltage at a node h connected to a
substation k can be approximated as:
|Vh| ≈ |V baseh |+
∑
h˜∈nk
(
µP
h,h˜
Ph˜ + µ
Q
h,h˜
Qh˜
)
(6.9)
where
• µP
h,h˜
is the sensitivity of the voltage magnitude in node h by active power
injected at node h˜;
• µQ
h,h˜
is the sensitivity of the voltage magnitude in node h by reactive
power injected at node h˜ ;
• V baseh is the voltage at node h due to the base load of the households;
• Vh is the expected voltage at node h with EVs charging;
All the voltages should be limited between a minimum and maximum voltage:
V min ≤ |Vh| ≤ V max (6.10)
where V min and V max are the minimum and maximum allowed voltage.
Typically, the voltages of a limited amount of control points at the end of
the feeders have to be considered, as these are subject to the largest voltage
deviations. It is assumed that these voltages are measured and communicated
to the substation agent. The substation agent knows at what rate the EVs were
charging during the previous control time step. With the voltage sensitivity
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factors, the substation agent can calculate the effect these EVs had on the
voltage during that measurement, to obtain the voltage caused only by the base
load V baseh . This voltage by the base load V baseh can then be used to plan the
consumption of the EVs during the next time step of the control framework.
In real-life conditions, the base load will vary during the next time step of the
control framework. Therefore, the obtained V baseh is only an estimate of the
voltage that will occur during the next time step by the base load only. This
could result in small violations of constraint (6.10). Besides that, there will be
linearisation errors by the linear model. Therefore, a small extra conservative
margin is introduced in the limits of (6.10). In this work, V min and V max will
be chosen to be ± 9% of the nominal voltage, whereas the actual limits equal
± 10% of the nominal voltage. A justification for this 1% margin can be found
in chapter 5.
An important advantage of the application of the linear voltage model is that
the substation agent does not need to know the actual, inelastic base load of
the households to approximate the voltage caused by the base load only. The
inelastic load profiles might contain privacy sensitive information. Another
reason for the application of the linear model is that the constraints remain
a convex set. This will reduce the computation time. The sensitivity factors
can be based on off-line calculations that are seldom updated depending on
the network operation, e.g., heavy or light loading conditions [46]. Another
advantage is that these sensitivity factors can be approximated based on historic
smart meter data, without having information about the exact grid topology
[75].
For a single-phase line, with mainly resistive line impedance, reactive power
has a limited effect on the voltage [25,93]. However, special care is required in
three-phase, four-wire distribution grids. The connection of single-phase loads
and EVs to three-phase, four-wire LV networks will not only alter the voltage
profile in the connected phase, but also the two other phase voltages due to
a neutral point shift [12]. I.e. in grids with mainly resistive line impedance,
reactive power absorption in phase U will reduce the phase voltage of phase U,
while it significantly increases the phase voltage of phase W and decreases the
phase voltage of phase V. The neutral-point shift origins from the return current
through the neutral conductor. This effect is exploited by the substation agent,
as will be shown in section 6.6.
The remaining capacity of the EV charger can be applied to reactive voltage
support in the network by the substation agent. When reactive voltage control
is applied, customer utility can be increased for low equilibrium prices, as the
reactive power injection partly compensates the voltage drop caused by the
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increased load. The EV charger complex output power is limited by:
(Ph)2 + (Qh)2 ≤
(
SNomh
)2 (6.11)
Where
• Qh is the reactive power by the EV charger connected to node h;
• SNomh is the nominal apparent power of the EV charger connected to node
h;
To add this constraint to the subproblem of the substation agent, it is assumed
that, besides the bid function, the EV also sends |SNomh | to the substation agent.
If this is not communicated, the substation agent can replace |SNomh | with
Pmaxh , which the substation agent can extract from the received bid function.
A constraint on the power factor can be set by a linear constraint:
Qh ≤ ςPh (6.12)
where ς is a constant defining the allowable ratio between reactive and active
power. In this work, the constraint on the power factor is omitted and it is
assumed that the full nominal apparent power can be used for reactive power
control, if necessary. When reactive power is used, it is advised to add a small,
quadratic penalty term for reactive power to the objective function of the utility
maximization problem, to avoid the use of reactive power when no voltage
problems occur.
The utility maximization problem with transformer and voltage constraints
becomes:
min.
P,Q,H
−
N∑
h=1
U (Ph) + C (H)
subject to
N∑
h=1
Ph = H
(6.8− 6.10) ∀ k = 1...K
(6.11− 6.12) ∀ h = 1...N
(6.13)
Constraints (6.8-6.10) have to hold for each of the K LV substations, making
scalability even more important. Constraints (6.11-6.12) are only added when
the substation agent also applies reactive power for grid voltage control. These
constraints are specific for each EV, and, therefore, need to be handled in a
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scalable way. For the ease of simplicity the small, quadratic penalty term for
reactive power is not presented in the objective function of (6.13).
By relaxing the first constraint of (6.13), the following dual formulation is
obtained:
max.
λ
min.
P,Q,H
−
N∑
h=1
U (Ph) + C (H) + λ
(
N∑
h=1
Ph −H
)
subject to (6.8− 6.10)
(6.11− 6.12)
(6.14)
The Lagrangian dual function is decomposable in P and H and can be solved
in a distributed way. There will be a substation agent at each LV substation of
the grid. Each of the substation agents will solve a subproblem of (6.14). The
subproblem of a substation agent located at a LV substation k equals:
min.
P,Q
−
∑
h∈nk
U (Ph) + λ
∑
h∈nk
Ph
subject to (6.8− 6.10)
(6.11− 6.12)
(6.15)
Compared to the subproblem of (6.7), transformer and voltage constraints have
been added. The substation agent receives the utility function of all EVs of its
cluster and solves optimization problem (6.15) for each possible equilibrium price
λ. In a practical implementation, possible equilibrium prices are limited between
0 and 1. This interval is divided into 100 possible equilibrium prices (4λ = 0.01).
Optimization problem (6.15) will be solved for each of these 100 possible prices
at the substation level. Gurobi is applied to solve this optimization problem
[171]. The solution
∑
h∈nk
P ∗h (λ) of subproblem (6.15) is sent to the auctioneer
agent who can clear the market after adding up all of the solutions of the K
substation agents. It can again be shown that
N∑
h=1
P ∗h (λ) −H∗(λ) equals the
subgradient of the dual problem [148] and that making the aggregated bids
N∑
h=1
P ∗h equal to H∗ comes down to solving the dual problem (6.14). Note that
this solution complies with all network limitations in the LV substations for
each equilibrium price. The outcome of the market clearing by the auctioneer
agent results in an equilibrium price λ∗, which is sent to the substation agents.
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The substation agents can then send the active and reactive power setpoint to
each EV.
One could argue that solving optimization problem (6.15) for each possible
equilibrium price is very time consuming. However, optimization problem
(6.15) is convex and can, therefore, be solved very efficiently for each possible
equilibrium price. The different optimization problems can easily be parallellized.
To further reduce the amount of computations, it can first be checked for which
prices the network constraints (6.8-6.10) will be violated. Only for those
prices, optimization problem (6.15) will have to be solved, whereas, for the
prices without network problems it suffices to just add the different bids as
done to solve the problem without network constraints (6.7). The prices that
cause network constraint problems can be found in one load-flow. After this,
optimization problem (6.15) is solved for all of the problematic prices. Further
reductions in computation time can be obtained by approximating constraint
(6.11) by a polygon [94].
The total procedure is presented in Fig. 6.2. After the devices have sent their
utility function, the substation agents can start maximizing total consumer
welfare for all possible equilibrium prices. They start with an initial, small price
and keep on incrementing the possible equilibrium price until the maximum
price is reached. Results for both active and reactive power are stored by the
substation agents. When the power consumption levels are defined for all the
possible equilibrium prices, the aggregated bid function is sent to the auctioneer
agent. This agent can then define the final equilibrium price λ∗. Once this
final price is received by the substations, the substation agents can look-up the
power setpoints and send them to all EVs. For the ease of presentation, the
substation agent calculations are presented as a loop, however, the substation
agent can also compute the aggregated bids in parallel.
One of the advantages of the suggested approach is that neither the device
agents, nor the auctioneer agents, have to change, compared to the existing
market-based control of Section 6.2. All intelligence is added to the substation
agents, who are the only agents that have to be aware of the grid conditions. It is
possible to equip only those LV networks that are sensitive to network problems
with the substation agent that takes into account the network limitations, or to
gradually introduce the new substation agent in the market-based control of
Section 6.2.
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Figure 6.2: Flowchart of the distributed utility maximization that incorporates
network constraints.
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6.4 Comparison with other Distributed Utility Max-
imization Algorithms
Distributed utility maximization algorithms in smart grid literature are mainly
based on dual ascent methods [133, 136, 139, 149, 152, 169] to solve the dual
problem (6.14). In a dual ascent method, an iterative exchange of messages is
applied to find the optimal solution of the dual problem. Each iteration, the
central agent broadcasts a price. The device agents send back their planned
consumption for this price. After this iteration, the price is updated by the
central agent and a new iteration starts. These iterations continue until
convergence of the price takes place.
Both dual ascent methods, as well as the proposed heuristic, can be used to
solve the exact same problem, but they differ in their communication and
computational requirements. The proposed method has some advantages and
some disadvantages compared to these dual ascent methods.
6.4.1 Comparison of Communication Requirements
The proposed heuristic has mainly communicational benefits, compared to the
dual ascent methods. First of all, it is not based on an iterative communication
procedure in contrast to dual ascent methods. The device agents only
communicate their utility function to the substation agents once. The utility
functions can be compressed for an efficient communication, i.e. quadratic utility
functions can be represented by three constants. The substation agents aggregate
the bids and deliver these to the auctioneer agent. When the auctioneer agent
has received all of the aggregated bids, it can immediately define the Lagrange
multiplier of the dual problem (6.6), resulting in convergence in a single iteration.
Only one price is sent back by the central agent. In a dual ascent implementation,
the central agent needs to communicate a possible equilibrium price to all of
the device agents every iteration. Therefore the amount of communication from
the central agent to the device agents is significantly higher. Each iteration, the
device agents need to respond to the higher agents when dual ascent methods
are applied. So, the amount of communication from the device agents to the
substation agent can be expected to be higher. Besides that, iterative algorithms
will have a higher overhead, i.e. a connection needs to be established at each
iteration to send a packet. Moreover, in a realistic communication environment,
the underlying infrastructure places constraints on the communication, such as
delays, or maximum throughput [164]. Similarly as in chapter 5, the equilibrium
price can be updated in the range of one or two minutes. This provides
sufficient reaction time to keep the 10 minute mean RMS values within limits.
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Alternatively, the communication system can be made event-based. In case of an
unforeseen constraint violation, the substation agent performs an optimization
step and the set-points can be adapted. Event-based communication systems
can more easily cope with a realistic communication environment [164]. Just
as in the dual ascent methods, the utility function of each consumer remains
unknown to the central agent, due to the aggregation of the individual utility
functions at the substation level, ensuring privacy.
6.4.2 Comparison of Computational Requirements
In this paragraph we will compare the computational load of the proposed
heuristic and the dual ascent methods and we will suggest methods to reduce
the computational load of the proposed heuristic. Besides that, the restrictions
of the utility functions by both methods are discussed.
A clear disadvantage of the proposed method is that the substation agent
also solves (6.15) for values of λ that are far from optimal, whereas dual
ascent methods converge towards the optimal λ. If the optimal λ always evolves
smoothly in time, these less-efficient computations can be avoided by only solving
the required problem (6.15) in the neighbourhood of the previous optimal λ. If
this neighbourhood covers only 10 % of the total range of possible equilibrium
prices, then only these 10 % of equilibrium prices need to be evaluated by the
substation agent and, therefore, the computational load can be reduced with
approximately a factor of 10.
Another disadvantage, compared to the dual ascent methods, is the requirement
that utility functions have to be decomposable in time. The utility functions
should reflect who has the highest need for the available energy, at the actual
time step, independent of future information. To counteract this disadvantage,
a planning approach is developed in [151,164,167,168] to optimize the supply
bid function at each time step.
An advantage of the proposed heuristic is that it can work with utility functions
that are just convex and not necessarily strict convex. It can even handle binary
behaving devices [168]. The local subproblem of the substation agent (6.15)
then becomes an integer problem, which can be efficiently solved locally at
the substation agent. Dual ascent methods can not guarantee convergence for
this type of problem [172]. Dual ascent methods also require special care for
a good step-size selection. Another benefit of the proposed heuristic is that
the local intelligence at the device level is minimal. There is no need to solve
an optimization problem at the device level, in contrast to many dual ascent
methods. This can reduce hardware and software requirements at the device
level.
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6.5 Simulated Network
The network used in the simulations is the same, existing, three-phase, four-wire,
radial distribution system that was already presented in Fig. 2.1.
All households have a single-phase connection, with a nominal line-to-neutral
voltage of 230 V, and are equally-spread across the three phases. Statistically
representative residential load profiles are available to perform load-flow
simulations. A constant power load model was assumed. Generation of these
load profiles is described in [73]. In [73], the privacy problem of data provided
by electrical companies is bypassed by transforming a large dataset of residential
load profiles into a model that is able to create a set of synthetic, non-aggregated
load profiles. This model was trained based on a large database of measured
residential load profiles provided by the DSOs in Flanders. No data was available
on reactive power consumption by the loads, which is, therefore, neglected in
the simulation.
The time step used in the simulation is one minute. EVs are connected by
single-phase connections to the network, with a maximum capacity of 3.3 kW.
Each household is assumed to possess an EV. The EV charging energy and
the arrival and departure time are modelled based on Flemish data on travel
behavior, as described in [129]. It is assumed that they will only charge at
home.
The 10 minutes mean r.m.s. voltage is limited to ± 10% of the nominal voltage.
According to Belgian regulation, the DSO has to comply with the power quality
standard EN-50160. The voltage control by the substation agent is executed
every 15 minutes in this work. Therefore, it is possible that, due to a sudden
increase of the base load, the voltage drops further below the acceptable limits
as set by the standard, and the substation agent cannot respond fast enough to
keep the 10 minutes mean r.m.s. voltages within the required range of ± 10%
of the nominal voltage. This is a rare event and the 10 minutes mean r.m.s.
voltage remains within the range of ± 10% of the nominal voltage, during more
than 95% of the time, as will be shown in Section 6.6.
6.6 Results
In a first simulation, the focus is on a single time step at 8 pm. The aggregated
bid function of only one substation agent will be investigated, to give a clear
presentation of the results. The different grid conditions that will occur as a
function of each possible equilibrium price are shown in Fig. 6.3. In Fig. 6.3a,
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the aggregated bid function of the substation agent
∑
h∈nk
P ∗h (λ) is plotted as a
function of the equilibrium price. For equilibrium prices close to zero, an extra
consumption of more than 160 kW can be activated. However, the distribution
grid cannot host this extra consumption. From a certain equilibrium price,
voltage drops caused by the charging of EVs become severe, as presented in Fig.
6.3b. It is shown that, starting from a price of λ = 0.25, the voltage in phase
V according to the linear model of (6.9), is expected to reach the minimum
allowed voltage of 0.91 p.u. To be able to still increase the consumption in
phase V, reactive power will be injected in phase V and U, and absorbed in
phase W, as shown in Fig. 6.3c. Due to the neutral point shift, reactive power
absorption in phase W can boost the voltage in phase V. For lower equilibrium
prices, the consumption in phase W increases, and the absorption of reactive
power in this phase needs to be reduced. Starting from a price of λ = 0.05, the
aggregated bid function will be lower than for the case without network control,
because the available reactive power is insufficient to compensate for the voltage
drop caused by the charging of the EVs. In Fig. 6.3d, the loading of each phase
of the transformer is depicted. The transformer capacity is high enough, so no
transformer overloading takes place. The loading with and without the active
and reactive power control is similar.
In a second test case, the same time step is investigated, but the maximum
capacity of the transformer is cut in half to 125 kVA. Obviously, an extra
consumption of 160 kW would damage the transformer. From a certain
equilibrium price, the sum of the inelastic load and the extra consumption
by EVs reaches the maximum capacity of the transformer. No more extra
consumption can be activated for lower equilibrium prices. For this case there
is almost no benefit of reactive power control, as it only causes an extra loading
of the distribution transformer. This is shown in Fig. 6.4. For equilibrium
prices lower than approximately 0.25, each of the phases would be loaded with
more than the allowed 125/3 kVA. The available reactive power to solve voltage
issues is, therefore, strictly limited. The total power consumption of the cluster
of loads is now limited to approximately 100 kW.
In the next simulation, a time period of three days is investigated. A vehicle
fleet needs to be charged as cheap as possible, given the day-ahead price. A
day-ahead price of the Belgian spot market is used. During the night, electricity
prices are lower, which is, therefore, the preferred time period for charging all
the EVs. At the time period of the lowest price, all available cars preferably
charge at maximum power. Even with a low base load, this will result in
a severe voltage drop. The supply bid function in each time step is defined
by the method developed in [151, 164]. Fig. 6.5 plots the power consumed
during three days and the minimum 10 minute mean r.m.s voltage in the grid.
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(a) The total consumption by the cluster as a function of the equilibrium price.
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(b) The expected minimum phase voltages according to the linear model as a
function of the equilibrium price.
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(c) The required reactive power by the EVs as a function of the equilibrium
price.
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(d) The expected transformer loading as a function of the equilibrium price.
Figure 6.3: Expected grid conditions as a function of the equilibrium price for
a transformer with a capacity of 250 kVA.
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(a) The total consumption by the cluster as a function of the equilibrium price.
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(b) The expected minimum phase voltages according to the linear model as a
function of the equilibrium price.
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(c) The required reactive power by the EVs as a function of the equilibrium
price.
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(d) The expected transformer loading as a function of the equilibrium price.
Figure 6.4: Expected grid conditions as a function of the equilibrium price for
a transformer with a capacity of 125 kVA.
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All voltages are obtained by applying the backward-forward sweep power flow
method [61]. To clearly present the algorithm, the data of only one substation is
plotted. The high peak due to the simultaneous charging of EVs results in severe
voltage drops. When the substation agent does take the network constraints
into account, the power consumed during the lowest price period slightly drops,
but the voltage remains within acceptable limits. If the substation agent can
use the remaining capacity of the EV chargers for reactive power support, more
EVs can charge simultaneously before voltage limits are reached. The reduced,
maximal charging power during the lowest price period results in a small price
increase to charge the EV fleet. In comparison to the situation where network
limitations are not taken into account, the total charging cost increases with
0.4% when active and reactive power are applied to comply with the network
limits and 0.8% when only active power is used.
The same simulation can be performed for transformers with a transformer
capacity of only 125 kVA. The peaks due to simultaneous charging of the EVs are
now limited, to ensure that the transformer does not get overloaded, as shown
in Fig. 6.6. The transformer loading is plotted, instead of the minimum grid
voltage, because it is the transformer capacity that limits the total consumption
by the EVs in the substation. Due to the strict limitations of the transformer,
reactive power control is rarely used by the substation agent. The maximum
transformer loading in each phase is now 125/3 kVA. Load variations between
two market clearings can result in a short violation of the transformer limits.
Due to the lower consumption possible during the lowest price period, the total
charging cost increases by 6% for both control approaches.
In Fig. 6.7, one week is simulated and the corresponding, cumulative distribution
function of the minimum voltage occurring in the grid is plotted. The voltage
clearly complies with the power quality standard EN-50160.
In a final simulation, the computational scalability is investigated. Fig. 6.8
presents the computation time as a function of the number of substations. Each
of these substations has the topology of Fig. 2.1, with cable lengths that vary
1%. In the multi-agent algorithm, each substation agent needs to calculate the
aggregated bid function before the auctioneer agent can clear the market. The
slowest of all agents defines the computation time seen in Fig. 6.8. The addition
of a slower agent, therefore, explains the increase in steps of the computation
time. It can be seen that substation agent 10 required more time to calculate
the aggregated bid function than the first 9 substation agents. All substations
that were added to the overall system after substation agent 10 were faster
agents. Therefore, substation agent 10 defines the total execution time. The
execution time of a centralized algorithm keeps on increasing for the number
of substations. The simulations were performed on a workstation using a Intel
Xeon (2.4 GHz, 12 MB cache, 4 cores) and 32 GB of RAM. A detailed discussion
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Figure 6.5: Power consumption of the fleet of EVs (Top) and the minimum
voltage in the grid (Down).
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Figure 6.6: Power consumption of the fleet of EVs (Top) and the maximum
transformer loading for a transformer with a reduced transformer capacity of
125 kVA (Down).
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Figure 6.7: Cumulative distribution function of the minimum voltage.
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Figure 6.8: Execution time for an increasing amount of substations.
of the scalability of the original framework described in Section 6.2 can be found
in [151].
6.7 Conclusion
In this work, a multi-agent market-based control is proposed that takes into
account transformer and voltage limitations. The control framework solves
a utility maximization problem with LV network constraints. With the
mutual exchange of only one message between the different agents, the utility
maximization problem is solved. It is, however, required that the applied utility
functions are decomposable in time.
Simulations show that, with the proposed structure, the fleet of EVs can be
charged at minimum cost, without harming the network and while customer
welfare remains maximal at all times. The remaining capacity of the EVs is used
ANNEX 123
to provide reactive voltage support. Due to the application of reactive voltage
control, more EVs can simultaneously charge before the voltage reaches critical
limits. Therefore, more EVs can charge at the same time during periods of low
energy costs. Special attention has been given to the neutral point shift effect
when applying reactive voltage control in unbalanced, three-phase, four-wire
LV grids. Reactive voltage control has no benefits if the transformer capacity
limits the amount of EVs that can charge simultaneously.
The focus of further and ongoing work is on an event-based implementation,
as in [164], rather than having fixed moments for the communication between
the agents. Interaction between the agents could be made event-driven, such
as the arrival of a new EV, or the violation of a voltage limit due to a sudden
increase in household loads. This way, the substation agent could react faster
to conditions that might harm the LV grid. This can have implications on the
preferred communication and metering infrastructure. Besides that, it will be
investigated how to incorporate utility functions that are not decomposable
in time. Finally, other business cases could be evaluated, like absorbing an
unexpected excesses of wind power with the EV fleet.
6.8 Annex
The proposed algorithm was tested in the VITO HomeLab. The grid used was
already presented in Fig. 2.8. Four EVs were emulated by means of electric
heaters. Therefore, no reactive power could be included in the tests. Two of
the EVs could modulate their active power consumption by means of a phase
angle controller. The phase angle controller adapts the output voltage based on
an input voltage between zero and five volts. This input voltage is created by
filtering a PWM signal of an Arduino. The two other EVs have a fixed charging
power and are controlled by a solid-state relay. The optimization problem (6.15)
is, therefore, in this case, an integer problem. The practical implementation
setup is presented in Fig. 6.9.
One EV was connected to node 1 (EV1), one to node 2 (EV2), one to node
3 (EV3) and one to node 4 (EV4). Node 1 and 2 are connected to phase U,
while node 3 and 4 are connected to phase V. EV1 and EV3 can modulate their
consumption and have a maximal consumption of 2550 W, while EVs 2 and 4
can only be turned on or off and have a maximal charging power of 1500 W.
Square bid functions were used. The different corner priorities can be found in
Table 6.1. For the ease of representation, the bid functions were kept constant
during the tests. The lower voltage limit was chosen to be 94 % of the nominal
voltage. It is assumed that electricity is very cheap at the simulated time period,
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Table 6.1: The used corner priorities of the four EVs.
EV 1 EV 2 EV 3 EV 4
Priority 0.25 0.6 0.5 0.75
mySql database
Power meter
Arduino load 
control unit
Central control 
unit, implemented 
with Matlab
Ethernet 
communication
Ethernet 
communication
Solid state
 relay
Electric heater
LPFPWM
Phase angle 
controller
Electric heater
Figure 6.9: Practical implementation of the voltage control strategy.
and, therefore, all EVs would preferably charge at maximal power. However,
the substation agent needs to take into account the minimum grid voltage.
The total, active power in each phase is depicted in Fig. 6.10, while the voltage
is shown in Fig. 6.11. It can be seen that EVs 2 and 4 are charging most of
the time. Only when the uncontrollable load is very high they stop charging.
The EVs that can modulate their consumption (EVs 1 and 3) adapt their
consumption to avoid voltage problems. The last two EVs also have a lower
priority of charging and are filling the valleys. The voltage remains close around
the minimum voltage. EVs 1 and 3, therefore, consume as much as they can,
while respecting the voltage limits.
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Figure 6.10: The total active power consumption in phase U, V and W when
two EVs are connected to phase U and two EVs are connected to phase V.
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Figure 6.11: The voltages of nodes connected to phase U (node 1), V (node
3) and W (node 5) when two EVs are connected to phase U and two EVs are
connected to phase V.
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7.1 Introduction
A high penetration of renewable energy sources challenges the future grid
operation. In a power system, the imbalance between generation and demand
should be minimized as much as possible to ensure frequency stability and
avoid blackouts. Renewable energy sources, like solar and wind power, are
The first author is the main author of the article. The contributions of the first author
include the literature study, the development of the model and the analysis of the simulation
results
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characterised by fluctuating power generation, while the amount of dispatchable
power generation reduces. This makes it harder to match the production of
energy to the demand. By controlling demand, the more expensive alternative of
flexible, additional, back-up generation can be avoided. The residential demand
side can make a significant and reliable contribution to primary frequency
response [36]. Different types of demand can be applied for frequency support,
including fridges, freezers, HVAC and water heaters [36, 173, 174]. In, [175]
thermostatically-controlled loads respond to the frequency by making their
setpoints dynamic. The introduction of electric vehicles (EVs) in the electric
network is another form of controllable load that can react to the frequency
[4,176]. It is shown in [177] that EVs can significantly reduce frequency deviations
in isolated power systems.
Three levels of control are generally used to maintain the balance between
supply and demand. Primary frequency control is a local, automatic control
that adjusts the active power generation and consumption to quickly restore
the balance between load and generation [31]. Secondary frequency control is
a centralized, automatic control that adjusts the active power production, or
consumption, to restore the frequency and the interchanges with other systems
to their target values following an imbalance [31]. Tertiary frequency control
consists of redispatching the generating units [31]. The response time of each
type of control is different. The primary frequency control reacts very quickly,
within the first few seconds after a disturbance. The secondary reserves can be
activated in 30 s to 15 min. Tertiary reserves are manually activated after the
secondary reserves.
In the literature, there are still multiple issues concerning the application of
dynamic loads as frequency reserves. First of all, the contribution of dynamic
demand to primary and secondary reserves could be combined with a classical
demand response system, where the consumption of these loads is shifted in
time. To be able to provide reserves, the load aggregator, that provides reserves
by dynamic residential demand, needs to manage his cluster of loads so that
the consumption can always be increased or decreased. The amount of reserves
needs to be known by the aggregator and, for primary frequency reserves, the
response of the cluster to frequency changes needs to be controlled.
In the literature, the power-frequency relationship of a device that participates in
frequency control is not assumed to depend on the utility function of that device.
A utility function describes the degree of well-being the product provides for
consumers. Therefore, at an instance of frequency support by dynamic demand,
social welfare is not maximized. An EV with a near departure time and a high
requirement for sufficient energy will have a higher utility for power than an EV
with an expected departure the next day. Therefore, when reducing demand to
support the frequency, welfare maximization would result in decreasing the full
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charging power of the second EV while keeping the charging power of the EV
with near departure time constant, rather than reducing both charging powers
by an equal percentage. A similar analogy can be made for electric water heaters,
fridges and freezers. The value of power for a fridge is indirectly incorporated by
making the frequency-power relationship of the fridge dependent on temperature
in [173]. In [178], the cost for providing a certain amount of symmetric primary
reserves is minimized, where comfort constraints of the devices are taken into
account to order the activation of binary behaving devices. However a more
general tool to define the value of power for a certain device is their utility
function. Given the utility of a device, social welfare can be maximized. In
previous work [79], this concept was applied to primary frequency reserves.
In this chapter, a multi-agent control framework is presented that can shift
demand through time and can activate primary and secondary reserves provided
by a cluster of loads. While the focus at this work is on the activation of
frequency reserves, the reservation is outside the scope. During activation of
the reserves provided by dynamic demand, social welfare remains maximal. The
chapter is structured as follows: in Section 7.2, utility functions that describe
the value of energy for different types of devices are presented. Section 7.3
introduces the market-based, multi-agent control used and shows how the multi-
agent control framework activates contracted fast spinning reserves provided by
the cluster of loads. In Section 7.4, a rolling horizon control is presented that
determines the consumption plan of the cluster and that ensures the availability
of the contracted reserves. Finally, Section 7.5 discusses different simulation
results of the proposed algorithm.
7.2 Utility Function of a Device
Energy can have a different value for each device, depending on its state. This
is generally expressed by a utility function, a concept applied in microeconomics.
It should be strictly distinguished from the electric utility, which has another
meaning. The utility function applied in microeconomics describes the degree of
well-being the product provides for consumers. It, therefore, defines the different
responses of different devices to various prices [139]. In this work, we assume
utility functions that are decomposable in time and can be created for all types
of devices. Popular utility functions include the linear and the quadratic utility
function [139] denoted as U(Ph), where Ph is the power consumption level of
the device h. A device h that consumes Ph kW electricity at a rate of λ per
kWh is charged λPh per hour. Hence, the welfare for each user is defined as
[139,166]:
W (Ph) = U (Ph)− λPh (7.1)
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Where W (Ph) is the users welfare function. Given a certain price λ, the power
P ∗h (λ) that maximizes the welfare of device h is therefore defined as:
P ∗h (λ) = argmin.
Ph
− U (Ph) + λPh (7.2)
The function defined by P ∗h (λ) is the optimal bid a device would make to an
auction-based market. When this bid is used, each price will result in maximum
social welfare for the device. When the utility function is linear or quadratic,
and the feasible sets are intervals, an explicit solution exists for P ∗h (λ) [79, 169].
Devices that can only be turned on or off require a two-state utility function:
U =
{
βh if device is turned on
0 if device is turned off (7.3)
Where the parameter βh characterizes the satisfaction when the device is turned
on. The corresponding bid function is:
P ∗h (λ) =

P
On/Off
h if λ ≤
βh
P
On/Off
h
0 if λ > βh
P
On/Off
h
(7.4)
Where POn/Off is the power consumption when the device is turned on.
A simple way of calculating a bid function for an EV is by using a corner price
pr [80, 170], as depicted in the left of Fig. 7.1. The corner price pr is the
maximal price the EV is willing to pay for electric energy at that time instance
and is represented by the following formula:
pr =
4EEV
Pmax 4 tEVdep
(7.5)
Where 4EEV is the required energy by the time of departure, Pmax is the
maximal charge power and 4tEVdep is the time till departure. EVs with high
requirements for energy and little time left before departure will have higher
bid functions. More on defining bid functions for EVs can be found in [80,151].
Electric hot water heaters are other devices that offer a great amount of flexibility.
Their charging can be shifted with little impact on the comfort of the user.
It is assumed that the electric water heaters can not modulate their power
consumption and have a fixed power consumption POn/Offh when they are
turned on. The State Of Charge (SOC) is the main indicator of a domestic hot
water buffer for any demand response control system [179]. The closer the SOC
drops to its minimum, the more urgent its scheduling. Therefore, the bid is
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Figure 7.1: Possible ways of defining a bid function P ∗h (λ) for EVs and electric
water heaters. The bid of an EV depends on the required energy by the time
of departure and the time till departure. The bid of an electric water heater
depends on the state of charge of the heater.
made inversely proportional to the SOC of the heater. This is done by making
βh of (7.3) and (7.4) inversely proportional to the SOC. In case of a low SOC,
the bid will be high and vice versa, as depicted in the right of Fig. 7.1.
A similar reasoning holds for other devices [79]. Note that the optimal bidding is
not limited to these types of bids, but can incorporate other factors as well, like
consumer preferences or consumer wealth. The utility functions are not limited
to the described functions, but are assumed to be decomposable in time and
to be non-decreasing. The class of utility functions that fulfil these conditions
is very large [139,144]. When devices compose their own utility function, the
assumption that consumers are very sophisticated, to the level of being daily
energy traders that are aware of their utility functions, can be avoided. In this
work, EVs and electric water heaters are used, as they can instantly adapt their
power consumption.
7.3 Auction-Based Control
A scalable, auction-based control framework is applied to control the cluster
of loads. It is extended to activate the contracted spinning reserves. The
multi-agent control algorithm consists of two parts: one part to control the
cluster of loads in real-time to obtain the planned consumption and another
part for the planning of the consumption of the cluster of loads over a time
horizon. The former is covered in this section, while the latter is discussed in
section 7.4.
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Figure 7.2: Auction-based power market.
7.3.1 Real-Time Control of the Loads
In the real-time operation of the multi-agent algorithm, all the device agents
send their bid P ∗h (λ) to a concentrator agent. This concentrator agent sums-up
the bid functions of their zone [161, 180]. The concentrator agents, in turn,
send the bid function to a unique auctioneer agent. Finally, the auctioneer
agent will define the equilibrium price as the intersection of the aggregated bid
functions and the supply bid function. The supply bid function is defined by
the consumption level PLoadt that was planned by the auctioneer agent. How
to define this consumption level PLoadt will be discussed in section 7.4. The
auctioneer agent manages and plans the real-time consumption of the cluster of
loads of the load aggregator. After the equilibrium price is defined, it is sent
back to all of the device agents and these will then select their corresponding
power level. This market clearing takes place every 15 minutes, or can be made
event-driven. Fig. 7.2 presents this auction-based market approach.
When consumption can be increased, or decreased, given the defined equilibrium
price, the cluster of loads is able to provide upward and downward reserves. This
is shown in Fig. 7.3. This multi-agent control framework can be extended to
cooperate in frequency reserve markets. For the cluster of loads to be activated
as reserves, extensions have to be made to the part of the multi-agent system
responsible for the real-time operation.
The provided frequency reserves are divided into primary, or Frequency
Containment Reserves (FCR), and secondary, or Frequency Restoration Reserves
(FRR). The purpose of this work is to imitate these reserves, provided by
conventional generators, with a cluster of loads. Primary frequency reserves
by conventional generators respond instantaneously to frequency changes. To
mimic this behaviour, the instantaneous primary frequency control by dynamic
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Figure 7.3: Available reserves of the cluster of loads after defining the equilibrium
price.
demand cannot be based on any form of communication. Therefore, a local
controller taking care of the primary frequency control is added to each device
agent. In case of a frequency drop, the power consumption that creates the least
welfare should be shut down. In case of a frequency rise, the power consumption
that results in the highest extra welfare should be activated. The response
of the local controller can be changed and optimized by the auctioneer agent.
Secondary reserves should be available between 30 s and 15 min after a request
of the transmission system operator and, therefore, a reliable communication
system can be applied to activate the required reserves by the dynamic demand.
For ease of explanation, the secondary frequency control will be discussed before
the primary frequency control by dynamic demand.
7.3.2 Secondary Frequency Control
Due to the slower time scale of secondary control, the auction-based
infrastructure, as described in section 7.3.1, can be applied to activate secondary
reserves. The total consumption of the cluster of loads
N∑
h=1
Ph needs to be equal
to the sum of the planned load PLoadt of the cluster at time step t and the
activated upward or downward reserves R2,+/−load . To obtain this consumption
the auctioneer agent makes the supply bid function equal to PLoadt +R
2,+/−
load .
The resulting equilibrium price gives rise to the required consumption level of
the cluster of loads when sent to all devices.
The secondary frequency control with the multi-agent auction-based control is
a distributed utility maximization problem. The utility maximization problem
equals:
134 FREQUENCY SUPPORT BY A MULTI-AGENT DEMAND CONTROL SYSTEM
max.
Ph
N∑
h=1
U (Ph)
subject to
N∑
h=1
Ph = PLoadt +R
2,+/−
load
(7.6)
The dual of this problem is defined as:
max.
λ
min.
Ph
−
N∑
h=1
U (Ph) + λm
(
N∑
h=1
Ph − PLoadt −R2,+/−load
)
(7.7)
If strong duality holds, then the solution of the dual problem (7.7) equals the
solution of the primal problem (7.6). For integer problems, strong duality in
general does not hold. In [181] is stated that problems of this type have a
diminishing duality gap if the number of subproblems increases. Therefore,
solving the dual problem with a high amount of aggregated devices will result
in only a small, or even no, error.
The Lagrangian dual function is decomposable in different subproblems. The
welfare maximization that each device performs in (7.2) is a subproblem of
the dual problem. It can be shown that
N∑
h=1
P ∗h (λm) − PLoadt − R2,+/−load is a
subgradient of the dual problem and, therefore, finding the intersection of the
aggregated bid functions
N∑
h=1
P ∗h (λm) and the supply bid function PLoadt +R
2,+/−
load
comes down to solving the dual problem of the utility maximization problem.
The equilibrium price is equal to the lagrange multiplier λm of the dual problem.
Intuitively, when all customers receive the same price and this price results in
the desired consumption level of PLoadt +R
2,+/−
load , the total utility is maximized,
as only devices with a sufficient need for energy are turned on.
7.3.3 Primary Frequency Control
Primary frequency reserves are used to stabilise the frequency after a disturbance
in the time frame of seconds. Conventional generators react immediately to
this disturbance. To mimic the behaviour of these conventional generators, the
response of the loads can, therefore, not depend on a communication signal
that is sent after the occurrence of such a disturbance. Instead, it is based on a
local controller that is added to the device agent.
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When the frequency is higher than the nominal value, an incentive for
consumption should be given. When it is lower, consumption should be
decreased. This can be achieved by adding an extra frequency-dependent
price component to the normal price. The market clearing price that customers
receive is the price at the nominal frequency, i.e. 50 Hz, which results in a
consumption level of PLoadt +R
2,+/−
load . A frequency deviation results in a price
deviation from that market clearing price. The auctioneer, therefore, does not
send only one equilibrium price to all loads, but a price dependent on frequency.
The frequency-dependent price is defined by the preferred shape of the frequency
response of the cluster of loads. Fig. 7.4 shows the aggregated bid function and
the resulting power-frequency droop relationship. The dotted line is the price
at 50 Hz. In a deadband around 50 Hz, the price remains unchanged. When
the frequency deviates outside the deadband, devices adapt their behaviour as
defined by their bid functions. The local control parameters of a device then
depend on the bid functions of the device, as described in Section 7.3. The
bid function defines the power-price relationship and, therefore, also defines
the power-frequency relationship. An example of two EVs is given in Fig. 7.5.
The EV with a near departure time and little energy stored in the battery is
charging and only stops charging when the frequency significantly drops. The
EV with a larger amount of time left before departure only starts charging
when the frequency reaches a certain value above 50 Hz.
The aggregated response of all loads mimics the behaviour of a conventional
generator. When more devices are involved in the auction-based control
the aggregated bid function becomes smoother and, therefore, the smoother
behaviour of the conventional generators can be imitated. The primary frequency
control can be made both symmetric and asymmetric.
Devices can autonomously adapt their power consumption, based on the
frequency-price dependency. This results in consumption levels that are
dependent on frequency, while the system welfare remains maximal. As
frequency can be measured locally in a cheap way [173], devices can adapt their
own price automatically. The devices do not require any information about the
system, in contrast to the method described in [182]. The only difference with
the classic auction-based control is that, instead of one single equilibrium price,
a frequency-price relationship is communicated to all loads. The frequency-price
relationship is always equal for all controllable loads. At time steps that loads
are not used for primary reserves, the price will be independent of the frequency.
Frequency can be considered to be equal across the system and, therefore, the
price increase will be equal for all customers, which will result in maximal system
utility. Only small errors on the frequency measurements give rise to minor
price differences that could deteriorate the maximal system utility. The effect of
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Figure 7.4: To obtain a specific power-frequency, or droop, relationship of the
cluster of loads, the price is determined as a function of the frequency. The
dotted line is the market price at 50 Hz.
frequency measurement errors on the aggregated droop function is plotted in Fig.
7.6. 5000 EVs and 5000 electric water heaters make a bid. At the top of this
figure, the aggregated bid function is shown. The price-frequency relationship
that results in the aggregated droop function is also shown. A controller
tolerance band of ±ftol = 20mHz is added to the aggregated droop function
[178]. Frequency measurement errors result in a deviation of the reference droop
function and can result in difficulties to comply with an acceptable tolerance
band. Uncorrelated, Gaussian noise is added to the frequency measurements
of the participating devices. Gaussian noise with a σ equal to 0.01 Hz results
in a minimal deviation from the reference droop curve and compliance with
the tolerance band. A σ equal to 0.1 Hz results in a severe deviation of the
reference curve, which does not comply with the accepted tolerance band, as
shown in the bottom part of Fig. 7.6. It is, therefore, recommended to reduce
the frequency measurement errors to below the tolerance band.
The primary frequency support activation has a distributed optimization
interpretation. The purpose of the primary load frequency support by dynamic
demand is to eliminate the load-generation mismatch in the whole system, while
maximizing system utility. Intuitively, if customers receive the same price and
this price converges, the system utility will remain maximal. A mathematical
proof can be found in Appendix A.
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(b) The derived frequency droop function for an EV with a low need for
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Figure 7.5: The individual droop relationships for each device depends on their
bid function. The price-frequency relationship is always equal for all loads of
the cluster. The dotted line is the market price at 50 Hz.
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Figure 7.6: Influence of frequency measurement errors on the aggregated droop
function.
7.3.4 Practical Considerations
The exchange of information between the different parties is presented in Fig.
7.7. The secondary control actions R2,+/−load are usually determined at a central
dispatch centre, based on the Area Control Error (ACE) [183]. The control
signals of the dispatch center are transmitted to the generating units and to the
auctioneer agent. The auctioneer agent can adapt the price-frequency relation
to comply with the requested action. The maximum amount of time that can
elapse between the request from the TSO and the beginning of the response
by the loads depends on the country and can range from a few seconds to
5 minutes [31]. Note that this system is perfectly suited for an event-driven
implementation [164], where the price-frequency relationship gets updated after
each request from the system operator.
The device agent locally measures the frequency, at a sample rate of the order
of 1 kHz, and responds to the frequency according to the last received price-
frequency relationship. Therefore, the devices can comply with the timing
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Figure 7.7: The interaction between the different agents. The concentrator
agent is not presented.
requirements of the primary frequency reserves. The device agent updates his
bid function every 15 minutes, to reflect its actual value for the available energy.
It is assumed that the customers are not billed the frequency-dependent price.
In the auction-based market control of [151,164,167], the customers are also not
billed the equilibrium price. Customers offering flexibility can be reimbursed
for the offered flexibility, for the used flexibility, or by a yearly, fixed fee. The
frequency-dependent price can, therefore, be interpreted as a control signal.
This control signal guarantees that the necessary reserves are provided, while the
total welfare of all devices remains maximal. The algorithm remains identical
when the equilibrium price would be billed to the customer. One of the main
criticisms with respect to these types of algorithms is the assumption that
consumers are very sophisticated, to the level of being daily energy traders that
are aware of their utility functions. When the price is not billed and the devices
compose their utility function based on the heuristics described in section 7.2,
this assumption is omitted.
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7.4 Real-Time Planning of the Cluster Consump-
tion
A load aggregator will try to use the available flexibility to maximize its
profits during a whole day. It is, therefore, required to take into account
future information when the actual cluster consumption is defined by the
auctioneer agent. This is done by a rolling horizon control, as described in
[151,164,167,168,184]. Further extensions are required to these frameworks to
guarantee the availability of the contracted reserves.
This work focusses on the real-time decisions made concerning the real-time
consumption of the loads and the activation of the contracted reserves. The
day-ahead decisions are outside the scope of this work. The contracted
primary R1,+/−load,t and secondary R
2,+/−
load,t reserve capacity and the planned day-
ahead consumption PDAt are therefore assumed to be known, while the real-
time consumption levels PLoadt are optimized. Note that the actual cluster
consumption can differ from the planned real-time consumption PLoadt due to
the activation of the contracted reserves.
The determination of a collective consumption plan for a cluster of aggregated
loads is extensively discussed in [151, 164, 167, 168]. However, it will require
several extensions to incorporate the activation of fast spinning reserves.
The objective of the load aggregator is to maximize his profits for the given
period, by making a power consumption plan that respects the device limitations.
The load aggregator is active on the real-time imbalance market. When the
real-time consumption does not match the planned day-ahead consumption, an
imbalance price is used by the TSO to calculate the reimbursement, or penalty,
the aggregator receives. Activated reserves are not included in the calculation of
the aggregator’s imbalance. To increase his profits, the aggregator can consume
less than the planned day-ahead consumption during a high positive imbalance
price to receive a high reimbursement. The extra energy can be consumed
during a low negative imbalance price, which will result in a small penalty. I.e.
during an unexpected excess of wind power, the negative imbalance price can
become zero. The objective of the aggregator that maximizes his profits on the
imbalance market equals :
max.
PLoadt
T∑
t=1
c+imb,t
[
PDAt − PLoadt
]
+ 4 t− c−imb,t
[
PLoadt − PDAt
]
+ 4 t (7.8)
For a ∈ R, [a]+ denotes the max[a, 0]
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where c−imb,t and c
+
imb,t are the expected negative and positive real-time
imbalance prices. The deviation is the difference between the day-ahead contract
PDAt and real-time power demand PLoadt at time step t. During each time
period, the maximum consumption of the cluster is limited. The auctioneer
agent makes an estimation of the minimum (Pmint ) and maximum power (Pmaxt )
the cluster of loads can consume each time step. Due to the repetitive behaviour
of customers, these parameters can be estimated. The cluster of loads also has
a limited amount of energy consumption. These limitations can be described
by the flexibility bounds of the cluster Emax and Emin. Emax is defined as
the accumulated energy if all loads were to start immediate consumption at
maximum power and then idle, while Emin is when consumption is postponed
by all loads as long as possible. The EVs and domestic water heaters send their
individual flexibility bounds to the auctioneer agent [151,164,167,168]. This
way the auctioneer has historic information of daily flexibility bounds. The
constraints describing the cluster limitations are, therefore:
Pmint ≤ PLoadt ≤ Pmaxt (7.9)
Et+1 = Et + PLoadt 4 t (7.10)
Emint ≤ Et ≤ Emaxt (7.11)
The previous control formulation, as described in [151,164,167,168], does not
incorporate the possible activation of contracted reserves. As was shown in
Fig. 7.3, to be able to provide upward reserves, the cluster needs to consume a
minimal amount of power, whereas downward reserves require the cluster to
not consume the maximal amount of power. Besides that, when one MW is
already contracted as a primary reserve capacity, it cannot be procured again as
a secondary reserve. The consumption of the cluster PLoadt is, therefore, bound
by:
Pmint ≤ PLoadt −R1,+load,t −R2,+load,t (7.12)
PLoadt +R
1,−
load,t +R
2,−
load,t ≤ Pmaxt (7.13)
The amount of primary and secondary reserves that will be activated during the
next time step is unknown. The sum of R1,±load,t +R
2,±
load,t is, therefore, chosen
to be equal to the amount of contracted reserves to guarantee their availability.
The aggregated cumulated energy of the cluster depends on the activation of
the reserves provided by the cluster and can be represented by two scenarios:
E+t+1 = E+t +
(
PLoadt −R1,+load,t −R2,+load,t
)
4 t (7.14)
E−t+1 = E−t +
(
PLoadt +R
1,−
load,t +R
2,−
load,t
)
4 t (7.15)
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When no reserves are activated, the cumulated energy is noted as Et+1. If all
contracted upward reserves would be activated during the day, the cumulated
energy would equal E+t+1 and when all contracted downward reserves would
be activated, the cumulated energy would equal E−t+1. These last two are the
worst-case scenarios, whereas Et+1 can be considered as the expected scenario.
For all possible scenarios, the cumulated energy is limited by the flexibility
bounds of the cluster. This can be defined as:
Emint ≤ E+t (7.16)
E−t ≤ Emaxt (7.17)
Each quarter hour, the real-time power demand PLoadt is recalculated to adapt
to the new estimates of the cluster flexibility and the new predictions of the
imbalance prices. The planning horizon shrinks, until a new clearing of the
day-ahead market, as in [151]. Besides uncertainties on the cluster flexibility, the
actual power consumption in the previous time step could be lower, or higher,
due to the activation of reserves. This rolling horizon approach is presented
in Fig. 7.8. Imbalance prices are assumed to be known in this work. To cope
with the uncertainties regarding the predictions of the real-time imbalance
prices, stochastic [185–187], or robust optimization techniques [185,188], can
be applied. In a stochastic optimization formulation, different possible price
scenarios are taken into account, while in a robust optimization formulation,
the price uncertainties will be described by uncertainty intervals. Including
uncertainty on the real-time imbalance prices is outside the scope of this work.
By applying the heuristic of Fig. 7.2, the planned energy consumption for the
actual time slot is distributed over the cluster of loads. As discussed in section
7.3, if secondary reserves are requested R2,±load,t, these should be added to the
planned PLoadt . If primary reserves are contracted, the frequency-dependent
price is formed. This control approach is presented in Fig. 7.9. One of the
main advantages of this approach is its scalability: the computation of the path
planning is independent of the total amount of loads.
7.5 Simulation Results
The proposed primary frequency method is tested on the test grid presented in
Fig. 7.10. In this grid, there is a generating unit with a reheat steam turbine
and a governor with droop action as defined in [183]. The turbine time constants
are TRH , TCH and FHPTRH , the governor time constant is TG, with a gain
defined by R. M is double the inertia constant H and D is the load-damping
constant. Typical values of these constants can be found in [183]. The droop
SIMULATION RESULTS 143
Time
E
n
e
rg
y
max
E
min
E
Planning horizon
t=1
Time
E
n
e
rg
y maxE
min
E
Planning horizon
t=2
t
E
 
t
E
!
t
E
Figure 7.8: Rolling horizon cluster load control.
€ 
Time
E
n
e
rg
y
Planning by 
Auctioneer
Real-time operation by 
Auctioneer
Load
P
1
Load
P
2
]...[
1
Load
T
Load
PP
,2
1,
1
Load
Load
R
P
max
E
min
E
Figure 7.9: Planning the power consumption by the cluster of loads.
144 FREQUENCY SUPPORT BY A MULTI-AGENT DEMAND CONTROL SYSTEM
1
1
G
sT 
1
(1 )(1 )
HP RH
CH RH
sF T
sT sT
 
  
1
Ms D 
1
R
 Pm
+
 PL
-  !r (pu)
1
1 sT
!"
 
Turbine model
Power system
Governor
AND/
OR
 PLoad
+
...
1
R
=
+
Cluster of loads
Frequency detection
Figure 7.10: Block diagram of the simulated system.
0 5 10 15 20 25
49.7
49.8
49.9
50
50.1
Time [s]
F
re
q
u
en
cy
 [
H
z]
Droop by turbine
Droop by demand
Droop by demand and turbine
Figure 7.11: Frequency transient when 5% of generation is lost.
action by the reheat turbine can be turned off and replaced by a droop provided
by the cluster of loads. Frequency detection by the devices is assumed to have a
time constant T4ω equal to 0.2s [189]. It is assumed that a device can change its
consumption level with a time constant lower than T4ω, which is, therefore, not
modelled. Note that the aggregator could also send-out a time constant larger
than 0.2s to all devices to create a requested, first-order feedback loop. The
droop constant of the reheat turbine is identical to the emulated droop constant
by the cluster of loads and equals 0.05. Both types of control are compared in
Fig. 7.11, where the system response is plotted when 5% of generation is lost.
The steady-state frequency is identical, due to the identical droop constant, but
the transient response differs. The cluster of loads has a fast response to the
disturbance and, therefore, the frequency dip is less severe.
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Fig. 7.12 plots the aggregated bid function, the applied price-frequency
relationship and the price evolution during this simulation. Reserves were
contracted from 49.8 Hz to 50.2 Hz, without a deadzone and an identical droop
as the reheat steam turbine. In case the controllable demand is responsible
for the primary frequency control, the price quickly increases to adapt the
consumption of the controllable demand to the generation. The users have
received the price-frequency relationship from the auctioneer agent, so there is
no need to communicate this price in real-time. The users know the price, based
on their frequency measurement. When both the turbine and the controllable
demand take part in the frequency control, it can be seen that the price quickly
rises, but starts to decrease after a few seconds. The turbine has a slower
response, so it will take a few seconds before the turbine provides its share
in the primary frequency control. Due to the fast response of the devices,
the frequency drop is reduced. When the controllable demand is not used
for frequency reserves, the price is independent of the frequency and remains
constant during the frequency drop.
Note from Fig. 7.12 that replacing the only conventional generator responsible
for primary frequency control completely by controllable demand would require
a large amount of controllable demand. Therefore, the controllable demand will
rather just be a part of the total primary reserves, where the fast response of the
demand can reduce the frequency drop before slower conventional generators
will help to restore the balance between generation and demand.
In a second simulation, the real-time planning of the cluster of loads is evaluated.
5000 EVs and 5000 electric water heaters are aggregated and are controlled by
the multi-agent control framework. The maximum charging rate of the EVs is
3.3 kW. Their availability and energy consumption are modelled based on [129].
The electric domestic water heaters have a capacity of 200 l and a maximum
power consumption level of 3.3 kW. Consumption data of the electric domestic
water heaters was available from the LINEAR project [71]. The EVs make a
linear bid to the auction-based market, whereas the heaters make a block bid.
Each quarter hour, these bids are updated according to the state of the devices.
Upward and downward reserves of 0.5 MW are contracted during the whole
day, except from 10 AM to 4 PM. The Belgian imbalance prices of October 1st
2013 are applied, while the assumed, activated reserves are based on the net
regulation volume of that day. In Belgium, the negative and positive imbalance
prices c−imb,t and c
+
imb,t are often almost identical.
The determination of the collective consumption plan for the cluster of loads
during the day is done with the rolling horizon control framework, described in
section 7.4. Two consumption controllers are compared in Fig. 7.13: one takes
into account the extra constraints (7.12)-(7.17) to guarantee the availability of
the contracted reserves, while the other controller equals the one of [151,164],
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Figure 7.12: The evolution of the price signal to the users when 5% of generation
is lost.
where reserve constraints are neglected. To maximize profits, both controllers
try to generate a lower consumption than planned during high imbalance prices,
while consumption is increased during low imbalance prices. The controller that
neglects the reserve constraints can reduce the consumption to lower values,
since it does not include a margin to provide upward reserves. Therefore, it
often fails to provide the reserves requested by the system operator. When
comparing the accumulated energy paths of both control approaches, it is clear
that the controller that takes into account the reserve constraints operates
less closely to the flexibility bounds of the cluster and is, therefore, able to
provide the contracted reserves. The day-ahead planning for both consumption
controllers was obtained by the method described in Appendix B, with the
day-ahead prices of October 1st 2013.
SIMULATION RESULTS 147
06:00 12:00 18:00 00:00 06:00
-10
0
10
Time
Im
b
al
an
c
e 
[M
W
]
 
 
With reserve control
Without reserve control
Im
b
al
an
c
e 
p
ri
c
e
 [
€
\M
W
h
]
0
80
P
D
A
-P
L
o
ad
Positive imbalance price
Negative imbalance price
(a) To increase profits, the cluster of loads consumes less than the planned day-ahead profile
during a high positive imbalance price and consumes more energy during a low negative
imbalance price.
06:00 12:00 18:00 00:00 06:00
-1
0
1
A
ct
iv
at
ed
 r
es
er
v
e
 p
o
w
er
 [
M
W
]
Time
 
 
With reserve control
Without reserve control
Requested reserves
(b) The activated reserves and the tracking of these reserves are plotted. The reserves can
often not be provided when they are not taken into account in the optimization formulation.
06:00 12:00 18:00 00:00 06:00
0
100
Time
A
cc
u
m
u
la
te
d
 e
n
er
g
y
 [
M
W
h
]
 
 
With reserve control
Without reserve control Emax
Emin
(c) The accumulated energy of the cluster of loads is plotted. The accumulated energy
remains further from the flexibility bounds of the cluster of loads when reserves are taken
into account. The contracted reserves can then always be provided in future time slots.
Figure 7.13: A simulation of one day of the real-time planning of the cluster of
loads with and without reserve control.
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7.6 Conclusion
A general, multi-agent framework, based on utility maximization, is proposed
for frequency support by dynamic demand. The multi-agent controller consists
of two parts. One part is responsible for the real-time operation, while the other
part is responsible for a real-time planning of the consumption plan. It was shown
that, when the algorithm activates primary and secondary reserves, the customer
welfare remains maximal. Devices can identify their value of the received energy
by making use of utility functions. With the proposed control framework, the
primary and secondary frequency control by a conventional generator can be
imitated. A rolling horizon control is applied to define a consumption plan that
maximizes the load aggregators profits. The controller takes into account the
contracted spinning reserves, to guarantee their availability in the future time
periods.
Appendix A
Primary Frequency Support
The primary frequency support has a distributed optimization interpretation.
The purpose of the primary load frequency support by dynamic demand is to
eliminate the load-generation mismatch in the whole system, while maximizing
system utility. This can be formulated as the following optimization problem:
min.
Ph
−
N∑
h=1
U (Ph) + λmPh (7.18)
subject to
N∑
h=1
Ph + Pinel = G;
where Pinel is the total load in the system, except the N devices participating
in the frequency support and G is the total generated power. λm is the fixed
market price for power at 50 Hz. The Lagrangian dual function of this problem
is defined as:
Λ(λfreq) = min.
Ph
−
N∑
h=1
U (Ph) + λmPh + λfreq
(
N∑
h=1
Ph + Pinel −G
)
(7.19)
The maximization of the Lagrangian dual function is the dual problem. The
dual problem can be solved by a dual ascent procedure [182] to find the optimal
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lagrange multiplier λ∗freq of the dual problem, which is the price that would
eliminate the supply-demand imbalance. This method, however, requires that
each device knows the system transfer function to estimate the supply-demand
imbalance [182]. This is avoided in our work. The optimal lagrange multiplier
λ∗freq will be found by the frequency-dependent pricing described in section
7.3.3.
The supply-demand imbalance
(
N∑
h=1
Ph + Pinel −G
)
is a subgradient of the
dual problem. If this subgradient is zero, the concave, unconstrained, dual
problem is solved.
The frequency deviation ∆ωk−∆ωk−1∆t is a measure of the supply-demand
imbalance. When the frequency deviation converges to zero, the supply-demand
imbalance is zero. A stable frequency can only be obtained when the supply-
demand imbalance is zero, as otherwise an excess, or lack, of energy in the system
would increase, or decrease, the speed of the generators. So, a stable frequency
implies a supply-demand imbalance of zero and, therefore, the subgradient of
the dual problem is zero. Therefore, if the frequency-dependent price of section
7.3.3 results in a stable power system, the frequency deviation will become zero
and the concave, unconstrained, dual problem is solved. Customers respond to
a price signal, independent of the way the price is obtained, so the price that
results in a supply-demand imbalance of zero obtained with the dual ascent
method of [182] is identical to the frequency-dependent price that results in
a supply-demand imbalance of zero, obtained by the method of Section 7.3.3.
I.e. if there is an excess of 1MW generation that needs to be consumed by the
cluster of controllable loads, there can be only one price that results in an extra
consumption of 1MW by this cluster. This stable frequency-dependent price is
the optimal lagrange multiplier λ∗freq.
The main advantage of the pricing method described in Section 7.3.3 is that
the devices don’t need to have knowledge about the system transfer functions.
Besides that, the customers don’t need to perform an iterative price update,
but the price is directly linked to the measured frequency. Therefore, the
required local intelligence reduces. Finally, analysing the stability is easy, as
the aggregated demand behaves as a conventional generator.
150 FREQUENCY SUPPORT BY A MULTI-AGENT DEMAND CONTROL SYSTEM
Appendix B
Day-Ahead Planning
The day-ahead objective of the aggregator is to minimize its costs for providing
the necessary energy:
min.
PDAt
T∑
t=1
cDAt P
DA
t 4 t (7.20)
where cDAt is the expected day-ahead price at time step t. The amount of power
that can be consumed each time step PDAt is limited and can be defined based
on historical information of daily flexibility bounds [151, 164, 167, 168]. The
cluster limitations are:
Pmint ≤ PDAt ≤ Pmaxt (7.21)
Et+1 = Et + PDAt 4 t (7.22)
Emint ≤ Et ≤ Emaxt (7.23)
If the aggregator has contracted reserves, these should be included in the cluster
limitations.
Pmint ≤ PDAt −R1,+contr,t −R2,+contr,t (7.24)
PDAt +R
1,−
contr,t +R
2,−
contr,t ≤ Pmaxt (7.25)
E+t+1 = E+t +
(
PDAt −R1,+contr,t −R2,+contr,t
)
4 t (7.26)
E−t+1 = E−t +
(
PDAt +R
1,−
contr,t +R
2,−
contr,t
)
4 t (7.27)
Emint ≤ E+t (7.28)
E−t ≤ Emaxt (7.29)
Similar to the extra constraints of section 7.4, the aggregator should limit the
consumption in order to be able to provide the contracted reserves R1,2,±contr,t.
Also, the aggregated cumulated energy of the cluster, in case all upward or
downward reserves would be activated, is limited by the flexibility bounds of
the cluster.
The required primary and secondary reserves are often guaranteed by long-term
contracts in Europe [190,191] and are, therefore, not considered to be variables
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in this work. The time of the day that reserves are contracted will have an
impact on the profit of the aggregator, i.e. the minimum consumption, to be
able to provide upward reserves during peak periods, can have a high cost.
Future and ongoing work will focus on the day-ahead market decisions and
the long-term contracts. The day-ahead planning can be further improved by
taking into account the expected percentage of up, or down, regulation of each
hour, which can be extracted from historical data [192].

Chapter 8
General Conclusions and
Future Work
This chapter presents the main conclusions and contributions of this thesis and
emphasizes possible tracks for future research.
8.1 Overview and Conclusions
This dissertation deals with different grid-supporting control strategies by
distributed generation and residential demand. The increasing amount of PV
generation connected to the distribution grid will change the state of the grid.
The energy flows in distribution grids will become bidirectional. Furthermore,
EVs are gaining popularity and the charging of EVs can lead to large and
undesirable peaks in the electrical consumption. In the Linear project, our
research group has carefully analysed the impact of both PVs and EVs on
the power quality. It is clear from this previous research that, to ensure an
acceptable power quality, measures will have to be taken. Therefore, in this
work, we have analysed the properties of unbalanced distribution grids to which
PV panels and EVs are connected in detail. This is the basis for developing
new strategies to guarantee a successful grid integration.
The increasing amount of distributed generation and the increasing number of
electric vehicles is, however, not the only upcoming revolution in the electricity
grid. The introduction of an automatic metering infrastructure will further
change the operation of the grid. A two-way, digital communication technology
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will make it possible to interact with different devices installed in the grid. Each
device on the network can be given sensors to gather data. This data will be
giving new insights in the operation and control of the network. The number of
possible applications that can be deployed, once the two-way communication
infrastructure is installed, is growing fast as well. Advanced modelling and
control will be part of the main features of the smart grid. Therefore, we
have analysed different modelling and control methods that will work with the
available data of the new sensors in the network. First of all, we have improved
the modelling of low voltage distribution grids, based on grid measurements.
After that, different control strategies are presented for both single-phase and
three-phase PV units and EVs. These strategies will make use of the two-way
communication infrastructure.
The main contributions of the work can be summarized as follows:
• A detailed analysis and an improved modelling of three-phase, four-wire,
distribution grids
• Control rules for both single-phase and three-phase PV units and loads
have been designed specifically for three-phase, four-wire, distribution
grids
• Development of a real-time pricing scheme to mitigate voltage problems
in distribution grids
• The extension of a multi-agent auction-based demand response system to
provide voltage control and frequency control
The conclusions and contributions of each chapter are summarized below.
In Chapter 2, the effect of realistic uncertainties on cable lengths and load
models to the outcome of a grid simulation was investigated. In the literature,
accurate grid topology data is assumed to be available. However, this data
is typically inaccurate, incomplete, or even missing. As an alternative to
composing a grid model based on grid topology data, we have shown that it is
possible to train an accurate grid model based on historical smart meter data.
The errors made by this trained model remain sufficiently small. The model
can adapt to different grid loading levels. It also automatically identifies the
phase of connection of each customer. Furthermore, the algorithm has been
verified in a practical laboratory grid and we have verified that the grid model
can be used in a voltage management strategy with real-life conditions.
In Chapter 3, a careful analysis has been made of the effect that reactive power
has on unbalanced distribution grids. In the literature, different, local control
rules for reactive power have been applied to single-phase networks. These rules
have been tested for unbalanced, three-phase, four-wire grids. In many parts of
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the world (including Australia, Asia, Europe, and Africa), distribution networks
are of the three-phase, four-wire type. We showed that the neutral point shifting
effect requires special care for active and reactive voltage control in unbalanced
networks. To improve the local control rules, we defined a formulation to
optimize them. We define a local control rule, that is a function of the produced
PV power, by a first order spline. The parameters of all of the splines are
regularly retuned by a central convex optimization program. This is the first
time that an efficient formulation for the tuning of local control rules has been
presented in the literature.
InChapter 4, a phase balancing mechanism is proposed. Balanced, three-phase,
four-wire distribution grids can host significantly more distributed generation
and electric vehicles. Both off-board three-phase EV chargers and three-phase
PV units can be adapted to balance a three-phase, four-wire, distribution grid.
Grid conditions will be improved by absorbing power from a phase with a
lower loading and injecting this power into the phase with the highest loading.
We accurately analysed the maximum amount of possible improvements of
component loading, voltage unbalance, grid voltages and grid losses for a
specific grid. This benchmark has been compared with a local control rule,
which has been defined to facilitate a practical implementation.
In Chapter 5, a locational pricing strategy has been presented to mitigate
voltage problems caused by a high penetration of PV in distribution networks.
An alternative method for the DSO to control the grid voltage is to give a
real-time, financial incentive to a customer to adapt its consumption, or to
reduce the power injection by PV units. An iterative gradient algorithm is
used to define the prices that result in acceptable grid voltages at a minimum
cost. The algorithm has been applied to three-phase, four-wire, distribution
grids. It was shown that, due to the unbalanced nature of these grids, prices
will have to differ between phases to effectively control the grid voltage. We
have analysed the effect of reactive voltage control and phase balancing on the
necessary incentive the DSO has to give to control the grid voltage. We showed
that both reactive voltage control and phase balancing will significantly reduce
the necessary incentive and will decrease the network price volatility.
In Chapter 6, a multi-agent auction-based demand response system, developed
at VITO, was investigated and improved. First of all, a mathematical framework
was created to analyse the properties of the algorithm and compare it with
other systems. The algorithm was extended with reactive power control and the
possibility to take into account distribution grid voltage limits and transformer
overloading. Special attention was given to the neutral point shifting effect.
We proved that the algorithm has significantly lower requirements for the
communication overhead, compared to other implementations. It also reduces
the required computational power at the device level, compared to other
156 GENERAL CONCLUSIONS AND FUTURE WORK
implementations.
Finally, in Chapter 7, the multi-agent, auction-based demand response
algorithm of Chapter 6 was further extended to participate in frequency control,
while the low communication overhead remained. As discussed in the literature,
residential demand can make a significant and reliable contribution to frequency
control. Different systems have been proposed before in the literature. The
advantages of our extension to the multi-agent algorithm are numerous compared
to previously discussed methods. First of all, a general framework is used to
include comfort settings. It is important that the frequency control by residential
demand has a minimal impact on customer comfort. Secondly, the primary
frequency response of a conventional generator can be imitated. Besides that,
our system is able to cope with both primary and secondary frequency control
at the same time. Finally, the contracted spinning reserves are guaranteed to
be available.
The multi-agent auction-based demand response algorithm that was extended
in Chapters 6 and 7 can be combined with the methods described in Chapter 3
and 4. The real-time, locational pricing strategy of Chapter 5 is an alternative
method that tries to control loads and distributed generation by locational
prices. It can not be combined with the other methods.
8.2 Future Work
An important aspect of scientific research is the validation and valorization of
the newly-proposed methods and ideas. Therefore, these are part of the main
recommended future activities. Validation is a challenging task. A large grid
needs to be available to test the methods in real-life conditions. The different
developed control algorithms have been tested whenever possible. However,
more tests are needed. To valorize the proposed ideas, a thorough economical
analysis is necessary. By means of a close cooperation with system operators,
the actual value of the provided grid services will have to be defined. Investment
costs and operation costs will also have to be analysed. Algorithms might have
to be adapted when taking into account these costs.
Many of the developed algorithms rely on communication. An important
aspect of a practical implementation is defining the best-suited communication
infrastructure. Central and optimal algorithms become more feasible when
communication between different agents is fast, cheap and with a large
communication channel capacity. On the other hand, when the communication
channel has strict limitations, local control algorithms will be preferred. An
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important research track is, therefore, to evaluate different current and future
communication standards that might be used in the smart grid.
The communication requirements for the proposed network support algorithms
are similar to the requirements for demand response programs. The
implementations will use more modern communication technologies, such as
broadband communication (via cable, DSL, fiber, etc.), or next-generation
cellular communication such as LTE or WiMAX. Such technologies allow for two-
way communication and the implementation of more time-sensitive applications
[193]. Communication could be passed along to the in-home network, that
distributes commands to appliances and devices. An important aspect of the
communication technology will be limited and consistent latency. If the delay is
high, the performance of the control algorithms will deteriorate, as it takes more
time to adapt to changing conditions in the network. The required bandwidth
is limited, as the messages that need to be exchanged are small.
Several aspects of the described control strategies in the different chapters
can be explored. Further recommendations follow from the conclusions of the
different chapters:
• The grid identification method, described in Chapter 2, can be further
extended. The method described in this chapter assumes that a complete
data set of smart meter data is available for every household. In reality,
smart meter data of some customers can be missing for short periods of
time. Missing data arises in almost all serious statistical analyses and,
therefore, different techniques have been developed to cope with this issue
[194]. The process of replacing missing data with substituted values is
called data imputation.
To compute a grid model, the system operator needs to collect all of
the historic information on each household. This data can reveal their
daily routines, which can be valuable information for third parties. Some
customers might not agree with this information sharing. Distributed
algorithms can be applied to resolve this issue. By an iterative exchange of
messages, they can train the model without having access to the historic
load profile data. Further research could consist of selecting the best
distributed algorithm for this purpose.
Finally, the method described in Chapter 2 was tested in real life, in a
small laboratory grid with 6 households. Further research should include
a test in real life, in a large distribution grid with at least 50 households.
• An algorithm that optimizes local control functions of PV inverters was
presented in Chapter 3. It can be investigated how often the local control
parameters have to be adapted. I.e. local control parameters can be tuned
for a whole week to avoid overvoltage. The amount of communication is
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decreased, in expense of reduced performance. The algorithm was limited
to local control rules that define their output, based on the produced active
power. A local control function that depends on the measured voltage
magnitude is one of the most popular local control rules. Optimizing these
local control rules would be an interesting research direction.
• Chapter 4 describes the use of a balancing inverter to transfer power
from one phase to another. The most important track of future research
is developing a prototype and testing it under different circumstances.
New control algorithms will have to be implemented, with special care
for the DC-bus voltage control. This prototype should then be tested in
real life conditions, like in the Vito HomeLab. The optimal location of a
balancing inverter should be analysed. A rule of thumb can be defined for
the system operator, to easily define the best location, without having to
simulate each grid. Finally, an economical evaluation will have to be made.
The system operator will have to reimburse the customers that install a
balancing inverter, or charger, for the increased cost of the installation.
Defining the exact compensation method is a challenging task. The system
operator will have to analyse the exact benefits of this system, compared
to classic methods, such as grid reinforcement.
• The locational pricing strategy of Chapter 5 gives incentives for flexible
loads and PV units to adapt their consumption. The flexible loads were
assumed to have a continuous behavior. However, some flexible loads, like
white good appliances, can only be turned on or off. This might create
difficulties to converge to a final, fixed price. Further research should
analyse the behavior of these white good appliances under the proposed
pricing scheme and adapt the price update rule, if necessary, to guarantee
convergence of the network price.
• The multi-agent algorithm of Chapter 6 takes into account network
limits in a single-aggregator setting. Only one load aggregator controls the
different devices. An interesting future research track is to analyse how this
method can be extended to cope with multiple aggregators that are active
in the same distribution network. To reduce the communication overhead
of the implementation and improve the response time to variations in the
grid, an event-driven implementation can be analysed.
• In Chapter 7, a method is described to activate primary and secondary
frequency reserves with active demand. The algorithm ensures that the
contracted reserves can be provided. The algorithm is limited to the intra-
day decisions. An important aspect, in practice, would be the contracting
of these reserves. Future research should optimize the contracted amount
of reserves, at each moment, provided by dynamic demand.
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The developed algorithm can also be extended to provide virtual inertia
in a controlled manner with residential demand response. The amount of
rotational inertia in the grid is expected to decrease. This inertia limits
and dampens the grid frequency variations. The power electronic interface
of EVs can quickly respond to frequency deviations, providing a form of
virtual inertia. The developed algorithm can be used to exactly mimic
the inertia of a big, synchronous generator with a fleet of EVs and can
guarantee the availability of this virtual inertia.
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