In this paper, we characterize compatibility of distributions and probability measures on a measurable space. For a set of indices J , we say that the tuples of probability measures (Qi)i∈J and distributions (Fi)i∈J are compatible if there exists a random variable having distribution Fi under Qi for each i ∈ J . We first establish an equivalent condition using conditional expectations for general (possibly uncountable) J . For a finite n, it turns out that compatibility of (Q1, . . . , Qn) and (F1, . . . , Fn) depends on the heterogeneity among Q1, . . . , Qn compared with that among F1, . . . , Fn. We show that, under an assumption that the measurable space is rich enough, (Q1, . . . , Qn) and (F1, . . . , Fn) are compatible if and only if (Q1, . . . , Qn) dominates (F1, . . . , Fn) in a notion of heterogeneity order, defined via multivariate convex order between the Radon-Nikodym derivatives of (Q1, . . . , Qn) and (F1, . . . , Fn) with respect to some reference measures. We then proceed to generalize our results to stochastic processes, and conclude the paper with various related optimization problems.
Introduction
Change of probability measures is found ubiquitous in problems where multiple probability measures appear, with extensive theoretical treatment and applications in the fields of probability theory, statistics, economic decision theory, simulation, and finance.
A key feature of a change of measure is that the distribution of a random variable is transformed to another one, and this serves many theoretical as well as practical purposes, such as in the modification of a Brownian motion drift (e.g. Revuz and Yor [15] ) or in importance sampling (e.g. Siegmund [18] ; Glasserman and Li [7] ). In view of this, a question seems natural to us: how much would the distribution change? We formulate this question below.
(A) Given two probability measures P and Q defined on the same measurable space (Ω, A), suppose that a random variable X : Ω → R has a given distribution function F under P .
What are the possible distributions of X under Q?
Question (A) arises naturally if one has statistical (distributional) information about a random variable X under P , but yet she is concerned about the behaviour of X under another measure Q. This includes many classic optimization problems in the literature; see Section 5 for more details. A general version of question (A), the vocal focus of this paper, is the following.
(B) Given several probability measures Q 1 , . . . , Q n defined on (Ω, A), and distribution measures F 1 , . . . , F n on R, does there exist a random variable X : Ω → R such that X has distribution F i under Q i for i = 1, . . . , n?
given probability measures given distributions
Question (B) is henceforth referred to as the compatibility problem for the n-tuples of measures (Q 1 , . . . , Q n ) and (F 1 , . . . , F n ). We give an analytical answer to question (B), and hence (A). In the main part of this paper, we focus on n-tuples of probability measures for a positive integer n. Some results also hold for infinite (possibly uncountable) collections of probability measures; see Remark 2.1.
Before describing our findings, let us look at a few intuitive cases of (B). Suppose that (Q 1 , . . . , Q n ) and (F 1 , . . . , F n ) are compatible, that is, (B) has an affirmative answer. In case that Q 1 , . . . , Q n are identical, it is clear that the respective distributions of a random variable under each Q i , i = 1, . . . , n are the same; thus F 1 = · · · = F n . In case that Q 1 , . . . , Q n are mutually singular, the respective distributions of a random variable under Q i , i = 1, . . . , n can be arbitrary. In case that F 1 , . . . , F n are mutually singular measures on (R, B(R)), Q 1 , . . . , Q n have to be also mutually singular. From the above observations, it then seems natural to us that whether (Q 1 , . . . , Q n ) and (F 1 , . . . , F n ) are compatible depends on the heterogeneity (in some sense) among Q 1 , . . . , Q n compared to that of F 1 , . . . , F n . More precisely, Q 1 , . . . , Q n need to be more heterogeneous than F 1 , . . . , F n to allow for compatibility.
To describe the above heterogeneity mathematically, we seek help from a notion of heterogeneity order. It turns out that compatibility of (Q 1 , . . . , Q n ) and (F 1 , . . . , F n ) is closely related to multivariate convex order between the Radon-Nikodym derivatives ( dF1 dF , . . . , dFn dF ) and ( dQ1 dQ , . . . , dQn dQ ), where F and Q are two "reference probability measures" on (R, B(R)) and (Ω, A), respectively. In particular, we show that question (B) has an affirmative answer only if for some measures F dominating (F 1 , . . . , F n ) and Q dominating (Q 1 , . . . , Q n ),
for all convex functions f : R n → R. Furthermore, if the measurable space (Ω, A) is rich enough, the above necessary condition is sufficient for a positive answer to (B). We then proceed to generalize our results to random vectors and stochastic processes, and conclude the paper with various optimization problems related to compatibility of distributions under change of measures.
Most of the results in this paper do not rely on the structure of the measurable space (R, B(R)) and therefore they are valid for compatibility (the existence of a suitable mapping) of tuples of probability measures on two general measurable spaces. Some of our results turn out to be deeply related to comparison of statistical experiments (Torgersen [20] ), which shall be commented in Remark 3.4. For the purpose of intuitive illustration and potential probabilistic applications, we write our main results for the cases of random variables and stochastic processes.
Throughout, we work with a fixed measurable space (Ω, A), which allows for atomless probability measures. A probability measure Q on (Ω, A) is said to be atomless if for all A ∈ A with Q(A) > 0, there exists B ∈ A, B ⊂ A such that 0 < Q(B) < Q(A). Equivalently, there exists a random variable in (Ω, A) that is continuously distributed under Q. Let F be the set of probability measures on (R, B(R)), where B(R) stands for the Borel σ-algebra of R, and P be the set of probability measures on (Ω, A). Let L(Ω, A) be the set of random variables defined on (Ω, A). For any measures Q, Q 1 , . . . , Q n , we say that Q dominates (Q 1 , . . . , Q n ), denoted by (Q 1 , . . . , Q n ) ≪ Q, if Q dominates Q i for each i = 1, . . . , n.
Compatibility and an equivalent condition
We first define the compatibility problem for the n-tuples of measures (Q 1 , . . . , Q n ) ∈ P n and (F 1 , . . . , F n ) ∈ F n , the main concept of this paper.
Definition 2.1. (Q 1 , . . . , Q n ) ∈ P n and (F 1 , . . . , F n ) ∈ F n are compatible if there exists a random variable X in (Ω, A) such that F i is the distribution of X under Q i for each i = 1, . . . , n.
We note that F is the distribution of X under Q if and only if F = Q•X −1 . Below we establish our first result, which leads to an equivalent condition for compatibility of (Q 1 , . . . , Q n ) ∈ P n and (F 1 , . . . , F n ) ∈ F n .
Theorem 2.1. For (Q 1 , . . . , Q n ) ∈ P n , (F 1 , . . . , F n ) ∈ F n and X ∈ L(Ω, A), equivalent are:
(i) X has distribution F i under Q i for i = 1, . . . , n.
(ii) For all Q ∈ P dominating (Q 1 , . . . , Q n ), the probability measure F = Q • X −1 dominates (F 1 , . . . , F n ), and
Note that such Q always exists since we can take, for example, Q =
. . , n. We can verify that for any A ∈ B(R) and i = 1, . . . , n,
Suppose that (2.1) holds and F dominates (F 1 , . . . , F n ). One can easily verify that, for all A ∈ B(R) and i = 1, . . . , n,
Therefore, X has distribution F i under Q i , i = 1, . . . , n, thus (Q 1 , . . . , Q n ) and (F 1 , . . . , F n ) are compatible.
From Theorem 2.1, the necessary and sufficient condition of compatibility is the existence of X ∈ L(Ω, A) satisfying (2.1) for some Q ∈ P dominating Q 1 , . . . , Q n . This condition is not easy to verify in general. In the next sections we explore necessary and sufficient conditions, much easier to verify, based on distributional properties of the random vectors ( dF1 dF , . . . , dFn dF ) and ( dQ1 dQ , . . . , dQn dQ ), where F and Q are some measures dominating (F 1 , . . . , F n ) and (Q 1 , . . . , Q n ) respectively.
We conclude this section with the special case of n = 2 and Q 1 ≪ Q 2 . In this case, one can take Q = Q 2 in Theorem 2.1, and the two-dimensional equality in (2.1) reduces to a one-dimensional equality.
compatible if and only if there exists X ∈ L(Ω, A) with distribution F 2 under Q 2 , such that
Remark 2.1. The result in Theorem 2.1 can be generalized to infinite collections of probability measures. Let J be a (possibly uncoutable) set of indices. We say that (Q i ) i∈J ⊂ P and (F i ) i∈J ⊂ F are compatible if there exists a random variable X in (Ω, A) such that F i is the distribution of X under Q i for each i ∈ J . Based on a proof analogous to that of Theorem 2.1, we have the following result. For (Q i ) i∈J ⊂ P and (F i ) i∈J ⊂ F and X ∈ L(Ω, A), assuming that there exists a probability measure in P dominating (Q i ) i∈J , equivalent are:
(ii) For all Q ∈ P dominating (Q i ) i∈J , the probability measure
(iii) For some Q ∈ P dominating (Q i ) i∈J , the probability measure F = Q • X −1 dominates (F i ) i∈J and (2.2) holds.
Characterizing compatibility via heterogeneity order
In this section, we explore analytical conditions for compatibility of (Q 1 , . . . , Q n ) and (F 1 , . . . , F n ) based on their Radon-Nikodym derivatives with respect to some reference probability measures, which are much easier to verify than Theorem 2.1.
Our results in this section do not rely on the specific structure of (R, B(R)), and many of them stay valid if (R, B(R)) is replaced by another measurable space. In particular, such results hold for compatibility defined on random vectors or stochastic processes, which will be studied in Section 4.
Preliminaries on convex order
For an arbitrary probability space (Γ, S, P ), denote by L n 1 (Γ, S, P ) the set of all integrable n-dimensional random vectors in (Γ, S, P ). Multivariate convex order is a natural notion of heterogeneity order, as defined below.
Definition 3.1 (Convex order). Let (Ω 1 , A 1 , P 1 ) and (Ω 2 , A 2 , P 2 ) be two probability spaces. For
for all convex functions f : R n → R.
For more on multi-dimensional convex order, we refer to Müller and Stoyan [11, Chapter 3] and Shaked and Shanthikumar [17, Chapter 7] . [17] for this well-known result (an extension of Strassen's theorem, Strassen [19] ); one also finds a slightly simpler formulation as Theorem 3.4.2 of Müller and Stoyan [11] . See also Hirsch et al.
[8] for a construction similar to Lemma 3.1 for stochastic processes (termed peacocks).
Heterogeneity order
As mentioned in the introduction, compatibility intuitively concerns the heterogeneity ) for some reference probability measures F ∈ F and Q ∈ P.
Lemma 3.2. If (Q 1 , . . . , Q n ) ∈ P n and (F 1 , . . . , F n ) ∈ F n are compatible, then for any Q ∈ P
Moreover, F in (3.1) can be taken as Q • X −1 , where X is a random variable with distribution
Proof. This lemma is directly obtained from Theorem 2.1 and Lemma 3.1. More precisely, by
where the last inequality is by Lemma 3.1.
We summarize the necessary condition in Lemma 3.2 for compatibility by introducing the following heterogeneity order, which is shown to be a partial order in Lemma 3.3 below. In the following, M 1 and M 2 represent the sets of probability measures on two arbitrary measurable spaces, respectively.
for some P ∈ M 1 dominating (P 1 , . . . , P n ) and Q ∈ M 2 dominating (Q 1 , . . . , Q n ).
Using the language of heterogeneity order, Lemma 3.2 says that in order for compatibility of (Q 1 , . . . , Q n ) ∈ P n and (
Before discussing the sufficiency of this condition, we first establish some properties of heterogeneity order.
The following lemma implies that the choice of the reference measures P and Q in (3.2) is irrelevant; in fact, they can be conveniently chosen as the averages of the corresponding measures.
It also justifies that Definition 3.2 defines ≺ h as a partial order.
The following are equivalent:
Take the convex function f :
It follows from the definition of convex order that
On the other hand,
Hence, dP1 dP * + · · · + dPn dP * has zero variance under P * , implying that it is P * -almost surely equal to n. In other words, P * = 1 n n i=1 P i on all sets with positive P * -measure. Noting that P * dominates (P 1 , . . . , P n ), we have 
(with probability c) and (0, . . . , 0) (with probability 1 − c). It is easy to check that such a distribution has a larger convex order than (
. Thus, if we show (3.2) for Q ′ a , the result also holds for Q ′ . In the sequel we assume Q ′ is dominated by Q, hence 
define a new probability measure η ′ by
where, again, X ′ = 0 implies Y ′ = 0, and in this case Y ′ X ′ is set to be 0. Hence
Therefore we must have
′ is a probability measure. Then we have (
Since the relation between Z ′ , η and η ′′ is in parallel with that between Z, P and P ′ , we have
However, for any test function g,
, as a function of Z ′ , also has the same distribution under η ′ and η ′′ . Consequently, we have
The proof is finished by noting that
and applying Lemma 3.1.
Some simple and intuitive properties of heterogeneity order are summarized in the following proposition. These properties justify the term "heterogeneity" in the order ≺ h .
, the following holds.
(ii) If Q 1 , . . . , Q n are identical, and (P 1 , . . . , P n ) ≺ h (Q 1 , . . . , Q n ), then P 1 , . . . , P n are also identical.
(iii) If Q 1 , . . . , Q n are equivalent, and
(v) If P 1 , . . . , P n are mutually singular, and
are also mutually singular.
Proof. (i) It is straightforward to verify that
(ii) By (P 1 , . . . , P n ) ≺ h (Q 1 , . . . , Q n ) and Lemma 3.3, we have
holds for some P ∈ M 1 dominating (P 1 , . . . , P n ). By Lemma 3.1, (3.4) further implies dP 1 /dP = 1 P -almost surely; thus P 1 , . . . , P n are identical.
Note that Q(dQ i /dQ = 0) = 0 as Q 1 , . . . , Q n are equivalent. By Lemma 3.1, we know P (dP i /dP = 0) = 0, which implies P ≪ P i . Thus, P 1 , . . . , P n are equivalent.
(iv) As Q 1 , . . . , Q n are mutually singular, there exists a partition
takes values in the vertices of the simplex
. By the Choquet-Meyer Theorem (Choquet and Meyer [4] ; see Section 10 of Phelps [13] ), stating that among random vectors distributed in a simplex, the maximal elements with respect to convex order are supported over the vertices of the simplex, we have dP 1 dP , . . . , dP n dP 
dQ ) has to be distributed over the vertices of the simplex S, and therefore, Q 1 , . . . , Q n are mutually singular.
There exists a concept called "majorization" in statistical decision theory, which is closely related to the heterogeneity order given in Definition 3.2. We will discuss this link in detail in Remark 3.4 after we present Theorem 3.7, which also finds an alternative version in the context of comparison of experiments.
Almost compatibility
In Section 3.2, we see that a necessary condition for compatibility of (Q 1 , . . . , Q n ) ∈ P n and (
natural question is whether (and with
what additional assumptions) the above condition is sufficient for compatibility of (Q 1 , . . . , Q n ) and (F 1 , . . . , F n ). This boils down (via Theorem 2.1) to the question of, given
Such problem is similar to Lemma 3.1, and more generally, the martingale construction in Strassen [19] or Hirsch et al. [8] , albeit we need to construct X in the pre-specified space
(Ω, A, Q). Therefore, the existence of X satisfying (3.5) naturally depends on the probability space (Ω, A, Q). As a simple example, if F is a continuous distribution and one of Q 1 , . . . , Q n is not atomless, then there does not exist a random variable X with distribution F under each
It seems then natural to assume that each of Q 1 , . . . , Q n is atomless. Below we give a counter example showing that this condition is still insufficient. F 2 ) and (Q 1 , Q 2 ) are not compatible. The details of these statements are given in Appendix A.1.
Example 3.1 suggests that the heterogeneity order condition (
is not sufficient for compatibility of (Q 1 , . . . , Q n ) and (F 1 , . . . , F n ). Nevertheless, in this section we show that, assuming Q 1 , . . . , Q n are atomless, (F 1 , . . . , F n ) ≺ h (Q 1 , . . . , Q n ) is sufficient for almost compatibility, a weaker notion than compatibility, which we introduce below. Denote by D KL (·||·) the Kullback-Leibler divergence between probability measures.
, is absolutely continuous with respect to F i , and satisfies
The following theorem characterizes almost compatibility via heterogeneity order in Definition 3.2, assuming each of Q 1 , . . . , Q n is atomless.
The proof of Theorem 3.5 is a bit lengthy, and is postponed to Appendix A.2 of the paper.
Remark 3.1. The Kullback-Leibler divergence in Definition 3.3 is not the only possible choice to provide an equivalent condition in Theorem 3.5. Indeed, the condition for necessity can be weakened to the convergence in probability of dF i,ε /dF i to 1 as ε → 0, by using Fatou's lemma and the fact that a sequence converging in probability has a subsequence converging almost surely; the proof for sufficiency implies results as strong as the uniform convergence of dF i,ε /dF i to 1. Consequently, the Kullback-Leibler divergence used in the definition of the almost compatibility can be replaced by a series of other conditions, including:
(iii) F i,ε converges to F i in total variation, and
(iv) The Rényi divergence of order ∞ between F i,ε and F i converges to 0 as ε → 0, among others, without altering the result of Theorem 3.5.
Almost compatibility has a practical implication for optimization problems. Suppose that Q 1 , . . . , Q n are atomless. For optimization problems of the form
where φ :
as long as φ is continuous with respect to any of the convergence types listed in Remark 3.1.
In Section 5 we present detailed discussions and examples of optimization problems of the type (3.6).
Equivalence of heterogeneous order and compatibility
In view of the discussions in Section 3.
is not sufficient for compatibility of (Q 1 , . . . , Q n ) and (F 1 , . . . , F n ), but sufficient for almost compatibility if each of Q 1 , . . . , Q n is atomless. In this section, we seek for a slightly stronger condition on the n-tuple (Q 1 , . . . , Q n ), under which compatibility and almost compatibility coincide.
Definition 3.4. (Q 1 , . . . , Q n ) ∈ P n is conditionally atomless if there exist Q ∈ P dominating (Q 1 , . . . , Q n ) and X ∈ L(Ω, A) such that under Q, X is continuously distributed and independent of ( dQ1 dQ , . . . , dQn dQ ).
Clearly, if (Q 1 , . . . , Q n ) is conditionally atomless, then each of Q 1 , . . . , Q n is atomless, since a continuous random variable under Q is also continuous under each Q 1 , . . . , Q n .
Remark 3.2. If Q 1 , . . . , Q n are mutually singular and each of them is atomless, then (Q 1 , . . . , Q n ) is conditionally atomless. This can be seen directly by constructing a uniform random variable
Before approaching the main results of this section, we recall some basic facts about conditional distributions. For random vectors T and S defined on a probability space (Ω, A, P ) and taking values in R m and R n , respectively, the conditional distribution of T given S (under P ), denoted by T|S, is a mapping from B(R m ) × Ω to R, such that for each ω ∈ Ω, T|S(·, ω) is a probability measure on (R m , B(R m )), and for each A ∈ B(R m ), T|S(A, ·) = P (T ∈ A|σ(S)) P -almost surely. We write T|S(ω) for the probability measure T|S(·, ω), and T|S(ω) P when it is necessary to specify the probability measure P . Moreover, there exists a version of T|S for which the conditional distribution only depends on the value of S, i.e., T|S(ω 1 ) = T|S(ω 2 ) whenever S(ω 1 ) = S(ω 2 ). We will always use this version. For an event E ∈ A, the conditional probability of E given S = s, denoted by P (E|S = s), should be understood as P [E|σ(S)](ω)
for ω satisfying S(ω) = s.
With the help of conditional distributions, we first note that the independence in Definition 3.4 is not essential and can be replaced by continuity of the conditional distribution. Moreover, similarly to the heterogeneity order, the reference probability measure Q can always be taken as
Proposition 3.6. For (Q 1 , . . . , Q n ) ∈ P n , the following are equivalent:
Proof. Note that (iii) has two versions: one states the existence of Q and the other specifies Q.
It is trivial to see that (ii) implies (i) and both versions of (iii). It remains to show (iii)⇒(i)⇒(ii).
We first show (i)⇒(ii). Assume (Q 1 , . . . , Q n ) is conditionally atomless, and thus there exist Q ′ ∈ P and a random variable X, such that X and
The independence between X and Y also implies that
Thus, X has the same distribution under Q i , i = 1, . . . , n. Let Q = 1 n n i=1 Q i , and note that X also has the same distribution under Q. Moreover,
which means that X and Y are independent under Q i for i = 1, . . . , n. For any A ∈ B(R) and
and hence X and Y are independent under Q. As a result, X is also independent of
under Q, where || · || 1 is the Manhattan norm on R n . Therefore, we conclude that X and dQ1 dQ , . . . , dQn dQ are independent under Q.
Next we prove (iii)⇒(i). Assume there exists a random variable X in L(Ω, A) such that for some Q ∈ P dominating Q 1 , . . . , Q n , the conditional distribution X|Y is everywhere continuous
For any ω ∈ Ω, let F ω be the distribution function of X|Y(ω), and define
. It is fundamental, though a bit lengthy, to check that X ′ is a random variable; moreover, X ′ |Y almost surely follows a uniform distribution on [0, 1]. As a result, X ′ is a continuous random variable independent of ( dQ1 dQ , . . . , dQn dQ ) under Q. Consequently, both versions of (iii) imply (i). Remark 3.3. As a byproduct of the above proof, we note that if a random variable X is independent of ( dQ1 dQ , . . . , dQn dQ ) under a probability measure Q, then X is also independent of ( dQ1 dQ , . . . , dQn dQ ) under each of Q 1 , . . . , Q n . Moreover, X has the same distribution under Q 1 , . . . , Q n and Q. Now we turn back to our main target, compatibility of (F 1 , . . . , F n ) and (Q 1 , . . . , Q n ). As discussed in Section 3.3, to show compatibility one needs to construct a random variable X in
It turns out that the assumption that (Q 1 , . . . , Q n ) is conditionally atomless allows for such a construction.
Theorem 3.7. Suppose that (Q 1 , . . . , Q n ) ∈ P n is conditionally atomless and (
The key step to prove Theorem 3.7 is the following lemma, which might be of independent interest. 
Proof. Since f (X)| P1 ≺ cx Y| P2 , by Lemma 3.1, there exists a probability space (
and random vectors Z, Y ′ defined on it and taking values in R n , such that
Construct random vectors
, and
What is left is therefore to construct W on ( Then for each y and l = 0, 1, . . . , we divide [0, 1] into disjoint intervals {I l,h (y)} h∈Z m , such that
Let W = lim l→∞ W l . The point-wise limit exists due to the completeness of R m .
For any given y, any l = 0, 1, . . . and h ∈ Z m , 
. . , Q n ) is conditionally atomless, Q 1 , . . . , Q n are all atomless, so is Q. Hence there exists a random variable X ′ defined on (Ω, A), such that
Applying Lemma 3.8 with
, there exists a random variable X defined on (Ω, A), such that
which, by Theorem 2.1, implies compatibility.
In the following corollary of our main result for n = 2, the heterogeneity order condition becomes one-dimensional, and is easy to check. Chapter 3 of Shaked and Shanthikumar [17] contains several classic methods to check X| P ≺ cx Y | Q for arbitrary random variables X and Y and probability measures P and Q. A convenient equivalent condition of X| P ≺ cx Y | Q is that
dx for all y ∈ R (e.g. Theorem 3.A.1 of Shaked and Shanthikumar [17] ).
Conversely, if F 1 ≪ F 2 , (3.7) holds, and in addition, (Q 1 , Q 2 ) is conditionally atomless, then
Proof. Necessity follows from Corollary 2.2. Sufficiency follows from the simple observation that,
Below we discuss a few special cases of compatible (Q 1 , . . . , Q n ) ∈ P n and (F 1 , . . . , F n ) ∈ F n based on the heterogeneity order condition, in particular in the context of Proposition 3.4 and Theorem 3.7. We shall see how our main results are consistent with natural intuitions. 3. Assume that F 1 , . . . , F n are mutually singular. The natural intuition here is that the probability measures Q 1 , . . . , Q n have to be also mutually singular to allow for compatibility.
Similarly to the previous case, this is justified by Theorem 3.7 and Proposition 3.4 (v).
4. Assume that F 1 , . . . , F n are identical, and (Q 1 , . . . , Q n ) is conditionally atomless. Proposi-
. . , Q n ). It follows from Theorem 3.7 that (Q 1 , . . . , Q n ) and (F 1 , . . . , F n ) are compatible. We conclude that, as long as (Q 1 , . . . , Q n ) is conditionally atomless, for any distribution F ∈ F , there exists a random variable X which has distribution F under each of Q i , i = 1, . . . , n. Indeed, as (Q 1 , . . . , Q n ) is conditionally atomless, there exists Q dominating (Q 1 , . . . , Q n ) and an F -distributed random variable X under Q independent of ( dQ1 dQ , . . . , dQn dQ ). Remark 3.3 then implies that X also has distribution F under each Q 1 , . . . , Q n .
5. Assume that Q 1 , . . . , Q n are equivalent. Intuitively, the respective distributions F 1 , . . . , F n of any random variable under Q 1 , . . . , Q n have to be equivalent. This fact is implied by
Proposition 3.4 (iii).
We conclude this section by discussing the relation of Theorem 3.7 with some results in statistical decision theory. Remark 3.4. As pointed out previously, Theorem 3.7 and the heterogeneity order in Definition 3.2 finds an important relation to comparison of statistical experiments, an area of study originated by Blackwell (Blackwell [1, 2] ); the reader is referred to Le Cam [10] and Torgersen [20] for summaries. Very briefly, the question in the latter literature is to compare two experiments in terms of the information they can provide. Mathematically this translates into defining a partial order among two sets of measures of the same cardinality. Such an order is called majorization, and one way to define it is through (1.1). It is then shown that the majorization between two sets of probability measures is equivalent to the existence of a (Markov) transition kernel which turns each measure in one set into a measure in the other set. This is mathematically closely related to our definition of compatibility. As such, Theorem 3.7 finds a slightly different version in the context of comparison of statistical experiments. Nevertheless, the existence of a transition kernel is weaker than the existence of a point-to-point mapping; consequently, the conditionally atomless assumption does not appear in the statistical decision theory literature.
Distributional compatibility for stochastic processes 4.1 General results
In this section we extend our results to stochastic processes with sample paths which are continuous from right with left limits (càdlàg). For a (finite or infinite) closed interval I ⊂ R, let D(I) be the Skorokhod space on I, i.e., the space of all càdlàg functions defined on I. Let D I be the Borel σ-field of the Skorokhod topology. Denote by G I the set of probability measures on (D(I), D I ). Our first step is to generalize the definition of compatibility to this setting, which follows in a natural way. Definition 4.1. For a closed interval I ⊂ R, (Q 1 , . . . , Q n ) ∈ P n and (G 1 , . . . , G n ) ∈ G n I are compatible if there exists a càdlàg stochastic process X = {X(t)} t∈I defined on (Ω, A) such that for each i = 1, . . . , n, the distribution of X under Q i is G i .
The following result is a parallel result to Theorem 2.1, which shares the same proof.
. . , n if and only if for all
. . , G n ), and
In the proof of Lemma 3.2, no structure of the real line has been used. As a result, Lemma 3.2 can be directly generalized to the case of stochastic processes, with (G 1 , . . . , G n ) ∈ G n I replacing (F 1 , . . . , F n ) ∈ F n . For the other side we have, parallel to Theorem 3.7:
Theorem 4.2. Suppose that (Q 1 , . . . , Q n ) ∈ P n is conditionally atomless, I ⊂ R is a closed interval, and 
Relation to the Girsanov Theorem
In this section we investigate how much the drift of a Brownian motion may vary under a change of measure as in the classic Girsanov Theorem. We keep in mind that, the distribution of a Brownian motion (with respect to its natural filtration) with a deterministic drift process only depends on this drift. On the other hand, Brownian motions with stochastic drift processes are not identified by the distribution of the drift processes. Due to this reason, we consider only
Brownian motions with deterministic drift processes here.
Throughout this section, let P ∈ P and B = {B t } t∈[0,T ] be a P -standard Brownian motion. A next question is whether there exists a P -standard Brownian motion which has a deterministic drift process µ = {µ t } t∈[0,T ] under Q θ . We are interested in the values of µ such that (G 0 , G µ ) and (P, Q θ ) above are compatible. Here we do not assume that (P, Q θ ) is conditionally atomless, which means that there might not be any other random source other than B. Proof. (i) Necessity. By the Girsanov Theorem, we know that (G 0 , G µ ) and (P, Q µ ) are compatible. Using Proposition 4.1 for n = 2, we have
Suppose that (P, Q θ ) and (G 0 , G µ ) are compatible. Note that
By Theorem 4.2, we have
It is easy to see that α t is strictly increasing in t, α T T , and furthermore,
Let a stochastic processB = {B t } t∈[0,T ] be given by dB t = dB t − θ t dt. By the Girsanov Theorem,B is a Q θ -standard Brownian motion. Define
Therefore, W is a P -standard Brownian motion. Furthermore, for t ∈ [0, T ], If b 2 a 2 , the process which has distribution G 0 under P and distribution G µ under Q θ can be written in a simple explicit form. Let
It is clear that W = {W t } t∈[0,T ] is a P -Brownian motion. Furthermore,
In this example, it is clear that 0 < b 2 a 2 is essential; otherwise W will not be well-defined.
5 Related optimization problems
General problems
In this section, we discuss some optimization problems related to compatibility of distributions and probability measures. For given P, Q 1 , . . . , Q n ∈ P, F 1 , . . . , F n ∈ F and an objective φ : F → [−∞, ∞], we focus on optimization problems of the form
Here we assume (Q 1 , . . . , Q n ) and (F 1 , . . . , F n ) are compatible so that the above problem is properly posed, and for the sake of illustration, we assume the maximum is attained; otherwise it should be a supremum.
To simplify notation, define the set
Note that L F1,...,Fn (Q 1 , . . . , Q n ) is non-empty if and only if (Q 1 , . . . , Q n ) and (F 1 , . . . , F n ) are compatible. Then, (5.1) reads as
The optimization (5.1) includes many well-known problems; see Examples 5.1-5.7 below.
As mentioned in Section 3.3, our main results imply that the optimization (5.1) admits an alternative form
under some continuity assumption of φ.
The optimization problem in (5.1) is highly challenging even for n = 1, and few analytical solutions are available. We first focus on the case n = 1. In this case, (5.1) reads as
where P, Q ∈ P and G ∈ F are given. The optimization (5.3) includes a large class of practical problems involving various types of uncertainty. For instance, P may represent the real-world probability measure, and Q represents the pricing measure in a financial market; distribution of an asset price Y under Q may be inferred from traded option prices on Y (e.g. Jarrow and Rudd [9] , Buchen and Kelly [3] ) but its distribution under P is unclear.
Assuming that (P, Q) is conditionally atomless and P ≪ Q, our results imply the equivalent formulation of (5.3)
In the next subsections, we discuss some results related to (5.1)-(5.4).
The set of compatible distributions and f -divergences
A straightforward consequence of our main results is that we arrive at inequalities for fdivergences, relating to some special cases of (5.3). For two probability measures P 1 , P 2 on an arbitrary probability space, the f -divergence d f is defined as
where f is a convex function f : R + → R. The Kullback-Leibler divergence (f (x) = x log(x)), the total variation distance (f (x) = (x − 1) + ), and the Hellinger distance (f (x) = (
are special cases of f -divergences. Noting that (F, G) ≺ h (P, Q) can be rewritten as an order between d f (F, G) and d f (P, Q), we have the following corollary, which is a direct consequence of Corollary 3.9.
Corollary 5.1. Suppose that (P, Q) ∈ P 2 is conditionally atomless, P ≪ Q, and (F, G) ∈ F 2 .
(P, Q) and (F, G) are compatible if and only if
In the problem (5.3) for given P, Q ∈ P and G ∈ F , Corollary 5.1 becomes useful, as it gives conditions, by choosing suitable f -divergences, on what F may be, such that (P, Q) and (F, G) are compatible. An immediate consequence is that the set of all such F is a convex set.
Corollary 5.2. Suppose that (P, Q) ∈ P 2 is conditionally atomless, P ≪ Q, and G ∈ F . The set {F ∈ F : (P, Q) and (F, G) are compatible} is convex.
Proof. Denote by F G = {F ∈ F : (P, Q) and (F, G) are compatible}. For F 1 , F 2 ∈ F G , any convex function f , and λ ∈ [0, 1], by Corollary 5.1 we have
which, by Corollary 5.1 again, implies the compatibility of (λF 1 + (1 − λ)F 2 , G) and (P, Q), and
Corollary 5.2 will be useful in some optimization problems; see Example 5.6 below.
Remark 5.1. We make two observations regarding Corollary 5.2.
1. The conditionally atomless assumption is essential for Corollary 5.2. Note that, in a discrete probability space, a mixture of distributions may no longer be a possible distribution of a random variable in that probability space; a similar phenomenon appears if (P, Q) is not conditionally atomless.
2. Using Theorem 3.7, it can be checked that the statement in Corollary 5.2 holds in the multi-dimensional case, that is, assuming (P, Q 1 , . . . , Q n ) ∈ P n+1 is conditionally atomless, the set {F ∈ F : (P, Q 1 , . . . , Q n ) and (F, G 1 , . . . , G n ) are compatible} is convex for each
In all examples of Section 5, for simplicity, we shall assume that P, Q ∈ P are equivalent and (P, Q) is conditionally atomless. In case (P, Q) is not conditionally atomless, the maximum should be replaced by a supremum in several places. The following example is a simple application of Corollary 5.1.
Then we have
To show the first statement, take X ∈ L G (Q) such that dP dQ ∈ σ(X). Such X always exists if Q is atomless (e.g. Lemma A.32 of Föllmer and Schied [6] ). Let F be the distribution of X under P . By Theorem 2.1, we have
is immediate from Corollary 5.1. The second statement is straightforward by noting that (P, Q) and (G, G) are compatible.
Optimization of monotone objectives
In the following, we consider the case that φ in (5.3) is a monotone functional with respect to the univariate stochastic order on a given probability space (Ω, A, P ). This setting includes many classic problems.
Definition 5.1 (Univariate stochastic order). For X, Y ∈ L(Ω, A) and P ∈ P, we write X| P ≺ st
If φ is monotone with respect to ≺ st , then to solve (5.3), it suffices to find the maximum and the minimum elements in L G (Q) with respect to stochastic order under P . In what follows, we identify a measure F ∈ F with its distribution function, and write its generalized inverse
Recall that, for an atomless probability measure Q and any random variable X ∈ L F (Q), there exists a uniform random variable on [0, 1], denoted by U (X; Q), such that F −1 (U (X; Q)) = X Q-almost surely.
Proposition 5.3. Suppose that P, Q ∈ P are equivalent and atomless, and G ∈ F . Denote
Proof. For Y ∈ L G (Q), denote by F the distribution of Y under P . Moreover, given any a ∈ R, define Z = I {Y >a} , and let G ′ , F ′ be the distributions of Z under Q and P , respectively. Then
with probabilities G(Y > a) and G(Y a) under G ′ , respectively.
Applying Corollary 3.9 to (Q, P ), (
Therefore each b gives an upper bound
. On the other hand, for b such that
it is straightforward and intuitive to see that X * = G −1 (U ) achieves this bound, given the fact that X * and dP dQ are comonotonic. Since this is true for all a ∈ R, we conclude that
. The other half of the proposition can be proved symmetrically. 
The value of M (G) is known as the classic Fréchet-Hoeffding bound; see Remark 3.25 of Rüschendorf [16] . 
The optimal X * has the form X * = I {U 1−q} . This result is known as the Neyman-Pearson lemma (Neyman and Pearson [12] ) in statistical hypothesis testing. Alternatively, it is known as the classic knapsack problem in a continuous setting.
Example 5.4 (Robust utility). The value of
where u : R → R is an increasing utility function, can be obtained, via Proposition 5.3, as
The value R u (G) represents the worst-case expected utility of the random outcome Y under P if one knows the distribution of Y is G under another measure Q. The functional R u itself is a rank-dependent utility functional in decision theory (Quiggin [14] ).
Optimization of non-monotone objectives
If φ in (5.3) is not monotone, then Proposition 5.3 cannot be applied directly. In such cases, we need to investigate the problem in more details, utilizing Theorem 3.7. In the following, Proposition 5.4. Suppose that (P, Q) ∈ P 2 is conditionally atomless, P ≪ Q and G ∈ F .
Moreover, both supremums in (5.5) are attained simultaneously or none of them is attained.
For the reverse inequality, we give an explicit construction based on the conditional atomless assumption. For any Z ∈ L Gv (Q), let F Z be the distribution of Z under P . By Remark 3.3, since (P, Q) is conditionally atomless, there exist random variables U 1 and U 2 such that, under both P and Q, U 1 and U 2 are [0, 1]-uniform, and U 1 , U 2 and dP dQ are independent. Consider the measurable space (Ω, A 0 ) where A 0 = σ( dP dQ , U 1 ), and the restricted probability measures
Note that (P, Q) and (F Z , G v ) are compatible, as directly justified by the existence of Z. By Theorem 3.7, we have ( 
= Z under both P and Q. As a result, T (G) φ(P • Z −1 ), and hence the equality holds. The above construction also justifies the statement on the attainability of supremums in (5.5).
Proposition 5.4 allows us to freely transform random variables even if the transform is not one-to-one or monotone. The case of φ being the expectation is illustrated below.
Example 5.5 (Expectation of a transform). The problem is to find the value of
This example is similar to Example 5.4, but v is not necessarily monotone, and hence we need 
One of the most common non-monotone functional φ on F is the variance. We discuss this problem below.
Example 5.6 (Robust variance). Assume the distribution G has a finite second moment. The problem is to find the values of
where
is the variance of Y under P . For this problem, neither Proposition 5.3 nor Proposition 5.4 can be directly applied. Nevertheless, using a standard minimax argument, one can show
where On the other hand,
which can also be calculated in the same way as in Example 5.5.
In the simple example below, we present the maximum and minimum values of
Example 5.7 (Normal distribution). Let G = N(0, 1), B 1 be N(0, 1) distributed under P , and
This is a special case of the Girsanov change of measure in Section 4.2 by choosing θ = T = 1.
Assume that (P, Q) is conditionally atomless. Using Examples 5.5 and 5.6, we obtain
which is attained by Y * = 1 − B 1 , and
where q is the quantile function of a standard normal distribution. On the other hand, we have
which is attained by Y * = B 1 − 1, and 5.5 The case of mutual singularity for n 2
For the case n 2, the optimization problems in (5.1) are often highly difficult to solve, even if φ is assumed to be monotone with respect to ≺ st . Results are available for the case that Q 1 , . . . , Q n are mutually singular, as presented below.
are atomless and mutually singular with disjoint supports Ω 1 , . . . , Ω n ∈ A, respectively, and
Proof. Note that for i = 1, . . . , n and B ∈ B(R),
The statements of X * are analogous to those of
We conclude this paper by remarking that a similar result to Proposition 5.5 where Q 1 , . . . , Q n are not mutually singular seems extremely difficult to establish based on existing techniques. 
Next, we will see that (Q 1 , Q 2 ) and (F 1 , F 2 ) are not compatible. Suppose for the purpose of contradiction that (Q 1 , Q 2 ) and (F 1 , F 2 ) are compatible. By Theorem 2.1, there exists a random variable X in (Ω, A) with a uniform distribution on [0, 1] under Q 2 = λ such that
In addition,
and therefore,
From the definition of F 1 and Q 1 , we have, for λ-almost surely t ∈ [0, 1], |4X(t) − 2| = 2t. It follows that X(t) = (t + 1)/2 or X(t) = (1 − t)/2 for all t ∈ [0, 1]. Write
As X is B ( 
A.2 Proof of Theorem 3.5
Proof of Theorem 3.5. Necessity. Assume that (Q 1 , . . . , Q n ) and (F 1 , . . . , F n ) are almost compatible. This means that for any ε > 0, there exists (
. . , n, and (Q 1 , . . . , Q n ) is compatible with (F 1,ε , . . . , F n,ε ). Define probability measures
Note that the distribution of X ε under Q is F ε , where X ε is the random variable defining the compatibility between (Q 1 , . . . , Q n ) and (F 1,ε , . . . , F n,ε ). Moreover, F i,ε ≪ F ε , Q i ≪ Q, and dF i,ε /dF ε n, dQ i /dQ n for i = 1, . . . , n. For ε > 0, by Lemma 3.2,
As a result, for any convex function f : R n → R, On any set B ∈ B(R) such that F i (B) = 0 but F (B) > 0, suppose dF i,ε /dF ε does not converge to dF i /dF = 0 in probability under F | B , the measure F restricted on B. Then there exists a positive number δ > 0, and a subsequence of ε m (again denoted as ε m ), such that P F |B (dF i,εm /dF εm > δ) c for some constant c > 0. Since F εm converges to F in total variation, for m large enough,
, which contradicts the fact that F i,εm converges to F i in total variation. We conclude that dF i,ε /dF ε converge to dF i /dF = 0 in probability under F on set {dF i /dF = 0}. Combining this result with (A.2) and taking a further subsequence allows us to replace the F i -almost sure convergence in (A.2) by F -almost sure convergence.
For any convex function f : R n → R, 
