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This paper concerns eigenvalue problems that depend on a finite number of 
parameters. If the eigenvalue is considered as a function of the parameters, then its 
gradient and level surfaces (or curves) can be evaluated. In the case that all the 
parameters appear linearly, this function must be concave. % 1984 Academic 
Press, Inc. 
1. INTRODUCTION 
In this paper we consider an eigenvalue problem containing the vector 
parameters a and p: 
-[p(x,a)u’l’+q(x,p)u=~u, (l-la) 
t-u(O)- p(O,a)u'(O)= 0, (l-lb) 
su(1) + p(1, a) u’(1) = 0. (1-lc) 
We assume that p(x, a) is greater than zero on [0, l] for any a, and r and s 
are given numbers. The possibility that r (or s) is 00 is not excluded; in this 
case the boundary condition (l-lb, c) is replaced by u(0) = 0 (or u(1) = 0). 
Such parametric eigenvalue problems are important, but only a few general 
results have been obtained before; see [3], for example. 
We consider the eigenvalue of (1-I) as a function of the parameters a and 
p and denote it by A.(a, p). Then an expression for its gradient can be found, 
and the value of the gradient at every point (a, p) can be evaluated, by 
numerical procedures if necessary. This is the topic of Section 2. 
If the gradient does not vanish, then the level surface (or curve) for the 
function A(a, p) = A,, where A, is a constant, can be obtained numerically. In 
some cases the level surface (or curve) splits the whole (a, p) space into two 
subspaces. When (a, p) are in different subspaces, the values of L(a, f3) are 
greater or less than A,, respectively. These considerations are presented in 
Section 3. 
* The results presented in this paper were obtained while the author was a Visiting Scholar 
at Rensselaer Polytechnic Institute, Troy, New York. 
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In Section 4 we consider only the smallest eigenvalue and assume that a 
and p are linear in problem (1-I). Then the function A(a, p) is concave and 
its values in different subspaces plit by the level surface can be controlled 
easily. This result will be illustrated by some examples. 
2. THE GRADIENT 
In considering the parametric eigenvalue problem (l-l) we assume that all 
the derivatives needed in this paper are continuous. Then for every (a, p) we 
can find the eigenvalue A(a, p) and the corresponding eigenfunction u(x, a, p) 
which satisfies the boundary condition (I-lb, c) and the normalization con- 
dition 
I 
1 
u’(x,a,p)dx= 1. (2-l) 
0 
In order to obtain a formula for the gradient of A(a, p), we need to 
consider its derivatives iS(a, P)/&x, and i%(a, p)/aP,. We can show that they 
are given by 
where i = l,..., n; j = l,..., m; and ai,/.Ij are the components of the vector 
parameters a = (a1 ,..., aJT, p = (/I, ,..., /?m)T, respectively. 
We will illustrate the derivation of (2-2) for scalar parameters and zero 
boundary conditions, in which case (l-l) becomes 
-[P(x, a) u’l’ + q&P) u = Au, (2-3a) 
u(0) = 0, u(l)=O. (2-3b) 
For this problem we know that 
A(a,p> =I,’ [p(x, a) u”(x, a,P) +4(x,/V u*(x, a,/-91 &. 
Then 
-& 44 /J) = j’ d2(x, a, /3 $ P(x, a> do 
+2j: [p(x,a)u’(x,a,p)~u’(x,a,P) 
+ q(x, P) 24(x, a, P> T& u(xy a9 PI 1 do- (2-4) 
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By differentiating the normalization condition (2-l) and the boundary 
conditions (2-3b) we obtain 
j 
1 
0 
u(x, a, P) 6 u(x, a, P) CJx = 0 
and 
(2-j) 
(2-6) 
respectively. Then we integrate by parts in the second integral on the right 
side of (2-4), and find that 
1 i’I 0 p(x,a)u’(x,a,ll)$u’(x.a,P) 
+ q(x, a> u(x, a, P) -& 4~ a, PI 
I 
dx 
= p(x, a) u’(x, a, P) & u(x, a, P) 1 i + ,d 1 [-P(x, a) U/(x, dl 
+ q(x, a> 44 a, PII $4.~ a, PI do 
= A(a, p)lol u(x, a, P) $-4x, a, P) dx = 0, (2-7) 
where (2-5), (2-3a), and (2-6) have been used. Combining (2-7) and (2-4), 
we have 
In a similar way 
$ A(a, /I) = 1: u*(x, a, PI Y$ q(xy PI dx, 
(2-8a) 
(2-8b) 
which completes the proof of (2-2) for the problem (2-3). The argument is 
similar for vector parameters or for the more general boundary conditions 
(l-lb, c). 
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The expression (2-2) yields the gradient of A(a, p), 
VA(a, P> = 
L 
&4a, P),..., $- J(a, P)] ’ 
1 m 
I 
1 
= 
0 
u"(x,a,f3)$p(x,a)dx ,..., 
1 
I 
1 
I 
T 
uz(x,a~P)%q(x,P)~~ 9 
0 %I 
which can be evaluated numerically at any point (a, p) by means of the 
solution of (l- 1) and its derivatives. 
3. THE LEVEL SURFACE 
In this section we assume that the vector (a, p)’ is defined on a subspace 
~9 which is compact, closed, and convex, and that at least one of the 
components of the gradient VA(a, p) is never zero; more precisely, we 
assume that, for example, 
I 
1 
U/‘(x,a,P)~P(x,a)dx>K > 0, (3-l) 
0 1 
where K is a constant. 
Under the assumptions we can show that there is a unique level surface on 
which A(a, p) = 1, for any AC. This level surface splits the whole (a, p) space 
into two subspaces uch that when (a, p) are in different subspaces, the 
corresponding values of A(a, p) are greater or less than I,, respectively. 
In fact, for any point (a, p) in G9 we know that 
qa, + Aa,, q,..., a,, PI ,...,P,) 
= Ata,, a2,..., a,, P, ,..., PA 
+ L $+, + t,Aa,, a2,..., an,&,-., 1 Pm)] Aa* 
=J@,, a2,..., a,,~,,...,Pm) 
+ 1’ [ 
a 
~‘~(x, al + hAa,, az,.-., a.,P1,..-,Pm)-gp(x, aI 1 
+ t,Aa,, a2,..., a,) dx 1 Aa, >+,, a2,..., a,,&,...,P,,J + KAa,, (3-z) 
where da, > 0, 0 < (I < 1 and the assumption (3-l) has been used. 
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If da, can go to +co, then from (3-2) we have 
lim 
An,++ m 
I(cf, + da,, a2 ,..., a,,/?, ,..., P,) = +co 
and similarly we have 
lim L(a, -da,, aZ,...,a,,P1,...,Pm)=-~. 
Am,++00 
Since g is convex and A is continuous, there is a point (a?, a*,..., a,,, 
/3, ,..., &) such that 
WT, a2,..., an, P, ,..., P,> = 4, (3-3) 
where AC is any constant; further, because of (3-l), this point is unique. 
In case da, cannot go to co we still have the conclusion (3-3), but the 
constant A, must be restricted. 
Because a: is a function of a, ,..., a,,,/3, ,..., /?, which can be denoted by 
ai@ = #(a2 ,..., a,,,/?, ,..., /3,) or a, = #(a2 ,..., a,,P1 ,..., p,) if there is no 
confusion, then from (3-3) we know that the corresponding surface is a level 
surface and has the property 
$n($(a,,-., a,,&,...,&), a2,..., a,,P,,...,&) = 0 
I 
or 
$~(~(a2,...,a,,Pl,....Pm).a21...1a,,P,,...,P,) 
1 
* &#(a2,..., a,,P1,...,Pm) I 
+~~(~(~2,...,~,,B1,...,Pm),a,,...,~,,P1,...~Pm)=O. (3-4) 
I 
If we recall (2-2) and (3-l), then (3-4) becomes 
7&- #(a, ..., aP, P1 ,..., Pm> 
I 
I 
1 
0 
u’*(x, #(a2 ,..., P,,JI a2,..., P,)$10~ #(a2 ,..., PA a2 T..-T a,> dx 
I 
=-- ; 
1 
1 
0 
u”(x, qG2,.-., P,), a2,..., P,) Y& ~0, d(a2dL), a2 y..-9 a,> dx 
1 
(3-5a) 
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similarly we have 
i 
1 
uyx, q@,,...,&), a 
0 
2 v..., P,)+GPl ,...Y P,)dx 
=- i 
I 
1 
0 
u’*(x, 4(a2,...,Pm), a2,...,Pm) 7$ P(x, #(a,,...,&J, a2,..., a ) dx’ 
1 
(3-5b) 
where 1 <i<n, 1 <j<m. 
If we know any point on the level surface, then we can obtain the surface 
numerically by means of the formulas (3-5). This surface has the property 
that it splits the (a, p) space into two subspaces; when in different subspaces 
ai will be greater or less than #(a,,..., a,,/ll ,...,&), respectively, and then 
from (3-l) we know that A(a, p) will be greater or less than A,, respectively. 
The assumption (3-l) is satisfied in the following cases. 
1. In problem (l-l) assume that I and s are not both zero, that 
p(x, a) = alp,(x) + ZJ~(X, a,,..., a,) > 0, (3.6a) 
and that 
Pl(X> > 0 (3-6b) 
for all x in [0, 11. 
In this case 
= 
c 
’ u/*(x, a, p)pl(x) dx 
0 
>Poj’ u’*(x, a, P) dx, (3-7) 
0 
where p. > 0 is the minimum value of pi(x) on [0, 11. 
Under the assumption that @ is compact and closed, there is a positive 
number u. such that 
I 
1 
u”(x, a, f3) dx > u. > 0. (3-8) 
0 
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Otherwise we can find a sequence of vectors {a’“‘, pcfl’} in C9 such that for 
n = 1, 2,... 
I 
1 
0 
u’*(x, a’“), PC”)) dx < +. 
Because of the assumption on Q there is then a point (~5, p} in @ such 
that 
J 
1 
u’2(x,,,p)dx=o, 
0 
from which we have 
or 
24(x, a, p> = 0. 
This is a contradiction and then from (3-7) and (3-8) we know that (3-l) 
is valid if we take K = pouo. 
2. If (3-6) is changed into 
then the assumption (3-l) is still valid with a, replaced by ai. 
4. THE LINEAR CASE AND EXAMPLES 
Although the procedure discussed above is simple, it does not cover the 
linear case which is the most important and basic case. In this section we 
will consider this case, still assuming that L9 is convex. If we assume that p 
and q depend linearly on a and p, that is, 
P& a) = i a,~dxh 
k=l 
then (l-la) becomes 
4(x3 P> = i(: Pkc7k(X)9 
k=l 
(4-l) 
OLkPktX) u ) ‘1’ + ( k$l bkqk(x)) u = Lu* (4-2a) 
For simplicity we only consider the boundary conditions 
u(0) = 0, u(l)=O. (4-2b) 
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We now show that the smallest eigenvalue of the problem (4-2) is a 
concave function of the parameters a, p. In order to prove this, we consider 
the second-order derivatives of A. From (2-2) we have 
&4aJV=lj d2(x, a, P> Y& P(x, a> dx I 
= I ’ u’*(x, a, P) I+(X) dx, 0 
where the linear assumption (4-l) has been used. Then we find that 
--E- A(a, p) = 2 i,’ pi(X) u’(x, a, p) $ u/(x, a, p) dx. 
c%iaClj j 
(4-3) 
Since in the case of vector parameters we have 
1 
,[ 0 
p(x,a)u’(x,a,p)$U’(X,a,p) 
I 
+ 4(x, p) 24(x, a, P) $4x, a9 PI dx = O, I 1 
which is similar to (2-7), then 
a ’ 
-J [ aaj 0 p(x,a)u’(x,a,P)~~~(x,a,B) I 
+ q(x, P) u(x, a, P) 2 4x, a7 P) dx = 0 
I 1 
or 
+ (kg, Pkqk(x)) & ‘(x9 a9 P) G ‘(x9 a9 P) 
+ ( k$l 8kqk(x)) ‘(x9 a, b)& u(x, a, p) 1 dx = 0. (4-d) j 
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Since ji u*(x, a, fl) dx = 1 we have 
i 
1 
0 
and 
i 
1 
0 
From (4-4) we find that 
- 
then from (4-3) we have 
+ ( k$l pkqk(x) - ~(a, PI)&- W, a, PI & +G a9 N] dx. ~a) 
In a similar way we have 
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and 
+ ( f, &qk(x) - A@, PI) $4x, a, N&4x9 a~ PI] dx. (4-5c) 
Now we want to prove that the second derivative matrix A(a, f3) is a 
negative semidefinite matrix, that is, for every real vector v = (xi, x2 ,..., x,, 
Yl 3 Y2 Y-+*3 Y, )’ we have 
vTAv < 0, (4-6) 
where 
(4-7) 
For simplicity we consider the matrix A*(a, I3) = --+ A(a, p) and show 
instead that A*(a, p) is a positive semidefinite matrix. The proof can be 
completed by means of an eigenfunction expansion. If we denote the ith 
eigenvalue and the corresponding eigenfunction by &(a, 0) and Wi(X, a, p), 
respectively, then we can establish the following property which will be used 
later: 
+ ( f pkqk(x) - J(a, IV) WiP.7 Q9 P) w,(x~ a~ P)] dx 
1 
= 
j I 
- 
0 L( 
g, a&) #(x9 a9 P)]’ 
+ ( ktl Pkqk(x) - I&, PI) wi(x9 a3 PI 1 WAX, a, PI dx 
= 
I 
r (&(a, 0) - A(a, fl)) wi(x, a, P) wj(xy ay P) dx 
= (&(a, p) - l(a, p)) j’ Wi(x? a, P) WJ(~T a~ P) dx 
I 
0, i # j, 
= ki(a, p) - A@, PI3 i = j. (4-8) 
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If A(a, p) is an eigenvalue and u(x, a, p) is the corresponding eigen- 
function, then the functions 
and 
satisfy the same boundary conditions as (4-2b), that is, 
then we have the expansions (see [ 11, for example) 
(d-9) 
where we assume that if necessary we can change the order of the operations 
of summation and differentiation. 
When we substitute (4-9) into (4-5a) and use (4-8), we obtain 
1 a2 
----A@, PI 2 aa,&z, 
= 
i, ‘kpktx)) ( $I aik(a9 P> w6(x3 6 PI) 
x ( g ujk(aV P) w;(x9 a9 p)) + ( 2 PkqktX) -n(a9 PI) 
k=l k=l 
x kfl aik(a, p> wktx9 a? PI) ( f ujk(a7 P> wk(xY ‘7 p)) ] dx 
k=l 
(4- 1Oa) 
Similarly, we have 
1 a2 
-----&P) 2 aCXi8bj 
= f, %(a, p) bjk(a9 P)[nk(av P) - ‘(‘3 P>l (4-lob) 
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= kz, b,(a, P) bjk(a, P>[nk(% PI - n(a~ PII- (4- 1Oc) 
From (4-10) we have 
A*(a,P)= 
fl ulk(a, P) &,(a, PMkh PI -W P)l 
5 bmk(a, p) bmk(a, P>[~,(a, PI - G3 PII 
k=l 
= i? ~nk(a~~>-n(a~~)l 
k=l 
= zl [nk(aT P) - n(a9 P>l Ak(a7 Ph (4-11) 
where the matrices A,(a, p) are introduced for simplicity. 
If A(a, 0) is the smallest eigenvalue, then IE,(a, p) - A(a, p) > 0 and for 
every real vector u = (xi, x2 ,..., x,, y,, y, ,..., y,)’ we have 
vTAk(a, p) v = (f, aik(a, P) xi + jtl bik(ay p) yj) * > ‘* 
Thus the matrices A,(a, p) and A*(a, p) are positive semidefinite and this 
implies that A(a, p) is a negative semidefinite matrix. Thus n(a, p) is a 
concave function; see [2], for example. 
From the concavity of A(a, p) we can derive other useful properties. 
1. If there are two points (ai,pJ and (a,,P2) such that A(a,,pJ= 
il(a,, p2) = AC, then for every interior point (a, p) of the segment connecting 
(a,, pi) with (a*, &), we have n(a, p) > A, unless A(a, p) = const = A,. 
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2. A point (a*,P*) with the property VA(a*, p*) = 0 must be a 
maximum point and I(a*, p*) = A,,,,, . 
3. If there is at least one point at which L = 1, < A,,,,, , then the level 
surface (or curve) J = L, must exist; on this surface (or curve) the gradient 
of L(a, p) never vanishes, and we can use the formulas discussed before to 
obtain the surface (or curve) numerically. 
4. If IZ + m = 2 and the level curves J(a, p) = L, < Amax exist, then 
they must be generated by intersecting ~9 with one of the three types of 
curves shown in Fig. 1. 
The proof is simple and as an example we only consider the case that the 
level curve is closed in which case it must be similar to that in Fig. la. 
For simplicity we assume it = 1, m = 1; then from property 1 we know 
that for every interior point (a,,pJ we have 
Now we can prove that for every exterior point 1 < 1, ; otherwise, we can 
assume that there is at least one exterior point (CQ, p2) such that 
4%9P*)>.c. (4-13) 
Then we construct the line segment I* between (a, ,pi) and (a,,P& It 
intersects the closed level curve at a point which we denote by (a*, /I*). 
Because of the concavity property we have (see [2], for example) 
l(a*,P*> > l(a*,P*), (4-14) 
a b c 
FIGURE 1 
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where 1 is the linear function defined on the line E* mentioned above and 
~@lJl)=~hJl)~ (4-15a) 
4% 7 PA = +* 3 P2>. (4-15b) 
Since (a,, p,) and (az, &) are different points, we have a, # a2 or /3i # /I2 ; 
then 
(4-16a) 
if a, # a2; otherwise 
G,B>=G2,P2)+ (n(a,,p,)-i(a,,I1l)l~. (4-16b) 
1 2 
In the first case we know that 
l(a*,B*)=+,,P2)+ LWl~B1)-~@2~B2)1~ 
2 
=;l(a,,p,) ‘lea* t ~(a,,&) “,*:,*I - (4-17) 
aI -a2 1 2 
If A(a,, /Ii) = A(a,, &), then from (4- 17) we have 
@*,P*)=W,,P,) > 4 
where (4-12) has been used. 
(4-18) 
If A(al, /3,) # A(a,, p2), then from (4- 17) we have 
@*,P*) > min [~(aI,~d,W2,P2)l >A, (4-19) 
where (4-12), (4-13), and the facts that (a, - a*)/(al - a2) > 0, (a* -a*)/ 
(al - a,) > 0 have been used. 
Thus, from (4-14), (4-18), and (4-19), we know that 
+*,P*) > 4, 
which contradicts the assumption that (a*,/3*) is on the level curve. 
In the case of (4-16b), we can obtain the same conclusion, thus 
completing the proof. 
The following exemples illustrate the occurrence of the three types of level 
curves shown in Fig. 1. In these examples pO and p1 are used to denote the 
parameters. 
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EXAMPLE 1. 
EXAMPLE 2. 
i 
-24” + (p, - 2&)(X - 0.5) u = Au, 
u(0) = 0, U(l)=O. 
EXAMPLE 3. 
where 
-3” + [Plfi(X) + P*f*(X)l 24 = Au, 
u(0) = 0, U(1) = 0, 
f,(x) = 55.878749 sin(x - 0.5) e4(X-o.5)z 
- 49.163172(x - 0.5) e5(x-o.5)z, 
f*(x) = 45.12124(x - 0.5) e5(X-o.5)z 
- 49.163172 sin(x - 0.5) e4(X-o.5)2. 
The level curves are shown in Fig. 2, 3, and 4, respectively. 
FIGURE 4 
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