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ABSTRACT 
Behavioural researchers hope to learn more about humans by studying animal models, with 
rodents being perhaps the most commonly used mammalian model. Generally, the effect of 
experimental conditions are determined by quantising their influence on the rodent’s behaviour. 
The need for accurate and efficient quantitative analysis of rodent behaviour has led to the 
development of automated video tracking systems. These automated systems should also be 
able to interface and control a wide variety of input (e.g. touch sensors) and output (e.g. shock 
stimulators) devices for use in behavioural tests.  
While commercial tracking systems are available, they are expensive. Further exacerbating 
these high costs is the fact that the software is closed-source and restricted to proprietary 
hardware, making it very difficult for users to modify the system to meet their specific needs. 
The only open-source tracking system with functionality comparable to a commercial system 
is also too expensive for researchers under severe research constraints.  
This project makes progress towards addressing this problem by designing and building a 
rodent tracking system based around inexpensive, open-source hardware and open-source 
software so as to be able to drastically reduce total system cost. The source code for the system 
is to be made open-source to allow for complete user modifiability. The name given to the 
rodent tracking system developed during this project was Ratraction. 
Working together with the client, the Ratraction system was developed using rapid application 
development (RAD). RAD is based on prototyping and iterative development; it was chosen 
due to the extra flexibility it provides. The Ratraction system is made of five main components: 
the control computer (Raspberry Pi), the home screen GUI, the video tracking system, the data 
acquisition and control (DAAC) system (based around an Arduino) and trial data handling.  
In terms of functionality, the Ratraction system achieved all of the Must Have functionality 
requirements listed in the product scope.  
The Ratraction system was optimised for open-field tests (OFTs), but it can be used for any 
behavioural test involving a rectangular arena. The expected users of Ratraction are researchers 
under severe constraints and researchers willing to sacrifice some functionality and 
convenience for a tracking system they can customise to meet their specific needs.    
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The total cost of the Ratraction system is approximately 105 AUD. This makes it over 100 times 
cheaper than the popular commercial system EthoVision XT, and over 9 times cheaper than the 
open-source system OpenControl. Based on this it can be said that Ratraction is inexpensive, 
making automated video tracking affordable to researchers under even severe resource 
constraints. 
With the system built around open-source hardware and software and its source code having 
been made open-source, Ratraction is completely modifiable by the user. However, even though 
it was assumed that the average user of Ratraction would not necessarily be familiar with 
Python programming, some tasks in the system do require knowledge of Python to perform 
(e.g. custom data analysis). All tasks like these should be redesigned so they can be more easily 
performed by non-programmers. 
It can be concluded that Ratraction represents the successful completion of the project goal.  
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1 INTRODUCTION 
1.1 Motivation and problem description 
Behavioural researchers hope to learn more about humans by studying animal models, with 
rodents being perhaps the most commonly used mammalian model. Traditionally, researchers 
observed and manually recorded the animal’s behaviour, and while this can be done at a 
relatively low cost, it is time consuming and not very accurate. In recent times, it is far better 
to use an automated video tracking system, which combines the sensitivity of a human observer 
with the objectivity and high throughput of a computer [1]. Behavioural tests often require the 
animal to interact with a wide variety of input (e.g. touch sensors) and output (e.g. shock 
stimulators) devices scattered throughout the test environment [2]. A semi-automated/automated 
system makes it much easier to interface and control these devices.  
Many commercial rodent tracking systems already exist, with EthoVision® XT from Noldus 
and LimeLight® from Actimetrics being the more widely used systems. Unfortunately, due to 
their being highly specialised, these systems are expensive, with just the base version of 
EthoVision software costing almost 8000 AUD [3]. Further exacerbating these high costs is the 
fact that the software is closed-source and restricted to proprietary hardware; this heavily 
restricts the ability of users to make any modifications themselves and forces them to use 
purchasable add-on modules in order to meet specific needs not covered by the base version of 
the product [2].  
The only open-source rodent tracking system that was found to come close to providing the 
same functionality as a typical commercial system (in terms of tracking rodent movement and 
interfacing with input/output (I/O) devices) was OpenControl by Aguiar et al. However, 
although the OpenControl software is free and open-source, the hardware it is built around still 
totals several hundred AUD. This puts even OpenControl out of the price range for researchers 
under severe resource constraints, such as those working in less developed countries, and leaves 
them with no alternative but to rely on manual observation and recording.   
This project makes progress towards addressing this problem by designing and building a 
rodent tracking system based around inexpensive, open-source hardware (e.g. Raspberry Pi, 
Raspberry Pi Camera and Arduino) and open-source software (e.g. Linux, Python and OpenCV) 
so as to be able to drastically reduce total system cost. Additionally, the source code for this 
system is to be made open-source to allow for complete user modifiability.   
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1.2 Aims 
The aims of this project are to: 
1. Research, design, prototype, build and commission an inexpensive, user modifiable 
system that can be used by behavioural researchers to track rodent movement in a 
confined test environment and enable the use of a wide range of input/output devices. 
 
i. Determine client requirements and perform a literature review of existing rodent 
tracking systems (both commercial and open-source) and objective specific 
considerations. 
 
ii. Use appropriate techniques to prototype/implement/validate potential design 
solutions.  
 
iii. Devise and perform “real-world” test cases to verify the performance of the 
system against client specifications.  
 
iv. Document the end design outcome.  
 
2. Establish the use cases for the project system, comment on the appropriateness of only 
using free/inexpensive, open-source hardware and software in its construction and   
suggest recommendations for its improvement.  
The name given to the rodent tracking system to be developed during this project is Ratraction.  
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1.3 Project scope 
1.3.1 Assumptions 
The following system guidelines are assumptions and not design decisions as they were 
explicitly specified by the client: 
1. The system is to be written in Python and designed for deployment on a Raspberry Pi 
microcomputer. The Raspberry Pi will run the Ratraction software and handle all 
processing. A Raspberry Pi Camera module is to be used for video tracking of the 
animal. An Arduino microcontroller is to be used for data acquisition and control of all 
I/O devices apart from the camera.  
 
2. The average user of Ratraction will not necessarily be familiar with computer 
programming (Python or otherwise) and the system must accommodate for this; 
 
3. The design of the system is to be centred on assaying general locomotor activity levels 
in open-field tests (OFTs) (see Section 2.1). From talks with the client, each test is 
expected to run for around 10 minutes. 
1.3.2 Context 
A system context diagram (SCD) for the system to be designed during this project can be seen 
in Figure 1.  
 
Figure 1: System context diagram. 
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The client for this project is A/Prof Mark Bellingham. A/Prof Bellingham is a member of the 
University of Queensland’s faculty of Medicine and Biomedical Sciences (MBS).  
1.3.3 Boundaries 
The scope of this project can be seen in Table 1. 
Table 1: Project scope. 
In Scope Outside Scope 
 Product research 
 Existing rodent tracking systems 
 Hardware: Raspberry Pi, Arduino 
and Raspberry Pi Camera 
 Data acquisition and control of I/O 
devices 
 Visual object tracking (video 
tracking) 
 
 Product design/prototyping 
 Software: graphical user interface 
(GUI), video tracking algorithms, 
data acquisition and analysis 
 Hardware: I/O device conditioning 
circuitry 
 
 Product building 
 Assembling of individual system 
components (hardware and 
software) into fully integrated system 
  
 Product testing 
 Verification and validation 
 
 Product commissioning 
 Documentation (final project report, 
user manual, well-commented 
source code on GitHub) 
 Product research 
 Comparing hardware alternatives 
(e.g. comparing BeagleBone and 
Raspberry Pi microcomputers) 
 
 Product design/prototyping 
 Software to be able to communicate 
between the Raspberry Pi and 
Arduino. Existing open-source, 
third-party solution will be used 
instead. 
 
 Product building 
 Sourcing of the main hardware 
components (i.e. Raspberry Pi, 
Arduino, Pi Camera, I/O devices, 
etc.). This is to be done by the client 
 
 Product testing 
 In-depth comparison of project 
system against existing rodent 
tracking systems 
  
 Product commissioning 
 Installation 
 Final testing 
 
 Ongoing product maintenance and support 
plan 
1.3.4 Deliverables 
All major project deliverables have been listed in Table 2.  
Table 2: Major project deliverables and their due dates. 
Project Deliverable Due Date 
Project Proposal 8/8/2016 
Interim Report 23/9/2016 
Final Report 13/12/2016 
Finished product (complete rodent tracking system) 13/12/2016 
1.3.4.1 Product scope 
The product scope, defined in terms of a MoSCoW analysis of system functionality 
requirements at the start of the project, can be seen in Table 3 [4]. The project system is made 
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up of four components: control computer (Raspberry Pi), video tracking system (based around 
a Pi Camera), data acquisition and control system (based around an Arduino) and the Ratraction 
software (home screen GUI, video tracking algorithms, data analysis and visualisation tools). 
Table 3: Product scope as defined by a MoSCoW analysis of system functionality requirements. 
Must Have Should Have 
 Main hardware and software components of 
the system must be free/inexpensive and 
open-source. All system source code must be 
made open-source at the end of the project 
  
 Data acquisition and control of a wide variety 
of I/O devices. Real-time interaction with I/O 
devices 
 
 All primary interaction with the system will be 
graphical (through a GUI) to make it more 
accessible for non-programmers 
 
 Be able to view, visualise, analyse and export 
test data 
 
 Method/s to calculate important locomotor 
parameters (e.g. total distance travelled, 
average velocity, time spent in regions of test 
arena) from test data 
 
 Real-time video tracking system that must be 
able to sample at least 5 frames per second 
(FPS) 
 
 The video tracking estimate of the animal’s 
position should be accurate to within 1cm of 
the centre of the animal’s body 
 The Arduino able to be programmed and 
controlled graphically from the Raspberry Pi 
  
 Plots of important locomotor parameters 
updating in real-time 
 
 Real-time video tracking system that should be 
able to sample over 5 FPS (10 FPS and above 
is highly desirable) 
 
 Be usable with other Arduino microcontroller 
boards apart from the Uno (e.g. Arduino Mega, 
Nano) 
 
 Be easily extendable by others through 
utilising object orientated and modular 
programming techniques 
 
 Be able to be used (not necessarily optimally) 
for behavioural tests other than OFTs 
 
 Be able to save videos for offline manual 
analysis (e.g. scoring of complex behaviours) 
 
Could Have Won’t Have 
 Graphical data processing/analysis tool 
  
 Support different types of cameras (e.g. USB 
2.0, IEEE 1394 (FireWire)) 
 
 Be usable with complex, non-rectangular 
arenas 
 In-built behaviour recognition training/ ability to 
recognise any animal behaviours 
  
 Support multiple animal/multiple arena 
tracking 
 
 Ability to use multiple cameras simultaneously 
While all Must Have, Should Have¸ and Could Have functionality requirements will try to be 
met, if delivery timescale is threatened then Could Have and Should Have requirements will be 
removed rather than delay product delivery. Unless explicitly stated otherwise, all Could Have 
requirements are regarded as less important than all Should Have requirements and so Could 
Have requirements will removed preferentially to Should Have requirements.  It should be 
emphasised that the scope of the product is up for renegotiation after the revise and enhance 
stage of each prototyping iteration (see Section 3 for more details). 
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1.4 Report overview 
Chapter 2 will present the relevant prior art in existing rodent tracking systems (commercial 
and open-source) and objective specific considerations (inexpensive/free, open-source 
hardware and software and video tracking methods suitable for this application).  
Chapter 3 will set out a clear plan with goals and methods for achieving the aims of this project. 
Chapter 4 will list and discuss the specifications and implementation of the main components 
of the project system.  
Chapter 5 will critically evaluate the project system. An important part of this evaluation is 
determining whether the system worked as intended and if it achieved its functionality 
requirements. 
Chapter 6 will provide a summary of the conclusions drawn and the ways in which these address 
the project aims outlined in Section 1.2.  
Chapter 7 will offer recommendations for improvements that could be made to the finished 
system and possible areas for future investigation.  
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2 LITERATURE REVIEW 
2.1 Context 
Behavioural researchers hope to learn more about humans by studying animal models, with 
rodents being perhaps the most commonly used mammalian model. The analysis of rodent 
behaviour has aided the study of several diverse areas such as drug development, assessment 
of environmental toxins, behavioural pharmacology and genetics [5]. Generally, the effects of 
genetic manipulations and experimental conditions (i.e. drugs, toxins, diseases, external stimuli 
etc.) are determined by quantising their influence on the rodent’s behaviour. The need for 
accurate and efficient quantitative analysis of rodent behaviour has led to the development of 
automated rodent tracking systems that have culminated in the current generation of video 
tracking systems. Sometimes, researchers need to record rodent behaviour that is not easily 
determined by just video tracking and it is necessary to use another type of input device. It is 
this combined with the need to control external stimuli (output) devices that is the reason 
modern rodent tracking systems must also be able to interface and control a wide variety of I/O 
devices.  
An important aspect of a rodent’s behaviour is its locomotor activity levels, which are usually 
measured using open-field tests (OFTs) [6]. OFTs are used to assess the locomotor and 
behavioural activity levels of an animal by placing it in the centre of a large (must be larger 
than the animal’s home cage), open-topped cubic box and then recording its movements as it 
explores its new environment.  
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2.2 Existing rodent tracking systems 
The need for quantitative rodent behavioural analysis has given rise to many different rodent 
tracking systems, both commercial and open-source. Historically, position tracking of rodents 
in these systems was done either manually or by using a grid of infrared beams across the 
animal’s cage floor [5]. With the advent of inexpensive video cameras and cheaper, more 
powerful computers, video tracking systems have become mainstream due to their higher 
resolution and ease of use.  
While there is a large amount of video analysis software available that is capable of positon 
tracking (e.g. ZooTracer, IdTracker), the number of video tracking systems that can also 
interface and control I/O devices is fewer (e.g. EthoVision XT, LimeLight, OpenControl). The 
main components of this type of system are described in Table 4. 
Table 4: The main components of video tracking systems that can also interface and control I/O devices.  
Component Purpose 
Control computer A personal computer (PC) that runs the system software 
Data acquisition and control (DAAC) 
system 
Interfaces and controls I/O devices 
Video tracking system 
Video camera records moving animal and then video 
tracking algorithm is used to track its movement  
System software 
Includes: main control software, video tracking algorithm, 
GUI and data processing/analysis and visualisation tools. 
For this section, the most popular commercial and open-source systems will be investigated to 
gain a better understanding of their features, strengths and limitations.   
2.2.1 EthoVision® XT 
Developed by Noldus, EthoVision XT® is an industry standard video tracking system that can 
be used to analyse the behaviour, movement, and activity of a diverse range of animals (e.g. 
rodents, insects. fish, etc.).  
Noldus claims the reason the system is so popular is its versatility and scalability, with it being 
able to be used for almost all rodent behavioural tests [3]. This versatility and scalability is 
showcased by Noldus on their website. These showcases are part of an extensive set of 
documentation which also includes experiment templates, built-in video tutorials and a 
searchable user manual; all this documentation makes it easy to learn to use EthoVision XT. 
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Users can use the visual editors of EthoVision XT to specify the arena definition, trial control, 
data acquisition, data selection and data processing steps of an experiment [7]. An example of 
using the graphical block editor to perform data filtering is shown in Figure 2. 
 
Figure 2: Data filtering using the graphical block editor. [7] 
Experiment setups made using the graphical block editors can be saved for later use. 
Arena definition involves using the built-in drawing tool to setup arena zones and regions of 
interest (ROIs). For rodent tracking, examples of ROIs could include the location of the shelter, 
feeding/drinking areas or a novel object [8]. The arena setup can be made very complex, with 
the ability to define and manipulate (i.e. combine, hide) up to 10,000 zones. Based only off of 
the images provided on their website, it is unclear if these zones can have any shape or if only 
simple geometries can be drawn  
In order to make their tracking algorithm more robust, Noldus combined several different video 
tracking methods. These methods include: static subtraction, dynamic subtraction and frame 
differencing [9]. While combining these different methods, each with their own calibration, 
increased the complexity of calibration, EthoVision deals with this by automatically suggesting 
optimal calibration settings. However, having to optimise for so many different variables is a 
difficult task and so it is not known how optimal the suggested settings are. This 
notwithstanding, automatic calibration is an incredibly powerful feature and greatly increases 
user productivity.  
The sophistication of the EthoVision XT video tracking algorithm is evident in it being able to 
track either the centre of gravity of the animal or the nose point, centre, and tail base of the 
animal (see Figures 3 and 4). It should be mentioned that tracking the nose point and tail base 
does require purchasing the “Multiple Body Points” add-on module [9].  
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Figure 3: Animal tracking with 
position history and ROIs. [9] 
 
Figure 4: Nose point, body centre 
and tail base tracking. [9] 
Despite its robustness, the tracking algorithm still has sources of noise that could potentially 
skew the values of calculated locomotor parameters like distance moved or velocity. To prevent 
this, EthoVision XT includes a tool to remove this noise from the collected data [10]. It is 
unfortunate that no information on how this tool works is provided as this noise will 
undoubtedly be present in the data gathered using the project system and it would be useful to 
know more about Noldus’ solution.  
In addition to video tracking, EthoVision XT also offers activity detection which works by 
detecting changes in individual pixels between consecutive frames [9]. While not particularly 
useful when measuring locomotor activity in OFTs, its ability to work even in situations where 
normal object detection is difficult (due to poor lighting or low contrast between the animal and 
background) is incredibly powerful.  
Timestamped coordinates are output from the video tracking algorithm. When used with the 
zones/ROIs drawn in arena definition, a surprisingly large number of locomotor and 
behavioural parameters can be calculated, including: trial duration, time in zone, distance to 
zone, total distance moved, linear velocity, heading, turn angle, angular velocity, rotations, 
body elongation, and acceleration [10]. It is obvious that some of these parameters (e.g. heading, 
turn angle, angular velocity, rotations, body elongation) require the nose point and/or tail base 
to be tracked which can’t be done with the base version of the software. Other parameters (e.g. 
time in zone, distance in zone, total distance moved, linear velocity, acceleration) can be 
calculated using just a single tracking point and so should definitely be calculable in the project 
system.  
In addition to normal graphs, EthoVision XT also offers integrated visualisations. Integrated 
visualisations are time-based graphs displayed alongside a synced video recording of the trial 
(see Figure 5). These visualisations make it much easier to perform data analysis and should be 
included in the project system if the Raspberry Pi can handle the processing load.  
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Figure 5: An example of integrated visualisation in EthoVision XT. [10] 
EthoVision XT can also be used to control external equipment (e.g. dispensers, speakers, lights) 
during the experiment [8]. This equipment is sold by Noldus as part of specific 
hardware/software modules and it is not known whether non-Noldus commercial hardware (e.g. 
Coulbourn Instruments hardware modules) or custom hardware can also be interfaced and 
controlled. Being able to only use modules purchasable from Noldus severely limits user 
customisability. 
A large range of cameras – including analog, IEEE 1394 (FireWire) and Gigabit Ethernet 
(GigE) – can be used with EthoVision XT, with up to four cameras being able to be used at 
once [8]. These cameras can be used to track up to one hundred arenas with up to 16 animals per 
arena, greatly increasing user productivity [9]. User productivity can be further increased by 
utilising the batch acquisition feature which allows a series of trials to be autonomously 
acquired and analysed. Batch acquisition is only possible due to automatic calibration, as 
without this feature manual recalibrations would have to take place between each trial.  
EthoVision XT is available as either software only, or in a complete package deal that also 
includes mazes and other equipment. The price of the base version of the software, which is 
only capable of tracking one animal and one arena, is approximately 7,615 AUD [3]. Apart from 
some obvious cases (i.e. multiple animal and arena tracking, nose point and tail base tracking), 
it is not known which other functionalities discussed above are not available in the base version 
of the software and instead require purchasable add-on modules. If the user doesn’t purchase a 
camera hardware module then they must supply their own video camera. While this could 
represent a cost saving if the user already has a compatible camera, it they didn’t then this would 
add another 1000-2000 AUD (the price of a mid-range FireWire or GigE video camera) to the 
cost of the system [11]. 
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Computer specifications greatly affect the performance of all automated tracking systems. 
Noldus recommends the EthoVision XT software be run on a professional workstation which 
has a high end video card that supports Direct3D acceleration, to maximise its performance [12]. 
The entry model of the Dell T5810 workstation that is recommended by Noldus adds 
approximately 1600 AUD to total system cost [13]. It is easy to understand needing a professional 
workstation for tracking the maximum number of animals and arenas, but for tracking only one 
animal and one arena using the base version of the software then it is expected that a cheaper, 
less powerful computer could be used instead. The latest versions of EthoVision XT run on 
Windows 7, 8 or 10 [10]. 
2.2.2 LimeLight® 
Developed by Actimetrics, LimeLight® is a video tracking system that can be used for open-
field testing (OFT), elevated plus maze (EPM) and novel object recognition (NOR) rodent 
tracking experiments.  
Its video tracking algorithm was designed to accurately record the path of the animal in the 
arena and be robust for different setup: lighting, arena backgrounds, animal sizes/colours and 
stationary objects [14]. To optimise its performance for specific setups, parameters in the 
tracking algorithm can be changed. These parameters are listed in Table 5. 
Table 5: Parameters that can be changed in LimeLight tracking algorithm. [15] 
Parameter Explanation 
Animal colour 
Can choose to track black or white animals. By default, animal colour is 
detected automatically and any colour animal is tracked.  
Mask 
Using the maze setup can restrict the area in which the tracking algorithm 
looks for the animal. 
Method 
Used to change how the algorithm analyses the tracked animal’s silhouette. 
Effects are subtle. 
Threshold 
Sets the gray level above (or below) which pixels are taken to be part of the 
animal. By default, the gray level is set automatically. 
Area threshold 
Removes blobs that are smaller than a set pixel area (50 by default). 
Commonly used to keep animal droppings from affecting tracking.  
During a trial, a video capture card in the control computer grabs images from a single camera 
at up to 30 frames per second, or from 4 cameras at up to 8 FPS [15]. Depending on whether or 
not LimeLight includes frame rate limiting, changing some the parameters in Table 5 (e.g. 
disabling automatic colour detection, decreasing the area in which the tracking algorithm looks 
for the animal) could potentially increase video tracking frame rates.  
While the video tracking algorithm can automatically compensate for changing lighting 
conditions during a trial, deep shadows in the arena will still affect tracking. According to 
  13 
Coulbourn Instruments, the LimeLight video tracking system is accurate at even very low light 
levels due to the camera automatically adjusting its sensitivity [15].  
For video tracking LimeLight requires a “reference image” (an image of the arena before the 
animal is placed inside) [15]. This suggests that the LimeLight tracking algorithm is based around 
frame differencing (see Section 2.3.3.1 for details), while using other image processing 
techniques (e.g. morphological operations, colour thresholding, size filtering, etc.) to improve 
its accuracy and robustness.  
The main trial analysis window is shown in Figure 6. 
 
Figure 6: LimeLight main trial analysis window. [14] 
The main trial analysis window gives a graphical overview of the results of each trial (e.g. 
heatmap that shows the amount of time the animal spent in each arena grid). Trial results can 
be exported to Excel or saved in a text-based file.  
The hardware provided with the system comprises 1-4 CCD (charge-coupled device) video 
cameras with zoom lenses (LimeLight can track up to 4 arenas at once using 1-4 cameras), 
cables/connectors and an interface box [14]. The interface box has 8 output lines to control 
Coulbourn shock stimulators. It is not known whether non-Coulbourn commercial hardware or 
custom-built hardware can also be interfaced and controlled, but support for custom-built 
hardware is unlikely. It is also not known whether the CCD cameras have infrared (IR) lenses 
and so could be used for tracking animals in the dark under IR lighting [5]. 
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The LimeLight software is designed to run on a Windows 2000/XP PC with at least a Pentium 
processor (minimum 1 GHz clock speed), at least 256 MB of RAM (512 MB is recommended) 
and a video capture card [14]. It is not known how well, if at all, LimeLight runs on current 
Windows software, and while Windows 2000/XP could be used they are legacy and no longer 
supported by Microsoft (meaning no new bug or security fixes). A benefit of LimeLight being 
slightly older is that a very reasonably priced modern computer can easily reach the minimum 
computer specifications needed to run its software. As with EthoVision XT, Actimetrics sell 
hardware/software modules for adding more functionality to the system [14].  
2.2.3 OpenControl 
OpenControl is open-source software for rodent video tracking and automated control of 
behavioural mazes. It was jointly developed by Paulo Aguiar, Luìs Mendonça and Vasco 
Galhardo and released in 2007. The software is written in Visual Basic 6, a beginner friendly 
programming language that allows for the rapid creation of graphical user interfaces (GUIs). 
By programming OpenControl in VB6, Aguiar et al made it very easy for users to customise 
the generic OpenControl GUI to better meet the needs of their current experiment.  
The OpenControl software runs on a Windows XP PC. Advantages and disadvantages of using 
tracking systems that run on legacy Windows software have already been discussed in the 
previous section. Not as relevant for LimeLight as for OpenControl is the fact that Windows 
XP is proprietary software (i.e. not open-source).  
The PC running OpenControl must have an available parallel port (LPT1) for bidirectional 
communication with hardware modules and a FireWire PCI card [2]. PCs generally do not come 
equipped with FireWire PCI cards, so one would have to be purchased at additional expense. 
Adding on to this, parallel ports are no longer included on standard PCs as they are considered 
a legacy port by most manufacturers. A parallel port connection was used to interface and 
control hardware modules likely due to the connection being well supported in the Visual Basic 
programming environment. It is not known how much code would need to be changed if a USB 
to parallel adapter were to be used instead [16] 
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The generic OpenControl GUI is shown in Figure 7.  
 
Figure 7: The generic OpenControl GUI. [2] 
By default, the generic GUI provides information regarding the tracked animal’s position (if 
the tracking algorithm is running), sensor states, and allows the user to load and save data. 
OpenControl does not offer data visualisation or analysis by default, but this functionality could 
be added by the user if they know VB6.  
The camera used by Aguiar et al in their tests was the DFK21F04 digital video camera, which 
can be found used for 265 AUD [17]. This FireWire camera in particular was recommended by 
Aguiar et al as its software drivers included Visual Basic ActiveX modules, which allowed for 
the camera to be easily used with the OpenControl software [2].  It is not known how hard it 
would be to use a camera whose drivers did not include these modules and this may be important 
to know as the DFK21F04 is an older camera and no longer widely available.  
Like LimeLight, the OpenControl tracking algorithm is also based around frame differencing 
and colour thresholding.  Background and colour threshold values can be changed in the GUI, 
allowing for the algorithm to be quickly optimised for the lighting conditions in the arena. 
Aguiar et al claimed that the performance of the OpenControl tracking algorithm was on par 
with commercial solutions, but the specific commercial systems tested or the conditions in 
which the testing took place are not specified making it difficult to verify their claim [2]. In 
regards to EthoVision XT and LimeLight it can be said that their tracking algorithms are more 
sophisticated than the tracking algorithm used in OpenControl. An example of this is that 
OpenControl requires the head of an animal to be marked/dyed a different colour for it to be 
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tracked separately to its body, unlike EthoVision XT which can separately track the nose point, 
body centre and tail base without them needing to be marked/dyed different colours.  
A very interesting feature of the OpenControl tracking algorithm is that it offers three 
simplifications which can be used to reduce processing load. These simplifications are: 
1. Using only a fraction of the video frames (i.e. only processing every other frame), 
2. Sampling only a fraction of the pixels in each frame (e.g. only sample inside the tracked 
arena), and 
3. Using the animal’s previous position and velocity to predict where it should be located 
in the next frame to considerably reduce the size of the sampled area. 
Tracking accuracy would be negatively affected when using the 1st simplification if the animal 
was moving very fast relative to video camera frame rate [2]. These simplifications are general 
enough that they can be applied to most video tracking algorithms and should be used in the 
project system.  
Using the parallel port, OpenControl can interface and control both commercial hardware 
modules (such as those from Coulbourn Instruments that are used in LimeLight) and custom-
built hardware [2]. Allowing researchers to use any existing commercial hardware modules they 
have makes the process of switching to OpenControl less daunting and cheaper. Custom 
electronics are needed to connect the parallel port and commercial hardware modules, and while 
schematics are on the OpenControl SourceForge website, building and testing would likely 
have to be done by a person with practical electronics experience (external power supplies and 
optocoupled TTL converters are involved) [18]. In addition to being a legacy port, the parallel 
port also only allows for a small number of I/O connections; 5 input bits and 8 output bits is the 
configuration used for OpenControl [2]. While commercial systems also only offer a limited 
number of I/O connections it would be preferable to be able to inexpensively expand the number 
of connections as needed.  
A very conservative price estimate for the OpenControl system is 1000 AUD, which includes 
cost estimates for the PC and parts for the custom electronics. Even though the OpenControl 
software is free and the system is significantly cheaper than EthoVision XT, its hardware may 
still be too expensive for researchers under severe resource constraints. The cost of the project 
system will be much less as it is will be built around inexpensive, open-source hardware. All 
elements of the OpenControl software are freely available under the GNU general public license 
(GPLv2) [2].  
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2.2.4 Summary 
Table 6 is a summary of the key features of the existing rodent tracking systems investigated in 
this literature review. 
Table 6: Summary of the key features of the existing rodent tracking systems investigated in this literature 
review. 
 EthoVision XT® LimeLight® OpenControl 
Type Commercial Commercial Open-source 
Control 
computer 
Noldus recommends a  
professional workstation 
Laptop/desktop (must 
have a video capture 
card) 
Laptop/desktop (must 
have a parallel port and a 
FireWire PCI card 
Control 
computer OS 
Windows 7, 8, 10 Windows 2000/XP Windows XP 
Camera types 
supported 
Analog, GigE, FireWire CCD 
FireWire (the DFK21F04 
digital video camera is 
recommended) 
Video tracking 
methods used 
 Static subtraction 
 Dynamic subtraction 
 Frame differencing 
 Frame differencing  
 Colour thresholding 
 Frame differencing  
 Colour thresholding 
Interfaceable/ 
controllable 
hardware  
Commercial modules 
from Noldus 
Commercial modules 
from Coulbourn 
Instruments 
Commercial modules and 
custom-built hardware  
Test  
data viewing/ 
exporting 
Yes Yes Yes 
Test data 
processing/ 
analysis  
Yes  
(very comprehensive) 
Yes No 
Total system 
cost * 
~ 12000 AUD N/A ~ 1000 AUD 
Software 
modifiability 
System software is closed 
source. It can only be 
modified by purchasing 
add-on modules 
System software is closed 
source. It can only be 
modified by purchasing 
add-on modules 
System source code is 
open-source, allowing for 
complete modifiability. 
Hardware 
modifiability 
Commercial modules are 
closed source and not 
intended to be modified 
by the user  
Commercial modules are 
closed source and not 
intended to be modified 
by the user 
Full modifiability of 
custom-built hardware.  
* Cost estimates are for the base version of the system and include the control computer and video 
camera. 
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2.3 Objective specific considerations 
2.3.1 Open-source hardware 
In order to ensure the project system remains as modifiable and low cost as possible, it will be 
built around inexpensive, open-source hardware. In accordance with Section 1.3, the client has 
supplied a Raspberry Pi 2 Model B, Raspberry Pi Camera module v1 and an Arduino Uno R3 
for use in the system. To allow for a more comprehensive and focussed review, it was decided 
to only investigate these pieces of hardware in this section. Should more time become available, 
it is recommended that alternative hardware – in particular control computers – be investigated 
and added to the literature review.  
2.3.1.1 Raspberry Pi 
Raspberry Pi’s are small, inexpensive, single-board computers that were developed by the 
Raspberry Pi Foundation to promote the teaching of computer science in schools [19]. Raspberry 
Pi’s are built around a Broadcom system on a chip (SoC) consisting of 
an ARM compatible central processing unit (CPU) and an on chip graphics processing 
unit (GPU) [20]. A SoC is an integrated circuit combining all components of a computer into a 
single chip. A MicroSD card is supplied with the Raspberry Pi to store the operating system 
and program memory [20]. Raspbian is the official operating system for the Raspberry Pi, and 
comes pre-installed on the supplied MicroSD card, but other operating systems (e.g. Ubuntu 
MATE, Fedora, and Windows 10 IoT) can be used instead.   
Python is promoted as the main high-level programming language on the Pi. Python is a very 
popular, open-source, general purpose programming language. Python is popular due to its high 
speed of development and it being very easy to learn, especially for beginners. Its popularity 
has led to extensive standard and third-party libraries which provide access to additional system 
functionality (e.g. ability to read/write files) and standardised solutions to common 
programming problems (e.g. data plotting, data analysis, GUI creation, computer vision). 
Python is very capable of building highly functional, cross-platform desktop applications 
making it fit for the purpose of developing the project system application.  
Many other programming languages are also supported on the Raspberry Pi, increasing the size 
of the potential developer pool. By also providing in-depth learning resources, and making their 
products available worldwide, the Raspberry Pi Foundation has fostered the growth of a 
massive community of users (an estimated ten million Raspberry Pi computers have been sold 
as of September 2016) [21]. This community makes it much easier to develop systems around 
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the Raspberry Pi and is a clear advantage the Pi has over less popular alternatives like the 
BeagleBone.  
The Raspberry Pi 2 Model B (see Figure 8) is to be used in this project.  
 The Raspberry Pi 2 Model B is built around 
the Broadcom BCM2836 SoC (900 MHz 32-
bit quad-core ARMv7 Cortex-A7 CPU, 250 
MHz VideoCore IV GPU) [20]. The computer 
has 1 GB of memory (shared with the GPU), 4 
USB 2.0 ports, 15-pin CSI connector (for the 
Pi Camera module), 17 general purpose 
input/output (GPIO) pins, HDMI, 3.5mm 
headphone jack, Ethernet port, MicroSD card 
slot and a MicroUSB power port [20].  
As the ARM CPU is quad-core, software that is written to exploit parallel computing will have 
the best performance. For the Pi in the project system everything should be done to leverage as 
much performance from it as possible, especially considering the Pi 2 has much less processing 
power than a standard laptop/desktop to begin with.  
Interfacing the Raspberry Pi with lower level I/O peripherals can be done using the 17 GPIO 
pins. Although, in the majority of cases when Raspberry Pi users have to interface with lots of 
I/O devices, they choose instead to use a “slave” Arduino. An Arduino makes it easier to control 
the I/O devices and gives the Raspberry Pi access to hardware/capabilities it didn’t previously 
have (e.g. analog input pins). This approach will be used in the project system and is discussed 
more in Sections 2.3.1.2 and 2.3.2.2.  
The Raspberry Pi 2 B is being used in this project because it was supplied by the client. The 
Raspberry Pi 3 was released on the 29th of February 2016 and has the benefit of a faster 
processor (1.2 GHz) which makes it approximately 50% faster in real-world performance tests 
than an overclocked Pi 2 [22].The Pi 3 also has other extra features, such as built-in wireless and 
Bluetooth capabilities. Should these features or additional processing power be required to meet 
all the functionality in the product scope, a Raspberry Pi 3 will be sourced by the client. The 
Raspberry Pi 2 Model B currently costs approximately 45 AUD and the Pi 3 is available for a 
similar price.  
Figure 8: Raspberry Pi 2 Model B. [20] 
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The low price of the Raspberry Pi breaks down the affordability barrier to computing. Using a 
Raspberry Pi as the control computer in a rodent tracking system (instead of a standard 
laptop/desktop) would drastically reduce system cost by sacrificing some performance. The 
belief that the Pi can be successfully used to run the project system software is based off of 
seeing other systems which use it for a similar purpose (e.g. a home automation system [22]).    
2.3.1.2 Arduino 
Arduino is an open-source electronics platform that consists of a programmable circuit board 
(microcontroller), and an IDE (Integrated Development Environment) that is used to upload 
sketches (programs) to the board [24]. Arduino sketches are written in a simplified version of 
C++ and only need a USB connection to be uploaded from the IDE to the board. The easy to 
learn language and large number of example sketches and online tutorials makes it very easy to 
learn Arduino programming, resulting in a massive community of users. By using an Arduino 
board to handle the I/O devices in the project system, it makes it easier for users who do not 
come from an electronics or programming background to construct and/or modify the 
hardware/software in the data acquisition and control (DAAC) system.  
The Arduino Uno R3 (see Figure 9) is to be used in the project system. 
 
Figure 9: Arduino Uno R3 board. [25] 
 
Figure 10: Ethernet shield for Arduino. [26] 
The Arduino Uno R3 is built around an ATmega328 Microcontroller (8-bit CPU, 16MHz clock 
speed, 2KB SRAM, 32KB flash storage) [27]. The board features fourteen digital I/O pins, six 
with pulse width modulation (PWM) capabilities, six 10-bit analog input pins, ICSP header, 16 
MHz quartz crystal, USB connection, power jack and a reset button [25].  
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Information on the pools of memory in the ATmega328 used on the Arduino Uno R3 can be 
seen in Table 7.  
Table 7: Pools of memory in ATmega328 Microcontroller. [28] 
Type of Memory Function Size Volatile 
Flash memory 
Stores the Arduino sketch 
(program) 
32KB (of which 0.5KB is 
used for the bootloader) 
No 
SRAM (static random 
access memory) 
Used to store variables that are 
created and manipulated by the 
sketch when it runs 
2KB Yes 
EEPROM (electronically 
erasable programmable 
read-only memory) 
Can be used to store long-term 
information 
1KB No 
Since the sketches are stored in the non-volatile flash memory of the microcontroller this means 
that they persist even after the Arduino is unpowered. This boosts user productivity as sketches 
only need to be re-uploaded when they are changed.  
For some sketches (particularly those containing a large amount of strings) it is very easy to 
exceed the 2 KB of available SRAM, which may cause the program to fail in unexpected ways. 
One solution should more SRAM be needed is to upgrade to the Arduino Mega2560, whose 
ATmega2560 has more memory (256 KB flash memory, 8 KB SRAM and 4 KB EEPROM) 
[28]. Another alternative is to make the Arduino a “slave” and send all instructions that are to be 
executed by the Arduino from a “master” device. By allowing for most data storage/data 
processing to be done on the master device this reduces the amount of variable data stored in 
SRAM. This approach is discussed more in Section 2.3.2.2.  
Arduino Shields (Figure 10) are inexpensive, easy to install PCBs that can be mounted on top 
of an Arduino board to further extend its capabilities (e.g. add more digital I/O through shift 
registers, motor control, Ethernet or Wi-Fi connectivity, etc.) [26]. As the Arduino Uno is the 
standard Arduino board, it is compatible with more Arduino Shields than any other model. For 
the project system, shields could be used to add even more options for users to customise the 
DAAC system. Shields can even be stacked on top of each other if they are compatible [29].   
The Arduino Uno R3 currently costs approximately 30 AUD. Third-party party derivatives and 
“100% Arduino compatible” clones are often more readily available and are almost always 
cheaper than a genuine Arduino; however it is not guaranteed that all these boards are truly 
100% Arduino compatible. Whenever possible, it is strongly recommended that an official 
Arduino board be used so as to help the open-source hardware movement [30].  
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2.3.1.3 Raspberry Pi Camera 
The Raspberry Pi Camera module v1 (Figure 11) can be used to take stills photographs as well 
as high-definition video.  
The fixed focus camera on the module has an 
OmniVision OV5647 5-megapixel sensor that has 
stills capture and 1080p30, 720p60 and VGA90 
video modes [31]. It works with all models of the 
Raspberry Pi 1 and 2 and attaches via a 15cm “flat-
flex” ribbon cable to the camera serial interface 
(CSI) on the Raspberry Pi [31]. While the camera can 
be accessed through the MMAL and V4L2 APIs, the 
third-party picamera library, a pure Python interface, 
is more commonly used.  
All parts of the Pi Camera module are open-source and modifiable with the exception of the 
camera driver and the firmware running on Raspberry Pi GPU (used to process the camera data 
stream) [32]. The driver and firmware being proprietary only largely affects those wanting to 
modify, enhance or emulate the camera.  
The Pi Camera has only a discrete number of input modes which are enabled by the proprietary 
firmware, all of which can be seen in Appendix 1. To reduce the processing load on the 
Raspberry Pi, the smallest resolution, 640:480, should be used in the project system. The upper 
frame rate limit of this resolution is 90 FPS, however this will not be achieved in practice due 
to the processing required for video tracking [33]. While the actual frame rate is heavily 
dependent on the exact video tracking algorithm used, a more reasonable expectation is 10-20 
FPS, which still surpasses client specifications [34]. 
Success of most computer vision applications relies on the quality of the images. A cause for 
initial concern was that the rolling shutter (used in most inexpensive cameras) in the Pi Camera 
would distort moving objects in the video feed, making it harder to reach the required video 
tracking accuracy (position estimate must be accurate to within 1 cm of the centre of the 
animal’s body). Reassuringly, other Pi Camera users have demonstrated that this type of 
accuracy is achievable in their own video tracking systems [35]. 
As the Pi Camera has an infrared filter, if the project system needs to track animals in the dark, 
under IR lighting, then  a PiNoIR or PiNoIR v2 camera module has to be used instead [36]. 
Figure 11: Raspberry Pi Camera module v1. [31] 
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Ever since the Raspberry Pi Camera v2 replaced the original camera module in April 2016, the 
price of the remaining v1 models has reduced to around 30 AUD. With the improved Sony 
IMX219 8-megapixel sensor and Exmor R back-illuminated sensor architecture, it is claimed 
that the v2 model has much better image quality, colour fidelity and low light performance; all 
of these things which would benefit the project system [37]. Should these improvements be 
required to meet all the functionality in the product scope, a Pi Camera v2 will be sourced by 
the client. The price of the Pi Camera v2 is approximately 45 AUD.  
2.3.2 Open-source software 
To be able to achieve all of the functionality listed in Section 1.3.4.1 within the project timeline, 
some existing, third-party party software will have to be used. To keep the system as modifiable 
and low cost as possible all of this software must be free and open-source. The third-party 
software reviewed in this section is to be used to achieve the key system functionalities of video 
tracking and I/O device control.   
2.3.2.1 OpenCV 
OpenCV (Open Source Computer Vision) is a library of computationally efficient, real-time 
computer vision and machine learning programming functions [38]. Originally an Intel Research 
initiative, it is now supported by the OpenCV.org foundation.  
Some of the areas of application for OpenCV include: objection segmentation and recognition 
and motion tracking. While OpenCV is written in optimised C/C++, there are bindings for 
Python, Java and MATLAB/OCTAVE [38]. Code written with these bindings is able to achieve 
near C/C++ performance levels by running underlying C/C++ source code when an OpenCV 
function is called. In the case of Python, the worst it performs under C/C++ levels when using 
OpenCV functions is less than 4%, which is more than acceptable in exchange for the simplicity 
of being able to program in Python [39]. Having lots of non-OpenCV functions in the Python 
code will reduce the performance considerably as this code must be run natively, and native 
Python is much slower than C/C++ [39].  This is very important to keep in mind considering that 
all the processing for the project system is to be handled by a Raspberry Pi, which is much less 
powerful than a standard laptop/desktop. The lower processing power of the ARM quad-core 
CPU on the Pi can be supplemented by writing code that exploits the support OpenCV has for 
multi-processing [40]. OpenCV also supports GPU acceleration, but this is not easy to do on a 
Raspberry Pi due to the propriety firmware running on its Broadcom GPU [41], [42].  
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Being able to program computer vision applications in popular, beginner friendly languages 
(like Python and Java) with such small penalties in performance, together with its large range 
of functions and comprehensive documentation has made OpenCV very popular among 
industry professionals and hobbyists alike, spawning a large online community [38]. All of this 
combined makes it very easy for beginners to learn to program computer vision applications 
using OpenCV. The OpenCV library is cross-platform (Windows, Linux, OS X, Android, iOS, 
etc.) and free for use under the open-source BSD license [38].  
2.3.2.2 Nanpy 
Nanpy is a Python library that uses a master device (e.g. standard laptop/desktop, Raspberry 
Pi) running a Python script to program and control an Arduino “slave”. Nanpy has a firmware 
side, uploaded to the Arduino “slave”, and a Python client side, that runs on the master device. 
The library implements two-way serial communication that involves sending text strings to 
encode operations to be performed by the Arduino and parsing returned messages [43]. 
Nanpy was designed to provide hobbyists with a powerful library to create prototypes faster 
and make it easier for people unfamiliar with the Arduino programming language to start using 
the microcontroller [44]. For the project system, using Nanpy will make it easier and faster for 
users to program the Arduino as: (1) they will not have to use the Arduino IDE to upload code 
to the board and (2) they will be able to program the Arduino using Python. Being able to 
program the Arduino using Python has the added benefits of users only needing to know Python 
before being able to fully understand and modify system source code, as well as being able to 
use Python features in the code (e.g. “Try and “Except” for error and exception handling). 
Example code for programming an Arduino using Python and Nanpy has been included as 
Appendix 2.   
Nanpy is extensible and can theoretically make use of every Arduino library; examples of 
libraries currently supported include “OneWire”, “Lcd”, “Stepper”, “Servo” and 
“DallasTemperature” [44]. Pyduino is an alternative to Nanpy that works very similarly but 
Nanpy was chosen over Pyduino due to the larger number of Arduino libraries it supports and 
it having more active contributors on the social coding platform GitHub [44]. The Nanpy 
software is released under the MIT License. 
2.3.3 Visual object tracking (video tracking) 
Object detection and tracking involves the detection of the position of a moving object in a 
video sequence [45]. There are a variety of different algorithms that have been developed for 
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video tracking, each with their own strengths and weaknesses, but in the end the best algorithm 
always depends on the requirements of the tracking application and the specifics of the object 
being tracked [46]. For the project system, the tracking algorithm must be able to run in real-time 
on the Raspberry Pi (meaning that it has to be computationally efficient to accommodate for 
the lower processing power of the Pi) and it has to be able to accurately track an object of 
arbitrary visual appearance (arbitrary as rodents aren’t a single colour and have a non-rigid 
silhouette). The algorithms chosen to be investigated in this section were either used in an 
existing rodent tracking system (background subtraction and colour thresholding) or else were 
thought to have potential for this particular application (CAM-shift).  
2.3.3.1 Motion detection using background subtraction 
Background subtraction, also known as foreground detection, is a technique for removing the 
foreground from an image. It is widely used for motion detection in a video stream from a static 
camera (e.g. in rodent video tracking systems) [47]. Two background subtraction methods are 
frame differencing and Mixture of Gaussian (MOG) models. Frame differencing represents the 
basic rationale behind background subtraction in that it identifies moving objects by finding the 
differences between the current video frame and a “reference image” (sometimes called 
“background image”) [47]. For any background subtraction method to work there has to be some 
contrast between the foreground and background (i.e. no white animals on white backgrounds 
for rodent tracking) [46]. Frame differencing can be done in OpenCV using the cv2.absdiff 
function [48]. The output of this is a binary mask, where the white pixels are pixels of the frame 
which have changed between the current time and the time the reference image was taken. To 
get the coordinates of a tracked object, contours can be fitted to the white “blob” representing 
the object and then the coordinates of the centre of the blob can be determined by calculating 
the centroid of the contour area. In order to get a complete contour around the blob, a 
morphological closing operation should be done to fill in any background colour holes [49]. 
Other noise filtering techniques should also be used as needed.  
A big challenge for background subtraction is differentiating the foreground from subtle 
changes in the background. A solution to this is to model the background using complex 
statistical models, such as kernel density of Gaussian density models. When using these 
statistical models, the background image is dynamically updated by modelling each pixel in the 
image as a mixture of K Gaussian distributions (typically K = 3 to 5), with the weights of the 
mixture representing the time proportion that those colours stay in the scene being tracked [48]. 
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The longer the colour of a pixel doesn’t change, the more probable it is that it is part of the 
background of the image.  
Among the Gaussian models, the mixture of Gaussians (MOG) model is particularly popular 
due to its accuracy and ability to cope with subtle illumination changes [46]. Subtle illumination 
changes would appear as noise in standard frame differencing. A disadvantage of MOG 
compared to frame differencing is that it is a lot more computationally expensive, which can 
make it challenging to use for real-time tracking applications when computational resources are 
constrained, as is the case with a Raspberry Pi. 
The simplest MOG model implemented in the default install of OpenCV is 
BackgroundSubtractorMOG2. In this method, the length of time a pixel has to not change 
before being classified as part of the background is set as a parameter. A binary mask is the 
final output of OpenCV BackgroundSubtractorMOG2 method. Depending on the changes that 
occur in the scene being captured, this mask may or may not be the same as the one produced 
using the cv2.absdiff function. 
2.3.3.2 Object detection using colour 
One of the easiest ways to detect and segment an object from an image is using colour. To 
successfully segment objects by colour there must be some contrast between the object and 
background [50]. The HSV colour-space is the most suitable colour-space for object 
segmentation as it separates colour information from intensity or lighting, making colour 
thresholding more robust [51].  
It is very simple to perform colour based object segmentation in OpenCV. OpenCV usually 
processes videos in BGR format and so these images should first be converted to HSV colour-
space; HSV in OpenCV has hue range [0, 179], saturation range [0, 255] and value range [0, 
255] [50]. Once the upper and lower colour bounds of the object have been determined, 
segmentation can be done using the cv2.inRange function. This function returns a binary mask, 
where the white pixels represent pixels belonging to the object (i.e. their colour was between 
the upper and lower colour bounds input to the function) and the black pixels represent pixels 
that do not [50].  
Once the mask is produced, contours can be fitted the same as with background subtraction to 
get the coordinates of the centre of the blob representing the tracked object.  
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For most practical tracking applications it may not be possible to determine a single colour 
range that will always work. The main reasons for this are that the tracked object could be an 
arbitrary colour or the colour of the tracked object could change due to camera/object movement 
or changes in lighting [50]. If a colour tracking algorithm is used in the project system then it 
would need to be recalibrated whenever the animal or lighting (which could be an experimental 
variable) is changed. Depending on how much time it takes to perform the recalibration, this 
could represent a significant loss in productivity. A solution – taken from the EthoVision XT 
and LimeLight tracking systems – would be to implement automatic colour detection.   
Colour could also be used to track multiple animals if they were dyed/marked different colours. 
This idea is used by OpenControl to track the head of an animal separately to its body.  
One big disadvantage of using colour to track objects is that images can’t be loaded in grayscale; 
grayscale is preferred in image processing applications as it is much more computationally 
efficient to use [52]. While a Raspberry Pi can handle colour image processing, colour tracking 
algorithms usually have lower frame rates than tracking algorithms which can process grayscale 
images.  
2.3.3.3 Object tracking using CAM-shift 
The mean-shift method is a well-known statistical method for finding local maxima in 
probability distributions [54]. In addition to filtering and object segmentation, mean-shift can 
also be applied to video tracking. To use mean-shift for video tracking a target image of the 
object being tracked is required to determine the relative probabilities of colours associated 
with the object (i.e. the probabilities of colours appearing in each object pixel) [54]. When 
provided with an estimate for the initial location of the tracked object in a video frame, in the 
next frame an area around the estimated location is iteratively searched for a region the same 
size as the target image that has the maximum summed, and weighted, probabilities [54]. The 
mean-shift algorithm converges once this region has been found and the tracked object 
“located”. This process is repeated, using the new object location, to track the object across 
successive video frames.  
In most implementations of the algorithm, the pixels in the centre of the target image are 
weighted more heavily than ones near the boundaries [54].  This means that it is important the 
initial location estimate is as close as possible to the object’s actual initial location in the image. 
An object recognition algorithm (Viola-Jones, extracted features and boosted learning, SURF, 
MSER [55]) might be able to be used to automatically provide the initial estimate.   
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A limitation of using mean-shift for tracking is that the size of the searched area does not adjust 
when the size of the object being tracked changes (e.g. object moves closer or further away 
from the camera) [56]. Several different methods have been developed which improve upon the 
basic mean-shift tracking algorithm, the simplest amongst these is the Bradski continuously 
adaptive mean-shift (CAM-shift) algorithm.  
CAM-shift dynamically adjusts the size of the searched area after each video frame to better fit 
the size of the tracked object [53]. The CAM-shift method in OpenCV applies mean-shift until 
it converges and then updates the size s of the window to: 
𝑠 =  2 ∗ √
𝑀00
256
 
where M00 is the length of the tracked object (in pixels). The mean-shift algorithm is repeatedly 
applied, each time using the newly scaled window, until the desired accuracy is met [56].  
As it relies solely on back-projected probabilities, mean-shift and CAM-shift can fail when the 
appearance of the object changes (from camera/object movement or from changes in lighting 
conditions) or when there are similarly coloured objects in the video frame [57].   
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3 PROJECT WORK PLAN 
This project was divided into two main phases of software development; the approval of the 
interim report marked the end of Phase 1 and Phase 2 started Monday 26th of September.  
The overall goal for the software development stages of the project was achieving the 
functionality laid out in the product scope (refer back to Section 1.3.4.1). To be in a better place 
to accomplish this goal, it was decided at the start of this project to adopt a rapid application 
development (RAD) model for system development. The reason for this was that it was made 
very clear early on that the product scope was up for constant redefinition, and so it was thought 
it would be advantageous to have the extra flexibility provided by this model [58]. RAD is based 
on prototyping and iterative development and tries to minimise upfront planning. 
The RAD model divides the software development process into iterative cycles of five stages 
(Table 8). To keep these iterative cycles short (at most two weeks), a modular view is taken to 
system development (e.g. video tracking system setup wizard, “Grid Time Analysis” data 
analysis module, etc.). The goal for each iteration is to be able to demonstrate a working 
“module” to the client. With the quality of the module and time allowed for each cycle fixed, 
module scope is allowed to be flexible. The exact time given to each cycle will depend on the 
extent of the module scope agreed to with the client during the requirements planning stage. 
Cycles will also be given for assembling individual modules into the fully integrated system.  
Table 8: The 5 stages of RAD software development. 
Stage Work done 
Requirements 
planning 
 Work with client to define module scope in terms of desired functionality 
(MoSCoW analysis will be used). 
Design 
 Develop prototypes and models for module. Whenever possible this is to be 
done with the client in joint application development (JAD). Whenever this is 
not possible, prototypes will be shown to the client for feedback. If the client 
is unavailable for an extended period of time, design direction will be taken 
from systems investigated in the literature review.  Most of the objective 
specific knowledge gained from the literature review (e.g. tracking algorithm 
implementation in OpenCV) is to be applied during this stage.   
A GUI builder will be used to rapidly produce prototypes of GUI layouts. 
Construction 
 Functionality is added to prototypes produced during the design phase. Client 
feedback is still wanted during this stage 
Testing 
 Unit testing (verification) 
 Integration testing and system testing. System testing is done using  “real-
world” test cases (verification) 
 Useability testing (with client acting in the role of user this is also validation) 
 Renegotiation of module scope based on progress and time left in cycle 
Commissioning 
 Product evaluation (reflection) 
 Produce/gather documentation 
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RAD is an agile development model as it encourages flexibility and rapid response to changes 
in the project. This also means that it was very difficult to schedule future project tasks 
(particularly when working closely with the client in JAD) during the software development 
stages of this project. It is for this reason why the RAD process is the only method given by 
which the overall goal of the software development stage of the project is to be achieved. 
Phase 2 of software development ended on Friday 18th of November, leaving a week to 
transition from full-time software development to finalising the final project report. After the 
final project report milestone is reached, 14 days have been left for project close-out and 
handover.  
With working software being the primary measure of progress in RAD, the only crucial 
milestones that were set were the approval of the interim report and final project report (marking 
the successful completion of Phases 1 and 2 of software development). 
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4 SYSTEM SPECIFICATIONS AND IMPLEMENTATION 
The Ratraction system is made of five main components: the control computer, the home screen 
GUI, the video tracking system, the data acquisition and control (DAAC) system and trial data 
handling (storage, viewing and analysis). The configuration setup of the Ratraction system can 
be seen in Figure 12.  
 
Figure 12: Configuration setup of the Ratraction system. 
In the configuration setup, boxes with thicker outlines are hardware, boxes with thinner outlines 
are software and purple boxes are parts of the system it is fully expected the user will change 
on an experimentwise basis. The boxes with the thickest outlines are the main components of 
the system. 
This section details the specifications and implementation of the five main components of the 
system. The next major section is a critical evaluation of the system.  
A GitHub page has been made for free download of all Ratraction source code: 
https://github.com/mzie/RATRACTION. The Ratraction source code has been licensed under 
the terms of the GNU General Public License v3.0 which means that the source code of all 
licensed works and modifications must be made available. This was done to keep the software 
open-source and allow for all users to benefit from changes made by future developers.  
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4.1 Control computer 
A Raspberry Pi 2 Model B has been used to develop, test and operate the Ratraction system.  
The Raspberry Pi 2 Model B is built around the Broadcom BCM2836 SoC (900 MHz 32-bit 
quad-core ARMv7 Cortex-A7 CPU, 250 MHz VideoCore IV GPU) and has 1 GB of memory 
(shared with the GPU) [20]. The Raspberry Pi Camera module v1 was attached to the CSI 
connector and the Arduino Uno R3 was connected to one of the USB 2.0 ports.  
The Raspberry Pi ran Raspbian GNU/Linux 8 (Jessie), a fork of the Debian distribution that is 
maintained by the Raspberry Pi foundation and the community. The Ubuntu MATE and Fedora 
Linux distributions are also commonly used on the Raspberry Pi, but with Raspbian the official 
distribution it has the advantages of being more stable and coming pre-installed on the MicroSD 
card that is supplied with the Pi [59].  
It was specified by the client that the Ratraction software must be written in Python. The system 
software was developed in Python IDLE, which comes pre-installed on Raspbian, using Python 
3.4. Python 3+ was chosen to be the primary programming language over Python 2.7.X due to 
it being the present and future of the language, with support for Python 2.7.X to be dropped in 
2020 [60].  While the scientific Python community was initially slow in moving from Python 
2.7.X, the move is by now mostly complete and nearly all scientific libraries have been ported 
to Python 3 [61].  
To achieve all of the functionality in the product scope it was necessary to use some third-party 
software and Python packages not included in the standard Python library. A full list of the 
software that is needed to be installed to run Ratraction has been included as Appendix 3.  
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4.2 Home screen GUI 
To accommodate for the average user of Ratraction not necessarily being familiar with 
computer programming (Python or otherwise), all user interaction with the system will be 
through GUIs.  
Tkinter is the standard GUI package in Python and is included in the Python distribution on 
Raspbian Jessie. In spite of this, PyQt4 will be used to create the GUIs for this project. PyQt is 
much more powerful and also comes with a GUI builder called Qt Designer. A GUI builder is 
a tool wherein a user can physically arrange graphical elements in order to build the GUI, 
greatly simplifying the creation process and reducing development time. In this project, Qt 
Designer was used to rapidly produce GUI prototypes during the RAD design stage. The final 
Ratraction GUIs were not made using Qt Designer, however, as the .UI files output from Qt 
Designer are harder for users to modify compared with a .PY file with GUI source code. PyQt4 
is licensed under the General Public License (GPL) meaning it can be used for this project as 
the Ratraction source code has also been licensed under the GPL [62].  
The main GUI through which the user interacts with the Ratraction system is the home screen 
GUI, shown in Figure 13.  
 
Figure 13: Annotated Ratraction home screen GUI. 
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The minimum resolution of the home screen GUI is 1150x800 pixels. The main elements of the 
GUI and their function are listed in Table 9.  
Table 9: Main elements of the home screen GUI and their function. 
GUI element Function 
(1) Arena definition  Used to setup and view arena zones. An arena setup can be created/edited, 
saved and loaded using the “New/Edit”, “Save” and “Load” buttons. An 
interactive image of the arena setup can be displayed in the grey area. 
Arena definition is discussed more below.  
(2) Video tracking 
system setup 
Used to setup the video tracking system. A video tracking setup can be 
created/edited, saved and loaded using the “New/Edit”, “Save” and “Load” 
buttons. These setup buttons will only be enabled once the software 
successfully establishes a connection with the Pi Camera or successfully 
loads a recorded video file. This was done to eliminate the need to check 
the camera or recorded video when troubleshooting a video tracking setup, 
reducing troubleshooting time. When using the Raspberry Pi camera, the 
user can choose whether or not to create a video recording of the live 
camera feed. The purpose of the “Loaded video length / Trial Runtime 
(seconds)” spin box is explained in Section 5.2.2.4. The video tracking 
system is discussed in Section 4.3.  
(3) Data acquisition 
and control 
(DAAC) system 
setup 
Used to setup the DAAC system. A DAAC setup can be created/edited, 
saved and loaded using the “New/Edit”, “Save” and “Load” buttons. These 
setup buttons will only be enabled once the software successfully 
establishes a connection with the Arduino board. This was done to eliminate 
the need to check the Arduino board when troubleshooting a DAAC setup 
reducing troubleshooting time.  The DAAC system is discussed in Section 
4.4.  
(4) Control bar Contains: trial start button, trial stop button, 8 buttons programmable in the 
DAAC system and a trial timer. The control bar is discussed more below.  
(5) Trial information 
table 
Contains trial information: trial number, date of trial, trial start time, trial end 
time, trial duration (seconds) and comments. The primary intention for the 
comments were for them to be used to keep track of animal information 
(e.g. age, treatment, gender, identification number). For more information 
on how trial information and results are handled, see Section 4.5.  
(6) Python console 
output 
Print statements in the Ratraction code are shown in the Python console 
output text box. These print statements consist of error messages or 
messages used to keep track of actions that do not leave a visual trace in 
the GUI (e.g. creating/editing/loading/saving system setups or 
loading/exporting results). Standard Python error messages are not shown.  
(7) Menu bar The items of each menu are: 
 
 File: “Quit” 
 
 Results: “View Raw Data”, “Load Raw Data” 
 
 Data Analysis: “Grid Time Analysis”, “ROI Time Analysis”, “Animal 
Movement Scatterplot”, “Animal Movement Heatmap”, “Locomotor 
Parameters” 
 
The items in the Results and Data Analysis menus are discussed more in 
Sections 4.5.2 and 4.5.3 
If the video tracking system is enabled then a window showing either a live camera feed or a 
recorded video (Figure 17) will be displayed next to the home screen GUI when the “GO” 
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button is pressed. The resolution of the live camera feed window has been fixed at 400:225 
(16:9 aspect ratio) and the resolution of the recorded video window has been fixed at 400:X, 
where X is varied to match the aspect ratio of the window to the aspect ratio of the recorded 
video to ensure all objects in the window maintain their correct proportions. Different window 
resolutions were tested and it was found that resolutions around these sizes offered the best 
balance between usability (clearly being able to see the animal and its surroundings) and 
performance (higher resolutions are more computationally expensive to process).  
As an experiment is setup and trials conducted, the home screen GUI will update. These updates 
can be seen in Appendix 4.  
4.2.1 Arena definition 
The arena definition feature allows the user to define custom zones in the arena. This is done 
through the arena setup window shown in Figure 14.  
 
Figure 14: Arena definition setup window. 
 
Figure 15: Example arena setup preview. 
In the arena definition setup window the user can split the arena into rectangular zones by 
specifying the arena width/height and the number of vertical/horizontal line dividing the arena. 
The zones generated from the arena setup in Figure 14 can be seen in the arena setup preview 
shown in Figure 15. This preview shows what will be displayed in the empty grey area on the 
home screen GUI. It was originally intended for rectangular regions of interest (ROIs) to be 
able to be defined by specifying their top-left and bottom-right corner coordinates, but this 
functionality had to be cut due to time delays caused by difficulties in getting the arena setup 
preview to display on the home screen GUI. While these difficulties were resolved, the time 
delays did leave the rest of the arena definition feature very underdeveloped.  
The arena setup parameters are stored in a global Python dictionary called 
arena_setup_parameters. The structure of this dictionary is shown in Figure 16.  
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Figure 16: arena_setup_parameters dictionary structure. 
“Width_div” and “height_div” are the height and width of each of the arena zones. The 
arena_setup_parameters dictionary for the arena setup shown above has been included in 
Appendix 5. Arena setups can be saved (to a .CSV file) and reloaded using the buttons on the 
home screen GUI.  
The video tracking and DAAC system setups are stored in similar dictionaries (Figures 28 and 
32). Following the modular approach to system development outlined in the project work plan, 
each of these features were built and tested in isolation, before being added to the fully 
integrated system. The separate setup dictionaries are a by-product of developing the features 
in isolation. RAD tries to minimise upfront planning to save time, however this led to module 
designs which did not take into consideration other modules, or what connections the module 
would have in the fully integrated system. This resulted in it taking more time to add modules 
to the fully integrated system, and the system itself being more disjointed due to possible 
connections between modules being overlooked (as in the case of the separate setup dictionaries 
which should have been combined). While it is still believed that RAD was the best software 
development model for this project, more upfront planning would have saved time and resulted 
in a more cohesive final product. 
4.2.2 Control bar 
The “GO” and “STOP” buttons are used to start and stop each trial run. If a recorded video is 
used in the video tracking setup then the trial will also stop when the recorded video ends.  
To simultaneously run the video tracking and DAAC systems, while also keeping the home 
screen GUI responsive, it was necessary to implement multithreading into the Ratraction code. 
Threading in Python is used to run multiple threads (tasks, function calls) simultaneously [63]. 
Python multithreading is not true parallel computing, however, as only one thread can be 
arena_setup_parameters
arena_pic_name
arena_width
arena_height
width_div
height_div
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executed at any one time. The reason for this is that memory management in CPython, the 
default Python interpreter, is not thread-safe and so a global interpreter lock (GIL) is used to 
protect the memory from simultaneous access by different threads. Due to this, threads in 
Python are most commonly used for handling I/O waits (e.g. waiting for the press of a button 
in the GUI) or heavy operations performed in thread-safe Python extensions like Numpy [64].  
As only one thread is executed at any one time for multithreaded Python code, only a single 
core in multi-core CPUs – like the quad-core on the Raspberry Pi 2 – is ever in use. In order to 
use multiple CPU cores to increase the performance of CPU-bound tasks, it is necessary to use 
multiple processes which in Python is done using the multiprocessing module. Like threads, 
processes are also independent sequences of execution, but unlike threads each process has its 
own separate memory space. This means that processes are unaffected by the GIL and can be 
executed simultaneously across multiple CPU cores [65].  
In the end it was decided to use multithreading (via QThreads from the PyQt threading module) 
to accomplish the task; the home screen GUI remained in the main thread while video tracking 
and DAAC operations were moved to separate QThreads. This decision stemmed from the fact 
that processes require separate memory spaces: separate memory spaces make it much harder 
to share variables between individual processes and it was also not known whether the 
Raspberry Pi had enough available memory to be able to use multiple processes effectively.  
The programmable buttons in the control bar can be programmed in the DAAC system to allow 
for real-time, manual control of I/O devices.  
The trial timer displays the duration of a running trial to the nearest second. As it only keeps 
track of time to the nearest second, this value is not used for the “Duration (sec)” column in the 
trial information table.  
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4.3 Video tracking system 
As Python 3 support was only added in OpenCV 3, OpenCV 3.0 was used in this project for 
video tracking. While OpenCV 2.4.X may still be the de facto standard for computer vision 
development, since this project does not yet have any dependencies or legacy code there are 
only benefits to using OpenCV 3.0, such as greatly improved Python support, new features and 
optimisations [35]. The optimisations will go some way towards making up for the Raspberry 
Pi’s lower processing power compared to standard laptops/desktops. 
4.3.1 Video camera 
The video tracking system in the Ratraction system was developed around the Raspberry Pi 
Camera module v1. The Pi Camera was found to be very easy to access in software and the 
quality of the images/videos it produced was acceptable for this application provided lighting 
was adequate; the Pi Camera does have poor low-light performance. The smallest resolution 
available in firmware, 640:480, was used to reduce processing load.  
Through the CSI connector the Pi Camera is connected directly to the GPU on the Pi, reducing 
the amount of processing needing to be done by the CPU on the camera data stream [66]. A USB 
camera filming at 640:480 resolution can easily saturate USB 2.0 bandwidth, and as it is not 
passed directly to the GPU the data stream requires much more processing by the CPU [66]. With 
the Pi Camera reducing the load on the CPU, more resources are available for image processing 
during video tracking resulting in higher video tracking frame rates. It is for this reasons that 
the Pi Camera should be used over a comparable USB 2.0 camera as long as a Raspberry Pi is 
the control computer for the system.  
4.3.2 Video camera software interface 
Originally, the Raspberry Pi Camera was accessed using the picamera Python library. Picamera 
was used as it is a pure Python interface and very highly praised among the Raspberry Pi 
community. However, while it was very easy to use the library to access the Raspberry Pi 
Camera in OpenCV, frame rates were much lower than expected, even when just displaying 
live camera feed.  
On the Stack Exchange community forums, a suggestion to increase frame rates in OpenCV 
was to use the Video4Linux2 (V4L2) API instead of picamera [67]. This suggestion was tried as 
it required only minimal changes to be made to the video tracking source code. During initial 
testing, frame rates improved significantly and it was decided to use V4L2 instead of picamera. 
V4L2 applications also have the advantage in that they can obtain access to video from many 
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other camera types, like USB and FireWire, whereas picamera only works with the Raspberry 
Pi Camera module [68]. 
4.3.3 Video tracking algorithms 
From the literature review, three video tracking methods were considered capable of real-time 
tracking for this application: “motion detection using background subtraction”, “object 
detection using colour”, and “object tracking using CAM-shift”.  
4.3.3.1 Video tracking algorithms implemented in the Ratraction system 
Even though it would be more efficient, it is very difficult to use only colour thresholding or 
background subtraction for video tracking due to their individual weaknesses. In the case of 
colour thresholding, if the colour of the animal changes to be outside of the colour range 
specified during calibration then the animal will not be tracked. Even though hue range doesn’t 
vary with lighting, being unique for the specific colour distribution of the animal, saturation 
and value ranges do. This can be seen in Figures 18 and 19.   
 
Figure 17: Frame from video recording 
showing an animal in an inconsistently lit 
arena (deep shadows along the bottom 
and right edges).  
 
Figure 18: HSV colour range 
for when animal is along the 
top edge of the arena.  
 
Figure 19: HSV colour range 
for when the animal is along 
the bottom edge of the arena. 
Although the saturation and value ranges could be widened to accommodate for possible 
changes in lighting, wider ranges increase the likelihood of there being another object within 
the specified colour range that could be mistakenly tracked.  
Background subtraction isn’t affected by changing lighting, instead its weakness is that it will 
track anything in the arena that moves, making it more difficult to identify and track just the 
animal.  
Following LimeLight and OpenControl, it was decided to combine colour thresholding and 
background subtraction for the Ratraction video tracking algorithms. Combining these methods 
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decreased the likelihood of false animal identifications by adding the extra condition that 
objects within the specified colour range have to also be moving to be considered as potential 
candidates for the animal being tracked. Two variants of the colour thresholding/background 
subtraction video tracking algorithm were implemented in Ratraction, the difference between 
them being one used frame differencing for background subtraction while the other used 
Mixture of Gaussians (MOG). Despite it being less computationally efficient, it was decided to 
include an algorithm built around MOG for situations where a reference image may not be 
available for frame differencing (e.g. recorded videos where every frame contains the animal)    
The source code for the frame differencing and MOG video tracking algorithms has been 
included as Appendices 6 and 7. The first step in these algorithms is making a binary mask by 
applying colour thresholding (using cv2.inRange) and background subtraction (using 
cv2.absdiff for frame differencing and cv2.createBackgroundSubtractorMOG2 for MOG). To 
improve the accuracy of the animal position estimates, morphological opening and closing 
operations are done on the mask to fill in background holes in the white blobs representing 
potential animal candidates.  The final step of tracking is to draw contours around each of these 
blobs and the contour with the largest area is assumed to be the animal. The output of these 
algorithms are timestamped X/Y coordinates of the estimated position of the animal. These 
coordinates are stored in a global dictionary, allowing them to be used as parameters in the 
DAAC system – i.e. activate I/O devices based on the animal’s position in the arena.  
The user selects which tracking algorithm to use when setting up the video tracking system. To 
help them decide, they are given some of the advantages, disadvantages and typical use cases 
for each algorithm (see Figures 20 and 21). 
 
Figure 20: Frame differencing video 
tracking algorithm selection window. 
 
Figure 21: MOG video tracking algorithm 
selection window. 
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The user can also choose not to apply a tracking algorithm in which case just the live camera 
feed or recorded video will be displayed.  
4.3.3.1 Rejected video tracking algorithms 
CAM-shift was investigated in the literature review as it was thought to have potential for this 
particular application. In the CAM-shift algorithm designed for this project, the target image 
and initial location estimate of the animal had to be provided manually as no object recognition 
algorithm could be gotten to work reliably. The target image was provided by drawing a 
rectangle around the animal to be tracked and the centre of this rectangle was used as the initial 
location estimate. This can be seen in Figure 22. 
 
Figure 22: Manually providing the target image and initial location estimate of the animal for the CAM-shift 
tracking algorithm.  
The result of applying the CAM-shift algorithm with the target image and location estimate 
from above can be seen in Figure 23.  
   
Figure 23: 3 sequential frames from the OFT video recording with the CAM-shift tracking algorithm applied. 
The green box should fully enclose the animal being tracked.  
At the start, the CAM-shift algorithm works as intended with the tracking rectangle moving 
with the animal and resizing/rotating as the size/orientation of the animal changes. However, 
because the bottom edge of the arena is heavily shadowed, the colour of the animal here is 
different to in the rest of the arena, which is better lit. When the animal moves away from the 
bottom edge of the arena the new colour probabilities associated with the animal less closely 
match those of the target image. This means that that the area of the arena that the animal is in 
is less likely to correspond to the region of maximum summed probabilities, increasing the 
likelihood that some other area will be tracked.  In this particular case the bottom edge of the 
arena was the new region of maximum summed probabilities and it was tracked instead.  
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Despite spending considerable time searching for a more robust CAM-shift implementation, 
none of the implementations tested offered significant improvement over the basic CAM-shift 
tracking algorithm. At the same time as this the colour thresholding/background subtraction 
algorithms were already much more accurate and robust, and so the decision was made to 
abandon further development of the CAM-shift algorithm in favour of focusing more on the 
colour thresholding/background subtraction algorithms.  
4.3.4 Video tracking calibration 
For the video tracking algorithms to be accurate and robust they must be calibrated. Calibration 
is done during the video tracking system setup process; a non-completed and completed 
calibration page for the frame differencing algorithm is shown in Figure 24. The calibration 
page for the MOG tracking algorithm is the same apart from the user not needing to load/capture 
a reference image. No calibration is required to simply display live camera feed or recorded 
video. 
  
Figure 24: non-completed (left) and completed (right) calibration page for frame differencing tracking algorithm. 
The “Pixels to Centimetres Calibration” window is shown in Figure 25.   
 
Figure 25: “Pixels to Centimetres Calibration” window. 
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In this calibration step the user draws a rectangle (purple) to define the arena area. This 
calibration step is not needed for video tracking, but is used to convert the coordinates of the 
animal’s potion estimate from pixel distances measured from the top-left corner of the window 
(green dot), to centimetre distances measured from the top-left corner of the arena (red dot). 
The “Number of centimetres per pixel for the arena width/height” parameters are calculated 
automatically by dividing the “Arena width/height (cm)” by the arena width/height in pixels. 
The width/height of the arena in pixels is calculated from the coordinates of the top-left and 
bottom-right arena corners. 
For the frame differencing tracking algorithm the user needs to load or capture a reference 
image. Generally, it is almost always best to capture a new image as it is highly likely something 
in the camera’s field of view has changed (such as lighting) since the saved image was captured. 
These changes appear as noise during image processing and decrease frame rates by increasing 
the time it takes to process each frame.  
The “Colour Calibration” windows are shown in Figure 26.  The quality of the calibration in 
this step directly affects the accuracy and robustness of the video tracking algorithm.  
 
Figure 26: “Colour Calibration” windows. 
The sliders are used to specify the upper and lower HSV colour bounds of the animal to be 
tracked, with the white blobs in the binary mask below the sliders representing objects whose 
colour falls inside the specified colour bounds. Once the colour bounds have been specified, 
the left window becomes a tracking preview and should be used to gauge the quality of the 
calibration.  
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The last stage of the video tracking setup process is deciding whether or not to apply certain 
simplifications to reduce processing load and increase video tracking frame rate. The “Video 
tracking simplifications” page of the video tracking setup wizard is shown in Figure 27. 
 
Figure 27: “Video tracking simplifications” page of video tracking system setup wizard. The tracking 
window/algorithm simplifications shown selected are selected by default.     
The OpenControl tracking algorithm offers three simplifications which can be used to reduce 
processing load. These simplifications are: 
1. Using only a fraction of the video frames (i.e. only processing every other frame); 
2. Sampling only a fraction of the pixels in each frame (e.g. only sampling pixels inside 
the tracked arena). LimeLight also has this option; and 
3. Using the animal’s previous position and velocity to predict where it should be located 
in the next frame to considerably reduce the size of the sampled area.  
Of these simplifications only #2 was implemented into the Ratraction video tracking 
algorithms. #1 was not implemented due to concerns that accuracy would be significantly 
reduced as the animal would be moving too quickly relative to the video tracking frame rate (at 
15 FPS a mouse could conservatively move 10 cm between frames if every other frame was 
skipped). When testing #3 it was hard to find a balance between making worthwhile reductions 
in the size of sampled area whilst maintaining high confidence that the animal would be found 
within the reduced sampled area. The task of predicting the animal’s future location was made 
more difficult by only tracking a single point on the animal, making it impossible to use the 
animal’s orientation in the prediction. Cycle time ran out before the implementation of this 
simplification was finished.  
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In addition to the tracking algorithm simplifications taken from Aguiar et al, the tracking 
window itself could be simplified to reduce processing load and increase video tracking frame 
rate. These simplifications were:  
1. Choosing not to show the tracking window, 
2. Choosing to only show the arena area in the tracking window, and 
3. Choosing not to show the previous 100 animal positions in the tracking window 
(tracking history).  
The effect of the tracking window/algorithm simplifications on the performance of the video 
tracking system was investigated in Section 5.2.2.4.  
The video tracking calibration parameters are stored together with other video tracking setup 
parameters in a global Python dictionary called vidTrack_setup_parameters. The structure of 
this dictionary is shown in Figure 28.  
 
Figure 28: vidTrack_setup_parameters dictionary structure. 
An example vidTrack_setup_parameters dictionary has been included in Appendix 5. Video 
tracking setups can be saved (to a .CSV file) and reloaded using the buttons on the home screen 
GUI.  
vidTrack_setup_parameters
recorded_video_aspect_ratio
video_tracking_algorithm
ref_cal
arena_width
arena_height
TL_corner
BR_corner
cm_per_pix_width
cm_per_pix_heigth
col_cal
up_col
low_col
simps
show_window
show_trck_hist
show_arena_window
only_sample_arena
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4.4 Data acquisition and control (DAAC) system 
The data acquisition and control (DAAC) system in the Ratraction system was developed 
around the Arduino Uno R3. The Arduino interfaces and controls custom hardware modules 
through its digital I/O pins or its analog input pins; only 11 (D2-D12) out of the 14 digital I/O 
pins on the Uno are suitable for this purpose.   
It was decided to use the Nanpy Python library to program and control the Arduino from the 
Raspberry Pi as it allowed the user to program the Arduino using Python and from within the 
Ratraction GUI (not having to use the Arduino language and Arduino IDE). Making the 
Arduino programmable using Python means the user only has to know Python to be able to 
understand and modify any part of the system source code. Python features can now also be 
used in the Arduino code (e.g. “Try and “Except” for error and exception handling). 
To accommodate for the average user of Ratraction not necessarily being familiar with 
computer programming, a task-orientated, visual programming language was developed to 
allow them to program the DAAC system to perform simple operations.  
4.4.1 Ratraction visual programming language 
The first step of the DAAC setup process is shown in Figure 29. 
 
Figure 29: “Arduino Pin Assignments” DAAC setup page. 
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In this window, users define how the Arduino has been arranged – i.e. what I/O device is 
connected to what pin. This information is used to simplify the task of programming the 
Arduino, which is done in the next step of the setup process in the window shown in Figure 30.  
 
Figure 30: “Program the Arduino” DAAC setup page (graphical programming mode). 
The “Naming”, “Setup” and “Looping” tabs contain separate parts of the Arduino code. The 
“Naming” and “Setup” tabs are autocompleted using information from the Arduino pin 
assignment page. The “Looping” tab is programmed by clicking the code blocks on the left of 
the window (e.g. Analog Read, Digital Read, Digital Write, Sleep, etc.). These code blocks are 
executed sequentially and can be reordered and deleted using the arrows and “X” buttons. 
Similar to an Arduino sketch the naming and setup code are only run once, with the setup code 
mainly used to set the mode of each Arduino pin (i.e. input/output for the digital pins). The 
looping code is repeatedly executed until the trial is stopped and it contains the main operations 
performed by the Arduino. While some of the suggestions in the code block combo boxes are 
pre-set, most are generated using information from the Arduino pin assignments page (e.g. 
Sens1 appearing in the Digital Read combo box as it was set as a digital input). As the code in 
the naming and setup tabs is autocompleted it was decided not to let users edit the code in these 
tabs while in graphical programming mode. This was done to prevent an inexperienced user 
from inadvertently breaking the code. A description of the code can be included in the 
“Description” tab. 
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Like all modern programming languages, the Ratraction visual programming language has the 
following elements: 
 Task commands – Analog Read, Digital Read, Digital Write and Sleep; 
 Decisions structures – IF statement; 
 Repetition structures – FOR and WHILE loops; and 
 Subprograms – Used to store commonly used sets of code blocks or custom text code.                  
It is the responsibility of the user to add subprograms.  
Every code block has a string associated with it that contains the actual Python code that is 
executed to perform the Arduino operations. Typical use cases for the DAAC system in OFTs 
are given in Section 5.1.3. 
More functionality outside of the code blocks is available in text programming mode. The 
Python code associated with the code blocks shown above can be seen in Figure 31. 
 
Figure 31: “Program the Arduino” DAAC setup page (text programming mode).  
The “Build” button automatically retrieves and displays the Python code for the code blocks 
selected in graphical programming mode.  
Each line of the code in the “Naming”, “Setup” and “Looping” tabs are stored as elements in 
separate lists. These lists are stored together with other DAAC setup parameters in a global 
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Python dictionary called ard_setup_parameters. The structure of this dictionary is shown in 
Figure 32.  
 
Figure 32: ard_setup_parameters dictionary structure. 
An example ard_setup_parameters dictionary has been included in Appendix 5. DAAC setups 
can be saved (to a .CSV file) and reloaded using the buttons on the home screen GUI. 
4.4.2 Hardware modules 
The hardware modules for the DAAC system consist of I/O devices and I/O device conditioning 
circuitry and are designed to be connected to the Arduino. It is the responsibility of the user to 
design and build hardware modules to meet their specific needs. Because lots of I/O devices 
are compatible with Arduino, adding support in the DAAC system for non-Arduino I/O devices 
(e.g. USB speakers and screens) was never a priority.  
 
 
 
 
 
 
 
 
 
 
 
 
ard_setup_parameters
pins
description
naming_list
setup_list
loop_list
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4.5 Trial data handling (storage, viewing and analysis) 
4.5.1 Trial data storage 
The information and results of every trial are stored in a global Python dictionary called 
global_results. The structure of this dictionary is shown in Figure 33.  
 
Figure 33: global_results dictionary structure. 
Data from each Arduino pin is stored under the variable name the pin was given in the Arduino 
pin assignments page of the DAAC setup wizard. “Trial_info” is pulled from the trial 
information table on the home screen GUI.  
4.5.2 Trial data viewing  
Accessed via the “View Raw Data” item in the home screen GUI “Results” menu, the results 
viewing window can be seen in Figure 34.  
 
Figure 34: Results viewing window. 
global_results
Trial 
Number
trial_info
Date
Start_Time
End_Time
Trial_Duration
Comments
results
vidTrack_results
run_time
vid_pts_time
position
ard_results
ard_loop_time
var_name_1
var_name_2
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This window shows the information and results of each trial. The information and results of 
each trial can exported (to a .CSV file) using the “EXPORT TRIAL” button and reloaded via 
the “Load Raw Data” item in the “Results” menu. Example contents of an exported trial .CSV 
file has been included in Appendix 5. 
4.5.3 Trial data analysis 
All analysis of trial data is done through data analysis modules; no visualisation or 
processing/analysis tools are available outside of these modules. The parts of a data analysis 
module are: GUI (handles user input and data selection), data processing/analysis and data 
visualisation. The Matplotlib and Numpy Python libraries allow for much more sophisticated 
data processing/analysis and visualisation. 
While some modules have been provided, it is the responsibility of the user to create modules 
for their specific needs and it is expected that the user will add and remove modules on an 
experimentwise basis. As the data analysis modules are items in the home screen GUI “Data 
Analysis” menu, adding or removing them requires small modifications to the Ratraction source 
code. It should be emphasised that these modifications are very straightforward and will be 
covered in the Ratraction user manual. To make them easy to add or remove, modules should 
be as self-contained as possible. One aspect of this is keeping the code for each module in 
separate .PY (Python script) files and only using information and data contained within the 
globa_results, arena_setup_parameters, vidTrack_setup_parameters and ard_setup_parameters 
dictionaries.  
The decision of taking a modular approach to data analysis came as a result of having taken a 
modular view to the development of the entire system. It was thought unlikely that an entire 
framework for performing custom, graphical data processing/analysis and visualisation (like 
what can be done in Microsoft Excel) could be designed, built and tested within a reasonable 
number of iterative cycles. Modules, on the other hand, could be developed quickly to 
specifically cover the data analysis needs of the client.  
To date, five data analysis modules have been developed for the Ratraction system: “Grid Time 
Analysis”, “ROI Time Analysis”, “Animal Movement Scatterplot”, “Animal Movement 
Heatmap” and “Locomotor Parameters”. These modules are all based around requests made by 
the client or data analysis features found in the existing rodent tracking systems investigated in 
the literature review. Together, these modules cover a lot of the data analysis done for OFTs.   
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4.5.3.1 Grid time analysis 
The “Grid Time Analysis” module can be used to calculate the amount of time the animal spent 
in each arena grid. 
 
Figure 35: “Grid Time Analysis” module window. 
 
Figure 36: Plot showing time the animal spent in 
each arena grid. 
An example output from the Grid Time Analysis module is shown as Figure 36. The “Arena 
width/height (cm)” and “Number of vertical/horizontal lines dividing arena” are auto-filled 
using the values in the arena_setup_parameters global dictionary. Changing these values in the 
module window will not change the values in the arena_setup_parameters dictionary. This is 
also the case for other existing modules that use information from global setup dictionaries. The 
bar chart can become crowded if there are a lot of grids, to help alleviate this it was decided to 
only show girds that the animal actually spent time in.  
4.5.3.2 ROI time analysis 
The “ROI Time Analysis” module is used to calculate the amount of time the animal spent in a 
specific region of interest (ROI). 
 
Figure 37: “ROI Time Analysis” module window. 
 
Figure 38: Plot showing time animal spent inside and 
outside ROI. 
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An example output from the ROI Time Analysis module is shown as Figure 38. ROIs are 
selected by specifying the top-left and bottom-right corner coordinates of a rectangular area 
inside the arena, and then specifying whether the ROI is inside or outside this area. While OFTs 
don’t generally have ROIs, this module was included as it can be used to calculate the time the 
animal spent in any rectangular or rectangular annulus (e.g. just along the outside walls) areas 
of the arena.  This module also makes the system more useable for behavioural tests other than 
OFTs (e.g. analysing the time the animal spent around the object in novel object recognition 
(NOR) tests).  
4.5.3.3 Animal movement scatterplot 
The “Animal Movement Scatterplot” module creates interactive scatterplots that show the path 
of the animal during the trial (track visualisation). 
 
Figure 39: “Animal Movement Scatterplot” module 
window. 
 
Figure 40: scatterplot showing the path of the animal 
during the trial.  
An example scatterplot is shown as Figure 40. The scrollbar at the bottom of the scatterplot 
allows the user to follow the path of the animal over the course of the entire trial. There is some 
latency when operating the scrollbar, and it was this that immediately precluded the idea of 
implementing live updating plots or integrated visualisations, like EthoVision XT has. The 
scrollbar and ability to change the plot background to an image of the arena were added as a 
weak form of integrated visualisation.  
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4.5.3.4 Animal movement heatmap 
The “Animal Movement Heatmap” module creates interactive 2D histograms that visually 
shows the amount of time the animal spent in each arena grid. 
 
Figure 41: “Animal Movement Heatmap” module 
window. 
 
Figure 42: Animal movement heatmap plot. 
An example heatmap is shown as Figure 42. By increasing the number of grids, the user can 
clearly see the path of the animal during the trial (see Figure 51 for an example of this). When 
the mouse cursor moves over a grid, only the coordinates of the mouse cursor are shown in the 
Matplotlib figure status bar. Changing this to include the exact time the animal spent in that 
grid was not a high priority as the “Grid Time Analysis” module is intended to be used for this 
purpose. 
4.5.3.5 Locomotor parameters 
The “Locomotor Parameters” module can be used to calculate and create interactive line plots 
of important locomotor parameters. 
 
Figure 43: “Locomotor Parameters” module window. 
The locomotor parameters that can be calculated are: total distance travelled, linear distance 
travelled, horizontal distance travelled, vertical distance travelled and average velocity.  
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An example plot for the total distance travelled parameter is shown as Figure 44. 
 
Figure 44: Total distance travelled by the animal (cm) plotted against trial time (seconds). 
An example plot for the linear distance travelled parameter is shown as Figure 45. 
 
Figure 45: Linear distance travelled by the animal 
(cm) plotted against trial time (seconds). 
 
Figure 46: Zoomed-in plot of Figure 45. 
Matplotlib figures have home, pan, rectangular zoom and save buttons built into their status 
bars. Using zoom and pan these plots can be examined more closely, as in Figure 46.   
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Example plots for the horizontal distance travelled and vertical distance travelled parameters 
are shown as Figures 47 and 48. 
 
Figure 47: Horizontal distance travelled by the 
animal (cm) plotted against trial time (seconds). 
 
Figure 48: Vertical distance travelled by the anima 
(cm) plotted against trial time (seconds).  
An example plot for the average velocity parameter is shown as Figure 49. 
 
Figure 49: Average velocity travelled by the animal 
(cm) plotted against trial time (seconds). 
 
Figure 50: Zoomed-in plot of Figure 49. 
An important locomotor parameter that is not calculable in this module is the time that the 
animal spent stationary (also known as rest time). This parameter is not calculable as no good 
definition of “stationary” (in terms of the maximum distance the animal can move in a certain 
period of time) could be found. Whenever a good definition is found, this parameter should be 
added to the module.   
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5 SYSTEM EVALUATION  
The purpose of this section is to perform a critical evaluation of the Ratraction system in terms 
of: 
1. Functionality, 
2. Video tracking system performance, 
3. Ease of use, 
4. Cost, and 
5. Adaptability. 
An important part of this evaluation is determining whether the system worked as intended and 
if it achieved its functionality requirements. 
5.1 Functionality 
The product scope functionality requirements that were achieved, partially achieved and not 
achieved can be seen in Table 10. 
Table 10: Product scope functionality requirements that were achieved, partially achieved and not achieved with 
the Ratraction system. 
Must Have Should Have 
 Main hardware and software components of 
the system must be free/inexpensive and 
open-source. All system source code must be 
made open-source at the end of the project 
  
 Data acquisition and control of a wide variety 
of I/O devices. Real-time interaction with I/O 
devices 
 
 All primary interaction with the system will be 
graphical (through a GUI) to make it more 
accessible for non-programmers 
 
 Be able to view, visualise, analyse and export 
test data 
 
 Method/s to calculate important locomotor 
parameters (e.g. total distance travelled, 
average velocity, time spent in regions of test 
arena) from test data 
 
 Real-time video tracking system that must be 
able to sample at least 5 frames per second 
(FPS) 
 
 The video tracking estimate of the animal’s 
position should be accurate to within 1cm of 
the centre of the animal’s body 
 The Arduino able to be programmed and 
controlled graphically from the Raspberry Pi 
  
 Plots of important locomotor parameters 
updating in real-time 
 
 Real-time video tracking system that should be 
able to sample over 5 FPS (10 FPS and above 
is highly desirable) 
 
 Be usable with other Arduino microcontroller 
boards apart from the Uno (e.g. Arduino Mega, 
Nano) 
 
 Be easily extendable by others through 
utilising object orientated and modular 
programming techniques 
 
 Be able to be used (not necessarily optimally) 
for behavioural tests other than OFTs 
 
 Be able to save videos for offline manual 
analysis (e.g. scoring of complex behaviours) 
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Could Have Won’t Have 
 Graphical data processing/analysis tool 
  
 Support different types of cameras (e.g. USB 
2.0, IEEE 1394 (FireWire)) 
 
 Be usable with complex, non-rectangular 
arenas 
 In-built behaviour recognition training/ ability to 
recognise any animal behaviours 
  
 Support multiple animal/multiple arena 
tracking 
 
 Ability to use multiple cameras simultaneously 
As can be seen in Table 10, all of the Must Have functionality requirements were achieved. The 
reasons for requirements not being achieved or only being partially achieved will be discussed 
in this evaluation.   
5.1.1 Arena definition 
Because the arena definition feature is so underdeveloped, it currently doesn’t have much 
purpose in the system besides being used to get the coordinates of any point inside the arena. It 
is therefore recommended that the arena definition feature be completely redesigned. To give 
the user more freedom in defining the shape and location of a zone or ROI, a drawing tool, like 
in EthoVision XT, should be implemented. This drawing tool could also be implemented in 
video tracking calibration and would make it possible to define complex, non-rectangular 
arenas. Getting the arena definition feature and the video tracking system to support non-
rectangular arenas (circular, plus-shaped, etc.) would make Ratraction usable for a wider range 
of behavioural tests, thus achieving the homonymous functionality requirement. If the user had 
more freedom in defining arena zones/ROIs these zones/ROIs would be more useful as 
parameters for programming the DAAC system or in the data analysis modules. Storing these 
zones and ROIs in the arena_setup_parameters global dictionary would make it easy to access 
them in the DAAC system and data analysis modules. 
5.1.2 Video tracking system 
The video tracking system functioned exactly as intended. The user could track a single animal 
in either a live camera feed or a recorded video using one of two tracking algorithms. Although 
similar, both tracking algorithms have their advantages that justify their inclusion in the system. 
The frame differencing tracking algorithm should be used whenever possible as it is much more 
computationally efficient than the MOG tracking algorithm. The MOG tracking algorithm 
should be used when a reference image is not available for frame differencing (e.g. a recorded 
video where the animal is in every frame). The user can also choose to create a video recording 
of the live camera feed for offline manual analysis – for example, the scoring of complex 
behaviours such as drinking, eating or grooming. A problem with the video recording feature 
is that the frame rate must be set before recording and, as is seen in Section 5.2.2.4, frame rate 
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varies based on experimental setup. A possible solution to this would be increasing system 
performance enough to be able to limit the frame rate to 30 FPS.  
For the “Pixels to Centimetres” calibration step the user defines the arena area by manually 
selecting the positions of the top-left and bottom-right arena corners. This method works on the 
assumption that the arena is rectangular, which is generally a safe assumption to make for OFTs. 
However, not being able to properly define non-rectangular arenas does limit the range of 
behavioural tests for which the Ratraction system could be used.  As has already been discussed, 
a possible solution to this would be to implement a drawing tool which could be used to define 
arena areas of any shape. For complex, non-rectangular arenas, the user would also have to be 
able to manually set the reference point from which the coordinates of the animal position 
estimate are measured. Currently the reference point in automatically set as the top-left corner 
of the arena, which is only appropriate for rectangular arenas.   
5.1.3 DAAC system 
The DAAC system was developed around the Arduino Uno R3. Typical use cases for the 
DAAC system in OFTs include:  
 Manually activating an I/O device, 
 Activating an I/O device based on trial time, 
 Activating I/O device based on the animal’s position in the arena, and 
 Activating an I/O device based the reading/state of another I/O device (e.g. animal licks a 
touch sensor causing a dispenser to dispense a food pellet). 
All of these tasks are doable with the DAAC system and can be programmed graphically, as 
can be seen in Appendix 8. The programmable buttons on the home screen GUI are used to 
activate any manually activated I/O devices. With 8 buttons, up to 8 different devices can be 
activated manually, which should be more than enough for any behavioural test. Even more 
functionality is available in text programming mode including the ability to modify the code in 
the “Naming” and “Setup” tabs.  
However, a flaw has been identified in the current implementation of the Ratraction visual 
programming language. In the current implementation, executing actions in the decision and 
repetition code blocks (e.g. do a.digitalRead(sens1) if …) does not execute the code associated 
with the actual task (for this example, the Digital Read task) but instead executes a separate 
piece of code that performs the same action. The reason for this was that cycle time ran out 
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before task code blocks could be gotten to properly execute from within the decision and 
repetition code blocks. Not only is this implementation incredibly inefficient, it could also be a 
source of confusion for users if there were ever differences between the task code and 
decision/repetition action code. Therefore, the structure of the Ratraction visual programming 
language could be improved.  
Any I/O devices that are compatible with the Arduino can be used in the hardware modules, as 
long as their voltage and current requirements can be sunk/supplied by the Arduino pins. 11 
digital I/O pins and 6 analog input pins are available for hardware connections, slightly more 
than are available in OpenControl.  
5.1.4 Trial data storage 
In a 10 minute trial, the video tracking system typically produces over 10,000 data points, with 
even more data points being produced by the DAAC system if it is also running. With all of 
this data held in CPU memory, if lots of trials are run consecutively it is possible for the system 
to run out of free memory, causing the Ratraction program to crash. More trials could be run 
consecutively by increasing the CPU memory share through the raspi-config utility. 
5.1.5 Trial data analysis 
Overall, the existing data analysis modules adequately performed their data analysis tasks. 
5.1.5.1 Grid/ROI time analysis 
The lack of freedom the user has in defining grids and ROIs is a big limitation of the “Grid 
Time Analysis” and “ROI Time Analysis” modules. The lack of freedom is the result of the 
arena definition feature being underdeveloped as it was originally intended for the zones/ROIs 
defined in this feature to be used as parameters in these modules. The arena definition feature 
should be redesigned to give users more freedom in defining the shape and location of their 
zones/ROIs. The Grid/ROI time analysis modules would have to be modified to be able to use 
non-rectangular zones/ROIs.   
An issue with both of these modules is that the time the animal spent in every grid, or the time 
the animal spent inside/outside the ROI, do not sum to exactly the trial duration. However, as 
the difference between the summed times and trial duration is, on average, 1 second for a 10 
minute trial, investigating this issue was not a high priority. It is believed that the difference is 
probably due to rounding.  
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5.1.5.2 Locomotor parameters 
Less locomotor parameters are calculable in the “Locomotor Parameters” module than in 
EthoVision XT. The primary reason for this is that the Ratraction video tracking algorithms 
only track the centre of the animal’s body, not its nose point and/or tail base like EthoVision 
XT can. This makes it impossible to accurately calculate some locomotor parameters: heading, 
turn angle, angular velocity, rotations, and body elongation. Other locomotor parameters, like 
rest time, are not calculable in the module as good definition for them could be found (i.e. the 
maximum distance the animal can move in a certain period of time for it to still be “stationary”). 
Even though fewer locomotor parameters are calculable in Ratraction than in EthoVision XT, 
the parameters that are calculable are all commonly used in OFT analyses. 
Some of the small peaks in Figure 45 and some of the large peaks in Figure 49 are noise caused 
by small movements of the animal that aren’t part of its whole body progression (e.g. head 
scanning or incipient shifts of weight). There is no tool in Ratraction for removing this noise 
from the tracking data. 
5.1.5.3 Visualisations 
EthoVision XT and LimeLight both have integrated data analysis systems while OpenControl 
does not. A comparison of the heatmaps made in Ratraction to the heatmaps made in LimeLight 
and EthoVision XT (from different data sets) can be seen below. 
 
Figure 51: Animal movement heatmap plot with 
20 vertical/horizontal lines dividing the arena. 
 
Figure 52: Animal movement heatmap made in 
LimeLight (from a different data set). [14] 
 
Figure 53: Animal movement heatmap with 20 
vertical/horizontal lines dividing the arena and 
Mitchell interpolation.  
 
Figure 54: Animal movement heatmap made in 
EthoVision XT (from a different data set). [10] 
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By comparing these plots, it can be concluded that the plots produced by Ratraction are of a 
similar quality, making them suitable for publication. 
In the animal movement scatterplot there is some latency when operating the scrollbar below 
the plot, and it was this that immediately precluded the idea of implementing live updating plots 
or integrated visualisations, like EthoVision XT has. Features like the scrollbar and the ability 
to change the background of some plots to an image of the arena do assist in data analysis, but 
to nowhere near the same extent as integrated visualisations would. If the processing power of 
the control computer is significantly increased, then it is strongly recommended that integrated 
visualisations and live updating plots be re-investigated.  
The plotting style in each of the existing modules is hard-coded. Being able to change specific 
elements of the plots (e.g. line colour or line weight), would be beneficial to optimise the plots 
for individual arena setups – i.e. if the arena background is red then some other colour should 
be used to mark the arena grids. 
5.1.5.4 Efficiency 
The focus when developing the modules was on functionality, not efficiency. The result of this 
is that some modules can take a long time to perform their data analysis tasks – an example of 
this is it taking 1 minute to plot a 20x20 heatmap from the data set of a 10 minute video. 
Improving the efficiency of the algorithms used in the existing data analysis modules would 
increase user productivity. User productivity could be further increased by implementing batch 
analysis. 
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5.2 Video tracking system performance 
5.2.1 Video tracking system accuracy 
5.2.1.1 Positional accuracy 
It was specified by the user that the video tracking estimate of the animal’s position should be 
accurate to within 1 cm of the centre of the animal’s body. The video tracking position estimate 
is the centroid of the blob that is assumed to be the animal being tracked.  Obviously, the better 
the shape of the blob matches the shape of the animal, the more accurate the position estimate 
will be. The main factor determining the shape of the blob, and therefore the accuracy of the 
position estimate, is the colour range specified during calibration. This can be seen in Figures 
55 and 56.   
 
Figure 55: MOG rodent tracking with 
the animal’s tail within the colour range 
specified during calibration. 
 
Figure 56: MOG rodent tracking with the 
animal’s tail not within the colour range 
specified during calibration. 
It is important to note that the client specified the position estimate must be accurate to within 
1 cm of the centre of the animal’s body. If the animal’s tail is within the colour range specified 
during calibration, the added area moves the position estimate away from the centre of the 
animal’s body. In the case of the animal shown above – which has a body length of 
approximately 10 cm and a tail length of approximately 7.5 cm – having the tail within the 
specified colour range (Figure 55) makes the position estimate accurate to within 0.88-1.17 cm 
of the centre of the animal’s body. Not having the tail within the specified colour range (Figure 
56) makes the position estimate accurate to within less than 0.30 cm.  
If the entire body of the animal is in constant motion, then the MOG tracking algorithm will 
have the same accuracy as the frame differencing tracking algorithm. However, whenever parts 
of the animal stop moving the accuracy of MOG drops as these parts of the animal’s blob begin 
to fade into the background (see Figure 57).  
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Figure 57: Animal’s silhouette, using 
MOG, after the body of the animal has 
been stationary for 2.5 seconds.  
 
Figure 58: Position estimate after 
animal’s body has been stationary for 
approximately 4.5 seconds.  
MOG background subtraction doesn’t require a reference image as instead it dynamically 
assigns image pixels to either the foreground or background based on how long since their 
colour has changed. In Figure 57, the centre of the animal’s body has been stationary for 
approximately 2.5 seconds and has begun to fade into the background. The effect of the 
animal’s body being stationary for approximately 4.5 seconds (Figure 58) is that the position 
estimate has moved to the animal’s tail as it the largest part of the animal’s blob that hasn’t 
faded into the background.  If the entire animal is stationary for long enough then it will no 
longer be tracked. Frame differencing doesn’t have these problems and is more accurate as a 
result.   
For both frame differencing and MOG, anything that breaks up or changes the shape of the 
animal’s blob will affect the accuracy of the position estimate. Examples of this could be 
occlusions (e.g. cage bars), changes in lighting or not enough contrast between the animal and 
arena background (i.e. white animal on white background). If the occlusions, changes in 
lighting or lack of contrast are severe enough, the animal may not be tracked. The animal will 
also not be tracked if there is another object moving in the arena that is within the specified 
colour range and is larger than the animal. It is for this reason that the current colour 
thresholding/background subtraction algorithms can’t be used for multiple animal tracking. All 
of these things that could affect the accuracy of the position estimate are easily avoided with 
proper experimental design and arena setup. 
Small movements of the animal that are not part of its whole-body progression will slightly 
change the shape of its blob resulting in small deviations in the position estimate. While these 
deviations won’t appreciably affect the accuracy of the position estimate, they will skew the 
values of locomotor parameters like linear distance travelled and average velocity.  
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5.2.1.2 Timing accuracy 
According to Aguiar et al, behavioural tests typically require a time precision on the order of 
hundreds of milliseconds [2]. The sampling rate of the system (discussed in detail in the next 
section) is 10-23 FPS, or in other words a frame is analysed every 0.043-0.1 seconds. The 
timestamp of each frame is calculated using the time.time Python function and on a Raspberry 
Pi running Raspbian this function has microsecond resolution [69].  
5.2.1.3 Conclusions 
 Having the animal’s tail within the colour range specified during calibration reduces the 
accuracy of the position estimate 
 If the animal is stationary for longer than 1-2 seconds, frame differencing has better 
accuracy than MOG 
 Under ideal conditions (i.e. even lighting, no occlusions, good contrast, and using the 
frame differencing tracking algorithm) the video tracking position estimate is accurate 
to within 1 cm of the centre of the animal’s body. In less ideal conditions such high 
accuracy is not guaranteed. 
 The system is able to achieve the time precision typically required for behavioural tests 
5.2.2 Video tracking system frame rate testing 
5.2.2.1 Aims 
The aims of this testing are to: 
 Quantify the effect of certain factors on the performance of the video tracking system. 
These factors include: video camera software interface, overclocking the raspberry Pi 
(using turbo mode), running the DAAC system, creating a video recording of the live 
camera feed and tracking window/algorithm simplifications.  
 Validate the video tracking system in a “real-word” test scenario, and verify it achieves 
all functionality requirements. 
5.2.2.2 Equipment 
 Mindstorms NXT Retail Kit 
 Raspberry Pi 2 running latest version of the Ratraction software 
 Open-field test video recording 
 Raspberry Pi Camera module v1 
 Arduino Uno R3 and some basic electronics components 
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5.2.2.3 Procedure 
Testing was done for both live camera feed and recorded video. Recorded video testing was 
preferable to live testing as it was easier to ensure that conditions did not change between tests. 
The video selected for video testing was actual footage from an open-field test, and each test 
lasted for the full duration of the video (102 seconds). To maximise test-retest reliability, it was 
decided to use a line following Mindstorms NXT robot for live testing; the build 
instructions/code for the robot are available on the website: 
http://www.nxtprograms.com/line_follower/steps.html. Having the robot follow the black track 
on a Mindstorms test pad effectively simulated an open-field test where the animal constantly 
moved around the edges of the arena. So that the entire test pad was within the field of view of 
the camera, the Pi Camera was suspended 90cm above the test pad. For live testing it was 
important that test conditions, particularly lighting, were kept constant to maximise test-retest 
reliability.  
Basing the live and video testing off of “real-world” scenarios allows the test results to be used 
as verification (i.e. did the system work as intended and did it achieve its functionality 
requirements). 
5.2.2.4 Results 
Test conditions and results for all of the frame rate tests have been included as Appendix 9.  
During initial testing, video tracking system frame rates were much lower than expected, even 
when just displaying live camera feed. Using the V4L2 API instead of picamera increased frame 
rates from 9.96 to 29.94 FPS when just displaying camera feed and from 5.87 to 12.51 FPS 
when video tracking. It is not known why the V4L2 API is not the more popular choice when 
using the Pi Camera with OpenCV, especially since all drivers and utilities needed to use it 
have been a part of Raspbian since 2013, whereas picamera must be installed separately [70]. 
Frames rates might be further improved by creating a Python thread dedicated solely to reading 
frames from the camera, thereby reducing I/O latency and ensuring the main thread – where the 
actual video tracking processing is done – is never blocked [71]. For picamera, Rosebrock 
demonstrated that a dedicated thread could increase frame rates in OpenCV from 15 FPS to 52 
FPS [71]. It was decided not to implement this dedicated thread in the video tracking system due 
to time constraints.   
With 100% single-core CPU usage recorded during video tracking, it can be concluded that 
video tracking is a CPU-bound task. Because of this, the first thing that was tried to increase 
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video tracking frame rates was overclocking the Raspberry Pi. For the Pi 2, Raspbian officially 
supports one overclocking mode through the raspi-config utility. With “turbo mode” activated 
the clock speeds of the CPU, GPU and memory are dynamically (once >95% CPU usage is 
recorded) increased to the values listed in Table 11.  
Table 11: Overclocking the Raspberry Pi 2 by activating turbo mode. [72] 
 Normal mode  Turbo mode  
CPU clock speed (MHz) 900 1000 
GPU clock speed (MHz) 250 500 
SDRAM clock speed (MHz) 450 500 
Overvolting (V) 0 2 
After turbo mode was activated, video tracking frame rates increased from 12.51 to 15.74 FPS. 
For just displaying camera feed or recorded video, frame rates did not increase as the CPU 
usage for this task does not exceed 95%. With turbo mode significantly increasing the 
performance of the video tracking system it was decided to keep it activated.  The Pi 2 can be 
overclocked much further (CPU speeds up to 1300 MHz can be stable) but doing this will void 
its warranty, unlike overclocking using turbo mode. It is estimated that a Raspberry Pi 3 
performs 50% better than a Pi 2 running in turbo mode. As it is desirable to further increase 
system performance, it is recommended that Ratraction be tested on a Raspberry Pi 3 as soon 
as turbo mode for it gets released.  
The frame differencing tracking algorithm achieved around 40% higher frame rates than the 
MOG tracking algorithm, due to it being more computationally efficient. With frame rates so 
obviously dependent on the tracking algorithm used, more tracking methods should be 
investigated to see if an even more efficient algorithm can be found.  
Creating a video recording of the live camera feed did affect frame rates.  
As has already been mentioned, even though the DAAC system and video tracking systems 
execute in separate threads, they both still run on the same CPU core. With video tracking 
already saturating all of the core’s computational resources, running both systems at the same 
time will reduce their performance. The actual decrease in video tracking system frame rates 
from running the DAAC system depends mostly on the number and type of operations being 
performed by the DAAC system. Just performing tasks (i.e. analogRead, digitalRead, 
digitalWrite) decrease frame rates much less than performing decisions (i.e. IF statements).  If 
the DAAC system and video tracking system were rewritten to execute in separate processes, 
then they could be run on separate CPU cores and there might be no drop in performance when 
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both are run at the same time. It was established that the Ratraction program is not memory 
constrained which means multiple processes could have been used instead of multiple threads. 
The effect each of the video tracking window/algorithm simplifications had on video tracking 
frame rates can be seen in Table 12. 
Table 12: Video tracking system average frame rate for different combinations of tracking window/algorithm 
simplifications. 
 Average frame rate (FPS) 
Show tracking window: True 
Only show arena area in tracking window: False 
Show previous animal positions (tracking history): True 
Only sample pixels within the tracked arena: False 
11.89 
Show tracking window: False 
Only show arena area in tracking window: N/A 
Show previous animal positions (tracking history): N/A 
Only sample pixels within the tracked arena: False 
12.78 
Show tracking window: True 
Only show arena area in tracking window: True 
Show previous animal positions (tracking history): True 
Only sample pixels within the tracked arena: False 
12.23 
Show tracking window: True 
Only show arena area in tracking window: False 
Show previous animal positions (tracking history): False 
Only sample pixels within the tracked arena: False 
12.30 
Show tracking window: True 
Only show arena area in tracking window: False 
Show previous animal positions (tracking history): True 
Only sample pixels within the tracked arena: True 
14.94 
As can be seen in Table 12, all of the video tracking window/algorithm simplifications increase 
the performance of the video tracking system. By far the biggest increase in frame rate is 
achieved by choosing only to sample pixels within the tracked arena; this makes sense as this 
simplification reduces the processing load on the heavily loaded CPU. The other simplifications 
do not increase frame rates nearly as much due to mostly reducing the processing load on the 
GPU, which isn’t as heavily loaded. Based on this it is strongly recommended that another 
attempt is made at implementing the 3rd simplification used in OpenControl as this would 
reduce the size of the sampled area even more, resulting in even higher frame rates. It should 
be noted that the actual performance gains from using the “Only show arena area in tracking 
window” and “Only sample pixels within the tracked arena” simplifications are dependent on 
the size of the arena in the tracking window. It was decided to have “Only show arena area in 
tracking window” and “Only sample pixels within the tracked arena” be selected by default as 
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they gave the largest performance increase (15.74 FPS) without sacrificing useability (not 
showing the tracking window).  
It was established during testing that the frame rates of the video tracking system are heavily 
dependent on the experimental setup, with video tracking frame rates for the best and worst 
performing setups being 23.02 and 10.43 FPS (23-66% lower than the 30 FPS achievable in 
existing rodent tracking systems). Not being able to track at 30 FPS is an issue when tracking 
animals in recorded videos, as the videos are usually recorded at 30 FPS. Since the system can’t 
track at 30 FPS these videos will play slower than they were recorded, reducing user 
productivity and artificially lengthening trial times. A band-aid fix for this was adding the 
“Loaded video length/Trial run time (seconds)” spin box to the home screen GUI, which scales 
the trial times back to their correct values. A proper solution to this would be limiting the frame 
rate for all setups to 30 FPS, but this would require massively increasing the processing power 
of the control computer and is most likely beyond what is achievable for a Raspberry Pi.  
By calculating the average video tracking frame rate at multiple times throughout a 10 minute 
test it was determined that the performance of the system did not decrease over the length of a 
typical OFT trial. Random frame rate fluctuations were observed, but since all animal position 
estimates are timestamped, they are not a cause for concern.  
5.2.2.5 Conclusions 
 Using V4L2 instead of picamera significantly increased frame rates 
 Overclocking the Raspberry Pi using turbo mode significantly increased frame rates 
 The frame differencing tracking algorithm had much higher frame rates than the MOG 
tracking algorithm  
 Creating a video recording of the live camera feed did not affect frame rates 
 All the video tracking window/algorithm simplifications increase the performance of 
the video tracking system. “Only show arena area in tracking window” and “Only 
sample pixels within the tracked arena” simplifications were chosen to be selected by 
default, as they gave the largest performance increase without sacrificing useability. 
 Depending on the experimental setup, video tracking frame rates were between 10 FPS 
and 23 FPS, thus meeting the >10 FPS functionality requirement. 
 Even though frame rates fluctuated, the performance of the system did not decrease over 
the course of a 10 minute trial.  
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5.3 Ease of use 
5.3.1 Setting up the system 
5.3.1.1 Positioning the Pi Camera 
OFT arenas vary greatly in size from tens of centimetres to several metres [73]. For a resolution 
of 640:480, the field of view of the Pi Camera has a width approximately equal to the focal 
distance [74]. This means that the camera would need to be suspended several metres above the 
larger arenas to have them be completely in frame, a task complicated by the shortness of the 
ribbon cable on the camera (15cm). Two solutions to this problem: (1) use a longer ribbon cable 
and accept the drop in signal quality or (2) keep the 15cm cable, suspend the Raspberry Pi along 
with the camera and operate the Raspberry Pi via remote desktop.  
5.3.1.2 Software installation 
As the Ratraction program consists of .PY script files, it is run from IDLE. With the program 
not being a standalone executable, users will have to install some third-party software and 
Python packages not included in the standard Python library, in order to run Ratraction. While 
most of these installations are very straightforward, due to the pip Python package management 
system, others will require a guide or tutorial. Altogether, installation time is approximately 4 
hours, with OpenCV accounting for approximately half of this time. To give users an option of 
not having to do this setup, a system image of the Raspberry Pi used in this project will be 
hosted on Google Drive, with a link to it on the Ratraction GitHub page. This image can be 
installed on the users’ own machines, allowing them to more quickly and easily get started 
using Ratraction. If the image is not used it is recommended that the user does a fresh install of 
Raspbian Lite to remove unneeded pre-installed software and free up more space for use by the 
system.  
5.3.2 Operation 
To help the user operate the Ratraction system, a user manual is currently being written and 
will be made available on the Ratraction GitHub page as soon as it is completed. When setting 
up the video tracking and DAAC systems, help information is available for each stage of the 
setup process via the “Help” button located at the bottom of each wizard page. The general 
useability of the system has greatly benefited from the useability testing done in the RAD 
testing stage. As it was the client who acted in the role of the user during this testing, the 
useability testing was also validation.  
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5.3.2.1 Video tracking calibration 
Depending on the experimental design and arena setup, it can be time consuming to get a high 
quality calibration for video tracking. This is particularly the case when the arena is not evenly 
lit as then the specified colour range has to account for the animal’s saturation and value ranges 
changing based on lighting. If the video tracking colour calibration process was made simpler, 
higher quality calibrations could be done faster, leading to an overall increase in user 
productivity and more accurate and robust video tracking. Therefore, ways of simplifying the 
colour calibration process should be investigated. The best-case scenario would be for these 
simplifications to culminate in the development of automatic colour calibration.  In addition to 
increasing user productivity, automatic calibration would allow for other features to be added 
to the system, such as batch acquisition. Specifically in regards to behavioural testing, automatic 
calibration would also minimise animal stress and anxiety caused by over handling [75].  
5.3.2.2 DAAC system 
The Ratraction visual programming language allows users unfamiliar with computer 
programming to program the DAAC system to perform simple operations. The tasks in the 
Ratraction visual programming language are tasks in the Arduino language (i.e. analogRead, 
digitalRead, digitalWrite). To be able to properly use these tasks, the user does need some 
knowledge of electronics and Arduino (e.g. the difference between analogRead and 
digitalRead). This was never identified as a shortcoming during useability testing, but this could 
be due to the test user, A/Prof Bellingham, having experience with electronics. More useability 
testing, consisting of users from a diverse range of scientific backgrounds, should be done to 
determine if this really is a shortcoming and to also determine any other shortcomings in the 
design of the system. To help users in the meantime, some explanation and examples for these 
tasks will be included in the Ratraction user manual. The customised suggestions in the code 
block combo boxes definitely make it much quicker and easier to program the DAAC system. 
The hardware modules for the DAAC system consist of I/O devices and I/O device conditioning 
circuitry and are designed to be connected to the Arduino. Even though the massive community 
makes it easier to build electronics modules based around an Arduino, building the hardware 
modules for this system still requires users to have some knowledge of practical electronics and 
Arduino (e.g. know to connect digital devices to digital pins). Adding support in the DAAC 
system for non-Arduino I/O devices (e.g. USB speakers and screens) was never a priority as 
lots of I/O devices are compatible with the Arduino. Having this support though would make it 
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much easier to use some types of hardware with the system, and it could provide plug and play 
options for users not comfortable with building their own hardware modules.  
Adding support in the DAAC system for commercial hardware modules would also make it 
easier to use some types of hardware with the system. Based on OpenControl, these modules 
would require relatively complex custom electronics (involving external power supplies and 
optocoupled TTL converters) to interface them with the system. While building this circuit 
would be very difficult for users without practical electronics experience, if this barrier could 
be overcome it would vastly increase the hardware options available for users not comfortable 
with building their own hardware modules.  
5.3.2.3 Trial data analysis 
The existing data analysis modules are very straightforward to use, and information about their 
implementation is to be included in the Ratraction user manual. User should also have no 
trouble using any modules they personally develop. If a community did ever grow around the 
Ratraction system then a library of data analysis modules could possibly be built from user 
contributions. Such a library would be greatly beneficial, especially for users not familiar 
enough with Python programming to create their own custom modules. To ensure these 
modules are straightforward to use, each would have to be well-documented and its source code 
well-commented, before it would be included in the library.  
Even though adding or removing modules from the Ratraction system does involve modifying 
the system source code, these modifications are very small and will be covered in enough detail 
in the Ratraction user manual to ensure they can be done by non-programmers.  
5.3.2.4 System troubleshooting 
Error messages are shown in the Python console output and are intended to help with 
troubleshooting system setups. At the moment, these error messages are very generic (e.g. 
“DAAC setup is missing or contains an error/s”) and should be made more specific to make 
them more useful for troubleshooting.  The process of troubleshooting the system would also 
be made simpler by having more checks during the actual setup process (along similar lines as 
only allowing the user to access the DAAC system setup buttons once the software successfully 
establishes a connection with the Arduino board). An example of this in the DAAC system 
setup could be checking the syntax of the Arduino code before it is finalised; obviously this 
check would be more important in text programming mode than in graphical programming 
mode.   
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5.4 Cost 
One of the overarching design goals for the system was for its cost to be minimised by building 
it around inexpensive hardware and free software. Using the prices from the literature review, 
the total cost of the Ratraction system (excluding the cost of components used to make any 
hardware modules) is approximately 105 AUD. This makes the system over 100 times cheaper 
than the base version of EthoVision XT and over 9 times cheaper than OpenControl. Based on 
this it can be said that Ratraction is inexpensive, making automated video tracking affordable 
to researchers under even severe resource constraints 
With the system so much cheaper than other automated rodent tracking systems, this allows for 
some freedom when investigating other hardware options. Video tracking is a CPU-bound task 
and would greatly benefit from the increased processing power of a standard laptop/desktop. 
Aggressive price cutting by computer manufacturers has led to the development of entire series 
of cheap laptops, some of which cost as low as 100-200 AUD [76]. These laptops commonly run 
Intel Atom or Celeron processors, which usually have clocks speeds more than double the clock 
speed of the ARMv7 Cortex-A7 CPU on the Raspberry Pi 2 [77]. Furthermore, even if the clocks 
speeds were the same, x86 processors are generally faster than ARM processors due to the 
design focus of ARM being on power efficiency and not high performance [78]. Using one of 
these laptops may be the cheapest and easiest way to get the increase in processing power 
needed for the video tracking system to always operate at 30 FPS (an increase of 187.63% for 
the worst performing experimental setup).  Of course, Ratraction should still be tested on a 
Raspberry Pi 3 when turbo mode for it gets released. If Ratraction is deployed on one of these 
cheap laptops then the Pi Camera can no longer be used, but this isn’t really an issue as a 
similarly priced USB 2.0 video camera could be used instead.  
Compared to commercial systems, another way the cost of the Ratraction system is kept low is 
by allowing users to build their own hardware modules from inexpensive, widely available 
components.    
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5.5 Adaptability 
The other overarching design goal for the system was for it to be modifiable by the user.  As 
the system was built around open-source hardware and software and its source code has been 
made open-source, Ratraction is completely modifiable by the user. However, making 
modifications does require knowledge of Python programming and a familiarity with the 
system source code. As it is was assumed that the average user of Ratraction will not necessarily 
be familiar with Python programming, the system should be able to be adapted to different 
situations without having to make changes to the source code. A key part of this section will be 
evaluating the adaptability of the parts of the system it is fully expected the user will change on 
an experimentwise basis: hardware modules (i.e. I/O devices and I/O device conditioning), 
Arduino code and data analysis modules.  
5.5.1 System hardware 
The Ratraction source code has been written to be cross-platform, allowing it to work on 
Windows and Linux (it should also work on Mac OS but this hasn’t been tested). This increases 
the range of computers that could potentially be used as the control computer for the system. 
Linux should still be used as the operating system as it is open-source.  
The V4L2 video camera software interface allows for a wide range of camera types to be used 
in the Ratraction system, including PCI (i.e. Pi Camera), USB 2.0/3.0 and FireWire. As long as 
a Raspberry Pi is the control computer for the system the Pi Camera should still be used due to 
the higher frame rates it achieves by passing the camera data stream directly to the GPU. 
The DAAC system was based around an Arduino Uno. To make it so other Arduino boards 
(e.g. Mega, Nano) can be optimally used in the system, the Arduino pin assignment page would 
have to be changed to reflect the pin-out of the specific board being used. Similar changes 
would have to be made to make Arduino Shields usable with the system. 
5.5.2 Home screen GUI 
Unlike OpenControl, it is not intended for the user to modify the Ratraction home screen GUI 
to better suit their current experiment. While it is not intended, the home screen GUI can be 
modified, but this does require knowledge of Python programming and a good familiarity with 
the system source code (due to all the dependencies). This would still be the case if the final 
home screen GUI were to be made in Qt Designer as although the elements and layout could 
be set graphically all functionality is still hand coded. To make it easier for users who know 
Python to modify the home screen GUI, a blank area could be added to contain their 
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customisations. By only adding elements in this designated area they wouldn’t have to worry 
about modifying any of the existing GUI elements.   
The minimum resolution of the Ratraction home screen GUI is 1150x800 pixels and the width 
of video tracking window is fixed at 400 pixels. It was decided to fix the minimum size of the 
home screen GUI due to the amount of time it would have taken to get all of the elements in 
the GUI to downscale correctly. The consequence of this is that the computer monitor connected 
to the Raspberry Pi must have a resolution of at least 1600x900 in order to be able to completely 
see the home screen GUI and video tracking window. While most modern computer monitors 
do have resolutions at least this high, it would still be preferable if the home screen GUI could 
be downscaled, even if just to allow other windows to also be visible on the desktop screen. A 
downscaled home screen GUI would be needed if the Ratraction system were deployed on a 
cheap (100-200 AUD) laptop, as they typically have lower screen resolutions (1366x768). 
5.5.3 Differently shaped arenas 
As was discussed in Section 5.1.2, the current implementation of the “Pixels to Centimetres” 
video tracking calibration step assumes a rectangular arena. Generally this is a safe assumption 
to make for OFTs, but this does make it difficult to optimally use the Ratraction system for 
behavioural tests that involve non-rectangular arenas.  An example of this is the elevated plus 
maze (EPM) test as it involves a plus-shaped arena. Another example are open-field tests that 
involve circular arenas, and although they are done much less frequently than OFTs involving 
rectangular arenas, they are still done.  In addition to the “Pixels to Centimetres” calibration 
step, the tracking window/algorithm simplifications, existing data analysis modules and the 
arena definition feature should also be modified so they can be more optimally used with non-
rectangular arenas.  
5.5.4 DAAC system 
As has already been discussed, the tasks in the Ratraction visual programming language are 
tasks in the Arduino language (i.e. analogRead, digitalRead, digitalWrite). By having the tasks 
be low-level Arduino operations, this gives users much more freedom when programming the 
Arduino, though perhaps at the cost of a small amount of useability. Every single Arduino 
function is available in text programming mode, but the user does need to know the appropriate 
programming style and Nanpy functions in order to fully make use of them. Learning this 
programming style is made easier by the “Build” button, as it automatically retrieves and 
displays the Python code for all code blocks selected in graphical programming mode. 
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Any I/O devices that are compatible with the Arduino can be used in the hardware modules, as 
long as their voltage and current requirements can be sunk/supplied by the Arduino pins. 11 
digital I/O pins and 6 analog input pins are available for hardware connections; an Arduino 
Shield could be used to add even more digital I/O. Building custom hardware modules does 
require the user to have some knowledge of practical electronics and Arduino. It was intended 
for users to build their own hardware modules in order to keep system cost down, however 
more hardware options would be available if non-Arduino I/O devices and commercial 
hardware modules were supported in the DAAC system.  For the Raspberry Pi 2, the focus 
should be on USB 2.0 compatible I/O devices, in particular plug and play hardware options and 
I/O devices that require more current than can be sunk/supplied by an Arduino pin (USB 2.0 
can supply 500 mA compared to 40 mA for an Arduino digital pin) [79], [27]. 
OpenControl can interface and control both commercial hardware modules and custom-built 
hardware. According to Aguiar et al, all commercial modules are either TTL-like (where the 
control signal is separate from the powering signal) or switch-like (where the control signal is 
the powering signal) [2]. Theoretically, the only thing needed to be able to interface and control 
commercial hardware modules with the Arduino is a logic level converter in order to switch 
between the Arduino (5 V) and commercial module (typically 24-28 V) logic levels [2]. This 
has yet to be confirmed as no commercial modules were available for testing. 
5.5.5 Trial data analysis 
It was decided to take a modular approach to data analysis due to time constraints. While the 
existing modules cover a lot of the data analysis done for OFTs, if the user wants to perform 
custom data analysis then they would need to add their own modules. Knowledge of Python 
programming and some familiarity with the system code, mainly the structure of the setup and 
results global dictionaries, is required to build custom modules. Locking custom data analysis 
behind knowing Python programming makes for poor adaptability. A library of user contributed 
modules would help this problem, but this depends on a community growing around the 
Ratraction system. Alternatively, users could also just export their trial data and use a data 
analysis program of their choice.  
Even though it is still thought that the modular approach to data analysis was justified for this 
project, if more time did become available then a definite focus should be the development of 
a framework for performing custom, graphical data processing/analysis and visualisation (like 
what can be done in Microsoft Excel). 
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6 CONCLUSIONS 
As stated in Section 1.2, the aims of this project were to: 
1. Research, design, prototype, build and commission an inexpensive, user modifiable 
system that can be used by behavioural researchers to track rodent movement in a 
confined test environment and enable the use of a wide range of input/output devices. 
 
2. Establish the use cases for the project system, comment on the appropriateness of only 
using free/inexpensive, open-source hardware and software in its construction and   
suggest recommendations for its improvement.  
In the literature review, the most popular commercial and open-source automated rodent 
tracking systems were investigated to gain a better understanding of their features, strengths 
and limitations. Objective specific considerations (inexpensive/free, open-source hardware and 
software and video tracking methods suitable for this application) were also investigated. 
Working together with the client, the Ratraction system was developed using rapid application 
development (RAD). RAD was chosen due to the extra flexibility it provides.  
The Ratraction system was critically evaluated in terms of: functionality, video tracking system 
performance, ease of use, cost and adaptability. In terms of functionality, the Ratraction system 
achieved all of the Must Have functionality requirements listed in the product scope. A lot of 
the Should Have and Could Have requirements were also achieved; the main reasons for 
requirements not being achieved are the Raspberry Pi’s lack of processing power and time 
constraints. The Pi’s lack of processing power is also the reason for Ratraction having lower 
video tracking frame rates than existing rodent tracking systems (approximately 23-66% lower 
depending on experimental setup). “Real-world” test cases were used to verify the performance 
of the system. 
The Ratraction system was optimised for open-field tests (OFTs), but it can be used for any 
behavioural test involving a rectangular arena. If support for non-rectangular arenas was added 
to the arena definition feature and video tracking calibration then the system could be used for 
a much wider range of behavioural tests. The expected users of Ratraction are researchers under 
severe resource constraints and researchers willing to sacrifice some functionality and 
convenience for a tracking system they can customise to meet their specific needs.    
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The total cost of the Ratraction system (excluding the cost of components used to make the 
hardware modules) is approximately 105 AUD. This makes it over 100 times cheaper than the 
base version of EthoVision XT and over 9 times cheaper than OpenControl. Based on this it 
can be said that Ratraction is inexpensive, making automated video tracking affordable to 
researchers under even severe resource constraints. 
With the system built around open-source hardware and software and its source code having 
been made open-source, Ratraction is completely modifiable by the user. However, even though 
it was assumed that the average user of Ratraction would not necessarily be familiar with 
Python programming, some tasks in the system do require knowledge of Python to perform 
(e.g. custom data analysis). All tasks like these should be redesigned so they can be more easily 
performed by non-programmers. 
The goal for this project was to develop an inexpensive, user modifiable automated video 
tracking system for rodent behavioural tests. It can be concluded that Ratraction represents the 
successful completion of this goal. Recommendations for further work on the project are given 
in the next, and final, section of this report.  
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7 RECOMMENDATIONS FOR FURTHER WORK 
For more information on a project system improvement or project area recommended for future 
investigation see the related subsections in Section 5. 
7.1 System improvements 
Table 13 lists system features that would benefit from additional development cycles to get 
them working to a higher standard or to add functionality that was dropped due to time 
constraints. 
Table 13: System features in need of further development. 
System features in need of 
further development 
Justification 
Support for complex, non-
rectangular arenas should be 
added to arena definition and 
video tracking calibration. 
Users should also have more 
freedom when defining zones 
and ROIs in arena definition. 
Adding support for complex, non-rectangular arenas would make 
Ratraction usable for a wider range of behavioural tests. If the user 
had more freedom in defining arena zones/ROIs these zones/ROIs 
would be more useful as parameters for programming the DAAC 
system or in the data analysis modules. 
Improve the video recording 
feature 
The current implementation of the video recording feature requires 
the frame rate of the recording to be set before the trial is run. As 
the frame rate varies depending on experimental setup, time would 
be wasted running test trials in order to determine the frame rate 
that should be set. Alternatively, the frame rate could be limited to 
keep it constant for all experimental setups. Ideally the frame rate 
would be limited at 30 FPS, but this would require massively 
increasing the processing power of the control computer. Another 
option would be to search for a video recording implementation that 
doesn’t require the frame rate to be set before the trial is run. 
Continue to improve the 
accuracy, robustness and 
efficiency of the current video 
tracking algorithms. Ways of 
extending the tracking 
capabilities of these algorithms 
should also be investigated. 
The accuracy and robustness of the current video tracking 
algorithms could always be improved, particularly when faced with 
large occlusions or deep shadows. Further improving the efficiency 
of the algorithms will allow for higher frame rates to be achieved. 
Being able to track differently marked/dyed parts of an animal 
separately is an example of extending the tracking capabilities of 
the current algorithms. Tracking different parts of an animal 
separately would allow for an additional set of locomotor 
parameters to be calculated (see EthoVision XT in Section 2.2.1).   
Make other Arduino boards 
(e.g. Mega, Nano) and Arduino 
Shields usable with the system 
This would give users a wider range of options in how they can 
customise the Ratraction system based off of their available 
resources and specific needs (e.g. use an Arduino Mega for more 
I/O).   
Continue to improve the 
Ratraction visual programming 
language 
As was discussed in Section 5.1.3, there are flaws in the current 
implementation of the Ratraction visual programming language that 
should be fixed.  The number of code blocks should also be 
expanded (e.g. add task code blocks for calculations and variable 
storage). 
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Further simplify the video 
tracking calibration process. 
This would ideally culminate in 
the development of automatic 
calibration. 
By making video tracking calibration simpler, higher quality 
calibrations can be done faster. This would lead to an overall 
increase in user productivity and more accurate and robust video 
tracking. The development of automatic calibration would also allow 
for other features to be added to the system, such as batch 
acquisition.  
Add in batch analysis While batch acquisition is not possible until automatic calibration is 
developed, batch analysis could be implemented to increase user 
productivity through autonomous data analysis. 
Add more data analysis 
modules 
More modules should be added to cover the data analysis done for 
other behavioural tests.  
In addition to the features in need of further development, there are several general 
improvements that could be made to the current version of the Ratraction software that would 
improve the overall user experience. These are listed in Table 14. 
Table 14: General improvements that could be made to the current version of the Ratraction software.  
General improvement Justification 
Combine each of the separate 
setup parameter dictionaries 
into a single dictionary 
The separate setup dictionaries are a remnant of the arena 
definition, video tracking and DAAC features being designed and 
built as isolated modules. A single setup dictionary is more 
efficient, particularly as some setup parameters are repeated 
among the separate dictionaries (e.g. arena width/height). It would 
also make it more convenient to access any of the setup 
parameters from other parts of the system. 
Wherever possible, rewrite the 
Ratraction code to exploit 
parallel computing 
Ratraction was not written using multiple processes to exploit 
parallel computing. Multiple processes would allow the software to 
make better use of the quad-core CPU on the Raspberry Pi, 
increasing the performance of the system in CPU-bound tasks like 
video tracking.  
Fix known bugs and clean up 
code 
There are several known bugs in the current version of the 
Ratraction software which should be fixed. The Ratraction source 
code should also be cleaned up to make it easier to understand 
and modify; a big part of this clean up would be changing legacy 
variable names to be more intuitive (e.g. ref_col and calib_col).   
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7.2 Areas recommended for future investigation 
Table 15 lists areas of the project that are recommended for future investigation. 
Table 15: Project areas recommended for future investigation.  
Recommended areas for future 
investigation 
Justification 
Continue to investigate ways of improving 
the performance of the system. This 
could include: using a more powerful 
control computer, further overclocking the 
Raspberry Pi 2, optimising system code, 
rewriting system code to exploit parallel 
computing and adding more tracking 
window/algorithm simplifications. 
Improving the performance of the system will result in a 
better overall experience for the user. Having the video 
tracking system operate at 30 FPS for all experimental 
setups would put it on par with existing rodent tracking 
systems. Being able to limit frame rates to 30 FPS would 
solve the issue with tracking animals in recorded video 
and with the video recording feature.  
Investigate more video tracking methods Different video tracking methods could lead to new video 
tracking algorithms that are more accurate, robust and/or 
efficient that the algorithms currently being used. 
Investigate and test system hardware 
alternatives (cameras, microcontroller 
boards and control computers) 
  
System hardware alternatives should be investigated 
and tested to see if they are better than the current 
hardware in terms of performance, functionality or cost. 
It is strongly recommended that the Ratraction software 
is tested on a Pi 3 as soon as turbo mode for it gets 
released. 
Investigate ways to interface and control 
non-Arduino I/O devices (i.e. I/O devices 
not connected through the Arduino, like 
USB speakers and screens). Also 
investigate whether or not the Arduino 
can be used to interface and control 
commercial hardware modules 
This would give users a wider range of I/O hardware 
options that could be used with the system. Plug and play 
hardware options would greatly benefit users who are not 
comfortable designing and building their own hardware 
modules for the Arduino. If researchers already had 
commercial hardware modules then this could help 
convince them to switch to Ratraction.       
Investigate whether it is possible to use a 
Raspberry Pi to track multiple animals 
while maintaining a reasonable frame 
rate (i.e. above 5 FPS) 
Some behavioural experiments require multiple animals 
to be tracked in a single arena. This feature could also 
increase user productivity by being used to track multiple 
arenas at once. This feature will require massively 
increasing the processing power of the control computer 
Perform more usability testing consisting 
of users from a diverse range of scientific 
backgrounds 
More useability testing is needed to determine 
shortcomings in the design of the system. Fixing any 
shortcomings identified would be another area for future 
investigation. 
Implement a framework for performing 
custom, graphical data 
processing/analysis and visualisation 
(like what can be done in Microsoft Excel) 
This would make it much easier for non-programmers to 
do custom data /analysis. Modules would be used to add 
more processing/analysis tools to the framework.  
Investigate whether video tracking frame 
rate can be increased by using a 
dedicated thread for reading frames from 
the video camera  
Having a dedicated thread is a long-established 
programing model and while it is not thought that large 
FPS improvements will be seen (video tracking is a CPU-
bound task), small improvements may come from 
reducing I/O latency.  
Do an in-depth qualitative and 
quantitative comparison of the Ratraction 
system and an existing rodent tracking 
system (preferably one investigated in 
this report) 
This is crucial in determining the shortcomings of 
Ratraction as compared to existing rodent tracking 
systems. Comparison test cases should reflect how the 
tracking systems are to be used day-to-day. Fixing any 
shortcomings identified would be another area for future 
investigation. 
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9 Appendix 1: Raspberry Pi Camera module input 
modes 
The Raspberry Pi Camera module has a discrete set of input modes. The modes for the Pi 
Camera v1 and Pi Camera v2 are given in Figures 59 and 60. This information is accurate as of 
firmware revision #656.  
 
Figure 59: Raspberry Pi Camera module v1 input modes. [33] 
 
 
Figure 60: Raspberry Pi Camera module v2 input modes. [33] 
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10 APPENDIX 2: EXAMPLE CODE TO BLINK AN LED USING 
NANPY 
Example Python code to blink the LED on pin 13 of an Arduino Uno using Nanpy: 
# Import the necessary modules 
from nanpy import (ArduinoApi, SerialManager) 
from time import sleep 
 
# Try to establish a connection to the Arduino 
try: 
    connection = SerialManager() 
    a = ArduinoApi(connection = connection) 
except: 
    print("Failed to connect to Arduino") 
     
# Specify names for each pin  
2 = buttonPin 
13 = ledPin 
     
# Specify the mode for each pin the same as in void setup() 
a.pinMode(ledPin, a.OUTPUT) 
a.pinMode(buttonPin, a.INPUT) 
 
try: 
    # while True loop is the same as Arduino void loop() 
    while True: 
        # Read the state of the button pin using digitalRead 
        buttonState = a.digitalRead(buttonPin) 
        print("Our button state is: %d" %(buttonState)) 
        if buttonState: 
            if ledState: 
                # Turn the LED off if the button is pressed and the LED was previ-
ously on 
                a.digitalWrite(ledPin, a.LOW) 
                ledState = False 
                print("LED OFF") 
                sleep(1) 
            else: 
                # Turn the LED on if the button is pressed and the LED was previ-
ously off 
                a.digitalWrite(ledPin, a.HIGH) 
                ledState = True 
                print("LED ON") 
                sleep(1) 
except: 
   # If the while True loop raises an error, turns off the LED 
   a.digitalWrite(ledPin, a.LOW) 
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11 APPENDIX 3: LIST OF SOFTWARE NEEDED TO RUN 
RATRACTION 
Table 16 shows the software and software versions used for the Ratraction system. 
Table 16: Software installed on the Raspberry Pi control computer. 
Software Version 
Raspbian GNU/Linux  8 (Jessie) 
Python 3.4.2 
Arduino IDE 2:1.0.5 
Table 17 shows the Python modules used in the Ratraction software that are not included in the 
standard Python library. 
Table 17: Python modules used in the Ratraction software that are not included in the standard Python library. 
Python 
Module Name 
Description Version 
PyQt4 
PyQt is a set of Python v2 and v3 bindings for The Qt 
Company's Qt application framework 
- 
cv2 Python wrapper for OpenCV 3.0.0 
matplotlib This is an object-orientated plotting library 1.4.2 
nanpy Nanpy library 0.9.6 
numpy 
Provides 
1. An array object of arbitrary homogenous items 
2. Fast mathematical operations over arrays 
3. Linear Algebra, Fourier Transforms, Random 
Number Generation 
1.8.2 
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12 APPENDIX 4: RATRACTION HOME SCREEN GUI SHOWING 
UPDATES 
 
Figure 61: Ratraction home screen GUI showing updates. 
Note: An explanation for why the trial timer and “Duration (sec)” column of the trial 
information table show different times for trial duration is provided in Section 5.2.2.4.  
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13 APPENDIX 5: EXAMPLE SETUP DICTIONARIES AND 
EXPORTED TRIAL FILE CONTENTS 
Example arena_setup_parameters: 
 
 
 
Example vidTrack_setup_parameters: 
 
 
 
Example ard_setup_parameters: 
 
 
 
Example contents of an exported trial .CSV file: 
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14 APPENDIX 6: FRAME DIFFERENCING TRACKING 
ALGORITHM SOURCE CODE 
Source code for frame differencing tracking algorithm used to track animals in live camera 
feed: 
def live_fd_tracking(vidTrack_setup_parameters, recording=False, record_name=None): 
    run_tme = deque() 
    pts_tme = deque() 
    pts = deque() 
     
    global mod_pts 
    mod_pts = deque() 
 
    ref_col = vidTrack_setup_parameters['ref_col'] 
    calib_col = vidTrack_setup_parameters['calib_col'] 
 
    ref_image_name = vidTrack_setup_parameters['reference_image_name'] 
 
    show_window = vidTrack_setup_parameters['simps']['show_window'] 
    show_arena_window = vidTrack_setup_parameters['simps']['show_arena_window'] 
    show_trck_hist = vidTrack_setup_parameters['simps']['show_trck_hist'] 
 
    only_sample_arena = vidTrack_setup_parameters['simps']['only_sample_arena'] 
 
    x1 = ref_col[‘TL_corner’][0] 
    x2 = ref_col[‘BR_corner’][0] 
    y1 = ref_col[‘TL_corner’][1] 
    y2 = ref_col[‘BR_corner’][1] 
     
    cap = cv2.VideoCapture(0) 
 
    if only_sample_arena: 
        ref_image = cv2.imread(ref_image_name)[y1:y2, x1:x2] 
    else: 
        ref_image = cv2.imread(ref_image_name) 
 
    lower_b = np.array(calib_col[‘low_col’]) 
    upper_b = np.array(calib_col[‘up_col’]) 
 
    hsv_ref_image = cv2.cvtColor(ref_image, cv2.COLOR_BGR2HSV) 
    ref_image_mask = cv2.inRange(hsv_ref_image, lower_b, upper_b) 
 
    if recording: 
        fourcc = cv2.VideoWriter_fourcc(*'XVID') 
        out = cv2.VideoWriter(record_name, fourcc, 5.0, (400, 225)) 
 
    # allow the camera to warmup 
    time.sleep(0.1) 
 
    start = float(time.time()) 
 
    global _isRunning 
    from OneStopTrack import _isRunning 
     
    while _isRunning: 
        ret, frame = cap.read() 
 
        if not ret: 
            print("Camera frame not returned. Camera may be missing or damaged") 
            break 
 
        image = cv2.resize(frame, (400, 225)) 
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        if only_sample_arena: 
            hsv = cv2.cvtColor(image[y1:y2, x1:x2], cv2.COLOR_BGR2HSV) 
        else: 
            hsv = cv2.cvtColor(image, cv2.COLOR_BGR2HSV) 
 
        # Threshold the HSV image to get only blue colours 
        mask = cv2.inRange(hsv, lower_b, upper_b) 
 
        fdmask = cv2.absdiff(mask, ref_image_mask) 
 
        kernel = cv2.getStructuringElement(cv2.MORPH_RECT,(1,1)) 
 
        fdmask = cv2.morphologyEx(fdmask, cv2.MORPH_OPEN, kernel) 
        fdmask = cv2.morphologyEx(fdmask, cv2.MORPH_CLOSE, kernel) 
 
        _, cnts, _ = cv2.findContours(fdmask.copy(), cv2.RETR_EXTERNAL, 
                        cv2.CHAIN_APPROX_SIMPLE) 
 
        centre = None 
         
        # only proceed if at least one contour was found 
        if len(cnts) > 0: 
            # find the largest contour in the mask, then use it to 
            # compute the centroid 
            c = max(cnts, key=cv2.contourArea) 
            M = cv2.moments(c) 
            try: 
                if only_sample_arena: 
                    centre = (int(M["m10"]/M["m00"])+x1, int(M["m01"]/M["m00"])+y1) 
                else: 
                    centre = (int(M["m10"]/M["m00"]), int(M["m01"]/M["m00"])) 
 
                cv2.circle(image, centre, 5, (255,0,0), -1) 
            except: 
                pass 
 
        millis = float(time.time()) 
        current_time = round(millis - start, 2) 
 
        run_tme.append(current_time) 
 
        if centre != None: 
            pts_tme.append(current_time) 
 
            if show_trck_hist: 
                pts.append(centre) 
 
            mod_pt_x = (centre[0]-x1)*ref_col[‘cm_per_pix_width’] 
             
            mod_pt_y = (centre[1]-y1)*ref_col[‘cm_per_pix_height’] 
 
            mod_pts.append((mod_pt_x,mod_pt_y)) 
     
        if show_trck_hist: 
            for i in range(1, len(pts)): 
                if pts[i-1] is None or pts[i] is None: 
                    continue 
                cv2.line(image, pts[i-1], pts[i], (0,255,0), 1) 
                                      
        if show_window: 
            if show_arena_window: 
                cv2.imshow("Live Camera Feed Tracking", image[y1:y2, x1:x2]) 
            else: 
                cv2.imshow("Live Camera Feed Tracking", image) 
        cv2.waitKey(1) 
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        if recording: 
            # write the frame 
            out.write(image) 
 
        from OneStopTrack import _isRunning 
     
    if recording: 
        out.release() 
    cap.release() 
    cv2.destroyAllWindows() 
    return (pts_tme, mod_pts, run_tme) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  96 
15 APPENDIX 7: MOG TRACKING ALGORITHM SOURCE CODE 
Source code for MOG tracking algorithm used to track animals in recorded video: 
def vid_mog_tracking(video_name, vidTrack_setup_parameters): 
    run_tme = deque() 
    pts_tme = deque() 
    pts = deque() 
     
    global mod_pts, mod_pt 
    mod_pts = deque() 
 
    ref_col = vidTrack_setup_parameters['ref_col'] 
    calib_col = vidTrack_setup_parameters['calib_col'] 
 
    vid_aspect_ratio = 
float(vidTrack_setup_parameters['loaded_video_aspect_ratio'].split(":")[0])/float(v
idTrack_setup_parameters['loaded_video_aspect_ratio'].split(":")[1]) 
    mod_video_resolution = (400, int(400/vid_aspect_ratio)) 
 
    show_window = vidTrack_setup_parameters['simps']['show_window'] 
    show_arena_window = vidTrack_setup_parameters['simps']['show_arena_window'] 
    show_trck_hist = vidTrack_setup_parameters['simps']['show_trck_hist'] 
 
    only_sample_arena = vidTrack_setup_parameters['simps']['only_sample_arena'] 
 
    x1 = ref_col['TL_corner'][0] 
    x2 = ref_col['BR_corner'][0] 
    y1 = ref_col['TL_corner'][1] 
    y2 = ref_col['BR_corner'][1] 
 
    cap = cv2.VideoCapture(video_name) 
 
    fgbg = cv2.createBackgroundSubtractorMOG2(detectShadows=False) 
 
    lower_b = np.array(calib_col['low_col']) 
    upper_b = np.array(calib_col['up_col']) 
 
    start = float(time.time()) 
 
    import OneStopTrack 
    _isRunning = OneStopTrack._isRunning 
 
    while _isRunning: 
        ret, frame = cap.read() 
 
        if not ret: 
            print("Video recording frame not returned. Video recording may be 
missing or damaged") 
            break 
 
        image = cv2.resize(frame, mod_video_resolution) 
 
        if only_sample_arena: 
            hsv = cv2.cvtColor(image[y1:y2, x1:x2], cv2.COLOR_BGR2HSV) 
        else: 
            hsv = cv2.cvtColor(image, cv2.COLOR_BGR2HSV) 
                 
        # Threshold the HSV image to get only blue colours 
        mask = cv2.inRange(hsv, lower_b, upper_b) 
 
        fgmask = fgbg.apply(mask) 
     
        kernel = cv2.getStructuringElement(cv2.MORPH_RECT,(1,1)) 
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        fgmask = cv2.morphologyEx(fgmask, cv2.MORPH_OPEN, kernel) 
        fgmask = cv2.morphologyEx(fgmask, cv2.MORPH_CLOSE, kernel) 
     
        _, cnts, _ = cv2.findContours(fgmask.copy(), cv2.RETR_EXTERNAL, 
                            cv2.CHAIN_APPROX_SIMPLE) 
        centre = None 
             
        # only proceed if at least one contour was found 
        if len(cnts) > 0: 
            # find the largest contour in the mask, then use it to 
            # compute the centroid 
            c = max(cnts, key=cv2.contourArea) 
            M = cv2.moments(c) 
            try: 
                if only_sample_arena: 
                    centre = (int(M["m10"]/M["m00"])+x1, int(M["m01"]/M["m00"])+y1) 
                else: 
                    centre = (int(M["m10"]/M["m00"]), int(M["m01"]/M["m00"])) 
                cv2.circle(image, centre, 5, (255,0,0), -1) 
            except: 
                pass 
 
        millis = float(time.time())         
        current_time = round(millis - start, 2) 
 
        run_tme.append(current_time) 
 
        if centre != None: 
            pts_tme.append(current_time) 
 
            if show_trck_hist: 
                pts.append(centre) 
 
            mod_pt_x = (centre[0]-x1)*ref_col['cm_per_pix_width'] 
             
            mod_pt_y = (centre[1]-y1)*ref_col['cm_per_pix_height'] 
 
            mod_pts.append((mod_pt_x,mod_pt_y)) 
 
            mod_pt = mod_pts[-1] 
 
        if show_trck_hist: 
            for i in range(1, len(pts)): 
                if pts[i-1] is None or pts[i] is None: 
                    continue 
                cv2.line(image, pts[i-1], pts[i], (0,255,0), 1) 
 
        if show_window: 
            if show_arena_window: 
                cv2.imshow("Recorded Video Tracking", image[y1:y2, x1:x2]) 
            else: 
                cv2.imshow("Recorded Video Tracking", image) 
        cv2.waitKey(1) 
 
        _isRunning = OneStopTrack._isRunning 
 
    cap.release() 
    cv2.destroyAllWindows() 
    return (pts_tme, mod_pts, run_tme) 
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16 APPENDIX 8: “GRID TIME ANALYSIS” DATA ANALYSIS 
MODULE SOURCE CODE 
Source code for “Grid Time Analysis” data analysis module: 
import sys 
from collections import OrderedDict 
from PyQt4 import Qt 
from PyQt4 import (QtGui, QtCore) 
import matplotlib.pyplot as plt 
import matplotlib.image as mpimg 
import numpy as np 
 
class ButtonLineEdit(Qt.QLineEdit): 
    buttonClicked = Qt.pyqtSignal(bool) 
 
    def __init__(self, parent=None): 
        super(ButtonLineEdit, self).__init__(parent) 
 
        self.button = Qt.QToolButton(self) 
        self.button.setIcon(Qt.QIcon('open_file_icon.png')) 
        self.button.setStyleSheet('border: 0px; padding: 0px;') 
        self.button.setCursor(QtCore.Qt.ArrowCursor) 
        self.button.clicked.connect(self.buttonClicked.emit) 
 
        frameWidth = self.style().pixelMetric(QtGui.QStyle.PM_DefaultFrameWidth) 
        buttonSize = self.button.sizeHint() 
 
        self.setStyleSheet('QLineEdit {padding-right: %dpx; }' % (buttonSize.width() + 
frameWidth + 1)) 
        self.setMinimumSize(max(self.minimumSizeHint().width(), buttonSize.width() + 
frameWidth*2 + 2), 
                            max(self.minimumSizeHint().height(), buttonSize.height() + 
frameWidth*2 + 2)) 
 
    def resizeEvent(self, event): 
        buttonSize = self.button.sizeHint() 
        frameWidth = self.style().pixelMetric(QtGui.QStyle.PM_DefaultFrameWidth) 
        self.button.move(self.rect().right() - frameWidth - buttonSize.width(), 
                         (self.rect().bottom() - buttonSize.height() + 1)/2) 
        super(ButtonLineEdit, self).resizeEvent(event) 
 
class Window(Qt.QWidget): 
    def __init__(self): 
        Qt.QWidget.__init__(self) 
 
        global global_results 
        from OneStopTrack import global_results 
 
        self.cmBox1 = Qt.QComboBox() 
        for key in global_results.keys(): 
            self.cmBox1.addItem(str(key)) 
 
        lbl1 = Qt.QLabel("Arena width (cm):") 
        self.lneEdt1 = Qt.QLineEdit() 
        lbl1.setBuddy(self.lneEdt1) 
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        lbl2 = Qt.QLabel("Arena height (cm):") 
        self.lneEdt2 = Qt.QLineEdit() 
        lbl2.setBuddy(self.lneEdt2) 
 
 lbl3 = Qt.QLabel("Number of vertical lines dividing arena:") 
        self.spnBox1 = Qt.QSpinBox() 
        lbl3.setBuddy(self.spnBox1) 
 
        lbl4 = Qt.QLabel("Number of horizontal lines dividing arena:") 
        self.spnBox2 = Qt.QSpinBox() 
        lbl4.setBuddy(self.spnBox2) 
 
        self.radBtn1 = Qt.QRadioButton(self.tr("Load arena picture for arena setup 
subplot background (OPTIONAL)")) 
        self.radBtn1.setChecked(False)   
        self.radBtn1.clicked.connect(self.use_arena_pic) 
 
        self.btnLneEdt1 = ButtonLineEdit() 
        self.btnLneEdt1.buttonClicked.connect(self.find_arena_pic) 
        self.btnLneEdt1.setDisabled(True) 
 
        self.pshBtn1 = Qt.QPushButton(self.tr('Draw ROI Time Bar Graph')) 
        self.pshBtn1.clicked.connect(self.draw_bar_graph) 
 
        self.pshBtn1 = Qt.QPushButton(self.tr('Draw Grid Time Bar Graph')) 
        self.pshBtn1.clicked.connect(self.draw_bar_graph) 
 
        spacer1 = Qt.QLabel() 
        spacer2 = Qt.QLabel() 
        spacer3 = Qt.QLabel() 
 
        layout1 = Qt.QFormLayout() 
        layout1.addRow(lbl1, self.lneEdt1) 
        layout1.addRow(lbl2, self.lneEdt2) 
        layout1.addRow(lbl3, self.spnBox1) 
        layout1.addRow(lbl4, self.spnBox2) 
 
        layout2 = Qt.QVBoxLayout(self) 
        layout2.addWidget(self.cmBox1) 
        layout2.addWidget(spacer1) 
        layout2.addLayout(layout1) 
        layout2.addWidget(spacer2) 
        layout2.addWidget(self.radBtn1) 
        layout2.addWidget(self.btnLneEdt1) 
        layout2.addWidget(spacer3) 
        layout2.addWidget(self.pshBtn1) 
 
        self.setWindowTitle(self.tr("Grid Time Analysis")) 
 
    def use_arena_pic(self): 
        if self.radBtn1.isChecked(): 
            self.btnLneEdt1.setDisabled(False) 
        elif not self.radBtn1.isChecked(): 
            self.btnLneEdt1.clear() 
            self.btnLneEdt1.setDisabled(True) 
 
    def find_arena_pic(self): 
        try: 
            self.arena_pic_name = Qt.QFileDialog.getOpenFileName(self, 'Load 
Picture of Arena') 
            self.btnLneEdt1.setText(self.arena_pic_name) 
        except: 
            pass 
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def calc_grid(self): 
        self.arena_width = float(self.lneEdt1.text()) 
        self.arena_height = float(self.lneEdt2.text()) 
        self.num_width_divs = int(self.spnBox1.text())+1 
        self.num_height_divs = int(self.spnBox2.text())+1 
        self.width_div = self.arena_width/self.num_width_divs 
        self.height_div = self.arena_height/self.num_height_divs 
         
        time = [float(tim) for tim in 
global_results[str(self.cmBox1.currentText())]["results"]['vid_pts_time']] 
        try: 
            pos = [eval(posi) for posi in 
global_results[str(self.cmBox1.currentText())]["results"]['position']] 
        except: 
            pos = 
global_results[str(self.cmBox1.currentText())]["results"]['position'] 
 
        section = [(x,y) for y in range(self.num_height_divs) 
                   for x in range(self.num_width_divs)] 
        grid = OrderedDict() 
        for gridy in section: 
                   grid[gridy] = [(gridy[0]*self.width_div, 
gridy[1]*self.height_div), 
                                  ((gridy[0]+1)*self.width_div, 
(gridy[1]+1)*self.height_div), 0] 
        time_ints = [(time[i+1]-time[i]) for i in range(len(time)-1)] 
        for tim, pos in zip(time_ints, pos): 
            for key in grid: 
                if (grid[key][0][0] <= pos[0] < grid[key][1][0]) and 
(grid[key][0][1] <= pos[1] <= grid[key][1][1]): 
                    grid[key][2] += tim 
        for key in grid.keys(): 
            grid[key][2] = round(grid[key][2],2) 
        return grid 
 
    def draw_bar_graph(self): 
        grid = self.calc_grid() 
        fig = plt.gcf() 
        fig.canvas.set_window_title("Trial %s Time Spent in Arena Grids" 
%(self.cmBox1.currentText())) 
        ax1 = plt.subplot(121) 
        positions = [] 
        values = [] 
        LABELS = [] 
        count = 0 
        for key in grid.keys(): 
            if grid[key][2] > 0: 
                positions.append(count) 
                values.append(grid[key][2]) 
                LABELS.append(str(key)) 
                count += 1 
        ax1.barh(positions, values, align="center") 
        locs, labels = plt.yticks(positions, LABELS) 
        plt.xlabel("Time Spent in Grid (seconds)") 
        plt.ylabel("Arena Grids") 
 
        self.arena_pic_name = self.btnLneEdt1.text() 
        try: 
            self.arena_pic = mpimg.imread(self.arena_pic_name) 
        except: 
            pass 
 
        ax2 = plt.subplot(122) 
        try: 
            ax2.imshow(self.arena_pic, origin="lower", 
extent=(0,self.arena_width,0,self.arena_height)) 
        except: 
            npArray = np.array([[[0, 0, 0, 0]]], dtype="uint8")  
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            ax2.imshow(npArray, origin="lower", 
extent=(0,self.arena_width,0,self.arena_height)) 
         
        ax2.set_xticks(np.arange(0, 
(self.arena_width+self.width_div),self.width_div)) 
        ax2.set_yticks(np.arange(0, 
(self.arena_height+self.height_div),self.height_div)) 
                              
        ax2.grid(which="major", axis="both", linestyle='-', color='r') 
        ax2.xaxis.tick_top() 
        ax2.invert_yaxis() 
        ax2.set_xlabel("Arena Width (cm)", fontsize=12) 
        ax2.set_ylabel("Arena Height (cm)", fontsize=12) 
        ax2.tick_params(axis="both", which="major", labelsize=10) 
 
        # add labels to the grid squares 
        for j in range(self.num_height_divs): 
            y = self.height_div/2+j*self.height_div 
            for i in range(self.num_width_divs): 
                x = self.width_div/2.+float(i)*self.width_div 
                if self.radBtn1.isChecked(): 
                    ax2.text(x,y, ("(%d,%d)" %(i,j)), color='w', ha='center', 
va='center') 
                elif not self.radBtn1.isChecked(): 
                    ax2.text(x,y, ("(%d,%d)" %(i,j)), color='b', ha='center', 
va='center') 
 
        plt.tight_layout()              
        plt.show() 
 
 
# main ================================================= 
                
def main():     
    app = Qt.QApplication(sys.argv) 
    window = Window() 
    window.show() 
     
    sys.exit(app.exec_())  
 
if __name__ == '__main__': 
    main() 
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17 APPENDIX 8: EXAMPLE DAAC SETUPS IN GRAPHICAL 
PROGRAMMING MODE 
Manually activating an I/O device: 
 
 
 
 
 
 
 
Activating an I/O device based on trial time: 
 
 
 
 
 
 
 
 
  103 
Activating an I/O device based on animal’s position in the arena: 
 
 
 
 
 
 
 
Activating an I/O device based on the reading/state of another I/O device: 
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18 APPENDIX 9: RESULTS FROM VIDEO TRACKING 
PERFORMANCE TESTING 
Unless otherwise explicitly stated, the following conditions were standard for all tests: turbo 
mode on Raspberry Pi activated, MOG video tracking algorithm, default tracking 
window/algorithm simplifications, not recording and DAAC system not running. Video tests 
lasted for the full duration of the video (102 seconds) and live tests lasted for 10 minutes.   
The default tracking window/algorithm simplifications: 
  Show tracking window: True 
  Only show arena area in tracking window: True 
  Show previous animal positions (tracking history): True 
  Only sample pixels within the tracked arena: False 
The default setup of the DAAC system when it was run: 
 Reading 1 analog sensor (using analogRead task) 
 Constantly turning on an LED constantly (using digitalWrite task) 
 Turning on an LED if the tracked “animal” is in the top half of the arena (using IF 
statement decision) 
18.1 V4L2 compared to Pi Camera 
Standard live test, but just displaying live camera feed (no tracking algorithm) and with turbo 
mode on Raspberry Pi not activated: 
Table 18: Video tracking system average frames rate when using Pi Camera compared to V4L2.  
 Average frame rate (FPS) Average frame rate change (%) 
Pi Camera 
9.96 
9.96 - 9.96 
9.95 
V4L2 
29.90 
29.94 +200.60% 29.97 
29.96 
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Standard live test but with turbo mode on Raspberry Pi not activated: 
Table 19: Video tracking system average frames rate when using Pi Camera compared to V4L2.  
 Average frame rate (FPS) Average frame rate change (%) 
Pi Camera 
5.73 
5.87 - 6.00 
5.88 
V4L2 
12.47 
12.51 +113.11% 12.69 
12.37 
 
18.2 Overclocking the Raspberry Pi 
Standard video test: 
Table 20: Video tracking system average frame rate when the Raspberry Pi is overclocked and when it is not 
overclocked.  
 Average frame rate (FPS) Average frame rate change (%) 
Not 
overclocked 
12.47 
12.51 - 12.69 
12.37 
Overclocked 
in turbo mode 
15.73 
15.74 +25.82% 15.78 
15.70 
Standard video test but just displaying recorded video (no tracking algorithm): 
Table 21: Video tracking system average frame rate when the Raspberry Pi is overclocked and when it is not 
overclocked. 
 Average frame rate (FPS) Average frame rate change (%) 
Not 
overclocked 
29.87 
29.92 - 29.94 
29.96 
Overclocked 
in turbo mode 
29.90 
29.94 +0.07% 29.97 
29.94 
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Standard video test but running the DAAC system with the default setup: 
Table 22: Video tracking system average frame rate when the Raspberry Pi is overclocked and when it is not 
overclocked. 
 Average frame rate (FPS) Average frame rate change (%) 
Not 
overclocked 
11.85 
11.77 - 11.70 
11.77 
Overclocked in 
turbo mode 
13.95 
13.90 +18.10% 13.85 
13.89 
18.3 Displaying live camera feed compared to displaying recorded 
video 
Standard live/video testing but just displaying live camera feed/recorded video (no tracking 
algorithm): 
Table 23: Video tracking system average frame rate when displaying live camera feed and when displaying 
recorded video. 
 Average frame rate (FPS) Average frame rate change (%) 
Live camera feed 
29.90 
29.94 - 29.97 
29.96 
Recorded video 
29.97 
29.93 -0.03% 29.93 
29.90 
18.4 Frame differencing compared to MOG 
Standard live test: 
Table 24: Video tracking system average frame rate for MOG and frame differencing tracking algorithms. 
 Average frame rate (FPS) Average frame rate change (%) 
MOG tracking 
algorithm 
15.73 
15.74 - 15.78 
15.70 
Frame differencing 
algorithm 
22.10 
22.17 +40.87% 22.24 
22.16 
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18.5 Recording compared to not recording 
Standard live test: 
Table 25: Video tracking system average frame rate when recording and when not recording live camera feed. 
 Average frame rate (FPS) Average frame rate change (%) 
Not recording 
29.90 
29.93 - 29.96 
29.92 
Recording 
29.79 
29.80 -0.43% 29.77 
29.83 
18.6 Running DAAC system compared to not running DAAC system 
Standard video test but running the DAAC system with a setup consisting of 1 analogRead and 
1 digitalRead operation: 
Table 26: Video tracking system average frame rate when the DAAC system is running and when the DAAC 
system is not running. 
 Average frame rate (FPS) Average frame rate change (%) 
Not running 
DAAC system 
15.73 
15.74 - 15.78 
15.70 
Running 
DAAC system 
14.61 
14.68 -6.73% 14.68 
14.76 
Standard video test but running the DAAC system with a setup consisting of 2 digitalWrite 
operations: 
Table 27: Video tracking system average frame rate when the DAAC system is running and when the DAAC 
system is not running. 
 Average frame rate (FPS) Average frame rate change (%) 
Not running 
DAAC system 
15.73 
15.74 - 15.78 
15.70 
Running 
DAAC system 
14.83 
14.72 -6.48% 14.66 
14.70 
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Standard video test but running the DAAC system with a setup consisting of 1 digitalWrite 
operation and an IF statement whose condition involves the digitalWrite operation: 
Table 28: Video tracking system average frame rate when the DAAC system is running and when the DAAC 
system is not running. 
 Average frame rate (FPS) Average frame rate change (%) 
Not running 
DAAC system 
15.73 
15.74 - 15.78 
15.70 
Running 
DAAC system 
14.15 
14.00 -11.06% 13.96 
13.88 
Standard video test but running the DAAC system with a setup consisting of an IF statement 
whose condition involves the video tracking position estimate of the tracked animal: 
Table 29: Video tracking system average frame rate when the DAAC system is running and when the DAAC 
system is not running. 
 Average frame rate (FPS) Average frame rate change (%) 
Not running 
DAAC system 
15.73 
15.74 - 15.78 
15.70 
Running 
DAAC system 
13.95 
13.90 -11.69% 13.85 
13.89 
18.7 Tracking window/algorithm simplifications 
Standard video test but with different combinations of tracking window/algorithm 
simplifications: 
Table 30: Video tracking system average frame rate for different combinations of tracking window/algorithm 
simplifications. 
 Average frame rate 
(FPS) 
Average frame rate 
change (%) 
Show tracking window: True 
Only show arena area in tracking window: False 
Show previous animal positions (tracking history): True 
Only sample pixels within the tracked arena: False 
11.95 
11.89 - 11.83 
11.88 
Show tracking window: False 
Only show arena area in tracking window: N/A 
Show previous animal positions (tracking history): N/A 
Only sample pixels within the tracked arena: False 
12.74 
12.78 +7.49% 12.83 
12.77 
Show tracking window: True 
Only show arena area in tracking window: True 
Show previous animal positions (tracking history): True 
Only sample pixels within the tracked arena: False 
12.22 
12.23 +2.86% 12.22 
12.24 
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Show tracking window: True 
Only show arena area in tracking window: False 
Show previous animal positions (tracking history): False 
Only sample pixels within the tracked arena: False 
12.28 
12.30 +3.49% 12.33 
12.30 
Show tracking window: True 
Only show arena area in tracking window: False 
Show previous animal positions (tracking history): True 
Only sample pixels within the tracked arena: True 
15.02 
14.94 +25.65% 14.85 
14.96 
Standard video test: 
Table 31: Video tracking system average frame rate for default combination of tracking window/algorithm 
simplifications. 
 Average frame rate 
(FPS) 
Average frame rate 
change (%) 
Show tracking window: True 
Only show arena area in tracking window: False 
Show previous animal positions (tracking history): False 
Only sample pixels within the tracked arena: True 
15.73 
15.74 +32.38% 15.78 
15.70 
Standard video test but with combination of tracking window/algorithm simplification that 
offers the highest performance possible: 
Table 32: Video tracking system average frame rate for combination of tracking window/algorithm 
simplifications that offers the highest performance. 
 Average frame rate 
(FPS) 
Average frame rate 
change (%) 
Show tracking window: False 
Only show arena area in tracking window: N/A 
Show previous animal positions (tracking history): N/A 
Only sample pixels within the tracked arena: True 
16.07 
16.01 +34.65% 15.93 
16.02 
18.8 Best and worst performing experiment setups for video tracking 
Best performing experimental setup: 
 Frame differencing video tracking algorithm 
 Simplifications same as in Table 32 
 DAAC system not running 
 Not recording 
Worst performing experimental setup: 
 MOG video tracking algorithm 
 Simplifications same as in row 1 of Table 30 
 Running DAAC system with the default setup 
 Recording 
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Table 33: Video tracking system average frame rates for best and worst performing experimental setups. 
 Average frame rate 
(FPS) 
Average frame rate 
change (%) 
Best performing 
experimental setup for 
video tracking 
22.94 
23.02 - 23.13 
23.00 
Worst performing 
experimental setup for 
video tracking 
10.41 
10.43 -54.69% 10.48 
10.40 
18.9 Frame rate at different times over the trial 
Worst performing experimental setup: 
Table 34: Video tracking system average frame rate at different times over the trial. 
 Trial duration 
(seconds) 
Average frame rate 
(FPS) 
Average frame 
rate change (%) 
Worst performing experimental 
setup 
60 
10.20 
10.24 - 10.28 
10.23 
180 
10.35 
10.33 +0.88% 10.30 
10.33 
300 
10.40 
10.38 +0.48% 10.36 
10.39 
600 
10.41 
10.43 +0.48% 10.48 
10.40 
 
 
Figure 62: Video tracking system average frame rate plotted against trial time. 
