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Abstract—This paper proposes a convolutional neural network
(CNN) model which utilizes the spectral correlation function
(SCF) for wireless radio access technology identification of
GSM, UMTS, and LTE signals without any priori information
about bandwidth and/or the center frequency. The sensing and
classification methods are applied on the baseband equivalent
signals. The proposed SCF based CNN method is implemented
in two different settings entitled CASE1 and CASE2. In CASE1,
signals are jointly sensed and classified. In CASE2, sensing and
classification are conducted in a sequential manner. The proposed
CNN method eliminates threshold estimation processes of the
classical estimators. It also eliminates the need to know the
distinct features of signals beforehand. Over-the-air real-world
measurements are used to show the robustness and the validity of
the proposed method compared to the existing deep learning net-
works. The real-world measurement-driven spectrum sensing and
classification results denote that the proposed CNN architecture
is more robust, memory-efficient, and fast trainable compared to
the existing deep learning networks and conventional detectors.
The performance of SCF based CNN method is discussed in
detail for both settings. Furthermore, the novel dataset is shared
along with this study to make it publicly available.
Index Terms—Spectrum sensing, signal classification, deep
learning, spectral correlation function, convolutional neural net-
works.
I. INTRODUCTION
Today’s wireless communication systems experience an
unprecedented increase in data transmission volume and the
number of users. Massive Internet of things (IoT) networks are
expected to become a part of life and are expected to become
widespread with 5G [1]. It is essential for wireless communi-
cation networks to use the limited spectrum as efficiently and
effectively as possible to provide users with more reliable qual-
ity of service (QoS) [2]. The multidisciplinary effort including
the deployment of small cells, utilizing mmWave bands,
effective spectrum usage algorithms, massive multiple–input
multiple–output (MIMO) systems [3], and cognitive radio
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networks aims to meet user demands. Cognitive radios aim to
increase the efficiency and capacity of wireless communication
systems by sharing the spectrum dynamically among users [4].
Spectrum sensing and signal identification are crucial tasks for
cognitive radio networks; however, the sensing process can
take considerable amount of time if the narrowband sensing is
adopted. Also, narrowband sensing cannot be directly utilized
to perform wideband spectrum sensing since it makes a binary
decision for the whole spectrum and might not identify the
individual opportunities within a wideband spectrum. With
the recent advances in the transceiver design and big data
analysis, larger frequency bands on the orders of 100 MHz can
be captured in once and post–processed. In order to achieve
the demanding requirements for 5G and beyond wireless
networks, an intelligent radio design for spectrum sensing
and signal identification is required which can be realized
with the help of machine learning (ML) algorithms [5] and
classical signal processing methods such as cyclostationarity
analysis [6].
A. Related Work
Cyclostationarity signal analysis has been explored for
modulation classification, parameter estimation and spectrum
sensing for more than 20 years. In addition to being an
established method for spectrum sensing in cognitive radio
domain, cyclostationary features detection (CFD) is also uti-
lized to distinguish generic modulation techniques such as
M–PSK, M–FSK, and M–QAM [6]. When the radio access
technology (RAT) identification is considered [7], second order
cyclostationarity is employed for classification of Long–Term
Evolution (LTE) and Global System for Mobile communi-
cations (GSM) signals [8]. Later, a tree–based classification
approach is proposed to identify GSM, cdma2000, univer-
sal mobile telecommunications system (UMTS), and LTE
signals [9]. These classical identification techniques depend
on extracting the underlying features using likelihood–based
techniques and statistical decision mechanisms. Therefore,
their decision parameters such as thresholds and the number
of required samples need to be adjusted in an adaptive manner
under dynamically changing real–life conditions [10].
Recently, deep learning (DL) has been proposed as a solu-
tion to the parameter adaptation issues of classical techniques.
This stems from the known ability of DL techniques in
extracting the intrinsic features of given inputs through a con-
volutional process. The use of DL based approaches eliminates
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Fig. 1. Six steps of the FAM algorithm: Channelization, windowing, first FFT, complex multiplication, second FFT, and mapping.
the need for a statistical decision mechanism at the end of the
identification process. Along this line, the recent study shows
that DL methods outperform classical approaches in signal
detection in the spectrum [11]. Furthermore, convolutional
neural networks (CNNs) are trained with high–order statistics
of single carrier signals for modulation classification [12].
A CNN classifier is used for modulation and interference
identification for industrial scientific medical (ISM) bands
by utilizing fast Fourier transform (FFT), amplitude–phase
representation (AP) and in–phase/quadrature (I/Q) features for
training [13]. Another study [14] focuses on the protocol
classification in ISM band by utilizing fully connected neural
networks. As another example of the application of DL to
signal classification, long short term memory (LSTM) is
deployed for modulation classification and identification of
digital video broadcast (DVB), Tetra, LTE, GSM, wide–band
FM (WFM) signals by using AP and FFT magnitude for
training [15]. The performance of the proposed model is high,
however, it employs synthetic data generated by using Matlab.
In the real channels, there are numerous phenomenons, which
further complicate the signal characteristics. It is also worth
mentioning that research is now available in the literature on
how signal classifiers perform when exposed to possible adver-
sarial attacks. For example, in [16], it is shown using different
datasets that adversarial attacks reduce the performance of the
signal classifier.
In most of the signal classification studies, the effect of wire-
less propagation medium conditions are not considered and it
is assumed additive white Gaussian noise (AWGN) channel [8,
17–19]. However, this study proposes a blind spectrum sensing
and signal classification system by utilizing over-the-air signal
measurements in the real and live cellular communication
network. In our previous study [20], we employed real–world
signals to train and test the support vector machine (SVM).
In the study, spectral correlation function (SCF) is utilized as
feature vector. It has been demonstrated that SCF can extract
signal characteristics under low signal–to–noise ratio (SNR)
and Rayleigh fading [6, 21]. Even though SVM gives high
performance by using SCF of signals, the computation of
SCF is complex owing to the bi-frequency mapping in FFT
accumulation method (FAM). Therefore, the hardware cost and
consumption of time is considerable. Moreover, the training
of SVM is conducted for each SNR, separately. Therefore, at
the end of the training, the more SNR values in the dataset,
the more models are created.The real–world usage of SVM
requires an SNR estimator and loading all pretrained models
to memory during operation.
B. Contributions
The main contributions of this study can be summarized as
follows:
• We provide a blind spectrum sensing and wireless signal
identification framework to identify the GSM, UMTS,
and LTE signals by utilizing the SCF as the input for
CNN. Proposed CNN method, which is trained utiliz-
ing the SCF of wireless signals without bi–frequency
mapping, is presented for spectrum sensing and signal
identification. Thus, such an approach leads to reduction
in terms of complexity when compared to the previous
works and can be utilized either to decide whether the
signal is present or not or to distinguish GSM, UMTS,
and LTE signals from each other.
• Thorough analysis with different features such as SCF,
AP and FFT is given and the superiority of SCF as
a training feature is shown. The performance of the
proposed method is also compared with CFD, which
requires the cyclic frequencies as a priori information.
• The performance results of the spectrum sensing and
signal classification methods are given for two cases,
namely CASE1 and CASE2. In CASE1, we apply the
proposed CNN model directly to the captured data which
is composed of GSM, UMTS, LTE and noise signals to
jointly sense and classify. In CASE2, we utilize two–step
SCF based CNN, first, as a spectrum sensing method to
measure the spectrum occupancy which is followed by
the signal classification procedure.
• The comparison with the existing DL methods such
as convolutional long short term memory fully con-
nected deep neural network (CLDNN) [22], LSTM [15],
DenseNet [23], ResNet [12] as well as conventional
methods are given in terms of input size, accuracy, mem-
ory consumption and computational complexity based on
the real–world measurements taken during an extensive
measurement campaign conducted at different locations
with varying environmental conditions such as channel
fading statistics and SNR levels. The dataset composed
of real–world measurements is also shared in [24].
• The identification results clearly indicate the higher per-
formance of the proposed method over the aforemen-
tioned ones. Although the utilization of SCF based CNNs
to identify wireless RATs without any a priori information
is the main contribution of this paper, the scope of this
work can be extended to the identification of any signal,
which exhibits cyclostationary features.
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C. Organization of the Paper
The remainder of this paper is structured as follows.
Background information on the system model, cyclostationary
analysis and CNNs is presented in Section II. The proposed
CNN model is given in Section III. The problem statement
is discussed in Section IV. The details of the dataset used
in this study are drawn in Section V. Section VI presents
the classification performance of the proposed method. The
concluding remarks are provided in Section VII.
II. BACKGROUND
As all process is carried out in the baseband, first we need to
define the complex baseband equivalent of the received signal,
r(t). When the presence of fading environment with thermal
noise, it can be given as
r(t) = ρ(t) ∗ x(t) + ω(t), (1)
where ω(t) denotes the complex AWGN with C ∼ N(0, σ2N )
in the form of ω(t) = ωI(t)+jωQ(t) as both ωI(t) and jωQ(t)
being C ∼ N(0, σ2N/2) and j =
√−1; the complex baseband
equivalent of the transmitted signals is denoted as x(t); and
ρ(t) stands for the impulse response for the time–invariant
wireless channel because of extremely short observation time
for a signal.
Depending on the idle or busy state of the mobile prop-
agation channel of radio frequency (RF) spectrum with the
presence of the transmitted signal, the signal detection by
utilizing deep learning methods can be shown as a binary
hypothesis test
r(t) =
{
ρ(t)x(t) + ω(t), H1
ω(t), H0.
(2)
H0 and H1 are the hypotheses respect to presence of noise
only and the unknown signal, respectively. Therefore, the prob-
lem statement can be stated as identification of the presence
of the unknown signal x(t) and ω(t) and classification of the
unknown transmitted signal.
A. Cyclostationarity
Cyclostationary signal processing leads to extracting hidden
periodicities in a received signal, r(t). Since these periodicities
(e.g., symbol periods, spreading codes, and guard intervals)
exhibit unique characteristics for different signals, they provide
the necessary information for identification. Thus, the un-
known signals x(t) can be identified by using cyclostationary
features to obtain the statistical characteristics of r(t) in
the presence of ω(t) and multipath fading without a priori
information. A nonlinear transformation, second–order cyclo-
stationarity of a signal can be expressed as
sτ (t) = E {r(t+ τ/2)r∗(t− τ/2)} , (3)
where sτ (t) is the autocorrelation of r(t). Assuming that the
autocorrelation function is periodic with T0 for second–order
cyclostationary signals, a Fourier series expansion of sτ (t) is
Rαr (τ) =
1
T0
∫ T0/2
−T0/2
sτ (t)e
−j2piαtdt, (4)
where Rαr (τ) is the cyclic autocorrelation function (CAF) and
α values denote the cyclic frequencies.
The Fourier transform of the CAF for a fixed α is given
with the cyclic Wiener relation [6]
Sr(f) =
∫ T/2
−T/2
Rαr (τ) e−j2pifτdτ, (5)
where Sr(f) is called as SCF which is equal to the power
spectral density (PSD) when α is zero.
The computational complexity of calculating SCF is rel-
atively high. However, this complexity can be decreased by
using the FAM based on time smoothing via FFT [25]. FAM
estimates the SCF as
Sαi+q∆αrT (nL, f) =
∑
k
RT (kL, f)R
∗
T (kL, f)·
gc(n− k)e−i2pikq/P , (6)
where RT (n, f) denotes the complex demodulates which is
the N ′–point FFT of r(n) passed through a Hamming window
and can be computed by
RT (n, f) =
N ′/2∑
k=−N ′/2
a(k)r(n− k)e−i2pif(n−k)Ts , (7)
where a(n) and gc(n) are both data tapering windows. The
block diagram of FAM is depicted in Fig. 1. The symbols
N ′, Ts, and L denotes the channelization length, sampling
period, and sample size of hopping blocks, respectively. The
ratio between the number of total samples and L is employed
as the length of second FFT, whose length is denoted as
P . The FAM has six implementation steps. These steps are
respectively channelization, windowing, N ′–point FFT, com-
plex multiplication, P–point FFT and bi–frequency mapping.
The most computationally complex step among them is bi–
frequency mapping. Therefore, as will be detailed in the later,
the bi–frequency mapping is omitted and the matrix before
this step is used as a feature. In the study, the unit rectangle
and Hamming windows are employed as gc(n) and a(n),
respectively. Fig. 2 illustrates SCFs results in bi–frequency
plane, which are estimated by FAM algorithm for GSM,
UMTS, and LTE.
Please note that the bi–frequency mapping step is not
applied to reduce the complexity and time consumption in
the FAM algorithm. The complexity analysis regarding to
bifrequency mapping is analytically detailed in [25]. As a
result, the input matrix, XSCFk , to be fed into classifier model
is given as
XSCFk = |SrT (nL, f)|, (8)
In this paper, we use the Keras library in Python for training
and running the CNNs. Similar to the other existing machine
learning classifiers, this library does not support complex–
valued classification. Therefore, the use of the SCF is restricted
to its magnitude, as shown in (8).
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(a) AWGN (b) GSM (c) UMTS (d) LTE
Fig. 2. SCFs in bi–frequency plane. They are estimated by FAM algorithm.
B. Amplitude–Phase
The amplitude and phase values of time–domain I/Q data
can be used to establish a real–valued classification feature
matrix, XAPk . This feature matrix is composed of the ampli-
tude and phase vectors of the received signal samples. So,
XAPk is defined as
XAPk =
[
xTA
xTφ
]
, (9)
where xA = (rq2 + ri2)
1
2 and xφ = arctan(
rq
ri
) denote the
amplitude and phase vectors, respectively.
C. Fast Fourier Transform
The characteristics of signals in frequency domain can be
employed as discriminating classification features. The FFT of
the received signal is used to obtain a real–valued classification
feature matrix XFFTk as
f = F(r), XFFTk =
[
fTre
fTim
]
, (10)
where F(·) stands for the FFT of the received signals; fre and
fim are real and imaginary parts of f , respectively.
D. Convolutional Neural Networks
CNN is a class of deep neural networks which is mainly
employed in image classification and recognition. Still, it has
been recently extended to several application areas. CNNs
have two stages: feature extraction and classification. In feature
extraction, a convolutional layer is followed by a pooling layer.
In the convolution layer, the feature matrix is convolved with
different filters to obtain convolved feature map as follows
h[i, j] =
m∑
p=1
n∑
l=1
wp,lXk[i+ p− 1, j + l − 1], (11)
where wp,l is the element at p–th row and l–th column of
the m × n filter matrix, and Xk [·, ·] denotes the elements
of feature matrix convolved by wp,l. The convolution layer
is followed by the pooling layer to reduce computational
complexity and training time, and control over–fitting due to
the fact that pooling layer makes the activation less sensitive to
feature locations [26]. The u× v maximum pooling operation
is described as
g[i, j] = max {h[i+ a− 1, j + b− 1]} , (12)
TABLE I
THE PROPOSED CNN LAYOUT FOR THE DATASET OF CASE1.
Layer Output Dimensions
Input 8193× 16
Conv1 8193× 16× 64
Leaky ReLU1 8193× 16× 64
Max Pool1 4097× 8× 64
Conv2 4097× 8× 128
Leaky ReLU2 4097× 8× 128
Max Pool2 2049× 4× 128
Conv3 2049× 4× 64
Leaky ReLU3 2049× 4× 64
Max Pool3 1025× 2× 64
Flatten 131200
Dense1 256
Dense2 4
Trainable Par. 33, 736, 772
where 1 ≤ a ≤ u and 1 ≤ b ≤ v. The output of the pooling
layer is a 3–D tensor. This output is then reshaped into a 1–D
vector. This vector is fed to the dense (fully–connected) layers
for the final classification decision. The overall block diagram
for the proposed CNN model is depicted in Fig. 5.
III. THE PROPOSED CNN MODEL
The construction of CNN for classification of wireless
mobile communication signals is conducted via an open
source machine learning library, Keras [27]. The designed
CNN consists of three convolution and three pooling layers
sequentially. The convolution layers have respectively 64, 128,
and 64 filters. The network is terminated by two fully con-
nected layers. First hidden layer includes 256 neurons. Second
hidden layer consists of 4 and 3 neurons for CASE1 and
CASE2, respectively. The leaky rectified linear unit (ReLU)
activation function with an alpha value 0.1 is used in each
convolution layer to extract discriminating features. Leaky
ReLU is selected instead of ReLU. Unlike ReLU, leaky ReLU
maps larger negative values to smaller ones by a mapping line
with a small slope. In each convolution layer, 3 × 3 filters
are used. 2× 2 max pooling is used to reduce the dimension
and training time. A fully connected layer is formed by 256
neurons and Leaky ReLU activation function. Following the
fully connected layers, the probabilities for each class are
computed by the softmax activation function. In addition, the
adaptive moment estimation (ADAM) optimizer is utilized
when determining the model parameters. In the training phase,
early stopping is employed to prevent the model from over-
fitting. The patience is chosen as 10 epochs for early stopping
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Fig. 3. Real-life measurements from cellular communication bands where classification is conduted. Spectrum is comprised of GSM, UMTS (i.e., WCDMA),
and LTE signals.
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Fig. 5. The proposed CNN model consists of three convolutional layers and
two dense layers with Adam optimizer with learning rate of 10−5.
function and validation loss is monitored during the training.
If the validation loss converges a level and remain at this level
during 10 epochs, the training is terminated and the weights
at the end of training are used in the test. All parameters
are empirically tuned by considering the generalizability and
performance of the proposed CNN model. The input matrices,
XAPk , X
FFT
k , and X
SCF
k are used at the beginning of the
proposed model by convolving with filters.
It is customary to quantify the performance of a classifier
model in terms of the precision (Π), recall (Ψ), and F1–
score performance metrics. The precision metric quantifies
how much positive results are actually positive, the recall
provides information on how much true positives are identified
correctly as positive, and F1–score gives an overall measure
for the accuracy of a classifier model since it is the harmonic
average of precision and recall. These metrics are given as
Π =
ξ
ξ + υ
, Ψ =
ξ
ξ + µ
, F1–score = 2× Π×Ψ
Π + Ψ
, (13)
where ξ, υ, and µ denote the numbers of true positive, false
positive, and false negative, respectively.
IV. PROBLEM STATEMENT
We consider two cases for the use of proposed CNN model:
CASE1: First, a CNN classifier based on the proposed
model is trained with four different classes (i.e., GSM, UMTS,
LTE and spectrum without any signal which can be referred
as AWGN only). Then for a given frequency band as shown
in Fig. 3, cyclic spectrum is constructed depending on the
procedures described in Section II-A. The constructed cyclic
spectrum is fed to the CNN classifier, which is already trained
with four possible inputs. Finally, the classification is made.
CASE2: In this case a two–stage approach is adopted; at the
first stage a CNN detector (the same CNN model defined in
Section II-D is utilized for both detection and classification for
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TABLE II
CLASSIFICATION PERFORMANCE METRICS FOR THE PROPOSED CNN
MODEL WITH SCF, AP, AND FFT FEATURES FOR CASE2.
SNR Feature Signal Precision (Π) Recall (Ψ) F1–Score
1dB
AP
UMTS 0.35 0.39 0.37
LTE 0.31 0.29 0.30
GSM 0.30 0.29 0.30
Average 0.32 0.32 0.32
FFT
UMTS 0.00 0.00 0.00
LTE 0.21 0.50 0.30
GSM 0.00 0.00 0.00
Average 0.07 0.17 0.10
SCF
UMTS 0.59 0.40 0.48
LTE 0.68 0.46 0.54
GSM 0.62 0.98 0.76
Average 0.63 0.61 0.59
5dB
AP
UMTS 0.43 0.42 0.42
LTE 0.39 0.43 0.41
GSM 0.61 0.56 0.58
Average 0.47 0.47 0.47
FFT
UMTS 0.53 0.49 0.51
LTE 0.25 0.51 0.34
GSM 0.00 0.00 0.00
Average 0.26 0.33 0.28
SCF
UMTS 0.97 0.92 0.94
LTE 0.92 0.95 0.94
GSM 0.98 1.00 0.99
Average 0.96 0.96 0.96
10dB
AP
UMTS 0.50 0.52 0.51
LTE 0.50 0.53 0.52
GSM 0.88 0.79 0.83
Average 0.63 0.61 0.62
FFT
UMTS 0.49 0.37 0.42
LTE 0.27 0.62 0.38
GSM 0.00 0.00 0.00
Average 0.26 0.33 0.27
SCF
UMTS 1.00 0.96 0.98
LTE 0.96 0.99 0.98
GSM 1.00 1.00 1.00
Average 0.99 0.98 0.98
15dB
AP
UMTS 0.55 0.54 0.55
LTE 0.55 0.57 0.56
GSM 0.94 0.93 0.94
Average 0.68 0.68 0.68
FFT
UMTS 0.73 0.49 0.58
LTE 0.35 0.82 0.49
GSM 0.00 0.00 0.00
Average 0.36 0.44 0.36
SCF
UMTS 1.00 0.97 0.99
LTE 0.97 0.99 0.98
GSM 0.99 1.00 1.00
Average 0.99 0.99 0.99
the sake of simplicity) is utilized to decide whether a signal
exists in the given band or not by training the CNN by two
classed one comprised of GSM, UMTS, and LTE signals and
the second AWGN. Thus, in the first stage a decision is made
about whether a signal exists in the spectrum or not as in the
case of classical spectrum sensing. If the decision is made
that there is an information bearing signal in the given band,
second stage is activated utilizing a CNN classifier, which is
trained with three classes (i.e., GSM, UMTS, and LTE) and
finally a decision is made for the class of the signal occupying
the spectrum.
Please note that the classification refers to identification of
the signals, and at the detection part of the approach H1 and
H0 refers to the existence and non–existence of a signal over
the spectrum based on binary hypothesis testing. Both CASE1
and CASE2 are illustrated in Fig. 4.
Firstly, we can define the accuracy for CASE1, PCASE1 as:
PCASE1 = P (χˆk = χk), k = 0, 1, 2, 3, (14)
where χk denotes the label array of the transmitted signals and
k represents the label of the classes AWGN, GSM, UMTS,
and LTE, respectively. χˆk is array for the predicted classes
of the received signals. In a short, PCASE1 stands for the
accuracy of four–classes classification problem. For CASE2,
it is required to define two independent accuracy functions:
the sensing accuracy, P SCASE2 and the classification accuracy,
P CCASE2, which are defined as
P SCASE2 = P (χˆS = 1|H1) + P (χˆS = 0|H0), (15)
P CCASE2 = P (χˆk = χk|H1), k = 1, 2, 3. (16)
χˆS is the prediction regarding to presence of a signal in the
spectrum. χk stands for the predictions for the classification
part of CASE2. χS is defined for the transmitted signal as:
χS =
{
0, k = 0,
1, k = 1, 2, 3.
(17)
The overall accuracy for CASE2 can be introduced in terms
of P SCASE2 and P
C
CASE2 by
PCASE2 = P
S
CASE2P
C
CASE2. (18)
V. DATASET GENERATION
The dataset has been created by preparing a measurement
campaign. The measurements has been taken in different lo-
cations and bands. Fig. 6 denotes the locations of transmitters
and receivers on the measurement area. The signals propagate
through the urban area, and then reach the receivers in sub–
urban area. The measurement focuses on 800, 900, 1800, and
2100 MHz frequency bands. These bands cover all cellular
communication spectrum. In the receiver side, Rohde Schwarz
FSW26 spectrum analyzer and Yagi–Uda antenna have been
employed. For each signal, 16384 I/Q samples have been
recorded. Totally, 60000 signals are included by the dataset.
These signals have 15 different SNR levels. Each level consists
of the same number of signals as 4000. The dataset is split
into test and train data with the proportion of 0.4 and 0.6,
respectively.
The wireless propagation channels are different as seen
in Fig. 7. The received power and phase of the signals are
affected by the shadowing, multipath fading and path loss. The
figure denotes that the received signals have different power
as well as different amplitude levels. Also, the distribution of
the received power changes for each recorded signal since the
measurements are taken at different locations and time for vari-
ous bands. Furthermore, Fig. 8 illustrates the phase distribution
of the received signals. It is seen that the phase of received
signals are distributed almost uniformly in between −pi and
pi radians. These samples give the impression of Rayleigh–
like fading behavior due to amplitude and phase distributions
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Transmitter
Receiver
Fig. 6. An overview of the measurement area. The transmitters are located
in the urban area, but the receivers are in a sub–urban area.
of received signals. This result is expected when considering
the measurement area and the locations of transmitters and
receivers.
It should be noted that the dataset does not include band-
width and carrier frequency of any signal as a feature. Thus,
this dataset allows cognitive radios to perform opportunis-
tically in any region of the spectrum. Producing a model
independent of the SNR is an advantage of our CNN model
compared to SVM [20] since the training set contains an equal
number of signals from each SNR. The SNR range is between
1 and 15 dB. As a result, a single model would be adequate
for classification in a large SNR range in the test stage.
The dataset is shared in [24] in the format of SCF, which
is the main method used in this study. Since we used 16384
I/Q samples, the data dimension is 8193× 16 for each signal.
VI. CLASSIFICATION PERFORMANCE ANALYSIS
We evaluate the performance of the proposed classification
model as tested over a comprehensive dataset of wireless
mobile communications signal. Our dataset is composed of
GSM, wideband code division multiple access (WCDMA) for
UMTS and LTE signals which are recorded over–the–air at
the different locations with unique conditions in terms of the
number of channel taps, and fading, as noted in Section V.
Sample power spectra of these signal types, obtained with
the Welch’s method, are shown in Fig. 3. Training and test
sets contain 9000 and 6000 signals for each waveform. The
I/Q signal length is 16384. CNN is trained and tested on
the graphics processing unit (GPU) server equipped with four
NVIDIA Tesla V100 GPUs. The average training time per
epoch is approximately 60s for SCF feature where both FFT
and AP take 7.5s per epoch; however, both FFT and AP cannot
show an acceptable classification performance, PCCASE2.
First, we focus on the results for CASE1. As stated before,
CASE1 refers to four–classes classification problem. As shown
in Fig. 9, the test accuracy of the model exceeds 90% at 11dB
SNR. It takes a maximum accuracy value of 92% at 15dB. The
confusion matrices related to CASE1 are depicted in Fig. 10.
At low SNR levels, the model mostly recognizes the signals
such that there is no signal in the spectrum. This situation is
viewed in Fig. 10(a). This phenomena calls an idea to divide
the problem into two parts: first sense, then classify. In this
case, we analyse both CNN detector and CNN classifier (see
Fig. 4). For the sensing part of the architecture, noise signals
are labeled as 0 and the rest of the set is labeled as 1. The
detection results are plotted in Fig. 9. The detection accuracy
follows 96% at almost all SNR values.
By assuming the signal is present in the spectrum, it is
investigated how the CNN classifier performs in the classifi-
cation part of CASE2. At this stage, it is observed that the
classification accuracy exceeds 90% at 3dB SNR. It gives
the best performance, 98.5%, at 9dB and it is remained up
to 15dB. It is seen in Fig. 11(a) that even at low SNR
regime, the classifier can identify GSM signals with high
accuracy; however, the precision is low. Unlike GSM signals,
the classifier has difficulty in recognition of UMTS and LTE
signals. It is clearly observed in Fig. 11(b) and Fig. 11(c) that
both the accuracy and precision of the classifier enhance as
the SNR value increases.
As seen in Fig. 9, the CNN–based classifier shows a superior
performance compared to SVM–based classifier, which has
been proposed in our previous work [20], under the condi-
tions of the classification part of CASE2. The CNN–based
classifier both employs less costly feature due to omitting bi–
frequency mapping and performs with higher accuracy than
SVM classifier.
The results for CASE2 are given up to this point in parts.
Now, we can examine the overall performance of CASE2.
Obviously, there is a loss of performance due to some mis-
detection in the sensing phase. Both the detection rate in
the sensing stage and the accuracy in the classification stage
are high at 3dB and thereafter, so overall performance does
not suffer a significant loss. As shown in Fig. 9, the overall
performance of CASE2 is far superior to that of CASE1.
Especially at low SNR levels, the signals remaining after first
detecting and separating noise from the signal set by the CNN
detector can be classified with much better performance. In
this way, the performance is higher in CASE2. However, it
should be noted that CASE2 is more costly than CASE1 in
terms of training time and the number of models. Obviously,
CASE2 can be predicted to perform much better than CASE1
in the presence of a jammer or interference signal which they
show Gaussian characteristics.
A. Investigation of the Impact of Different Features
Furthermore, we compare the performance of features AP
and FFT with SCF. The features are used as detailed in
Section II. The results of this test are presented in Table II.
The average performances also indicate that SCF outperforms
FFT and AP for all SNR levels. Assuming that these two
are used along with I/Q as the main features for training,
these results show significant gains for real–world signals
especially above 5dB SNR level. It is observed that AP
performs better than FFT. Although the cost of computing both
features is far behind the SCF, they are far from delivering the
desired performance. To visualize the vectors in input space,
we employed the t–distributed stochastic neighbor embedding
(t-SNE) algorithm. Although originally I/Q samples are not
linearly separable, SCF clusters the vectors in the space and
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allow almost linear separation as depicted in Fig. 12. The
analysis based on t-SNE results show that SCF better separates
signal vectors in space. The results of this study are in line
with the previous analysis [20].
B. Comparison with A Classical Method
Besides signal classification, the proposed CNN model can
be used for spectrum sensing. We investigated the sensing
performance of the model by training a CNN–based spectrum
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Fig. 9. Accuracy values with respect to SNR level of the received signals for
both cases.
occupancy detector trained over 600 pure noise signals and 600
noisy WCDMA signals for each SNR value. Then, the model
is tested with 400 pure noise signals and 400 noisy WCDMA
signals for each SNR level and sensing results are acquired.
Furthermore, for comparison purposes, we implement a CFAR
detector utilizing classical CFD [28] to identify WCDMA
signals and the same dataset is also used for CFAR detector.
Please note that UMTS signals are deliberately selected due
to their known dominant SCF characteristics stemming from
cyclic spreading codes. The results of this test are given in
Fig. 13. In view of these results, it is clearly seen that the
CNN–based detector outperforms the CFAR detector at all
SNR regimes. For example, the sensing performance of the
CNN–based detector is 91.75% at 3dB while the probability
of detection for the CFAR detector are 45.6% and 59.4% for
the selected false alarm rates as 0.05 and 0.1, respectively.
C. Comparison with Existing Deep Learning Networks
The existing DL networks are employed to classify the
cellular communication signals. We utilize convolutional long
short term memory fully connected deep neural network
(CLDNN) [22] and LSTM [29] models. These models are
originally used in modulation classification. Without any
change in the models, input matrix, and input vector as
proposed in the papers are adopted in the study. CLDNN
takes a 2 × 128 matrix which is composed of amplitude and
phase values for each I/Q sample. On the other hand, LSTM
model utilizes a vector reshaped version of the matrix used in
CLDNN. Therefore, the length of the vector is 256. Its first
half includes in–phase components while the rest of the vector
is quadrature components. Other details are found in [22, 29].
The precision, recall, and F1–score are given in Table III.
It shows that CLDNN and LSTM decide that the received
signal is UMTS whatever it actually is. Even though LSTM
and CLDNN can be trained in a short time by using I/Q vector
and matrix, using I/Q vector and matrix give poor classification
performance.
TABLE III
PERFORMANCE COMPARISON BETWEEN THE EXISTING DL NETWORKS
AND THE PROPOSED SYSTEM FOR THE CLASSIFICATION STAGE OF CASE2
AT SNR VALUE OF 15DB.
Network Signal Precision Recall F1–score
CLDNN [22]
UMTS 0.33 1.00 0.50
LTE 0.00 0.00 0.00
GSM 0.00 0.00 0.00
Average 0.11 0.33 0.17
LSTM [29]
UMTS 0.33 1.00 0.50
LTE 0.00 0.00 0.00
GSM 0.00 0.00 0.00
Average 0.11 0.33 0.17
CNN with SCF
UMTS 0.79 1.00 0.88
LTE 1.00 0.72 0.84
GSM 0.99 1.00 0.99
Average 0.93 0.91 0.91
D. Focusing on the Meaningful Region of Spectral Correlation
Function
As seen in Fig. 2, the meaningful part of the features is
located in the middle of the matrices. In order to investigate the
possibility of accuracy improvement and the fair comparison
with the existing DL networks, we employ a small partition in
middle of the SCF matrix, where the cyclic characteristics are
mainly observed. As stated in Section V, an SCF matrix has
the dimension 8193× 16. Therefore, it is not possible to train
such a dense model in our server equipped with four NVIDIA
Tesla V100 GPUs. To compare our proposed CNN architecture
with a more dense model, we decreased the dimensions of the
SCF matrices by using only 16 × 16 part in the middle of
the matrices. Only in this way, we are able to train complex
models such as LSTM [15] and DenseNet [23] with SCF.
Moreover, the proposed CNN, CLDNN [22], and ResNet [12]
are also trained with the shrunken SCF matrices. It is worth
saying that, we conduct four–class classification (i.e., CASE1)
in this study. The results depicted in Fig. 15 shows that the
proposed CNN is favorable in terms of both low complexity
(i.e., epoch time) and efficient memory allocation, as well
as high test accuracy. During this study, batch sizes are kept
same for all models. The memory allocation and training time
have been normalized by LSTM’s memory allocation rate and
training time, respectively; thus, computer–independent results
are provided in Fig. 15. It should be noted that early stopping
is used during training of models and the minimum number
of epochs is required by the proposed CNN. Furthermore,
Fig. 16 denotes the accuracy with respect to SNR levels for
each model. By considering results, it can be observed that the
proposed CNN is more robust and efficient than the existing
models. Moreover, it is seen that CNN gives better results
with this smaller matrix than the complete matrix is used.
By eliminating the region except for the meaningful part of
SCF, the input matrices become more distinct from each other.
Fig. 2 implies that SCF matrices have similarities except for
the meaningful part. The confusion matrices in Fig. 14 for
16 × 16 inputs denote the improvement in the precision of
AWGN. This explains why the small portion of the matrix
can lead to higher accuracy.
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Fig. 10. Confusion matrices for CASE1 at SNR levels of (a) 1dB, (b) 5dB, and (c) 10dB.
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Fig. 11. Confusion matrices for the classification part of CASE2 at SNR levels of (a) 1dB, (b) 5dB, and (c) 10dB.
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Fig. 12. Two–dimensional demonstration of the features by the t–SNE algorithm.This illustration denotes that SCF can clusters signals in the space.
It is also explored how the dimensions of the small partition
affect the performance of the CNN model. The results show
that using 4 rows does not perform well enough. When using
rows between 8 and 128 (as power of two), the results are
satisfactory. The test accuracy with respect to input size is
demonstrated in Fig. 17. It is revealed that by considering the
accuracy at lower SNR regimes and the training time, 16×16
is the most suitablel size for the CNN.
VII. CONCLUSION
In this study, two approaches are introduced to sense and
identify cellular communication signals. First, an approach
investigated for joint sensing and classification. The test results
exhibit that two steps approach performs better than the joint
approach. Furthermore, test results that are based on real–
world measurements indicate SCF as a superior feature for the
identification of wireless mobile communications signals for
DL models. Moreover, under the stringent channel conditions,
CNN provides better spectrum sensing performance than clas-
sical CFD without using any a priori information. These results
imply that the utilization of DL networks in cognitive radio
technology allows a more robust system design. In subsequent
studies, the performance of the model proposed in this study
can be examined against adversarial attacks and efforts can be
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Fig. 13. Spectrum sensing performances of CFAR detectors and CNN–based
detector with respect to SNR.
made to develop various methods to strengthen its resistance
to this type of attack.
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Fig. 14. Confusion matrices for CASE1 at SNR levels of (a) 1dB, (b) 5dB, and (c) 10dB, when 16× 16 inputs are employed.
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Fig. 17. The test accuracy of the proposed CNN architecture with respect to
input size.
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