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Abstract Recently we pointed out the so-called Local Time Scheme as
a novel approach to quantum foundations that solves the preferred pointer-
basis problem. In this paper we introduce and analyze in depth a rather non-
standard dynamical map that is imposed by the scheme. On one hand, the
map does not allow for introducing a properly defined generator of the evo-
lution nor does it represent a quantum channel. On the other hand, the map
is linear, positive, trace preserving and unital as well as completely positive,
but is not divisible and therefore non-Markovian. Nevertheless, we provide
quantitative criteria for dynamical emergence of time-coarse-grained Marko-
vianity, for exact dynamics of an open system, as well as for operationally-
defined approximation of a closed or open many-particle system. A closed
system never reaches a steady state, while an open system may reach a unique
steady state given by the Lu¨ders-von Neumann formula; where the smaller
the open system, the faster a steady state is attained. These generic findings
extend the standard open quantum systems theory and substantially tackle
certain cosmological issues.
1. Introduction
Recently we pointed out the so-called Local Time Scheme [1] as a novel
non-interpretational, minimalist approach to quantum foundations. In Local
Time Scheme, dynamics is a primitive that asymptotically defines local time
for a single closed (’local’) quantum system [1, 2]. In general, quantum
systems are subjected to different local times and hence there is not uniquely
defined time for an [statistical] ensemble of such systems as well as for the
Universe as a whole.
Instead of the universal (’global’) time we learn about a single closed system’s
local time as a hidden classical parameter of the system’s dynamics. This
’multi-time’ scheme establishes dynamical change of a single-system’s local
time when the system sufficiently-strongly interacts with another system that
is not subjected to the same local time. The scheme [1] naturally differenti-
ates between the few- and many- particle systems, routinely and technically-
simply describes quantum measurement, resolves the ’preferred pointer-basis
problem’ for an ensemble of bipartitions of closed many-particle systems and
provides a plausible interpretation of the Wheeler-DeWitt equation.
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Understanding Time is a deep issue of physics and philosophy. Never-
theless, resolving this issue is not yet necessary in the Local Time Scheme.
Moreover, mathematical formalization [1] of the concept of local time is an
unexpected tool for distinguishing between the few- and many-particle sys-
tems and hence may be expected to concern the whole set of the foundational,
interpretation-related issues in quantum theory such as quantum measure-
ment, microscopic origin of the phenomenological ’arrow of time’ and the
problem of the ’transition from quantum to classical’, which, in turn, is rec-
ognized as the ultimate basis of the new technologies [3-5].
In contrast to LTS, quantum foundational research is often fragmented
and typically goes to interpretations [6-8] or completely discards some foun-
dational problems in a purely operational manner [9]. Crosstalk is excep-
tional and has only recently started in more systematic and comprehensive
forms [10-14]. The outcome of this new endeavor is hard to predict.
In this paper we do not tackle the interpretation-related issues but rather
pursue the so-far-useful methodology of Ref. [1] to address the following
question: Whether or not the scheme introduces some new elements or in-
sights into the standard theory of open quantum systems [15-18]? As a re-
mote goal we recognize value addressing the following question: What might
be the consequences of non-unique time in regard of certain basic issues in
cosmology?
As a step forward in investigating the implications of the idea of local
time, in the spirit of [1], our considerations are minimalist and resort to the
mathematical aspects that constitute the basis for the future investigation
of the interpretational implications of Local Time Scheme. Bearing in mind
importance of Markovian processes [15-17], we investigate (non)Markovian
character of the dynamics imposed by LTS. To this end, we stick to the
following definition that is essentially taken over from Ref. [17]:
Def.1.1 A quantum system is said to undergo Markovian dynamics if its
dynamics is described by a family of dynamical maps, {E(t2,t1), t2 ≥ t1} such
that, for every t2 ≥ t1, E(t2,t1) is a completely positive map and fulfils the
composition law E(t3,t1) = E(t3,t2)E(t2,t1), t3 ≥ t2 ≥ t1.
The following are the main findings of this paper: (i) For a closed many-
particle system, the map is completely positive but neither divisible nor differ-
entiable; (ii) Regarding an observer not capable of resolving the close energy
values of a closed many-particle system, the (approximate) map is divisible
and dynamically acquires complete positivity and hence time-coarse-grained
Markovianity (TCGM); (iii) Depending on the system’s energy, an observer
can in principle detect low-energy (e.g. low temperature) Markovian dynam-
ics, the unitary-like Markovian behavior for relatively high energies (e.g. high
temperature), and non-Markovian dynamics for the rest of quantum states
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of a closed many-particle system; (iv) Regarding an open system in a proper
strong interaction with a many-particle environment, the exact map is com-
pletely positive and dynamically acquires divisibility and hence TCGM; (v)
An approximate map for the open system is divisible and dynamically ac-
quires complete positivity and therefore TCGM; (vi) A closed system never
reaches a steady state, while an open system may reach unique steady state,
which is given by the Lu¨ders-von Neumann formula (i.e. by the von Neu-
mann’s projection postulate) in quantum measurement; (vii) The smaller the
open system the faster is reached the steady state.
In the context of the new fundamental dynamical law [that takes the
place and the role of the standard Schro¨dinger law], equation (2.2) below,
these findings are generic. Hence the possible foundational character of the
Local Time Scheme not only in regard of open quantum systems theory but
also regarding certain cosmological issues.
In Section 2 and with the aid of Appendix A, we briefly overview and
discuss certain subtle points in Local Time Scheme. On this basis we inves-
tigate mathematical characteristics of the LTS dynamical map, in Section
3 for a closed many-particle system and in Section 4 for an open system in
contact with a many-particle environment. In Section 5 we provide quan-
titative criteria for Markovian dynamics for a closed many-particle system.
In Section 6 we compare the obtained results with the related counterparts
from the standard open systems theory. Section 7 is discussion, where we
place an emphasis on certain cosmological issues. Section 8 is conclusion.
2. Outlines of Local Time Scheme
Formally, Local Time Scheme introduces a variation of the standard uni-
tary dynamics of a closed quantum system.
The standard unitary dynamics
|Ψ(t◦)〉 = U(t◦)|Ψ(0)〉 (1)
is exchanged by a statistically weighted the ’final’ instant of time t◦:
σ(t◦) =
∫ t◦+∆t
t◦−∆t
dtρ(t)|Ψ(t)〉〈Ψ(t)| =
∫ t◦+∆t
t◦−∆t
dtρ(t)U(t)|Ψ(0)〉〈Ψ(0)|U †(t).
(2)
We do not see any alternative to equation (2.2) within the minimal extension
[1] of the standard theory, which adopts equation (2.1).
The origin of equation (2.2), which is the fundamental dynamical law in
LTS, is an idea proposed within the quantum many-body scattering theory.
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While investigating the problem of asymptotic completeness in the many-
body scattering theory, Hitoshi Kitada [2] noticed that unitary dynamics
allows for an operational definition of time. The standard ’time instant’
becomes a (one-dimensional) classical parameter that is determined by the
unitary (Schro¨dinger) dynamics of a closed (or approximately closed) quan-
tum system in the asymptotic limit; such systems are routinely assumed in
quantum decoherence and measurement as well as in the open systems theory
[15-18]. Hence the possibility that different Hamiltonians determine differ-
ent times, each local time being a characteristic of a ’local’ (approximately
closed) system. LTS is a kind of ’multi-time’ theory that does not suffer from
some known drawbacks of fixed local times [1,19].
The fact that local time is defined in the asymptotic limit [2] leads to equa-
tion (2.2), since the finite value t◦ for a single local system is not uniquely
defined but only within some interval ∆t. In order not to approximate equa-
tion (2.2) by equation (2.1), the interval ∆t for the continuous parameter t◦
should not be arbitrarily small. Hence the requirement t◦ ≫ ∆t implies that
t◦ cannot be arbitrarily small either, while the formal limit t◦ → ∞ should
be allowed.
On the other hand, for some values of ∆t, certain states |Ψ(t)〉 in equa-
tion (2.2) can be mutually orthogonal [20, 21]. As this seems to contradict
equation (2.1), a proper upper bound, τmin, for ∆t has been recognized that
yields the constraint τmin > ∆t. The choice of a Gaussian probability density
ρ(t) =
√
λ/π exp(−λ(t− t◦)2) gives rise to the constraint τmin > ∆t > λ−1/2.
The condition τmin = max{π~/2∆H, π~/2(〈H〉 − Eg)}, where ∆H is the
standard deviation and Eg stands for the Hamiltonian ground energy, gives
rise to the estimation λ > C2, where C represents the energy scale of the
system’s Hamiltonian. It is the basic characteristic of LTS: there is energy
conservation for the state equation (2.2) and hence time independence of both
∆H and 〈H〉. Nonorthogonality of states |ψ(t)〉 in equation (2.2) makes the
local time instants from the interval [t◦ − ∆t, t◦ + ∆t] mutually indistin-
guishable. Hence Local Time as a hidden classical parameter of the system’s
dynamics.
Within Local Time Scheme, a single system that is subjected to a local
time t1 may interact with another single system that is subjected to a local
time t2. Assume that their sufficiently strong interaction starts in an instant
of time t1◦ for the first, and in an instant t2◦ of local time for the second
system. The start of the interaction defines a new closed system, 1 + 2,
whose Hamiltonian determines the composite system’s local time, with the
new initial ’instant of time’ t = 0 for the combined dynamics. For the pre-
viously non-interacting systems undergoing independent unitary dynamics
subjected to their independent local times, the tensor-product initial state
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is |ψ(t1◦)〉1|φ(t2◦)〉2 ≡ |Ψ(t = 0)〉, which appears in equation (2.2). This
description may raise the following three concerns regarding consistency and
coherence of LTS. First, the meaning of ’sufficiently strong’ interaction (that
underlies the meaning of ’approximately closed’ (’local’) system) is not ob-
vious. Second, in realistic situations, a smooth dynamical transition from
’weak’ to ’sufficiently strong’ interaction is expected and should be properly
described. Finally, provided the answers to these questions, it is natural to
ask about uniqueness of the ’initial instant’ t = 0 for the combined system.
Putting t◦ = 0 in equation (2.2) reveals non-uniquely defined ’initial time
instant’ for an ensemble of 1 + 2 systems. On the other hand, the local time
instants ti◦, i = 1, 2, can locally satisfy ti◦ → ∞ as per equation (2.2)–i.e.
from the point of view of the local 1 and 2 systems, these instants are not
special and are subject to the time uncertainty equation (2.2). In Ref. [1]
we analyzed the standard scenario of unique instant of time in an ensemble
presented by equation (2.1) and hence adopted equation (2.2) without vari-
ations. The first two questions are addressed in Appendix A. Non-unique
initial instant of time is the subject of lemma 3.3 below.
3. Closed system dynamics
Dynamics introduced by equation (2.2) is linear. Therefore its general-
ization for mixed states
σ(t◦) =
∫ t◦+∆t
t◦−∆t
dtρ(t)U(t)σ(0)U †(t), (3)
with a dynamical map E
σ(t◦) = E(t◦,0)[σ(0)] (4)
that we are interested in.
Equation (3.1) is of the form of the so-called ’random-unitary’ maps
(RUM) [22]. However, as distinct from the standard RUMs, of the general
form
∑
i piUi(t)σ(0)U
†
i (t),
∑
i pi = 1, ∀t, and unitary Ui, ∀i, the map equation
(3.1) varies the time instant(s).
Inclusion of the unitary operator spectral form, U(t) =
∑
n exp(−ıtEn/~)Pn,
where En and Pn stand for the Hamiltonian eigenvalues and orthogonal eigen-
projectors, gives for equation (3.1):
σ(t◦) =
∑
m,n
exp
(−ıt◦(Em − En)
~
)
exp
(−(Em − En)2
4λ~2
)
Pmσ(0)Pn. (5)
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Integration in equation (3.1) gives equation (3.3) via the use of the following
Gaussian integral:
∫∞
−∞
exp(−ax2/2 + ıJx)dx = (2π/a)1/2× exp(−J2/2a),
where a > 0 and J are real numbers with J being conjugate variable of x.
From the mutually equivalent equations (3.1)-(3.3) directly follow: (i)
the map is linear, positive and trace preserving; (ii) the map is unital, i.e.
E [I] = I; (iii) the r.h.s. of equation (3.1) is of the so-called Kraus form
that guarantees that the map is completely positive (CP). Due to the non-
standard character of the map to be emphasized below, we give an alternative
proof of complete positivity that employs the Jamiolkowski criterion [23].
According to this criterion, a map E is CP if and only if the extended map
I ⊗ E is positive while acting on a maximally entangled state |ψ〉 for an
extended system:
〈φ| (I ⊗ E [|ψ〉〈ψ|]) |φ〉 ≥ 0, ∀|φ〉. (6)
By putting |ψ〉 =∑i |i〉|i〉/d and arbitrary state |φ〉 =∑j,k cjk|j〉|k〉 into
equation (3.4), the criterion reads
1
d
∑
i,j,l,l′
c∗ilcjl′〈l| (E [|i〉〈j|]) |l′〉 ≥ 0. (7)
For the map equation (3.1), the criterion equation (3.5) easily gives:
∫ t◦+∆t
t◦−∆t
dtρ(t)
∣∣∣∣∣
∑
i,l
c∗il〈l|U(t)|i〉
∣∣∣∣∣
2
> 0. (8)
However, the map is rather non-standard as we are going to demonstrate.
For the initial t = 0 as well as for arbitrary value of the time parameter t,
the map satisfies:
E(t,t) 6= I, ∀t (9)
where the I stands for the identity (unity) map. Putting t◦ = 0 in equation
(3.1) does not return, as apparently it should, the initial state σ(0). Hence,
as distinct from the standard theory, equation (2.1), in which t◦ ∈ (−∞,∞),
in Local Time Scheme, equation (2.2), t◦ ∈ (0,∞).
The in-equality (3.7) is striking: the map describes a non-differentiable
process, that is incapable of deriving a differential form for the equation (3.3).
Actually, derivation of a differential form of the open system dynamical law
assumes [15-17] non-validity of equation (3.7), i.e. validity of E(t,t) = I, ∀t,
in order to have a mathematically properly defined ’generator’ of evolution
[often denoted Lt]. Therefore we proceed with the analysis of the ’integral’
form of the dynamical law equation (3.3).
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3.1 Non-divisibility of the map
Lemma 3.1 The map (3.1) can be combined with the unitary dynamics:
E(t◦,0)[σ(0)] = U(t◦,t′′)
[E(t′′,t′) [U(t′,0)[σ(0)]]] , t◦ ≥ t′′ ≥ t′ > 0, (10)
where U denotes the unitary dynamics equation (2.1).
Proof. From equation (3.3) we can directly write:
σ(t◦) = E(t◦,t′)[U(t′,0)[σ(0)]] =∑
m,n
exp
(−ı(t◦ − t′)(Em − En)
~
)
exp
(−(Em − En)2
4λ~2
)
Pmσ(t
′)Pn.(11)
where σ(t′) refers to the unitary evolution as well as
σ(t◦) = U(t◦,t′)[E(t′,0)[σ(0)]] =
∑
m,n
exp
(−ı(t◦ − t′)(Em −En)
~
)
Pmσ(t
′)Pn
(12)
with σ(t′) given by equation (3.3).
Now equation (3.9) gives:
σ(t◦) =
∑
m,n
exp
(−ı(t◦ − t′)(Em −En)
~
)
exp
(−(Em −En)2
4λ~2
)
Pm
[∑
p,q
exp(−ıt′(Ep −Eq)/~)Ppσ(0)Pq
]
Pn. (13)
From equation (3.10):
σ(t◦) = U(t◦,t′)[E(t′,0)[σ(0)]] =
∑
m,n
exp
(−ı(t◦ − t′)(Em − En)
~
)
Pm
[∑
p,q
exp
(−ıt′(Ep −Eq)
~
)
exp
(−(Ep −Eq)2
4λ~2
)
Ppσ(0)Pq
]
Pn.(14)
Orthogonality of the projectors, PmPn = δmnPm, with the ’Kronecker
delta’, δmn, gives equation (3.3) for both equations (3.11) and (3.12). Com-
bination of equations (3.11) and (3.12) completes the proof. Q.E.D.
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Lemma 3.1 reveals that the time uncertainty, originally linked with t◦ in
equation (3.1), formally applies to every single value t ∈ (0, t◦] but not to
any time interval. Thereby we learn that the LTS time-uncertainty equation
(2.2) cannot be interpreted as or be reducible to action of a ’quantum channel’
[3,22].
Lemma 3.2 The map cannot be divided according to the law (3.2):
E(t◦,0)[σ(0)] 6= E(t◦,t′)
[E(t′,0)[σ(0)]] , t◦ ≥ t′ > 0. (15)
Proof. Due to equation (3.3), the r.h.s. of equation (3.13) reads:
σ(t◦) =
∑
m,n
exp
(−ı(t◦ − t′)(Em − En)
~
)
exp
(−(Em − En)2
4λ~2
)
Pm
[∑
p,q
exp
(−ıt′(Ep −Eq)
~
)
exp
(−(Ep −Eq)2
4λ~2
)
Ppσ(0)Pq.
]
Pn
=
∑
m,n
exp
(−ıt◦(Em − En)
~
)
exp
(−2(Em −En)2
4λ~2
)
Pmσ(0)Pn. (16)
Now decomposition of the interval (0, t◦] into k subintervals, with the aid
of equation (3.14), gives instead of equation (3.3):
∑
m,n
exp
(−ıt◦(Em −En)
~
)
exp
(−k(Em −En)2
4λ~2
)
Pmσ(0)Pn →
∑
m
Pmσ(0)Pm
(17)
as k →∞ that completes the proof. Q.E.D.
Lemma 3.2 exhibits non-validity of the assumptions of Def.1.1 and hence
reveals non-Markovian character of the map. In the spirit of the standard wis-
dom [16,17], the total map, E(t◦,0), and the initial map, E(t′,0), [that are given
by equation (3.1)] are completely positive. However, according to Lemma
3.2, the ’intermediate’ map, E(t◦,t′), is not and therefore equation (3.1), i.e.
equation (3.3), does not apply to E(t◦,t′).
In addition, we note that equation (3.3) can be transformed to a Kraus
form that is alternative to the integral form of equation (3.1). Complete
positivity 〈χ|σ(t◦)|χ〉 ≥ 0, ∀|χ〉, t◦, cf. equation (3.6), implies the matrix A =
(exp(−(Em −En)2/4λ~2)) is positive semi-definite. Then diagonalization of
the A matrix by a unitary U = (ukm) matrix gives Amn =
∑
k γku
∗
kmukn with
the eigenvalues γk ≥ 0, ∀k, while Amm = 1, ∀m. Therefore
σ(t◦) =
∑
k
Kk(t◦)σ(0)K
†
k(t◦), (18)
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where the Kraus operators Kk(t◦) =
√
γk
∑
m u
∗
km exp(−ıt◦Em/~)Pm and the
equality
∑
kK
†
k(t◦) Kk(t◦) = I is satisfied. However, due to equation (3.7),
existence of a Lindblad differential form of equation (3.16) is excluded.
Lemma 3.3 Nonuniqueness of the initial t = 0 in equation (3.1) does not
change the character or the form of the map.
Proof. A change of local time occurs due to sufficiently strong interaction of
two systems not being subjected to the same local time. Then uncertainty of
the initial ’instant’ t = 0 regards uncertainty of duration of the approximately
independent dynamics of the two systems. Then equation (3.3) gives
σ(t◦) =
∑
m,n
exp
(−ıt◦(Em − En)
~
)
exp
(−(Em − En)2
4λ~2
)
Pmσ
′(0)Pn. (19)
where
σ′(0) =
∫ δt
−δt
ρ′(t)U ′(t)σ(0)U ′†(t)dt. (20)
For non-interacting, or weakly interacting systems the unitary opera-
tor U ′(t) =
∑
p exp(−ıtE ′p/~)pp and σ(0) = |Ψ(0)〉〈Ψ(0)|, while |Ψ(0)〉 =
|ψ(t1◦)〉1|φ(t2◦)〉2 and ρ′(t) =
√
λ′/π exp(−λ′t2), equation (3.18) reads [e.g.
by putting t◦ = 0 in equation (3.3)]:
σ′(0) =
∑
p,q
exp
(−(E ′p − E ′q)2
4λ′~2
)
ppσ(0)pq. (21)
The two uncertainties, ∆t and δt, determine the two Gaussian factors, λ
and λ′, respectively. In order to comply with equation (2.1), δt should not
exceed ∆t. Hence, cf. Section 2, λ′ cannot be smaller than λ; we could have
introduced two λ′s for every subsystem separately but this would change
nothing. If we introduce the fixed (cf. Appendix A) energy scales c and
C for the two Hamiltonians, the condition that interaction dominates the
total system’s dynamics yields c≪ C (in the units ~ = 1). Bearing in mind
(Section 2) that λ′ > λ > C2, the exponential factors in equation (3.19) can
all be estimated exp(−c2/4C2) ≈ 1, and hence σ′(0) ≈ σ(0). Q.E.D.
Lemma 3.3 quantitatively, i.e. via the condition c/C ≪ 1, removes the
ambiguity regarding t = 0 in Local Time Scheme: for given c, strong inter-
action (C ≫ c) gives rise to practically indistinguishable dynamics equation
(3.3) and equation (3.17). Interestingly, there is a question of handling the
same for the standard theory, equation (2.1). Indeed, initial preparation of
a quantum ensemble may be not pure as generally assumed and described
9
by equation (2.1). Then equation (2.2) with t◦ = 0 applies to the standard
theory of unique time and hence produces an observable, although proba-
bly weak, dissent with equation (2.1). A plausible answer might be that δt
should be so small as to provide U(δt) = I + O(δt), which gives equation
(2.1) approximately correct. Needless to say, this option also applies to our
considerations again leading to σ′(0) ≈ σ(0). Hence LTS appears to be more
robust to variations of the ’initial instant’ than the standard theory of unique
time.
3.2 An approximation of the map
Numerical values of the real Gaussian factors in equation (3.3) depend
on the energy-spectrum {Em} and also on the initial state |Ψ(0)〉. Consider
a coarse graining of the set of energies: every value Em is assigned a set
of numerically (or operationally) close values Eνm . The standard procedure
would be to introduce a new set of energy eigenvalues by setting Em = Eνm
and the related eigenprojectors that redefine the system’s Hamiltonian, and
then to start over from equation (2.1), i.e. from equation (3.1). However, we
will proceed in the following, more flexible operational fashion that is closer
[but not identical] in spirit to [24].
We directly and independently adapt the Gaussian terms appearing in
equation (3.3) via the numerical estimates:
exp
(
−(Ek − Ek′)
2
4λ~2
)
≪ 1, k ∈ {m, νm}, k′ ∈ {m′, ν ′m′}, ∀m 6= m′. (22)
Being interested in large values of t◦, we set Eνm−Eν′m ≈ δm > 0, ∀m, ν, ν ′
and assume exp (−δ2m/4λ~2) ≈ 1, ∀m, that can follow from the numerical
values or determine the measurement errors, and obtain:
σ(t◦) ≈
∑
m
Pmσ(0)Pm +
∑
m
exp(−ıt◦δm/~)Pmσ(0)Π(m) + h.c. (23)
Numerical details behind equation (3.21) can be found in Section 5. Equa-
tion (3.20) is typically not applicable to the few-particle systems, which are
already known [1] to bear high quantum coherence, i.e. approximately to be
dynamically described by equation (2.1).
In equation (3.21), for typically non-orthogonal but commuting projec-
tors Π(m) =
∑
νm
Pνm uniquely defined by the chosen coarse graining: (i)
PmΠ
(m) = 0, ∀m, while the commutator [Pm,Π(m′)] = 0, ∀m,m′; (ii) if
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PmΠ
(m′) 6= 0 for some m and m′, then Pm′Π(m) = 0 for the same pair of
indices m and m′; (iii) it is allowed that δm = δm′ for some m 6= m′.
The map equation (3.21) is linear, unital, trace preserving and applies
equation (3.7) as well as lemma 3.1.
For the d-independent coarse graining, i.e. for the coarse-graining param-
eter g = max{trΠ(m)} such that limd→∞ g = g:
Lemma 3.4 The approximate map (3.21) is completely positive for almost
all large values of t◦, i.e. formally, the map is completely positive in the limit
t◦ →∞.
Proof. We start from the lhs of equation (3.5), which for equation (3.21)
gives:
1
d
∑
m
∣∣∣∣∣
∑
i,l
c∗il〈l|Pm|i〉
∣∣∣∣∣
2
+
1
d
∑
m
exp(−ıt◦δm/~)
(∑
i,l
c∗il〈l|Pm|i〉
)(∑
j,l′
cjl′〈j|Π(m)|l′〉
)
+ c.c.(24)
Since the basis |i〉 appearing in equation (3.5) can be chosen so as 〈l|Pm|i〉 =
0, ∀l 6= i and 〈j|Π(m)|l′〉 = 0, ∀j 6= l′, the second term in equation (3.22):
1
d
∑
m
(
gm∑
i=1
c∗ii
)g(m)∑
νi=1
cνiνi

 , (25)
where gm = trPm and g
(m) = trΠ(m). As we are interested in the largest
possible value for the sum equation (3.23), we introduce the real cii = pi ≥ 0
and cνiνi = pνi ≥ 0; the largest value follows for
∑d
i=1 p
2
i = 1–that pertains to
the very special [normalized] states |φ〉 = ∑i pi|i〉|i〉 in equation (3.4). For
all other choices of the complex cii (cνiνi) the second (third) term in equation
(3.22) is modulo smaller.
Regarding equation (3.23):
N∑
m=1
χm ≡
N∑
m=1
(
gm∑
i=1
pi
)g(m)∑
νi=1
pνi

 ≤ gmaxgN, gmax = max{gm, m = 1, 2, ..., N}.
(26)
With the notation C ≡∑Nm=1 (∑gmi=1 pi)2 > 0 we are interested to prove
1 +
2ggmaxN
C
N∑
m=1
cos(δmt◦)
χm
ggmaxN
≥ 0 (27)
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for almost all large values of t◦ and for sufficiently large N .
From equation (3.24) follows
∑N
m=1 χm/ggmaxN ≤ 1 and hence the sum
in equation (3.25) is an almost periodic function [25-27]. For sufficiently
long time interval [t, t + T ], and a large number N (that increases with the
increase of the number of particles in the system [27]) such that t◦ ∈ [t, t+T ]
typically [18,27]: (a) the time average limT→∞〈
∑
m cos(δmt◦)
χm
ggmaxN
〉T = 0,
and (b) the standard deviation limT→∞〈|
∑
m cos(δmt◦)
χm
ggmaxN
|2〉T = 0. On
the other hand C =
∑N
m=1(gmp¯m)
2, where p¯m is the average value for the set
{pi, i = 1, 2, ..., gm} and so C ≥ g2min
∑N
m=1 p¯
2
m. So the term 2ggmaxN/C ≤
2gmaxg/
∑N
m=1 p¯
2
m. Noting that gmax < g and the fact that
∑N
m=1 p¯
2
m/N =
(∆p¯)2+〈p¯〉2 never decreases with the increase ofN , the term 2ggmaxN/C does
not increase with the increase of N ; ∆p¯ and 〈p¯〉 are the standard deviation
and the average value for the set {p¯m}. Bearing in mind that the probability
distribution for the sum in equation (3.25) goes to the Dirac delta-function
as N →∞ [27], the probability that the sum over m in equation (3.25) takes
a value less than −C/2ggmaxN approaches zero in the limit N → ∞ [27].
Therefore we proved equation (3.25). Multiplying equation (3.25) by C/d,
for a not-very-large coarse graining constant g, from equation (3.22):
1
d
N∑
m=1
(
gm∑
i=1
pi
)2
+ 2g
N∑
m=1
cos(δmt◦)
χm
gd
≥ 0, (28)
that is, for most of large values of t◦ and for sufficiently large N [large number
of particles in the system] the approximate map equation (3.21) is completely
positive. Q.E.D.
Lemma 3.4 exhibits dynamical emergence of complete positivity of the
approximate map equation (3.21). The larger value of g the larger the ’min-
imum’ value of t◦ for which equation (3.26) is fulfilled. For exceedingly large
g, the minimum value of t◦ may be very large and also equation (3.26) less
likely to be satisfied for some instants t > t◦.
Regarding divisibility of the map equation (3.21):
Lemma 3.5 The approximate map E (app) equation (3.21) is divisible:
E (app)(t◦,0)[σ(0)] = E
(app)
(t◦,t′)
[
E (app)(t′,0) [σ(0)]
]
, t◦ ≥ t′ > 0. (29)
Proof. Equation (3.21) gives:
σ(t◦) ≈
∑
m
Pmσ(t
′)Pm +
∑
m
exp(−ı(t◦ − t′)δm/~)Pmσ(t′)Π(m) + h.c. (30)
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Substituting equation (3.21) with t′ instead of t◦ into equation (3.28), due
to the above point (i) equation (3.28) reads:
σ(t◦) ≈
∑
m
Pmσ(0)Pm +
∑
m
exp(−ıt◦δm/~)Pmσ(0)Π(m) +
∑
m,n
exp(−ı(t◦ − t′)δm/~) exp(ıt′δn/~)PmΠ(n)σ(0)PnΠ(m) + h.c. (31)
Due to the above point (ii), the last term in equation (3.29) equals zero,
thus equation (3.29) taking the form of equation (3.21). Q.E.D.
Now it is obvious that lemma 3.4 and lemma 3.5 give rise to the conclu-
sion: as distinct from the exact map equation (3.3), the approximate map
equation (3.21) dynamically acquires Markovianity, Def.1.1. Due to Lemma
3.4, Markovian character of the map equation (3.21) requires the lower time
bound, i.e. coarse graining of the time interval (0, t◦]–thus resembling the
so-called Born approximation in the standard theory [15-17]. In accordance
with Section 2, the initial state for the S+E system is assumed to be tensor-
product.
4. Open system dynamics
We are interested in a bipartite decomposition of the total system of
Section 3 that consists of two subsystems, S and E, in which interaction be-
tween S and E dominates the total system’s dynamics, which is the situation
described at the end of Section 2.
Then the unitary operator U(t) ≈ exp(−ıtHint/~) and we consider the
’pure decoherence’ interaction given by the ’separable’ spectral form [27,28]:
Hint =
∑
α,β
EαβPα ⊗ Πβ, (32)
where the orthogonal projectors Pα refer to the S system, the projectors Πβ
refer to the E system, while the interaction eigenvalues Eαβ are all real such
that Eαβ = Eγδ if and only if α = β and γ = δ. In accordance with Section
2, the initial state for the S + E system is tensor-product that gives rise to
the composite system’s state of the form of equation (3.3).
4.1 The exact map
With the use of equation (4.1), after some algebra from equation (3.3)
follows:
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ρS(t◦) = trEσ(t◦) =
∑
α,γ
PαρS(0)Pγ ×
∑
β
exp
(
−ıt◦Eαβ − Eγβ
~
)
exp
(
−(Eαβ − Eγβ)
2
4λ~2
)
(trEΠβρE(0))
≡
∑
α,γ
Bαγ(t◦)PαρS(0)Pγ. (33)
Similarly, for the successive time intervals (0, t′], [t′, t◦] and for σ(t
′) given
by equation (3.3):
ρS(t◦) = trEσ(t◦) =
∑
α,β,γ,δ
Pα [trEΠβσ(t
′)Πδ]Pγ ×
exp
(
−ı(t◦ − t′)Eαβ − Eγδ
~
)
exp
(
−(Eαβ − Eγδ)
2
4λ~2
)
=
∑
α,γ
PαρS(0)Pγ ×
∑
β
exp
(
−ıt◦Eαβ −Eγβ
~
)
exp
(
−2(Eαβ −Eγβ)
2
4λ~2
)
(trEΠβρE(0))
≡
∑
α,γ
B′αγ(t◦)PαρS(0)Pγ. (34)
From equation (4.2) it easily follows that the map is linear, positive,
trace preserving and unital. Like the exact map, Section 3, the map fulfills
equation (3.7). As the matrix (Bαγ(t◦)) is positive semi-definite (cf. equation
(3.16)), the map is completely positive for every t◦ > 0.
On the other hand, prima facie equation (4.3) exhibits non-divisibility of
the map: decomposition of the interval (0, t◦] into k subintervals leads, in
analogy with equation (3.15), to
∑
α,γ
PαρS(0)Pγ ×
∑
β
exp
(
−ıt◦Eαβ −Eγβ
~
)
exp
(
−k (Eαβ − Eγβ)
2
4λ~2
)
(trEΠβρE(0))
→
∑
α
PαρS(0)Pα (35)
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as k →∞. However, the map dynamically acquires divisibility as stated by
the following
Lemma 4.1 The map (4.2) has unique steady state and acquires divisibility
for almost all large values of t◦, i.e. formally, the map is divisible in the limit
t◦ →∞:
lim
t◦→∞
ρS(t◦) =
∑
α
PαρS(0)Pα. (36)
Proof. For equation (4.2)
ρS(t◦) =
∑
α,γ
Bαγ(t◦)PαρS(0)Pγ (37)
where
Bαγ(t◦) = ζαγ
∑
β
p
(αγ)
β exp
(
−ıt◦Eαβ − Eγβ
~
)
(38)
while the real p
(αγ)
β = (trEΠβρE(0)) exp
(
− (Eαβ−Eγβ)2
4λ~2
)
/ζαγ > 0,
∑
β p
(αγ)
β =
1 and ζαγ ≡
∑
β exp
(
− (Eαβ−Eγβ)2
4λ~2
)
(trEΠβρE(0)) < 1. The sum over β in
equation (4.7) is an almost periodic function [25,26] that appears also for the
so-called ’correlation amplitude’ in quantum decoherence theory [27].
Now, in analogy with the proof of lemma 3.4, for sufficiently long time
interval [t, t + T ], such that t◦ ∈ [t, t + T ], for α 6= γ, for large number of
summands (many-particle environment E) in equation (4.7): (a) the time
average on the interval limT→∞〈B〉T = 0, and (b) the standard deviation on
the interval limT→∞〈|B|2〉T = 0 for typical models [13] of the many-particle E
system. Since ζ < 1, equation (4.5) is proved, with simultaneous observation
that t◦ is of the order of ’decoherence time’ denoted τdec [13,15]. Q.E.D.
Lemma 4.1 of this section is formally equivalent with Lemma 4.1(i) of Ref.
[1]: For most of the large values of t◦, the r.h.s. of equation (4.7) is negligible
(for α 6= γ) already for the time intervals of the order of ’decoherence time’
with the unique steady state on the r.h.s. of equation (4.5) that is trivially
divisible, while for arbitrarily large t◦ there is unavoidable recurrence of the
initial values [18,27]. The larger the environment E the shorter ’decoherence
time’ and the longer the recurrence time-interval.
As distinct from Lemma 4.1(i) of Ref. [1], equations (4.4) and (4.5)
reveal how works the subsystem’s dynamical map: divisibility (and therefore
Markovianity) does not apply for arbitrary time instants, but [in contrast to
equation (3.15)] for most of the sufficiently large values of t◦–again exhibiting
a need for the coarse graining of ’time axis’.
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4.2 The approximate map
From both equation (3.21) and equation (4.2), while bearing in mind
equation (4.1) i.e. the exchange Pm → PαΠβ , the subsystem’s approximate
map:
ρS(t◦) ≈
∑
α
PαρS(0)Pα+
∑
α
(∑
β
exp
(
− ıt◦δαβ
~
)
trEΠβρE(0)
)
PαρS(0)Π
(α)+h.c.
(39)
where Π(α) =
∑
να
Pνα, δαβ ≈ Eαβ − Eναβ and in analogy with equation
(3.20):
exp
(
−(Eαβ −Eγβ)
2
4λ~2
)
≪ 1, (40)
for certain set of the γ indices for every fixed α. As well as equation (3.20),
equation (4.9) is typically not applicable to the few-particle systems.
The subsystem’s projectors Pα and Π
(α) in equation (4.8) can be easily
shown to satisfy the algebra established for the Pm and Π
(m) projectors,
which appear in equation (3.21). The map is obviously linear, positive, trace
preserving and unital while satisfying equation (3.7).
The sums over β in equation (4.8) are almost-periodic functions that are
essentially discussed in the proof of lemma 4.1. Hence for the time intervals
of the order of decoherence time, the approximate map equation (4.8) returns
the (approximate) steady state established by lemma 4.1. Thereby equation
(4.9) regards the coarse-grained eigenvalues (for certain choices of α and γ)
of the ’measured’ subsystem’s observable whose eigenprojectors are exactly
the Pαs appearing in equation (4.1) [28]. In the context of the decoherence
theory, such observable is often referred to as ’pointer observable’ [27].
Due to the fact that ρS(t◦) ≈
∑
α PαρS(0)Pα for most of large values of t◦,
one may tempt to think that the map acquires divisibility and also complete
positivity in the same time interval. However, this is naive as we are going to
demonstrate–the approximations useful for the quantum states need not be
as useful for the system’s dynamical map. In the rest of this section we more
precisely determine the lower time bound for ’decoherence time’ for equation
(4.8).
Bearing in mind that the algebra of the Pα and Π
(α) projectors is for-
mally the same as for the Pm and Π
(m) projectors of Section 3(b), it is now
straightforward to prove, in analogy with lemma 3.5, that the subsystem’s
approximate map equation (4.8) is divisible for every t◦.
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In regard of complete positivity, it is straightforward to repeat the proof
of lemma 3.4 to obtain in analogy with equation (3.25) [we also use notational
analogy]:
1
d
∑
α
(
gα∑
i=1
pi
)2
+
1
d
∑
α
(
2
∑
β
(trEΠβρE(0)) cos(δαβt◦)
)(
gα∑
i=1
pi
)
 g(α)∑
νi=1
pνi


(41)
where d, gα and g
(α) refer to the open S system and hence take the much
smaller values for the d and gs in equation (4.10) than in equation (3.25).
Noticing that the sum over β, which we denote ǫα(t◦), in equation (4.10) is
an almost periodic function, from equation (4.10) we obtain the estimate:
1
d
∑
α
(
gα∑
i=1
pi
)2
+ 2ǫ(t◦)g
′
∑
α
χα
g′d
≥ 0 (42)
for sufficiently large t◦, in analogy with equation (3.26); ǫ(t◦) = max{ǫα(t◦)}
and
∑
α χα/g
′d ≤ 1. Now all the coefficients in equation (4.11) refer to the S
system, not to the closed system of Section 3. The g′ in equation (4.11) can be
roughly estimated to be at least min{trΠβ}-times smaller than the g appear-
ing in equation (3.25). Therefore we conclude that the subsystem’s approxi-
mate dynamical-map equation (4.8) dynamically acquires complete positivity
much faster than the total (closed) system’s approximate dynamical-map but
with the time bound that is determined by g′ and is therefore longer than
the decoherence time in lemma 4.1 (for which, formally, g′ = 1).
Hence the dynamical emergence of the time-coarse-grained Markovianity
of the subsystem’s approximate dynamical map with the time bound that is
determined by the g′ parameter.
5. Markovianity state-domains for closed systems: quantitative
estimates
From Section 4 we can learn that open systems in a measurement-like
(decoherence-like) interaction with their environments are Markovian. There-
fore, in this section, we consider the closed many-particle systems.
Given exp(−4) ≈ 0.018 ≪ 1 and bearing in mind Section 2 from which
~
√
λ > min{2∆H/π, 2(〈H〉 − Eg)/π}, the numerical condition
Em − En
min{2∆H/π, 2(〈H〉 − Eg)/π} ≡
πδmn
2min{∆H, (〈H〉 − Eg)} > 4, ∀m 6= n /∈ {νm}
(43)
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is necessary in order to satisfy equation (3.20).
From equation (5.1) we can recognize two domains of states that allow
for Markovianity and one domain not allowing for Markovianity as follows.
Denoting E = Emax−Eg and setting ∆H = E/d and (〈H〉−Eg) = E/r,
equation (5.1) implies:
δmn ≡ E
k(m)
> 2.55min
{
E
d
,
E
r
}
, ∀m (44)
with the real k(m), d, r > 0. Hence equation (5.2) reveals the coarsening
dependence on the initial state via:
k(m) < max{d, r}/2.55, ∀m, (45)
which exhibits: Increase of k(m) [less coarse-grained spectrum] implies the
decrease of ∆H or 〈H〉 → Eg. Also the estimates follow: In order to
have the coarse-graining possible, k(m) > 1, ∀m is necessary and hence
∆H < E/2.55k(m) < E/2.56 ≈ 0.39E or 〈H〉 = Eg + E/2.56 ≈ Eg + 0.39E
are required. For the initial states not fulfilling any of the constraints, the
equation (3.21) is not valid. However, Markovianity can be apparently re-
stored for some large values of both ∆H and (〈H〉 − Eg), for which the ex-
act state equation (3.3) may be practically indistinguishable from the state
equation (2.1), which pertains to the universal, global time. In between these
’extremes’–small vs. large values of ∆H and (〈H〉 − Eg)–are the states for
which Markovian dynamics equations (2.1) and (3.21) are not valid. For every
k(m) the coarse graining interval [Em, Em+E/k(m)] uniquely determines the
set of the energy eigenprojectors Pνm and the parameters g
(m) =
∑
νm
trPνm.
On the other hand, numerical values of k(m) determine the limits of
validity of the condition exp(−δ2m/4λ~2) ≈ 1, Section 3(b), that is also nec-
essary for equation (3.21) to be valid. Introduce the measurement error
δE(m) = E/xk(m), where x > 1. By definition, δm = rδEm, r & 1. Also
by definition, and due to operational indistinguishability of the values from
the interval [Em, Em + δEm], δm = (E/k(m)− (Em + E/xk(m))) /s, s & 1.
Then easily follows the constraint x = (rs + 1)/(1 − k(m)Em/E); for sim-
plicity, we omit dependence of x, r, s on m. For the positive non-zero Ems,
k(m) < E/Em, in order for x > 0.
To illustrate, consider a closed system of N ≫ 1 noninteracting spin-1/2
particles (that can act as a single-spin’s environment [29]), with the Hamil-
tonian H = ~ω◦
∑N
i=1 Siz and the energy-scale C = ~ω◦. Energy spectrum
±(N − p)~ω◦/2 with the degeneracy
(
N
p
)
, p = 0, 1, 2, ..., N , while E = N~ω◦.
For the initial state satisfying 〈H〉 = 0, 〈H〉 − Eg = −Eg = N~ω◦/2, i.e.
r = 2 (cf. equation (5.3)). The Markovianity constraint ∆H < 0.39E can
18
be satisfied already with d = 3, i.e. with ∆H = N~ω◦/3 since 3/2.56 ≈
1.172 > k > 1 satisfies equation (5.3). Then we can choose k = 1.71 and
~
√
λ = 0.7E/π > (2/π)min{E/2, E/3} and obtain for the Gaussian terms
in equation (3.20) approximately to equal 0.18. The smallest value for x is
for the ground energy Eg < 0, which gives rise to the largest measurement
error δE = 1.08E/(rs+1) and therefore the largest exp(−δ2m/4λ~2) = 0.798
for r = 1, s = 9. On the other hand, for ∆H = 0.4E one obtains d = 2.5
and hence k < 2.5/2.56 < 1, for which the coarse graining is not possible
and therefore dynamics is non-Markovian. However, for sufficiently large
∆H (small d), we can obtain approximate validity of equation (2.1) as fol-
lows. E.g. for the initial states |ψ±〉 = (|Emax〉 ± |Eg〉)/
√
2, d = r = 2 and
k < 2/2.56 < 1, which says that the coarse graining is excluded. However,
equation (3.3) gives (with the choice λ = 1.1(E/π~)2):
σ±(t◦) ≈ 1
2
[|Emax〉〈Emax|+ |Eg〉〈Eg| ± 0.11 exp(−ıEt◦/~)|Emax〉〈Eg|
±0.11 exp(ıEt◦/~)|Eg〉〈Emax|]. (46)
Then the fidelity [3] F = +
√
〈ψ±(t◦)|σ±(t◦)|ψ±(t◦)〉 & 0.745, ∀t◦, which
makes the two states interchangeable (almost indistinguishable) for certain
practical purposes and thus apparently the unitary (Markovian) dynamics of
the system.
Let us now consider a system of noninteracting harmonic oscillators (or
uncoupled optical modes) with unique frequency ω◦ that is defined by the
Hamiltonian H = ~ω◦
∑M
k=1(a
†
kak + 1/2) and the characteristic energy-scale
C = ~ω◦, where appear the creation and annihilation Bose operators. The
energy spectrum [in the physical units ~ω◦ = 1] ν + M/2 > 0, where
ν = 0, 1, 2, 3, ... is an eigenvalue of the Hermitian number-operator N =∑M
k=1 a
†
kak; N |ν〉 = ν|ν〉. Assuming a finite ’cutoff’ νmax, the finite E =
νmax~ω◦ and 〈H〉 − Eg = 〈N〉~ω◦, while ∆H = ∆N~ω◦. For comparison
with the spin-system, we consider k = 1.71 and ~
√
λ = 0.7E/π, which
gives the same estimate for the Gaussians appearing in equation (3.20) as
for the system of spins. However, due to the non-negative energies, for the
system of oscillators, it is easy to detect the smallest x = rs + 1 and the
largest δE = 0.58/(rs + 1). Therefore the largest exp(−δ2m/4λ~2) = 0.936
for r = 1, s = 9. For the initial state considered for the spins system, it is
easy to obtain r = d = 2, equation (5.4) and the fidelity F & 0.745, ∀t◦.
Better satisfied the Markovianity conditions, equation (3.20) and exp(−δ2m/4λ~2)
≈ 1, pertain to the rather small ∆H and 〈H〉−Eg that, in turn, refer to the
rather small energy-contents of the system. In such cases the larger values
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for k(m) allow the smaller measurement-errors as well as make the equation
(3.21) better satisfied.
Placing different ’frequencies’ ωi in the self-Hamiltonians, or introducing
interactions in the system, lead to a rather dense energy spectrum for N ≫ 1
thus leading to the continuous limit that is often used in the condensed-
matter physics [30]. The analysis of Markovianity is essentially the same
as presented above, depending on the (non)existence of the negative energy
values.
Therefore observation of (non)Markovian dynamics [e.g. via quantum
process tomography [3]] of closed systems depends on the initial state, the
structure of the energy spectrum and on the subtle relations between the
above introduced parameters, k, r, s. Every measurement that cannot re-
solve the system’s energies better than the error δE = max{δEm} may re-
veal non-Markovian dynamics. The only option for detecting non-Markovian
dynamics of an open many-particle system is to perform measurements in
the time intervals shorter than t◦, cf. Lemma 4.1 and Section 4(b).
While numerical details are model sensitive, the above distinguished struc-
ture of the Markovianity state-domains is universal. Thus we learn about
the novel, rich behavior of closed many-particle systems: Depending on the
system’s energy, an observer can in principle detect low-energy Markovian
dynamics, the unitary-like [apparently unique time] Markovian behavior for
relatively high energies, and non-Markovian dynamics for the rest of quantum
states. In classical terms, ’high energy’ can be linked with high temperature,
which is model-specific yet. Lemma 3.3 suggests that the observation re-
quires interaction of the energy scale much larger than ~ω◦, for both here
regarded models.
6. Relation to the standard theory
Despite the apparently strange foundational character, the LTS dynam-
ical map offers the following lessons regarding ensembles of many-particle
systems.
First, in contrast to the standard wisdom [15-17], Markovian character
of the dynamics is not unconditional. On one hand it appears in the coarse-
graining description, Section 3(b). Per se this is not entirely a new position–
some kind of ’coarse graining’ is often found a basis for quasi-classical behav-
ior of quantum systems [1,24,31,32]. To this end, the quantitative criteria
(equations (3.20), (3.24) and (4.9)) set the new layer of considerations that
could, at least in principle, be experimentally tested. On the other hand,
complete positivity or divisibility and hence Markovianity of the map are
dynamically established and ’should ripen’. That is, lemma 3.4 and lemma
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4.1 indicate that the dynamical maps themselves are dynamic.
In the standard theory, similar conclusions appear while bearing model-
dependence in the context of a narrower definition of Markovianity in a per-
turbative treatment (weak interaction), see e.g. [15,33]. Non-validity of equa-
tion (3.7) in the standard theory implies that for short times there always
exists the map-inverse and therefore dynamics is Markovian [16,17]. How-
ever, results of Sections 3 and 4 are model independent, non-perturbative and
point out non-Markovianity for the arbitrarily short time interval (0 < t < t◦)
that is unknown to the standard theory.
Second, the exact, non-Markovian dynamics equation (4.2) straightfor-
wardly reproduces certain results known for a Markovian counterpart from
the standard theory. To see this, consider an orthonormalized basis {|m〉}
that is adapted to the orthogonal projectors Pα and choose only a subset of
states such that Pα|m〉 = |m〉 implies Pγ|m〉 = 0, ∀γ 6= α. Then lemma 4.1
[that assumes strong interaction] implies decoherence:
lim
t◦→∞
ρSmn(t◦) = lim
t◦→∞
Bmn(t◦)ρSmn(0) = 0, ∀m 6= n, (47)
as a non-Markovian process.
On the other hand, in the standard theory of strong interaction (’singular-
coupling’ limit), equation (6.1) appears forMarkovian dynamics. To see this,
we refer to the Markovian master equation (3.159) of Ref. [15] [~ = 1]:
ρ˙S(t) = −ı[HS+HLS, ρS(t)]+
∑
α,β
γαβ
(
AβρS(t)Aα − 1
2
{AαAβ, ρS(t)}
)
(48)
where the curly brackets denote the ’anticommutator’.
In order to comply with our considerations, we neglect the commutator
in equation (6.2) and due to the separable form of the (’pure decoherence’)
interaction equation (4.1), the commutators [Aα, Aβ] = 0, ∀α, β. Choose a
common eigenbasis, {|m〉}, for the set {Aα}. Then equation (6.2) gives rise
to the matrix-elements, ρSmn ≡ 〈m|ρS|n〉, differential equation
ρ˙Smn(t) = −Γmn
2
ρSmn(t), (49)
where:
Γmn =
∑
α,β
γαβ(aαm − aαn)(aβm − aβn) ≥ 0, (50)
and aαm is the mth eigenvalue of Aα. The proof of non-negativity of Γmns
directly follows from the observation that Γmn = (~vmn, γ~vmn), where the real
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vector ~vmn = (aαm − aαn) while γ = (γαβ) is a positive semi-definite matrix
and Γmm = 0. Hence from equation (6.3):
ρSmn(t) = exp
(
−Γmn
2
t
)
ρSmn(0), (51)
in quantitative agreement with equation (6.1) for t◦ ∼ 2Γ−1mn.
Third, bearing in mind that the limit t◦ → ∞, Lemma 4.1, typically re-
gards the short time intervals of the ’decoherence time’, equation (4.5) is not
valid for arbitrarily long time intervals. Rather, there is recurrence of the ini-
tial values [18,27] and hence the repeating cycles of dynamical change of the
map, which is presented by equation (4.5). For large number of constituent
particles of the environment, this recurrence typically occurs for very long
time interval and thus the repetition of the ’cycles’ may be virtually unob-
servable.
Fourth, in the standard theory [15-17], existence and properties of steady
state(s) of the reduced dynamics is a complicated topic and an active area
of research. The averaged state (also known as ’ergodic average’), that is
known to be a steady state for the completely positive semigroup (Markovian)
dynamical maps [15-17], also appears to be steady for the both exact (non-
Markovian) dynamics equation (3.3) and (4.2), of the form:
σ¯ = lim
T→∞
1
T
∫ T
0
σ(t◦)dt◦ =
∑
n
Pnρ(0)Pn. (52)
While the proof of equation (6.6) is an elementary integration of equations
(3.3) and (4.2), the steady state on the r.h.s. of equation (6.6) is unique.
Finally, equations (3.25), (4.7) and (4.11) reveal different time scales for
the emergence of Markovianity. Equation (4.7) is well-known from the deco-
herence theory and qualitatively defines ’decoherence time’, τdec [18,27]. On
the other hand, both equations (3.25) and (4.11) require much longer time
intervals to reach the respective small values g−1 [which for equation (4.7) is
of the order of 1]. In the absence of the exact mathematical relation, we just
note the chain of inequalities, 1≪ g′ ≪ g, that directly implies the chain of
the respective time scales τdec < τ
′ < τ . The inequality g′ ≪ g, emphasized
in Section 3(b), follows from
g = max{trΠ(m)} = max{
′∑
α,β
trSPαtrEΠβ} ∼ g′max{trE
′∑
β
Πβ}, (53)
[where the primed sums do not take all the possible values of the summation
coefficients] while bearing in mind that Πβs are the environmental projectors,
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equation (4.1). From equation (6.7) directly follows: for a closed system of
fixed size (unique value of max{trΠ(m)}), smaller subsystem is monitored by
larger environment and therefore g′ decreases with the decrease in the size
of the subsystem. Physically this means that, [for the same total, closed
system], the smaller the open system the faster is reached the steady state
and the longer ’recurrence time’. Observations of the open system that are
not limited by coarse-graining give rise to the fastest approach (with the rate
τ−1dec) to the steady state.
7. Discussion
Dynamical map imposed by Local Time Scheme is mathematically of a
rather special kind that is here introduced for the first time. In certain
points, Local Time Scheme fits with, goes beyond, or extends the results
of the standard open systems theory. Thereby Section 6 answers the first
question on usefulness of Local Time Scheme that is posed in Introduction.
Within the scope of the new fundamental dynamical law equation (2.2)–that
takes the place and the role of the Schro¨dinger law, equation (2.1), of the
standard theory–, the findings of Sections 3 and 4 are generic and universal.
Here we specifically emphasize non-existence of the short-time Markovianty,
the novel, rich behavior of closed many-particle systems and that the scheme
provides a long-sought answer to the problem of microscopic origin of the
phenomenological rule, that the smaller open systems relax [in our case:
attain the steady state] faster than the larger ones.
We conclude that dynamics imposed by Local Time Scheme successfully
though specifically tackles the so-far-investigated topics in the foundations
of quantum theory. Nevertheless, there remains yet much to be done. We
can detect at least the following four research directions. First, experimental
tests of our findings are methodologically on the same ground as the tests
of the occurrence of decoherence. To this end, a rather precise knowledge
of the energy spectrum as well as sophisticated control of quantum states
of many-particle systems are needed. Beyond these technical requirements,
we do not see any obstacles to the more-or-less straightforward experimental
tests of our results. Second, usefulness of Local Time Scheme regarding the
interpretational issues of quantum theory (e.g. of quantum measurement)
should be separately investigated. In this regard, of particular interest is
description of a single system dynamics [as distinct from the ensemble of
systems considered so far]. Third, implications for the physical nature of time
allowed by LTS may contribute to the debate of whether Time is fundamental
or not and so whether or not the task of spacetime quantization makes any
sense. Finally, in certain points of the foundational character, Local Time
23
Scheme concurs with a cosmological program that has recently been reviewed
by Hartle [34]. Here we briefly emphasize certain essential points of the
program that have clear counterparts within LTS while leaving details for
the sequel.
The low entropy initial state of the Universe [34] is directly recognized
within LTS: Due to the points (a)-(e) in Appendix A, the early Universe is
a single ’local’ system that is subjected to unique local time and therefore
described by equation (2.1) for pure i.e. for the zero-entropy states. Subse-
quent dynamics of the Universe ’brings today’s nearly isolated systems’ [34],
which, according to LTS, are described by their own local times and mixed
(non-zero entropy) states of the form of equation (2.2) i.e. of equation (3.1).
Robustness to external noise is the characteristic trait of the decoherence-
induced ’quasiclassical’ domain that requires sufficiently strong interaction of
a many-particle system with its environment in a coarse-grained description
[34]. Sections 3 and 4 provide the basis for the requirements, which are above
emphasized by italics. Finally, the conjecture ’A situation of local equilib-
rium will generally be reached before complete equilibrium is established, if it
ever is.” [34] can be recognized to summarize lemma 3.2, lemma 4.1 and the
two final remarks in Section 6.
8. Conclusion
The so-far investigated mathematical aspects of Local Time Scheme prove
to be consistent and physically useful. The dynamical map imposed by the
Scheme is mathematically of a special kind that physically quantitatively
fits with, goes beyond, or extends the results of the standard open quantum
systems theory and qualitatively tackles certain foundational issues in cos-
mology. The interpretational implications of the scheme, such as quantum
measurement problem and the transition from quantum to classical, are yet
to be investigated.
Appendix A
In Local Time Scheme, the primitive is dynamics, which is simply a map
between the system’s states:
ρ1 → ρ2 → ρ3 → ... (A.1)
Along the dynamical chain equation (A.1), the system can be subjected to
changes of its local time, which can be shared by some other systems that, as
a whole, constitute an at least approximately-closed system subjected to the
unitary Schro¨dinger dynamics. For a single closed system, the states are pure
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(ρ2i = ρi) and the chain equation (A.1) is a ’history’, which assumes unique
local time [35]. Therefore, in a composite system, such as the Universe itself,
there may be more than one such closed (’local’) system described by its own
local time. Hence a composite system is described solely by the composite
system’s Hamiltonian, which defines [dynamically changing] distribution of
local systems and their local times without ’history’ in the standard sense
[35].
The rules for determining local time are as follows [1]: (a) Systems with
different Hamiltonians such as those with a different numbers of particles, or
different kinds of particles, or different kinds of interactions between the par-
ticles are subject to different local times; (b) Systems that mutually interact
are subjected to the same time; (c) Noninteracting systems need not have
a common time; (d) Nonidentical many-body systems which do not interact
and locally follow independent Schro¨dinger dynamics do not have a common
time–which makes the universal time undefinable; (e) Local time refer even
to the mutually identical many-body systems, as long as they represent the
mutually independent local systems.
These rules constitute the foundational basis for Local Time Scheme.
Everything one might need is ’inscribed’ in the Hamiltonian since, along
the dynamical chain equation (A.1), the average value of every term of the
Hamiltonian and the energy-scale C are uniquely determined. For a closed
system, unique Hamiltonian determines unique energy scale C. On the other
hand, interaction may change the energy scale for the total system’s Hamil-
tonian. If interaction for a pair of closed systems is weak, the systems are
approximately independent and approximately subjected to independent lo-
cal times. This should be sharply distinguished from the case of ’weakly
interacting systems’ that are subsystems of a local (approximately closed)
system; such cases are considered in the context of Markovian dynamics in
the standard open systems theory [15-18]. The other ’extreme’ is the suffi-
ciently strong interaction which defines formation of a new composite system
and the start (t = 0) of the new local time ticking; such situations are con-
sidered in Lemma 3.3 and Section 4 of the body text. In between the two
’extremes’ are the cases for which the interaction does not dominate neither
is sufficiently weak.
For a sub-chain ρi → ρi+1 → ρi+2 → ... of the dynamical chain equa-
tion (A.1), we say to be of fixed energy scale if the respective energy scales,
Ci, Ci+1, Ci+2..., are approximately equal, i.e. if Ci ≈ Ci+1 ≈ Ci+2... = C.
Local Time Scheme does not provide quantitative kinematical criteria for
’weak’ vs. ’sufficiently strong’ interaction. Therefore the following question is
in order: Are there any realistic (at least approximately) closed many-particle
systems and how can they be recognized in the realistic physical situations?
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This concern raised in Section 2 is, in our opinion, purely operational.
Nonexistence of at least approximately closed systems as described above
would be fatal for most of the physical theories as well as for interpreting cer-
tain experimental tests. For the whole of the decoherence and measurement
theory, as well as for the foundations of the open systems theory, validity of
the Schro¨dinger law equation (2.1) is essential and is implemented by ’object
of measurement + apparatus (+ the apparatus’ environment)’ as well as by
’[open]system + environment’ [15-18]. Approximate isolation from the rest
of the Universe is indispensable also for the appearance of the energy band-
structure of electrons in crystals [30], for the so-called ’alpha-clustering’ in
nuclear physics [36] (and references therein), ’entanglement renormalization’
[37], as well as for existence of quasiclassical realms in cosmology [34] etc.
Therefore we do not regard the above-posed question foundational but rather
of the more-or-less practical, technical nature that should be separately an-
swered for every concrete physical situation.
The second concern raised in Section 2 refers to the sharp dynamical tran-
sition from the ’weak’ to ’strong’ interaction of the initially independent local
systems. For the unsharp transition, the initial instant t = 0 of the common
local time for interacting systems a priori, i.e. independently of Lemma 3.3
[which concerns the fixed energy scales], is not well defined. Nevertheless,
this does not produce any problem as long as dynamics equation (A.1) can
be ’coarse grained’ in order to provide a ’quick’ dynamical transition from
the weak to the sufficiently strong interaction.
Consider a dynamical chain
ρi → ρi+1 → ...ρi+k → ...ρp → ρp+1 → ...ρp+q (A.2)
where the sub-chains ρi → ρi+1 → ...ρi+k and ρp → ρp+1 → ...ρp+q are with
the fixed energy scales, c for the self-Hamiltonian and C for the interaction
term, respectively. Then reducing the sub-chain ρi+k → ...ρp to arbitrary sin-
gle state of the sub-chain is the dynamical coarse graining. By definition, this
coarse graining assumes practical indistinguishability of certain dynamically-
close states and is finer than and embedded in the dynamical coarse graining
necessary for the dynamical appearance of Markovianity, Sections 3 and 4.
Needless to say, the coarse graining is equally relevant for the strongly-
interacting systems in the standard theory of global time: Indeed, it is not
a priori clear how quickly the interaction becomes sufficiently strong and
whether or not the initial ensemble is really pure as assumed by equation
(2.1). The plausible answer provided below Lemma 3.3 in the body text,
that U(δt) ≈ I, is encompassed by the state coarse graining; going beyond
this approximation, one can find e.g. [38]. Therefore the dynamical coarse
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graining generally appears to be as necessary as it is of the operational nature
and thus not producing any problems in the foundations and application of
Local Time Scheme.
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