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We obtain the ratio of semiclassical partition functions for the extension under mixed flux of the minimal
surfaces subtending a circumference and a line in Euclidean AdS3 × S3 × T4. We reduce the problem to the
computation of a set of functional determinants. If the Ramond-Ramond flux does not vanish, we find that
the contribution of the B-field is comprised in the conformal anomaly. In this case, we successively apply
the Gel’fand-Yaglom method and the Abel-Plana formula to the flat-measure determinants. To cancel the
resultant infrared divergences, we shift the regularization of the sum over half-integers depending on
whether it corresponds to massive or massless fermionic modes. We show that the result is compatible with
the zeta-function regularization approach. In the limit of pure Neveu-Schwarz-Neveu-Schwarz flux we
argue that the computation trivializes. We extend the reasoning to other surfaces with the same behavior in
this regime.
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I. INTRODUCTION
The connection between Wilson loops and minimal
surfaces raised a milestone in the AdS=CFT correspon-
dence. The original proposal establishes that the strong
coupling limit of the expectation value of a Wilson loop in
N ¼ 4 supersymmetric Yang-Mills in four dimensions is
given by the regularized minimal area swept by a string
probe propagating in Euclidean AdS5 × S5 and terminating
in the contour of the Wilson loop on the boundary of the
Euclidean anti-de Sitter space [1,2]. The approach to the
evaluation of Wilson loops at strong coupling triggered a
profusion of developments, to which the link between
minimal surfaces and the classical integrable structure
underlying the AdS=CFT correspondence belongs. In
Ref. [3] it was shown that the periodic ansatz for spinning
strings employed in [4] may be extended to the study of
world-sheets with open boundary conditions at the boun-
dary of the Euclidean anti-de Sitter space. The use of that
kind of ansatz allowed the reduction of the problem of
finding minimal area surfaces in Euclidean AdS5 × S5 to
the construction of solutions of the Neumann-Rosochatius
integrable system. Since one can systematically obtain the
latter in terms of elliptic and hyperelliptic functions, it was
then possible to cover the string picture for a wide range
of Wilson loop configurations. A complementary series
of developments concerned the one-loop quantization of
these minimal surfaces, which led to the comparison
between both sides of the duality beyond the leading
order. In Ref. [5], the one-loop effective action of various
minimal surfaces was expressed through the ratio of
functional determinants of certain differential operators.
The ratio of the semiclassical partition functions of the
surfaces subtending a circle and a line at the boundary
presented in [5] was explicitly obtained in Ref. [6]. The
connection between integrability and Wilson loops was
shown to emerge in this context through the effective
background for the fluctuations, where the solution to the
integrable mechanical system comes again into play. This
setting permitted the decomposition of every two-dimen-
sional determinant into the product of one-dimensional
determinants by means of the boundary conditions of the
fields with respect to the Euclidean time world-sheet
coordinate. The resultant one-dimensional determinants
were evaluated using the Gel’fand-Yaglom method,
which renders the derivation of the eigenvalues of the
differential operators and the evaluation of their product
into the resolution of an initial value problem. The
product over one-dimensional determinants was then
performed in the zeta-function regularization scheme
and it was shown to be in agreement with the gauge
theory, up to a normalization factor which was later
retrieved in [7]. Such an approach to the quantization of
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minimal surfaces has paved the way of several comple-
mentary lines of research [7–25].
The relevance of minimal area surfaces in the
AdS5=CFT4 correspondence has motivated their study in
lower-dimensional avatars of the duality. One of the
contributions along these lines, within the framework of
type IIB string theory on AdS3 × S3 × T4, was the con-
struction in [26] of minimal surfaces in Euclidean AdS3
with mixed Ramond-Ramond (R-R) and Neveu-Schwarz-
Neveu-Schwarz (NS-NS) three-form fluxes on the basis of
the underlying integrable mechanical model (see [27] for
other findings of minimal surfaces under the presence of
mixed fluxes). The authors employed the periodic ansatz of
[3] to study the extension of the class of classical world-
sheets subtending two concentric circumferences at the
boundary of Euclidean anti-de Sitter space by the intro-
duction of NS-NS flux. They found that the NS-NS flux
either brings the world-sheet near to the boundary or
separates the circumferences of the annulus at the boun-
dary. When the R-R flux vanishes the classical world-sheet
adheres to the boundary in the former case, whereas the
outer radius diverges in the latter case. The surface that
subtends a circle plays the role of a threshold solution, in
the sense that in the limit of pure NS-NS flux the world-
sheet adheres to the boundary and it ends in an annulus
whose outer radius diverges.1
In view of these distinctive features, it is natural to pose
the question of the behavior of these minimal surfaces
when quantum corrections are taken into account. In this
article we will analyze the one-loop effective action of the
extension under fluxes of the minimal area surface sub-
tending a circumference. This solution constitutes an
appropriate framework for the study of the mixed flux
regime in the semiclassical picture, since it is simple
enough to allow a tractable analysis but still comprises
the major features that are meant to be brought in. In order
to proceed, we will follow the analysis of [6] and introduce
the deformation under mixed fluxes of the classical world-
sheet subtending a line as a reference solution, as it shares
the same behavior with this surface in the vicinity of the
boundary. In this way, we will be able to consider the ratio
of both semiclassical partition functions, for which infrared
divergences are expected to cancel.
The remaining part of the article is structured as follows.
In Sec. II we will present the two classical solutions whose
one-loop effective action is going to be computed. In
Sec. III we will employ the background field expansion
around these configurations to find the set of relevant
functional determinants in both cases. We will start from
the statically gauge-fixed Nambu-Goto action together with
the quadratic truncation of the fermionic Lagrangian, and
argue that the ghost determinant is compensated by field
redefinitions of the quadratic fluctuations. We will show
that the contribution of the NS-NS term is enclosed in the
conformal anomaly in the mixed flux regime, and hence the
computation of determinants with flat measure remains
unaffected by the presence of the B-field. On the contrary,
the limit of pure NS-NS will require a separated analysis. In
Sec. IV we will consider the flat-measure determinants
arising in the pure R-R flux regime. We will resort to the
Gel’fand-Yaglom method and the Abel-Plana formula to
show that infrared divergences cancel in the ratio of the
semiclassical partition functions. We will then compute the
difference between the corresponding one-loop effective
actions. This problem will lead us to introduce a shift in the
regularization of the sum over half-integers massless
fermionic modes into a sum over integers with respect
to the massive case. We will compare the expected result
with the answer given by the zeta-function regularization
prescription and show that both agree. In Sec. V we will
discuss the pure NS-NS flux limit of our solution. We will
show that the problem trivializes when the classical world-
sheet adheres to the boundary. We will also argue that a
similar phenomenon extends to the remaining surfaces in
the class of solutions of [26] that remain stuck at the
boundary in this limit, even if the factorization of the
NS-NS flux into the conformal anomaly breaks down. In
Sec. VI we will summarize our results and comment on
some possible future developments. We have relegated the
details on the application of the Gel’fand-Yaglom method
and the Abel-Plana formula to the appendixes.
II. CLASSICAL SOLUTIONS
In this section, we will present the classical solutions
whose semiclassical partition function will be computed
below. The first solution that we will address subtends
a circumference on the boundary of Euclidean three-
dimensional anti-de Sitter space which splits into two
concentric circles when the NS-NS flux is introduced. It
has winding index k ¼ 1 along both circumferences,
and zero classical dilatation charge. When the R-R flux
vanishes, the ratio of the two radii either diverges or goes
to zero, and the classical world-sheet completely adheres
to the boundary. We will then move to the surface that
subtends a strip at the boundary in the presence of NS-NS
flux. This surface will play the role of reference solution.
This strip shrinks to a line in the pure R-R flux limit. On the
contrary, the distance between both lines diverges in the
limit of pure NS-NS flux, where the surface again remains
stuck at the boundary.
A. Surface subtending two concentric circumferences
This classical solution is conveniently expressed in the
parametrization of the Poincare´ patch of Euclidean AdS3
through the coordinates
1It was also proved in Ref. [26] that the algebraic elliptic curve
that describes the solutions becomes singular in the regime of
pure NS-NS flux.
HERNÁNDEZ, NIETO, and RUIZ PHYS. REV. D 101, 026019 (2020)
026019-2
u ¼ z
r
; v ¼ log
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
z2 þ r2
p
; ð2:1Þ
together with the polar angle θ of the plane at the conformal
boundary. Accordingly, the metric reads
ds2 ¼ 1
u2

dθ2 þ du
2
1þ u2 þ ð1þ u
2Þdv2

; ð2:2Þ
with the conformal boundary at u ¼ 0. The Kalb-Ramond
field may be written as2
B ¼ −i q
u2
dv ∧ dθ; ð2:3Þ
where the flux mixing parameter is restricted to lie within
0 ≤ q ≤ 1. The solution is [26]
θðτ; σÞ ¼ τ; uðτ; σÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 − q2
q
sinh σ;
vðτ; σÞ ¼ arctanhðq tanh σÞ; ð2:4Þ
where τ ∈ ½0; 2πÞ and σ ∈ ½0;∞Þ are the Euclidean time
and space world-sheet coordinates, respectively. We must
emphasize that (2.4) constitutes a particular limit of the
general solution to the underlying integrable mechanical
system, a feature that will justify the special properties
that it presents as an effective background in the semi-
classical quantization scheme. This solution induces a
metric on the world-sheet Σ for which τ and σ are
isothermal coordinates,
ds2Σ ¼
dτ2 þ dσ2
ð1 − q2Þsinh2σ : ð2:5Þ
Its associated nontrivial component of the Riemann tensor
and Ricci scalar are
Rτστσ ¼ −
1
sinh2σ
; Rð2Þ ¼ −2ð1 − q2Þ: ð2:6Þ
Note that the coordinates τ and σ are valid as long as q ≠ 1,
since otherwise the metric is singular. We can employ
instead θ and u as local world-sheet coordinates for which
the metric is regular for arbitrary mixing parameter q. The
singularity is still present, but it shows up in the relation
between both coordinate systems in the limit of pure
NS-NS flux. This feature is expected since the boundary
of Euclidean AdS3 is conformal and thus it is located at an
infinite distance from its center. Therefore, a proper para-
metrization of a world-sheet stuck therein is singular from
the point of view of the bulk. The coordinates θ and u
display the metric nonconformally,
ds2Σ ¼
1
u2

dθ2 þ du
2
1 − q2 þ u2

; ð2:7Þ
and hence the nontrivial component of the Riemann
tensor as
Rθuθu ¼ −
1 − q2
u2ð1 − q2 þ u2Þ : ð2:8Þ
In the limit where the R-R flux vanishes the surface
becomes locally flat, in accordance with the fact that it
adheres to the boundary.
A surface with boundary conditions at the boundary of
Euclidean AdS3 is linked with a divergent on-shell action.
A regularization prescription for computing the latter is
then needed. Here we will choose the scheme in which the
boundary terms are removed. If we introduce an infrared
regulator ϵ > 0 such that σ ∈ ðϵ;∞Þ, we find the on-shell
action
S ¼
ﬃﬃ
λ
p Z ∞
ϵ
dσ
cosh2σ
sinh2σðcosh2σ − q2sinh2σÞ
¼
ﬃﬃ
λ
p
ðcotanhϵþ q arctanhq− q arctanh ðq tanh ϵÞ− 1Þ;
ð2:9Þ
with λ the ’t Hooft coupling. Once the boundary terms are
removed, the on-shell regularized action is
S ¼
ﬃﬃ
λ
p
ðq arctanh q − 1Þ: ð2:10Þ
This expression is valid as long as the R-R flux does not
vanish. In the pure NS-NS flux limit, the world-sheet
adheres to the boundary, and hence the associated regu-
larized on-shell action vanishes after removing boun-
dary terms.
B. Classical surface subtending two parallel lines
We will now present the classical solution subtending
two parallel lines. This surface may be expressed straight-
forwardly in the Cartesian parametrization of the Poincare´
patch of Euclidean AdS3, with respect to which the
metric is
ds2 ¼ dt
2 þ dx2 þ dz2
z2
; ð2:11Þ
while the B-field is
B ¼ i q
z2
dt ∧ dx: ð2:12Þ
2This two-form differs from the one in [26] and Eq. (2.12)
below by an exact form whose pulled back counterpart neither
contributes to the Euler-Lagrange equations nor to the on-shell
regularized action.
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The solution reads
tðτ;σÞ¼ τ; xðτ;σÞ¼ qσ; zðτ;σÞ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1−q2
q
σ; ð2:13Þ
where τ ∈ ð−∞;∞Þ and σ ∈ ½0;∞Þ. As in the previous
case, the solution above induces a metric conformally on
the world-sheet Σ,
ds2Σ ¼
dτ2 þ dσ2
ð1 − q2Þσ2 ; ð2:14Þ
whose nontrivial components of the Riemann tensor and
Ricci scalar are given by
Rτστσ ¼ −
1
σ2
; Rð2Þ ¼ −2ð1 − q2Þ: ð2:15Þ
This is an Euclidean AdS2 surface embedded in Euclidean
AdS3 confined to the boundary of the latter when the R-R
flux vanishes. A regular coordinate system in the pure
NS-NS flux limit may also be found anew. However, it will
not be needed for our purposes. It is enough to note that
the transformation between the latter and the isothermal
coordinates is consistently singular in the limit of vanishing
R-R flux. Finally, the on-shell action is not modified by the
mixture of fluxes except for a global factor, and thus the
regularization prescription and the consequent vanishing
on-shell regularized action hold as in the q ¼ 0 limit. When
q ¼ 1 the action is also zero since it becomes a boun-
dary term.
III. SEMICLASSICAL PARTITION FUNCTION
In this section, we will derive the expression of the
semiclassical partition functions associated to the solutions
of the preceding section. We will employ the background
field expansion, which provides us a quadratic Lagrangian
in the perturbative fields that turns into a set of functional
determinants of differential operators once the path integral
is performed. We will then discuss the conformal anomaly
and show that it entirely comprises the NS-NS flux
contribution in the mixed flux regime. On the contrary,
there is not such a term in the pure NS-NS flux limit, which
requires a special treatment. We will postpone this case to
Sec. V, and focus the discussion below to the minimal
surface subtending an annulus, arguing that the derivation
for the strip case is almost identical. From now on we will
refer to the surfaces subtending two concentric circum-
ferences and two parallel lines at the boundary as the first
and the second surfaces, respectively.
A. Background field expansion
The background field expansion consists in the study of
quadratic perturbations around extrema of the classical
action, which leads one to a Gaussian path integral in the
perturbative fields. The perturbative bosonic Lagrangian
may be obtained by expanding, around the classical
solution, the Nambu-Goto action plus a Wess-Zumino term
in the fluctuation fields up to second order. In this setting, it
will be convenient to regard u and θ as local world-sheet
coordinates, and then fix the static gauge in which none of
them is perturbed. The bosonic fluctuation fields should
thus be taken in the v, the S3 and the T4 directions. We will
denote the first one by v¯ and the remaining ones by ξ¯a, with
a ¼ 3;…; 9. These fields are supplied with vanishing
Dirichlet boundary conditions at the boundary of
Euclidean AdS3 and are further required to decay fast
enough as they approach it. We will impose these con-
ditions so that the integration by parts in the expansion is
legitimated.
The second order Lagrangian for the bosonic fluctua-
tions is then
LB ¼
ﬃﬃﬃ
h
p
hαβ∂αv¯∂βv¯þ
ﬃﬃﬃ
h
p
½Rð2Þ þ 4ð1 − q2Þv¯2
þ δab
ﬃﬃﬃ
h
p
hαβ∂αξ¯a∂βξ¯b; ð3:1Þ
where we have rescaled the fluctuation field v¯ as
v¯↦
uﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 − q2 þ u2
p v¯ ð3:2Þ
to write the Lagrangian in canonical form. We must stress
that no component of the Kalb-Ramond field along S3
enters the problem because it appears as an exact form, and
thus it can be ignored by virtue of the aforementioned
boundary conditions. The Lagrangian defines eight spectral
problems, one per each fluctuation field. If Δ denotes the
Laplace-Beltrami operator on Σ, the second order differ-
ential operators for v¯ and ξ¯a are, respectively,
DB;1 ¼ −Δþ Rð2Þ þ 4ð1 − q2Þ; DB;2 ¼ −Δ: ð3:3Þ
Both spectral problems are supplemented with the norm
derived from the inner product,
hφ1jjφ2i ¼
Z
Σ
d2σ
ﬃﬃﬃ
h
p
φ1
φ2: ð3:4Þ
In fact, the inner product applies to v¯ after being redefined
by the factor
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ u2
p
=u in the metric (2.2). Note that such
redefinition, together with the transformation by a factor
u=
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 − q2 þ u2
p
above, is expected to compensate the
contribution of the ghost determinant arisen from the static
gauge-fixing condition [5]. This observation is indeed
consistent with the explicit form of the latter, namely,
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Δghost ¼ det1=2
1 − q2 þ u2
1þ u2 : ð3:5Þ
Let us now move to the fermionic Lagrangian for
the fluctuation fields. In order to proceed we should
Wick-rotate back to AdS3 × S3 × T4 and introduce a
zehnbein therein. After rotating back the angular coordinate
through θ↦ iθ, the metric reads
ds2 ¼ ηabEaEb¼−ðE0Þ2þðE1Þ2þðE2Þ2þ
X9
a¼3
ðEaÞ2:
ð3:6Þ
The dreibein of AdS3 is explicitly
E0 ¼ dθ
u
; E1 ¼ du
u
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þu2
p ; E2 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þu2
p
u
dv; ð3:7Þ
and the spin connection hence is
Ω01 ¼−Ω10 ¼−
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þu2
p
E0; Ω12 ¼−Ω21 ¼ 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þu2
p E2:
ð3:8Þ
It will not be necessary to specify the siebenbein of
S3 × T4, or its associated spin connection, because once
they are pulled back upon the world-sheet all of them
vanish. On the contrary, both the R-R and NS-NS three-
form fluxes are needed,
H ¼ −2qðE0 ∧ E1 ∧ E2 þ E3 ∧ E4 ∧ E5Þ;
F ¼ −2q¯ðE0 ∧ E1 ∧ E2 þ E3 ∧ E4 ∧ E5Þ; ð3:9Þ
where q¯ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 − q2
p
. We will maintain the notation for
differential forms after they are pulled back on the world-
sheet so no confusion could arise.
The fermionic Lagrangian to quadratic order in the
Green-Schwarz action is [28]
LF¼−ið
ﬃﬃﬃﬃﬃﬃ
−h
p
hαβδAB−ϵαβðσ3ÞABÞΘ¯AΓαðDβÞBCΘC; ð3:10Þ
where Γα ¼ EaαΓa. From (3.7),
Γθ ¼
1
u
Γ0; Γu¼
1
u
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þu2
p

Γ1−
qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1−q2þu2
p Γ2

:
ð3:11Þ
Besides, ΘA, with A ¼ 1, 2, are 16-component Majorana-
Weyl spinor, and the covariant derivatives are
ðDθÞAB ¼

∂θ −
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ u2
p
2u
Γ0Γ1

δAB
−
1
2u
Γ1Γ2ðq¯Pðσ1ÞAB þ qðσ3ÞABÞ;
ðDuÞAB ¼

∂u þ q
2uð1þ u2Þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 − q2 þ u2
p Γ1Γ2

δAB
þ 1
2u
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ u2
p Γ0

qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 − q2 þ u2
p Γ1 − Γ2

× ðq¯Pðσ1ÞAB þ qðσ3ÞABÞ; ð3:12Þ
where P denotes the projection operator
P ¼ 1
2
ð1þ Γ0Γ1Γ2Γ3Γ4Γ5Þ: ð3:13Þ
In order to write this Lagrangian in a canonical two-
dimensional covariant form we must perform a rotation. In
a suitable kappa gauge, such a transformation allows one to
derive a kinetic term akin to the one for two-dimensional
world-sheet spinors. These steps permit the path integral to
be carried out and thus the two-dimensional functional
determinants to be obtained. The rotation should transform
Γα into the projection of the gamma matrices upon the
world-sheet via the zweibein of the induced metric, namely,
e0 ¼ dθ
u
; e1 ¼ du
u
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 − q2 þ u2
p : ð3:14Þ
The rotation matrix R ¼ exp ðφΓ1Γ2Þ, with
cosð2φÞ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1−q2þu2
1þu2
s
; sinð2φÞ¼− qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þu2
p ; ð3:15Þ
satisfies indeed the desired requirement,
γθ ¼R−1ΓθR¼
1
u
Γ0; γu¼R−1ΓuR¼
1
u
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1−q2þu2
p Γ1:
ð3:16Þ
If we also rotate the Majorana-Weyl spinors through
ΘA ↦ RΘA and further fix the kappa symmetry with the
condition Θ1 ¼ Θ2 ≡ Θ, we are led to the Lagrangian
density
LF ¼ −2iΘ¯
ﬃﬃﬃﬃﬃﬃ
−h
p
ðhαβγα∇β þ q¯Γ0Γ1Γ2PÞΘ; ð3:17Þ
where ∇α is the covariant derivative with respect to the
induced metric, with components
∇θ ¼ ∂θ −
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 − q2 þ u2
p
2u
Γ0Γ1; ∇u ¼ ∂u: ð3:18Þ
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The operator in the Lagrangian (3.17) defines a spectral
problem with an inner product analogous to that in (3.4).
Now we may diagonalize P by performing an additional
rotation. In this way, it is possible to split the Lagrangian
into the sum of two densities,
LF;1¼2
ﬃﬃﬃﬃﬃﬃ
−h
p
θ¯1DF;1θ1¼−2i
ﬃﬃﬃﬃﬃﬃ
−h
p
θ¯1ðhαβγα∇βþq¯Γ0Γ1Γ2Þθ1;
LF;2¼2
ﬃﬃﬃﬃﬃﬃ
−h
p
θ¯2DF;2θ2¼−2i
ﬃﬃﬃﬃﬃﬃ
−h
p
θ¯2hαβγα∇βθ2; ð3:19Þ
where θ1 and θ2 are 16-component Majorana-Weyl spinors
whose eigenvalues with respect to the projector P are one
and zero, respectively. If we finally Wick-rotate (3.19), we
obtain the differential operators of interest.
In sum, when the Gaussian path integration is performed,
the subleading contribution to the semiclassical partition
function is3
Z ¼ det
2DF;1det2DF;2
det1=2DB;1det7=2DB;2
; ð3:20Þ
and the one-loop effective action is
Γ1 ¼ − logZ: ð3:21Þ
We noted at the beginning of this section that the steps in
the derivation of the semiclassical partition function for
the second surface are completely parallel. In this case
we obtain an identical expression for the one-loop effective
action, up to the substitution of the induced metric on
the world-sheet of the first surface by the metric of the
second one.
B. Conformal anomaly and flat-measure determinants
The spectral problem associated with the functional
determinants under study is endowed with an inner product
whose measure is defined through the induced metric upon
the world-sheet. The latter is nontrivial whenever the R-R
flux does not vanish as any of the two inducedmetrics is flat.
In this case it is appropriate to factorize the semiclassical
partition function into the product of a factor accounting for
a conformal transformation, i.e., the conformal anomaly,
and the ratio of determinants whose measure is flat.
Let us consider the semiclassical partition function
associated to the first surface. In order to proceed we need
to find a transformation in which the induced metric is
conformally flat. We may, for instance, choose the iso-
thermal coordinates in (2.4) (except in the regime of pure
NS-NS flux). In those coordinates, the expression of the
semiclassical partition function factorizes as Z ¼ ZqZˆ,
where Zq is the conformal anomaly and Zˆ is the ratio of
determinants with associated flat measure. It turns
out that all the dependence on q is entirely ascribed to
the conformal factor and that the expression of Zˆ is that of
the pure R-R flux regime. A similar factorization holds
when quadratic perturbations around the second surface are
considered if the induced metric is written as (2.14).
We will now focus on the conformal anomaly. Its finite
remnant is given by the second Seeley coefficient of the
heat kernel regularization scheme. This fact, together with
other issues concerning the conformal anomaly, has been
already discussed in [5]. For a more thorough treatment of
these topics we refer to [5] and references therein. Here we
just note that the fermionic functional determinants involve
Green-Schwarz rather than world-sheet spinors, and hence
the contribution of the former is four times larger than the
one that the latter would provide [5,6]. If the count for the
anomaly is performed, one finds that it is not zero, but a finite
remnant is obtained. The upshot does not signal any
inconsistency. The Nambu-Goto and Polyakov path inte-
grals are equivalent at one loop [29], but the cancellation of
the conformal anomaly in the first case requires to extract a
nontrivial contribution from its path integralmeasure.On the
other hand, if spinors are dealt with as world-sheet spinors,
the cancellation indeed occurs, in parallel with [6,21].
In order to find an explicit expression for Zˆ, it is
appropriate to render the fermionic determinants into
the product of determinants of second order differential
operators. This step appeals to the fact that Γ0Γ1 is
anti-Hermitian, traceless and squares to minus the identity.
In particular, we will introduce the factorization
det2DF;A ¼ detDþF;A detD−F;A; ð3:22Þ
with A ¼ 1, 2. Therefore,
Zˆ ¼ det Dˆ
þ
F;1 det Dˆ
−
F;1 det Dˆ
þ
F;2 det Dˆ
−
F;2
det1=2DˆB;1det7=2DˆB;2
: ð3:23Þ
The differential operators involved in the expansion around
the first surface are
DˆB;1 ¼ −ð∂2τ þ ∂2σÞ þ 2 cosech2σ; DˆB;2 ¼ −ð∂2τ þ ∂2σÞ;
DˆF;1 ¼ −ð∂2τ þ ∂2σÞ  i cotanh σ∂τ þ 34 cosech
2σ þ 1
4
;
DˆF;2 ¼ −ð∂2τ þ ∂2σÞ  i cotanhσ∂τ − 14 cosech
2σ þ 1
4
;
ð3:24Þ
while those involved in the expansion around the second
surface are
DˆB;1 ¼ −ð∂2τ þ ∂2σÞ þ 2σ2 ; DˆB;2 ¼ −ð∂
2
τ þ ∂2σÞ;
DˆF;1 ¼ −ð∂2τ þ ∂2σÞ  iσ ∂τ þ
3
4σ2
;
DˆF;2 ¼ −ð∂2τ þ ∂2σÞ  iσ ∂τ −
1
4σ2
: ð3:25Þ3We disregard the measure factors in the path integral that may
be present.
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IV. FUNCTIONAL DETERMINANTS
We will compute now the functional determinants of the
second-order differential operators put forward in (3.24)
and (3.25) by means of the Gel’fand-Yaglom method [30].
This technique is applicable if the operators under consid-
eration are one-dimensional. In our case, we can reduce the
operators in (3.24) and (3.25) to ordinary differential
operators invoking the boundary conditions for the fields
with respect to the Euclidean time world-sheet coordinate.
This option is available as a consequence of the usage of the
ansatz that renders the classical setting into an integrable
system, which leads to a τ-independent effective two-
dimensional background in the semiclassical quantization
scheme.
We will start the analysis with the first surface. The
fluctuation fields are periodic in time for the bosons, and
antiperiodic for the fermions [6]. Therefore, a decompo-
sition in Fourier modes is allowed for all of them. One may
thus write Zˆ in terms of Zˆn, where Zˆn is the nth mode
ratio of determinants. The latter incorporates the ratio
of one-dimensional determinants whose operators are
obtained from Eq. (3.24) through the replacements
∂τ ↦ −in for DˆB;1 and DˆB;2, ∂τ ↦ −iðn − 1=2Þ for
DˆþF;1 and Dˆ
þ
F;2, and ∂τ ↦ −iðnþ 1=2Þ for Dˆ−F;1 and
Dˆ−F;2. After introducing these replacements the determi-
nants read
DˆB;1 ¼ −∂2σ þ n2 þ 2 cosech2 σ; DˆB;2 ¼ −∂2σ þ n2;
DˆF;1 ¼ −∂2σ þ

n ∓ 1
2

2


n ∓ 1
2

cotanh σ
þ 3
4
cosech2 σ þ 1
4
;
DˆF;2 ¼ −∂2σ þ

n ∓ 1
2

2


n ∓ 1
2

cotanh σ
−
1
4
cosech2 σ þ 1
4
: ð4:1Þ
Regarding the fermionic operators, we must stress that the
conversion of the sum over half-integers into a sum over
integers involves an intermediate regularization process
whose remnant is decisive for the cancellation of the
infrared divergences. We will study this issue below once
we resort to the Gel’fand-Yaglom method, which we will
employ to obtain an expression for Zˆn, and the Abel-Plana
formula, on the basis of which we will address the differ-
ence of the one-loop effective actions. Moreover, the
symmetry property Zˆn ¼ Zˆ−n enables us to express
log Zˆ ¼ log Zˆ0 þ 2
X∞
n¼1
log Zˆn: ð4:2Þ
Let us consider now the second surface. In this case,
fields are neither periodic nor antiperiodic concerning their
time dependence.4 However, as the time interval now is
noncompact, we may perform a continuous Fourier trans-
form, according to which Zˆ can be expressed in terms of
Zˆp, where each Zˆp consists of the ratio of determinants
derived from (3.25) by means of the substitution of
∂τ ↦ −ip. The operators now read
DˆB;1 ¼ −∂2σ þ p2 þ 2σ2 ; DˆB;2 ¼ −∂
2
σ þ p2;
DˆF;1 ¼ −∂2σ þ p2  pσ þ
3
4σ2
;
DˆF;1 ¼ −∂2σ þ p2  pσ −
1
4σ2
; ð4:3Þ
and the symmetry property Zˆp ¼ Zˆ−p leads to
log Zˆ ¼ 2
Z
∞
0
log Zˆp: ð4:4Þ
As we have already stated, in Appendix Awe will apply
the Gel’fand-Yaglom method to obtain the expressions for
the determinants. The method reduces the computation to
the attainment of a solution to an initial value problem.
However, in order to apply the method it is necessary to
shift the boundary values of the problem from σ ¼ 0 and
σ ¼ ∞ to σ ¼ ϵ and σ ¼ R, respectively. The former point
acts as an infrared regulator, bringing the boundary of the
classical solution to a finite distance from the center of
Euclidean AdS3. Moreover, it is needed since otherwise
some potential terms of (4.1) and (4.3) would be singular at
the leftmost boundary. The latter point is introduced as a
computational device, in such a way that the (possibly
divergent) outcome corresponds to the R → ∞ limit. In
fact, the criterion on the basis of which we associate one
and the same n (or p for the second surface) to these
different operators refers to the asymptotic behavior in the
large R regime of their individual determinants, so that the
dependence on the regulator of the resultant ratio Zˆn
(respectively Zˆp) proves to be erased.
5
The resolution of the initial value problem underlying the
computation of the determinant of each individual differ-
ential operator is relegated to Appendix A.6 Since the
dependence on the upper bound regulator cancels, as we
have stated above, theR → ∞ limit can be taken. In the first
4Equivalently, one may take the Euclidean time world-sheet
to be periodic and make the period tend to infinity.
5The coefficients of the subleading terms in the asymptotic
expansion are of the same, or less, order in either n or p than
those of the leading terms, and hence they are negligible in
the large R limit.
6In Ref. [25] other boundary conditions for massless fermionic
spectral problems than the ones imposed here have been
introduced to apply the Gel’fand-Yaglom method. Their choice
is motivated by the comparison with the result obtained in the
dual side of the correspondence that we lack here.
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case the expression of the nth factor of the semiclassical
partition function in (4.2) with n > 0 is7
Zˆn ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nþ 1
nþ cotanh ϵ
r
½ð2nþ 1Þ sinh ϵþ cosh ϵ
× eð2n−1Þϵ Bðe−2ϵ; n; 0Þ; ð4:5Þ
with Bðx; a; bÞ the incomplete Euler beta function, whereas
for n ¼ 0 it is
Zˆ0 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
tanh ϵ
p
: ð4:6Þ
On the other hand, the pth term in the integrand of (4.4) is
Zˆp ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
pϵ
pϵþ 1
r
ð2pϵþ 1Þ e2pϵ Ei1ð2pϵÞ; ð4:7Þ
where Ei1ðxÞ is the exponential integral.
A. Finiteness of the ratio
We will now follow [14] and show that the ratio between
the semiclassical partition functions is finite by represent-
ing the sum (4.2) as a divergent integral plus a remnant
through the Abel-Plana formula,
X∞
n¼1
fðnÞ ¼ − 1
2
fð0Þ þ
Z
∞
0
dxfðxÞ
þ i
Z
∞
0
dx
fðixÞ − fð−ixÞ
e2πx − 1
: ð4:8Þ
The cases to which it is applied are arrayed in Appendix B.
We must emphasize that in our context the formula should
be viewed as formal, since Zˆn does not satisfy the require-
ments that legitimate its employment. Nonetheless, the
result is finite once the contribution of the second surface is
subtracted and the limit ϵ → 0 is taken in the integrand.
It is proved in Appendix B that the latter term in the
Abel-Plana formula is always real and infrared finite for
the cases at hand [see Eqs. (B2), (B4) and (B6)]. Therefore,
the divergence is ascribed to the first two terms. We will
consider first the divergent integral term. According to the
previous discussion, we have to subtract from it the term in
(4.7). Firstly, we split here the difference between integral
expressions into
I ¼ 2
Z
∞
0
dx
"
log
 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
xϵþ 1
ðxþ cotanh ϵÞϵ
s
×
ð2xþ 1Þ sinh ϵþ cosh ϵ
2xϵþ 1
Bðe−2ϵ; xþ 1; 0Þ
Ei1ð2xϵÞ
!
þ ϵ
#
þ 1: ð4:9Þ
The integral has been derived rewriting the integral of the
logarithm of the term in the numerator of the square root in
(4.7) likeZ
∞
0
dx log
ﬃﬃﬃ
x
p ¼
Z
∞
0
dx log
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
xþ 1p − 1=2; ð4:10Þ
which is defined when considered into the ratio of semi-
classical partition functions.
Although the operations of taking the limit of vanishing
infrared regulator and performing the integral do not
commute, it is more plausible that the former precedes
the latter. This can be justified by the fact that ϵ has been
introduced as a regulator, which allows one to deal with
each of the two sets of functional determinants independ-
ently. However, the well-defined object is their ratio,
due to the expected cancellation of infrared divergences.
Therefore, we can disregard the regulator when the two sets
are paired and thus to deal with the ratio when ϵ → 0
directly.8 If we apply the limit to both integrands and
employ the asymptotic expansions
Bðz; x; 0Þ ¼ − log ð1 − zÞ − γ − ψðzÞ þ ð1 − xÞðz − 1Þ
þOððz − 1Þ2Þ;
Ei1ðzÞ ¼ − log z − γ þ zþOðz2Þ; ð4:11Þ
we conclude that I → 1. Besides, the contribution of the
first term of the Abel-Plana formula in (4.8) plus Zˆ0 is
I0 ¼ −ϵþ logBðe−2ϵ; 1; 0Þ; ð4:12Þ
which diverges in the ϵ → 0 limit. It diverges because it has
to be paired with the remnant of the regularization
procedure relating the sums over half-integers and integers.
B. Regularization of the sum over half-integer modes
We have noted below Eq. (4.1) that the conversion of the
sumover half-integers into the sumover integers of fermionic
modes involves an intermediate regularization processwhich
provides an infrared divergent, but otherwise finite, remnant.
Such a regularization has been used by the authors of [6]
following Ref. [31]. In particular, prior to arriving at the sum
over integers, one should address the sum
S ¼
X
n∈Zþ1=2
Ω1n; ð4:13Þ
which accounts for the fermionic contribution to theone-loop
effective action. The regularization procedure consists in
redefining the sum via an exponential suppression,9
7In fact, to arrive at this expression we have made a shift of the
mode number log n↦ log ðnþ 1Þ in one determinant. The sum
over Fourier modes is of course insensitive to this operation.
8An argument supporting the order of the limits chosen here is
provided in [18] in a related context.
9The bosonic contribution is regularized analogously. We omit
it here for the sake of conciseness.
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S1 ¼ lim
μ→0
X
n∈Zþ1=2
e−μjnjΩ1n
¼ 1
2
lim
μ→0
X∞
n¼−∞
e−μjnjðΩ1n−1=2 þΩ1−n−1=2Þ
þ lim
μ→0
X∞
n¼1
e−μn½ðe12μ − 1ÞΩ1n−1=2 þ ðe−
1
2
μ − 1ÞΩ1−n−1=2:
ð4:14Þ
It is worth pointing out that there is a sharp difference in the
motivation behind the introduction of the prescription in
Refs. [6] and [31]. In Ref. [31] it is employed in such a way
that the first line in the last equality above is finite when its
regularized bosonic counterpart is added, and the second
provides a finite remnant. In Ref. [6], the first line, plus the
bosonic contribution, diverges in the same way as the initial
sum (4.13), whereas the second provides the aforementioned
infrared divergent term. Such a term is not unessential, since
it crucially enters in the cancellation of infrared divergences.
Taking this observation into account, it is then sensible to
look upon the regularization prescription for the scenario we
are considering as a procedure which allows us to derive
correct infrared divergent terms, in addition to possible
infrared finite remnants. Accordingly, one may introduce a
shift on the regularization prescription exponentials above as
long as it leads to a finite result. This is the case for the sum
over half-integer modes in connection with the last operators
listed in (4.1), for which we can regularize the sum as
S2 ¼ lim
μ→0
X
n∈Zþ1=2
e−μjnþ1jΩ1n
¼ 1
2
lim
μ→0
X∞
n¼−∞
e−μjnjðΩ1n−1=2 þ Ω1−n−1=2Þ
þ lim
μ→0
X∞
n¼1
e−μn½ðe12μ − 1ÞΩ1−n−1=2 þ ðe−
1
2
μ − 1ÞΩ1n−1=2:
ð4:15Þ
Wemust stress that whereas the first contribution is the same
as the one for S1, the second differs with respect to its
counterpart. The expression of the remnant in both sumsmay
be computed by successive application of the Gel’fand-
Yaglom method and the Abel-Plana formula.
We will now compute the remnant for the first regulari-
zation. According to Eqs. (A13) and (A19), we have to
consider, at the first significant order in μ,
S1 ¼ lim
μ→0
X∞
n¼1
μe−μn

log
nþ 1
ð2nþ 1Þ sinh ϵþ cosh ϵ − ϵ

;
ð4:16Þ
which, by means of the Abel-Plana formula, becomes,
S1 ¼ lim
μ→0
Z
∞
0
dx μe−μx

log
xþ 1
ð2xþ 1Þ sinh ϵþ cosh ϵ − ϵ

¼ − log ð2 sinh ϵÞ − ϵ: ð4:17Þ
We note here that we can disregard the first and the last
parts of (4.8) since they are finite in μ. Furthermore, since
this limit yields nonvanishing zeroth order terms in μ,
higher order terms in the expansion that the parentheses of
(4.14) comprise vanish.
We will compute now the remnant of the second
regularization (4.15). Because of the absence of divergent
terms in when μ → 0 in S1, the limit cannot diverge for the
prescription to be congruent. The equations that we should
take into account here are (A21) and (A25), and hence the
sum, to the first significant order in μ, is
S2 ¼ −lim
μ→0
X∞
n¼1
μ e−μn½logðnBðe−2ϵ; n; 0ÞÞ þ 2nϵ; ð4:18Þ
that can be written through the Abel-Plana formula as
S2 ¼ −lim
μ→0
Z
∞
1
dx μ e−μx½logðxBðe−2ϵ; x; 0ÞÞ þ 2xϵ
¼ −lim
μ→0

2ϵ
μ
þ Ei1ðμÞ þ
Z
∞
1
dxμ e−μx log Bðe−2ϵ; x; 0Þ

:
ð4:19Þ
We have not succeeded in deriving an explicit analytic
expansion for the last term above. Nevertheless, we can
show that its divergence in μ is canceled by that of its two
previous ones. The reasoning relies on the argument
according to which the non-negligible part of the integrand
comes from the high region of integration, where its
contribution is comparable with the μ → 0 limit. It is thus
accurate enough to resort to the asymptotic expansion [32]
Bðe−2ϵ; x; 0Þ ∼ e
−2ϵx
ð1 − e−2ϵÞx
X∞
n¼0
an
xn
; x → þ∞; ð4:20Þ
where an are some coefficients independent of x with
a0 ¼ 1. Therefore,
log Bðe−2ϵ; x; 0Þ ¼ −2ϵx − log xþOð1Þ: ð4:21Þ
Now, if we take into account the relations (with μ > 0),
Z
∞
1
dx x e−μx ¼ 1
μ

1þ 1
μ

e−μ;
Z
∞
1
dx log x e−μx ¼ Ei1ðμÞ
μ
; ð4:22Þ
and that the integration of the terms omitted in the
expansion of the logarithm are finite when μ→ 0, we find
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that the first two terms in (4.19) are indeed canceled with
the ones above. But we still need to find the remnant that
allows the infrared terms to be canceled in the partition
function. We may argue that the terms of zeroth order are
those appropriate to cancel the one in (4.12) by studying the
contribution coming from the upper and lower endpoints of
integration of (4.19). Let us first consider the upper
endpoint of integration. If we employ the full asymptotic
expansion, we find that
S2 ∼ log ð1 − e−2ϵÞ; ð4:23Þ
since the contribution of terms of order Oð1=xÞ in the
asymptotic series vanishes. This term cancels the infrared
divergence emerging in S1 (here ∼ refers that the asymp-
totic expansion has been employed to compute the sum).
Nevertheless, the expansion misses any contribution from
the small x region, which could not be ignored, as shown by
the change of variables x↦ x=μ. Therefore, if we integrate
by parts, we obtainZ
∞
1
dxμe−μx logBðe−2ϵ;x;0Þ
¼ e−μ logBðe−2ϵ; 1;0Þ þ
Z
∞
1
dxe−μx∂x logBðe−2ϵ;x;0Þ:
ð4:24Þ
We note that the first term is not expected to be attainable if
the asymptotic series is applied beforehand, since it comes
from the lower integration region, as we have already
discussed. In fact, this term cancels the infrared divergent
contribution of (4.12). The latter term is expected to
account for (4.23) up to some infrared finite terms. Note
that the first part of the expression above cannot reproduce
it due to its different asymptotic behavior in the limit of
vanishing infrared regulator.
In sum, if we add all the potentially divergent terms, we
obtain an infrared finite result. The final result, however, is
still ambiguous by potentially infrared finite terms emerg-
ing from S2. If we assume that there are no such terms, the
limit for the difference of one-loop effective actions,
denoted again by Γ1, would be
Γ1 ¼ −
1
2
log ð2πÞ; ð4:25Þ
where we have added all terms obtained in this section and
in Appendix B when ϵ → 0.
We may use the Riemann zeta-function regularization
approach to support the previous statement. The method
has been reviewed exhaustively in the literature, and hence
we will not present it here (see for instance [33] for a
reference on the subject). In this scheme, one does not need
to resort to any reference solution and thus the semiclassical
partition function of the solution subtending a circle at the
boundary may be addressed directly. We may then borrow
the formulas presented in [23] and apply them directly to
the case considered here. If we were to proceed in this way,
we would obtain again the result in (4.25). Of course, the
equivalence requires that the partition function of the
reference solution trivializes up to one-loop order as in
the Euclidean AdS5 × S5 scenario.
10
V. THE LIMIT OF PURE NS-NS FLUX
In Sec. III we noted that the pure NS-NS flux limit
requires a separate treatment. Indeed, the isothermal
coordinates employed in the previous sections are singular
in the limit of pure NS-NS flux [see Eqs. (2.5) and (2.14)].
Therefore, we should employ a regular coordinate system
that can be obtained from the isothermal coordinates
through a singular change of variables. For instance, we
may use the one that brings the metric in (2.5) into the form
(2.7) for the first surface, and an analogous transformation
for the second one. The change of variables shows that the
metric becomes flat when the R-R flux vanishes, because
the minimal surface is confined to the boundary of the
Euclidean anti-de Sitter space. Furthermore, Dirichlet
boundary conditions cannot be imposed to the perturbative
fields at this boundary because if we intend to maintain
Dirichlet conditions the problem is not well defined. This is
a consequence of the absence of nonvanishing fields over
which the path integral could be performed. In order to
solve this problem, we will assume that we can define a
semiclassical partition function in this setting. We are thus
led to two flat two-dimensional problems, one with eight
free bosonic functional determinants and the other with
eight free fermionic ones. Then, we impose asymptotic
Dirichlet boundary conditions at the endpoints of the
spatial interval.11 In fact, we may consider a finite interval
for the annulus surface, thereby extending the computation
to every solution that belongs to the general class of world-
sheets with vanishing dilatation charge in the limit of pure
NS-NS flux [26] (for simplicity we set the winding number
to k ¼ 1 in this discussion). If we now successively apply
the Gel’fand-Yaglom method and the Abel-Plana formula,
we find that no infrared regulator is needed. In the case of
the first surface we conclude that the one-loop effective
action equals the squared length of the interval, due to the
antiperiodic boundary conditions for fermions, whereas for
the second surface it vanishes.
This distinctive feature does not restrictively concern
the semiclassical partition function of the solutions con-
sidered here. Indeed, the extension under the presence
of NS-NS flux of the minimal surface termed “quark-
antiquark potential” in the context of the AdS5=CFT4
correspondence, which subtends two parallel lines at the
boundary of Euclidean AdS3, can be shown to adhere to the
10Even if both procedures seem to agree in our problem, this is
not the case in general [12,17,18,23].
11Dirichlet boundary conditions are again admissible in this
context according to general arguments [29].
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boundary in one of the two limits in which the R-R flux
vanishes (that is, q ¼ 1 or q ¼ −1, depending on the
conventions).12 Similarly, the class of minimal surfaces
subtending two concentric circumferences at the boundary
of Euclidean AdS3 considered in [26] displays a range of
parameters for which the confinement of the world-sheet to
the boundary in the limit of pure NS-NS flux again occurs.
We may proceed analogously in these generalized cases,
although the study of quadratic perturbation around those
solutions and their associated functional determinants is
considerably more involved. In particular, the contribution
of the NS-NS flux in the functional determinants is no
longer factorizable in the conformal anomaly. However,
each problem reduces to one of the previously considered
cases in the pure NS-NS flux limit, where minimal surfaces
are stuck at the boundary of Euclidean AdS3, and hence all
the analysis and the conclusions above also apply for them.
VI. CONCLUSIONS
In this article we have studied the difference between
one-loop effective actions of the extension under mixed
R-R and NS-NS three-form fluxes of the minimal surfaces
subtending a circle and a line at the boundary of Euclidean
anti-de Sitter space. We have first presented their classical
world-sheets and we have shown that they are confined to
the boundary in the limit of pure NS-NS flux. We have then
employed the background field expansion to obtain the
functional determinants corresponding to each surface. We
have found that the regimes of mixed flux and of pure
NS-NS flux should be regarded separately. In the first case,
we have encountered that the NS-NS flux contribution is
comprised in the conformal anomaly for both surfaces.
Therefore, the flat-measure determinants stand the same as
in the pure R-R flux limit. In order to compute the
contribution in the regime of pure R-R flux we have
exploited the boundary conditions of the Euclidean time
to express each flat-measure determinant as an infinite
product of one-dimensional determinants. We have applied
successively the Gel’fand-Yaglom method and the Abel-
Plana formula to argue that the ratio of semiclassical
partition functions associated to each surface is infrared
finite. In doing so, we have employed that the conversion of
the sum of half-integers to integers requires a shifted
regularization prescription for massless fermionic determi-
nants. Finally, we have analyzed the pure NS-NS flux limit
of the setting. We have discussed the trivialization of the
one-loop effective action in this regime. We have also
shown that the reasoning applies to other surfaces that
become stuck at the boundary of Euclidean AdS3.
The most immediate extension of our analysis concerns
the computation of the one-loop effective action, along the
lines of [15], of the whole family of minimal surfaces
subtending two concentric circumferences at the boundary
deformed under mixed fluxes. They present a region of
parameters for which the world-sheet subtends an annulus
whose outer radius diverges in the pure NS-NS flux limit.
The role of reference solution, bymeansofwhich the infrared
divergences are removed, could be played by the mixed flux
deformation of the “quark-antiquark potential” surface, that
adheres to the boundary in one of the two possible limits of
pureNS-NS flux, aswehave discussed inSec.V.However, in
the complementary limit it is located in the bulk and it
subtends two infinitely distant lines at the boundary. It would
be instructive to obtain the pure NS-NS flux limit of the ratio
of semiclassical partition functions in this context and,
specifically, find out which simplification occurs, if any,
for those surfaces which do not get stuck at the boundary.
A correlative problem is the extension of the classical
world-sheet to a nontrivial latitude in the sphere and the
computation of the difference of its one-loop effective
action with the one for the solution considered here. Such a
quantity has been derived in the realizations of type IIB
string theory in AdS5 × S5 and AdS4 × CP3 backgrounds
starting from various approaches. In particular, the appli-
cation of the phase shift method [7,21] has allowed us to
overcome the previously existing discrepancies, and match
finally the field theory prediction. Although the dual picture
is not manifest in the AdS3 × S3 × T4 background as
opposed to those higher dimensional scenarios, the appli-
cation of the procedure should be still legitimate, and hence
its upshot is expected to be again trustable.13
Another path that may be worth pursuing concerns
the relationship between the results presented here and
D1-strings. In Ref. [26], the class of F1-strings were paired
with that ofD1-stringsbymeans of theS-duality symmetry of
type IIB string theory. In fact,D1-stringswere shown tobe the
only configurations that could be connected through this
symmetry with the minimal surfaces at hand. Such a con-
nection entails, in particular, that the behavior of F1-strings in
the pureNS-NS flux regime ismimicked byD1-strings in the
limit of pure R-R flux. Since S-duality is nonperturbative in
character, the connection between these configurations
should persist beyond the leadingorder in the strong coupling
regime. It would be thus interesting to find how the
peculiarities arising in the limit of pure NS-NS flux of our
setting at one-loop are reproduced in the D1-string picture.
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APPENDIX A: THE GEL’FAND-YAGLOM
METHOD
The Gel’fand-Yaglom method provides a way to com-
pute functional determinants eluding any explicit reference
to the eigenvalues of the ordinary differential operator of
interest. Specifically, we will consider the regular second
order differential operator O defining a Sturm-Liouville
problem over a finite interval [a; b] with Dirichlet boundary
conditions on the endpoints, which is the case that
encompasses all the spectral problems of interest for the
purposes of the article. The Gel’fand-Yaglom method states
that the determinant of such operator with Dirichlet
boundary conditions is detO ¼ ψðbÞ, where ψ is the
unique solution to the initial value problem to ðOψÞðxÞ ¼
0 with ψðaÞ ¼ 0 and ψ 0ðaÞ ¼ 1. In fact, arguing that the
product of increasing eigenvalues of the Sturm-Liouville
problem is divergent, it rather yields an answer for the ratio
of determinants of operators whose eigenvalues share the
same asymptotic behavior [30]. Consequently, the sub-
sequent solutions, as explicit expressions for the pertinent
functional determinants, should be regarded formal. In the
remainder of the appendix the Gel’fand-Yaglom method is
applied to the spectral problems defined by the operators in
(4.1) and (4.3) over the interval [ϵ; R].
1. Functional determinants for the first surface
We will evaluate the six functional determinants listed in
(4.1). The solutions to the initial value problem to be
derived here,
−ψ 00nðσÞ þ VnðσÞψnðσÞ ¼ 0; ψnðϵÞ ¼ 0; ψ 0nðϵÞ ¼ 1;
ðA1Þ
have been already found in [6,12]. Recall that the symmetry
Zˆn ¼ Zˆ−n allows one to restrict the mode number n to be a
non-negative integer.
(1) If n > 1, the solution to DˆB;1ψnðσÞ ¼ 0 with
ψnðϵÞ ¼ 0 and ψ 0nðϵÞ ¼ 1 is
ψnðσÞ ¼
1
2nðn2 − 1Þ
× ½ðnþ cotanh ϵÞðn − cotanh σÞenðσ−ϵÞ
− ðn − cotanh ϵÞðnþ cotanh σÞe−nðσ−ϵÞ;
ðA2Þ
whose large R limit is
ψnðRÞ ¼
ðnþ cotanh ϵÞ
2nðnþ 1Þ e
nðR−ϵÞ þOðeðn−2ÞRÞ:
ðA3Þ
If n ¼ 1, the solution to DˆB;1ψ1ðσÞ ¼ 0 with
ψ1ðϵÞ ¼ 0 and ψ 01ðϵÞ ¼ 1 is
ψ1ðσÞ ¼
cosech ϵ cosech σ
4
× ½sinh ð2σÞ − sinh ð2ϵÞ − 2ðσ − ϵÞ; ðA4Þ
an expression that may be obtained as a limit of
(A2). Its large R asymptotic expansion is
ψ1ðRÞ ¼
ð1þ cotanh ϵÞ
4
eR−ϵ þOðRe−RÞ: ðA5Þ
If n ¼ 0, the solution to DˆB;1ψ0ðσÞ ¼ 0 with
ψ0ðϵÞ ¼ 0 and ψ 00ðϵÞ ¼ 1 is
ψ0ðσÞ ¼ cotanh σ − cotanh ϵþ cotanh ϵðσ − ϵÞ;
ðA6Þ
which again may be obtained from (A2) as a limit.
Its large R asymptotic expansion is
ψ0ðRÞ ¼ cotanh ϵRþOð1Þ: ðA7Þ
(2) If n > 0, the solution to DˆB;2ψnðσÞ ¼ 0 with
ψnðϵÞ ¼ 0 and ψ 0nðϵÞ ¼ 1 is
ψnðσÞ ¼
sinhðnðσ − ϵÞÞ
n
; ðA8Þ
whose large R limit is
ψnðRÞ ¼
enðR−ϵÞ
2n
þOðe−nRÞ: ðA9Þ
If n ¼ 0, the solution to DˆB;2ψ0ðσÞ ¼ 0 with
ψ0ðϵÞ ¼ 0 and ψ 00ðϵÞ ¼ 1 is
ψ0ðσÞ ¼ σ − ϵ; ðA10Þ
that may be obtained as a limit of (A8). Its large R
asymptotic expansion is
ψ0ðRÞ ¼ RþOð1Þ: ðA11Þ
(3) If n > 1, the solution to DˆþF;1ψnðσÞ ¼ 0 with
ψnðϵÞ ¼ 0 and ψ 0nðϵÞ ¼ 1 is
ψnðσÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
cosech ϵ cosech σ
p
2nðn − 1Þ
× ½e12ðσþϵÞðn − 1Þ sinh ðnðσ − ϵÞÞ
− e−12ðσþϵÞn sinh ððn − 1Þðσ − ϵÞÞ; ðA12Þ
whose large R limit is
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ψnðRÞ ¼
e−ðn−12Þϵ
2n
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2 sinh ϵ
p enR þOðeðn−2ÞRÞ: ðA13Þ
If n ¼ 1, the solution DˆþF;1ψ1ðσÞ ¼ 0 with ψ1ðϵÞ ¼
0 and ψ 01ðϵÞ ¼ 1 is
ψ1ðσÞ¼
1
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
sinhϵsinhσ
p
× ½e12ðσþϵÞ sinhðσ− ϵÞ−e−12ðσþϵÞðσ− ϵÞ;
ðA14Þ
that may be derived as a limit of (A12). Its large R
asymptotic expansion is
ψ1ðRÞ ¼
e−
1
2
ϵ
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2 sinh ϵ
p eR þOðRe−RÞ: ðA15Þ
If n ¼ 0, the solution DˆþF;1ψ0ðσÞ ¼ 0 with ψ0ðϵÞ ¼
0 and ψ 00ðϵÞ ¼ 1 is
ψ0ðσÞ ¼
1
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
sinh ϵ sinh σ
p ½e12ðσþϵÞðσ − ϵÞ
− e−12ðσþϵÞ sinh ðσ − ϵÞ; ðA16Þ
which again is derivable from (A12) as a limit. Its
large R asymptotic expansion is
ψ0ðRÞ ¼
e
1
2
ϵﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2 sinh ϵ
p RþOð1Þ: ðA17Þ
(4) If n > 0, the solution to Dˆ−F;1ψnðσÞ ¼ 0 with
ψnðϵÞ ¼ 0 and ψ 0nðϵÞ ¼ 1 is
ψnðσÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
cosech ϵ cosech σ
p
2nðnþ 1Þ
× ½e12ðσþϵÞðnþ 1Þ sinh ðnðσ − ϵÞÞ
− e−12ðσþϵÞn sinh ððnþ 1Þðσ − ϵÞÞ; ðA18Þ
whose large R limit is
ψnðRÞ ¼
½ð2nþ 1Þ sinh ϵþ cosh ϵe−ðnþ12Þϵ
2nðnþ 1Þ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ2 sinh ϵp
× enR þOðeðn−2ÞRÞ: ðA19Þ
If n ¼ 0, the solution to Dˆ−F;1ψ0ðσÞ ¼ 0 with
ψ0ðϵÞ ¼ 0 and ψ 00ðϵÞ ¼ 1 is (A16).
(5) If n ≥ 0, the solution to DˆþF;2ψnðσÞ ¼ 0 with
ψnðϵÞ ¼ 0 and ψ 0nðϵÞ ¼ 1 is
ψnðσÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
sinh ϵ sinh σ
p
eðn−12ÞðσþϵÞ
× ½Bðe−2ϵ;n; 0Þ − Bðe−2σ; n; 0Þ; ðA20Þ
where Bðx; a; bÞ is the incomplete Euler beta func-
tion. If n > 0 is further satisfied, the large R limit of
(A20) is
ψnðRÞ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
sinhϵ
2
r
Bðe−2ϵ;n;0Þeðn−12ÞϵenRþOðeðn−2ÞRÞ:
ðA21Þ
On the contrary, if n ¼ 0, where the solution
reduces to
ψ0ðσÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
sinh ϵ sinh σ
p
e−
1
2
ðσþϵÞ
×

2ðσ − ϵÞ þ log

1 − e−2σ
1 − e−2ϵ

; ðA22Þ
its large R limit is
ψ0ðRÞ ¼ e−12ϵ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2 sinh ϵ
p
RþOð1Þ: ðA23Þ
(6) If n ≥ 0, the solution to Dˆ−F;2ψnðσÞ ¼ 0 with
ψnðϵÞ ¼ 0 and ψ 0nðϵÞ ¼ 1 is
ψnðσÞ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
sinhϵsinhσ
p
e−ðnþ12ÞðσþϵÞ
× ½Bðe−2ϵ;−n;0Þ−Bðe−2σ;−n;0Þ: ðA24Þ
If n > 0 is fulfilled, the large R limit of (A24) is
ψnðRÞ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
sinhϵ
2
r
e−ðnþ12Þϵ
n
enRþOðeðn−2ÞRÞ; ðA25Þ
whereas it is given by (A23) if n ¼ 0, where the
solution is again (A22).
2. Functional determinants for the second surface
Consider now the functional determinants appearing in
(4.3). The solutions to the initial value problem to be
derived here,
−ψ 00pðσÞþVpðσÞψpðσÞ¼ 0; ψpðϵÞ¼ 0; ψ 0pðϵÞ¼ 1;
ðA26Þ
have been already reported in [6]. Again, the symmetry
Zˆp ¼ Zˆ−p allows one to restrict p to be non-negative
without loss of generality.14
14The case p ¼ 0 is excluded, as in [6], since the dependence
on the regulator R does not cancel when the solutions are
combined in the proper ratio. It should correspond to a non-
normalizable zero mode.
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(1) The solution to DˆB;1ψpðσÞ ¼ 0 with ψpðϵÞ ¼ 0 and
ψ 0pðϵÞ ¼ 1 is
ψpðσÞ ¼
1
p3ϵσ
½ðp2ϵσ − 1Þ sinhðpðR − ϵÞÞ
þ pðσ − ϵÞ coshðpðσ − ϵÞÞ; ðA27Þ
whose large R limit is
ψpðσÞ ¼
ðϵpþ 1Þ
2p2ϵ
epðR−ϵÞ þO

epR
R

: ðA28Þ
(2) The solution to DˆB;2ψpðσÞ ¼ 0 with ψpðϵÞ ¼ 0 and
ψ 0pðϵÞ ¼ 1 is given by Eq. (A8) with n replaced by
p, and thus its large R limit follows again from (A9).
(3) The solution to DˆþF;1ψpðσÞ ¼ 0 with ψpðϵÞ ¼ 0 and
ψ 0pðϵÞ ¼ 1 is
ψpðσÞ ¼
1
4p2
ﬃﬃﬃﬃﬃ
ϵσ
p ½ð2pσ − 1Þepðσ−ϵÞ
− ð2pϵ − 1Þe−pðσ−ϵÞ; ðA29Þ
whose large R limit is
ψpðRÞ ¼
1
2p
ﬃﬃﬃ
R
ϵ
r
epðR−ϵÞ þO

epRﬃﬃﬃ
R
p

: ðA30Þ
(4) The solution to Dˆ−F;1ψpðσÞ ¼ 0 with ψpðϵÞ ¼ 0 and
ψ 0pðϵÞ ¼ 1 is
ψpðσÞ ¼
1
4p2
ﬃﬃﬃﬃﬃ
ϵσ
p ½ð2pϵþ 1Þepðσ−ϵÞ
− ð2pσ þ 1Þe−pðσ−ϵÞ; ðA31Þ
whose large R limit is
ψpðRÞ ¼
ð2pϵþ 1Þ
4p2
ﬃﬃﬃﬃﬃ
ϵR
p epðR−ϵÞ þOðe−pRÞ: ðA32Þ
(5) The solution to DˆþF;2ψpðσÞ ¼ 0 with ψpðϵÞ ¼ 0 and
ψ 0pðϵÞ ¼ 1 is
ψpðσÞ ¼ epðϵþσÞ
ﬃﬃﬃﬃﬃ
ϵσ
p ½Ei1ð2pϵÞ − Ei1ð2pσÞ; ðA33Þ
where Ei1ðxÞ is the exponential integral. Its large R
limit is
ψpðRÞ ¼
ﬃﬃﬃﬃﬃ
ϵR
p
Ei1ð2pϵÞepðRþϵÞ þO

epRﬃﬃﬃ
R
p

: ðA34Þ
(6) The solution to Dˆ−F;2ψpðσÞ ¼ 0 with ψpðϵÞ ¼ 0 and
ψ 0pðϵÞ ¼ 1 is
ψpðσÞ ¼ e−pðϵþσÞ
ﬃﬃﬃﬃﬃ
ϵσ
p ½Eið2pσÞ − Eið2pϵÞ; ðA35Þ
with EiðxÞ the analytic continuation of Ei1ðxÞ, which
satisfies EiðxÞ ¼ −Ei1ð−xÞ when x < 0. In the limit
of large R it reduces to
ψpðRÞ ¼
ﬃﬃﬃ
ϵ
R
r
1
2p
epðR−ϵÞ þO

epR
R
3
2

: ðA36Þ
APPENDIX B: THE ABEL-PLANA FORMULA
Let fðzÞ be certain holomorphic function over the upper
complex plane decaying rapidly enough at infinity. For
such a function the Abel-Plana formula states that
X∞
n¼1
fðnÞ ¼ − 1
2
fð0Þ þ
Z
∞
0
dxfðxÞ
þ i
Z
∞
0
dx
fðixÞ − fð−ixÞ
e2πx − 1
: ðB1Þ
The formula cannot be rigorously employed for the sums
considered in this article as the functions of interest do not
satisfy the proper requirements. Nonetheless, it allows us to
formally achieve the integral expressions in which the
discussion of the main text is based. In fact, we will prove
that the second integral in the Abel-Plana formula is
convergent for all the cases under study. We will assume
that the infrared regulator is positive as in the main text.
Besides, we must stress again that the subsequent divergent
integrals here are to be regarded formally.
The sums to be performed may be split into three types.
We will consider first the linear contribution, where
fðxÞ ¼ ð2x − 1Þϵ. By means of (B1), we are led to
X∞
n¼1
ð2x−1Þϵ¼ 1
2
ϵþ
Z
∞
0
dxð2x−1Þϵ−4
Z
∞
0
dx
xϵ
e2πx−1
¼ ϵ
3
þ
Z
∞
0
dxð2x−1Þϵ: ðB2Þ
Next, we will move to the linear logarithmic contribution,
where fðxÞ ¼ log ðaxþ bÞ and a; b > 0. By means of
(B1), we are led to
X∞
n¼1
log ðanþ bÞ ¼ − 1
2
log bþ
Z
∞
0
dx logðaxþ bÞ
− 2
Z
∞
0
dx
arctan ðax=bÞ
e2πx − 1
: ðB3Þ
The last integral can be performed explicitly,
Z
∞
0
dx
arctanðax=bÞ
e2πx − 1
¼ 1
2

logΓ

b
a

−

b
a
−
1
2

log
b
a
þ b
a
−
1
2
logð2πÞ

; ðB4Þ
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that vanishes when a→ 0. If we specify the linear logarithms involved in Eq. (4.2) above, we find that
X∞
n¼1
log ðnþ 1Þ ¼
Z
∞
0
dx logðxþ 1Þ − 2
Z
∞
0
dx
arctan x
e2πx − 1
;
X∞
n¼1
log ðnþ cotanh ϵÞ ¼ 1
2
logðtanh ϵÞ þ
Z
∞
0
dx logðxþ cotanh ϵÞ− 2
Z
∞
0
dx
arctan ðx tanh ϵÞ
e2πx − 1
;
X∞
n¼1
log ðð2nþ 1Þ sinh ϵþ cosh ϵÞ ¼ −ϵþ
Z
∞
0
dx log ðð2xþ 1Þ sinh ϵþ cosh ϵÞ− 2
Z
∞
0
dx
arctan ð2x tanh ϵ=ð1þ tanh ϵÞÞ
e2πx − 1
ðB5Þ
where the finite integrals can be calculated using expression (B4). Finally, we will consider the logarithmic contribution of
the Euler beta function, where fðxÞ ¼ logBðe−2ϵ; x; 0Þ. This case requires us to single out the first contribution and shift by
a unity the index of the sum, on account of the strict divergence of the Euler beta function at n ¼ 0. If we proceed in this
way, we conclude that
X∞
n¼1
logBðe−2ϵ; n; 0Þ ¼ 1
2
logBðe−2ϵ; 1; 0Þ þ
Z
∞
0
dx logBðe−2ϵ; xþ 1; 0Þ þ
Z
∞
0
dx
2 arctan ðg1ðxÞ=g2ðxÞÞ
e2πx − 1
; ðB6Þ
with g1ðxÞ and g2ðxÞ given by
g1ðxÞ ¼
X∞
k¼1
xe−2kϵ
ðkþ 1Þ2 þ x2 ; g2ðxÞ ¼
X∞
k¼1
ðkþ 1Þe−2kϵ
ðkþ 1Þ2 þ x2 ; ðB7Þ
where we have made use of the series representation
Bðe−2ϵ; x; 0Þ ¼
X∞
k¼0
e−2ðkþxÞϵ
kþ x ; ðB8Þ
valid if ϵ > 0 and x > 0, which is the case above. The integrand of the last term has a removable singularity at x ¼ 0 and
thus the contribution of its associated integral is finite.
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