Abstract-This paper extends an existing sensor mapping procedure, defines compatibility of models and proposes an integrated methodology based on existing methodologies for the construction of diagnosers for discrete event systems modeled by Petri Nets. An industrial application is used as a case study to illustrate the theoretical results of the paper.
was presented for fault detection of DES modeled by Petri nets, without studying its diagnosability properties.
The focus of this paper is to extend the theory of sensor mapping given in [2] , [3] , to systems modeled by Petri nets, by extracting qualitative characteristics from quantitative measures, and to define the notion of compatibility of models, with the view to integrating the diagnosability study and techniques given in [2] , [3] , [7] for the construction of diagnosers, as well as to propose a systematic procedure for the design of automatic fault diagnosis systems for real DES, using Petri net models. It is important to remark that, in contrast to the assumptions of [7] and [8] , in this paper, places and transitions can be either observable or unobservable. This assumption is more realistic, since events are associated with transitions, and it is the latest that change the place markings (states) of the Petri net.
II. MODELING OF SYSTEMS WITH PETRI NETS
In this section, a few concepts on Petri nets, essential to the development of the paper, are reviewed.
A. Basic definitions and notation
A Petri net N is defined by the four-tuple N = (P, T, P re, P ost),
where P is the set of places, T is the set of transitions, T = T o ∪ T u , with T o and T u denoting, respectively, the set of observable and unobservable transitions, |P | = m, |T | = n, with |.| denoting cardinality, P re : P × T → N is the input weighting function, and P ost : T × P → N is the output weighting function. Throughout this paper I(t j ) and O(t j ) denote, respectively, the sets of input and output places of transition t j , and M (p), the number of markings in the place p (tokens in p). Therefore the marking vector M (state vector) is of the following form:
A Petri net N with initial marking (state) M 0 will be denoted by N, M 0 . A place p s in a Petri net N, M 0 with no input transition (I(p s ) = ∅) and such that the initial state M 0 has one token in p s and no tokens elsewhere is called a starting place; the corresponding Petri net N, M 0 will be referred to as a Petri net with starting place [5] . A transition t j ∈ T is said to be enabled if and only if M (p) ≥ P re(p), ∀p ∈ I(t j ). Assume that t j is enabled in M and let M ′ be the marking defined as:
Therefore, according to equation (1) , the firing of t j takes A marking M is reachable in N, M 0 if and only if there exists a sequence t ∈ T * such that M 0 [t > M , and the reachable set is:
B. Labeled Petri nets
A labeled Petri net is a seven-tuple,
where (P, T, P re, P ost) is the Petri net graph, Σ is the set of events, M 0 is the initial marking, and l : T → Σ ∪ {ε} is the labeling function, i.e., a function that associates transitions to events of Σ or to the empty trace ε, where ε corresponds to unobservable transitions. A transition can only be associated with a unique event, whereas an event may correspond to different transitions. A language generated by a labeled Petri net N , is
i.e. the language L(N ) represents the sequences of transition labels that are obtained by all possible sequences of transition
Let Σ be given as the union of the disjoint sets Σ o and Σ uo of observable and unobservable events, respectively, and assume that l maps T o and T uo (the sets of observable and unobservable transitions) into Σ o and Σ uo , respectively. Then, the mapping P :
∈ Σ o , and (iii) P (sσ) = P (s)P (σ), s ∈ Σ * , σ ∈ Σ, is defined as the projection of the traces of Σ over Σ o . As a consequence, the inverse projection
L (y) = {s ∈ L : P (s) = y}, where 2 Σ denotes the power set of Σ. Consider a marking M ∈ R(N, M 0 ), a transition σ that labels an event in Σ o , a sequence of transitions u that label events in Σ uo . Then
The set of all markings M ′ ∈ L σ (N, M ) is called the reach of M with respect to σ and is denoted as S(M, σ).
An important operation for Petri Nets is parallel composition which represents the synchronous composition of the system component models 1 .
III. SENSOR MAPPING IN PETRI NETS
The present section gives a systematic procedure for mapping the information coming from sensors of the process into the general Petri net model of the system. The model complexity will be determined by the number of sensors used to obtain information on the system behavior. It is therefore important to compare Petri nets, not only for the generated language, but also for the evolution of its internal dynamics and the physical interpretation of these evolutions. This observation leads to the definition of compatibility of Petri nets.
A. Compatibility of Petri nets
Definition 1: Two Petri nets N = (P, T, P re, P ost, Σ, l, M 0 ) andÑ = (P ,T ,P re,P ost,Σ,l,M 0 ) are said to be compatible from M 0 andM 0 , denoted as N, M 0 ∼ = Ñ ,M 0 , if they satisfy the following conditions:
The following are immediate from definition 1.
denote a sequence of transitions whose last transition is t p and is such that
A physical interpretation of the compatibility of models given by Petri nets is that N represents an intermediate step in the modeling ofÑ that does not modify the state with respect to N ; thereforeÑ accounts for an additional degree of abstraction, including more information in the complete model; this, in practice, allows sensors to be added to observe the system behavior, as shown in the following section.
B. Sensors Mapping in Petri nets
Consider the Petri net N in (2) . Given a sensor set in the system, define the associated mapping as h j : M → Y j , j = 1, ..., S where S denotes the number of sensors and Y j denotes the set of possible outputs of the j-th sensor. In addition, define Y = S j=1 Y j , as all the possible outputs of the sensor set, and let h : M → Y be the mapping of sensors in each marking, such that:
We assume that two distinct transitions associated to the same event cannot fire simultaneously. Thus, from this point onwards, either transitions or events will be used to indicate changes of marking in Petri nets. A netÑ = {P ,T ,B,w,Σ,l,M 0 } can be constructed from N according to the following procedure, which is an extension to Petri nets of the procedure proposed in [3] .
For each event σ of Σ, a markingM ∈ R(M 0 ) and a new event are obtained as follows:
, then create a new place p n+1 inÑ , and replace σ with the following two events:
♦ Note that the new netÑ contains a composition of events (transitions), which are observable ( σ, h(M ′ ) and
) and unobservable ( σ ). Furthermore, the following result can be established.
Fact 3: The Petri netsÑ , formed according to procedure 1, and N are compatible 2 .
IV. FAULT DIAGNOSIS
The heart of a fault diagnosis system is the diagnoser. The diagnoser is an automaton which provides an estimate of the current state of the system after the occurrence of an observable event [2] . Furthermore, the diagnoser is also used to establish a necessary and sufficient condition of language diagnosability of a system modeled by Petri nets. In this section, a basic diagnoser for a DES modeled by Petri net is proposed. This diagnoser complements the methods given by [2] and [7] , and differs from that proposed in [7] since it does not make use of a coverability tree.
A. Diagnosability of language generated by Petri nets
Let the DES to be diagnosed be modeled by the Petri net N of (2), where L(N ) = L ⊆ Σ * , Σ = Σ o ∪ Σ uo , with Σ o and Σ uo denoting, respectively, the set of observable and unobservable events. In addition, let Σ f ⊆ Σ uo denote the set of fault events and partition Σ f into disjoint subset Σ fi , i = 1, 2, . . . , n, i.e. Σ fi ∩ Σ fj =, i = j and Σ f = Σ f1 ∪ Σ f2 ∪ . . . ∪ Σ fm , corresponding to failures of different types [3] . In order to reduce the complexity and diversity of possible models, the following assumptions are made: A.1 N is live, i.e., always exists some path such that any transition can fire from a state reached. A.2 There does not exist any infinite cycle of only unobservable events in L. A DES modeled by a Petri net that generates a language L satisfying assumptions A.1 and A.2 is said to be diagnosable iff it is possible to infer the occurrence of a fault f i , ∀i ∈ Σ f after a finite delay, namely, in a finite number of transition firings after the occurrence of fault f i [2] . The formal definition of language diagnosability is presented below.
Definition 2: A language L is said to be diagnosable with respect to the projection P :
where the diagnosability condition D is given by
2 The proofs of these facts and more details are available at http://www.nacad.ufrj.br/∼amit/TR_CCA07.pdf
B. The diagnoser
The diagnoser proposed in this paper is modeled by the following automaton:
where Q d is the set of reachable states, Σ o is the set of observable events, δ d is the transition function of the diagnoser, Γ is the set of active events for a given state, and q 0 is the initial state of the diagnoser.
Let F = {F 1 , F 2 , ...F m f } denote the fault label set, where F i denotes the occurrence of a failure belonging to set Σ f i and define the diagnoser label set as follows :∆ = {N b } ∪ 2 F , where N b means normal behavior and F i means that a fault of type F i has occurred [7] . The initial state of a diagnoser for a DES modeled by the Petri net N, M 0 is q 0 = {(M 0 , N b )} and the set of reachable states is
and is formed by elements of the following form:
In order to characterize the transition function δ d , it is necessary to introduce two functions: the fault label propagation function and the range function.
The Fault Label Propagation function (LP) propagates the label ℓ over s after a marking M ∈ R(N, M 0 ).
2. The Range function calculates all possible pairs (M i , ℓ i ) of markings and labels that appear in a diagnoser state.
From definition 3, the transition function δ d can be defined as:
Using the definitions of diagnoser state and transition function (Eq. 3), it is possible to develop a procedure for the construction of the automaton diagnoser. The procedure proposed in this paper is an extension of the algorithm presented in [2] to systems modeled by Petri nets, improving the procedure given in [7] .
Procedure 2: Let q be the current state of G d , and let s = uσ, where u ∈ Σ * uo and σ ∈ Σ o . The next state q ′ of the diagnoser is calculated as follows: STEP 1 For all (M, ℓ) ∈ q, obtain S(M, σ), the reach of M with respect to σ:
♦ The following properties are immediate from procedure 2:
C. Necessary and sufficient condition for diagnosability
In view of properties P.1 and P.2 above, the diagnoser states can be defined as F i -certain or F i -uncertain, depending on the occurrence or not of different fault labels.
Definition 4: A diagnoser state q of a diagnoser is said to be
Note that, according to definition 4, when the diagnoser is in a F i -certain state, it is certain about the occurrence of fault F i , i.e., if for some event sequence s ∈ L(N ) such that δ d (q 0 , s) = q, then ∀ω ∈ P −1 L (s), Σ Fi ∈ ω. However, when the diagnoser is in an F i -uncertain state, it is no longer certain if fault F i has occurred; in this case ∃s 1 , s 2 ∈ L such that Σ f i ∈ s 1 and Σ f i ∈ s 2 satisfying P (s 1 ) = P (s 2 ) and
When F i -uncertain states form a closed path, they may form an F i -indeterminate cycle. An F i -indeterminate cycle is a cycle formed only by F i -uncertain states, in which there exist at least two sequences s 1 , s 2 ∈ Σ * for M k l andM k l with the same projection, however, fault F i is not present in s 1 but is present in s 2 . A formal definition of an F i -indeterminate cycle is given below.
Definition 5: The set of F i -uncertain states q 1 , q 2 , ..., q n l ∈ Q d is said to form an F i -indeterminate cycle [2] , [3] if:
. . , n k and r = 1, 2, . . . , n r , such that: Based on the above definition, a necessary and sufficient condition for language diagnosability can be stated.
Theorem 1: [2] , [7] A language L generated by the Petri net N is diagnosable if and only if the diagnoser
Proof: The proof is the same as that given in [2] .
V. DESIGN OF FAULT DIAGNOSIS SYSTEMS
In real industrial systems, it is often necessary to make use of the so-called virtual sensors, due to limitations on the number of real sensors and to develop a hybrid diagnosis approach [4] . Fig. 1 shows the basic architecture of the diagnosis scheme. The variables measured by the real sensors and those generated by the virtual sensor module together with the information provided by the system controller are sent to the event generator, which converts this signal into recognizable events for the diagnoser module. The diagnoser, based on an estimate of the most likely current states of the system, determines if a fault has occurred. Therefore, the design of a fault diagnosis system can be carried out in a five-stage procedure, as follows:
1. Model each system component, actuators and controllers using Petri nets with initial places. If any of these Petri net models does not have an initial place, apply the procedure given in [5] to convert the net into an equivalent one with initial place. 2. Make the parallel composition of all the individual component models obtained in the step 1 to generate the complete model (synchronous behavior) of the system. 3. Make the mapping of all the sensors present in the complete model, according to procedure 1. This implies a previous analysis of the available sensors and possible implementation of virtual sensors. 4. Construct the diagnoser according to procedure 2. 5. Analyze the diagnosability of the system using Theorem 1. In case the preliminary analysis concludes that the system is not diagnosable for some fault F i , return to step 1 and modify, if possible, the system component models, or return to step 2 and modify or introduce new virtual sensors. Otherwise, conclude that the system is not diagnosable with this set of installed real sensors.
VI. CASE STUDY
In order to illustrate the diagnosis procedure proposed in the paper, the design of a diagnoser for a prototype of part of
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an Oil Production Plant in an Offshore platform will now be considered [14] . For simplicity, only the oil heating stage, of the oil-gas separation system, carried out by a heat exchanger will be considered. This stage is composed of the following elements: an actuator (valve) and a temperature controller. In addition, temperature changes caused by external disturbances, such as variations in the input oil temperature, steam flows, etc., will be considered in the model. The first step for the diagnoser design of section V is to obtain models for each element. The Petri nets for the three elements, valve, temperature disturbances and controller, are shown in Fig. 2 , and are characterized as follows:
1. Valve: 2. Temperature disturbances:
T . The elements of P d denote respectively, initial temperature, low temperature and high temperature, and the event labels are temperature below set point (bsp) and temperature above set point (asp).
3. Controller: N c = (P p , T p , P re p , P ost p , Σ p , l, M p0 ), where P p = {c0, c1, c2, c3}, T p = {t p1 , t p2 , t p3 , t p4 }, Σ v = {ov, cv, bsp, asp}, l : T c → Σ c = {ov, bsp, cv, asp}, and
T . The second step in the diagnoser design is to carry out the parallel composition of all individual components. The model that represents the complete operation of the heat exchanger is given by N = N v N d N p and is shown in Fig. 3 . For the purpose of defining markings, the place set of N will be written as P = {V I, V C, V O, T I, T L, T H, c0, c1, c2, c3, V S, V SO}. Finally define the partition Σ f1 = {fas} and Σ f2 = {sv} for the fault set Σ = {fas, sv} The next step is to perform a sensor mapping. In this work, only virtual sensors will be introduced. This is motivated by the fact that even the events asp and bsp require virtual sensors to calculate the difference between the temperature values acquired by the sensors and the set point. The following information will be obtained from virtual sensors: (i) the sign of temperature change; (ii) the sign of the error between the current value of the temperature and the set-point; (iii) the absolute value of the steady-state error. The following sets of possible outputs are defined: {Err+, Err−} and Y 3 = {Err > 0, Err ≫ 0, Err ∼ 0}, where T oa and T od denote respectively, temperature increasing and decreasing, Err+ and Err− denote positive and negative errors, respectively, and Err > 0, Err ≫ 0, Err ∼ 0 denote, respectively, steady-state greater than zero, much greater than zero and approximately zero. The position where the virtual sensors are to be added in the Petri net N are defined by the so-called generic markings. Generic markings are basic marking vectors which represent the reachable markings in N , the numbers represent the place markings that have to be considered for the mapping, whereas * denotes the unimportant markings. It can be checked that the generic markings for N are:
TuC05.3 T . The mapping of sensors versus the generic markings of N is given in Table I . Using procedure 1, a new Petri net N map is obtained from N (Fig.  4) . Notice that, although N, M N0 ∼ = N map , M Nmap 0 , the markings of N map retain the behavior information of N , since, as shown by Fact 3, N and N map are compatible. The diagnoser G Diag for N map is shown in Fig. 5 , where the loops A, B, C, D and E, characterize the behaviour of the system.. It is easy to see that G Diag does not have any indeterminate cycle, and therefore the language generated by N map is diagnosable for fas (F 1 ) and sv (F 2 ).
We developed the simulation of the oil heat stage in MATLAB using Simulink and its diagnoser module using Stateflow. The simulation allows the interaction of the continuous and discrete models. We analyzed the subsystem in both normal and faulty modes (faults F 1 and F 2 ), with the presence of disturbances. The diagnoser detected and recognized the generated faults with different observation times. In general, the diagnoser is able to diagnose the occurrence of faults.
VII. CONCLUSIONS
We conclude that is possible to design a fault diagnosis systems of DES modeled by Petri nets, based on sub-models and iterative procedures given in this paper, that can be automated in toolboxes. This methodology, the diagnosability theory and the use of simulation tools are important for analyzing and validating a fault diagnoser, before implementation in real processes. 
