In this paper, we study the existence of a complete Kähler metric whose scalar curvature is flat away from some ample divisor and arbitrarily small near it on certain affine algebraic manifold. Such a metric is obtained by gluing the solution of the degenerate complex Monge-Ampère equation and the complete Kähler metric whose scalar curvature decays at infinity.
Introduction
A fundamental problem in Kähler geometry is the existence of constant scalar curvature Kähler metrics on complex manifolds. If a complex manifold is noncompact, there are many positive result in this problem. In 1979, Calabi [6] showed the existence of the complete Ricci-flat Kähler metric on the total space of the canonical line bundle over the Fano manifold with a Kähler Einstein metric. In addition, there exist following generalizations of Calabi's result [6] . In 1990, Bando-Kobayashi [4] showed the existence of the complete Ricci-flat Kähler metric on the complement of the Kähler Einstein Fano hypersurface. In 1991, Tian-Yau [17] showed the existence of the complete Ricci-flat Kähler metric on the complement of the Calabi-Yau hypersurface. On the other hand, as a scalar curvature version of Calabi's result [6] , in 2002, Hwang-Singer [10] showed the existence of the complete scalar-flat Kähler metric on the total space of some line bundle over the compact complex manifold with a constant nonnegative scalar curvature Kähler metric. However, the similar generalization of Hwang-Singer [10] which is like [4] or [17] is unknown. In this paper, toward the scalar curvature version of results [4] and [17] , we study the existence of a complete Kähler metric on some affine algebraic manifold whose scalar curvature is almost flat.
Let (X, L X ) be a polarized manifold of dimension n, i.e., X is an n-dimensional compact complex manifold with an ample line bundle L X . Assume that there exists a smooth hypersurface D ⊂ X with D ∈ |L X |. 
Take positive integers l > n and m such that the line bundle K Moreover, from a priori estimate due to Ko lodziej [11] , we know that the solution ϕ above is bounded on X. In this paper, we will give explicit estimates of higher order derivatives of ϕ. Namely, we show that Theorem 1.1. Take local holomorphic coordinates (z i ) n i=1 = (z 1 , z 2 , ..., z n−2 , w F , w D ) such that {w F = 0} = F and {w D = 0} = D. Then, there exists a constant a(n) depending only on the dimension n such that
By applying Theorem 1.1, we have the main result in this paper: From [1, Theorem 1.5], we know that if there exists a complete Kähler metric which defines the asymptotically conicalness on X \ D with a sufficiently small scalar curvature, X \ D admits a complete scalar flat Kähler metric. In fact, Theorem 1.2 gives a Kähler metric whose scalar curvature is under control, but unfortunately, the Kähler metric in Theorem 1.2 is not of asymptotically conical geometry near the intersection of D and F .
The organization of this paper is following. In Section 2, we constructs Kähler potentials whose scalar curvatures are under control. In addition, we recall the gluing technique of plurisubharmonic functions. In Section 3, we prove Theorem 3. To show this, we study the dependency of higher derivatives of the solution of the degenerate complex MongeAmpère equation on the maximal ratio of eigenvalues. In Section 4, we prove Theorem 1.2.
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Plurisubharmonic functions with small scalar curvature
To prove Theorem 1.2, we prepare Kähler potentials, i.e., strictly plurisubharmonic functions, whose scalar curvatures are under control.
Kähler potential near D and scalar curvature
In this subsection, we consider the Kähler potential near D and study the scalar curvature of it. Recall that (X, L X ) is a polarized manifold of dimension n and D is a smooth hypersurface in X with D ∈ |L X |.
Set an ample line bundle L D := L X | D over D and take a Hermitian metric h X on L X which defines a Kähler metric θ X on X. Assume that the restriction
D is the anti-canonical line bundle over D and assume that
Following [4] , we can define a complete Kähler metric by
Recall that the Ricci form is given by Ric(ω 0 ) = − √ −1∂∂ log ω n 0 . Thus, the lemma follows.
Then, immediately we have Lemma 2.2. The scalar curvature S(ω 0 ) can be written as 
as σ D → 0.
Kähler potential with a small scalar curvature near F
In this subsection, we consider constructing a Kähler metric on X whose scalar curvature is small near the smooth hypersurface F . For some Hermitian metric on K Proof. In fact,
Note that the last term e
is defined smoothly on X. Since √ −1∂∂b is defined on X, we have finished proving.
Next, the scalar curvature of γ β v is given by Lemma 2.5. For β ≥ 3, we obtain
Proof. The lemma follows from the similar way in the computation of the scalar curvature of ω 0 . In fact, since
we have
Note that second and last terms above are zero on F . Thus, when we consider the scalar curvature S(γ From the construction above, V has a finite volume on X and its curvature form, i.e., Ricci form, is zero on the complement of D ∪ F . For the Kähler metric θ X on X, write
for some non-negative function f on X with the normalized condition
We know that f is smooth away from D ∪ F . From Yau [18, Theorem 7] , recall the solvability of the meromorphic complex Monge-Ampère equation:
Theorem 2.6. Let L 1 and L 2 be holomorphic line bundles over a compact Kähler manifold (X, θ X ). Let s 1 and s 2 be nonzero holomorphic sections of L 1 and L 2 , respectively. Let F be a smooth function on X such that X |s 1 | 2k 1 |s 2 | −2k 2 exp(F )θ X = Vol(X), where k 1 ≥ 0 and k 2 ≥ 0. Suppose that X |s 2 | −2nk 2 < ∞ for n = dim X. Then, we can solve the following equation
so that ϕ is smooth outside divisors of s 1 and s 2 with sup X ϕ < +∞.
Then, we can solve the following complex Monge-Ampère equation
Thus, we obtain a Ricc-flat Kähler metric θ X + √ −1∂∂ϕ on the complement of D ∪ F . For this solution ϕ, we obtain the following a priori estimate due to Ko lodziej [11] (see also [9] ):
for some C > 0 depending only on θ X and ||f || L p .
Gluing plurisubharmonic functions
In this subsection, following [7, Chapter I], we consider gluing Kähler potentials, i.e., plurisubharmonic functions, obtained in previous subsections. Let ρ ∈ C ∞ (R, R) be a nonnegative function with support in [−1, 1] such that R ρ(h)dh = 1 and R hρ(h)dh = 0.
possesses the following properties:
is non decreasing in all variables, smooth and convex on R p ;
Remark 2.9. Lemma 2.8 is a key in the proof of Richberg theorem (see [7] ). In our case, we have already prepared three plurisubharmonic functions and must compute the Ricci form of the glued Kähler metric later. Therefore, we need the explicit formula of the glued function.
In addition, we obtain easily Lemma 2.10. There exists a constant C > 0 such that
Recall that the Kähler potential of ω 0 is given by
Proof. First, we see the behavior of the scalar curvature near D. Since
n is a smooth volume form on X, the Ricci form of
Thus, we have the desired result near D. Similarly, the volume form
Then, the following identity
n implies the desire result near F .
From Lemma 2.8, we immediately have Proposition 2.12. For parameters c, v, η and δ > 0, a function defined by
is a strictly plurisubharmonic function on X \ (D ∪ F ).
Remark 2.13. From [11] , the solution ϕ is bounded on X. Thus, by taking c > 0 sufficiently large, ϕ does not affect the value of M c,v,η .
By taking sufficiently large c > 0, we have
near F and away from D, t + ϕ + c away from F and D.
The reason that we consider the second Kähler potential contains the term δΘ(t) is that we want to make ω c,v,η complete on
defined on X by abuse of notation. From (2.2), we know that the scalar curvature of ω c,v,η is small on three regions above (in particular, away from D and F , S(ω c,v,η ) = 0 since t + ϕ + c is a Kähler potential whose Ricci form is flat).
The explicit formula of ω c,v,η is written as
Thus, when we compute the scalar curvature of ω c,v,η , higher order derivatives of ϕ arise in Ricci tensors of ω c,v,η . So, we must study the behavior of higher order derivatives of ϕ near D ∪ F .
Proof of Theorem 1.1
To study the behavior of higher order derivatives of ϕ, the elliptic operator defined by the Kähler metric θ X + √ −1∂∂ϕ plays an important role. More precisely, the ellipticity of such operator is crucial. From [14] (see also [8] , [9] ), the C 2 -estimate is given by Theorem 3.1. Let dV be a smooth volume form. Assume that ϕ ∈ PSH(X, θ X ) satisfies
Assume that we are given C > 0 and p > 1 such that
Then there exists A > 0 depending only on θ X , p and C such that
In our case, we obtain that
D , we can estimate the eigenvalues of θ X + √ −1∂∂ϕ. Namely, the maximal eigenvalue Λ and the minimal eigenvalue λ of the Kähler metric θ X + √ −1∂∂ϕ are estimated by
To consider third and forth order derivatives, we recall the C 2,ǫ -estimate of ϕ.
Preliminaries
This subsection follows from [9, Chapter 14] . Let H denote the set of all n × n Hermitian matrices and set H + := {A ∈ H|A > 0}.
In addition, for 0 < λ < Λ < ∞, let S(λ, Λ) be the subset of H + whose eigenvalues lie in the interval [λ, Λ]. First, recall the following result from linear algebra (see [13] , [9] ):
Lemma 3.2. One can find unit vectors ζ 1 , ..., ζ N ∈ C n and 0 < λ * < Λ * < ∞, depending only on n, λ and Λ, such that every A ∈ S(λ, Λ) can be written as
where β k ∈ [λ * , Λ * ]. The vectors ζ 1 , ..., ζ N ∈ C n can be chosen so that they contain a given orthonormal basis of C n .
Proof. The space H is of real dimension n 2 . Every A ∈ H can be written as
where λ 1 , ..., λ n ∈ R are the eigenvalues and w 1 , ..., w n ∈ C n are the corresponding unit eigenvectors. It follows that there exist unit vectors ζ 1 , ..., ζ n 2 ∈ C n such that the matrices ζ k ⊗ ζ k span H over R. For such sets of vectors we consider the sets of matrices
They forms an open covering of S(λ/2, Λ), a compact subset of H. Choosing a finite subcovering we get unit vectors ζ 1 , ..., ζ N such that
and the lemma follows. Observe that we can take arbitrary λ * < λ/N and Λ * > Λ.
Remark 3.3. It follows from the form of the covering U(ζ 1 , ..., ζ n 2 ) that the number N in the previous proof is depending only on the dimension n.
3.2 Refinement of C 2,ǫ -estimate
We consider the complex Monge-Ampère equation
It follows from our construction that we may assume that the function f is a form of
Fix an unit vector ζ ∈ C n . Differentiating the following equation:
log det(u i,j ) = log f,
Here we use the standard Einstein convention and the notation (
Then, for any i, we have
Thus, we obtain
Note that u ζ,ζ is a subsolution of the equation Lv = 0, where Lv := i,j (a i,j v i ) j . The assumption of u and the later lemma ensure that the operator L is uniformly elliptic (in the real sense). Therefore, from [13, Theorem 8.18 ], the weak Harnack inequality yields 
where C n is depending only on n.
But in our case, we will only consider the behavior of ϕ in the neighborhood of D ∪ F and the C 2 -estimate of ϕ implies that
as ||σ F || → 0 and ||σ D || → 0. So, we have Lemma 3.5. In our case, the constant C H in Harnack inequality is estimated by
, we obtain
In particular, a i,j (y)u i,j (y) = nf (y). Since det(f (y) 1/n U(y) −1 ) = 1, we have
Here, we use the following lemma (see [9] ): Lemma 3.6. For any A ∈ H + , we have
Therefore, for any x, y ∈ B 4r and ǫ ∈ (0, 1), we have
and Höl ǫ denotes a ǫ-Hölder constant.
Remark 3.7. In [9] , they used the Lipscitz constant of f . But in our case, it is enough to use the Hölder constant of f for sufficiently small ǫ.
Set λ, Λ > 0 so that the eigenvalues of (a i,j (y)) lie in the interval [λ, Λ]. We can find unit vectors ζ 1 , ..., ζ N ∈ C n such that for any x, y ∈ Ω,
where β k (y) ∈ [λ * , Λ * ] and λ * , Λ * > 0. Thus, we have
To establish the Hölder condition η(r) ≤ Crǫ for some 0 <ǫ < 1, we need the following lemma from [13] :
Lemma 3.8. Let η and σ be non-decreasing functions defined on th interval (0, R 0 ] such that there exist τ, α ∈ (0, 1) satisfying
for all r ∈ (0, R 0 ]. Then, for any µ ∈ (0, 1), we have
So, it suffices to show that η(r) ≤ δη(4r) + Cr ǫ , 0 < r < r 0 , where δ, ǫ ∈ (0, 1) and r 0 > 0. For fixed k, Harnack inequality implies that
Br l =k
For x ∈ B 4r and y ∈ B r , we have
Thus, for all y ∈ B r , we have
Therefore,
Using Harnack inequality again, we have
Summing over k, we have
Since we can take arbitrary λ * N < λ and Λ * > Λ, we may assume that λ * N = λ and Λ * = Λ. From the interior Hölder estimate for solutions of Poisson's equation [13, Theorem 4.6] , by taking a suitable and small ǫ > 0 and µ ∈ (0, 1) which is close to 0, we have Lemma 3.9. By taking ǫ ≤ min{2/l, 4m/nl}, there exists 0 <ǫ < ǫ with
Thus, applying Lemma 3.5, we have Proposition 3.10.
Third and forth order estimates
This subsection also follows from [9, Chapter 14] . To consider higher order estimates, we recall Schauder estimate. The complex Monge-Ampère operator
is elliptic if the 2n × 2n real symmetric matrix A := (∂F/∂u p,q ) is positive (we denote here by u p,q the element of the real Hessian D 2 u). The matrix A is determined by
From [5] (see also [9, Exercise 14.8]), we have Lemma 3.11. One has
where λ min (∂F/∂u p,q ) and λ max (∂F/∂u p,q ) denote minimal and maximal eigenvalue of the matrix (∂F/∂u p,q )) p.q respectively.
Then, we can estimate the ellipticity in the real sense. Consider applying the standard elliptic theory to the equation
For a fixed unit vector ζ and small h > 0, we consider
Thus, we have
From the definition of a p,q h , we obtain ||a
for sufficiently small h > 0. Schauder estimate implies Proposition 3.12. There exists C S > 0 such that
for any h > 0.
Therefore, we can obtain the estimate of derivatives of the solution ϕ in the desired direction by taking a suitable vector ζ and tending h → 0. Seeing the proof of [13, Lemma 6.1 and Theorem 6.2] (see also Appendix of this paper), we have
As h → 0, we have following third order estimates of ϕ:
Proposition 3.13. For any multi-index α = (α 1 , ..., α n ) satisfying i α i = 2, we have 
Thus, we have finished proving Theorem 1.1 by taking a suitable vector ζ and tending h → 0.
Remark 3.14. Seeing the proof above, we can find that a = a(n) = O(n 2 ).
Proof of Theorem 1.2
In this section, we prove Theorem 1.2. To compute the scalar curvature of the Kähler metric, we have to consider the inverse matrix. Namely, we need 
Proof. Directly, we have
Since we assume that the divisor D + F is simple normal crossing, we can choose block matrices in suitable directions in local holomorphic coordinates defining hypersurfaces D and F .
To prove Theorem 1.2, we consider the case that the parameter η = (η 1 , η 2 , η 3 ) depends on c > 0. More precisely, set η i := a i c for i = 1, 2 for a i ∈ (0, 1) and let η 3 is a fixed positive real number. We use many parameters, i.e., c, v, β, δ, η, a i . In these parameters, when we want to make the scalar curvature S(ω c,v,η ) small, we consider that c → ∞ and v → 0. On the other hand, other parameters β, δ, η, a i will not tend to ∞, 0 or 1. Settings of these bounded parameters will be given later.
Proof of Theorem 1.2. Take a relatively compact domain
βb as v → 0, we can find a sufficiently large number c 0 = c 0 (Y ) > 0 so that
for any v > 0. For simplicity, we write ϕ + c 0 by the same symbol ϕ. Directly, we have
It follows from the convexity of M that the last term is semi-positive. When we compute the scalar curvature of ω c,v,η , the difficulty comes from terms ∂Θ(t)∧ ∂Θ(t) and ∂G (Theorem 1.1) . In addition, the definition of a parameter η and Lemma 2.10 imply that higher order derivatives in first or second variable of M η are estimated by some negative power of c > 0. Claim 1. On the region defined by
we can make the scalar curvature S(ω c,v ) small arbitrarily as c → ∞.
Proof. On this region, we can write as 
From the definition of the region we considering, we obtain
In particular, coefficients g i,j for 1 ≤ i, j ≤ n − 2 come from Kähler metrics ω 0 and γ
For other blocks, we similarly have
From Lemma 4.1, we have
Since metric tensors g i,j with i, j = n − 1, n come from Kähler metrics ω 0 and γ β v whose scalar curvature have been already known. Thus, it is enough to study the case that i = n − 1, n and j = n − 1, n. Recall that Ricci tensors are defined by
as w D , w F → 0 and other Ricci tensors R i,j for 1 ≤ i ≤ n − 2 are under control. By taking a trace, we obtain the following:
Claim 2. Consider the region defined bỹ
By choosing parameters η, δ so that
for any c > 0 and taking sufficiently large β, we can make the scalar curvature S(ω c,v ) small arbitrarily as c → ∞.
On this region, since
from Lemma 2.8, we have
From the hypothesis of this claim, we have
By taking small v > 0 and suitable b 0 in the definition of the function G β v (βb), we may assume that βb < G β v (βb). From [11] again, recall that ϕ is bounded on X. So, on this region, we have the following inequality:
for some constant C > 0 depending only on the C 0 -norm of ϕ. By taking a sufficiently large number β which depends on δ, m, l and a = a(n) in Theorem 1.1, we may assume that
Thus, on this region, the growth of derivatives of ϕ can be controlled by the Kähler metric ω 0 . Take a point in D \ (D ∩ F ) and local holomorphic coordinates (z i )
Similarly, we have 
Recall the hypothesis
In addition, Theorem 1.1 and Lemma 4.1 show that higher order derivatives including ∂ 4 ϕ/∂w 2 ∂w 2 are controlled by taking a trace with respect to ω c,v,η . Therefore, we can ignore derivatives of ϕ arising in Ricci tensors. The computation of the scalar curvature is given by the similar way in the previous claim.
Claim 3. Consider the region defined by
By choosing sufficiently small number v > 0 so that
holds on this region, we can make the scalar curvature S(ω c,v ) small arbitrarily as c → ∞.
The reason that we can find a sufficiently small number v > 0 satisfying the statement in this claim is that min{||σ D ||} on this region increasing as v → 0 and 4a/l < 4. We need the following 
Thus, we can prove this claim by the same way in previous sections. The remained case is the region defined by
On this region, we can apply the same way in previous sections. Thus, we have finished proving Theorem 1.2.
Appendix
In this appendix, we recall and refine the Schauder estimate for the 2-nd order elliptic linear operator defined by the Kähler metric θ X + √ −1∂∂ϕ. Let Ω ⊂ R n be an open subset.
Following [13, p .61], we define for u ∈ C k , C k,α the following quantities where C = C(n).
Proof. Let P be a constant matrix which defines a nonsingular linear transformation y = P x from R n to R n . Setũ(y) := u(P t y) = u(x) for y ∈Ω := P (Ω). Under this transformation, one verify easily that Proof. Consider new coefficients defined bỹ
It follows thatã ij (x)ξ i ξ j ≥ (Λ/λ) −1 |ξ| 2 for any x ∈ Ω, ξ ∈ R n and |ã ij |
0,α;Ω ≤ 1. Then, the proof of [13, Theorem 6.2] gives the desired result.
Department of Mathematics
Graduate School of Science Osaka University Toyonaka 560-0043 Japan E-mail address: t-aoi@cr.math.sci.osaka-u.ac.jp
