There has been considerable interest recently in methods of automated item selection in test construction (e.g., Ackerman, 1989; Adema, 1990; Boekkooi-Timminga, 1989; Theunissen, 1985 ; Van der Linden, 1987; Yen, 1983 Research in this area also has been stimulated by developments in item response theory (IRT; Lord, 1952 Lord, , 1980 . Under IRT, the test information function (TIF) is the sum of the independent item information functions for the items in a test (Lord, 1980) . The additivity of item information makes it possible to construct tests to target test information functions (TTIFS), as suggested by Birnbaum (1968) and Lord (1980). Test 
There has been considerable interest recently in methods of automated item selection in test construction (e.g., Ackerman, 1989; Adema, 1990; Boekkooi-Timminga, 1989; Theunissen, 1985 ; Van der Linden, 1987; Yen, 1983) . These methods, frequently implemented on microcomputers, provide several potential benefits to test specialists, including reducing labor costs and increasing the efficiency of test construction. They can also increase the consistency of successive forms of a test through the development and codification of specifications that are refined and perfected by test experts.
Much of the recent interest in automated item selection methods has been stimulated by the development of large-scale computerized item banks (e.g., Boekkooi-Timminga, 1989; Hsu & Sadock, 1985) . These item banks often contain very detailed statistical and content-related information about hundreds or, in many cases, thousands of test items. Computerized item banks make it possible for the test specialist to rapidly assemble representative test forms, review the psychometric characteristics and content attributes of those forms, refine the test specifications as needed, and repeat the process until a satisfactory test is assembled.
Research in this area also has been stimulated by developments in item response theory (IRT; Lord, 1952 Lord, , 1980 . Under IRT, the test information function (TIF) is the sum of the independent item information functions for the items in a test (Lord, 1980) . The additivity of item information makes it possible to construct tests to target test information functions (TTIFS), as suggested by Birnbaum (1968) and Lord (1980) . Test construction problems have been formulated as binary programming problems, which offers several advantages. The problems are binary in the sense that an item is or is not included in the test. This is not to be confused with binary response models, in which items are scored correct or incorrect. The methods described in this paper are independent of the way in which the items are scored. Viewing test construction as a binary programming problem allows statistical and nonstatistical test specifications to be expressed in mathematical terms, as constraints on test optimization. The binary programming formulation also allows test construction problems to be solved with classical linear programming algorithms.
Several possible formulations of test construction as a binary programming problem are possible and many have been researched and reported in the literature (e.g., Boekkooi-Timminga, 1989; Theunissen, 1985 ; Van der Linden, 1987) . These (Lord, 1980 Boekkooi-Timminga (1989) provided an extensive discussion of possible test constraints. Table 1 shows several examples of nonpsychometric test constraints. The column labeled &dquo;lower bound&dquo; shows the minimum number of items with the specified property that must be included in the test; the column labeled &dquo;upper bound&dquo; shows the maximum number of items that can be included.
All these test specifications can be expressed mathematically as linear constraints, in the tradition of linear programming. For example, a specification such as &dquo;select at least two but no more than Table 1 Typical Nonpsychometric Test Specifications five geometry items&dquo; takes the form where Y is the number of selected items having the property &dquo;geometry.&dquo; Conformance to a specified frequency distribution of item difficulties takes the form of upper and lower bounds on the number of selected items falling into each specified item difficulty range.
Similarly, conformance to a TTIF takes the form of upper and lower bounds on the sum of the individual item information functions at selected trait levels. This is based on the premise that it is adequate to consider the TIF at discrete trait levels. This is a reasonable assumption given that TIFs are typically relatively smooth and that trait levels can be selected to be arbitrarily close to each other (Van der Linden, 1987).
Binary Programming Models
A typical formulation of the binary programming model has the following mathematical form. Let i = 1, ..., N index the items in the pool, and let x, denote the decision variable that determines whether item i is included in (x, = 1) or 
Feasibility of Models
If the binary programming model described above is feasible (i.e, has an integer solution), it can be solved using standard mixed integer linear programming (MILP) algorithms (e.g., Nemhauser & Wolsey, 1988) . Considerable attention also has been devoted to methods of speeding up the MILP procedure (e.g., Adema, 1988; Boekkooi-Timminga, 1989 Adema, 1988; Kester, 1988; Theunissen, 1985 ; Van der Linden & Boekkooi-Timminga, 1989 This leads to a reformulation of the goal: minimize the weighted sum of positive deviations from the constraints. The basic principle of the binary programming model is retained, but test specifications are now moved from the constraints-Equations 3 and 4-to the objective function. This is accomplished through a procedure commonly used in mathematical programming to make an infeasible model feasible (e.g., Brooke, Kendrick, & Meeraus, 1988, p. 159 ). The equations are rewritten so that they contain explicit &dquo;slack&dquo; variables that accommodate differences between the desired and obtained values. Boekkooi-Timminga (1989, p. 59) used a similar device for dealing with situations in which it may not be possible to meet all test specifications simultaneously. In that application, the technique was used not to select items, but rather to determine the optimal number of items to include in pool partitions.
With the introduction of slack variables, Equation 3 is replaced by where d,, and e,,, are non-negative variables. The d,, are the positive (or 0) deviations from the lower bounds-that is, the differences between the lower bounds and the sums whenever the lower bounds are not met. Similarly, the e L) represent the differences between the sums and the lower bounds whenever the lower bounds are exceeded, and might be interpreted as the unneeded &dquo;surplus&dquo; quantity. Note that for a given j, one or both of these variables must take on the value 0 (i.e., the sum cannot both exceed and fail to meet the lower bound (Boekkooi-Timminga, 1989 Luecht & Hirsch (1992) in which items are selected using moving averages of the distance to a TTIF. It is also similar to an approach used by Ackerman (1989) for the construction of multiple parallel tests. Others who have followed this kind of approach include Webb (1969) and Kester (1988) . Adema (1990) (Stocking, Swanson, & Pearlman, 1991 , 1993 have confirmed its effectiveness in practice.
