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Abstract. The feature-selective non-quadratic Elastic Net criterion of
regression estimation is completely determined by two numerical regular-
ization parameters which penalize, respectively, the squared and absolute
values of the regression coefficients under estimation. It is an inherent
property of the minimum of the Elastic Net that the values of regular-
ization parameters completely determine a partition of the variable set
into three subsets of negative, positive and strictly zero values, so that
the former two subsets and the latter subset are respectively associated
with “informative” and “redundant” features. We propose in this paper
to treat this partition as a secondary structural parameter to be verified
by leave-one-out cross validation. Once the partitioning is fixed, we show
that there exists a non-enumerative method for computing the leave-one-
out error rate, thus enabling an evaluation of model generality in order to
tune the structural parameters without the necessity of multiple training
repetitions.
Keywords: Elastic Net regression, partitioning of the feature set, sec-
ondary structural parameter, feature selection, non-enumerative leave-
one-out.
1 Introduction
The Elastic Net regularization principle, proposed by Zou and Hastie in [1]
as a generalization of Tibshirani’s previous Lasso principle [2], is a convenient
and effective means of feature selection in machine learning that proceeds via
double penalization of both the squared and absolute values of the coefficients
under estimation. It improves on alternative methods by virtue of its ability to
assign strictly zero values to redundant coefficients, thereby enabling the subset
of informative features to be determined without discrete search. Having been
developed originally for use in regression, it was later successfully incorporated
into training criteria for pattern recognition in the SVM formulation [3,4], as
well as in terms of logistic regression [5,6].
2In this paper, we restrict our attention to the problem of regression estima-
tion. Our aim is to find a computationally effective algorithm for computing the
leave-one-out error rate so as to determine model generality for tuning structural
parameters while avoiding multiple training repetitions.
Assuming a centered and normalized training set{
(xj , yj), j = 1, ..., N
}
, xj = (x1j · · ·xnj)T ∈ Rn, yj ∈ R, (1)
N∑
j=1
xj = 0,
N∑
j=1
yj = 0,
1
N
N∑
j=1
x2ij = 1, i∈I={1, ..., n}, (2)
the initial Elastic Net criterion, referred to in [1] as the “naive” Elastic Net,
consists in estimating the real-valued coefficients a = (a1 · · · an)T ∈ Rn of the
regression model yˆ(x) = aTx as the minimum point of the convex objective
function:
JNEN (a|λ1, λ2) = λ2
n∑
i=1
a2i + λ1
n∑
i=1
|ai|+
N∑
j=1
(
yj −
n∑
i=1
aixij
)2
=
λ2a
Ta + λ1‖a‖1 +
(
y −Xa)T (y −Xa)→ min(a), (3)
y = (y1 · · · yN ) ∈ RN , X = (x1 · · ·xN )T (N × n),
aˆλ1,λ2 =
(
aˆi,λ1,λ2 , i∈ I
)
=arg minJNEN (a|λ1, λ2) ∈ Rn.
(4)
In contrast to the “naive” Elastic Net, an improved training criterion is
proposed in [1] as the “proper” Elastic Net, which may be straightforwardly
shown to differ from (3) only by the quadratic penalty term:
JEN (a|λ1, λ2) = λ2
n∑
i=1
(ai − a∗i )2 + λ1
n∑
i=1
|ai|+
N∑
j=1
(
yj −
n∑
i=1
aixij
)2
=
λ2
(
a− 1
N
XTy
)T(
a− 1
N
XTy
)
+λ1‖a‖1+
(
y−Xa)T (y−Xa)→ min(a), (5)
aˆλ1,λ2 =
(
aˆi,λ1,λ2 , i∈ I
)
=arg minJEN (a|λ1, λ2) ∈ Rn, (6)
where a∗ = (1/N)XTy is vector of preliminary independent estimates of re-
gression coefficients derived from the normalized training data (4) as a set of
observed covariances
a∗ =
(
a∗i =
1
N
N∑
j=1
yjxij , i=1, ..., n
)
=
1
N
XTy ∈ Rn. (7)
Use of bias within the quadratic regularization term is motivated in [1] by the
intention of decorrelating the feature vectors in the training set (xj , j=1, ..., N).
However, what is actually analyzed in [1] is the lasso-like form of (5):
λ1
1 + λ2/N
‖a‖1 +
[
aT
XTX + λ2I
1 + λ2/N
a− 2yTXa
]
→ min(a). (8)
3Theorem 1. The training criteria (5) and (8) are equivalent.
(Proof is given in Appendix A1).
It is clear that the “naive” Elastic Net (3) is a special case of (5) with a∗ = 0,
just as the Lasso criterion is a further special case with λ2 = 0.
In order to tune the structural parameters λ1 and λ2, ten-fold cross-validation
is applied in [1], since determining the more reliable leave-one-out error rate
proves to be computationally too expensive for large training sets.
In this paper, we propose to retain the full leave-one-out procedure omitted
by [1] without, however, multiplying the computational complexity of the train-
ing procedure. To do this, we exploit the inherent capacity of the Elastic Net
training criterion (5) to partition the set of input variables into three subsets
defined by negative, positive and zero values of their corresponding regression
coefficients.
We thus, in Section 2, treat the input-variable partitioning at the minimum
of the Elastic Net criterion as a secondary regularization parameter produced
by the primary parameters λ1 and λ2, one which completely determines the
variable selection. The resulting partition enforces a strictly quadratic Elastic
Net criterion with respect to the active regression coefficients.
In Section 3, the latter property allows for non-enumerative computation of
the leave-one-out error rate, thereby avoiding the multiple training repetitions
that would otherwise be required to determine model generality for tuning the
structural parameters. This approach is well known in mathematical statistics
[7] but needs detailed elaboration when applied to the Elastic Net.
Finally, the results of a simulation study are presented in Section 4. The pro-
posed methodology is verified in the same ground-truth experimental framework
that was used by Zou and Hastie in their original paper on the Elastic net [1].
2 Optimal partitioning of the set of regression
coefficients: A secondary non-numeric structural
parameter
Let
{
(xj , yj), j = 1, ..., N
}
be the training set, centered and normalized in ac-
cordance with (1). Let, further, I = {1, ..., n} be the set of indices of real-valued
features xi ∈ R, i∈ I, assigned to each entity, so that xij ∈R. The Elastic Net
training criterion (5) is a convex function JEN (a|λ1, λ2) : RN→R, whose mini-
mum point aˆλ1,λ2 = (aˆi,λ1,λ2 , i∈ I) (6) is the vector of regression coefficients to
be inferred from the training set.
It is shown in [1] that an intrinsic property of the Elastic Net at its minimum
is a natural partitioning of the feature set I = {1, ..., n} into three noninter-
secting subsets associated with negative, positive and strictly zero values of the
1 In [1], denominators in (5) have the form 1 +λ2 instead of 1 +λ2/N . This is a
consequence of a specific normalization of the training set
∑N
j=1x
2
ij =1 as distinct to
the commonly adopted normalization (1/N)
∑N
j=1x
2
ij =1 accepted in this paper (2).
4estimated regression coefficients:
Iˆ−λ1,λ2 =
{
i∈I : aˆi,λ1,λ2<0
}
,
Iˆ0λ1,λ2 =
{
i∈I : aˆi,λ1,λ2 =0
}
,
Iˆ+λ1,λ2 =
{
i∈I : aˆi,λ1,λ2>0
}
,
I= Iˆ−λ1,λ2
⋃
Iˆ0λ1,λ2
⋃
Iˆ+λ1,λ2 . (9)
In the following, we shall use the notations
nˆλ1,λ2 =n−|Iˆ0λ1,λ2 |= |Iˆ−λ1,λ2 |+ |Iˆ+λ1,λ2 |,
nˆ0λ1,λ2 = |Iˆ0λ1,λ2 |, nˆ−λ1,λ2 = |Iˆ−λ1,λ2 |, nˆ+λ1,λ2 = |Iˆ+λ1,λ2 |,
n = nˆ0λ1,λ2 + nˆλ1,λ2 = nˆ
0
λ1,λ2
+ nˆ−λ1,λ2 + nˆ
+
λ1,λ2
,
(10)
to denote, as appropriate, the numbers of zero-valued, negative and positive
regression coefficients, and more generally, the total number of passive and active
regressors, determined by the partition (9). This partition is an integral part of
the output produced, for instance, by the well-known algorithm LARS-EN [1],
developed specifically for solving the Elastic Net problem defined in (5) as a
generalized version of the LARS algorithm previously developed for the Lasso
problem with λ2=0 [8].
The particular subset of nˆλ1,λ2 active (i.e. nonzero) regression coefficients
arrived at, i.e. Iˆ−λ1,λ2
⋃
Iˆ+λ1,λ2 ⊆ I, thus explicitly manifests the principal aim of
the Elastic Net regularization, namely the selection of informative features and
the suppression of redundant ones. Since the partition (9) is explicitly tied to
the Elastic Net parameters λ1 and λ2, it would appear natural to consider it as
a secondary non-numeric structural parameter of the regression estimation.
Having been specified, the resulting partition (9) along with the primary
structural parameters (λ1, λ2) jointly make the Elastic Net criterion (5) strictly
quadratic with respect to the active regression coefficients:
JEN
(
ai, i /∈ Iˆ0λ1,λ2 |λ1, λ2
)
= λ2
∑
i/∈Iˆ0λ1,λ2
(ai−a∗i )2 − λ1
∑
i∈Iˆ−λ1,λ2
ai + λ1
∑
i∈Iˆ+λ1,λ2
ai+
N∑
j=1
(
yj −
∑
i/∈Iˆ0λ1,λ2
aixij
)2
→min(ai, i /∈ Iˆ0λ1,λ2), a∗i = 1N
N∑
j=1
yjxij .
(11)
It will be convenient to introduce the following notation for the two subvec-
tors and one submatrix (corresponding to two vectors and one matrix a ∈Rn,
xj ∈Rn and X(N×n) (4)) ‘cut out’ by the formation of the partition:
a˜λ1,λ2 =
(
ai, i /∈ Iˆ0λ1,λ2
)∈Rnˆλ1,λ2 , x˜j,λ1,λ2 =(xij , i /∈ Iˆ0λ1,λ2)∈Rnˆλ1,λ2 ,
X˜λ1,λ2 =
(
x˜1 · · · x˜N
)T
(N×nˆλ1,λ2).
In addition, special notation will be required for the vector indicating member-
ship of regression features in subsets Iˆ−λ1,λ2 and Iˆ
+
λ1,λ2
e˜λ1,λ2 =
(
ei, i /∈ Iˆ0λ1,λ2
)∈Rnˆλ1,λ2 , e˜i={+1, i∈ Iˆ+λ1,λ2 ,−1, i∈ Iˆ−λ1,λ2 ,
5as well as for the subvector cut out of a∗ (7):
a˜∗λ1,λ2 =
(
a∗i , i /∈ Iˆ0λ1,λ2
) ∈ Rnˆλ1,λ2 . (12)
Theorem 2. The solution aˆλ1,λ2 =
(
aˆi,λ1,λ2 , i∈ I
)∈Rn of the Elastic Net train-
ing problem (5) is a combination of the solution ˆ˜aλ1,λ2 =
(
aˆi,λ1,λ2 , i /∈ Iˆ0λ1,λ2
) ∈
Rnˆλ1,λ2 of (11) with respect to the partition (9) and equalities
(
aˆi,λ1,λ2 = 0, i∈
Iˆ0λ1,λ2
)
. In turn, vector ˆ˜aλ1,λ2 is a solution
ˆ˜aλ1,λ2 =
(
X˜Tλ1,λ2X˜λ1,λ2 +λ2I˜nˆλ1,λ2
)−1[
X˜Tλ1,λ2y −
λ1
2
e˜λ1,λ2 +λ2a˜
∗
]
(13)
of the system of nˆλ1,λ2 linear equations over the same number of variables:(
X˜Tλ1,λ2X˜λ1,λ2 +λ2I˜nˆλ1,λ2
)
a˜ = X˜Tλ1,λ2y −
λ1
2
e˜λ1,λ2 +λ2a˜
∗. (14)
(Proof is given in Appendix B).
It would not, in itself, make sense to directly solve the equation system (14)
for estimating the active regression coefficients once again, because the full set of
estimates aˆλ1,λ2 =
(
aˆi, i∈ I
)∈Rn can be found by any appropriate algorithm for
minimizing the convex function (5). However, the format of Theorem 2 suggests
the possibility of considering the optimal feature partition of the set of regres-
sion coefficients as constituting just that structural parameter associated with
(λ1, λ2) which is to be verified by the leave-one-out criterion.
The larger the subset of excluded features Iˆ0λ1,λ2⊆I, the lower the complex-
ity of the class of regression models expressed by criterion (11). In particular,
the LARS-EN algorithm of [1] explicitly yields the feature partitioning induced
by the primary parameters (λ1, λ2). Thus, this partitioning may serve as the
secondary structural parameter of the regression model, one that quantitatively
acts a proxy for the overall model complexity.
3 Non-enumerative leave-one-out verification
of the structural parameters
3.1 Leave-one-out verification of the feature partitioning
We will assume that the Elastic Net problem (5) has been solved for the given
training set (1) at certain values of structural parameters (λ1, λ2), and that
estimates of regression coefficients aˆλ1,λ2 =
(
aˆi, i∈ I
)
(6) along with the feature
partition (9) have been found. The corresponding average least squares residual
is given by:
Sˆ(λ1, λ2)=
1
N
N∑
j=1
δˆ2j,λ1,λ2 , (15)
δˆj,λ1,λ2 =yj−
∑
i/∈Iˆ0λ1,λ2
aˆi,λ1,λ2xij = yj−x˜Tj ˆ˜aλ1,λ2 = yj−yˆj,λ1,λ2 . (16)
6As applied to the hypothetical training criterion (11) regularized by the struc-
tural parameters (λ1, λ2) with the related feature partition (9), leave-one-out
verification consists, generally speaking, in an N -fold execution of the following
steps:
– delete one entity, say the k th feature vector xk, from the training set (1),
and recompute the vector of preliminary estimates in (11) and (12):
a
∗(k)
i =
(
1/(N−1))∑j=1,j 6=k yjxij , a˜∗(k) = (a∗(k)i , i /∈ Iˆ0) ∈ Rnˆλ1,λ2 ;
– estimate the regression coefficients in accordance with
∑N
j=1,j 6=k(yj−...)2 in
(11) from the remaining set of entities ˆ˜a
(k)
λ1,λ2
=
(
aˆ
(k)
i,λ1,λ2
, i /∈ Iˆ0λ1,λ2
)∈Rnˆλ1,λ2 ;
– compute the prediction error at the deleted entity δˆ
(k)
k,λ1,λ2
= yk−yˆ(k)k,λ1,λ2 .
Finally, average the squared errors over the entire training set k=1, ..., N .
The resulting leave-one-out rate SˆLOO(λ1, λ2), in contrast to (15), consti-
tutes the average risk estimate computed from the training set available to the
observer:
SˆLOO(λ1, λ2)=
1
N
N∑
k=1
(δˆ
(k)
k,λ1,λ2
)2, (17)
δˆ
(k)
k,λ1,λ2
=yk−yˆ(k)k,λ1,λ2 = yk−x˜Tk ˆ˜a
(k)
λ1,λ2
. (18)
It should be noted that deletion of one entity from the training set (1) po-
tentially destroys centering and normalization (2). Generally speaking, recenter-
ing and renormalizing is therefore required before computing each leave-one-out
residual δˆ
(k)
k,λ1,λ2
in (17) for maximal performance. However, we omit these oper-
ations for the sake of simplicity.
3.2 The efficient leave-one-out procedure
At first glance, it would appear that computing each leave-one-out residual (18)
would require a separate instantiation of the solution to the problem (11) with∑N
j=1,j 6=k(yj− ...)2. Fortunately, however, the quadratic form of criterion (11)
allows us to avoid multiple optimizations when computing the leave-one-out
error rate (17). The principle we shall employ for rapid computation of the
leave-one-out error rate for quadratic training criteria is given in [7]. The aim of
the current paper is thus to adapt this approach to the particular case of Elastic
Net regression regularization.
The following theorem demonstrates that each leave-one-out residual δˆ
(k)
k,λ1,λ2
(18) in (17) can be easily computed from the respective residual δˆk,λ1,λ2 esti-
mated from the entire training set (16).
Theorem 3. Assume that the Elastic Net problem (5) has been solved for the en-
tire training set with structural parameters λ1 and λ2, i.e., the smallest residuals
δˆj,λ1,λ2 (16) have been found along with the feature partition I = Iˆ
−
λ1,λ2
⋃
Iˆ0λ1,λ2
7⋃
Iˆ+λ1,λ2 (9). Then the leave-one-out rate (17) allows the following representa-
tions for, respectively, the “naive” (??) and “proper” Elastic Net (5) formula-
tions:
SˆNENLOO (λ1, λ2)=
1
N
N∑
k=1
(
δˆk,λ1,λ2
1− qk,λ1,λ2
)2
(Naive Elastic Net), (19)
SˆENLOO(λ1, λ2)=
1
N
N∑
k=1
 δˆk,λ1,λ2+
1
N−1λ2
(
ykqk,λ1,λ2−hk,λ1,λ2
)
1− qk,λ1,λ2

2
(Elastic Net),
(20)
where a˜∗ is the initial preliminary estimate of the regression coefficients over the
entire training set (7),
qk,λ1,λ2 = x˜
T
k
(
X˜Tλ1,λ2X˜λ1,λ2 +λ2I˜nˆλ1,λ2
)−1
x˜k,
hk,λ1,λ2 = x˜
T
k
(
X˜Tλ1,λ2X˜λ1,λ2 +λ2I˜nˆλ1,λ2
)−1
a˜∗.
(21)
(Proof is given in Appendix C).
It may be seen from (21) that the inverse matrix
(
X˜Tλ1,λ2X˜λ1,λ2+λ2I˜nˆλ1,λ2
)−1
is computed only once when estimating the regression coefficients over the entire
training set (13); furthermore it remains the same for all k=1, ..., N , from which
the efficiency of our method derives.
4 Experimental study with simulated data
We illustrate the operation of both versions of our non-enumerative leave-one-
out procedure (19) and (20) with the synthetic data used by Zou and Hastie in
their original paper [1] in order to demonstrate the efficiency of their method
with respect to standard Lasso.
In the same manner as Zou and Hastie, we thus randomly simulate data sets{
(xj , yj), j=1, ..., N
}
from the ground-truth model:
y = Xa + σε, y, ε∈RN , a∈Rn, ε ∼ N (0, I), (22)
where X =
(
x1 · · ·xN
)T
(N×n) is a sample of independent random vectors
xj = (x1j · · ·xnj)T ∈Rn normally distributed in accordance with the covariance
matrix
[
Cov(i, l), i, l=1, ..., n
]
, Cov(i, i)=1.
As in [1], four experimental examples are selected; however, certain neces-
sary differences occur due to the use of leave-one-out verification. In the original
paper, the simulated data within each example consisted of a training set, an in-
dependent validation set and an independent test set with respective magnitudes
Ntr/Nval/NTest, with the initial training set only once divided into the two sub-
sets used for training and validation. In contrast to [1], we apply leave-one-out
cross-validation, i.e. executing as many divisions as the number of training en-
tities. Thus, the simulated data set within each of our experiments consists of a
8training set and an independent test set with respective magnitudes NTr/NTest,
where NTr=Ntr+Nval.
Other than the above, the details of the four example scenarios are the same
as in [1]:
(1) In example 1, we simulate 50 data sets consisting of 40/200 observations,
instead of 20/20/200 as in [1], and employ 8 predictors: xj = (x1j · · ·x8j),
n=8. We let
a=
(
3.0, 1.5, 0.0, 0.0, 2.0, 0.0, 0.0, 0.0
)∈R8.
The covariance between xi and xl is given by Cov(i, l)=0.5
|i−l|.
(2) Example 2 is identical to example 1, except that ai=0.85 for all i.
(3) In example 3, we simulate 50 data sets consisting of 200/400 observations,
instead of 100/100/400 as in [1], and employ 40 predictors xj=(x1j · · ·x40j),
n=40. We set
a =
(
0.0, ..., 0.0︸ ︷︷ ︸
10
, 2.0, ..., 2.0︸ ︷︷ ︸
10
, 0.0, ..., 0.0︸ ︷︷ ︸
10
, 2.0, ..., 2.0︸ ︷︷ ︸
10
) ∈ R40,
σ=15, and Cov(i, l)=0.5 for all i and l.
(4) In example 4, we simulate 50 data sets consisting of 100/400 observations,
instead of 50/50/400 in [1], and 40 predictors. We choose
a =
(
3.0, ..., 3.0︸ ︷︷ ︸
15
, 0.0, ..., 0.0︸ ︷︷ ︸
25
) ∈ R40,
and σ=15. The predictors x=
(
x1 · · ·x40
)
were generated as follows:
xi=z1+ ε
x
i , z1 ∼ N (0, 1), i=1, ..., 5,
xi=z2+ ε
x
i , z2 ∼ N (0, 1), i=6, ..., 10,
xi=z3+ ε
x
i , z3 ∼ N (0, 1), i=11, ..., 15,
 εxi ∼ N (0, 0.01), i.i.d.,
xi ∼ N (0, 1), i.i.d., i = 16, ..., 40.
This model consists of three equally important groups each containing five
members, and, additionally, 25 pure noise features.
For each of the 50 random data sets in each of the four examples, we twice
solve the Naive Elastic Net and Elastic Net problems (3) and (5) using the
versions of LARS-EN available on the sites
http://www-stat.stanford.edu/∼tibs/glmnet-matlab/ for naive Elastic Net and
http://cran.r-project.org/web/packages/elasticnet/index.html for Elastic net.
At each run of the program, the regularization parameter λ2 was set to be
constant. As to the parameter λ1, its n+ 1 tentative values, where n is the full
number of variables in the data model (22), were produced by the regularization
path inbuilt in the program. The resulting decrement in the values of λ1 deter-
mines the respective succession of n+1 feature partitionings (9)-(10), starting
with Iˆ0λ1,λ2 = I, nˆλ1,λ2 = 0, and ending with Iˆ
0
λ1,λ2
=∅, nˆλ1,λ2 =n. Additionally,
we varied the preset structural parameter λ2.
In the first experimental phase, this procedure was applied to the unified
training set of magnitude NTr =Ntr+Nval, the structural parameters (λ1, λ2)
9were chosen as the values providing the minimum value of the quick leave-one-
out indicator (19) or (20), and the mean-square error was computed over the
test set of size NTest.
In the second phase, the same procedure was applied to the initial training
set of half size, i.e. Ntr = NTr/2, and the structural parameters were derived by
minimization of the error over the validation set of the same size Nval = NTr/2,
i.e., in accordance with the one-fold cross validation principle, just as was done
in [1]. The final error rate was computed on the test set.
Table 1 summarizes the prediction results in the above four examples, av-
eraged over all the 50 random data sets. It can be seen, as expected, that the
leave-one-out verification of tentative pairs (λ1, λ2) provides a better choice of
structural parameters in terms of the mean-square error rate on the test set than
the one-fold cross validation.
Table 1. Median root-mean-square test error based on 50 replications for the four
methods.
Median root-mean-square test error, per centMethod of regression
estimation / cross-validated
choice of structural parameters
Example 1 Example 2 Example 3 Example 4
Naive Elastic Net,
one-fold cross validation
3.47 3.40 16.80 24.21
Naive Elastic Net,
leave-one-out cross validation
3.33 3.29 16.79 19.20
Elastic Net,
one-fold cross validation
3.44 3.44 17.45 24.21
Elastic Net,
leave-one-out cross validation
3.33 3.29 16.79 19.20
5 Conclusion
We propose, in this paper, a computationally efficient non-enumerative algorithm
for computation of the the leave-one-out error rate in Zou and Hastie’s Elastic
Net regularization [1], one which enables determination of model generality for
tuning structural parameters in situ while avoiding multiple training repetitions.
To do so, we consider the partitioning of features at the minimum of the Elastic
Net criterion as a secondary regularization parameter, such that the resulting
partition comprises a strictly quadratic Elastic Net criterion.
The proposed methodology is applied to the ground-truth experimental frame-
work used by Zou and Hastie in their original paper [1]. We determine that the
accuracy of the two methods is essentially identical, with a slight advantage for
10
the leave-one-out verification. However, the computation time is significantly re-
duced by the explicit incorporation of the non-enumerative leave-one-out error
rate calculation.
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Appendix
A Proof of Theorem 1
Let us open out the brackets in (5):
JEN (a|λ1, λ2) = λ1‖a‖1+λ2aTa−2λ2
N
aTXTy+
λ2
N2
yTXXTy+yTy︸ ︷︷ ︸
const
−2aTXTy+aTXTXa→min(a).
Summands not depending on a may be omitted from the optimization. Collecting
the remaining summands gives:
JEN (a|λ1, λ2) = λ1‖a‖1+aT
(
XTX+λ2I
)
a+
(
1+
λ2
N
)
aTXTy→ min(a).
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Division of the last equality by the constant (1+λ2/N) yields (8). The theorem
is proven.
B Proof of Theorem 2
Differentiation of (11) by the active regression coefficients ai, i /∈ Iˆ0λ1,λ2 , leads to
the equalities
∂
∂ai
JEN
(
al, l /∈ Iˆ0λ1,λ2 |λ1, λ2
)
=
2λ2(ai−a∗i )2+
(
λ1, i∈ Iˆ+λ1,λ2
−λ1, i∈ Iˆ−λ1,λ2
)
− 2
N∑
j=1
(
yj−
∑
l/∈Iˆ0λ1,λ2
alxlj
)
= 0,
which make a system of linear equations over i /∈ Iˆ0λ1,λ2
λ2ai +
∑
l/∈Iˆ0λ1,λ2
(
N∑
j=1
xijxlj
)
al =
N∑
j=1
xijyj − λ1
2
(
1, i∈ Iˆ+λ1,λ2
−1, i∈ Iˆ−λ1,λ2
)
+ λ2a
∗.
The matrix form of this system in accordance with (2), (2) and (12) is just (14),
with (13) its solution. The theorem is proven.
C Proof of Theorem 3
Let the feature set partitioning
{
Iˆ−λ1,λ2 , Iˆ
0
λ1,λ2
, Iˆ+λ1,λ2
}
(9) at the minimum point
of (5) be treated as fixed, and the k th entity (xk, yk) be omitted from the training
set (1). In terms of notation (4) and (2), this implies deletion of the k element
from the vector y∈RN and the kth row from the matrix X˜λ1,λ2 (N×nˆλ1,λ2):
y(k)∈RN−1, X˜(k)λ1,λ2
(
(N−1)×nˆλ1,λ2
)
.
The vector of preliminary estimates of regression coefficients a∗ ∈ Rn (12)
occurs only in the Elastic Net (EN) training criterion (5), and equals zero in
the naive Elastic Net (NEN) (3) a∗= 0∈Rn. Its subvector cut out from a∗ by
deletion of the kth entity will be:
a˜
∗(k)
λ1,λ2
=

1
N−1
N∑
j=1,j 6=k
yjx˜j,λ1,λ2 =
1
N−1(X˜
(k)
λ1,λ2
)Ty(k) ∈ Rnˆλ1,λ2 , EN
0 ∈ Rnˆλ1,λ2 , NEN
Correspondingly, the solution (13) of the optimization problem (11) will take
the form (lower indices (λ1, λ2) are omitted below):
ˆ˜a(k)=
(
(X˜(k))T X˜(k)+λ2I˜nˆ
)−1{
(X˜(k))Ty − λ1
2
e˜ +
[
λ2a˜
∗(k), EN
0, NEN
]}
. (23)
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Notice here that

(X˜(k))T X˜(k)=X˜T X˜−x˜Tk x˜k,
(X˜(k))Ty(k) = X˜Ty−ykx˜k,
a˜∗(k)=
1
N−1
[
X˜Ty−ykx˜k
]
=
N
N−1 a˜
∗ − 1
N−1ykx˜k =
a˜∗− 1
N−1
(
ykx˜k−a˜∗
)
.
(24)
Application of the Woodbury formula1
(A + BC)−1 = A−1 −A−1B(I + CA−1B)−1CA−1
and (24) to (23) yields:
ˆ˜a(k)=
(
X˜T X˜+λ2I˜︸ ︷︷ ︸
A
+(−x˜k)︸ ︷︷ ︸
B
x˜Tk︸︷︷︸
C
)−1
×
{
X˜Ty−ykx˜k− λ1
2
e˜ + λ2
[
a˜∗− 1
N−1
(
ykx˜k−a˜∗
)
, EN
0, NEN
]}
=
ˆ˜a+
(
X˜T X˜+λ2I˜
)−1
x˜kx˜
T
k
ˆ˜a
1−x˜Tk
(
X˜T X˜+λ2I˜
)−1
x˜k
− yk
1−x˜Tk
(
X˜T X˜+λ2I˜
)−1
x˜k
(
X˜T X˜+λ2I˜
)−1
x˜k−
λ2
N−1
(X˜T X˜+λ2I˜)−1+
(
X˜TX˜+λ2I˜
)−1
x˜kx˜
T
k
(
X˜TX˜+λ2I˜
)−1
1−x˜Tk
(
X˜T X˜+λ2I˜
)−1
x˜k
(
ykx˜k−a˜∗
)
, EN
0, NEN
 .
Algebraic transformation of this expression with respect to the notation yˆk= x˜
T
k
ˆ˜a
(16) and yˆ
(k)
k = x˜
T
k
ˆ˜a(k) (18) leads to the equality
x˜Tk ˆ˜a
(k) =
yˆk
1−x˜Tk
(
X˜T X˜+λ2I˜
)−1
x˜k
− yk
x˜Tk
(
X˜T X˜+λ2I˜
)−1
x˜k
1−x˜Tk
(
X˜T X˜+λ2I˜
)−1
x˜k
−
λ2
N−1
 x˜Tk
(
X˜T X˜+λ2I˜
)−1
(ykx˜k−a˜∗)
1−x˜Tk
(
X˜T X˜+λ2I˜
)−1
x˜k
, EN
0, NEN
 .
1 http://en.wikipedia.org/wiki/Woodbury matrix identity
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Thus, the leave-one-out residuals δˆ
(k)
k in (17) and (18) permit the representation
δˆ
(k)
k = yk−x˜Tk ˆ˜a(k) =
yk − yˆk
1−x˜Tk
(
X˜T X˜+λ2I˜
)−1
x˜k
− yk
x˜Tk
(
X˜T X˜+λ2I˜
)−1
x˜k
1−x˜Tk
(
X˜T X˜+λ2I˜
)−1
x˜k
−
λ2
N−1
 x˜Tk
(
X˜T X˜+λ2I˜
)−1
(ykx˜k−a˜∗)
1−x˜Tk
(
X˜T X˜+λ2I˜
)−1
x˜k
, EN
0, NEN
 =
yk−yˆk
1−x˜Tk
(
X˜T X˜+λ2I˜
)−1
x˜k
+
λ2
N−1
 x˜Tk
(
X˜T X˜+λ2I˜
)−1
(ykx˜k−a˜∗)
1−x˜Tk
(
X˜T X˜+λ2I˜
)−1
x˜k
, EN
0, NEN
 =
δk +
λ2
N−1
[
x˜Tk
(
X˜T X˜+λ2I˜
)−1
(ykx˜k−a˜∗), EN
0, NEN
]
1−x˜Tk
(
X˜T X˜+λ2I˜
)−1
x˜k
.
Substitution of δˆ
(k)
k into (17) with respect to notations (21) yields (19) and (20).
The theorem is proven.
