Introduction
Broadband transients are prominent in natural sounds, including in human speech. Such sounds activate the cochlea as a traveling wave that starts at its base and ends at the apex (see Fig. 1 A, inset). In auditory nerve fibers, the latency to firing is shortest for fibers tuned to high frequencies and longer for fibers tuned to lower frequencies. In many mammals, including humans, latency differences in responses to high and low frequencies can reach 8 ms (Ruggero and Rich, 1987) . It is not understood how central auditory neurons and neuronal circuits represent complex sounds in which the encoding of the spectral components is temporally dispersed.
Auditory nerve fibers convey acoustic information to several groups of principal cells in the ventral cochlear nucleus (VCN) (see Fig. 1 B) . One of these, octopus cells, receives input from large numbers of auditory nerve fibers (Ͼ60 in mice) that are tuned to a wide range of sound frequencies, yet fire rapidly, reliably, and with extraordinary temporal precision Smith et al., 2005) .
Synaptic and intrinsic biophysical properties contribute to the temporal precision in firing of octopus cells. Octopus cells have brief synaptic currents (Gardner et al., 1999; Cao and Oertel, 2010) . They also have a large, low-voltage-activated K ϩ conductance ( g KL ) that is balanced by an opposing hyperpolarizationactivated conductance ( g h ), giving them a short membrane time constant (ϳ0.3 ms) and low input resistance (ϳ5 M⍀) (Golding et al., 1995 (Golding et al., , 1999 Oertel, 2000, 2001; Cao and Oertel, 2011) . If an EPSP does not exceed a threshold rate of depolarization (Ͼ10 mV/ms), the activation of g KL repolarizes EPSPs and prevents firing (Ferragamo and Oertel, 2002) .
Octopus cells were named for having dendrites that emanate unidirectionally from their cell bodies, rostralward in mice, across the tonotopic array of the terminals of auditory nerve fibers (Osen, 1969) . They are prominent in all mammals, including humans (Adams, 1986 (Adams, , 1997 . In mice, those auditory nerve fibers that encode the lowest frequencies lie most caudally and those that encode the highest frequencies lie most rostrally (see Fig. 1 B) (Wickesberg and Oertel, 1988) . The dendrites of octopus cells receive input regarding the highest frequencies, those with the shortest traveling wave delays, at their distal tips and regarding the lowest frequencies, those with the longest traveling wave delays, most proximally (see Fig. 1 B, inset) (Golding et al., 1995) . Broadband transient sounds thus activate an octopus cell with a sweep of excitation that spreads from the distal tips of its den-clamp was too slow, as indicated by dual electrode recordings from single octopus neurons (data not shown). Current-clamp recordings without bridge balance correction were used for simulations, and the series resistance was included as a free parameter, resulting in better performance of the numerical optimization compared with simulations incorporating bridge balance correction (data not shown). The experimentally determined series resistance was 9.2 Ϯ 0.5 M⍀. For passive transients, each step protocol was repeated 50 times and responses were averaged. Fits to I h kinetics were conducted during a 200 ms duration step, in a 192 ms window beginning 8 ms after the beginning of the current step. Fits to passive transients were conducted in a 10 ms window, starting after an 80 s lag from the beginning of the current step to the change in voltage, followed by a 200 s period that allowed the current to settle. The measured liquid junction potential, 12 mV, was corrected in all recordings. Dual electrode recordings from single octopus neurons were made using electrodes similar in size, shape, and filling solution as those used in single electrode recordings.
Computational modeling. Models were generated using NEURON 7.1 (Hines and Carnevale, 1997) ; parameters of the passive models were optimized to match the recordings in each neuron, using simulated annealing (Kirkpatrick et al., 1983) . The specific membrane capacitance was included as a free parameter, to correct for shrinkage during histological processing, as was the series resistance because of the potential for errors in separating R s from the low input resistance of octopus cells resulting in distorted fits. Compartmentalization of morphologies used a d_LAMBDA of 0.1. The time step was 5 s for parameter optimization and was 1 s for EPSP sweep sensitivity simulations.
For active models, i KL at each somatodendritic location and time step was calculated using a numerical solution of the following system of eight equations in NEURON: ͒ ϩ 50 (1.8). The local value of i H was similarly calculated using the following 13 equations: i H ϭ g H ‫ء‬ ͑v Ϫ e H ͒ (2.1); Figure 1 . The cochlear traveling wave delay in mice. A, The traveling wave delay in mice is apparent in first-spike latencies in responses recorded in vivo to clicks. The red linear regression line has a slope of Ϫ0.62 Ϯ 0.43 ms/decade The best frequency is labeled at multiple locations on the x-axis (gray arrowheads) corresponding to those indicated in the inset, an image of the mouse cochlea. The yellow arrow indicates the direction of propagation of the traveling wave. The inset shows the cochlea of a mouse whose basilar membrane is visualized with lacZ in blue. B, Camera lucida reconstruction of a labeled octopus cell (red) in a parasagittal slice of the cochlear nucleus of a CBA mouse (Golding et al., 1995; cell 2) . The granule cell lamina (Gr) (light green) separates the dorsal (DCN) (light gray) and ventral (VCN) (dark gray) cochlear nuclei. Auditory nerve fibers enter the nucleus at the nerve root (VIII N), bifurcate, and topographically innervate the ventral and dorsal cochlear nuclei (blue bands). Scales superimposed at the right indicate the approximate best frequency of auditory nerve fibers (in kilohertz) and the corresponding traveling wave delay at each location (in milliseconds). The inset shows a magnified version of the same octopus cell (dashed box). The yellow arrow indicates the soma-directed sweep of synaptic activation that results from the cochlear traveling wave. q t ϭ q 10 ‫͑ء‬cel Ϫ 33͒/10 (2.13). The temperature (cel) in active models was 35°C and the q 10 was 4.5 (Cao and Oertel, 2005) . The ion channel kinetics might be slightly faster in vivo due to a higher temperature. Input resistances for active models with scaled membrane conductance (1/3 g, 1/10 g, etc.) were calculated using the average small voltage response to a hyperpolarizing or depolarizing current step in each model. Current steps were as follows (in pA): 500 Ϯ 100 (1 g); 260 Ϯ 30 (1/3 g); 120 Ϯ 10 (1/10 g); 50 Ϯ 3 (1/30 g); 19 Ϯ 4 (1/100 g). For EPSP simulations, synaptic inputs were modeled as a sum of two exponentials, with a rising time constant of 100 s, a decay time constant of 300 s, and a reversal potential of 0 mV (Gardner et al., 1999) . The resting potential in passive models was set to Ϫ63 mV. The peak amplitude of the conductance of individual synapses in each model was set so that the composite somatic EPSP was 15 mV for zero sweep duration (see Fig. 5F ). The activation time of each synapse was increased linearly as a function of the distance from the soma, with the most distal synapse having the maximal delay. The sweep duration thus corresponds to this maximum delay. For each synapse, g syn ͑t͒ ϭ g max ⅐ 1/ ⅐ ͑Ϫ e Ϫt/r ϩ e Ϫ/d ͒, where g max , peak synaptic conductance; , normalization factor; r , rise (in milliseconds); and d , decay (in milliseconds). The normalization factor ϭ Ϫ e Ϫtp/r ϩ e Ϫtp/d , where
is the time corresponding to peak synaptic conductance. Rate of depolarization (dV/dt) and integration window (duration) of the somatic EPSP were calculated for 10 -90% of the rising phase. Fast amplitude percentage was calculated as (100*A f /(A f ϩ A s )), where A f and A s are the amplitude coefficients of the fast and slow exponentials, respectively, of a double-exponential fit.
Morphological reconstructions. Recorded octopus neurons were filled with biocytin through the patch pipette. After the end of the recordings, slices were fixed in 0.4% paraformaldehyde for 24 h, embedded in a mixture of gelatin and egg albumin, resectioned at 60 m, processed to visualize biocytin (Vectastain ABC kit), and counterstained with cresyl violet. For seven neurons, a digital reconstruction of the morphology of the cell was created using Neurolucida and analyzed with Neuroexplorer (MicroBrightField). Digital morphologies were imported into NEURON (Hines and Carnevale, 1997) using CVAPP (www.compneuro.org) . Digital morphologies were not corrected for z-axis shrinkage. Image of the mouse cochlea in Figure 1 A, inset, is from a lacZ-NT3 reporter mouse (Sugawara et al., 2007) .
Statistics. Data are presented as mean Ϯ SD, except as noted in Figure  4 . Repeated-measures ANOVA (rmANOVA) followed by Tukey's post hoc was used for comparisons between models, and the F statistic and group p value are reported. Within-model comparisons were made using t tests, and reported p values were adjusted for multiple comparisons using a Šidák correction as follows: ␣ ϭ 1 Ϫ ͑1 Ϫ a ͒ n , where a is the uncorrected p value, and n is the number of models compared. R 2 values are the Pearson correlation coefficient, and associated p values test the null hypothesis of no correlation. Statistics were performed with OriginPro 8 (OriginLab Corporation).
Results
The traveling wave delay in mice Responses to clicks were used to measure traveling wave delays in auditory nerve fibers in mice. The latency from the presentation of the click to the mode of the earliest spike was plotted as a function of the characteristic frequency of the fiber (Fig. 1 A) . All fibers are subject to conduction delays of ϳ1 ms that include synaptic transmission from hair cells and propagation of action potentials out of the cochlea and into the cochlear nuclei. Traveling wave delays are those delays that vary with characteristic frequency (Fig. 1 A, solid red line) . Traveling wave delays spanned a range of 1.6 ms across the hearing range of mice ( Fig. 1 A,  dashed red lines) . These measurements also helped to define the tonotopic map in mice. The range of characteristic frequencies has been measured in mice (Taberner and Liberman, 2005) . electrodes from an example dual-patch recording, illustrated at the inset (bottom right). The current was stepped from 0 to Ϫ3 nA, and then to Ϫ4 nA while zero current was applied through the voltage monitoring electrode. The response of the current passing electrode was corrected with a small DC offset (0.6 mV) due to zeroing error, and corrected for a series resistance of 8.1 M⍀ so that traces were aligned at the steady state before the second current step. The voltage changes in response to the second step are shown at higher magnification. B, Response of the amplifier used in recordings (Multiclamp 700B) when attached to a hardware circuit representing octopus cells, to a current step (black trace) with a superimposed single exponential fit (red trace). A diagram of the hardware circuit is shown, which represents the wholecellconfigurationofanoctopuscellincurrentclamp.Acircuitwithonlythesealresistanceandpipette capacitancewasalsoused,representingthecell-attachedconfiguration.C,Theresponseofanoctopus neurontoahyperpolarizingcurrentstepexhibitedadeepsagbacktowardrest(bottomleft)resulting from the activation of I h . A second hyperpolarizing current step was then applied (middle). The response to the second current step exhibited a passive decay followed by further activation of I h . The slow activation of I h was fit with a sum of two exponentials (red dashed curves). Voltage responses werecorrectedoff-linefor8.5M⍀seriesresistance.Thebreakduringthefirst400mshyperpolarizing step was 340 ms; timescales are the same before and after the break. The inset shows the region to which passive transients were fit (dashed box) at higher magnification. D, Example of a typical I hcorrected passive transient (blue curves) is superimposed on single-exponential (red dashed curves) and a double-exponential fit (green dashed curves). The inset (indicated by arrows) shows the time course of voltage change at a higher voltage resolution on the same timescale. The two exponentials hadafasttimeconstantof0.61msandaslowtimeconstantof1.6ms,andfastpercentageof91.The single-exponential fit had a time constant of 0.81 ms. E, An example recording, corrected for I h (black curve), and the superimposed best fit passive simulation (green curve). A section of the trace that containedtheseriesresistancedrop,indicatedbythebreak,wasremoved.Theinsetshowsadiagram of the circuit used for passive simulations: I app , applied current; V e , electrode voltage; R s , series resistance; V m , membrane voltage. F, Response of an octopus cell (top black traces) to a family of long current steps (bottom traces). The superimposed green traces show the responses to current steps of the same magnitude in an active compartmental model of the same cell.
Characteristic frequencies are arranged along the cochlea as a function of log frequency; extrapolation to the ends of the cochlea led to estimates of the range of best frequencies from 4.8 to 79.1 kHz (Müller et al., 2005) . Our measurements show fibers with characteristic frequencies as low as 3 kHz (Fig. 1 A) . Each octopus neuron spans approximately one-third of the tonotopic array in the cochlear nucleus ( Fig. 1 B, left and inset). Mapping the range of characteristic frequencies and traveling wave delays onto the cochlear nucleus of mice ( Fig. 1 B, red lines) predicted that each octopus neuron will experience ϳ0.5 ms of traveling wave delay in its dendrites.
Active and passive models of octopus cells
To determine how synaptic integration is shaped by the cochlear traveling wave delay, we constructed morphologically and biophysically accurate models of the subthreshold regime of octopus cells. Dual-electrode whole-cell recordings from individual octopus cells indicated that membrane responses can be measured accurately in current clamp despite the very low input resistance of octopus neurons. The current passing electrode very closely follows the monitoring electrode, indicating that distortions resulting from passing current were minimal (Fig. 2 A) .
Recordings from hardware circuits indicated that the current clamp was able to resolve the extremely rapid membrane responses of octopus cells (Fig. 2 B) . In the hardware model, circuit element values were as follows: R seal , 3 G⍀; C pipette , 1.5 pF; R access , 10 M⍀; R cell , 4 M⍀; C cell , 82 pF. In voltage clamp, the pipette compensation values obtained from the cell-attached circuit were 4.8 pF ( ϭ 0.74 s) and 0.38 pF ( ϭ 152 s). Estimates of the whole-cell parameters with the correction circuitry were as follows: R access , 9.5 M⍀; R cell , 5.9 M⍀; C cell , 71.8 pF, with a bandwidth of 16.2 kHz, and 85% compensation, corresponding to the actual values with modest error. A fit to the current response to a voltage step had a time constant of 261 s, in reasonable agreement with the theoretical value of 234 s, which was obtained by solving Kirchoff's laws for the circuit (data not shown). This theoretical value is approximately equal to C cell * [1/R access ϩ 1/R cell ] ϭ 234.3 s. The time constant of the exponential fit (red trace) to the voltage response (black trace) for a current step ( Fig. 2 B) had a time constant of 365 s, after a correction for the pipette and amplifier capacitance of 4.8 pF. The solution of Kirchoff's laws (data not shown) predicted two time constants equaling 14.7 and 334 s, which are approximately equal to C pipette * R access (15 s) and C cell * R cell (328 s), respectively. Therefore, the measured time constant (365 s) was in reasonable agreement with the predicted slow (membrane) time constant (334 s). The fast time constant of the pipette (14.7 s) could not be resolved because it was faster than, and therefore convolved with, the speed of the clamp. Therefore, even though the membrane resistance of octopus neurons (ϳ4 M⍀) is ϳ2-fold lower than access resistances obtained (ϳ9 M⍀), these resistances are easily distinguished by the amplifier due to the ϳ20-fold different capacitive loads on the resistors, albeit with a ϳ10% error due to amplifier distortions. The dendritic charging components are easier to resolve because they are slower.
Whole-cell recordings were made from 35 anatomically labeled octopus cells in slices from the VCN of mice (Fig. 1 B) . Four octopus cells with the best morphologies and recordings were reconstructed digitally and used in simulations. Passive biophysical models were constructed by measuring charging transients in response to long current steps (Fig. 2C ) from a holding potential of Ϫ75.4 Ϯ 4.1 mV (n ϭ 10; Ϫ6.5 Ϯ 0.6 nA holding current), which is outside the activation range of g KL , but within the activation range of g h Oertel, 2000, 2001) . The activation of I h was slow, and in the opposite direction of the passive components so the I h sag could be fit with a sum of two exponentials and subtracted (Fig. 2C) . Therefore, traces corrected for I h contained the passive charging components (Fig. 2 D) . Passive transients in responses to hyperpolarizing current steps (1.8 Ϯ 0.5 nA) resulted in a drop of 9.3 Ϯ 1.0 mV that was well fit by a sum of 2, but not 1, exponential functions (Fig. 2 D; n ϭ 4) ; the slow component likely reflected dendritic charging (Rall et al., 1992) . Smaller hyperpolarizing (1.2 Ϯ 0.5 nA) or depolarizing (1.0 Ϯ 0.1 nA) steps gave similar results (data not shown) (n ϭ 6), confirming that the passive regime was targeted effectively, and subsequent results were pooled. For hyperpolarizing current steps starting from Ϫ75.4 Ϯ 4.1, the I h sag had an amplitude of 3.8 Ϯ 4.6 mV with a fast time constant of 20.3 Ϯ 3.1 ms and a slow time con- Cytoplasmic resistivity (R i ) and specific membrane capacitance (C m ) were constrained to all combinations of a high, middle, and low value (left columns) or the best fit set of parameters (right-most column). Low errors are found throughout this relatively large region of parameter space surrounding the best fit parameter set. Constraining the cytoplasmic resistivity to 90 or 300 ⍀*cm resulted in worse fits (data not shown). 
Parameters shown with ϮSD differed between models, whereas those without an SD were the same in all models. Parameters for the low-voltage-activated conductance were as follows: G KL , peak conductance; w half , voltage of half-maximal activation; w q , activation slope factor; z half , voltage of half-maximal inactivation; z q , inactivation slope factor; w _inf , rate constant; e k , reversal potential. Parameters for the hyperpolarization-activated mixed-cation conductance were as follows: G H , peak conductance; a1 h , rate constant for gate 1; a2 h , rate constant for gate 2; frac, fractional contribution of gate 1; th inf , voltage of half-maximal activation; q inf , activation slope factor; e H , reversal potential; v half1 , voltage of half-activation for the rate constant for gate 1; v half2 , voltage of half-activation for the rate constant for gate 2. Leak parameters have the same definition as in passive models. The resting potential was Ϫ63.4 Ϯ 1.0 mV, which matched recorded values (Ϫ63.2 Ϯ 0.7 mV; n ϭ 4).
stant of 82 Ϯ 24 ms. The fast time constant amplitude percentage was 60 Ϯ 8%. For passive transients from I h -corrected traces, the amplitude was 3.8 Ϯ 4.6 mV with a fast time constant of 550 Ϯ 9 s and a slow time constant of 1.5 Ϯ 0.4 ms. The fast time constant amplitude percentage was 91 Ϯ 5%. The resistance apparent in passive transients in the hyperpolarized range (4.5 Ϯ 0.95 M⍀) was similar to the input resistance measured from the peak voltages in small current steps from the resting potential (4.4 Ϯ 0.7 M⍀; n ϭ 8).
Thus, under these conditions, the overall input conductance resembled that at rest and voltage-dependent changes in input resistance were minimal. Our morphologically realistic passive model was able to accurately fit the data (Fig. 2E) . The best fit parameters in passive models were as follows (n ϭ 4): membrane conductivity of the soma (G ms ) (7.2 Ϯ 6.8 S/cm 2 ), membrane conductivity of the dendrites (G md ) (1.9 Ϯ 1.0 mS/cm 2 ), and the resistivity of the intracellular medium (R i ) (195 Ϯ 90 ⍀*cm), specific membrane capacitance (C m ) (2.1 Ϯ 0.9 F/cm 2 ), and series resistance (R s ) (6.0 Ϯ 0.8 M⍀). These values for intracellular resistivity correspond well to those from other passive models (Rall et al., 1992; Spruston and Johnston, 1992; Rapp et al., 1994; Mainen et al., 1996; Stuart and Spruston, 1998; Schmidt-Hieber et al., 2007) . Furthermore, our estimates of specific membrane capacitance resembled other models (Rapp et al., 1994; Stuart and Spruston, 1998; Thurbon et al., 1998) , which are larger than measured values (Gentet et al., 2000) partly due to tissue shrinkage. Forcing the specific membrane capacitance to a value of 1.2 F/cm 2 resulted in only small changes in the fits and in the estimates of EPSP shape (see Fig. 6 , Table 1 ).
We constructed active models of octopus cells incorporating g KL (see Materials and Methods) (Khurana et al., 2011) , g H (see Materials and Methods; http:// senselab.med.yale.edu/modeldb) , and passive leak ion channels. The parameters of g KL and g H were first adjusted to match the average kinetic data from octopus cells Oertel, 2000, 2001) , and then select parameters were further adjusted so that each compartmental model matched the recordings for voltage responses to a family of long current steps in the neuron with the corresponding morphology (Fig. 2 F,  Table 2 ).
Soma-directed sweeps of excitation sharpen the rise of EPSPs
To determine how traveling wave delays in auditory nerve fiber firing shape the somatic EPSP in octopus cells, we distributed 100 simulated excitatory synaptic currents with equal conductance and realistic kinetics uniformly over the surface area of each simulated octopus cell (see Materials and Methods). We then activated the synapses at times that were a linearly varying function of distance from the soma to produce soma-directed sweeps of excitation of varying duration. In a passive octopus cell model, the somatic EPSP was tall and fast-rising over a wide range of sweep durations (Fig. 3A, black curves) . For . Octopus cell models with dendrites and active channels best compensate traveling wave delays. A, A comparison of the shape parameters between models for a sweep duration of 0.6 ms. Statistical comparisons between models are shown in Table  3 . B, The percentage difference in each shape parameter between EPSPs for 0.6 or 0.0 ms sweeps. For each model, the percentage difference is compared with the null hypothesis of a zero percentage change, with p values indicated above: *p Ͻ 0.05; **p Ͻ 0.01; ***p Ͻ 0.005; nd 1 , p Ͼ 0.12; nd 2 , p Ͼ 0.87; † p ϭ 0.08. Statistical comparisons between models are shown in Table 3 . Error bars indicate SEM.
comparison, we constructed an isopotential sphere model with the same input resistance and time constant as each octopus cell morphologicaly realistic model. Sphere models also had 100 synapses with the same kinetics and a range of activation times that matched the sweep duration in the corresponding dendritecontaining model. In the sphere model, the EPSP shrank and broadened as the range of activation times was increased (Fig. 3A,  green curves) .
To explore the shaping of EPSPs in more detail, four parameters were calculated for somatic EPSPs in active dendritic, passive dendritic, and passive sphere models: rate of rise (in millivolts/millisecond), amplitude (in millivolts), integration window (in milliseconds), and half-width (in milliseconds). Since octopus cells require fast depolarization to fire action potentials, and thus have narrow integration windows (Ferragamo and Oertel, 2002; Maison et al., 2003; McGinley and Oertel, 2006) , we first examined the rate of rise of EPSPs in our models. Active dendritic models achieved the fastest rates of rise for sweep durations Ͻ1 ms (Fig. 3B, magenta) . Passive sphere models had slower rates of rise, which dropped as the sweep duration increased (Fig. 3B,  green) . Passive dendritic models were intermediate (Fig. 3B,  black) . To determine whether the distribution of synapses on dendrites or their somatopetal activation sharpens EPSPs, we created passive dendritic models whose synapses were activated at random times between zero and each corresponding sweep duration. This randomized activation of synapses produced the slowest rates of rise of all the models for all sweep durations (Fig.  3B, blue) . Therefore, the distal-to-proximal sweep of excitation, not simply the sink effect of the dendrites, is essential for producing rapidly rising EPSPs in octopus cells (Fig. 4 A, B , left; Table 3 ). Rates of rise remained above dV/dt threshold for sweep durations as long as 1.4 ms in active and 2 ms in passive models. However, variability in the activation of auditory nerve fibers, in latency for a particular best frequency (Fig. 1 A) , and irregularities in morphologies that smear EPSPs, will pull them closer to the dV/dt threshold for a given sweep duration.
Input normalization does not affect sweep sensitivity
In some cortical neurons, an increase in the synaptic conductance with distance from the soma produces somatic miniature EPSPs whose size is independent of the dendritic location of the activated synapse (Magee and Cook, 2000) . To evaluate whether such "input normalization" affects the sensitivity to soma-directed sweeps, we performed simulations in which the synaptic conductance increased linearly as a function of distance from the soma. Input normalization was achieved in passive models when the most distal synaptic conductance was 1.8 Ϯ 0.6 times the amplitude of proximal synapses. Surprisingly, input normalization had no effect on the dependence of the rate of rise of somatic EPSPs on sweep duration (Fig. 3B, red superimposed on black) . Therefore, local depolarization and current spread, not the size of unitary responses at the soma, determine the somatic impact of a synapse during realistic sweeps of synaptic excitation in octopus cells.
EPSPs are sharpest for sweeps matching measured traveling wave delays
To evoke action potentials, EPSPs in octopus cells must not only have a rapid rise but must also be sufficiently large to reach the voltage activation range for sodium channels. In passive sphere models or passive models with dendrites with randomized activation times, EPSP amplitudes decreased monotonically with sweep duration (Fig. 3C, blue and green) . In active models, however, the amplitude of EPSPs had a peak associated with an optimal sweep duration of 0.4 Ϯ 0.0 ms (1.2 Ϯ 0.4 ms in passive models) (Figs. 3C, black and magenta, 4 A, B ; Table 3 ). Like rates of rise, amplitudes of somatic EPSPs were not affected by input normalization (Fig. 3C, red superimposed on black) . The combined effect of sweep duration on the rate of rise and amplitude of EPSPs is captured in the integration window. Integration windows were short in active and passive dendritic models compared with passive sphere or randomized models for sweep durations less than ϳ2 ms, and shortest for active octopus cell models with sweep durations of ϳ0.5 ms (Figs.  3D, 4A , B; Table 3 ).
Width at half-height (half-width) is a conventional measure of the duration of a waveform that encompasses the rising and falling phases. Half-widths were substantially shorter in active dendritic models than in all other models over the full range of sweep durations explored (Figs. 3E; 4A , B, right; Table 3 ). The relationship between integration windows (Fig. 3D ) and halfwidths (Fig. 3E) indicates that the short half-widths in active octopus cells resulted predominantly from a shorter decay rather than rising phase. Activation of g KL accelerates the decay phase of the EPSP, relieving the slowing effect of dendritic filtering on half-width (Golding et al., 1995 (Golding et al., , 1999 Oertel et al., 2008; Mathews et al., 2010) .
A comparison of EPSP waveforms across models for a sweep duration of 0.6 ms-approximately the duration of the traveling wave delay-is illustrated in Figure 3F and summarized in Figure  4 and Table 3 . For this sweep duration, EPSPs in active and passive dendritic models have larger amplitude and faster rises than those in spherical or randomized models. The main differences between passive and active models are a dramatic shortening of the falling phase and a small decrease in integration window and amplitude in the active models, resulting from activation of g KL during depolarization.
Input resistance controls the optimal sweep duration
To understand the role of the low input resistance of octopus cells in compensating for traveling wave delays, we created active octopus cell models with the leak conductance, g KL and g H values decreased to 1/3, 1/10, 1/30, or 1/100 of their best fit values, while all other parameters remained equal. The fastest rate of rise, largest amplitude, shortest integration window, and shortest halfwidth all shifted to longer sweep durations as the input resistance increased (Fig. 5A-D) . The rate of rise remained above dV/dt threshold in all models for sweep durations up to 1.7-2 ms (Fig.  5A, gray band) . In these models, the input resistance increased from 5 M⍀ in best fit models to 110 M⍀ in models for a 100-fold decrease in channel density. The dV/dt threshold would be expected to decrease as the input resistance increases (McGinley and Oertel, 2006) , thus accommodating longer sweep durations in higher input resistance neurons. The integration window for longer sweep durations (Ͼ1 ms) was relatively insensitive to the input resistance (Fig. 5C) . Therefore, the amplitude and halfwidth appear to be most important for longer sweeps and higher input resistances.
In active models, the sweep durations that produced the largest, fastest rising EPSPs-the optimal sweep durationswere strongly dependent on the input resistance, increasing from ϳ0.5 to 2.0 ms as the input resistance increased from 5 to 110 M⍀ (Fig. 5E ). Passive models, however, were relatively broadly tuned for sweep duration as indicated by their broad error bars (Fig. 5E, gray symbols) . With a 100-fold change in membrane conductance, the synaptic conductance necessary to achieve comparable somatic EPSP amplitudes only changed ϳ3-fold (Fig. 5F ) . Thus, the extremely low input resistance of octopus cells can be accommodated with comparatively modest additional synaptic resources.
Ion channel distribution plays a minimal role
In the best fit passive models, the membrane conductivity was lower in the dendrites than the soma. This is consistent with observations in other passive models (Clements and Redman, 1989; Rapp et al., 1994) and with the measured distribution of g KL in MSO neurons (Mathews et al., 2010) . However, we wondered whether this channel distribution was important for the sensitivity to soma-directed sweeps. Fitting of passive models to voltage traces is not fully constrained, resulting in uncertainty in the estimation of the parameters (Rall et al., 1992) . Therefore, we explored the full parameter space that gave reasonable fits, which exhibited a wide range of soma-to-dendrite conductance ratios. Simulations were performed for each octopus cell incorporating all combinations of a high, middle, and low value for R i and C m that spanned the range of values that resulted in good fits, which also spanned the range of physiologically reasonable values. For each combination in each neuron, the remaining parameters were optimized to match the voltage traces using the same fit routine as for best fit simulations and achieving good fits in all cases (Table 1) .
We were surprised to find that a wide range of parameter combinations gave EPSP shapes with sweep dependencies that were comparable with the best fit results. Varying membrane capacitance between 1.2 and 2.8 F/cm 2 and intracellular resistivity between 100 and 250 ⍀*cm had little influence on the maximum rate of depolarization, maximum amplitude, and minimum half-width (Fig. 6 A-C, left) or the associated optimal sweep durations (Fig. 6 A-C, right) . Differences across parameter combinations were comparable with the differences between cells in the best fit models (Fig. 6, error bars) . Furthermore, EPSP shapes in these models were strikingly insensitive to variation in the soma/dendrite conductance ratio. Models with the smallest Figure 5 . The input resistance determines the sweep duration that produces the sharpest EPSP. A-D, Comparison of EPSP shape parameters for active models relative to the best fit parameters. Conductances were reduced to 1/3 (black), 1/10 (blue), 1/30 (green), or 1/100 (gold) of their best fit values (magenta). The gray bar in A shows the threshold rate of rise (McGinley and Oertel, 2006) . E, The sweep duration that produces EPSPs with the fastest rise and largest amplitude (the optimal sweep duration) is plotted against the input resistance for passive models (black squares) and active models with best fit (open magenta triangles) or scaled membrane conductance (other colored symbols; key at bottom right). The black lines (and associated symbols) are for maximum amplitude; gray lines (and associated symbols) are for minimum half-width (key at top center). The sweep duration corresponding to maximum amplitude (dark lines) and minimum half-width (light lines) for active models with different membrane resistances or best fit passive models. For a 100-fold range of membrane conductances, the input resistance spans an ϳ25-fold range, and the optimal sweep duration spans a range from 0.5 to 2.0 ms. F, To facilitate comparisons, the synaptic conductance for best fit passive or active models or membrane resistance-scaled models were adjusted for each cell so the EPSP for zero sweep duration had an amplitude of 15 mV. soma/dendrite conductance ratios, between 1 and 100, had almost indistinguishable EPSP shapes from best fit models, which had soma/dendrite conductance ratios between 400 and 35,000 (Fig. 7A) . The maximum rate of rise depended weakly on the conductance ratio for large ratios (Fig. 7B, top) . However, the sweep duration corresponding to the maximum rate of rise showed no dependence on the conduction ratio (Fig. 7B, bottom) . Furthermore, the maximum amplitude and associated sweep duration did not depend on soma/dendrite conductance ratio (Fig. 7C) . Therefore, the morphology, input resistance, and channel kinetics, but not the distribution of ion channels, govern the shape of EPSPs for soma-directed sweeps in octopus neurons, probably resulting from the consistently dominant contribution of synaptic membrane conductance regardless of passive membrane conductance gradients. This insensitivity to channel distribution is consistent with a previous observation in cortical neurons (Single and Borst, 1998) . Our passive models were based on a hyperpolarizing regime that is outside the activation range of g KL and in which the input conductance associated with g KL at rest is compensated by the activation of g h whose distribution may not be the same as of g KL .
Dendritic morphology and current spread
Octopus cells were named on the basis of their striking morphology; dendrites emanate unidirectionally rostralward from the cell body (Fig. 8A, left) . To understand the role of this morphology in sweep sensitivity, we analyzed the morphologies of the four digitally reconstructed octopus cells used in simulations (Fig. 8A, right) . Octopus cells had substantial surface area in their dendrites. In particular, the surface area was distributed relatively uniformly over distance for a large proportion of their dendritic trees. This can be seen in a box representation of the morphology where the y-axis is the average total surface area and the x-axis is the average length for each branch order (Fig. 8B ). There is substantial total surface area in the second through sixth branch orders, and even in the seventh and eighth orders (Fig. 8B ). This distributed surface area results from progressively increasing the number while decreasing the diameter of the dendrites with distance from the soma (Fig. 8C) .
Furthermore, octopus neurons have thick dendrites throughout their dendritic tree. The ratio of the diameter of the parent A, Best fit models (gray) or models with the most uniform distribution of ion channels that still resulted in a good fit (black) did not have different EPSP shapes. For "Uniform Gm " models, two-cell models had equal somatic and dendritic conductance and two had a somatic-to-dendritic ratio of ϳ100. B, The maximum rate of rise (top) and corresponding sweep duration (bottom) have only a slight dependence on the somatic-to-dendritic conductance ratio over a 10,000-fold range. C, The maximum amplitude and corresponding sweep duration are also minimally sensitive to the channel distribution. Each shade/symbol corresponds to models of a single octopus cell. The gray lines are linear fits.
dendrite raised to the three-halves power divided by the sum of the diameters of the daughter dendrites raised to the three-halves
, where i indicates branch order, provides a measure of impedance matching between parent and daughter dendrites (Rall, 1964; Lanzinger, 1987; AgmonSnir and Segev, 1993) . A ratio of 1 corresponds to matched impedance, and deviation from 1 results in impendance mismatch. In octopus cells, the branch diameter power ratio was Ͻ1 for most branch orders, resulting from large-diameter daughter dendrites (Fig. 8 D) . This will result in impedance mismatch at branches and thus contribute to dendritic propagation delays (Lanzinger, 1987) . The resulting spread of depolarization down the dendrites of an octopus neuron during a 0.6 ms somatopetal sweep is illustrated in color maps of the voltage at several time points (Fig. 8 E) . During the rising phase of the EPSP, the tips of dendrites depolarize first, followed by the proximal dendrites, and then the soma (Fig. 8 E, top five images), resulting in a rapidly rising EPSP (Fig. 8 E, insets) . Subsequently, the entire neuron repolarizes (Fig. 8 E, bottom two images) .
Discussion
Octopus cells have unusually brief EPSPs and membrane time constants and fire with exceptional temporal precision Smith et al., 2005) . Octopus cells are present in all mammals; in humans, octopus cells are large and prominent (Adams, 1997) . Our results provide an explanation of why octopus cells have the morphology that gives them their name, and how this morphology helps them achieve their dramatic temporal precision. We show that octopus cells employ a combination of anatomical and biophysical features to detect the activation of synaptic inputs in soma-directed sweeps along their dendrites. Such soma-directed sweeps of inputs occur in responses to broadband transient sounds that are common in nature. It is also possible that soma-directed sweep sensitivity enables octopus cells to respond to frequencymodulated sweeps of sound (Rhode and Smith, 1986) .
Our study shows that the predicted optimal sweep profile for exciting mouse octopus cells matches the cochlear traveling wave delay in mice. The differences in latencies to firing between auditory nerve fibers tuned to various frequencies that resulted from traveling wave delays was 1.6 ms (Fig. 1 A) . Individual octopus cells will not experience the full range of the traveling wave delay, because their dendrites extend over only part of the tonotopic axis. We can estimate the delay per octopus cell anatomically (Fig. 1) . The tuning of auditory nerve fibers can be estimated, albeit roughly, from their location in the tonotopic axis. The tonotopic organization of the cochlear nuclei, like the cochlea, is a logarithmic function of the characteristic frequency (Liberman, 1982 (Liberman, , 1991 Müller et al., 2005) . In mice, the tonotopic axis in the posterior VCN is evident in the parasagittal plane (Wickesberg and Oertel, 1988) . Auditory nerve fibers in mice are tuned to between ϳ3 and 80 kHz (Taberner and Liberman, 2005) . The tonotopic map, most clearly resolved in the anterior VCN where it is spread across the widest distance, was extrapolated to the octopus cell area by following the paths of labeled auditory nerve fibers. The octopus cell illustrated in Figure 1 B thus receives input from fibers with best frequencies between ϳ4 and 22 kHz and would be expected to experience traveling wave delays spanning ϳ0.6 ms. Published images show that octopus cells vary in what proportion of the tonotopic axis their dendrites span, between 1/5 and 2/3, with octopus cells receiving the lowest frequency inputs spanning Each box corresponds to a branch order. The x-axis is length, and the y-axis is total surface area. Each box is the average across cells of the average across branches within each order for each cell. The oval corresponds to the soma; the x-axis is the diameter, and the y-axis the surface area of a sphere with equivalent surface area to a reconstruction of the soma. C, The diameter (left, black) of dendrites decreases progressively, while the number of dendrites (right, blue) increases progressively with distance from the soma. D, The dendritic diameter power ratio is Ͻ1 for most branch orders, including the first two. Dendrites were too small in diameter to accurately calculate the diameter ratio for branch orders Ͼ8. E, Color maps of the spatial profile of the voltage for a sweep duration of 0.6 ms in an example simulated passive octopus cell. The time corresponding to each color map is indicated on the simulated EPSP traces (insets) as a green dot.
smaller ranges (Golding et al., 1995) . Octopus cell dendrites are thus subjected to delays spanning between ϳ0.3 and 1 ms (average, 0.5 ms). This range of delays matches the range of sweep durations that result in sharpest, most rapidly rising EPSPs in octopus neurons (Fig. 3) .
Our results confirm that the simple, passive properties of a neuron can contribute to the sensitivity to soma-directed sweeps, as was shown in early theoretical work (Rall, 1964) , and can perform a clear physiological function. We further show that the kinetics of g KL and low input resistance tune the delay sensitivity to match the relevant physiological range. Ion channels that mediate g KL reside in dendritic as well as in somatic membranes of octopus cells (Oertel et al., 2008) . Cortical pyramidal cells exhibit sensitivity to soma-directed sweeps, but on a slower timescale and as a result of dendritic impedance gradients and nonlinear, NMDA receptor-mediated depolarization (Branco et al., 2010) . Sensitivity to soma-directed sweeps may help shape receptive fields in visual cortical cells (Single and Borst, 1998; Anderson et al., 1999) .
The mice used for in vitro measurements (P15-P17) are younger than those used for in vivo measurements (P28 -P119). It is unlikely that maturation of the organization of the cochlear nucleus and of octopus cells affects our interpretations. First, the sample of octopus cells in this study did not differ detectably from other in vitro studies of somewhat older mice (P18 -P26) (Golding et al., 1995 (Golding et al., , 1999 Oertel, 2000, 2001) . Second, the hearing of CBA/J mice, tested by distortion product otoacoustic emissions and auditory brainstem evoked responses, did not differ between 1-and 8-month-olds (Parham et al., 1999) .
In mammals that hear at low frequencies, including humans, dogs, and cats, cochlear traveling wave delays are considerably longer than in mice, lasting ϳ8 ms (Ruggero and Rich, 1987) . These mammals have large, well developed octopus cells that are broadly tuned and fire with exceptional temporal precision (Osen, 1969; Adams, 1986 Adams, , 1997 Rhode and Smith, 1986; Oertel et al., 2000) . It is not known how individual octopus cells cope with the long traveling wave delays, whether their inputs span a larger range of delays, or whether there is a systematic difference in latency to firing across the population of octopus cells. The biophysical properties of these cells have not been examined in mature animals, but in puppies and kittens they are much like those in mice except that they have higher input resistances ). Our results show that increasing the input resistance of octopus cells increases the delay range to which they are most sensitive (Fig. 3C) , providing a possible mechanism for compensation of longer traveling wave delays in animals with low-frequency hearing. The ubiquity and prominence of octopus cells in mammals raises the question, why they are needed? From what is currently known, we can only speculate. It is likely that the role of octopus cells concerns pattern recognition (Oertel and Wickesberg, 2002) ; the precise firing of octopus cells may serve to segment ongoing sounds and might help bind together the sound energies associated with a single source.
