In situ total scattering measurements are increasingly utilized to follow atomic and nanoscale structural details of phase transitions and other transient processes in materials. This contribution presents an automated method and associated tool set to analyze series of diffraction and pair distribution function data with a linear combination of end-member states. It is demonstrated that the combinatorial appraisal of transition states (CATS) software tracks phase changes, relative phase fractions and length scales of interest in experimental data series. It is further demonstrated, using a series of local structure data simulations, that the misfit of such a model can reveal details of phase aggregation and growth related to the pair distribution function's sensitivity to interphase correlations. CATS may be applied to quantitative evaluation of many transient processes, including amorphous-to-crystalline phase transitions, the evolution of solid-solution behaviors, the precipitation and growth of aggregates, and other atomic to nanoscale details of crystallization and phase transformation phenomena.
Introduction
Bragg diffraction methods, while well suited to characterizing the bulk average structure of a material, are generally insensitive to local distortions. Total scattering studies (Egami & Billinge, 2003) , with sensitivity to both average and local structure through Bragg and diffuse scattering, can provide information on amorphous, nanocrystalline and crystalline phases alike, and novel details in cases where the local and global structures of a system are inconsistent. Indeed, pair distribution function (PDF) methods have been used to monitor the atomic structure of amorphous to crystalline transitions (Cao et al., 2012; Mu et al., 2013; Lan et al., 2014; Terban et al., 2015; Tobler et al., 2016; Wang et al., 2017) , to uncover local structure details associated with phase transition behavior, such as order-disorder phenomena (Senn et al., 2016; Thygesen et al., 2017) , and to follow precipitation, nucleation and materials growth processes (Shoemaker et al., 2012; Jensen et al., 2014) . The availability of real-space data out to several tens of nanometres at modern synchrotron and neutron beamlines (Proffen et al., 2002; Chupas et al., 2007; Neuefeind et al., 2012) means the length scales of amorphous, nanostructured or locally disordered features can be tracked as materials transition from one state to the next.
The analysis of structural transitions using diffraction or PDFs typically involves fitting data throughout the transition region with a linear combination of distinct phase models (Caliandro & Belviso, 2014; Schmidt et al., 2014; Chapman et al., 2015; Hillis et al., 2016) . If there are any multi-phase regions, this linear combination approach approximates the relative volume fraction of the phases as a function of some transition coordinate (time, temperature, pressure etc.) . There are several available methods for modeling phase transitions by such means in real-space data. In small-box modeling approaches, such as PDFgui (Farrow et al., 2007) , multiple phases are treated as independent and non-interacting, such that no interphase scattering terms are calculated. This is to say that, if a material were transitioning from phase A to phase B, linear combination methods would only address the contributions of A-A and B-B terms, A-B terms being neglected. It is possible to model such scenarios, and any other local structure deviations from pure-phase structures, with large-box modeling programs such as RMCProfile (Tucker et al., 2007) . However, large-box modeling can be difficult and time consuming, and an expedient analysis is often required 'at the beamline'. To address this gap, we have developed a model-free method of analyzing sets of in situ total scattering data which utilize a linear combination of end-member states. The derived phase fractions and goodness-of-fit scores can quickly sample changes in a series of data; we refer to this method as combinatorial appraisal of transition states (CATS). The resulting metrics are similar to those resulting from more quantitative modeling of data series, such as the phase fraction and goodness of fit resulting from multi-phase PDFgui refinements. The specific strength of CATS lies in providing a first evaluation of the data series, which is useful while collecting data, for formulating a plan for more detailed evaluation or for tracking features in samples where detailed quantitative modeling is not easily performed, such as in amorphous or very finely mixed heterogenous material studies. For following the precise details of crystallographic structure in data series, such as lattice parameter expansion, cation/anion ordering or specific distortions, follow-on smallbox or large-box modeling should be employed. This paper presents the CATS method and software tool for identifying and tracking changes in series of diffraction and total scattering data. We present several examples with experimental data and apply the method to a set of data simulations to demonstrate its sensitivity to phase precipitation and growth features in total scattering data.
Combinatorial appraisal of transition states (CATS)
The CATS approach assumes that the phase transition may be approximated as beginning and ending in pure states, referred to here as the parent structures of the transition. For example, the phase transition of BaTiO 3 at 383 K has parent states of tetragonal form (P4mm) below the transition and cubic (Pm3m) above. We will refer here to a transition variable, ', which describes the state of a transition as the relative phase fraction of the final state, such that ' = 0 prior to the transition, ' = 0.5 when the relative fraction of the two components is 50:50 and ' = 1 once the transition has completed. We can thus describe a given combination of the two parents at any point in the transition, M ' , as
where M and M are the two parent datasets or models employed by CATS.
In the standard mode of CATS, least-squares refinements are performed to calculate the best value of ' and the associated misfit score for each dataset. An alternative solver invokes a 'parent fraction sweep' approach, where a large number (hundreds in this case) of ' value models are calculated and evaluated for each dataset: the program returns all values for comparison, and reports the lowest misfit, the corresponding ' and an associated confidence interval for each dataset fitted in the series.
There are multiple methodologies for selecting parent phases in CATS. As a first attempt, the initial and final dataset are often valid choices. Beyond that, parent datasets may be selected from visual inspection, reference data, simulated data, principal component analysis (PCA) suggested components or other methods. In practice, a number of different candidate parent sets may be evaluated, with their impact on the results analyzed and understood.
The misfit metric (and any associated coordinate dependence) can be visualized concurrently with the as-fitted values of ' to quickly identify changes in the data series. Besides clearly highlighting the point of transition between two states, taken as the intersection of ' and ð1 À 'Þ, any marked increase in the misfit score from one dataset to another may be directly related to any new structural feature emerging from dataset to dataset. This could be indicative of growth or depletion of one of the components, a specific change in the local atomic bonding configuration approaching a phase boundary, nucleation of a second phase within a matrix of the first phase etc.
The standard metric to define goodness of fit for a single spectrum in CATS is the weighted residual, R wp (Larson & Von Dreele, 1994) , defined as
Here, M is the model, D is the data and w is the weighting of each point, which is taken in CATS to be unity at all points. Note that in CATS analysis the key feature is often how the goodness of fit compares with consecutive datasets or different models, such that a relative or normalized value
is often employed in the figures presented here. CATS has the capability to perform both standard parent fraction fits and parent fraction sweeps across either the full or a limited coordinate range. CATS can also be performed as a coordinate-dependent analysis (boxcar style). In addition, the program offers a 'data consistency map' mode, which directly compares all data in a set with each individual dataset (similar to a correlation matrix). Beyond providing an overall view of similarity in the dataset, this mode can additionally be useful in the selection of parent datasets. Regardless of the method used to solve for a fit phase fraction, an associated misfit metric can be calculated which describes the mismatch between the modeled linear combination and the measured data. Details of these modes are discussed in the examples shown in x3 of this paper and the CATS manual.
CATS is in many ways analogous to PCA (e.g. Chapman et al., 2015) , in that both methods are model free and attempt to derive combinatorial solutions to complex sets of data. However, CATS is limited to utilizing the proposed parent datasets or models provided in a linear and positive combination. This gives a direct physical meaning to the solved phase fraction, ', and the misfit in many scenarios. By contrast, PCA produces the highest quality fit possible to the provided datasets using a given number of components and single-value decomposition (Pearson, 1901) . However, these components are not required for a physical basis and therefore may be more difficult to interpret or physically unreasonable. An in-depth comparison of PCA and CATS analyses is presented in the supporting information of this manuscript.
To use the CATS program, the data must be in a onedimensional column style [e.g. GðrÞ, SðQÞ, IðdÞ etc.]. Leastsquares refinement is performed using the SciPy (Jones et al., 2001 ) curve fit routine (scipy:optimize:curve fit) to solve for ', constrained between values of 0 and 1. An initial value of ' = 0.5 is used in these procedures, as this was found to explore the full range successfully (0 to 1). The CATS approach necessitates that all data and models in a series have the same binning scheme and, in principle, all data have comparable measurement statistics (e.g. counting time). If one compares two datasets with different inherent noise levels, or which were reduced or normalized inconsistently, this will introduce biases into the data and may incorrectly indicate a significant change via the CATS residual.
The software tools used to perform CATS are available for download online as a Python library and graphical user interface . The associated manual, along with examples, is made available for download.
Model-free fitting of experimental data using CATS
To demonstrate the use of CATS, we apply it here to a selection of neutron total scattering example datasets collected on the high-flux total scattering beamline NOMAD at the ORNL Spallation Neutron Source (Tennesse, USA; Neuefeind et al., 2012) . These examples include an amorphous-to-crystalline phase transition in the dehydration of amorphous basic calcium carbonate (Wang et al., 2017) , a phase transition in a methylammonium lead iodide hybrid perovskite (Whitfield et al., 2016) and a series of barium titinate transitions (Neilson & McQueen, 2015; Senn et al., 2016) .
Dehydration of amorphous basic calcium carbonate
Amorphous basic calcium carbonate, A(B)CC, rarely occurs in nature because of its propensity to crystallize rapidly under dehydration to stable polymorphs of calcium carbonate, CaCO 3 . Deuterated samples were prepared using the synthesis method outlined by Wang et al. (2017) and were studied under in situ heating conditions. Data were measured in 4 min intervals between 323 and 723 K at a ramp rate of 0.5 K min À1 . The collected normalized total scattering data, SðQÞ À 1, and pair distribution function data, GðrÞ = 4r½ðrÞ À 0 [where (r) is the pair density function and 0 is the atomic number density], are shown in Fig. 1 as a function of temperature.
CATS was performed on the data, selecting as parent structures the mean data from the first and last ten datasets, corresponding to a temperature range of roughly 20 K. This choice of parents (a) The normalized total scattering structure function, SðQÞ À 1, and (b) the resultant PDF, GðrÞ, for A(B)CC under dehydration. The abrupt transition between the amorphous and crystalline phases can be seen to occur at 513 K. The full two-dimensional data series is displayed, with onedimensional data (10 K averages) overlaid at T = 328, 428, 528 and 628 K, respectively.
Figure 2
CATS results for (a) SðQÞ À 1 and (b) GðrÞ from the data shown in Fig. 1 , using data averaged from the 323-343 K and 713-723 K datasets as parent phases. The analysis was performed over the entire data series in each case, with the results of the best-fit fraction plotted in black and the normalized residual plotted in red.
comes from visual inspection of the data, which suggested an initial amorphous region and a final crystalline region, with some averaging done to mitigate noise in any single dataset from the selected parents. The results of this analysis are shown in Fig. 2 , and several representative fits to datasets in the series are shown in the supporting information. As can be seen in both the real-and the reciprocal-space data and analysis, the transition between the amorphous and crystalline phases occurs at 513 K. This analysis reveals an additional transition between 513 and 593 K. The misfit metric remains relatively steady throughout the transitions in both real and reciprocal space, suggesting that a linear combination model fits the data with equivalent quality in the region of 423-573 K. This behavior suggests a degree of amorphous and crystalline phase coexistence, proportional to the solved ' values fitted with CATS. Thorough inspection of the data through Rietveld refinement indicated the existence of a secondary crystalline phase of portlandite (CaOD 2 ) (Wang et al., 2017) in the region where ' ' 0:25.
Although this simple parent fraction fitting mode of analysis is suggested as a first pass to track changes in any large series of datasets, CATS can also be used to analyze a specific feature of interest. In this case, we were interested in the effect of decreased hydration levels in the A(B)CC sample as a function of temperature and, specifically, how these levels may be related to the initialization of the crystallization process. To monitor this, we used the CATS analysis focused on the D-O pair-pair correlation in GðrÞ by limiting the range of data used in the analysis to only those between 0.87 and 1.10 Å . CATS was run in parent fraction sweep mode, such that confidence intervals were calculated. The results of this analysis are shown in Fig. 3 . The feature tracking reveals that the D-O correlation drops continuously on approaching the crystallization of CaCO 3 , with a portion remaining beyond crystallization up to the dehydroxylation temperature of the secondary, portlandite, phase. This is not a definitive analysis of water and hydroxyl content in the system, which would require an absolute normalization of the data, taking account of changing composition and subsequent quantitative modeling (e.g. single-peak fitting or large-box modeling). Results of such further analysis will be addressed in future work. This example shows that a well defined feature of interest, such as a specific pair-pair correlation, can be easily and automatically tracked through multiple datasets using CATS analysis.
Phase transitions in a methylammonium lead iodide perovskite
The organic-inorganic hybrid perovskite methylammonium lead iodide, MAPbI 3 (CH 3 NH 3 PbI 3 ), is a promising material for use in emerging photovoltaic devices (Eames et al., 2015; Leguy et al., 2015) . The local and long-range phase transition behavior of fully deuterated MAPbI 3 was recently studied using neutron and synchrotron powder diffraction and neutron PDF studies (Whitfield et al., 2016) . Temperaturedependent SðQÞ À 1 and GðrÞ data below and above the orthorhombic to tetragonal phase transition at approximately 170 K are shown in Fig. 4 .
The original work published on this series of data revealed that the intramolecular atom-atom correlations in the MA cation and the shortest Pb-I and D-I pair-pair correlations (correlations below approximately 4 Å ) change very little between 10 and 300 K, despite the crystallographic phase transition at 170 K. Here we have performed CATS analysis on both the real-space and reciprocal-space data, with parent datasets taken as the mean data in the ranges 100-160 K and 180-300 K. These parents were selected on the basis of prior knowledge of the known crystallographic transition temperature. The results of this analysis, when taken over the full range of real-space data (0-50 Å ), are shown in Fig. 5(a) . When CATS is applied with variable r ranges (from 0 to r max , with r max varying between 1 and 50 Å in steps of 0. (a) The normalized total scattering structure function, SðQÞ À 1, and (b) the PDF, GðrÞ, for MAPbI 3 hybrid perovskite, collected as a function of temperature. A phase transition occurs at approximately 170 K. The full two-dimensional data series is shown as a color map, with overlaid one-dimensional spectra in white from the data averaged at 100-150 K and 250-300 K.
of length scale in the material. The as-fitted transition variable, ', is shown for the series as a function of r max in Fig. 5(b) . The difference between the fitted ' value for a given r max and G full (the full range out to r max = 50 Å ) is shown in Fig. 5(c) .
Taken together, we see that, while there is a clear transition in the data above 5 Å in real space at the 170 K crystallographic transition, the pair-pair correlations below 5 Å display a distinctly different behavior. In a model-independent way, CATS has pinpointed the length scale at which the local structure remains distinct from the average structure.
Although statistically very similar behavior is seen between real and reciprocal space [as demonstrated in Fig. 5(a) ], it is noteworthy that a deviation occurs in the same temperature region for which the r-dependent CATS indicates underlying features of interest [through the increased misfit seen in Fig. 5(c) ].
Phase transitions in barium titanate
The local versus long-range structural transitions in the canonical ferroelectric barium titanate, BaTiO 3 , have received considerable attention in recent years (Neilson & McQueen, 2015; Senn et al., 2016) . It has long been observed that the local atomic arrangement, in particular as manifested in long and short Ti-O correlations, remains reminiscent of the rhombohedral ground state, with the crystallographic phase transitions a result of averaging local Ti displacements in six (for cubic), four (for tetragonal), two (for orthorhombic) and one (for rhombodedral) crystallographic direction(s) (Kwei et al., 1993; Neilson & McQueen, 2015; Senn et al., 2016) . As such, the example has become a favorite for benchmarking total scattering instruments and analysis methods. Fig. 6 shows a temperature series of BaTiO 3 measured between 100 and 500 K, collected in 10 K steps on the total scattering beamline NOMAD. CATS was performed over the full range of data in real and reciprocal space using the average data from the first and last 50 K of the measurements as parents. These parents were selected via prior knowledge of the transition temperatures, and verified via the data consistency map mode in CATS. The resulting as-fitted phase fractions (') and misfit (R wp ) are shown in black and red, respectively, in Fig. 7 . The known crystallographic phase transition temperatures (from rhombohedral to orthorhombic at 185 K, to tetragonal at 280 K and to cubic at 400 K) are denoted with vertical dashed lines in the panels. In both the normalized total scattering structure function results in Fig. 7(a) and the PDF results in Fig. 7(b) , the behavior of ' varies smoothly and linearly across the temperature range traversed. The insensitivity of this parameter to the transitions is likely to be due to the subtle difference in structural signatures between the different phases of BaTiO 3 and the Results of the phase fraction ' (in black) and R wp (in red) from CATS analysis for both (a) the normalized neutron total scattering structure function, SðQÞ À 1, and (b) the PDF, GðrÞ, for BaTiO 3 data measured as a function of temperature. The three known crystallographic phase transitions in the temperature range traversed are shown as vertical dashed lines. moderate resolution of fully merged NOMAD data. Clearly, the distinguishing structural signatures of the crystallographic phases play a smaller role in the CATS evaluation over the whole range than the gradual shift in peak position and width associated with thermal expansion. However, the misfit metric of the CATS analysis across the region (indicated by the R wp values in red) reveals inflections at the three structural phase transitions. If only thermal expansion were present across a data series, and the two parent datasets were from the extrema of the thermal expansion features, the fit residual values would remain constant (if the two phases contained overlapping features) or parabolic (if the features were separated) in nature.
The three transitions are more clearly visible in high-resolution Bragg diffraction data from NOMAD in the 2 = 154 bank. The scattering intensity as a function of d-spacing data from this bank is shown in Fig. 8 , with several insets following the 402 and 400 reflections undergoing the series of phase transitions.
We ran CATS in data consistency map mode, where all datasets are simultaneously compared against all other datasets to easily identify regions of similarity. The results of this analysis are shown in Fig. 9 . In the top left half, results are shown for the full range of the data in Fig. 8(a) , while in the bottom right corner, results are shown for a region limited to the 400 Bragg diffraction peak. Similarity is denoted with blue hues, while dissimilarity is indicated with yellow hues. Here, the misfit is presented as the normalized R wp as defined in equation (3). One can quickly observe that multiple phase transitions are present and identify their relative locations. The data consistency map in CATS is a powerful model-free first approach to quickly identify features and trends of interest in large data series.
Detecting phase aggregation and growth with CATS
The sensitivity of PDF data to nanoscale precipitation and growth processes has been exploited in previous work (Jensen et al., 2012; . At the same time, several studies have specifically indicated or addressed the presence of interphase correlations in PDF data [e.g. core-shell architectures (Petkov et al., 2015) , nanoscale aggregates in bulk oxides (Proffen & Page, 2004) and surface interactions (Page et al., 2011; Chupas et al., 2011; Zhu et al., 2013) ]. However, we are not aware of any systematic investigations that directly explore the utility of the PDF's sensitivity to interphase correlations, or exploit its use in tracking aggregation and growth processes. In this section, we demonstrate the potential sensitivity of using CATS and PDF to study length-scale-dependent interphase correlations through simulations of aggregation processes.
For a two-component system, where there are N A scatterers contributing to the total scattering contribution from phase A and N B scatterers contributing from phase B, the total number of pairs contributing to a signal P tot will be The phase fraction of specific pair-pair correlation terms, ' XX , as a function of the transition phase fraction, ', in a simple AB system (with pairs of type AA, BB and AB), where N = 10 000.
where N is the total number of scatterers from both A and B. The phase fractions from pairwise contributions originating from the same phase, ' AA and ' BB , can thus be defined as
where X corresponds to either phase A or phase B. The phase fraction of the interdomain terms, ' AB , is thus
We demonstrate in Fig. 10 how each of these phase fractions evolves as a function of the transition variable, '. It is readily apparent that the fraction of A-B pairs is significant relative to the fraction of A-A and B-B pairs. Recall that total scattering data encode information on all pair-pair correlations in a material, regardless of long-range order. Therefore, if coherent structural correlations exist between phase A and phase B, and if the correlations are of an appropriate length scale (up to 20 nm), they will be accessible with total scattering measurements at modern high-resolution instruments. Small-box modeling approaches to two-phase systems [such as those available in the PDFgui (Farrow et al., 2007) or TOPAS (Bruker, 2015) software suites] typically consist of combining the individual phase contributions, weighted by a phase fraction, in order to fit the data. In many cases, the phase fraction term is itself a parameter used in the fit. As no interphase pairs are calculated in such an approach, there is a natural limit to the accuracy of such an approximation as ' AB becomes large (greater than a few percent of the total correlated structure). In cases where the interphase information is correlated (it has some intermediate length-scale ordering), such as intercalated layers of a crystal lattice, failure to include those features would obviously be detrimental to the overall fit (as an example, imagine only fitting to the Na-Na and Cl-Cl pair-pair correlations in a rock salt NaCl structure). If the interphase information is uncorrelated, A-B pair scattering will contribute predominantly to the incoherent scattering background.
Two-phase aggregate model
To demonstrate the sensitivity of the PDF method and the CATS software to tracking interphase correlations, we utilize a simple model simulation system comprising two face-centered cubic (f.c.c.)-like building blocks with a lattice constant of approximately 6 Å and atomic displacement parameters of b = 1.2914 Å . Supercells were generated with periodic boundary conditions that contain 11 Â 11 Â 11 unit cells. Phase A was constructed as a regular f.c.c. lattice, Fm3m, with atoms at symmetry-equivalent positions in the unit cell at ð0; 0; 0Þ, ð0; Fig. 11(a) , along with the unit-cell depictions in Figs. 11(b) and 11(c) . Note that here we have colored the PDFs on the basis of the deviation from the simple linear combination model, highlighting those features which are attributed to interphase pair-pair contributions (the ' AB terms).
The physical configuration or mixing of the two phases in the model is adjusted with an Ising-like approach (Olds et al., 2012) , in which the relative ratio of surface area to volume between the two phases can be tuned. The transition from the pure initial phase (type A) to the pure final phase (type B surface-area-to-volume ratio between the two phases, a p . The latter is defined as
where N S is the number faces shared between phases A and B, and N V is the total number of unit cells in the supercell.
Configurations with greater values of a p therefore correspond to larger contributions of nearest-neighbor interface between phases, up to a maximum possible for a checkerboard-like configuration of a p ¼ 9. The lower bound of a p is ultimately fixed by the size of supercell employed, with a limit of a p ¼ 0 for an infinite system which is entirely phase segregated. A supercell is initially generated containing only type A unit cells, and sites are selected at random and swapped from phase A to phase B until the prescribed phase fraction is met, such that ' ¼ N B =N V . Note that a random configuration at this point is likely to have a p ¼ 18 ' ð1 À 'Þ, though the exact value will vary for each particular generated instance. The system can be driven towards greater aggregation (smaller a p ) or mixing (greater a p ) without altering the phase fraction by testing whether swapping two sites would move the structure towards a target a p value. Swaps will act to coarsen aggregate structures if a p is small or more finely mix the structure if a p is large. This site-swapping behavior is repeated until the desired value of a p is found.
The resultant PDF of each model is determined in the Discus software package (Proffen & Neder, 1997) . PDFs were calculated to 30 Å to prevent 'selfscattering' contributions from across supercell periodic boundaries. For each configuration, as defined by a specific ' and a p , 100 individual instances were generated and the average PDF was taken across the total set of instances. It was found that the standard deviation of the set at any given value of r in a single instance deviates by less than 0.5% from the average PDF. Examples of resultant models at ' ¼ 0:5 for a variety of different values of a p are shown in Fig. 12 . The set of all configurations generated is shown by the black circles in the right-hand panels of Fig. 13. 
CATS method applied to a simulated system
The effects of specific transition behaviors can be explored by drawing distinct paths through the a p versus ' phase space and observing the corresponding evolution of calculated data. Four behaviors were evaluated, as shown in Fig. 13 Figure 13 The results of CATS analysis applied to simulations of evolution through four distinct a p versus ' configurational phase space paths, low symmetric (LS), medium symmetric (MS), medium asymmetric (MA) and high symmetric (HS). (Left) The difference maps between the PDFs from the modeled pathway configurations and the associated linear combination model, G ' ðrÞ, highlighting the fact that the greatest differences are at the local level. (Right) The associated configurational paths (blue), plotted concurrently with the resultant residual (red) of the r = 0-8 Å data.
area-to-volume symmetric transition, and a medium asymmetric transition. These four paths explore different relative aggregate size-to-population pathways through which a hypothetical transformation could progress. Low versus high pathways explore different average domain sizes over a transformation where the peak interfacial contributions exist at ' ¼ 0:5 (equal amount of two phases). The asymmetric pathway demonstrates a case where greater amounts of surface area exist prior to the ' ¼ 0:5 mixture.
CATS analysis was performed on each simulated transition, where the pure-phase models (' ¼ 0 and ' ¼ 1) were used as parent datasets in the appraisal. The residuals from best-fit results are shown in Fig. 13 (left-hand panel) . The simulated paths of transition of the four models, as well as the residual for the local (r = 0-8 Å ) range, are shown in the right-hand panels of Fig. 13 .
The most obvious relationship between the CATS analysis and the prescribed configuration behavior is that the misfit between model and data closely tracks the evolution of a p . This is understandable, as here we know that the origin of the error between the simple linear combination and the 'true' simulated data will be the interphase terms, which are maximized when the two phases are well dispersed. 'Symmetric' paths through phase space resulted in symmetric misfit scores, while the 'asymmetric' path resulted in asymmetric misfit scores. The r-dependent view of calculated values in the lefthand panels of Fig. 13 hints at the features and data ranges over which differences emerge. Notably, these four different paths through transition space are marked by very different results in the CATS analysis at low r, often mirroring the total amount of surface area between phases. By contrast, the behavior at high r is very similar in the four different models.
Note that, in a real-world example, pure-phase models may not be known a priori and care must be taken in interpreting results. In these cases, beginning and ending datasets or a variety of theoretical models can be tested. By analyzing how a linear combination both succeeds and fails to recreate the data, the presence of interesting underlying details can be identified and explored with further atomistic modeling.
These results suggest CATS and PDF may be a useful aid in tracking the evolution of solid-solution behaviors and of the precipitation and growth of aggregates, and in distinguishing specific kinetic processes with PDF studies. The sensitivity of PDF and CATS techniques to such features should be explored in real-world systems.
Conclusions
We have developed a method and associated software tool (available online; to analyze in situ total scattering data through a variety of metrics, principally the combination of two expected models or datasets. We have shown that the method can identify phase changes, relative phase fractions and length scales of interest, making it useful in studies of solid-solution behaviors, amorphous-to-crystalline phase transitions and other atomic to nanoscale studies of transformation phenomena. We have specifically shown through simulation that CATS can suggest details of phase aggregation and growth related to the PDF's sensitivity to interphase correlations.
