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Resumo
O presente trabalho tem como objetivo explorar algumas a´lgebras de
Hopf constru´ıdas a partir de grafos do tipo a´rvore (com raiz). Estudam-
se as a´lgebras de Connes-Kreimer e a de Grossman-Larson, e busca-se
uma relac¸a˜o entre essas duas a´lgebras de Hopf. A relac¸a˜o encontrada e´ a
dualidade separante.
Tambe´m explora-se uma versa˜o para a´rvores ordenadas das a´lgebras de
Connes-Kreimer e de Grossman-Larson. Prova-se a dualidade dessas duas
a´lgebras seguindo a ideia do caso anterior, mas na˜o se consegue obter que
a dualidade e´ separante. Um contraexemplo para isso e´ mostrado.
Os cap´ıtulos iniciais apresentam a teoria ba´sica de a´lgebras de Hopf e
de Lie necessa´ria para a leitura deste trabalho. Alguns resultados sobre
bia´lgebras conexas com filtrac¸a˜o e com graduac¸a˜o sa˜o vistos no cap´ıtulo
4, incluindo a demonstrac¸a˜o do teorema de Milnor-Moore. O cap´ıtulo 5
apresenta as a´rvores (na˜o-ordenadas e ordenadas) e as a´lgebras de Connes-
Kreimer e de Grossman-Larson obtidas a partir das mesmas. Termina-se
apresentando o teorema de Panaite e a dualidade entre essas duas a´lgebras
de Hopf.
Palavras-chave:
A´rvores com raiz. A´rvores com raiz ordenadas. A´lgebra de Connes-
Kreimer. A´lgebra de Grossman-Larson. Teorema de Panaite.
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Abstract
The present work explores some Hopf algebras built over rooted trees.
The Hopf algebras of Connes-Kreimer and Grossman-Larson are studied,
and a relationship between these algebras is investigated. The relationship
between these algebras turns out to be a separating duality.
A version of the Connes-Kreimer and Grossman-Larson algebras using
ordered rooted trees is also investigated. A duality between these algebras
is obtained, in the same way as the non-ordered case. However, it is not a
separating duality, and a counterexample is shown.
The first three chapters present the basic theory of Hopf algebras and
Lie algebras required for the remainder of the work. Some results con-
cerning gradded and filtered connected bialgebras are shown in chapter
4, including the proof of the Milnor-Moore theorem. The chapter 5 pre-
sents (non-ordered and ordered) rooted trees and the Connes-Kreimer and
Grossman-Larson algebras built over them. A duality between these two
algebras is, then, shown, by means of Panaite’s theorem.
Key-words:
Rooted trees. Ordered rooted trees. The Connes-Kreimer algebra. The
Grossman-Larson algebra. Panaite’s theorem.
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Introduc¸a˜o
Breve histo´rico
As a´lgebras de Hopf sa˜o a´lgebras com uma se´rie de estruturas adi-
cionais. Elas teˆm estrutura de a´lgebra e de coa´lgebra (uma espe´cie de
dualizac¸a˜o da estrutura de a´lgebra), que sa˜o compat´ıveis de uma certa
maneira. Ale´m disso, ha´ uma espe´cie de “inversa˜o”, a chamada ant´ıpoda.
Apesar da quantidade de requisitos, essas estruturas aparecem em muitas
a´reas da matema´tica.
O in´ıcio desse assunto remonta a 1941, quando o matema´tico alema˜o
Heinz Hopf (1894-1991) estuda essa a´lgebra no contexto de topologia al-
ge´brica. Mais tarde, o assunto ganha independeˆncia, e por volta de 1969
comec¸a a surgir uma teoria geral para a´lgebras de Hopf. Ao mesmo tempo,
aplicac¸o˜es em va´rias a´reas da matema´tica sa˜o descobertas.
Para exemplificar as aplicac¸o˜es, citamos [2], que menciona em seu pre-
fa´cio a presenc¸a das a´lgebras de Hopf em teoria de nu´meros, geometria
alge´brica, teoria de Lie, teoria de Galois, teoria de aneis graduados, teoria
de operadores, grupos localmente compactos, distribuic¸o˜es, combinato´ria,
teoria de representac¸o˜es, entre outros. Tambe´m aparecem na f´ısica, com
os chamados grupos quaˆnticos, e em cieˆncia da computac¸a˜o.
Passamos aos grafos tipo a´rvore. Um dos primeiros estudos foi feito em
1857 por Arthur Cayley (1821-1895). As a´rvores tambe´m foram estudadas
por James Joseph Sylvester (1806-1897), Georg Po´lya (1887-1985), entre
outros. Nessa e´poca, o interesse era usar grafos para contar iso´topos de
certas mole´culas, conforme consta em [4].
Em 1972, J. C. Butcher publicou um artigo em que estuda os me´todos
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2 Introduc¸a˜o
Runge-Kutta, em ana´lise nume´rica, usando a´rvores com raiz. Descobriu,
enta˜o, uma conexa˜o entre grafos tipo a´rvore com raiz e derivadas de va´rias
ordens da expansa˜o da soluc¸a˜o da EDO de primeira ordem x˙ = F (x); essa
expansa˜o, inclusive, ficou conhecida na literatura como se´rie de Butcher,
ou B-series. E´ poss´ıvel encontrar esse assunto desenvolvido em detalhes
no livro [1], de autoria do pro´prio Butcher, e no artigo [11], entre outros.
Por outro lado, em alguns trabalhos de geometria na˜o comutativa, surge
uma a´lgebra (de Hopf) gerada pelas a´rvores com raiz. Os matema´ticos
A. Connes e D. Kreimer encontram uma conexa˜o entre essa a´lgebra e
a a´lgebra de difeomorfismos. A a´lgebra de a´rvores tambe´m foi proposta
para organizar a dif´ıcil combinato´ria da renormalizac¸a˜o em teoria quaˆntica
de campos, conforme aponta [11]. Essa a´lgebra e´ estudada no presente
trabalho, e aqui e´ denotada por HCK.
No fim da de´cada de 80, R. Grossman e R. G. Larson introduziram uma
outra a´lgebra de Hopf com base nas a´rvores, motivados por algumas ideias
em operadores diferenciais e equac¸o˜es diferenciais, como mencionado em
[19]. Estudamos tambe´m essa a´lgebra, aqui sendo denotada por HGL.
Ainda, F. Panaite aponta, no artigo [19], uma conexa˜o entre as duas
a´lgebras HCK e HGL via dualidade. A demonstrac¸a˜o conte´m um equivoco
numa passagem, mas com uma correc¸a˜o devida a M. E. Hoffman, em [18],
o resultado continua va´lido.
Motivac¸a˜o e estrutura da dissertac¸a˜o
A presente dissertac¸a˜o foi motivada, inicialmente, pela leitura do artigo
[11]. O intuito era estudar, se poss´ıvel, alguma conexa˜o entre a´lgebras
de Hopf e a renormalizac¸a˜o em Teoria Quaˆntica de Campos. O assunto
esbarrou em uma se´rie de pre´-requisitos, e conforme busca´vamos suprir
esses pre´-requisitos, o trabalho gradualmente se direcionou para o estudo
das a´lgebras sobre a´rvores com raiz.
Para o estudo das a´rvores com raiz, ha´ bastante literatura a respeito
direcionada a` teoria de grafos e ana´lise nume´rica, como por exemplo [1],
[5] e [4]. Com relac¸a˜o a estruturas de a´lgebra de Hopf sobre as a´rvores
com raiz, no entanto, sa˜o poucas as refereˆncias que conteˆm um material
introduto´rio e mais acess´ıvel a quem esta´ comec¸ando. Destacamos o artigo
[15], que conte´m uma o´tima introduc¸a˜o ao assunto.
Esta dissertac¸a˜o conte´m 5 cap´ıtulos, descritos abaixo. Os pre´-requisitos
necessa´rios sa˜o um curso em A´lgebra Linear, para se ter familiaridade
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com espac¸os vetoriais, soma direta, transformac¸o˜es lineares, teoremas do
isomorfismo, e um conhecimento ba´sico sobre produto tensorial de espac¸os
vetoriais.
O cap´ıtulo 1 traz os pre´-requisitos para se estudar a´lgebras de Hopf.
Abordamos o conceito de a´lgebra do ponto de vista catego´rico, que motiva
a definic¸a˜o de uma estrutura dual, a coa´lgebra. Estudamos, tambe´m, as
bia´lgebras, que sa˜o o pano de fundo para as a´lgebras de Hopf.
No cap´ıtulo 2, abordamos alguns elementos da teoria cla´ssica de a´l-
gebras de Hopf, com eˆnfase nos resultados e construc¸o˜es necessa´rias nos
pro´ximos cap´ıtulos. Seguimos os textos cla´ssicos [2] e [8], e a dissertac¸a˜o
[10].
O cap´ıtulo 3 trata de a´lgebras de Lie. Fazemos uma exposic¸a˜o ba´-
sica, com foco na a´lgebra envolvente universal, que e´ uma a´lgebra de
Hopf. Abordamos um conhecido teorema da a´rea: o teorema de Poincare´-
Birkhoff-Witt. As refereˆncias utilizadas sa˜o os livros [6] e [7], o artigo [16]
e a dissertac¸a˜o [9].
Comec¸amos com um material mais espec´ıfico no cap´ıtulo 4, em que tra-
tamos de bia´lgebras conexas com filtrac¸a˜o e com graduac¸a˜o. Apresentamos
que toda bia´lgebra conexa com graduac¸a˜o e´ uma a´lgebra de Hopf. Com
relac¸a˜o a`s bia´lgebras conexas com filtrac¸a˜o, apresentamos o teorema de
Milnor-Moore, que em certas condic¸o˜es, garante que conseguimos recupe-
rar uma bia´lgebra a partir dos seus elementos primitivos via o recobrimento
universal. Para esse cap´ıtulo, consultamos o livro [3] e o artigo [15].
Por fim, no cap´ıtulo 5, fazemos uma introduc¸a˜o a`s a´rvores com raiz,
e definimos as a´lgebras de Hopf de Connes-Kreimer HCK e de Grossman-
Larson HGL. Mostramos que sa˜o a´lgebras de Hopf e exibimos suas estru-
turas, com va´rios exemplos. Abordamos a relac¸a˜o entre essas a´lgebras, e
para tanto, utilizamos o teorema de Panaite em [19], com a correc¸a˜o suge-
rida em [18]. Obtemos que as duas a´lgebras esta˜o em dualidade separante.
Tambe´m apresentamos as a´rvores (com raiz) ordenadas, e tentamos repetir
os passos do caso das a´rvores (na˜o-ordenadas). Mostramos as estruturas
de a´lgebra de Hopf para as verso˜es com a´rvores ordenadas das a´lgebras de
Connes-Kreimer HCK e de Grossman-Larson HGL, e mostramos um teo-
rema ana´logo ao de Panaite para esse caso. Obtemos que as duas a´lgebras,
na versa˜o ordenada, tambe´m esta˜o em dualidade, mas o par dual ana´logo
ao do outro caso na˜o e´ separante. Para as definic¸o˜es de HCK e HGL, nos
contextos na˜o-ordenado e ordenado, usamos o artigo [15].
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Capı´tulo1
A´lgebras, coa´lgebras e
bia´lgebras
Neste cap´ıtulo apresentamos alguns pre´-requisitos para a leitura do tra-
balho. Precisamos dos conceitos de a´lgebra, coa´lgebra e bia´lgebra para o
estudo das A´lgebras de Hopf. Apresentamos as definic¸o˜es e alguns ele-
mentos da teoria de a´lgebras com uma linguagem categorial, que evidencia
a possibilidade de se dualizar essa estrutura. Fazemos um pequeno es-
tudo dessa estrutura dual, a coa´lgebra. Encerramos o cap´ıtulo estudando
as bia´lgebras, que sa˜o a´lgebras e coa´lgebras ao mesmo tempo e teˆm uma
compatibilidade entre essas estruturas.
1.1 A´lgebras
Nesta sec¸a˜o iremos estudar a´lgebras de um ponto de vista catego´rico.
As diversas propriedades, como associatividade, comutatividade, unidade
sera˜o traduzidas em termos de diagramas comutativos. Essa abordagem
possibilitara´ posteriormente a definic¸a˜o de uma estrutura dual, a estrutura
de coa´lgebra.
1.1.1 Definic¸a˜o e exemplos
Definic¸a˜o 1.1.1. Uma K-a´lgebra (associativa e com unidade) e´ uma tripla
(A,µ, η), em que:
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1. A e´ um K-espac¸o vetorial;
2. µ : A⊗A→ A e η : K→ A sa˜o transformac¸o˜es lineares;
3. os diagramas a seguir comutam:
A⊗A⊗A Id⊗µ //
µ⊗Id

A⊗A
µ

A⊗A
µ
// A
A⊗A
µ

K⊗A
η⊗Id
::
A⊗K
Id⊗η
dd
A
ϕl
∼=
ee
ϕr
∼=
99
µ ◦ (Id⊗ µ) = µ ◦ (µ⊗ Id) µ ◦ (η ⊗ Id) ◦ ϕl = Id
µ ◦ (Id⊗ η) ◦ ϕr = Id
Nos diagramas acima, temos as ϕl e ϕr transformac¸o˜es lineares e bije-
toras, dadas por
ϕl : A→ K⊗A
ϕr : A→ A⊗K
com ϕl(a) = 1K ⊗ a e ϕr(a) = a⊗ 1K, para todo a ∈ A.
Ale´m disso, diz-se que a K-a´lgebra e´ comutativa se o seguinte diagrama
comutar:
A⊗A τ //
µ
''
A⊗A
µ
ww
A
µ ◦ τ = µ
onde τ : A⊗A→ A⊗A e´ o operador de transposic¸a˜o, dado nos monoˆmios
de A⊗A por τ(a⊗ b) = b⊗ a.
Observac¸a˜o 1.1.2. Para encurtar a notac¸a˜o, quando na˜o ha´ confusa˜o, se
costuma omitir o corpo em que se esta´ trabalhando. Tambe´m se costuma
omitir a tripla que define a a´lgebra, apenas mencionando o espac¸o vetorial.
Os morfismos ficam impl´ıcitos no contexto. Dessa forma, costuma-se dizer
“considere uma a´lgebra A” em vez de “considere uma K-a´lgebra (A,µ, η)”.
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Observac¸a˜o 1.1.3. E´ poss´ıvel verificar que essa definic¸a˜o e´ coerente com a
definic¸a˜o usual de a´lgebra associativa com unidade1. De fato, as corres-
pondeˆncias
µ(a⊗ b) = a · b
η(1) = 1A
fornecem uma definic¸a˜o de µ e η em termos de · e 1A e vice-versa2.
A associatividade corresponde a` comutatividade do diagrama da es-
querda:
µ ◦ (Id⊗ µ)(a⊗ b⊗ c) = (ab)c
µ ◦ (µ⊗ Id)(a⊗ b⊗ c) = a(bc) ∀a, b, c ∈ A .
A propriedade do elemento neutro do produto corresponde ao diagrama
da direita da definic¸a˜o apresentada acima:
µ ◦ (η ⊗ Id) ◦ ϕl(a) = 1A · a
µ ◦ (Id⊗ η) ◦ ϕr(a) = a · 1A ∀a ∈ A .
Ale´m disso, as propriedades de compatibilidade das estruturas de anel e
espac¸o vetorial
a · (b+ c) = ab+ ac
(a+ b) · c = ac+ bc
λ(a · b) = (λa) · b = a · (λb) ∀a, b, c ∈ A, ∀λ ∈ K
se traduzem na linearidade dos morfismos µ e η.
Observac¸a˜o 1.1.4. A comutatividade da a´lgebra, quando ocorre, e´ tradu-
zida no terceiro diagrama da definic¸a˜o
µ ◦ τ(a⊗ b) = b · a
µ(a⊗ b) = a · b ∀a, b ∈ A .
Vamos a alguns exemplos.
1Definic¸a˜o em termos de uma operac¸a˜o bilinear · : A × A → A, o produto, e
de uma unidade 1A. Ou ainda, A tem estrutura de espac¸o vetorial sobre K e de anel
associativo com unidade.
2Usa-se a propriedade universal do produto tensorial para obter µ linear a partir da
func¸a˜o bilinear · .
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Exemplo 1.1.5 (K e´ uma a´lgebra). O corpo K e´ uma a´lgebra (comuta-
tiva), com o produto dado pela multiplicac¸a˜o do corpo e a unidade, pela
unidade do corpo. Em termos de morfismos, temos:
µK(α⊗ β) = α · β
ηK(1K) = 1K .
Exemplo 1.1.6 (A´lgebra de polinoˆmios a uma varia´vel). Seja K[x] o con-
junto dos polinoˆmios p(x) com coeficientes em K corpo. K[x] e´ uma a´lge-
bra (comutativa), com soma e multiplicac¸a˜o por escalar usuais, e produto
dado por anx
n · bmxm = anbmxn+m (e estendido distributivamente para
quaisquer dois polinoˆmios, ja´ que estes sa˜o somas finitas de monoˆmios).
Exemplo 1.1.7 (A´lgebra das matrizes n × n). Seja Mn o conjunto das
matrizes n× n, munido da soma e produto por escalar usuais. O produto
matricial e a unidade Id tornam Mn uma a´lgebra (na˜o comutativa).
Exemplo 1.1.8 (A´lgebra das se´ries de poteˆncia formais). Seja K[[x]] o
conjunto das se´ries de ponteˆncias formais. Isto e´, o conjunto cujos elemen-
tos sa˜o somas formais
∞∑
n=0
an x
n = (an)
∞
n=0 ,
que podem ser pensadas tambe´m como sequeˆncias de elementos an ∈ K.
Na verdade, a igualdade acima serve como definic¸a˜o para uma soma formal.
Esse conjunto e´ uma a´lgebra, com produto e unidade dados por( ∞∑
i=0
aix
i
)
·
 ∞∑
j=0
bjx
j
 = ∞∑
n=0
( ∑
i+j=n
i,j≥0
ai · bj
)
xn
1K[[x]] = 1K .
Em outras sec¸o˜es deste cap´ıtulo veremos mais exemplos e construc¸o˜es
envolvendo a´lgebras, como a a´lgebra tensorial de um espac¸o vetorial, a´lge-
bra livre gerada por um conjunto e a a´lgebra quociente.
1.1.2 Suba´lgebras, ideais e morfismos
Revisamos abaixo os conceitos de suba´lgebra, ideal, e morfismos de
a´lgebras. Procuramos, como antes, dar eˆnfase a` versa˜o catego´rica desses
conceitos.
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Definic¸a˜o 1.1.9. Seja A uma a´lgebra. Uma suba´lgebra B e´ um subespac¸o
vetorial de A tal que µ(B ⊗B) ⊆ B.
Observac¸a˜o 1.1.10. Nessa definic¸a˜o, observa-se que a suba´lgebra B e´, por
si so´, uma a´lgebra (associativa), mas na˜o necessariamente com unidade.
Ainda, caso a suba´lgebra B seja, por si so´, uma a´lgebra associativa com
unidade, a unidade pode ou na˜o ser a mesma da a´lgebra A que a conte´m.
De fato, considere como A a a´lgebra das matrizes 2 × 2 com coeficientes
reais, com o produto matricial e unidade [ 1 00 1 ]. Sejam B = {[ a 0a 0 ] : a ∈ R} e
B′ = {[ a 0b 0 ] : a, b ∈ R}, que sa˜o suba´lgebras de A. B tem unidade [ 1 01 0 ] 6=
[ 1 00 1 ] e B
′ na˜o tem unidade, como vemos a seguir. Se B′ tivesse uma
unidade [ c 0d 0 ], enta˜o por causa de [
1 0
1 0 ]·[ c 0d 0 ] = [ c 0c 0 ] e de [ c 0d 0 ]·[ 1 01 0 ] = [ c 0d 0 ],
dever´ıamos ter [ c 0d 0 ] = [
1 0
1 0 ]. Mas [
1 0
0 0 ] · [ 1 01 0 ] = [ 1 00 0 ] 6= [ 1 01 0 ] = [ 1 01 0 ] · [ 1 00 0 ],
uma contradic¸a˜o.
Definic¸a˜o 1.1.11. Seja A uma a´lgebra. Um subespac¸o vetorial I de A e´:
1. um ideal a` esquerda de A se µ(A⊗ I) ⊆ I;
2. um ideal a` direita de A se µ(I ⊗A) ⊆ I;
3. um ideal bilateral de A, ou apenas ideal de A, se µ(A⊗I+I⊗A) ⊆ I,
ou equivalentemente, se µ(A⊗ I) ⊆ I e µ(I ⊗A) ⊆ I.
Definic¸a˜o 1.1.12. Sejam (A, µA, ηA) e (B, µB , ηB) duas a´lgebras. Uma
func¸a˜o K-linear f : A → B e´ um morfismo de K-a´lgebras se os seguintes
diagramas comutarem:
A⊗A f⊗f //
µA

B ⊗B
µB

A
f
// B
A
f // B
K
ηB
88
ηA
ff
µB ◦ (f ⊗ f) = f ◦ µA f ◦ ηA = ηB
Observac¸a˜o 1.1.13. Essa definic¸a˜o tambe´m e´ a traduc¸a˜o em linguagem
categorial da definic¸a˜o usual 3.
3f : A→ B e´ morfismo de a´lgebras se e´ morfismo de ane´is com unidade e de espac¸os
vetoriais.
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O diagrama da esquerda representa o fato de f ser morfismo de ane´is:
µB ◦ (f ⊗ f)(a1 ⊗ a2) = f(a1) · f(a2)
f ◦ µA(a1 ⊗ a2) = f(a1 · a2)
Ja´ o diagrama da direita corresponde ao fato de f preservar a unidade:
f ◦ ηA(1) = f(1A)
ηB(1) = 1B .
Finalizamos essa sec¸a˜o com uma proposic¸a˜o que liga os conceitos de
morfismo, ideais e suba´lgebras.
Proposic¸a˜o 1.1.14. Sejam A e B a´lgebras e f : A → B morfismo de
a´lgebras. Enta˜o:
1. Im(f) e´ suba´lgebra de B;
2. ker(f) e´ ideal de A .
Demonstrac¸a˜o.
1. Im(f) e´ um subespac¸o vetorial de B. Como f◦µA = µB◦(f⊗f), enta˜o
para todos a, b ∈ A, temos µb(f(a)⊗ f(b)) = f(µA(a⊗ b)) ∈ Im(f).
Portanto µB(Im(f)⊗ Im(f)) ⊆ Im(f).
2. ker(f) e´ subespac¸o vetorial de A. Sabemos que
ker(f ⊗ f) = ker(f)⊗A+A⊗ ker(f) .
Temos, enta˜o, que
µB ◦ (f ⊗ f)(ker(f ⊗ f)) = 0
=⇒ f ◦ µA(ker(f ⊗ f)) = 0
=⇒ µA(ker(f ⊗ f)) ⊆ ker(f)
=⇒ µA(ker(f)⊗A+A⊗ Im(f)) ⊆ ker(f) .
Portanto ker(f) e´ ideal de A.
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1.1.3 A´lgebra oposta
Seja A uma a´lgebra. Vamos definir um produto “invertido”, fazendo
µop = µ ◦ τ ,
em que τ : A⊗A→ A⊗A, como visto na definic¸a˜o 1.1.1, e´ o operador de
transposic¸a˜o, dado por τ(a⊗ b) = b⊗a. De forma equivalente, traduzindo
para a notac¸a˜o usual de a´lgebras, estamos definindo o produto oposto
a ·op b = b · a .
Podemos mostrar que (A,µop, η) e´ uma a´lgebra. Quando se considera o
produto oposto na a´lgebra, a a´lgebra e´ denotada por Aop e e´ chamada de
a´lgebra oposta.
Checaremos que a a´lgebra oposta e´ uma a´lgebra. Faremos as contas
apenas usando morfismos, mas e´ igualmente poss´ıvel (e na verdade, mais
fa´cil) fazer as contas aplicando em elementos, para checar as propriedades
de a´lgebra. Para facilitar, vamos estabelecer uma notac¸a˜o conveniente
para trabalhar com os operadores de transposic¸a˜o. Vamos escrever τA,A′
a transposic¸a˜o definida por
τA,A′ : A⊗A′ → A′ ⊗A
a⊗ a′ 7→ a′ ⊗ a ,
e quando na˜o ouver risco de confusa˜o, omitiremos o subscrito.
Vale destacar que para transformac¸o˜es lineares f : A→ B e g : A′ → B′,
tem-se
τB,B′ ◦ (f ⊗ g) = (g ⊗ f) ◦ τA,A′ .
Escreveremos tambe´m τp, com p uma permutac¸a˜o, para referir-nos a, por
exemplo,
τ(1 2 33 2 1)
: A⊗A⊗A→ A⊗A⊗A
a1 ⊗ a2 ⊗ a3 7→ a3 ⊗ a2 ⊗ a1 .
Vamos verificar a comutatividade dos diagramas:
µop ◦ (µop ⊗ Id) = µ ◦ τ ◦ ((µ ◦ τ)⊗ Id)
= µ ◦ (Id⊗ (µ ◦ τ)) ◦ τA⊗A,A
= µ ◦ (Id⊗ µ) ◦ (Id⊗ τ) ◦ τA⊗A,A
= µ ◦ (Id⊗ µ) ◦ τ(1 2 33 2 1)
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µop ◦ (Id⊗ µop) = µ ◦ τ ◦ (Id⊗ (µ ◦ τ))
= µ ◦ ((µ ◦ τ)⊗ Id) ◦ τA,A⊗A
= µ ◦ (µ⊗ Id) ◦ (τ ⊗ Id) ◦ τA,A⊗A
= µ ◦ (µ⊗ Id) ◦ τ(1 2 33 2 1) ,
portanto µop ◦ (µop ⊗ Id) = µop ◦ (Id⊗ µop), e
µop ◦ (η ⊗ Id) ◦ ϕl = µ ◦ τ ◦ (η ⊗ Id) ◦ ϕl
= µ ◦ (Id⊗ η) ◦ τK,A ◦ ϕl
= µ ◦ (Id⊗ η) ◦ ϕr
= Id .
O outro diagrama e´ ana´logo. Note que τK,A ◦ ϕl = ϕr e τA,K ◦ ϕr = ϕl.
1.1.4 A´lgebra quociente
O resultado a seguir fornece uma estrutura de a´lgebra conveniente para
o quociente AI de uma a´lgebra por um ideal.
Proposic¸a˜o 1.1.15. Sejam A a´lgebra, I ⊆ A um ideal e pi : A → AI a
projec¸a˜o canoˆnica, que e´ morfismo de espac¸os vetoriais. Enta˜o existe uma
u´nica estrutura de a´lgebra em AI tal que a projec¸a˜o canoˆnica pi seja um
morfismo de a´lgebras. Essa estrutura de a´lgebra e´ dada por:
a · b = a · b
1A
I
= 1A .
Demonstrac¸a˜o. AI e´ um K-espac¸o vetorial. O produto a ·b = a · b esta´ bem
definido, pois:
a = a′
b = b′
=⇒
ab− a′b′ = ab− ab′ + ab′ − a′b′
= a(b− b′︸ ︷︷ ︸
∈I
) + (a− a′︸ ︷︷ ︸
∈I
)b′ ∈ I =⇒ ab = a′b′ .
A bilinearidade do produto, e a propriedade da unidade decorrem das
mesmas propriedades em A. Portanto AI e´ uma a´lgebra.
Com esse produto e essa unidade, na˜o e´ dif´ıcil verificar que a projec¸a˜o
pi e´ um homomorfismo de a´lgebras.
Agora, vejamos a unicidade. Se • e´ um outro produto em AI que faz
pi ser um morfismo de a´lgebras, enta˜o
a • b = pi(a) • pi(b) = pi(ab) = ab = a · b .
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E se 1′A
I
e´ outra unidade, em relac¸a˜o ao produto • = · , enta˜o
1′A
I
= 1′A
I
· 1A = 1′A
I
• 1A = 1A .
Proposic¸a˜o 1.1.16. Sejam A, B a´lgebras, I ⊆ A ideal e pi : A → AI o
a projec¸a˜o canoˆnica. Se f : A → B e´ um morfismo de a´lgebras tal que
I ⊆ ker(f), enta˜o existe um u´nico morfismo de a´lgebras f : AI → B tal que
o diagrama abaixo comuta:
A
f //
pi
&&
B
A
I
f
OO
f ◦ pi = f .
Demonstrac¸a˜o. Considere
f : AI → B
a 7→ f(a) .
Como I ⊆ ker(f), f esta´ bem definida:
a = b =⇒ a− b ∈ I ⊆ ker(f) =⇒ f(a− b) = 0
=⇒ f(a) = f(b) =⇒ f(a) = f(b) .
Ale´m disso, na˜o e´ dif´ıcil checar que f e´ morfismo de a´lgebras. Isso decorre
de f ser morfismo, e da estrutura de a´lgebra vista no teorema anterior. O
produto, por exemplo, fica, para quaisquer a, b ∈ AI ,
f(ab) = f(ab) = f(ab) = f(a)f(b) = f(a)f(b) .
Por construc¸a˜o, temos f ◦ pi = f .
Resta apenas verificar a unicidade da f . Se g : AI → B for outro mor-
fismo de a´lgebras com g ◦ pi = f , enta˜o
g(a) = g ◦ pi(a) = f(a) = f(a)
para todo a ∈ AI . Portanto g = f e a unicidade fica provada.
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Corola´rio 1.1.17. Sejam A, B a´lgebras e f : A → B morfismo de a´lge-
bras. Enta˜o
f :
A
ker(f)
→ Im(f)
a 7→ f(a)
e´ isomorfismo de a´lgebras, e portanto
A
ker(f)
∼= Im(f) .
Demonstrac¸a˜o. Basta considerar I = ker(f) na proposic¸a˜o anterior, para
obter que f e´ morfismo de a´lgebras. Para mostrar que e´ bijec¸a˜o, basta
notar que a sobrejetividade e´ imediata, e que a injetividade vem de
f(a) = 0 =⇒ f(a) = 0 =⇒ a ∈ ker(f) =⇒ a = 0 =⇒ a ∈ ker(f) .
1.1.5 A´lgebra do produto tensorial
Sejam A e B duas a´lgebras. Temos que A⊗B e´ um espac¸o vetorial, o
qual pode-se dar uma estrutura de a´lgebra a partir das estruturas de A e
B. Defina
µA⊗B = (µA ⊗ µB) ◦ (IdA ⊗ τB,A ⊗ IdB)
ηA⊗B = (ηA ⊗ ηB) ◦∆K ,
em que as transformac¸o˜es lineares ∆K e τB,A sa˜o dadas por:
∆K : K→ K⊗K
∆K(λ) = λ(1K ⊗ 1K)
τB,A : B ⊗A→ A⊗B
τB,A(b⊗ a) = a⊗ b .
Em termos de elementos, temos
(a⊗ b) · (a′ ⊗ b′) = (a · a′)⊗ (b · b′) ∀a, a′ ∈ A, ∀b, b′ ∈ B
1A⊗B = 1A ⊗ 1B .
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Vamos mostrar a comutatividade dos diagramas da associatividade e da
unidade:
µA⊗B ◦ (IdA⊗B ⊗ µA⊗B)
= µA⊗B ◦
(
IdA ⊗ IdB ⊗
(
(µA ⊗ µB) ◦ (IdA ⊗ τ ⊗ IdB)
))
= (µA ⊗ µB) ◦ (IdA ⊗ τB,A ⊗ IdB) ◦
◦ (IdA ⊗ IdB ⊗ µA ⊗ µB) ◦ (IdA ⊗ IdB ⊗ IdA ⊗ τB,A ⊗ IdB)
= (µA ⊗ µB) ◦ (IdA ⊗ µA ⊗ IdB ⊗ µB) ◦
◦ (IdA ⊗ τB,A⊗A ⊗ IdB⊗B) ◦ τ(1 2 3 4 5 61 2 3 5 4 6)
= (µA ⊗ µB) ◦ (IdA ⊗ µA ⊗ IdB ⊗ µB) ◦
◦ τ(1 2 3 4 5 61 3 4 2 5 6) ◦ τ(1 2 3 4 5 61 2 3 5 4 6)
= (µA ⊗ µB) ◦ (IdA ⊗ µA ⊗ IdB ⊗ µB) ◦ τ(1 2 3 4 5 61 3 5 2 4 6)
µA⊗B ◦ (µA⊗B ⊗ IdA⊗B)
= µA⊗B ◦
((
(µA ⊗ µB) ◦ (IdA ⊗ τ ⊗ IdB)
)⊗ IdA ⊗ IdB)
= (µA ⊗ µB) ◦ (IdA ⊗ τB,A ⊗ IdB) ◦
◦ (µA ⊗ µB ⊗ IdA ⊗ IdB) ◦ (IdA ⊗ τB,A ⊗ IdB ⊗ IdA ⊗ IdB)
= (µA ⊗ µB) ◦ (µA ⊗ IdA ⊗ µB ⊗ IdB) ◦
◦ (IdA⊗A ⊗ τB⊗B,A ⊗ IdB) ◦ τ(1 2 3 4 5 61 3 2 4 5 6)
= (µA ⊗ µB) ◦ (µA ⊗ IdA ⊗ µB ⊗ IdB) ◦
◦ τ(1 2 3 4 5 61 2 5 3 4 6) ◦ τ(1 2 3 4 5 61 3 2 4 5 6)
= (µA ⊗ µB) ◦ (IdA ⊗ µA ⊗ IdB ⊗ µB) ◦ τ(1 2 3 4 5 61 3 5 2 4 6) .
Portanto µA⊗B ◦ (µA⊗B⊗ IdA⊗B) = µA⊗B ◦ (IdA⊗B⊗µA⊗B). Quanto aos
diagramas da counidades, temos:
µA⊗B ◦ (ηA⊗B ⊗ IdA⊗B) ◦ ϕl A⊗B
= (µA ⊗ µB) ◦ (IdA ⊗ τB,A ⊗ IdB) ◦
◦
((
(ηA ⊗ ηB) ◦∆K
)⊗ IdA ⊗ IdB) ◦ ϕl A⊗B
= (µA ⊗ µB) ◦ (IdA ⊗ τB,A ⊗ IdB) ◦
◦ (ηA ⊗ ηB ⊗ IdA ⊗ IdB) ◦ (∆K ⊗ IdA ⊗ IdB) ◦ ϕl A⊗B
16 Cap´ıtulo 1. A´lgebras, coa´lgebras e bia´lgebras
= (µA ⊗ µB) ◦ (ηA ⊗ IdA ⊗ ηB ⊗ IdB) ◦
◦ (IdK ⊗ τK,A ⊗ IdB) ◦ (∆K ⊗ IdA ⊗ IdB) ◦ ϕl A⊗B
= (µA ⊗ µB) ◦ (ηA ⊗ IdA ⊗ ηB ⊗ IdB) ◦ (ϕl A ⊗ ϕl B)
= IdA ⊗ IdB = IdA⊗B .
O outro diagrama e´ ana´logo. Note que
(IdK ⊗ τK,A ⊗ IdB) ◦ (∆K ⊗ IdA ⊗ IdB) ◦ ϕl A⊗B = ϕl A ⊗ ϕl B
(IdA ⊗ τB,K ⊗ IdK) ◦ (IdA ⊗ IdB ⊗∆K) ◦ ϕr A⊗B = ϕr A ⊗ ϕr B ,
o que se observa aplicando em um elemento de A⊗B.
1.1.6 A´lgebra livre
No contexto de espac¸os vetoriais e´ poss´ıvel definir o espac¸o vetorial
livre gerado por um conjunto de elementos, digamos S, que e´, enta˜o, base
do espac¸o. Esse espac¸o vetorial livre e´ constitu´ıdo de combinac¸o˜es lineares
finitas (formais) de elementos de S com coeficientes em K, que podemos
escrever como
∑
s∈S ass ou (as)s∈S , com os as’s escalares em K.
E´ poss´ıvel fazer o mesmo no contexto das a´lgebras e definir a a´lgebra
livre gerada por um conjunto S. Como ale´m da estrutura de espac¸o ve-
torial devemos ter tambe´m uma multiplicac¸a˜o, na˜o e´ suficiente considerar
so´ somas formais da forma
∑
s∈S ass. A ideia e´ considerar as palavras
formadas de finitos s´ımbolos de S, como s1 . . . sn, e considerar o produto
como sendo a concatenac¸a˜o de palavras
s1 . . . sn · r1 . . . rm = s1 . . . snr1 . . . rm ,
com s1, . . . , sn, r1, . . . , rm ∈ S. Temos, assim, a seguinte definic¸a˜o:
Definic¸a˜o 1.1.18. A a´lgebra das palavras gerada pelo conjunto S, deno-
tada por K{S}, e´ o espac¸o vetorial livre gerado pelas palavras finitas em
S
K{S} =
{
n∑
i=1
aiwi | n ∈ N, a1, . . . , an ∈ K, wi = s1 . . . sni
}
,
com o produto dado pela concatenac¸a˜o de palavras (e estendido por dis-
tributividade) e unidade dada pela palavra vazia, denotada por 1.
Na˜o e´ dif´ıcil ver que a a´lgebra das palavras e´, de fato, uma a´lgebra.
Agora damos uma definic¸a˜o em termos de uma propriedade universal:
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Definic¸a˜o 1.1.19. A a´lgebra livre gerada por S e´ o par (LS , iS) em que:
1. LS e´ uma a´lgebra;
2. iS : S → L e´ uma func¸a˜o;
3. vale a propriedade universal: dadas uma a´lgebra A e uma func¸a˜o
f : S → A, existe u´nico morfismo de a´lgebras f : LS → A tal que o
diagrama a seguir comuta:
S
f //
iS
&&
A
LS
f
OO
f ◦ iS = f .
Veremos que a a´lgebra de palavras definida acima e´ uma a´lgebra livre.
Proposic¸a˜o 1.1.20. K{S} com a inclusa˜o canoˆnica iS : S → K{S} e´ uma
a´lgebra livre. Ale´m disso, a a´lgebra livre e´ u´nica a menos de isomorfismo.
Demonstrac¸a˜o. Vamos mostrar a propriedade universal. Sejam A uma
a´lgebra e f : S → A uma func¸a˜o. Defina f : K{S} → A por
f(1) = 1A
f(s1 . . . sn) = f(s1) . . . f(sn) ,
para toda palavra s1 . . . sn, e estendida por linearidade. Em consequeˆncia
da definic¸a˜o de f , o mesmo e´ um morfismo de a´lgebras. Como f(s) = f(s)
para todo s ∈ S (a` esquerda da igualdade, s e´ visto como palavra de
uma letra so´), temos que f ◦ iS = f . Ale´m disso, f e´ u´nico. Seja outro
morfismo de a´lgebras g : K{S} → A tal que g ◦ iS = f . Enta˜o, para todos
s1, . . . , sn ∈ K{S}, temos
g(s1 . . . sn) = g(s1) . . . g(sn) = f(s1) . . . f(sn) = f(s1 . . . sn) .
Resulta que g = f , ja´ que sa˜o iguais nos elementos da base.
Resta verificar a unicidade da a´lgebra livre (K{S}, iS). Seja (M,h)
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outra a´lgebra livre gerada por S. Usando a propriedade universal, temos:
S
h //
iS ''
M
K{S}
h
OO S
iS //
h
''
K{S}
M
iS
OO
∃h : h ◦ iS = h ∃iS : iS ◦ h = iS .
Dessa forma, temos que
h = h ◦ iS ◦ h
iS = iS ◦ h ◦ iS ,
Portanto
S
iS //
iS
''
K{S}
K{S}
Id, iS◦h
OO
S
h //
h
&&
M
M
Id, h◦iS
OO
e, pela unicidade, temos que Id = iS ◦ h e Id = h ◦ iS . Assim, h e iS sa˜o
isomorfismos entre M e K{S}.
Proposic¸a˜o 1.1.21. Seja A uma a´lgebra. Enta˜o A e´ o quociente de uma
a´lgebra livre por um ideal. Mais especificamente, A ∼= K{S}I , em que S ⊆
A e´ um conjunto gerador e I e´ o nu´cleo do u´nico morfismo de a´lgebras
i : K{S} → A tal que i(s) = s, para todo s ∈ S.
Em particular, fazendo S = A, temos A ∼= K{A}I para um ideal I ⊆
K{A}.
Demonstrac¸a˜o. Seja S um conjunto gerador de A como espac¸o vetorial, e
i : S → A inclusa˜o canoˆnica. Pela propriedade universal da a´lgebra livre
K{S}, existe u´nico morfismo de a´lgebras i : K{S} → A tal que i ◦ iS = i,
isto e´, i(s) = i(s) = s para todo s ∈ S. Temos que i e´ sobrejetora, pois
todo a ∈ A pode ser escrito como
a =
∑
s∈S
λss =
∑
s∈S
λsi(s) =
∑
s∈S
λsi(s) = i
(∑
s∈S
λss︸ ︷︷ ︸
∈K{S}
)
.
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Portanto temos o isomorfismo de a´lgebras
A = Im(f) ∼= K{S}
I
com I = ker(¯i).
1.1.7 A´lgebra tensorial
Na a´lgebra livre se constro´i uma a´lgebra partindo de um conjunto, e
essa a´lgebra satisfaz uma propriedade universal. E´ poss´ıvel fazer algo pa-
recido a partir de um espac¸o vetorial; obtemos a a´lgebra tensorial. Vamos
comec¸ar por uma definic¸a˜o baseada numa propriedade universal.
Definic¸a˜o 1.1.22. Seja V um espac¸o vetorial. Uma a´lgebra tensorial e´
um par (TV , iV ), em que:
1. TV e´ uma a´lgebra;
2. iV : V → TV e´ uma transformac¸a˜o linear;
3. vale a propriedade universal: dadas A a´lgebra e f : V → A transfor-
mac¸a˜o linear, existe u´nico morfismo de a´lgebras f : TV → A tal que
o diagrama comuta:
V
f //
iV
&&
A
TV
f
OO
f ◦ iV = f .
Tentaremos, enta˜o, construir uma a´lgebra que satisfac¸a essa proprie-
dade universal. A construc¸a˜o e´ parecida com a da a´lgebra de palavras.
Vamos precisar de um produto que funcione como uma concatenac¸a˜o; um
candidato que funciona e´ o produto tensorial.
Definic¸a˜o 1.1.23. Seja V um espac¸o vetorial. Defina:
V ⊗0 := K ,
V ⊗1 := V ,
V ⊗n := V ⊗ . . .⊗ V , o produto tensorial n vezes.
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Agora defina T (V ) e iV por:
T (V ) :=
{
n∑
i=1
λiwi | n ∈ N, λi ∈ K, wi = vi,1 ⊗ . . .⊗ vi,ni
}
=
∞⊕
n=0
V ⊗n
iV : V → T (V )
v 7→ v = (vδn,1)∞n=0 .
A notac¸a˜o
∑n
i=1 λiwi representa uma soma formal de tensores elementares
wi; podemos pensar como uma sequeˆncia em n ∈ N de (somas de) tensores
de grau n em V ⊗n, tal que apenas uma quantidade finita de entradas e´
na˜o-nula.
Frequentemente consideramos K, V, V ⊗n ⊆ ⊕∞n=0 V ⊗n via incluso˜es
canoˆnicas. Enta˜o escrevemos, por exemplo, v ∈ V para denotar um ele-
mento da forma (vδ1,n)
∞
n=0 ∈
⊕∞
n=0 V
⊗n.
Agora defina um produto em T (V ) dado pelo produto tensorial
(u1 ⊗ . . .⊗ um)⊗ (v1 ⊗ . . .⊗ vn) = u1 ⊗ . . .⊗ um ⊗ v1 ⊗ . . .⊗ vn
e estendido linearmente.
Na˜o e´ dif´ıcil checar que T (V ) e´ uma a´lgebra. Ale´m disso, esta sera´ a
a´lgebra tensorial no sentido da definic¸a˜o 1.1.22.
Proposic¸a˜o 1.1.24. (T (V ), iV ) definidos acima formam uma a´lgebra ten-
sorial.
Demonstrac¸a˜o. Sejam A uma a´lgebra e f : V → A uma transformac¸a˜o
linear. Seja {eλ}λ∈Λ base de V .
Defina, para n ∈ N, f˜n : V × . . .× V︸ ︷︷ ︸
n vezes
→ A por
f˜n(eλ1 , . . . , eλn) = f(eλ1) . . . f(eλn)
e estenda linearmente em cada entrada. Como f˜ e´ n-linear, pela propri-
edade universal do produto tensorial, existe u´nica transformac¸a˜o linear
fn : V
⊗n → A dada por
fn(eλ1 ⊗ . . .⊗ eλn) = f(eλ1) . . . f(eλn)
Defina tambe´m f0 : V
⊗0 = K→ A por f0(α) = α1A.
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Por propriedade da soma direta, existe u´nica transformac¸a˜o linear
f¯ :
⊕∞
n=0 V
⊗n → A dada por4:
f¯
(∑
n
∑
λ1...λn
αλ1...λn eλ1 ⊗ · · · ⊗ eλn
)
=
∑
n
∑
λ1...λn
αλ1...λnfn(eλ1 ⊗ · · · ⊗ eλn)
= α1A +
∑
n≥1
∑
λ1...λn
αλ1...λnf(eλ1) . . . f(eλn) .
f¯ e´ morfismo de a´lgebras, pois:
f¯
(∑
n
∑
λ1...λn
αλ1...λn eλ1 ⊗ · · · ⊗ eλn
)
⊗
(∑
n′
∑
λ′1...λ
′
n′
βλ′1...λ′n′
eλ′1 ⊗ · · · ⊗ eλ′n
)
= f¯
∑
n,n′
∑
λ1...λn
λ′
1
...λ′
n′
αλ1...λnβλ′1...λ′n′
eλ1 ⊗ · · · ⊗ eλn ⊗ eλ′1 ⊗ · · · ⊗ eλ′n′

=
∑
n,n′
∑
λ1...λn
λ′
1
...λ′
n′
αλ1...λnβλ′1...λ′n′
f(eλ1) . . . f(eλn)f(eλ′1) . . . f(eλ′n′
)
=
(∑
n
∑
λ1...λn
αλ1...λn f(eλ1) . . . f(eλn)
)(∑
n′
∑
λ′1...λ
′
n′
βλ′1...λ′n′
f(eλ′1) . . . f(eλ′n′
)
)
= f¯
(∑
n
∑
λ1...λn
αλ1...λn eλ1 ⊗ · · · ⊗ eλn
)
f¯
(∑
n′
∑
λ′1...λ
′
n′
βλ′1...λ′n′
eλ′1 ⊗ · · · ⊗ eλ′n′
)
.
Ale´m disso, temos que f¯ ◦ iV = f . De fato, para todo v ∈ V , escreva
v =
∑
λ αλeλ como combinac¸a˜o linear dos vetores da base acima. Temos:
f¯(v) = f¯
(∑
λ
αλeλ
)
=
∑
λ
αλf(eλ) = f
(∑
λ
αλeλ
)
= f(v) .
Por fim, f¯ e´ u´nico com essa propriedade. Se existisse outro morfismo
4Considera-se que para n = 0, a expressa˜o eλ1 ⊗ · · · ⊗ eλn significa 1K.
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de a´lgebras g¯ :
⊕∞
n=0 V
⊗n → A com g¯ ◦ iV = f , ter´ıamos
g¯
(∑
n
∑
λ1...λn
αλ1...λn eλ1 ⊗ · · · ⊗ eλn
)
=
∑
n
∑
λ1...λn
αλ1...λn g¯(eλ1) . . . g¯(eλn)
=
∑
n
∑
λ1...λn
αλ1...λnf(eλ1) . . . f(eλn)
= f¯
(∑
n
∑
λ1...λn
αλ1...λn eλ1 ⊗ · · · ⊗ eλn
)
.
Enta˜o g¯ = f¯ .
Proposic¸a˜o 1.1.25. Seja A uma a´lgebra. Enta˜o A e´ o quociente de uma
a´lgebra tensorial por um ideal.
Mais especificamente, A ∼= T (A)I , em que A visto como espac¸o vetorial e
I e´ o nu´cleo do u´nico morfismo de a´lgebras i : T (A)→ A tal que i(a) = a,
para todo a ∈ A
Demonstrac¸a˜o. Considere A a´lgebra e i = Id: A→ A linear. Pela propri-
edade universal da a´lgebra tensorial, existe u´nico morfismo de a´lgebras i¯
tal que i¯(a) = a, para todo a ∈ A. E´ imediato que i¯ e´ sobrejetora. Enta˜o
temos o isomorfismo de a´lgebras
T (A)
I
∼= Im(¯i) = A ,
com I = ker(¯i).
1.2 Coa´lgebras
Nesta sec¸a˜o dualizaremos o conceito de a´lgebra. Obteremos as coa´lge-
bras, com toda a estrutura que a acompanha ana´loga a` das a´lgebras. A
dualizac¸a˜o corresponde ao seguinte: ao escrevemos uma propriedade em
termos de diagramas comutativos, a propriedade dual e´ obtida invertendo-
se as flechas nos diagramas.
1.2.1 Definic¸a˜o e exemplos
Definic¸a˜o 1.2.1. Uma K-coa´lgebra e´ uma tripla (C,∆, ε), em que
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1. C e´ um K-espac¸o vetorial;
2. ∆: C → C ⊗ C e ε : C → K sa˜o transformac¸o˜es lineares;
3. e os diagramas a seguir comutam:
C
∆ //
∆

C ⊗ C
Id⊗∆

C ⊗ C
∆⊗Id
// C ⊗ C ⊗ C
C
∆

C ⊗K
ϕ−1r
∼=
99
K⊗ C
ϕ−1
l
∼=
ee
C ⊗ C
Id⊗ε
ee
ε⊗Id
99
(Id⊗∆) ◦∆ = (∆⊗ Id) ◦∆ ϕ
−1
l ◦ (ε⊗ Id) ◦∆ = Id
ϕ−1r ◦ (Id⊗ ε) ◦∆ = Id ,
em quem ϕl, ϕr sa˜o as mesmas da definic¸a˜o 1.1.1, e suas inversas sa˜o
dadas por
ϕ −1l : K⊗ C → C
ϕ −1r : C ⊗K→ C ,
com ϕ −1l (1K ⊗ c) = c e ϕ −1r (c⊗ 1K) = c para todo c ∈ C.
Ale´m disso, diz-se que a K-coa´lgebra e´ cocomutativa se o seguinte dia-
grama comutar:
C
∆
ww
∆
''
C ⊗ C
τ
// C ⊗ C
τ ◦∆ = ∆ .
Para simplificar a notac¸a˜o, muitas vezes enunciamos que C e´ uma coa´l-
gebra e fica impl´ıcito o corpo K. E os morfismos do coproduto e da couni-
dade sera˜o usualmente denotados por ∆ e ε, ou ∆C e εC se houver risco de
confusa˜o. Frequentemente definimos ∆ e ε apenas nos elementos da base;
fica impl´ıcito, enta˜o, que sa˜o estendidas a transformac¸o˜es lineares em todo
o espac¸o C.
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Proposic¸a˜o 1.2.2. A counidade e´ u´nica. Isto e´, se (C,∆, ε) e (C,∆, ε′)
sa˜o coa´lgebras, enta˜o ε = ε′.
Demonstrac¸a˜o. Primeiramente, note que para todo f : C → K, temos:
f ◦ ϕ−1l = µK ◦ (IdK ⊗ f)
f ◦ ϕ−1r = µK ◦ (f ⊗ IdK) .
De fato, mostra-se que sa˜o iguais aplicando em elementos c⊗ 1K e 1K ⊗ c
respectivamente, com c ∈ C. Obte´m-se f(c) nos dois lados, nas duas
equac¸o˜es.
Assim, temos:
ε′ = ε′ ◦ IdC
= ε′ ◦ ϕ−1l ◦ (ε⊗ IdC) ◦∆
= µK ◦ (IdK ⊗ ε′) ◦ (ε⊗ IdC) ◦∆
= µK ◦ (ε⊗ ε′) ◦∆
ε = ε ◦ IdC
= ε ◦ ϕ−1r ◦ (IdC ⊗ ε′) ◦∆
= µK ◦ (ε⊗ IdK) ◦ (IdC ⊗ ε′) ◦∆
= µK ◦ (ε⊗ ε′) ◦∆
Logo ε = ε′.
Veremos alguns exemplos de coa´lgebras a seguir. Neste mesmo cap´ı-
tulo, em outra sec¸a˜o, sera˜o apresentadas outras construc¸o˜es envolvendo
coa´lgebras.
Exemplo 1.2.3 (K e´ uma coa´lgebra). O corpo K e´ uma coa´lgebra com
coproduto e counidade dados por
∆K(α) = α(1K ⊗ 1K)
εK(α) = α .
Exemplo 1.2.4 (Uma estrutura de coa´lgebra para qualquer espac¸o veto-
rial). Seja V um espac¸o vetorial. Defina as transformac¸o˜es lineares
∆: V → V ⊗ V
v 7→ v ⊗ v
ε : V → K
v 7→ 1K .
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Checamos abaixo a comutatividade dos diagramas de coa´lgebra:
(Id⊗∆) ◦∆(v) = v ⊗ v ⊗ v = (∆⊗ Id) ◦∆(v)
ϕ −1l ◦ (ε⊗ Id) ◦∆(v) = ε(v)v = 1Kv = v
ϕ −1r ◦ (Id⊗ ε) ◦∆(v) = vε(v) = v1K = v .
Dessa forma, V e´ uma coa´lgebra com a estrutura acima.
Exemplo 1.2.5 (Coa´lgebra da poteˆncia dividida). Seja V um espac¸o veto-
rial com base {cm}∞m=0. Defina as transformac¸o˜es lineares ∆: V → V ⊗ V
e ε : V → K por:
ε(cm) = δ0,m
∆(cm) =
m∑
i=0
ci ⊗ cm−i
= c0 ⊗ cm + c1 ⊗ cm−1 + . . .+ cm ⊗ c0
=
∑
i+ j = m
i, j ≥ 0
ci ⊗ cj .
Vamos conferir a comutatividade dos diagramas de coa´lgebra. Basta fazer
isso para os elementos da base:
(∆⊗ Id) ◦∆(cm) =
∑
j+l=m
(∆⊗ Id)(cj ⊗ cl)
=
∑
j+l=m
∑
i+k=j
ci ⊗ ck ⊗ cl
=
∑
i+k+l=m
ci ⊗ ck ⊗ cl
(Id⊗∆) ◦∆(cm) =
∑
i+j=m
(Id⊗∆)(ci ⊗ cj)
=
∑
i+j=m
∑
k+l=j
ci ⊗ ck ⊗ cl
=
∑
i+k+l=m
ci ⊗ ck ⊗ cl
=⇒ (∆⊗ Id) ◦∆(cm) = (Id⊗∆) ◦∆(cm)
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ϕ −1l ◦ (ε⊗ Id) ◦∆(cm) = ϕ −1l ◦ (ε⊗ Id)
(
m∑
i=0
ci ⊗ cm−i
)
=
m∑
i=0
ε(ci) · cm−i
=
m∑
i=0
δ0,i · cm−i
= cm
ϕ −1r ◦ (Id⊗ ε) ◦∆(cm) = ϕ −1l ◦ (Id⊗ ε)
(
m∑
i=0
ci ⊗ cm−i
)
=
m∑
i=0
ci · ε(cm−i)
=
m∑
i=0
ci · δ0,m−i
= cm .
Portanto V e´ uma coa´lgebra. Com essa estrutura, V e´ chamada coa´lgebra
da poteˆncia dividida.
Exemplo 1.2.6 (Coa´lgebra das matrizes). Denote por M cn um espac¸o
vetorial de dimensa˜o n2 e base {eij : 1 ≤ i, j ≤ n}. Defina o coproduto e a
counidade nos elementos da base por:
∆: M cn →M cn ⊗M cn ε : M cn → K
∆(eij) =
∑n
p=1 eip ⊗ epj ε(eij) = δi,j .
Vamos verificar a comutatividade dos diagramas. Novamente, como se
tratam de transformac¸o˜es lineares, basta conferir para os elementos da
base.
(∆⊗ Id) ◦∆(eij) =
n∑
p=1
(∆⊗ Id)(eip ⊗ epj)
=
n∑
p=1
n∑
q=1
eiq ⊗ eqp ⊗ epj
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(Id⊗∆) ◦∆(eij) =
n∑
q=1
(Id⊗∆)(eiq ⊗ eqj)
=
n∑
q=1
n∑
p=1
eiq ⊗ eqp ⊗ epj
=⇒ (∆⊗ Id) ◦∆ = (Id⊗∆) ◦∆ .
Ale´m disso, temos:
ϕ −1l ◦ (ε⊗ Id) ◦∆(eij) = ϕ −1l ◦ (ε⊗ Id)
(
n∑
p=1
eip ⊗ epj
)
=
n∑
p=1
ε(eip) · epj
=
n∑
p=1
δi,p · epj
= eij ,
ϕ −1r ◦ (Id⊗ ε) ◦∆(eij) = ϕ −1l ◦ (Id⊗ ε)
(
n∑
p=1
eip ⊗ epj
)
=
n∑
p=1
eip · ε(epj)
=
n∑
p=1
eip · δp,j
= eij .
1.2.2 Notac¸a˜o de Sweedler
A notac¸a˜o de Sweedler e´ uma maneira abreviada de se escrever o copro-
duto. Nessa notac¸a˜o, escreve-se o elemento ∆(c) =
∑n
i=1 c1,i⊗c2,i ∈ C⊗C
como
∆(c) =
∑
c
c(1) ⊗ c(2)
A´s vezes escreve-se tambe´m ∆(c) = c(1) ⊗ c(2) ou mesmo ∆(c) = c1 ⊗ c2
para abreviar, quando na˜o ha´ confusa˜o.
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Devido a` coassociatividade, os elementos de C ⊗ C ⊗ C
(∆⊗ Id) ◦∆(c) =
∑
c
∑
c(1)
c(1)(1) ⊗ c(1)(2) ⊗ c(2)
(Id⊗∆) ◦∆(c) =
∑
c
∑
c(2)
c(1) ⊗ c(2)(1) ⊗ c(2)(2)
sa˜o iguais, e na notac¸a˜o de Sweedler, sa˜o ambos escritos como
∆2(c) =
∑
c
c(1) ⊗ c(2) ⊗ c(3)
em que ∆2 = (∆⊗ Id) ◦∆ = (Id⊗∆) ◦∆.
Da mesma forma, usamos a coassociatividade diversas vezes e obtemos
∆3 : = (∆⊗ Id⊗ Id) ◦ (∆⊗ Id) ◦∆
= (Id⊗∆⊗ Id) ◦ (∆⊗ Id) ◦∆
= (∆⊗ Id⊗ Id) ◦ (Id⊗∆) ◦∆
= (Id⊗∆⊗ Id) ◦ (Id⊗∆) ◦∆
= (Id⊗ Id⊗∆) ◦ (Id⊗∆) ◦∆
= (Id⊗ Id⊗∆) ◦ (∆⊗ Id) ◦∆ ,
enta˜o todos esses 6 morfismos, em que o ∆ aparece 3 vezes, sa˜o iguais. E
o elemento ∆3(c) e´ denotado por
∆3(c) =
∑
c
c(1) ⊗ c(2) ⊗ c(3) ⊗ c(4) .
Defina
∆1 : = ∆
∆n+1 : = (∆⊗ Idn) ◦∆n
para n ≥ 1 e Idn = Id ⊗ . . . ⊗ Id (n vezes, e se n = 0, entende-se que o
termo Idn desaparece da expressa˜o). Pode-se mostrar por induc¸a˜o que e´
poss´ıvel reescrever ∆n trocando a posic¸a˜o em que os ∆’s aparecem, como
fizemos com ∆3.
Proposic¸a˜o 1.2.7. Vale a coassociatividade generalizada:
1. ∆n+1 = (Id
p ⊗∆⊗ Idn−p) ◦∆n, ∀p = 0, 1, . . . , n, ∀n ≥ 1
2. ∆n+1 = (∆n ⊗ Id) ◦∆, ∀n ≥ 1
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3. ∆n = (Id
m ⊗∆i ⊗ Idn−i−m) ◦∆n−i ,
∀n ≥ 2, ∀i = 1 . . . n− 1, ∀m = 0, . . . n− i .
Demonstrac¸a˜o.
1. O caso p = 0 e´ a definic¸a˜o de ∆n+1. O caso n = 1 segue da coas-
sociatividade ∆2 = (∆ ⊗ Id) ◦∆ = (Id⊗∆) ◦∆. Assumimos que a
fo´rmula vale para n− 1, com n ≥ 2. Isto e´,
(HI) ∆n = (Id
p ⊗∆⊗ Idn−1−p) ◦∆n , ∀p = 0, 1, . . . , n− 1 .
Seja p entre 1 e n. Provaremos a fo´rmula para n. Temos p− 1 entre
0 e n− 1, e vale:
(Idp ⊗∆⊗ Idn−p) ◦∆n
= (Idp ⊗∆⊗ Idn−p) ◦ (Idp−1 ⊗∆⊗ Idn−p) ◦∆n−1
=
(
Idp−1 ⊗ (Id⊗∆)⊗ Idn−p) ◦ (Idp−1 ⊗∆⊗ Idn−p) ◦∆n−1
=
(
Idp−1 ⊗ ((Id⊗∆) ◦∆)⊗ Idn−p) ◦∆n−1
=
(
Idp−1 ⊗ ((∆⊗ Id) ◦∆)⊗ Idn−p) ◦∆n−1
= (Idp−1 ⊗∆⊗ Idn−(p−1)) ◦ (Idp−1 ⊗∆⊗ Idn−p) ◦∆n−1
= (Idp−1 ⊗∆⊗ Idn−(p−1)) ◦∆n .
Repetimos essa conta para qualquer p′ entre 1 e p. Aplicando o
resultado acima para p′ = p, p′ = p − 1, . . ., p′ = 1, conseguimos
trazemos o ∆ a` esquerda da composic¸a˜o para a esquerda das Id’s ate´
obtermos:
(Idp ⊗∆⊗ Idn−p) ◦∆n = (Idp−1 ⊗∆⊗ Idn−(p−1)) ◦∆n
= (Idp−2 ⊗∆⊗ Idn−(p−2)) ◦∆n
...
= (Id1 ⊗∆⊗ Idn−1) ◦∆n
= (∆⊗ Idn) ◦∆n
= ∆n+1 .
Portanto, o item 1. fica provado.
2. Vamos provar por induc¸a˜o em n. O caso n = 1 recai na coassociati-
vidade. Suponha va´lido para n− 1, com n ≥ 2, isto e´,
(HI) ∆n = (∆n−1 ⊗ Id) ◦∆ .
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O caso n fica:
∆n+1 = (∆⊗ Idn) ◦∆n
(HI)
= (∆⊗ Idn) ◦ (∆n−1 ⊗ Id) ◦∆
= (∆⊗ Idn−1 ⊗ Id) ◦ (∆n−1 ⊗ Id) ◦∆
=
(
((∆⊗ Idn−1) ◦∆n−1)⊗ Id
) ◦∆
def.
= (∆n ⊗ Id) ◦∆ .
3. Seja n ≥ 2 fixo. Vamos provar, por induc¸a˜o em i, que a igualdade
vale para qualquer m = 0, . . . , n − 1. De fato, para i = 1, reca´ımos
no item 1. desta proposic¸a˜o. Assumimos que a igualdade seja va´lida
para i− 1, com i ≥ 2:
(HI) ∆n =
(
Idm ⊗∆i−1 ⊗ Idn−i−m+1
) ◦∆n−i+1 .
Provamos agora que vale para i. Seja m entre 0 e n− i. Temos
∆n
(HI)
= (Idm ⊗∆i−1 ⊗ Idn−i−m+1) ◦∆n−i+1
1.
= (Idm ⊗∆i−1 ⊗ Idn−i−m+1) ◦ (Idm ⊗∆⊗ Idn−i−m) ◦∆n−i
= (Idm ⊗∆i−1 ⊗ Id⊗ Idn−i−m) ◦ (Idm ⊗∆⊗ Idn−i−m) ◦∆n−i
=
(
Idm ⊗ ((∆i−1 ⊗ Id) ◦∆)⊗ Idn−i−m
) ◦∆n−i
2.
= (Idm ⊗∆i ⊗ Idn−i−m) ◦∆n−i ,
e isso conclui a induc¸a˜o.
Essa proposic¸a˜o (item 3. aplicado a m− 1) nos permite escrever:∑
c
c(1) ⊗ . . .⊗ c(n)
= ∆n(c)
= (Idm−1 ⊗∆i−1 ⊗ Idn−i−(m−1)) ◦∆n−i(c)
= (Idm−1 ⊗∆i−1 ⊗ Idn−i−m+1)
(∑
c
c(1) ⊗ . . .⊗ c(m) ⊗ . . .⊗ c(n−i)
)
=
∑
c
∑
c(m)
c(1) ⊗ . . .⊗ c(m−1) ⊗ c(m)(1) ⊗ . . .
. . .⊗ c(m)(i) ⊗ c(m+1) ⊗ . . .⊗ c(n−i) ,
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com 1 ≤ i− 1 ≤ n e 0 ≤ m− 1 ≤ n− i.
Assim, se temos uma expressa˜o envolvendo c(1), . . . , c(n) (resultante
da composic¸a˜o de uma transformac¸a˜o linear com ∆n−1), podemos rees-
crever os s´ımbolos c(i)’s mantendo c(1), . . . , c(m−1) como esta˜o, trocando
c(m), . . . , c(m+i) por c(m)(1), . . . , c(m)(i) e trocando c(m+i+1), . . . , c(n) por
c(m+1), . . . , c(n−i).
Com isso, podemos reescrever expresso˜es envolvendo
∆n−1(c) =
∑
c
c(1) ⊗ . . .⊗ c(n) ,
como por exemplo:∑
c
ε(c(1))c(2)ε(c(3))
= ϕ −1l ◦ (Id⊗ ϕ −1r ) ◦ (ε⊗ Id⊗ ε)
(∑
c
c(1) ⊗ c(2) ⊗ c(3)
)
= ϕ −1l ◦ (Id⊗ ϕ −1r ) ◦ (ε⊗ Id⊗ ε)
∑
c,c(2)
c(1) ⊗ c(2)(1) ⊗ c(2)(2)

=
∑
c,c(2)
ε(c(1))c(2)(1)ε(c(2)(2))
=
∑
c
ε(c(1))
∑
c(2)
c(2)(1)ε(c(2)(2))

=
∑
c
ε(c(1))c(2)
= c .
As u´ltimas igualdades seguem do axioma da counidade.
1.2.3 Subcoa´lgebras, coideais e morfismos
Dualizaremos os conceitos de suba´lgebra, ideal e morfismos, que foram
escritos de maneira catego´rica. Obteremos desta forma as subcoa´lgebras,
coideais e morfismos de coa´lgebras.
Definic¸a˜o 1.2.8. Seja C uma coa´lgebra. Uma subcoa´lgebra D de C e´ um
subespac¸o vetorial tal que ∆(D) ⊆ D ⊗D.
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Observac¸a˜o 1.2.9. (C, ∆|D , ε|D) e´ uma coa´lgebra. Note que no caso das
a´lgebras, nem sempre a suba´lgebra e´, por si so´, uma a´lgebra (com unidade),
como visto na observac¸a˜o 1.1.10 da definic¸a˜o 1.1.9.
Definic¸a˜o 1.2.10. Seja C uma coa´lgebra. Um subespac¸o vetorial I de C
e´:
1. um coideal a` esquerda de C se ∆(I) ⊆ C ⊗ I;
2. um coideal a` direita de C se ∆(I) ⊆ I ⊗ C;
3. um coideal de C, se ∆(I) ⊆ C ⊗ I + I ⊗ C e ε(I) = 0.
Observac¸a˜o 1.2.11. A condic¸a˜o ε(I) = 0 em 3. e´ imposta para que seja
poss´ıvel definir uma estrutura de coa´lgebra no quociente CI . Essa estrutura
e´ vista na sec¸a˜o 1.2.7.
Definic¸a˜o 1.2.12. Sejam (C,∆C , εC) e (D,∆D, εD) duas coa´lgebras. Uma
func¸a˜o K-linear f : C → D e´ um morfismo de K-coa´lgebras se os diagramas
abaixo comutarem:
C
∆C

f // D
∆D

C ⊗ C
f⊗f
// D ⊗D
C
f //
εC
&&
D
εD
xxK
∆D ◦ f = (f ⊗ f) ◦∆C εD ◦ f = εC .
Proposic¸a˜o 1.2.13. Seja (C,∆C , εC) uma coa´lgebra. Seja I ⊆ C um
subespac¸o de C. Enta˜o:
I e´ coideal a` direita e a` esquerda de C sse I e´ subcoa´lgebra .
Demonstrac¸a˜o. Basta observar que (C ⊗ I) ∩ (I ⊗ C) = I ⊗ I. Assim:
∆(I) ⊆ C ⊗ I
∆(I) ⊆ I ⊗ C sse ∆(I) ⊆ I ⊗ I .
Proposic¸a˜o 1.2.14. Sejam C e D coa´lgebras e f : C → D morfismo de
coa´lgebras. Enta˜o:
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1. Im(f) e´ subcoa´lgebra de D;
2. ker(f) e´ coideal de C .
Demonstrac¸a˜o.
1. Im(f) e´ um subespac¸o vetorial de B. Seja c ∈ C. Como f e´ morfismo
de coa´lgebras, ∆D ◦ f = (f ⊗ f) ◦∆C , e portanto
∆D(f(c)) = f ⊗ f(∆C(c)) = f(c(1))⊗ f(c(2)) ∈ Im(f)⊗ Im(f) .
Dessa forma ∆D
(
Im(f)
) ⊆ Im(f) ⊗ Im(f), e portanto Im(f) e´ sub-
coa´lgebra de D.
2. ker(f) e´ subespac¸o vetorial de C.
Vamos mostrar que ε(ker(f)) = 0. Seja c ∈ ker(f). Temos que
ε(c) = εD ◦ f(c) = εC(0) = 0 .
Agora vamos verificar que ∆C(ker(f)) ⊆ ker(f) ⊗ C + C ⊗ ker(f).
Seja c ∈ ker(f). Temos
∆D(f(c)) = ∆D(0) = 0 ,
portanto, como f e´ morfismo de coa´lgebras,
(f ⊗ f)(∆C(c)) = ∆D(f(c)) = 0 .
Assim, ∆C(c) ∈ ker(f ⊗ f). Como ker(f ⊗ f) = ker(f) ⊗ C + C ⊗
ker(f), temos enta˜o ∆C(c) ∈ ker(f)⊗C+C⊗ker(f). Segue, portanto,
que ∆C(ker(f)) ⊆ ker(f)⊗ C + C ⊗ ker(f).
Portanto, ker(f) e´ um coideal de C.
1.2.4 Teorema fundamental das coa´lgebras
As coa´lgebras teˆm uma finitude intr´ınseca, expressa pelo teorema fun-
damental das coa´lgebras. Esse teorema diz que todo elemento de uma
coa´lgebra esta´ contido numa subcoa´lgebra de dimensa˜o finita. Para mos-
trar esse teorema, vamos comec¸ar com alguns lemas simples.
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Lema 1.2.15. Seja V um espac¸o vetorial. Seja t ∈ V ⊗ V ⊗ V . Podemos
escrever t como uma soma finita
t =
∑
i,j
ci ⊗ xij ⊗ dj ,
com {ci} e {dj} LI’s.
Demonstrac¸a˜o. Seja t =
∑
k yk ⊗ zk ⊗ wk. Tome uma base {vα} de V .
Escrevendo os vetores yk e wk como combinac¸a˜o linear dos vetores da
base, temos
t =
∑
k
∑
i
∑
j
ai(yk)vi ⊗ zk ⊗ aj(wk)vj .
Passando as constantes para a entrada tensorial do meio, temos a soma
finita
t =
∑
i,j
vi ⊗
(∑
k
ai(yk)aj(wk)zk
)
⊗ vj .
Escolhemos como ci’s os termos vi da soma finita em i, como dj ’s os finitos
termos vj e como xij ’s os termos da entrada do meio do tensor. Temos
enta˜o t =
∑
i,j ci ⊗ xij ⊗ dj , com os ci’s LI e os dj ’s LI.
Lema 1.2.16. Sejam U e V espac¸os vetoriais, e sejam X ⊆ U e Y ⊆ V
subespac¸os. Considere um elemento t ∈ U ⊗ V , que pode ser escrito como
t =
n∑
k=1
uk ⊗ vk ∈ U ⊗ V ,
com os uk ∈ U e vk ∈ V . Enta˜o:
1. t =
n∑
k=1
uk ⊗ vk ∈ U ⊗ Y e uk’s LI =⇒ vk ∈ Y, ∀k;
2. t =
n∑
k=1
uk ⊗ vk ∈ X ⊗ V e vk’s LI =⇒ uk ∈ X, ∀k.
Demonstrac¸a˜o.
1. Estenda os uk’s a uma base {uα : α ∈ Λ} de U . Enta˜o U ⊗ Y ∼=
Y (Λ) =
⊕
α∈Λ Y (soma direta externa), com isomorfismo Φ (
∑
α uα ⊗ xα) =
(xα)α∈Λ. Logo, se
∑n
k=1 uk⊗vk ∈ U⊗Y , enta˜o temos Φ (
∑n
k=1 uk ⊗ vk) =
(vα)α∈Λ ∈ Y (Λ), em que vα = vk se uα = uk e vα = 0 caso contra´rio.
Dessa forma, vk ∈ Y , para todo k.
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2. E´ ana´logo ao anterior, estendendo os vk’s a uma base {uα : α ∈ Λ}
de V e considerando o isomorfismo X⊗V ∼= X(Λ) = ⊕α∈ΛX (soma
direta externa) dado por Φ (
∑
α xα ⊗ vα) = (xα)α∈Λ.
Teorema 1.2.17 (Teorema fundamental das coa´lgebras). Todo elemento
c ∈ C de uma coa´lgebra esta´ contido em uma subcoa´lgebra de dimensa˜o
finita.
Demonstrac¸a˜o. Escreva, pelo lema 1.2.15, ∆2(c) =
∑
i,j ci ⊗ xij ⊗ dj , to-
mando os ci’s e dj ’s LI. Denote por X o espac¸o vetorial de dimensa˜o finita
gerado pelos xij ’s. Como temos c = (ε⊗ Id⊗ε)
(
∆2(c)
)
(veja a sec¸a˜o 1.2.2,
sobre notac¸a˜o de Sweedler), enta˜o c =
∑
i,j ε(ci)xijε(dj) ∈ X.
Resta mostrar que X e´ uma subcoa´lgebra. Precisamos mostrar que
para todo xij , tem-se ∆(xij) ∈ X ⊗X. Note que
(∆⊗ Id⊗ Id)(∆2(c)) = (Id⊗∆⊗ Id)(∆2(c)) = (Id⊗ Id⊗∆)(∆2(c))
Vamos aplicar o lema 1.2.16, considerando C ⊗ C ⊗ X ⊆ C ⊗ C ⊗ C e
C ⊗X ⊆ C ⊗ C subespac¸os. Temos:∑
i,j
ci ⊗∆(xij)⊗ dj =
∑
i,j
∆(ci)⊗ xij ⊗ dj
=⇒
∑
j
(∑
i
ci ⊗∆(xij)
)
⊗ dj =
∑
j
(∑
i
∆(ci)⊗ xij
)
⊗ dj ∈
(
C ⊗ C ⊗X)⊗ C
lema 1.2.16
=⇒
∑
i
ci ⊗∆(xij) =
∑
i
∆(ci)⊗ xij ∈ C ⊗ C ⊗X , ∀j
=⇒
∑
i
ci ⊗∆(xij) ∈ C ⊗ (C ⊗X) , ∀j
lema 1.2.16
=⇒ ∆(xij) ∈ C ⊗X , ∀i, j .
Tambe´m usamos o lema 1.2.16, considerando os subespac¸os X ⊗C ⊗C ⊆
C ⊗ C ⊗ C e X ⊗ C ⊆ C ⊗ C. Temos:∑
i,j
ci ⊗∆(xij)⊗ dj =
∑
i,j
ci ⊗ xij ⊗∆(dj)
=⇒
∑
i
ci ⊗
(∑
j
∆(xij)⊗ dj
)
=
∑
i
ci ⊗
(∑
j
xij ⊗∆(dj)
)
∈ C ⊗ (X ⊗ C ⊗ C)
lema 1.2.16
=⇒
∑
j
∆(xij)⊗ dj =
∑
j
xij ⊗∆(dj) ∈ X ⊗ C ⊗ C , ∀i
=⇒
∑
j
∆(xij)⊗ dj ∈ (X ⊗ C)⊗ C , ∀i
lema 1.2.16
=⇒ ∆(xij) ∈ X ⊗ C , ∀i, j .
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Note que X ⊗ C e C ⊗ X sa˜o subespac¸os de C ⊗ C, por isso aplicamos
o lema 1.2.16 acima. Logo ∆(xij) ∈ X ⊗X, e X e´ uma subcoa´lgebra de
C.
Observac¸a˜o 1.2.18. Para a´lgebras, na˜o vale que todo elemento esta´ contido
numa suba´lgebra de dimensa˜o finita. Basta considerar A = K[x], a a´lgebra
dos polinoˆmios na varia´vel x com coeficientes em K. Temos que x ∈ K[x],
mas x na˜o esta´ em nenhuma suba´lgebra de dimensa˜o finita de K[x]. De
fato, se estivesse em uma suba´lgebra X de dimensa˜o finita, os polinoˆmios
x2, x3, . . . deveriam estar tambe´m em X, e ter´ıamos um subconjunto LI
infinito em X. Obtemos, enta˜o, uma contradic¸a˜o com o fato de X ter
dimensa˜o finita.
1.2.5 Coa´lgebra co-oposta
Seja C uma coa´lgebra. De forma dual ao caso da a´lgebra oposta, defi-
nimos o coproduto co-oposto
∆cop = τ ◦∆
com τ : C⊗C → C⊗C o operador de transposic¸a˜o, dado por τ(c1⊗ c2) =
c2⊗c1. Vamos ver a seguir que (C,∆cop, ε) e´ uma coa´lgebra. Chamaremos,
enta˜o, Ccop quando estivermos tratando C munido do coproduto co-oposto
∆cop.
Vejamos a comutatividade dos diagramas:
(Id⊗∆cop) ◦∆cop = (Id⊗ (τ ◦∆)) ◦ (τ ◦∆)
= (Id⊗ τ) ◦ (Id⊗∆) ◦ τ ◦∆
= (Id⊗ τ) ◦ τC⊗C,C ◦ (∆⊗ Id) ◦∆
= τ(1 2 33 2 1)
◦ (∆⊗ Id) ◦∆ ,
(∆cop ⊗ Id) ◦∆cop = ((τ ◦∆)⊗ Id) ◦ (τ ◦∆)
= (τ ⊗ Id) ◦ (∆⊗ Id) ◦ τ ◦∆
= (τ ⊗ Id) ◦ τC,C⊗C ◦ (Id⊗∆) ◦∆
= τ(1 2 33 2 1)
◦ (Id⊗∆) ◦∆ .
Assim (∆cop ⊗ Id) ◦∆cop = (Id⊗∆cop) ◦∆cop. O diagrama da counidade
fica:
1.2. Coa´lgebras 37
ϕ−1r ◦ (Id ◦ ε) ◦∆cop = ϕ−1r ◦ (Id ◦ ε) ◦ τ ◦∆
= ϕ−1r ◦ τC,K ◦ (ε ◦ Id) ◦∆
= ϕ−1l ◦ (ε ◦ Id) ◦∆
= Id ,
e a comutatividade do outro diagrama da counidade e´ obtida de forma
ana´loga. Repare que:
ϕ−1l ◦ τC,K = (τ −1C,K ◦ ϕl)−1 = (τK,C ◦ ϕl)−1 = ϕ−1r
ϕ−1r ◦ τK,C = (τ −1K,C ◦ ϕr)−1 = (τC,K ◦ ϕr)−1 = ϕ−1l .
1.2.6 Coa´lgebra do produto tensorial
Sejam C e D coa´lgebras. Definiremos uma estrutura de coa´lgebra para
C ⊗D a partir das estruturas de C e de D.
Defina o coproduto por
∆C⊗D = (IdC ⊗ τC,D ⊗ IdD) ◦ (∆C ⊗∆D)
e a counidade por
εC⊗D = µK ◦ (εC ⊗ εD) .
Aplicando em elementos, com c ∈ C e d ∈ D, ficamos com:
∆C⊗D(c⊗ d) = c(1) ⊗ d(1) ⊗ c(2) ⊗ d(2)
εC⊗D(c⊗ d) = εC(c) · εD(d) .
Vamos checar a coassociatividade:
(IdC⊗D ⊗∆C⊗D) ◦∆C⊗D
= (IdC ⊗ IdD ⊗ IdC ⊗ τC,D ⊗ IdD) ◦ (IdC ⊗ IdD ⊗∆C ⊗∆D) ◦
◦ (IdC ⊗ τC,D ⊗ IdD) ◦ (∆C ⊗∆D)
= (IdC ⊗ IdD ⊗ IdC ⊗ τC,D ⊗ IdD) ◦
◦
(
IdC ⊗
(
(IdD ⊗∆C) ◦ τC,D
)⊗∆D) ◦ (∆C ⊗∆D)
= (IdC ⊗ IdD ⊗ IdC ⊗ τC,D ⊗ IdD) ◦
◦
(
IdC ⊗
(
τC⊗C,D ◦ (∆C ⊗ IdD)
)⊗∆D) ◦ (∆C ⊗∆D)
= τ(1 2 3 4 5 61 2 3 5 4 6)
◦ (IdC ⊗ τC⊗C,D ⊗ IdD⊗D) ◦
◦ (IdC ⊗∆C ⊗ IdD ⊗∆D) ◦ (∆C ⊗∆D)
= τ(1 2 3 4 5 61 2 3 5 4 6)
◦ τ(1 2 3 4 5 61 4 2 3 5 6) ◦ (IdC ⊗∆C ⊗ IdD ⊗∆D) ◦ (∆C ⊗∆D)
= τ(1 2 3 4 5 61 4 2 5 3 6)
◦ (IdC ⊗∆C ⊗ IdD ⊗∆D) ◦ (∆C ⊗∆D) ,
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(∆C⊗D ⊗ IdC⊗D) ◦∆C⊗D
= (IdC ⊗ τC,D ⊗ IdD ⊗ IdC ⊗ IdD) ◦ (∆C ⊗∆D ⊗ IdC ⊗ IdD) ◦
◦ (IdC ⊗ τC,D ⊗ IdD) ◦ (∆C ⊗∆D)
= (IdC ⊗ τC,D ⊗ IdD ⊗ IdC ⊗ IdD) ◦
◦
(
∆C ⊗
(
(∆D ⊗ IdC) ◦ τC,D
)⊗ IdD) ◦ (∆C ⊗∆D)
= (IdC ⊗ τC,D ⊗ IdD ⊗ IdC ⊗ IdD) ◦
◦
(
∆C ⊗
(
τC,D⊗D ◦ (IdC ⊗∆D)
)⊗ IdD) ◦ (∆C ⊗∆D)
= τ(1 2 3 4 5 61 3 2 4 5 6)
◦ (IdC⊗C ⊗ τC,D⊗D ⊗ IdD) ◦ (∆C ⊗ IdC ⊗∆D ⊗ IdD) ◦ (∆C ⊗∆D)
= τ(1 2 3 4 5 61 3 2 4 5 6)
◦ τ(1 2 3 4 5 61 2 4 5 3 6) ◦ (∆C ⊗ IdC ⊗∆D ⊗ IdD) ◦ (∆C ⊗∆D)
= τ(1 2 3 4 5 61 4 2 5 3 6)
◦ (∆C ⊗ IdC ⊗∆D ⊗ IdD) ◦ (∆C ⊗∆D) .
Assim (∆C⊗D ⊗ IdC⊗D) ◦∆C⊗D = (IdC⊗D ⊗∆C⊗D) ◦∆C⊗D.
Para a counidade temos:
ϕ −1l C⊗D ◦ (εC⊗D ⊗ IdC⊗D) ◦∆C⊗D
= ϕ −1l C⊗D ◦
((
µK ◦ (εC ⊗ εD)
)⊗ IdC⊗D) ◦∆C⊗D
= ϕ −1l C⊗D ◦ (µK ⊗ IdC ⊗ IdD) ◦ (εC ⊗ εD ⊗ IdC ⊗ IdD) ◦
◦ (IdC ⊗ τC,D ⊗ IdD) ◦ (∆C ⊗∆D)
= ϕ −1l C⊗D ◦ (µK ⊗ IdC ⊗ IdD) ◦
◦
(
εC ⊗
(
(εD ⊗ IdC) ◦ τC,D
)⊗ IdD) ◦ (∆C ⊗∆D)
= ϕ −1l C⊗D ◦ (µK ⊗ IdC ⊗ IdD) ◦
◦
(
εC ⊗
(
τC,K ◦ (IdC ⊗ εD)
)⊗ IdD) ◦ (∆C ⊗∆D)
= ϕ −1l C⊗D ◦ (µK ⊗ IdC ⊗ IdD) ◦ (IdK ⊗ τC,K ⊗ IdD) ◦
◦ (εC ⊗ IdC ⊗ εD ⊗ IdD) ◦ (∆C ⊗∆D)
= (ϕ −1l C ⊗ ϕ −1l D ) ◦ (εC ⊗ IdC ⊗ εD ⊗ IdD) ◦ (∆C ⊗∆D)
= IdC ⊗ IdD = IdC⊗D .
O outro diagrama da counidade e´ ana´logo. Note que no final da sec¸a˜o
1.1.5, obtivemos
(IdK ⊗ τK,A ⊗ IdB) ◦ (∆K ⊗ IdA ⊗ IdB) ◦ ϕl A⊗B = ϕl A ⊗ ϕl B
(IdA ⊗ τB,K ⊗ IdK) ◦ (IdA ⊗ IdB ⊗∆K) ◦ ϕr A⊗B = ϕr A ⊗ ϕr B ,
onde ∆K : K → K ⊗ K e´ dada por ∆K(λ) = λ(1K ⊗ 1K). Invertendo essas
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relac¸o˜es (e trocando A por C e B por D), obtemos:
ϕ −1l C⊗D ◦ (µK ⊗ IdC ⊗ IdD) ◦ (IdK ⊗ τC,K ⊗ IdD) = ϕ −1l C ⊗ ϕ −1l D
ϕ −1r C⊗D ◦ (IdC ⊗ IdD ⊗ µK) ◦ (IdC ⊗ τK,D ⊗ IdK) = ϕ −1r C ⊗ ϕ −1r D ,
em que µK = ∆
−1
K , τ
−1
K,C = τC,K e τ
−1
D,K = τK,D.
1.2.7 Coa´lgebra quociente
Dada uma coa´lgebra C e um ideal I, construiremos uma estrutura
de coa´lgebra para o quociente CI . Essa estrutura respeitara´ a projec¸a˜o
canoˆnica, no sentido que a projec¸a˜o sera´ um morfismo de coa´lgebras.
Proposic¸a˜o 1.2.19. Sejam C coa´lgebra, I ⊆ C coideal e pi : C → CI o a
projec¸a˜o canoˆnica, que e´ morfismo de espac¸os vetoriais. Enta˜o existe uma
u´nica estrutura de coa´lgebra em CI tal que a projec¸a˜o canoˆnica pi seja um
morfismo de coa´lgebras. Essa estrutura e´ dada por:
∆C
I
(c) = c(1) ⊗ c(2)
εC
I
(c) = ε(c) .
Demonstrac¸a˜o. Vamos comec¸ar verificando que ∆C
I
e de εC
I
esta˜o bem
definidos. Considere as transformac¸o˜es lineares
pi ⊗ pi ◦∆C : C → CI ⊗ CI
εC : C → K .
Temos que I = ker(pi). Como I e´ coideal de C, temos que
εC(I) = 0 =⇒ I ⊆ ker(εC)
e tambe´m
(pi⊗pi)◦∆C(I) ⊆ (pi⊗pi)(I⊗C+C⊗I) = 0 =⇒ I ⊆ ker
(
(pi⊗pi)◦∆C
)
.
Como o coideal I e´ anulado por εC e por (pi ⊗ pi) ◦ ∆C , podemos definir
essas transformac¸o˜es lineares no espac¸o vetorial quociente CI e concluir que
existem transformac¸o˜es lineares
∆C
I
: CI → CI ⊗ CI
εC
I
: CI → K
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tais que:
∆C
I
◦ pi = (pi ⊗ pi) ◦∆C
∆C
I
(c) = (pi ⊗ pi)(c(1) ⊗ c(2)) = c(1) ⊗ c(2)
e
εC
I
◦ pi = εC
εC
I
(c) = εC(c) .
Assim, os morfismos ∆C
I
e εC
I
esta˜o bem definidos, e pi satisfaz os
diagramas comutativos da definic¸a˜o de morfismo de coa´lgebras.
Vamos verificar que satisfazem a coassociatividade e a counidade. Para
a coassociatividade, basta ver que:
(∆C
I
⊗ IdC
I
) ◦∆C
I
(c) = (∆C
I
⊗ IdC
I
)(c(1) ⊗ c(2))
= c(1)(1) ⊗ c(1)(2) ⊗ c(2)
= (pi ⊗ pi ⊗ pi)(c(1)(1) ⊗ c(1)(2) ⊗ c(2))
= (pi ⊗ pi ⊗ pi)(c(1) ⊗ c(2)(1) ⊗ c(2)(2))
= c(1) ⊗ c(2)(1) ⊗ c(2)(2)
= IdC
I
⊗∆C
I
(c(1) ⊗ c(2))
= (IdC
I
⊗∆C
I
) ◦∆C
I
(c) .
Para a counidade,
ϕ−1l ◦ (εCI ⊗ IdCI ) ◦∆CI (c) = ϕ
−1
l ◦ (εCI ⊗ IdCI )(c(1) ⊗ c(2))
= εC
I
(c(1)) · c(2)
= εC(c(1)) · c(2)
= εC(c(1)) · c(2)
= c ,
e de forma ana´loga
ϕ−1l ◦ (εCI ⊗ IdCI ) ◦∆CI (c) = c .
Por fim, verifiquemos a unicidade. Se ∆˜ e ˜ sa˜o coproduto e counidade
em CI tais que pi e´ morfismo de coa´lgebras, enta˜o temos:
∆˜(c) = ∆˜ ◦ pi(c)
= (pi ⊗ pi)(∆C(c))
= ∆C
I
◦ pi(c)
= ∆C
I
(c) ,
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ε˜(c) = ε˜ ◦ pi(c)
= εC(c)
= εC
I
◦ pi(c)
= εC
I
(c) .
Suponha que temos uma transformac¸a˜o linear f : U → V entre espac¸os
vetoriais, e um subespac¸o I ⊆ U . Se f anular I, enta˜o e´ poss´ıvel passar f ao
quociente, ficando com f : UI → V tal que f(u) = f(u) para todo u ∈ U .
A pro´xima proposic¸a˜o e´ uma versa˜o desse resultado para morfismos de
coa´lgebras.
Proposic¸a˜o 1.2.20. Sejam C, D coa´lgebras, I ⊆ C um coideal e pi : C →
C
I o a projec¸a˜o canoˆnica. Se f : C → D e´ um morfismo de coa´lgebras tal
que I ⊆ ker(f), enta˜o existe um u´nico morfismo de coa´lgebras f : CI → D
tal que
C
f //
pi
&&
D
C
I
f
OO
f ◦ pi = f .
Demonstrac¸a˜o. Como f : C → D e´ uma transformac¸a˜o linear com I ⊆
ker(f), enta˜o existe uma u´nica transformac¸a˜o linear f tal que f ◦ pi = f ,
isto e´, f(c) = f(c) para todo c ∈ C.
f e´ morfismo de coa´lgebras, pois:
∆D ◦ f(c) = ∆D ◦ f(c)
= (f ⊗ f) ◦∆C(c)
= f(c(1))⊗ f(c(2))
= f(c(1))⊗ f(c(2))
= (f ⊗ f)(c(1) ⊗ c(2))
= (f ⊗ f) ◦∆C
I
(c)
εD ◦ f(c) = εD ◦ f(c)
= εC(c)
= εC
I
(c) .
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Falta apenas verificar a unicidade da f . Se g : CI → D for outro mor-
fismo de coa´lgebras com g ◦ pi = f , enta˜o
g(c) = g ◦ pi(c) = f(c) = f(c)
para todo c ∈ CI . Portanto g = f e a unicidade fica provada.
Corola´rio 1.2.21. Sejam C, D coa´lgebras e f : C → D morfismo de
coa´lgebras. Enta˜o
f :
C
ker(f)
→ Im(f)
a 7→ f(a)
e´ isomorfismo de coa´lgebras, e portanto
C
ker(f)
∼= Im(f) .
Demonstrac¸a˜o. Basta considerar I = ker(f) na proposic¸a˜o anterior, e f e´
morfismo de coa´lgebras. Para mostrar que e´ bijec¸a˜o, a sobrejetividade e´
imediata e a injetividade vem de
f(c) = 0 =⇒ f(c) = 0 =⇒ c ∈ ker(f) =⇒ c = 0 .
1.3 Duais de a´lgebras e coa´lgebras
A´lgebras e coa´lgebras sa˜o espac¸os vetoriais com estruturas adicionais.
E´ poss´ıvel tomar o dual, considerando-os do ponto de vista dos espac¸os
vetoriais. Relembrando, o dual de um espac¸o vetorial V e´ o espac¸o vetorial
das transformac¸o˜es lineares de V em K, denotado por V ∗, e a transposta
de uma transformac¸a˜o linear f : U → V e´ a transformac¸a˜o linear f∗ : V ∗ →
U∗ tal que f∗(φ) = φ ◦ f . O conjunto das transformac¸o˜es lineares de U
em V e´ denotado por HomK(U, V ).
Acontece que o espac¸o dual tambe´m herda estruturas de a´lgebra ou
coa´lgebra do seu espac¸o original, da seguinte forma:
• O dual de uma coa´lgebra e´ uma a´lgebra;
• O dual de uma a´lgebra e´ uma coa´lgebra (com certas ressalvas5).
5A a´lgebra deve ter dimensa˜o finita, ou enta˜o, o dual considerado e´ o dual finito, a
ser definido na sec¸a˜o 1.3.3.2.
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A ideia para obter uma estrutura para o dual e´ transpor os morfismos
das estruturas do espac¸o original. Por exemplo, dadas A a´lgebra e C
coa´lgebra, temos
µ : A⊗A→ A µ∗ : A∗ → (A⊗A)∗
η : K→ A η∗ : A∗ → K∗
∆: C → C ⊗ C ∆∗ : (C ⊗ C)∗ → C∗
ε : C → K ε∗ : K∗ → C∗ .
Ao transpor esses morfismos, as flechas sa˜o invertidas. Isso explica
essa mudanc¸a de a´lgebra para coa´lgebra no dual e vice-versa, ja´ que os
morfismos que definem a coa´lgebra, por exemplo, sa˜o semelhantes aos da
a´lgebra, mas apontam em sentido contra´rio. E´ necessa´rio, no entanto,
identificar K com K∗ e (A⊗A)∗ com A∗ ⊗A∗. A primeira identificac¸a˜o e´
natural, via o isomorfismo
ξ : K→ K∗
λ 7→ multλ ,
em que multλ(α) = λ · α.
No entanto, a outra identificac¸a˜o A∗ ⊗ A∗ ∼= (A ⊗ A)∗ trara´ algumas
dificuldades e na˜o sera´ va´lida sempre. Veremos que ha´ uma injec¸a˜o A∗ ⊗
A∗ ↪→ (A ⊗ A)∗, que nem sempre e´ sobrejec¸a˜o. E no caso particular de
dim(A) finita, essa injec¸a˜o e´ um isomorfismo.
Lema 1.3.1. Sejam M , N e V espac¸os vetoriais sobre K. Considere as
transformac¸o˜es lineares:
φ : M∗ ⊗ V → HomK(M,V )
φ(f ⊗ v)(m) = f(m) · v
φ′ : HomK(M,N∗)→ (M ⊗N)∗
φ′(g)(m⊗ n) = (g(m))(n)
θ : M∗ ⊗N∗ → (M ⊗N)∗
θ(f ⊗ g)(m⊗ n) = f(m) · g(n) .
Enta˜o:
1. φ e´ injetora. Se V tem dimensa˜o finita, enta˜o φ e´ bijetora.
2. φ′ e´ bijec¸a˜o.
3. θ e´ injetora. Se N tem dimensa˜o finita, enta˜o θ e´ bijetora.
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Demonstrac¸a˜o.
1. (φ e´ injetiva:)
Seja x ∈ ker(φ). Temos x = ∑k fk ⊗ vk ∈ M∗ ⊗ vk, e podemos
escolher os vk’s LI. Da´ı
φ(x) = 0 =⇒ 0 = φ(x)(m) =
∑
k
fk(m)vk ∀m ∈M
vk’s LI=⇒ fk(m) = 0 ∀k, ∀m ∈M
=⇒ fk = 0 ∀k
=⇒ x = 0 .
Logo φ e´ injetiva.
(Se dim(V ) <∞, enta˜o φ e´ bijetora:)
Seja {v1, . . . , vn} base de V . Seja h ∈ HomK(M,V ). Enta˜o te-
mos h(m) ∈ V e h(m) = ∑ni=1 ai(m)vi, com u´nicos coeficientes
ai(m) ∈ K. Esses coeficientes definem, na verdade, funcionais linea-
res ai : M → K. A linearidade vem da linearidade de h:
h(m1 + λm2) = h(m1) + λh(m2)
=⇒
∑
i
ai(m1 + λm2)vi =
∑
i
(ai(m1) + λai(m2))vi
=⇒ ai(m1 + λm2) = ai(m1) + λai(m2),∀i .
Enta˜o, temos:
h(m) =
n∑
i=1
ai(m)vi =
n∑
i=1
φ(ai ⊗ vi)(m) = φ
(
n∑
i=1
ai ⊗ vi
)
(m) .
Logo h = φ (
∑n
i=1 ai ⊗ vi) ∈ Im(φ) .
2. (φ′ e´ injetiva:)
Seja g ∈ ker(φ′).
φ′(g) = 0 =⇒ 0 = φ′(g)(m⊗ n) = g(m)(n),∀m ∈M, ∀n ∈ N
=⇒ g(m) = 0,∀m ∈M
=⇒ g = 0 .
φ′ e´ sobrejetiva:
Seja h ∈ (M ⊗ N)∗. Defina g : M → N∗ por g(m)(n) := h(m ⊗
n), para m ∈ M e n ∈ N . Temos que g(m) ∈ M∗ e que g ∈
HomK(M,N∗). Portanto h = φ′(g) ∈ Im(φ′) .
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3. Segue de 1. e 2., com V = N∗ e θ = φ′ ◦ φ .
Corola´rio 1.3.2. Sejam M1, . . .Mn espac¸os vetoriais sobre K. Seja:
θn : M
∗
1 ⊗ . . .⊗M ∗n → (M1 ⊗ . . .⊗Mn)∗
θn(f1 ⊗ . . .⊗ fn)(m1 ⊗ . . .⊗mn) = f1(m1) · · · fn(mn) .
Enta˜o φ e´ injetora, e se todos os M1, . . .Mn teˆm dimensa˜o finita, φ e´
bijetora.
Demonstrac¸a˜o. Por induc¸a˜o em n. O caso n = 2 foi visto no item 3. da
proposic¸a˜o anterior e o passo de induc¸a˜o segue de θn+1 = θ2 ◦ (θn ⊗ Id):
M ∗1 ⊗ . . .⊗M ∗n ⊗M ∗n+1
θn⊗Id //
θn+1
))
(M1 ⊗ . . .⊗Mn)∗ ⊗M ∗n+1
θ2

(M1 ⊗ . . .⊗Mn ⊗Mn+1)∗ .
1.3.1 Estrutura de a´lgebra para HomK(C,A)
Sejam A uma a´lgebra e C uma coa´lgebra. O conjunto HomK(C,A) das
transformac¸o˜es lineares de C em A e´ um espac¸o vetorial, e podemos equipa´-
lo com uma estrutura de a´lgebra. Defina um produto ∗ em HomK(C,A),
chamado de produto de convoluc¸a˜o, por
f ∗ g = µA ◦ (f ⊗ g) ◦∆C
f ∗ g(c) = µA ◦ (f ⊗ g) ◦∆C(c)
=
∑
c
f(c(1))g(c(2)) ,
com f, g ∈ HomK(C,A), e a unidade por
1HomK(C,A) = ηA ◦ εC .
Proposic¸a˜o 1.3.3. Com as definic¸o˜es acima, HomK(C,A) e´ uma a´lgebra.
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Demonstrac¸a˜o. Para todos f, g, h ∈ HomK(C,A) e λ ∈ K, temos:
(Bilinearidade do produto:)
f ∗ (g + λh) = µA ◦ (f ⊗ (g + λh)) ◦∆C
= µA ◦ (f ⊗ g) ◦∆C + λ µA ◦ (f ⊗ h) ◦∆C
= f ∗ g + λ f ∗ h
(f + λg) ∗ h = µA ◦ ((f + λ g)⊗ h) ◦∆C
= µA ◦ (f ⊗ h) ◦∆C + λ µA ◦ (g ⊗ h) ◦∆C
= f ∗ h+ λ g ∗ h .
(Associatividade do produto:)
(f ∗ g) ∗ h = µA ◦
(
(f ∗ g)⊗ h) ◦∆C
= µA ◦
((
(µA ◦ (f ⊗ g) ◦∆C
)⊗ h) ◦∆C
= µA ◦
((
(µA ◦ (f ⊗ g) ◦∆C
)⊗ (IdA ◦ h ◦ IdC)) ◦∆C
= µA ◦ (µA ⊗ IdA) ◦ (f ⊗ g ⊗ h) ◦ (∆C ⊗ IdC) ◦∆C
f ∗ (g ∗ h) = µA ◦
(
f ⊗ (g ∗ h)) ◦∆C
= µA ◦
(
f ⊗ (µA ◦ (g ⊗ h) ◦∆C)) ◦∆C
= µA ◦
(
(IdA ◦ f ◦ IdC)⊗
(
µA ◦ (g ⊗ h) ◦∆C
)) ◦∆C
= µA ◦ (IdA ⊗ µA) ◦ (f ⊗ g ⊗ h) ◦ (IdC ⊗∆C) ◦∆C .
Como valem
µA ◦ (µA ⊗ IdA) = uA ◦ (IdA ⊗ µA)
(∆C ⊗ IdC) ◦∆C = (IdC ⊗∆C) ◦∆C ,
obtemos (f ∗ g) ∗ h = f ∗ (g ∗ h).
(Propriedade da unidade:)
Note que pela propriedade da unidade para A e da counidade para C,
temos:
µA ◦ (ηA ⊗ IdA) ◦ ϕl A = IdA
µA ◦ (IdA ⊗ ηA) ◦ ϕr A = IdA
ϕ −1l C ◦ (εC ⊗ IdC) ◦∆C = IdC
ϕ −1r C ◦ (IdC ⊗ εC) ◦∆C = IdC
=⇒
µA ◦ (ηA ⊗ IdA) = ϕ −1l A
µA ◦ (IdA ⊗ ηA) = ϕ −1r A
(εC ⊗ IdC) ◦∆C = ϕl C
(IdC ⊗ εC) ◦∆C = ϕr C .
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Portanto:
1HomK(C,A) ∗ f = µA ◦
(
(ηA ◦ εC)⊗ f
) ◦∆C
= µA ◦
(
(ηA ◦ IdK ◦ εC)⊗ (IdA ◦ f ◦ IdC)
) ◦∆C
= µA ◦ (ηA ⊗ IdA) ◦ (IdK ⊗ f) ◦ (εC ⊗ Id) ◦∆C
= ϕ −1l A ◦ (IdK ⊗ f) ◦ ϕl C
= f
f ∗ 1HomK(C,A) = µA ◦
(
f ⊗ (ηA ◦ εC)
) ◦∆C
= µA ◦
(
(IdA ◦ f ◦ IdC)⊗ (ηA ◦ IdK ◦ εC)
) ◦∆C
= µA ◦ (IdA ⊗ ηA) ◦ (f ⊗ IdK) ◦ (IdC ⊗ εC) ◦∆C
= ϕ −1r A ◦ (f ⊗ IdK) ◦ ϕr C
= f .
1.3.2 Estrutura de a´lgebra para o dual de uma coa´l-
gebra
Dada uma coa´lgebra C, podemos fornecer uma estrutura para o dual
C∗ = HomK(C,K) do mesmo modo que na sec¸a˜o anterior, usando a estru-
tura de a´lgebra padra˜o de K. O produto (de convoluc¸a˜o) ∗ fica definido,
para quaisquer f, g ∈ C∗, por:
f ∗ g = µK ◦ (f ⊗ g) ◦∆C
f ∗ g(c) =
∑
c
f(c(1)) · g(c(2))
µC∗ = ∆
∗
C ◦ θ ,
A unidade e´ dada por:
1C∗ = ηK ◦ εC = Id ◦ εC = εC
ηC∗ = ε
∗
C ◦ ξ .
Em cima, temos:
θ : C∗ ⊗ C∗ → (C ⊗ C)∗
ξ : K→ K∗
dadas por θ(f ⊗ g)(c⊗ d) = f(c) · g(d) e ξ(λ) = multλ, em que multl ∈ K∗
e´ a multiplicac¸a˜o por λ.
Ale´m disso, ha´ um resultado sobre a transposta de morfismos de a´lge-
bras.
48 Cap´ıtulo 1. A´lgebras, coa´lgebras e bia´lgebras
Proposic¸a˜o 1.3.4. Se f : C → D e´ morfismo de coa´lgebras, enta˜o f∗ : D∗ →
C∗ e´ morfismo de a´lgebras.
Demonstrac¸a˜o. Dados p, q ∈ D∗, temos
f∗(p ∗ q) = (p ∗ q) ◦ f
f∗(p) ∗ f∗(q) = (p ◦ f) ∗ (q ◦ f) .
Mas temos (p ∗ q) ◦ f = (p ◦ f) ∗ (q ◦ f). De fato, para todo c ∈ C,(
(p ◦ f) ∗ (q ◦ f))(c) = ∑
c
(p ◦ f)(c(1))(q ◦ f)(c(2))
=
∑
f(c)
p(f(c)(1))q(f(c)(2))
= (p ∗ q)(f(c)) = (p ∗ q) ◦ f(c) .
Ale´m disso,
f∗(1D∗) = 1D∗ ◦ f = εD ◦ f = εC = 1C∗ .
Vamos a alguns exemplos.
Exemplo 1.3.5 (O dual da coa´lgebra das matrizes M cn e´ Mn). M
c
n e Mn
foram vistos nos exemplos 1.2.6 e 1.1.7, respectivamente.
Vamos calcular a a´lgebra dual da coa´lgebra M cn. Sejam f, g ∈ (M cn)∗.
O produto (de convoluc¸a˜o) e a unidade sa˜o:
f ∗ g(eij) = µK ◦ (f ⊗ g) ◦∆(eij)
= µK ◦ (f ⊗ g)
(
n∑
k=1
eik ⊗ ekj
)
=
n∑
k=1
f(eik)g(ekj)
ηK ◦ ε(eij) = ηK(δij) = δij .
O produto lembra um produto de matrizes e a unidade lembra a matriz
identidade. Tentaremos exibir um isomorfismo entre essa a´lgebra dual
e a a´lgebra das matrizes. Vamos definir, enta˜o, Φ: (M cn)
∗ → Mn por
Φ(h) = [h(eij)]ij . Temos
Φ(f ∗ g) = Φ(f)Φ(g)
Φ(ηK ◦ ε) = Id ,
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portanto Φ e´ morfismo de a´lgebras. Ale´m disso, Φ e´ um isomorfismo. De
fato, e´ injetiva pois seu nu´cleo e´ nulo:
h ∈ ker(Φ) =⇒ [h(eij)]ij = [0]ij =⇒ h(eij) = 0,∀i, j =⇒ h = 0 .
E e´ sobrejetiva, pois qualquer matriz [aij ]ij define um funcional f ∈ (M cn)∗
por f(eij) = aij , e temos [aij ]ij = Φ(f) ∈Mn.
Desse modo, (M cn)
∗ ∼= Mn como a´lgebras.
Exemplo 1.3.6 (O dual da coa´lgebra de poteˆncias e´ K[[x]]). Seja C a
coa´lgebra da poteˆncia dividida, vista no exemplo 1.2.5. Seja {cm}∞m=0
base de C. Temos
∆(cm) =
n∑
i=0
ci ⊗ cm−i
ε(cm) = δ0,m .
Vamos explicitar a a´lgebra dual C∗. Dados f, g ∈ C∗, temos
f ∗ g(cm) = µK ◦ (f ⊗ g) ◦∆(cm)
=
n∑
i=0
f(ci) · g(cn−i)
1C∗(cm) = ε(cm) = δ0,m .
Esse produto lembra o termo m-e´simo de um produto de se´ries de poteˆn-
cia. Tentaremos encontrar um isomorfismo de C∗ na a´lgebra das se´ries de
poteˆncia formais K[[x]]. Defina
Φ: C∗ → K[[x]]
f 7→
∞∑
n=0
f(cn) x
n .
Mostraremos que Φ e´ um isomorfismo de a´lgebras. A injetividade e´ con-
sequeˆncia de
Φ(f) = 0 =⇒
∞∑
n=0
f(cn) x
n = 0 =⇒ f(cn) = 0 , ∀n ∈ N =⇒ f = 0 .
Para a sobrejetividade, seja
∑∞
n=0 anx
n ∈ K[[x]]. Definindo a transforma-
c¸a˜o linear nos elementos da base de C por f(cn) = an para todo n ∈ N,
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temos que
∑∞
n=0 anx
n = Φ(f) esta´ na imagem de Φ. Resta, enta˜o, mostrar
que e´ morfismo de a´lgebras. Isso ocorre porque dados f, g ∈ C∗, temos:
Φ(f ∗ g) =
∞∑
n=0
f ∗ g(cn) xn
=
∞∑
n=0
∑
i+j=n
f(ci)g(cj) x
n
=
( ∞∑
i=0
f(ci)x
i
)
·
 ∞∑
j=0
g(cj)x
j

= Φ(f) · Φ(g) ,
Φ(1C∗) = Φ(ε) =
∞∑
n=0
ε(cn) x
n
=
∞∑
n=0
δ0,n x
n = 1K = 1K[[x]] .
Com isso, o dual da coa´lgebra da poteˆncia dividida e´ isomorfo a` a´lgebra
das se´ries de poteˆncias formais.
1.3.3 Estrutura de coa´lgebra para o dual de uma a´l-
gebra
1.3.3.1 Dimensa˜o finita
Seja A uma a´lgebra de dimensa˜o finita. Daremos uma estrutura de
coa´lgebra para o dual A∗. Nesse caso, θ : A∗ ⊗ A∗ → (A ⊗ A)∗ e´ bije-
c¸a˜o linear, como visto no lema 1.3.1. E´ poss´ıvel definir o coproduto e a
counidade para A∗ por
∆A∗ = θ
−1 ◦ µ ∗A
εA∗ = ξ
−1 ◦ η ∗A ,
onde
θ : C∗ ⊗ C∗ → (C ⊗ C)∗
ξ : K→ K∗
sa˜o dadas por θ(f ⊗ g)(c⊗ d) = f(c) · g(d) e ξ(λ) = multλ (multλ ∈ K∗ e´
a multiplicac¸a˜o por λ).
Verificaremos posteriormente que satisfazem a coassociatividade e a
propriedade da counidade. Primeiramente, precisaremos de um lema:
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Lema 1.3.7. Seja f ∈ A∗. Temos
∆A∗(f) =
∑
i
gi ⊗ hi
para alguns gi, hi ∈ A∗. Enta˜o:
1. f(a · b) =
∑
i
gi(a) · hi(b), ∀a, b ∈ A .
2. Se tivermos f(a · b) = ∑j g′j(a) ·h′j(b), ∀a, b ∈ A para outros g′j , h′j ∈
A∗, enta˜o ∑
i
gi ⊗ hi =
∑
j
g′j ⊗ h′j .
Demonstrac¸a˜o.
1. Para todos a, b ∈ A, temos:
f(a · b) = f ◦ µA(a⊗ b)
=
(
µ ∗A (f)
)
(a⊗ b)
=
(
θ ◦ θ−1 ◦ µ ∗A (f)
)
(a⊗ b)
= θ(∆A∗(f))(a⊗ b)
= θ
(∑
i
gi ⊗ hi
)
(a⊗ b)
=
∑
i
gi(a) · hi(b) .
2. Se f(a · b) =
∑
i
gi(a) · hi(b) =
∑
j
g′j(a) · h′j(b), ∀a, b ∈ A, enta˜o:
f(a · b) = θ
(∑
i
gi ⊗ hi
)
(a⊗ b) = θ
∑
j
g′j ⊗ h′j
 (a⊗ b), ∀a, b ∈ A
=⇒ θ
(∑
i
gi ⊗ hi
)
= θ
∑
j
g′j ⊗ h′j

=⇒
∑
i
gi ⊗ hi =
∑
j
g′j ⊗ h′j ,
pois θ e´ uma bijec¸a˜o.
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Agora checaremos a coassociatividade e a propriedade da counidade, e
com isso obteremos que A∗ e´ uma coa´lgebra.
Proposic¸a˜o 1.3.8. Se A e´ uma a´lgebra de dimensa˜o finita, enta˜o A∗ e´
uma coa´lgebra, com coproduto e counidade definidos por
∆A∗ = θ
−1 ◦ µ ∗A
εA∗ = ξ
−1 ◦ η ∗A ,
como no comec¸o desta sec¸a˜o.
Demonstrac¸a˜o.
(Coassiciatividade:) Seja f ∈ A∗. Vamos denotar:
∆A∗(f) =
∑
i
f
(1)
i ⊗ f (2)i
∆A∗(f
(1)
i ) =
∑
j
f
(1)(1)
ij ⊗ f (1)(2)ij
∆A∗(f
(2)
i ) =
∑
j
f
(2)(1)
ij ⊗ f (2)(2)ij .
Enta˜o:
(∆A∗ ⊗ Id) ◦∆A∗(f) =
∑
i,j
f
(1)(1)
ij ⊗ f (1)(2)ij ⊗ f (2)i
(Id⊗∆A∗) ◦∆A∗(f) =
∑
i,j
f
(1)
i ⊗ f (2)(1)ij ⊗ f (2)(2)ij .
Considere a bijec¸a˜o linear (pelo corola´rio do lema 1.3.1)
θ3 : A
∗ ⊗A∗ ⊗A∗ → (A⊗A⊗A)∗
θ3(g1 ⊗ g2 ⊗ g3)(a1 ⊗ a2 ⊗ a3) = g1(a1)g2(a2)g3(a3) ,
para todos g1, g2, g3 ∈ A∗ e a1, a2, a3 ∈ A. Com isso, pelo lema 1.3.7,
obtemos:
θ3
(
(∆A∗ ⊗ Id) ◦∆A∗(f)
)
(a⊗ b⊗ c)
=
∑
i
∑
j
f
(1)(1)
ij (a)f
(1)(2)
ij (b)
 f (2)i (c)
1.3.7
=
∑
i
f
(1)
i (a · b)f (2)i (c)
1.3.7
= f((a · b) · c)
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θ3
(
(Id⊗∆A∗) ◦∆A∗(f)
)
(a⊗ b⊗ c)
=
∑
i
∑
j
f
(1)
i (a)f
(2)(1)
ij (b)
 f (2)(2)ij (c)
1.3.7
=
∑
i
f
(1)
i (a)f
(2)
i (b · c)
1.3.7
= f(a · (b · c)) .
Portanto θ3
(
(∆A∗ ⊗ Id) ◦∆A∗(f)
)
= θ3
(
(Id⊗∆A∗) ◦∆A∗(f)
)
e logo,
(∆A∗ ⊗ Id) ◦∆A∗ = (Id⊗∆A∗) ◦∆A∗ .
(Counidade:) Temos:
εA∗(g) = ξ
−1 ◦ η ∗A (g) = ξ−1(ηA ◦ g) = g ◦ ηA(1) = g(1A), ∀g ∈ A∗ .
Seja f ∈ A∗. Usando a mesma notac¸a˜o de antes para ∆A∗(f), temos:
(
ϕ −1l ◦ (εA∗ ⊗ Id) ◦∆A∗
)
(f) = ϕ −1l
(∑
i
εA∗(f
(1)
i )⊗ f (2)i
)
= ϕ −1l
(∑
i
f
(1)
i (1A)⊗ f (2)i
)
=
∑
i
f
(1)
i (1A) · f (2)i
(
ϕ −1r ◦ (Id⊗ εA∗) ◦∆A∗
)
(f) = ϕ −1r
(∑
i
f
(1)
i ⊗ εA∗(f (2)i )
)
= ϕ −1r
(∑
i
f
(1)
i ⊗ f (2)i (1A)
)
=
∑
i
f
(1)
i · f (2)i (1A) .
Logo, aplicando em a ∈ A, temos:((
ϕ −1l ◦ (εA∗ ⊗ Id) ◦∆A∗
)
(f)
)
(a) =
∑
i
f
(1)
i (1A) · f (2)i (a)
1.3.7
= f(1A · a)
= f(a)
54 Cap´ıtulo 1. A´lgebras, coa´lgebras e bia´lgebras
((
ϕ −1r ◦ (Id⊗ εA∗) ◦∆A∗
)
(f)
)
(a) =
∑
i
f
(1)
i (a) · f (2)i (1A)
1.3.7
= f(a · 1A)
= f(a) .
Assim, obtemos
ϕ −1l ◦ (εA∗ ⊗ Id) ◦∆A∗ = Id
ϕ −1r ◦ (Id⊗ εA∗) ◦∆A∗ = Id .
Observac¸a˜o 1.3.9. Se A tem dimensa˜o finita, pode-se expressar a comul-
tiplicac¸a˜o da coa´lgebra A∗ em termos da base dual. Seja {ei} base de A
e {e∗i } a respectiva base dual em A∗. Temos que {e∗i ⊗ e∗j} e´ base para
A∗⊗A∗. Segue que para dado f ∈ A∗, ∆(f) = ∑k,l akle∗k ⊗ e∗l . Por outro
lado, temos
f(eiej) = f ◦ µ(ei ⊗ ej) = µ∗(f)(ei ⊗ ej) = θ(∆(f))(ei ⊗ ej)
=
∑
k,l
akle
∗
k(ei)e
∗
l (ej) =
∑
k,l
aklδk,iδl,j = aij .
Portanto, obtemos ∆(f) expresso em termos da base dual:
∆(f) =
∑
k,l
f(ekel)e
∗
k ⊗ e∗l .
Vamos a um exemplo.
Exemplo 1.3.10 (O dual de Mn e´ a coa´lgebra das matrizes M cn). Sejam
Mn e M
c
n como nos exemplos 1.2.6 e 1.1.7, respectivamente.
Seja {Eij} base canoˆnica de Mn, com Eij a matriz com entrada ij igual
a 1 e outras entradas nulas. Seja {E∗ij} a base dual em M∗n. Temos, que
para todo f ∈M∗n, pela observac¸a˜o anterior:
∆M∗n(f) =
∑
i,j,k,l
f(EijEkl)E
∗
ij ⊗ E∗kl
=
∑
i,j,k,l
f(δkjEil)E
∗
ij ⊗ E∗kl
=
∑
i,j,l
f(Eil)E
∗
ij ⊗ E∗jl .
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Portanto, para E∗ij , temos:
∆M∗n(E
∗
ij) =
∑
k,l,p
E∗ij(Ekp)E
∗
kl ⊗ E∗lp
=
∑
k,l,p
δikδjpE
∗
kl ⊗ E∗lp
=
∑
l
E∗il ⊗ E∗lj .
A counidade e´ dada por
εM∗n(f) = f(1) = f(Id) ,
para f ∈M∗n, e
εM∗n(E
∗
ij) = E
∗
ij(Id) =
∑
l
E∗ij(Ell) =
∑
l
δilδjl = δij ,
para E∗ij .
Considerando o isomorfismo de espac¸os vetoriais6 Φ: M∗n → M cn dado
por Φ(E∗ij) = Eij , temos
∆Mcn ◦ Φ(E∗ij) = ∆Mcn(Eij) =
∑
k
Eik ⊗ Ekj
(Φ⊗ Φ) ◦∆M∗n(E∗ij) = (Φ⊗ Φ)
(∑
k
E∗ik ⊗ E∗kj
)
=
∑
k
Eik ⊗ Ekj .
Portanto ∆Mcn ◦ Φ = (Φ⊗ Φ) ◦∆M∗n . Ale´m disso,
εMcn ◦ Φ(E∗ij) = εMcn(Eij) = δij = εM∗n(E∗ij) .
Dessa forma, Φ e´ um isomorfismo de coa´lgebras, e M∗n ∼= M cn como coa´l-
gebras.
Como no caso do dual de uma coa´lgebra, temos uma proposic¸a˜o sobre
a transposta de um morfismo de a´lgebras.
Proposic¸a˜o 1.3.11. Sejam A,B duas a´lgebras de dimensa˜o finita. Se
f : A→ B e´ um morfismo de a´lgebras, enta˜o f∗ : B∗ → A∗ e´ um morfismo
de coa´lgebras.
6Note que e´ bijetora pois leva uma base do domı´nio a uma base do contradomı´nio.
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Demonstrac¸a˜o. Seja p ∈ B∗. Enta˜o
∆A∗ ◦ f∗(p) = ∆A∗(p ◦ f)
=
∑
p◦f
(p ◦ f)(1) ⊗ (p ◦ f)(2)
(f∗ ⊗ f∗) ◦∆B∗(p) = f∗ ⊗ f∗
(∑
p
p(1) ⊗ p(2)
)
=
∑
p
f∗(p(1))⊗ f∗(p(2))
=
∑
p
(p(1) ◦ f)⊗ (p(2) ◦ f)
Mas temos∑
p◦f
(p ◦ f)(1) ⊗ (p ◦ f)(2) =
∑
p
(p(1) ◦ f)⊗ (p(2) ◦ f) .
De fato, para todos a, b ∈ A, podemos usar o item 1. do lema 1.3.7 e obter:∑
p◦f
(p ◦ f)(1)(a) · (p ◦ f)(2)(b) 1.3.7= p ◦ f(a · b)
= p(f(a) · f(b))
1.3.7
=
∑
p
p(1)(f(a)) · p(2)(f(b))
=
∑
p
(p(1) ◦ f)(a) · (p(2) ◦ f)(b) ,
Novamente, pelo lema 1.3.7, item 2., temos:∑
p◦f
(p ◦ f)(1) ⊗ (P ◦ f)(2) =
∑
p
p(1) ◦ f ⊗ p(2) ◦ f .
Dessa forma, temos ∆A∗ ◦ f∗ = (f∗ ⊗ f∗) ◦∆B∗ .
Resta, enta˜o, calcular:
εA∗ ◦ f∗(p) = εA∗(p ◦ f) = p ◦ f(1A) = p(1B) = εB∗(p) .
Obtemos εA∗ ◦ f∗ = εB∗ .
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1.3.3.2 Dual finito
Agora consideramos o caso mais geral em que A e´ uma a´lgebra que
na˜o necessariamente tem dimensa˜o finita. Como a transformac¸a˜o linear
θ : A∗ ⊗ A∗ → (A ⊗ A)∗ vista antes nem sempre e´ bijetora, nem sempre
e´ poss´ıvel definir uma estrutura de coa´lgebra no dual como feito na sec¸a˜o
anterior. Entretanto, podemos considerar um subespac¸o de A∗ no qual o
coproduto esteja bem definido. E´ isso que faremos nessa sec¸a˜o.
Primeiramente, sera´ necessa´rio um lema sobre espac¸os vetoriais. Lem-
bramos que dado um espac¸o vetorial V e um subespac¸o X ⊆ V , a codi-
mensa˜o de X e´ definida por codimX = dim VX .
Lema 1.3.12. Seja V um espac¸o vetorial. Sejam X,Y ⊆ V subespac¸os.
Enta˜o:
codim(X ∩ Y ) ≤ codimX + codimY .
Demonstrac¸a˜o. Seja γ : V → VX × VY transformac¸a˜o linear dada por γ(v) =
(v +X, v + Y ). Temos que ker(γ) = X ∩ Y e que
V
X∩Y =
V
ker(γ)
∼= Im(γ) ⊆ VX × VY .
Obtemos enta˜o
codim(X ∩ Y ) = dim
(
V
ker(γ)
)
≤dim( VX ) + dim(VY )
= codim(X) + codim(Y ) .
Veremos abaixo um teorema que nos permitira´ definir o dual finito por
meio de va´rias propriedades equivalentes.
Teorema 1.3.13. Sejam A uma a´lgebra e f ∈ A∗. Seja
θ : A∗ ⊗A∗ → (A⊗A)∗
θ(f ⊗ g)(a⊗ b) = f(a) · g(b)
a transformac¸a˜o linear injetiva vista no lema 1.3.1. Sa˜o equivalentes:
1. ∃fi, gi ∈ A∗ (i = 1, . . . , n) : ∀a, b ∈ A, f(a · b) =
∑
i fi(a)gi(b).
2. µ ∗A (f) ∈ θ(A∗ ⊗A∗) .
3. ∃I ⊆ ker(f) ideal a` esquerda de A com codimensa˜o finita.
4. ∃J ⊆ ker(f) ideal a` direita de A com codimensa˜o finita.
5. ∃K ⊆ ker(f) ideal de A com codimensa˜o finita.
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Demonstrac¸a˜o. Mostraremos 1.⇔ 2., 3.⇔ 4.⇔ 5. e 2.⇔ 5.
(1. =⇒ 2.)
Sejam a, b ∈ A. Temos:
µ ∗A (f)(a⊗ b) = f(a · b) =
∑
i
fi(a)gi(b) = θ
(∑
i
fi ⊗ gi
)
(a⊗ b) .
Da´ı µ ∗A (f) = θ (
∑
i fi ⊗ gi) ∈ θ (A∗ ⊗A∗).
(1.⇐= 2.)
Se µ ∗A (f) ∈ θ (A∗ ⊗A∗), enta˜o existem fi, gi ∈ A∗, com i = 1, . . . , n, tais
que µ ∗A (f) = θ (
∑
i fi ⊗ gi). Assim, para todos a, b ∈ A,
µ ∗A (f)(a⊗ b) = θ
(∑
i
fi ⊗ gi
)
(a⊗ b)
=⇒ f(a · b) =
∑
i
fi(a)gi(b) .
Para fazer 3. =⇒ 5. e 4. =⇒ 5., usaremos a seguinte notac¸a˜o. Para
uma a´lgebra A, Endl(A) refere-se a` algebra de endomorfismos em A. Isto
e´, Endl(A) e´ o conjunto de transformac¸o˜es lineares A → A, que e´ um
espac¸o vetorial, e e´ uma a´lgebra com o produto dado pela composic¸a˜o de
func¸o˜es. Quando usamos o sobrescrito l, consideramos que a func¸a˜o atua
pela esquerda do elemento, e a composic¸a˜o obedece a ordem a seguir. Se
temos φ, ψ ∈ Endl(A) e a ∈ A, enta˜o denotamos φ aplicado em a por φ(a),
e se quisermos aplicar ψ, teremos ψ
(
φ(a)
)
. Consideramos o produto ψ · φ
como sendo a composic¸a˜o ψ ◦ φ.
A notac¸a˜o Endr(A) tambe´m refere-se a` a´lgebra de endomorfismos em
A. Mas desta vez, o produto e´ dado pelo produto oposto da composic¸a˜o.
Isto e´, Endr(A) = Endr(A)op como a´lgebras. Se considerarmos que as
func¸o˜es atuam pela direita dos elementos de A, ficamos com uma notac¸a˜o
mais natural para essa a´lgebra de endomorfismos. Se temos φ, ψ ∈ Endl(A)
e a ∈ A, enta˜o denotamos φ aplicado em a por (a)φ, e se quisermos aplicar
ψ, teremos
(
(a)φ
)
ψ. O produto φ ·ψ e´ igual a ψ ◦φ, mas fica mais natural
de se pensar com a notac¸a˜o a` direita. Por isso acrescenta-se o sobrescrito
r.
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Essa distinc¸a˜o sera´ importante pois usaremos os morfismos multiplica-
c¸a˜o a` direita e multiplicac¸a˜o a` esquerda
λ : A→ Endl (AI )(
λ(a)
)
(b+ I) = ab+ I
ρ : A→ Endr (AI )
(b+ I)
(
(a)ρ
)
= ba+ I ,
que sa˜o morfismos de a´lgebras quando tomamos a a´lgebra de endomorfis-
mos adequada em cada caso.
(3. =⇒ 5.)
Seja I EE A, I ⊆ ker(f) e com codim(I) <∞. Considere a multiplicac¸a˜o
a` esquerda
λ : A→ Endl (AI )(
λ(a)
)
(b+ I) = ab+ I ,
que e´ um morfismo de a´lgebras. Seja K = ker(λ). Temos que K e´ um
ideal de A. Mostraremos que possui codimensa˜o finita. De fato, temos o
isomorfismo
A
K
∼= Im(λ) ⊆ Endl (AI ) .
Enta˜o,
dim
(
A
K
)
= dim Im(λ) ≤ dim
(
Endl
(
A
I
))
=
(
dim
(
A
I
))2
=⇒ codim(K) ≤ codim(I)2 <∞ .
(4. =⇒ 5.)
Seja J ED A, J ⊆ ker(f) e codim(J) < ∞. Considere a multiplicac¸a˜o a`
direita
ρ : A→ Endr (AI )
(b+ I)
(
(a)ρ
)
= ba+ I ,
vista como uma func¸a˜o que atua a` direita do elemento. Considerando a
a´lgebra de morfismos atuando a` direita, temos que ρ e´ um morfismo de
a´lgebras. Fac¸a K = ker(ρ), que e´ um ideal de A. Mostraremos que possui
codimensa˜o finita. De fato, temos o isomorfismo
A
K
∼= Im(ρ) ⊆ Endr (AJ ) .
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Portanto,
dim
(
A
K
)
= dim Im(ρ) ≤ dim (Endr (AJ )) = (dim (AJ ))2
=⇒ codim(K) ≤ codim(J)2 <∞ .
(3.⇐= 5. e 4.⇐= 5.)
Sa˜o imediatos, visto que um ideal (bilateral) e´ um ideal a` esquerda e um
ideal a` direita simultaneamente.
(2. =⇒ 5.)
E´ suficiente mostrar que 2. =⇒ 3., ja´ que 3 ⇐⇒ 5. ja´ foi provado. Como
µ ∗A (f) ∈ θ(A∗ ⊗A∗), existem gi, hi ∈ A∗ tais que µ ∗A (f) = θ (
∑
i gi ⊗ hi).
Podemos assumir que os gi’s sa˜o LI e os hi’s sa˜o na˜o nulos. Seja I :=
∩i ker(hi).
(I EE A:)
De fato, basta mostrar que A · I ⊆ I. Sejam b ∈ A, c ∈ I. Temos,
para todo a ∈ A,
0 =
∑
i
gi(ab)hi(c)︸ ︷︷ ︸
=0
= f(abc) =
∑
i
gi(a)hi(bc) .
Como os gi’s sa˜o LI, existem
7 vi’s tais que gi(vj) = δij . Fazendo
a = vj acima, temos
0 =
∑
i
gi(vj)hi(bc) =
∑
i
δijhi(bc) = hj(bc) .
Portanto bc ∈ ker(hj) para todo j, logo e bc ∈ ∩j ker(hj) = I.
(I tem codimensa˜o finita:)
Temos, pelo lema 1.3.12, que
codim(I) = codim (∩i ker(hi)) ≤
∑
i
codim ker(hi) <∞ ,
ja´ que a quantidade de ı´ndices i’s e´ finita e
codim ker(hi) = dim
(
A
ker(hi)
)
= dim Im(hi) = dimK = 1 .
7Esse e´ um resultado cla´ssico da teoria de espac¸os vetoriais duais. E´ uma versa˜o
um pouco mais forte do que o resultado sobre existeˆncia de base dual de um espac¸o de
dimensa˜o finita.
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2.⇐= 5.
Seja K E A com K ⊆ ker(f) e codimK < ∞. Seja pi : A → AK projec¸a˜o
canoˆnica. Vamos mostrar que µ ∗A (f) ∈ Im(θ ◦ (pi∗ ⊗ pi∗)) ⊆ θ(A∗ ⊗A∗).
Temos
µ ∗A (f) : A⊗A→ K .
Como
µ ∗A (f)(A⊗K +K ⊗A) = f(µA(A⊗K +K ⊗A)) ⊆ f(K) = 0 ,
enta˜o µ ∗A (f) pode ser fatorada
8 pela projec¸a˜o canoˆnica p : A⊗A→ A⊗AA⊗K+K⊗A .
Isto e´, existe uma transformac¸a˜o linear
ν(f) : A⊗AA⊗K+K⊗A → K
tal que ν(f) ◦ p = µ ∗A (f).
Ale´m disso, A⊗AA⊗K+K⊗A
∼= AK ⊗ AK via o isomorfismo de espac¸os vetoriais
φ :
A⊗A
A⊗K +K ⊗A →
A
K
⊗ A
K
φ(a⊗ b+A⊗K +K ⊗A) = (a+K)⊗ (b+K) .
Tambe´m
(
A
K
)∗ ⊗ (AK )∗ ∼= (AK ⊗ AK )∗ via o isomorfismo θ′, do lema 1.3.1
aplicado a AK . Garantimos que θ
′ e´ isomorfismo pois dim AK = codim(A) <
∞.
Assim, temos
(
A
K
)∗ ⊗ (AK )∗ θ′∼= // (AK ⊗ AK )∗ φ∗∼= // ( A⊗AA⊗K+K⊗A)∗
Afirmac¸a˜o: Temos θ◦(pi∗⊗pi∗) = p∗ ◦φ∗ ◦θ′. Ou seja, o diagrama abaixo
comuta: (
A
K
)∗ ⊗ (AK )∗ φ∗◦θ′∼= //
pi∗⊗pi∗

(
A⊗A
A⊗K+K⊗A
)∗
p∗

A∗ ⊗A∗
θ
// (A⊗A)∗
8Essa e´ a versa˜o para espac¸os vetoriais da proposic¸o˜es 1.1.16 e 1.2.20.
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Prova da afirmac¸a˜o. De fato, dados g, h ∈ (AK )∗, e a, b ∈ A, temos(
p∗ ◦ φ∗ ◦ θ′(g ⊗ h))(a⊗ b) = (θ′(g ⊗ h) ◦ φ ◦ p)(a⊗ b)
=
(
θ′(g ⊗ h))(φ ◦ p(a⊗ b))
=
(
θ′(g ⊗ h))(φ(a⊗ b+A⊗K +K ⊗A))
=
(
θ′(g ⊗ h))((a+K)⊗ (b+K))
= g(a+K)h(b+K)
(
θ ◦ (pi∗ ⊗ pi∗)(g ⊗ h))(a⊗ b) = θ((g ◦ pi)⊗ (h ◦ pi))(a⊗ b)
= (g ◦ pi)(a)(h ◦ pi)(b)
= g(a+K)h(b+K) .
Portanto θ ◦ (pi∗ ⊗ pi∗) = p∗ ◦ φ∗ ◦ θ′ . y
Voltando a` prova do teorema, temos p∗ = θ ◦ (pi∗ ⊗ pi∗) ◦ (φ∗ ◦ θ′)−1 e
µ ∗A (f) = ν(f) ◦ p
= p∗(ν(f))
= θ ◦ (pi∗ ⊗ pi∗)((φ∗ ◦ θ′)−1(ν(f)))
∈ Im(θ ◦ (pi∗ ⊗ pi∗)) .
Definic¸a˜o 1.3.14. Seja A uma a´lgebra. O dual finito de A e´ o subconjunto
A◦ = {f ∈ A∗ | µ ∗A (f) ∈ θ(A∗ ⊗A∗)} ⊆ A∗
dos funcionais f ∈ A∗ que satisfazem as condic¸o˜es equivalentes do teorema
1.3.13.
Veremos a seguir que o dual finito A◦ e´ tem a estrutura de coa´lgebra
dual ana´loga a` do caso do dual de uma a´lgebra de dimensa˜o finita.
Lema 1.3.15. A◦ e´ subespac¸o vetorial de A∗.
Demonstrac¸a˜o. 0 ∈ A◦, porque 0(ab) = 0 = 0(a) ·0(b) para todos a, b ∈ A,
e logo 0 satisfaz a condic¸a˜o 1. do teorema, ja´ que 0 ∈ A∗.
Dados f, g ∈ A◦ e λ ∈ K, temos que f e g satisfazem a condic¸a˜o 1. do
teorema 1.3.13, portanto existem f
(1)
i , f
(2)
i , g
(1)
j , g
(2)
j ∈ A∗ tais que
f(ab) =
∑
i
f
(1)
i (a)f
(2)
i (b)
g(ab) =
∑
j
g
(1)
j (a)g
(2)
j (b)
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para todos a, b ∈ A. Portanto
(f + λg)(ab) =
∑
i
f
(1)
i (a)f
(2)
i (b) +
∑
j
(λg
(1)
j )(a)g
(2)
j (b), ∀a, b ∈ A
e f + λg satisfaz a condic¸a˜o 1. do teorema. Logo f + λg ∈ A◦.
Proposic¸a˜o 1.3.16. Seja A uma a´lgebra, e A◦ seu dual finito. Enta˜o A◦
e´ uma coa´lgebra, com coproduto e counidade
∆A◦ : A
◦ → A◦ ⊗A◦
εA◦ : A
◦ → K
dados por
∆A◦ = θ
−1 ◦ µ ∗A
εA◦ = ξ
−1 ◦ η ∗A
restritos a A◦. Observe que podemos escrever θ−1 acima, pois estamos nos
referindo a θ : A∗ ⊗A∗ → θ(A∗ ⊗A∗) ⊆ (A⊗A)∗, que e´ bijec¸a˜o.
Demonstrac¸a˜o. Primeiro mostraremos que ∆A◦ : A
◦ → A◦⊗A◦ e´ um mor-
fismo bem definido. Isto e´, mostraremos que a imagem de ∆A◦ esta´ contida
em A◦ ⊗A◦ (a princ´ıpio, temos apenas que esta´ contida em A∗ ⊗A∗).
Seja f ∈ A◦. Como µ ∗A (f) ∈ θ(A∗⊗A∗), enta˜o existem gi, hi ∈ A∗ tais
que µ ∗A (f) = θ (
∑
i gi ⊗ hi). Logo
∆A◦(f) =
n∑
i=1
gi ⊗ hi
f(ab) = µ ∗A (f)(a⊗ b) =
∑
i
gi(a)hi(b) ,
em que a, b ∈ A.
Afirmac¸a˜o: ∆A◦(f) ∈ A∗ ⊗A◦.
Prova da afirmac¸a˜o. Podemos escrever µ ∗A (f) = θ (
∑
i g
′
i ⊗ h′i) com os g′i’s
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LI. Sejam vi’s tais que g
′
i(vj) = δij . Assim, dado i,
hi(ab) =
n∑
j=1
δijh
′
j(ab)
=
n∑
j=1
g′j(vi)h
′
j(ab)
= f(viab)
=
n∑
j=1
g′j(via)h
′
j(b)
=
n∑
i=1
(g′j ◦ λvi)(a)h′j(b)
Portanto h′i ∈ A◦ e ∆A◦(f) =
∑n
i=1 g
′
i ⊗ h′i ∈ A∗ ⊗A◦. y
Afirmac¸a˜o: ∆A◦(f) ∈ A◦ ⊗A∗.
Prova da afirmac¸a˜o. Tambe´m podemos escrever µ ∗A (f) = θ (
∑
i g
′′
i ⊗ h′′i )
com os h′′i ’s LI. Sejam wi’s tais que h
′′
i (wj) = δij . Assim, dado i,
g′′i (ab) =
n∑
j=1
g′′j (ab)δij
=
n∑
j=1
g′′j (ab)h
′′
j (wi)
= f(abwi)
=
n∑
j=1
g′′j (a)h
′′
j (bwi)
=
n∑
i=1
g′′j (a)(h
′′
j ◦ ρwi)(b)
Portanto g′′i ∈ A◦ e ∆A◦(f) =
∑n
i=1 g
′′
i ⊗ h′′i ∈ A◦ ⊗A∗. y
Dessa forma, temos
∆A◦(f) ∈ (A◦ ⊗A∗) ∩ (A∗ ⊗A◦) = (A∗ ∩A◦)⊗ (A◦ ∩A∗) = A◦ ⊗A◦ .
Resta apenas mostrar a comutatividade dos diagramas da coassociativi-
dade e counidade, mas as contas sa˜o ana´logas a`s do caso de dimensa˜o
finita, na proposic¸a˜o 1.3.8.
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Com respeito aos morfismos, temos a seguinte proposic¸a˜o.
Proposic¸a˜o 1.3.17. Seja f : A→ B um morfismo de a´lgebras. Enta˜o
f◦ : B◦ → A◦ ,
definido por f◦(p) = f∗(p) e´ um morfismo de coa´lgebras.
Demonstrac¸a˜o. Mostraremos que f◦ esta´ bem definido, isto e´, f∗(p) ∈ A◦
para todo p ∈ B◦. Temos, para todos a, b ∈ B,
f∗(p)(a · b) = p ◦ f(a · b) = p(f(a) · f(b))
=
∑
p
p(1)(f(a))p(2)(f(b))
=
∑
p
(p(1) ◦ f)(a)(p(2) ◦ f)(b) .
Assim, temos f∗(p) ∈ B◦, pois satisfaz a condic¸a˜o 1. do teorema 1.3.13.
Estando bem definido, as contas para mostrar que f◦ e´ morfismo de
coa´lgebras sa˜o ideˆnticas a`s do caso de dimensa˜o finita, na proposic¸a˜o 1.3.11.
1.4 Bia´lgebras
Vamos considerar um conjunto que tenha tanto estrutura de a´lgebra
quanto de coa´lgebra. Enta˜o tudo que estudamos ate´ enta˜o sobre a´lgebras
e coa´lgebras valeria para um tal conjunto. Para obter outros resultados,
que “misturem” os conceitos de a´lgebra e coa´lgebra, seria bom que essas
estruturas tivessem alguma relac¸a˜o de compatibilidade.
Nesta sec¸a˜o estudaremos o que acontece quando ∆ e ε sa˜o morfismos de
a´lgebras, o que na˜o e´ consequeˆncia das estruturas de a´lgebra e de coa´lgebra
apenas. Isso sera´ a compatibilidade entre as duas estruturas.
1.4.1 Definic¸a˜o e exemplos
Proposic¸a˜o 1.4.1. Seja (B,µ, η,∆, ε) uma qu´ıntupla em que (B,µ, η) e´
uma a´lgebra e (B,∆, ε) e´ uma coa´lgebra. Sa˜o equivalentes:
1. ∆, ε sa˜o morfismos de a´lgebras.
2. µ, η sa˜o morfismos de coa´lgebras.
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Demonstrac¸a˜o. Temos que µ e η sa˜o morfismos de coa´lgebras se e somente
se os diagramas abaixo comutam:
(1) (2)
B ⊗B
∆B⊗B

µB // B
∆B

B ⊗B ⊗B ⊗B
µB⊗µB
// B ⊗B
B ⊗B µB //
εB⊗B
##
B
εB

K
∆B ◦ µB = (µB ⊗ µB) ◦∆B⊗B εB ◦ µB = εB⊗B
(3) (4)
K
∆K

ηB // B
∆B

K⊗K
ηB⊗ηB
// B ⊗B
K
ηB //
εK 
B
εB
K
∆B ◦ ηB = (ηB ⊗ ηB) ◦∆K εB ◦ ηB = εK .
Tambe´m temos que ∆ e  sa˜o morfismos de a´lgebras se, e somente se,
os diagramas abaixo comutam:
(1′) (2′)
B ⊗B ∆B⊗∆B //
µB

B ⊗B ⊗B ⊗B
µB⊗B

B
∆B
// B ⊗B
B
∆B // B ⊗B
K
ηB⊗B
;;
ηB
__
µB⊗B ◦ (∆B ⊗∆B) = ∆B ◦ (µB ⊗ µB) ∆B ◦ ηB = ηB⊗B
1.4. Bia´lgebras 67
(3′) (4′)
B ⊗B εB⊗εB //
µB

K⊗K
µK

B
εB
// K
B
εB // K
K
ηK
??
ηB
__
µB ◦ (εB ⊗ εB) = εB ◦ (µB ⊗ µB) εB ◦ ηB = ηK .
Nota-se que:
(1) comuta sse (1′) comuta, porque
(µB ⊗ µB) ◦∆B⊗B = (µB ⊗ µB) ◦ (IdB ◦ τ ◦ IdB) ◦ (∆B ⊗∆B)
= µB⊗B ◦ (∆B ⊗∆B) .
(3) comuta sse (2′) comuta, pois
ηB⊗B = (ηB ⊗ ηB) ◦∆K .
(2) comuta sse (3′) comuta, ja´ que
εB⊗B = µK ◦ (εB ⊗ εB) .
(4) comuta sse (4′) comuta, pois
ηK = IdK = εK .
Portanto a comutatividade dos diagramas (1), (2), (3), (4) equivale a` co-
mutatividade dos diagramas (1′), (2′), (3′), (4′).
Definic¸a˜o 1.4.2. Uma bia´lgebra e´ uma qu´ıntupla (B,µ, η,∆, ε) em que
(B,µ, η) e´ uma a´lgebra e (B,∆, ε) e´ uma coa´lgebra e uma das condic¸o˜es
equivalentes e´ satisfeita
1. ∆, ε sa˜o morfismos de a´lgebra;
2. µ, η sa˜o morfismos de coa´lgebra.
Enumeramos alguns exemplos de bia´lgebras.
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Exemplo 1.4.3 (K e´ uma bia´lgebra). Para o corpoK, consideramos, como
antes,
µK(α⊗ β) = α · β
ηK(1K) = 1K
∆K(α) = α(1K ⊗ 1K)
εK(α) = α ,
em que α, β ∈ K. Note que temos µK = ∆ −1K .
Com essa estrutura, K e´ uma a´lgebra e uma coa´lgebra. Se valer a
compatibilidade, sera´ uma bia´lgebra tambe´m. Vamos checar que ∆ e ε sa˜o
morfismos de a´lgebras. Sejam α, β ∈ K. Temos
∆(α · β) = αβ(1K ⊗ 1K) = α(1K ⊗ 1K) · β(1K ⊗ 1K) = ∆(α) ·∆(β)
∆(1K) = 1K ⊗ 1K
ε(α · β) = αβ = ε(α) · ε(β)
ε(1K) = 1K .
Portanto K e´ uma bia´lgebra.
Exemplo 1.4.4 (F(G), T (V ), KG e U(g) sa˜o bia´lgebras). Esses exemplos
sera˜o vistos com mais detalhes nas sec¸o˜es 2.2.1, 2.2.2, 2.2.3 e 2.2.4, onde
veremos que tambe´m sa˜o a´lgebras de Hopf.
1.4.2 Sub-bia´lgebras, bi-ideais e morfismos
Como no caso das a´lgebras e coa´lgebras, definiremos sub-bia´lgebras,
bi-ideais e morfismos de bia´lgebras.
Definic¸a˜o 1.4.5. Seja B uma bia´lgebra. Uma sub-bia´lgebra e´ um subes-
pac¸o C de B que e´ uma suba´lgebra e uma subcoa´lgebra. Ou seja:
1. µ(C ⊗ C) ⊆ C;
2. ∆(C) ⊆ C ⊗ C.
Observac¸a˜o 1.4.6. Seja C ⊆ B uma sub-bia´lgebra. Enta˜o C e´ uma coa´l-
gebra por si so´.
E se 1B ∈ C, enta˜o C e´ uma a´lgebra por si so´. Como vale a compatibi-
lidade entre a´lgebra e coa´lgebra, pois vale em B, temos que se 1B ∈ C,
enta˜o C e´ uma bia´lgebra por si so´.
Definic¸a˜o 1.4.7. Seja B uma bia´lgebra. Um subespac¸o I de B e´ um
bi-ideal de B se e´ um ideal e um coideal de B, isto e´,
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1. µ(B ⊗ I + I ⊗B) ⊆ B
2. ∆(B) ⊆ (B ⊗ I + I ⊗B) e ε(I) = 0 .
Definic¸a˜o 1.4.8. Sejam B e H bia´lgebras. Uma transformac¸a˜o linear
f : B → H e´ um morfismo de bia´lgebras se for um morfismo de a´lgebras e
tambe´m for um morfismo de coa´lgebras. Isto e´, se os seguintes diagramas
comutam:
B ⊗B f⊗f //
µB

H ⊗H
µH

B
f
// H
B
f // H
K
ηH
88
ηB
ff
µH ◦ (f ⊗ f) = f ◦ µB f ◦ ηB = ηH
B
∆B

f // H
∆H

B ⊗B
f⊗f
// H ⊗H
B
f //
εB
&&
H
εH
xxK
∆H ◦ f = (f ⊗ f) ◦∆B εH ◦ f = εB
Proposic¸a˜o 1.4.9. Seja f : B → H morfismo de bia´lgebras. Enta˜o
1. ker(f) e´ um bi-ideal de B
2. Im(f) e´ uma sub-bia´lgebra de H
Demonstrac¸a˜o. Segue dos resultados ja´ vistos para a´lgebra e coa´lgebra
(proposic¸o˜es 1.1.14 e 1.2.14).
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1.4.3 Bia´lgebras oposta, co-oposta, e oposta-co-oposta
Seja B uma bia´lgebra. Considere o produto oposto µop e o coproduto
co-oposto ∆cop. Sabemos que Bop e´ uma a´lgebra e Bcop e´ uma coa´lgebra.
Vamos provar nessa sec¸a˜o que Bop e Bcop sa˜o, na verdade, bia´lgebras.
Tambe´m consideraremos as duas estruturas opostas ao mesmo tempo, ob-
tendo a bia´lgebra oposta-co-oposta Bop,cop. O detalhe a se observar e´ a
compatibilidade entre a´lgebra e coa´lgebra.
Proposic¸a˜o 1.4.10. (B,µop, η,∆, ε) e´ uma bia´lgebra, e e´ denotada por
Bop.
Demonstrac¸a˜o. ∆: Bop → Bop ⊗Bop e´ morfismo de a´lgebras, pois:
∆ ◦ η = ηB⊗B = µK ◦ (η ⊗ η) = ηBop⊗Bop
∆ ◦ µop = ∆ ◦ µ ◦ τ
= µB⊗B ◦ (∆⊗∆) ◦ τ
= µB⊗B ◦ τB⊗B,B⊗B ◦ (∆⊗∆)
= (µ⊗ µ) ◦ (Id⊗ τ ⊗ Id) ◦ τ(1 2 3 43 4 1 2) ◦ (∆⊗∆)
= (µ⊗ µ) ◦ τ(1 2 3 43 1 4 2) ◦ (∆⊗∆)
= (µ⊗ µ) ◦ (τ ⊗ τ) ◦ (Id⊗ τ ⊗ Id) ◦ (∆⊗∆)
= ((µ ◦ τ)⊗ (µ ◦ τ)) ◦ (Id⊗ τ ⊗ Id) ◦ (∆⊗∆)
= µBop⊗Bop ◦ (∆⊗∆) .
ε : Bop → K e´ morfismo de a´lgebras:
ε ◦ η = ηK
ε ◦ µop = ε ◦ µ ◦ τ
= µK ◦ (ε⊗ ε)⊗ τ
= µK ◦ τ ◦ (ε⊗ ε)
= µK ◦ (ε⊗ ε) .
Proposic¸a˜o 1.4.11. (B,µ, η,∆cop, ε) e´ uma bia´lgebra, denotada por Bcop.
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Demonstrac¸a˜o. ∆cop : Bcop → Bcop ⊗Bcop e´ morfismo de a´lgebras, pois:
∆cop ◦ η = τ ◦∆ ◦ η
= τ ◦ ηB⊗B
= τ ◦ (η ⊗ η) ◦∆K
= (η ⊗ η) ◦ τ ◦∆K
= (η ⊗ η) ◦∆K
= ηBcop⊗Bcop
∆cop ◦ µ = τ ◦∆ ◦ µ
= τ ◦ µB⊗B ◦ (∆⊗∆)
= τ ◦ (µ⊗ µ)⊗ (Id⊗ τ ⊗ Id) ◦ (∆⊗∆)
= (µ⊗ µ) ◦ τB⊗B,B⊗B ⊗ (Id⊗ τ ⊗ Id) ◦ (∆⊗∆)
= (µ⊗ µ) ◦ τ(1 2 3 42 4 1 3) ◦ (∆⊗∆)
= (µ⊗ µ) ◦ (Id⊗ τ ⊗ Id) ◦ (τ ⊗ τ) ◦ (∆⊗∆)
= µBcop⊗Bcop ◦ (∆cop ⊗∆cop) .
Ja´ que a multiplicac¸a˜o na˜o foi alterada, continuamos tendo ε ◦ η = ηK e
ε ◦ µ = µK ◦ (ε⊗ ε), e portanto ε : Bcop → K e´ morfismo de a´lgebras.
Proposic¸a˜o 1.4.12. (B,µop, η,∆cop, ε) e´ uma bia´lgebra, denotada por
Bop,cop.
Demonstrac¸a˜o. ∆cop : Bop,cop → Bop,cop⊗Bop,cop e´ morfismo de a´lgebras,
pois:
∆cop ◦ η = (η ⊗ η) ◦∆K = (ηBop,cop ⊗ ηBcop) ◦∆K = ηBop,cop⊗Bop,cop ,
da mesma forma que na proposic¸a˜o anterior, e
∆cop ◦ µop = τ ◦∆ ◦ µ ◦ τ
= τ ◦ µB⊗B ◦ (∆⊗∆) ◦ τ
= τ ◦ (µ⊗ µ) ◦ (Id⊗ τ ⊗ Id) ◦ τB⊗B,B⊗B ◦ (∆⊗∆)
= (µ⊗ µ) ◦ τB⊗B,B⊗B ◦ (Id⊗ τ ⊗ Id) ◦ τB⊗B,B⊗B ◦ (∆⊗∆)
= (µ⊗ µ) ◦ τ(1 2 3 44 2 3 1) ◦ (∆⊗∆)
= (µ⊗ µ) ◦ (τ ⊗ τ) ◦ (Id⊗ τ ⊗ Id) ◦ (τ ⊗ τ) ◦ (∆⊗∆)
= ((µ ◦ τ)⊗ (µ ◦ τ)) ◦ (Id⊗ τ ⊗ Id) ◦ ((τ ◦∆)⊗ (τ ◦∆))
= µBop,cop⊗Bop,cop ◦ (∆cop ⊗∆cop) .
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Obtemos que ε : Bop → K e´ morfismo de a´lgebras fazendo as mesmas
contas que na proposic¸a˜o sobre Bop.
1.4.4 Bia´lgebra do produto tensorial
Sejam B e H duas bia´lgebras. Ja´ definimos estrutura de a´lgebra e de
coa´lgebra para o produto tensorial B⊗H. Vamos checar a compatibilidade
dessas estruturas e ver que, de fato, B⊗H e´ uma bia´lgebra. Relembrando,
as estruturas de a´lgebra e de coa´lgebra de B ⊗H sa˜o dadas por
µB⊗H = (µB ⊗ µH) ◦ (Id⊗ τ ⊗ Id)
ηB⊗H = (ηB ⊗ ηH) ◦∆K
∆B⊗H = (Id⊗ τ ⊗ Id) ◦ (∆B ⊗∆H)
εB⊗H = µK ◦ (εB ⊗ εH) ,
em que
µK : K⊗K→ K
µK(α⊗ β) = α · β
∆K : K→ K⊗K
∆K(α) = α(1K ⊗ 1K)
e µK = ∆
−1
K .
Vamos checar que ∆B⊗H e´ morfismo de a´lgebras:
∆B⊗H ◦ µB⊗H
= (Id⊗ τ ⊗ Id) ◦ (∆B ⊗∆H) ◦ (µB ⊗ µH) ◦ (Id⊗ τ ⊗ Id)
= (Id⊗ τ ⊗ Id) ◦ (µB⊗B ⊗ µH⊗H) ◦
(
(∆B ⊗∆B)⊗ (∆H ⊗∆H)
) ◦
◦ (Id⊗ τ ⊗ Id)
= (Id⊗ τ ⊗ Id) ◦ (µB ⊗ µB ⊗ µH ⊗ µH) ◦
◦ (Id⊗ τ ⊗ Id⊗ Id⊗ τ ⊗ Id) ◦
◦ (∆B ⊗∆B ⊗∆H ⊗∆H) ◦ (Id⊗ τ ⊗ Id)
= (µB ⊗ µH ⊗ µB ⊗ µH) ◦ (IdB⊗B ⊗ τB⊗B,H⊗H ⊗ IdH⊗H)
◦ (Id⊗ τ ⊗ Id⊗ Id⊗ τ ⊗ Id) ◦ (IdB⊗B ⊗ τH⊗H,B⊗B ⊗ IdH⊗H) ◦
◦ (∆B ⊗∆H ⊗∆B ⊗∆H)
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= (µB ⊗ µH ⊗ µB ⊗ µH) ◦ τ(1 2 3 4 5 6 7 81 5 3 7 2 6 4 8) ◦ (∆B ⊗∆H ⊗∆B ⊗∆H)
= (µB ⊗ µH ⊗ µB ⊗ µH) ◦ (Id⊗ τ ⊗ Id⊗ Id⊗ τ ⊗ Id) ◦
◦ τ(1 2 3 4 5 6 7 81 3 5 7 2 4 6 8) ◦ (∆B ⊗∆H ⊗∆B ⊗∆H)
= (µB⊗H ⊗ µB⊗H) ◦ τ(1 2 3 4 5 6 7 81 3 5 7 2 4 6 8) ◦ (∆B ⊗∆H ⊗∆B ⊗∆H)
= (µB⊗H ⊗ µB⊗H) ◦ (IdB⊗H ⊗ τB⊗H,B⊗H ⊗ IdB⊗H) ◦
◦ (Id⊗ τ ⊗ Id⊗ Id⊗ τ ⊗ Id) ◦ (∆B ⊗∆H ⊗∆B ⊗∆H)
= µB⊗H⊗B⊗H ◦ (∆B⊗H ⊗∆B⊗H)
∆B⊗H ◦ ηB⊗H = (Id⊗ τ ⊗ Id) ◦ (∆B ⊗∆H) ◦ (ηB ⊗ ηH) ◦∆K
= (Id⊗ τ ⊗ Id) ◦ (ηB⊗B ⊗ ηH⊗H) ◦∆K
= (Id⊗ τ ⊗ Id) ◦ (ηB ⊗ ηB ⊗ ηH ⊗ ηH) ◦ (∆K ⊗∆K) ◦∆K
= (ηB ⊗ ηH ⊗ ηB ⊗ ηH) ◦ (Id⊗ τ ⊗ Id) ◦ (∆K ⊗∆K) ◦∆K
= (ηB ⊗ ηH ⊗ ηB ⊗ ηH) ◦ (∆K ⊗∆K) ◦∆K
= (ηB⊗H ⊗ ηB⊗H) ◦∆K
= ηB⊗H⊗B⊗H .
Com relac¸a˜o a εB⊗H ,
εB⊗H ◦ µB⊗H = µK ◦ (εB ⊗ εH) ◦ (µB ⊗ µH) ◦ (Id⊗ τ ⊗ Id)
= µK ◦ (µK ⊗ µK) ◦ (εB ⊗ εB ⊗ εH ⊗ εH) ◦ (Id⊗ τ ⊗ Id)
= µK ◦ (µK ⊗ µK) ◦ (Id⊗ τ ⊗ Id) ◦ (εB ⊗ εH ⊗ εB ⊗ εH)
= µK ◦ (µK ⊗ µK) ◦ (εB ⊗ εH ⊗ εB ⊗ εH)
= µK ◦ (εB⊗H ⊗ εB⊗H)
= εB⊗H⊗B⊗H
εB⊗H ◦ ηB⊗H = µK ◦ (εB ⊗ εH) ◦ (ηB ⊗ ηH) ◦∆K
= µK ◦ (ηK ⊗ ηK) ◦∆K
= µK ◦ (IdK ⊗ IdK) ◦∆K
= µK ◦∆K
= Id = ηK .
1.4.5 Bia´lgebra quociente
Da mesma forma que com a´lgebras e bia´lgebras, e´ poss´ıvel definir uma
estrutura de bia´lgebra para o quociente. E essa estrutura se comporta bem
com relac¸a˜o a` projec¸a˜o canoˆnica.
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Proposic¸a˜o 1.4.13. Sejam B bia´lgebra, I ⊂ B bi-ideal. Considere pi : B →
B
I a projec¸a˜o canoˆnica, que e´ morfismo de espac¸os vetoriais. Enta˜o existe
uma u´nica estrutura de bia´lgebra em BI que faz com que pi seja um mor-
fismo de bia´lgebras. Essa estrutura e´ dada por:
a · b = a · b ∆B
I
(b) = b(1) ⊗ b(2)
1B
I
= 1B εB
I
(b) = εB(b) .
Demonstrac¸a˜o. Das proposic¸o˜es 1.1.15 e 1.2.19, temos que:
B
I tem uma u´nica estrutura de a´lgebra, a enunciada na proposic¸a˜o,
tal que pi e´ morfismo de a´lgebras;
B
I tem uma u´nica estrutura de coa´lgebra, a enunciada na proposic¸a˜o,
com pi morfismo de coa´lgebras.
Resta checar a compatibilidade entre essas estruturas de a´lgebra e de coa´l-
gebra. Precisamos enta˜o verificar que ∆B
I
e εB
I
sa˜o morfismos de a´lgebras.
∆B
I
(1B
I
) = ∆B
I
(1B)
= ∆B
I
◦ pi(1B)
= (pi ⊗ pi) ◦∆B(1B)
= (pi ⊗ pi)(1B ⊗ 1B)
= 1B
I
⊗ 1B
I
,
∆B
I
(a · b) = ∆B
I
(ab)
= ∆B
I
◦ pi(ab)
= (pi ⊗ pi) ◦∆B(ab)
= (pi ⊗ pi)(∆B(a)∆B(b))
=
(
(pi ⊗ pi) ◦∆b(a)
) · ((pi ⊗ pi) ◦∆B(b))
=
(
∆B
I
◦ pi(a)) · (∆B
I
◦ pi(b))
= ∆B
I
(a) ·∆B
I
(b) ,
εB
I
(1B
I
) = εB(1B)
= 1 ,
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εB
I
(a · b) = εB
I
(ab)
= εB(ab)
= εB(a) · εB(b)
= εB
I
(a) · εB
I
(b) .
Em diversas passagens nessas contas usamos que pi e´ morfismo de a´lge-
bras e de coa´lgebras, e que ∆B e εB sa˜o morfismos de a´lgebras (pois B e´
bia´lgebra).
Proposic¸a˜o 1.4.14. Sejam B, H bia´lgebras, I ⊆ B bi-ideal e pi : B → BI
o a projec¸a˜o canoˆnica. Se f : B → H e´ um morfismo de bia´lgebras tal que
I ⊆ ker(f), enta˜o existe um u´nico morfismo de bia´lgebras f : BI → H tal
que
B
f //
pi
&&
H
B
I
f
OO
f ◦ pi = f .
Demonstrac¸a˜o. E´ consequeˆncia das proposic¸o˜es 1.1.16 e 1.2.20.
Corola´rio 1.4.15. Seja f : B → H morfismo de bia´lgebras. Enta˜o
f :
B
ker(f)
→ Im(f)
a 7→ f(a)
e´ isomorfismo de bia´lgebras, e portanto
B
ker(f)
∼= Im(f) .
Demonstrac¸a˜o. Usar I = ker(f) na proposic¸a˜o anterior, e f e´ morfismo de
bia´lgebras. Da mesma maneira que para a´lgebra e coa´lgebra, a injetividade
segue de
f(b) = 0 =⇒ f(b) = 0 =⇒ b ∈ ker(f) =⇒ b = 0
e a sobrejetividade e´ evidente.
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1.4.6 Bia´lgebra dual
1.4.6.1 Dimensa˜o finita
Seja B uma bia´lgebra com dimensa˜o finita. O dual B∗ tem estrutura
de coa´lgebra e de a´lgebra, pelo fato de B ser a´lgebra e coa´lgebra. Entre-
tanto, na˜o e´ claro a princ´ıpio se a compatibilidade entre as duas estruturas
continua va´lida no dual. E´ isso que veremos nessa sec¸a˜o.
Aqui precisaremos dos morfismos θ e ξ definidos na sec¸a˜o de 1.3. Re-
lembrando, temos
ξ : K→ K∗
ξ(λ) = multλ ,
em que multλ e´ a multiplicac¸a˜o por λ ∈ K, e
θ : B∗ ⊗B∗ → (B ⊗B)∗
θ(f ⊗ g)(a⊗ b) = f(a)g(b) .
Proposic¸a˜o 1.4.16. B∗ tem estrutura de bia´lgebra, com as operac¸o˜es
definidas nas sec¸o˜es 1.3.2 e 1.3.3. Isto e´,
µB∗ = ∆
∗
B ◦ θ ∆B∗ = θ−1 ◦ µ ∗B
f ∗ g = µK ◦ (f ⊗ g) ◦∆B
f ∗ g(c) = ∑c f(c(1))g(c(2))
ηB∗ = ε
∗
B ◦ ξ εB∗ = ξ−1 ◦ η ∗B .
1B∗ = εB
Demonstrac¸a˜o. So´ resta mostrar que ∆B∗ e εB∗ sa˜o morfismos de a´lgebras.
(∆B∗ e´ morfismo de a´lgebras:) Primeiramente, temos:
θ
(
∆B∗(f ∗ g)
)
(a⊗ b) = (µ ∗B (f ∗ g))(a⊗ b)
= (f ∗ g)(a · b)
= µK ◦ (f ⊗ g) ◦∆B(a · b)
= µK ◦ (f ⊗ g)(∆B(a) ·∆B(b))
=
∑
a,b
f(a(1) · b(1)) · g(a(2) · b(2)) .
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Por outro lado, note que
µ ∗B (f) = f ◦ µB = θ ◦∆B∗(f) = θ
∑
f
f(1) ⊗ f(2)

=⇒ f(a · b) =
∑
f
f(1)(a) · f(2)(b) ,
e o mesmo vale para g. Dessa forma, temos:
θ
(
∆B∗(f) ∗∆B∗(g)
)
(a⊗ b)
= θ
∑
f
f(1) ⊗ f(2) ∗
∑
g
g(1) ⊗ g(2)
 (a⊗ b)
= θ
∑
f,g
(f(1) ∗ g(1))⊗ (f(2) ∗ g(2))
 (a⊗ b)
=
∑
f,g
(f(1) ∗ g(1))(a) · (f(2) ∗ g(2))(b)
=
∑
f,g
∑
a,b
f(1)(a(1))g(1)(a(2))f(2)(b(1))g(2)(b(2))
=
∑
a,b
(∑
f
f(1)(a(1))f(2)(b(1))
)(∑
g
g(1)(a(2))g(2)(b(2))
)
=
∑
a,b
f(a(1) · b(1))g(a(2) · b(2)) .
Portanto θ
(
∆B∗(f ∗ g)
)
= θ
(
∆B∗(f) ∗∆B∗(g)
)
, e temos
∆B∗(f ∗ g) = ∆B∗(f) ∗∆B∗(g) .
Com relac¸a˜o a` unidade, temos:
θ
(
∆B∗(1B∗)
)
(a⊗ b) = µ ∗B (1B∗)(a⊗ b)
= 1B∗ ◦ µB(a⊗ b)
= εB(a · b)
= εB(a)εB(b)
θ
(
1B∗ ⊗ 1B∗
)
(a⊗ b) = θ(εB ⊗ εB)(a⊗ b)
= εB(a)εB(b) .
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Assim, θ(∆B∗(1B∗)) = θ(1B∗ ⊗ 1B∗) e enta˜o
∆B∗(1B∗) = 1B∗ ⊗ 1B∗ .
(εB∗ e´ morfismo de a´lgebras:) Temos que:
εB∗(f ∗ g) = ξ−1 ◦ η ∗B (f ∗ g)
= ξ−1((f ∗ g) ◦ ηB)
= (f ∗ g)(ηB(1))
= f ∗ g(1B)
= µK ◦ (f ⊗ g) ◦∆B(1B)
= µK ◦ (f ⊗ g)(1B ⊗ 1B)
= f(1B)g(1B)
=
(
f ◦ ηB(1)
)(
g ◦ ηB(1)
)
=
((
η ∗B (f)
)
(1)
)
·
((
η ∗B (f)
)
(1)
)
= ξ−1
(
η ∗B (f)
) · ξ−1(η ∗B (g))
= εB∗(a)εB∗(b)
εB∗(1B∗) = ξ
−1(η ∗B (εB))
= ξ−1(εB ◦ ηB)
= εB ◦ ηB(1K)
= ε(1B)
= 1K .
Quanto a`s transpostas de morfismos, temos a proposic¸a˜o abaixo.
Proposic¸a˜o 1.4.17. Sejam B e H bia´lgebras de dimensa˜o finita e f : B →
H um morfismo de bia´lgebras. Enta˜o a transposta
f∗ : H∗ → B∗
e´ um morfismo de bia´lgebras, em que B∗ e H∗ esta˜o equipados com a
estrutura de bia´lgebra dual definida acima.
Demonstrac¸a˜o. E´ consequeˆncia das proposic¸o˜es 1.3.4 e 1.3.11 que f∗ e´
morfismo de a´lgebras e de coa´lgebras. Portanto e´ morfismo de bia´lgebras.
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1.4.6.2 Dual finito
Seja B e´ bia´lgebra, na˜o necessariamente de dimensa˜o finita. Enxer-
gando B apenas como a´lgebra, podemos construir seu dual finito B◦, con-
forme sec¸a˜o 1.3.3.2. Sabemos enta˜o que B◦ e´ uma coa´lgebra e e´ subcon-
junto da a´lgebra de convoluc¸a˜o B∗. A partir dessas informac¸o˜es, consegue-
se verificar que B◦ e´ uma bia´lgebra, como segue.
Proposic¸a˜o 1.4.18. Seja B uma bia´lgebra. O dual finito B◦ e´ uma bia´l-
gebra, com estrutura dada por:
µB◦ = ∆
∗
B ◦ θ ∆B◦ = θ−1 ◦ µ ∗B
f ∗ g = µK ◦ (f ⊗ g) ◦∆B
f ∗ g(c) = ∑c f(c(1))g(c(2))
ηB◦ = ε
∗
B ◦ ξ εB◦ = ξ−1 ◦ η ∗B .
1B∗ = εB
Acima, temos:
ξ : K→ K∗
ξ(λ) = multλ ,
θ : B∗ ⊗B∗ → (B ⊗B)∗
θ(f ⊗ g)(a⊗ b) = f(a)g(b) .
Ale´m disso, θ e´ injetiva, e considerando a restric¸a˜o do contradomı´nio
θ : B∗ ⊗ B∗ → θ(B∗ ⊗ B∗), temos θ bijetora, de modo que faz sentido
a fo´rmula em que aparece θ−1.
Demonstrac¸a˜o. Como argumentamos acima, B◦ e´ uma coa´lgebra e e´ um
subconjunto da a´lgebra de convoluc¸a˜o B∗. Se mostrarmos que µB∗(B◦ ⊗
B◦) ⊆ B◦ e que 1B∗ ∈ B◦, enta˜o teremos que B◦ e´ uma a´lgebra, com
estrutura herdada de B∗. Enta˜o, poderemos definir µB◦ : B◦ ⊗ B◦ → B◦
pela restric¸a˜o de µB∗ , como no enunciado acima.
Temos 1B∗ ∈ B◦ porque dados a, b ∈ B,
1B∗(a⊗ b) = εB(a · b) = εB(a)εB(b) ,
e logo, 1B∗ satisfaz a condic¸a˜o 1. das condic¸o˜es equivalentes em 1.3.13.
Dessa forma, 1B∗ ∈ B◦, como quer´ıamos.
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Ao mesmo tempo, temos µB∗(B
◦ ⊗ B◦) ⊆ B◦. De fato, para todos
f, g ∈ B◦ e a, b ∈ B, temos pelo lema 1.3.7 que:
f(a · b) =
∑
f
f(1)(a)f(2)(b)
g(a · b) =
∑
g
g(1)(a)g(2)(b).
Enta˜o, dados f, g ∈ B◦ e a, b ∈ B, temos
f ∗ g(a · b) = µK ◦ (f ⊗ g) ◦∆B(a · b)
= µK ◦ (f ⊗ g)(∆B(a) ·∆B(b))
= µK ◦ (f ⊗ g)
∑
a,b
a(1)b(1) ⊗ a(2)b(2)

=
∑
a,b
f(a(1)b(1))g(a(2)b(2))
=
∑
a,b
∑
f
f(1)(a(1))f(2)(b(1))
 ·(∑
g
g(1)(a(2))g(2)(b(2))
)
=
∑
f,g
(∑
a
f(1)(a(1))g(1)(a(2))
)
·
(∑
b
f(2)(b(1))g(2)(b(2))
)
=
∑
f,g
f(1) ∗ g(1)(a) · f(2) ∗ g(2)(b) .
Portanto f ∗g satisfaz a condic¸a˜o 1. das condic¸o˜es equivalentes no teorema
1.3.13, e dessa forma, f ∗ g ∈ B◦.
Assim, B◦ e´ uma a´lgebra e uma coa´lgebra. As contas para se mostrar
que B◦ e´ bia´lgebra sa˜o ideˆnticas ao caso B◦ = B∗ com B de dimensa˜o
finita, na proposic¸a˜o 1.4.16. Assim, temos que B◦ e´ uma bia´lgebra.
Tambe´m ha´ um resultado para a “transposta finita” de um morfismo.
Proposic¸a˜o 1.4.19. Sejam B e H bia´lgebras e f : B → H um morfismo
de bia´lgebras. Enta˜o a transposta finita
f◦ : H◦ → B◦ ,
com f◦(p) = f∗(p), e´ um morfismo de bia´lgebras, em que B◦ e H◦ sa˜o os
duais finitos de B e H, respectivamente.
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Demonstrac¸a˜o. E´ consequeˆncia da proposic¸a˜o 1.3.17 que f◦ esta´ bem de-
finida e e´ morfismo de coa´lgebras. Da proposic¸a˜o 1.3.4, temos que f∗ e´
morfismo de a´lgebras. Como f◦ = f∗ em H◦, temos que f◦ e´ morfismo de
a´lgebras. Portanto f◦ e´ morfismo de bia´lgebras.
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Capı´tulo2
A´lgebras de Hopf
De posse dos conceitos de a´lgebra, coa´lgebra e bia´lgebra, podemos de-
finir as a´lgebras de Hopf. Estas a´lgebras sa˜o bia´lgebras com uma propri-
edade adicional: admitem um morfismo que funciona como uma “inver-
sa˜o” da identidade (num sentido que veremos com mais precisa˜o posteri-
ormente).
2.1 Definic¸a˜o
Anteriormente vimos que para dadas A a´lgebra e C coa´lgebra, ha´ uma
estrutura de a´lgebra para Hom(C,A), o conjunto das transformac¸o˜es line-
ares de C para A, dada por:
produto de convoluc¸a˜o:
f ∗ g = µA ◦ (f ⊗ g) ◦∆C , ∀f, g ∈ Hom(C,A)
f ∗ g(c) =
∑
c
f(c(1))g(c(2)), ∀f, g ∈ Hom(C,A), ∀c ∈ C
µHom(C,A) = µA ◦∆ ∗C .
unidade:
1Hom(C,A) = ηA ◦ εC .
Se H e´ uma bia´lgebra, podemos dar uma estrutura de a´lgebra de con-
voluc¸a˜o para Hom(H,H) dessa mesma maneira. Nessa a´lgebra, temos
Id ∈ Hom(H,H), mas pode acontecer ou na˜o que Id tenha inverso multi-
plicativo com relac¸a˜o ao produto de convoluc¸a˜o.
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Definic¸a˜o 2.1.1. SejaH uma bia´lgebra. Uma transformac¸a˜o linear S : H →
H e´ chamada ant´ıpoda de H se e´ a inversa de Id com relac¸a˜o ao produto
de convoluc¸a˜o. Temos S ∗ Id = Id ∗ S = η ◦ ε.
Observac¸a˜o 2.1.2. A ant´ıpoda, se existir, e´ u´nica, pois e´ um elemento
inverso numa a´lgebra.
Assim, se a bia´lgebra H admitir uma ant´ıpoda S ∈ Hom(H,H), isto
e´, se Id ∈ Hom(H,H) for invers´ıvel em relac¸a˜o ao produto de convoluc¸a˜o,
dizemos que H e´ uma a´lgebra de Hopf.
Definic¸a˜o 2.1.3. Uma a´lgebra de Hopf e´ uma sextupla (H,µ, η,∆, ε, S)
em que:
1. (H,µ, η,∆, ε) e´ uma bia´lgebra;
2. S e´ uma ant´ıpoda em H.
A propriedade da ant´ıpoda
S ∗ Id = Id ∗ S = 1Hom(H,H) ,
ou seja,
µ ◦ (S ⊗ Id) ◦∆ = η ◦ ε
µ ◦ (Id⊗ S) ◦∆ = η ◦ ε
pode ser escrita como a comutatividade do seguinte diagrama:
H ⊗H S⊗Id // H ⊗H
µ
##
H
∆
;;
∆ ##
ε // K
η // H
H ⊗H
Id⊗S
// H ⊗H
µ
;;
Em termos de elementos, e usando a notac¸a˜o de Sweedler, tambe´m pode-
mos escrever essa propriedade como:∑
h
S(h(1)) · h(2) = ε(h) 1H∑
h
h(1) · S(h(2)) = ε(h) 1H
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Definic¸a˜o 2.1.4. Como no caso das a´lgebras, coa´lgebras e bia´lgebras,
diz-se que a a´lgebra de Hopf e´
1. comutativa, se µ ◦ τ = µ;
2. cocomutativa, se τ ◦∆ = ∆.
Veremos alguns exemplos de a´lgebras de Hopf na pro´xima sec¸a˜o.
2.2 Exemplos de a´lgebras de Hopf
2.2.1 A´lgebra das func¸o˜es F(G) de um grupo finito
Seja G um grupo finito, com operac¸a˜o denotada pela justaposic¸a˜o ou
por ·, ou ainda, por m : G×G→ G, quando for conveniente. Considere o
K-espac¸o vetorial das func¸o˜es do grupo G no corpo K
F(G) = {f : G→ K} ,
com a estrutura de a´lgebra dada por
f · h : G→ K
g 7→ f(g) · h(g)
1F(G) : G→ K
g 7→ 1K .
Daremos uma estrutura de coa´lgebra a esse conjunto. Para definir um
coproduto, usaremos a estrutura de multiplicac¸a˜o do grupo.
Repare que uma func¸a˜o f : G→ K define uma outra func¸a˜o f˜ : G×G→
K por f˜(g, h) = f(gh), para todo g, h ∈ G. Isto e´, f˜ = f ◦m. Temos enta˜o
uma func¸a˜o
m∗ : F(G)→ F(G×G)
f 7→ f˜ = f ◦m .
Para se conseguir definir um coproduto a partir de m∗, devemos observar
qual seria a relac¸a˜o entre F(G×G) e F(G)⊗F(G). Acontece que quando
G e´ um grupo finito, temos um isomorfismo de a´lgebras F(G × G) ∼=
F(G)⊗F(G), como veremos no lema abaixo.
Lema 2.2.1. Seja G um grupo finito. Enta˜o
θ : F(G)⊗F(G)→ F(G×G)
θ(f ⊗ f ′)(g, g′) = f(g)f ′(g′)
e´ um isomorfismo de a´lgebras.
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Demonstrac¸a˜o.
(θ e´ bem definida e e´ linear:) Observamos, primeiramente, que θ esta´ bem
definida e e´ linear. De fato, temos que a transformac¸a˜o
θ : F(G)×F(G)→ F(G×G)
dada por θ(f, f ′)(g, g′) = f(g)f ′(g′) e´ bilinear, e pela propriedade univer-
sal do produto tensorial, se fatora por uma transformac¸a˜o linear θ tal que
θ(f, f ′) = θ(f ⊗ f ′), para todos f, f ′ ∈ F(G).
(θ e´ bijec¸a˜o:) Mostraremos que θ e´ bijec¸a˜o. O espac¸o vetorial F(G) tem
dimensa˜o1 |G|. Enta˜o F(G) ⊗ F(G) tem dimensa˜o |G|2. Ale´m disso,
F(G × G) tem dimensa˜o |G × G| = |G|2. Dessa forma, para mostrar que
θ e´ bijetora, basta mostrar que e´ injetora, isto e´, que seu nu´cleo conte´m
apenas o vetor nulo.
Seja
∑
i fi ⊗ f ′i ∈ ker θ, e escolha os f ′i ’s LI. Enta˜o θ (
∑
i fi ⊗ f ′i) = 0,
e dados g, g′ ∈ G quaisquer,
θ
(∑
i
fi ⊗ f ′i
)
(g ⊗ g′) =
∑
i
fi(g)f
′
i(g
′) = 0 .
Fixado g ∈ G qualquer, temos ∑i fi(g)f ′i = 0, e como os f ′i ’s sa˜o LI,
temos fi(g) = 0. Como isso vale para todo g ∈ G, temos fi = 0 para todo
i. Portanto
∑
i fi ⊗ f ′i = 0, o que prova a injetividade de θ.
(θ e´ morfismo de a´lgebras:) Por u´ltimo, mostramos que θ e´ morfismo de
a´lgebras. Temos:
θ(1⊗ 1)(g, g′) = 1(g) · 1(g′) = 1K · 1K = 1K = 1(g, g′) .
Ale´m disso, dados
∑
i fi ⊗ f ′i ,
∑
j tj ⊗ t′j ∈ F(G)⊗F(G), temos:
1E´ gerado pelas func¸o˜es xg : G→ K, com g ∈ G, dadas por xg(h) = δg,h.
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θ
(∑
i
fi ⊗ f ′i ·
∑
j
tj ⊗ t′j
)
(g, g′)
= θ
(∑
i
∑
j
fitj ⊗ f ′it′j
)
(g, g′)
=
∑
i
∑
j
fi(g)tj(g) · f ′i(g′)t′j(g′)
=
∑
i
fi(g)f
′
i(g
′) ·
∑
j
tj(g)t
′
j(g
′)
= θ
(∑
i
fi ⊗ f ′i
)
(g, g′) · θ
(∑
j
tj ⊗ t′j
)
(g, g′) ,
para todos g, g′ ∈ G. Portanto
θ
∑
i
fi ⊗ f ′i ·
∑
j
tj ⊗ t′j
 = θ(∑
i
fi ⊗ f ′i
)
· θ
∑
j
tj ⊗ t′j
 .
Desse modo, θ e´ morfismo de a´lgebras, e terminamos a prova do lema.
Com a ajuda do lema acima, podemos definir o coproduto por:
∆: F(G)→ F(G)⊗F(G)
∆ = θ−1 ◦m∗ .
Note que para quaisquer f ∈ F(G) e g, g′ ∈ G, temos:(
θ ◦∆(f))(g, g′) = m∗(f)(g, g′) =⇒ ∑
f
f(1)(g)f(2)(g
′) = f(gg′) .
A counidade e´ dada pela avaliac¸a˜o na identidade do grupo:
ε : F(G)→ K
ε(f) = f(1G) .
Proposic¸a˜o 2.2.2. F(G) e´ uma coa´lgebra com o coproduto e a counidade
dados acima.
Demonstrac¸a˜o.
(Coassociatividade:) A coassociatividade decorre da associatividade de G,
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como veremos a seguir. Considere o isomorfismo2
θ3 : F(G)⊗F(G)⊗F(G)→ F(G×G×G)
θ(f ⊗ f ′ ⊗ f ′′)(g, g′, g′′) = f(g)f ′(g′)f ′′(g′′) .
Dados g, g′, g′′ ∈ G, temos:
θ3
(
(Id⊗∆) ◦∆(f))(g, g′, g′′) = ∑
f
∑
f(2)
f(1)(g)f(2)(1)(g
′)f(2)(2)(g′′)
=
∑
f
f(1)(g)f(2)(g
′g′′)
= f(g(g′g′′)) .
Do mesmo modo, temos que:
θ3
(
(∆⊗ Id) ◦∆(f))(g, g′, g′′) = ∑
f
∑
f(1)
f(1)(1)(g)f(1)(2)(g
′)f(2)(g′′)
=
∑
f
f(1)(gg
′)f(2)(g′′)
= f((gg′)g′′) .
Da associatividade da operac¸a˜o de grupo, temos
θ3
(
(Id⊗∆) ◦∆(f)) = θ3((∆⊗ Id) ◦∆(f)) ,
e como θ3 e´ bijec¸a˜o, temos
(Id⊗∆) ◦∆(f) = (∆⊗ Id) ◦∆(f) .
(Propriedade da counidade:) Seja f ∈ F(G). Temos
ϕ −1l ◦ (ε⊗ Id) ◦∆(f) = ϕ −1l ◦ (ε⊗ Id)
∑
f
f(1) ⊗ f(2)

=
∑
f
ε
(
f(1)
)
f(2)
=
∑
f
f(1)(1G) f(2)
2Para se mostrar que θ3 e´ isomorfismo de a´lgebras, procede-se por induc¸a˜o no caso
do θ2 = θ.
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ϕ −1r ◦ (Id⊗ ε) ◦∆(f) = ϕ −1r ◦ (Id⊗ ε)
∑
f
f(1) ⊗ f(2)

=
∑
f
f(1) ε
(
f(2)
)
=
∑
f
f(1) f(2)(1G)
Aplicando em g ∈ G, temos:(
ϕ −1l ◦ (ε⊗ Id) ◦∆(f)
)
(g) =
∑
f
f(1)(1G)f(2)(g) = f(1Gg) = f(g)
(
ϕ −1r ◦ (Id⊗ ε) ◦∆(f)
)
(g) =
∑
f
f(1)f(2)(1G) = f(g1G) = f(g) .
Dessa forma, conseguimos
ϕ −1l ◦ (ε⊗ Id) ◦∆(f) = f = ϕ −1r ◦ (Id⊗ ε) ◦∆(f) ,
e a propriedade da counidade fica demonstrada.
Proposic¸a˜o 2.2.3. F(G) e´ uma bia´lgebra.
Demonstrac¸a˜o. Devemos apenas mostrar que ∆ e ε sa˜o morfismos de a´l-
gebras.
(∆ e´ um morfismo de a´lgebras:) De fato, temos:(
θ ◦∆(1F(G))
)
(g, g′) = 1F(G)(gg′)
= 1K
= 1F(G)(g) · 1F(G)(g′)
=
(
θ(1F(G) ⊗ 1F(G))
)
(g, g′) .
Portanto θ ◦∆(1F(G)) = θ(1F(G) ⊗ 1F(G)), e pela injetividade da θ, segue
que ∆(1F(G)) = 1F(G) ⊗ 1F(G).
Ale´m disso, dadas f, t ∈ F(G), temos:(
θ
(
∆(f · t)))(g, g′) = f · t(gg′)
= f(gg′)t(gg′)
=
(
θ(∆(f))
)
(g, g′) · (θ(∆(t)))(g, g′)
=
(
θ(∆(f)) · θ(∆(t)))(g, g′)
=
(
θ
(
∆(f) ·∆(t)))(g, g′) .
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Obtemos θ
(
∆(f · t)) = θ(∆(f) ·∆(t)) e usando a injetividade de θ, temos
∆(f · t) = ∆(f) ·∆(t).
(ε e´ um morfismo de a´lgebras:) Vale:
ε(1F(G)) = 1F(G)(1G) = 1K .
Com relac¸a˜o ao produto, temos o seguinte. Dados f, t ∈ F(G):
ε(f · t) = f · t(1G) = f(1G) · t(1G) = ε(f) · ε(t) .
Com isso, ε e´ morfismo de a´lgebras.
Para conseguirmos uma estrutura de a´lgebra de Hopf, resta apenas
definir uma ant´ıpoda para F(G). Fac¸a:
S : F(G)→ F(G)
S(f)(g) = f(g−1) .
Proposic¸a˜o 2.2.4. S e´ uma ant´ıpoda para F(G). Portanto, o espac¸o das
func¸o˜es de um grupo finito G no corpo K, F(G), e´ uma a´lgebra de Hopf.
Demonstrac¸a˜o. Vamos mostrar que S satisfaz a propriedade da ant´ıpoda,
isto e´, que e´ a inversa da Id com respeito ao produto de convoluc¸a˜o.
(
S ∗ Id(f))(g) =
∑
f
S(f(1))f(2)
 (g)
=
∑
f
S(f(1))(g)f(2)(g)
=
∑
f
f(1)(g
−1)f(2)(g)
= f(g−1g)
= f(1G)
= ε(f)1K
=
(
η ◦ ε(f))(g) ,
2.2. Exemplos de a´lgebras de Hopf 91
(
Id ∗ S(f))(g) =
∑
f
f(1)S(f(2))
 (g)
=
∑
f
f(1)(g)S(f(2))(g)
=
∑
f
f(1)(g)f(2)(g
−1)
= f(gg−1)
= f(1G)
= ε(f)1K
=
(
η ◦ ε(f))(g) .
2.2.2 A´lgebra de grupo KG
Seja G um grupo, escrito na notac¸a˜o de produto, e com unidade e. A
a´lgebra de grupo KG e´ definida por
KG =
∑
g∈G
agg : ag ∈ K e ag’s quase todos nulos
 = ⊕
g∈G
K .
A soma formal
∑
g∈G agg pode ser identificada como uma sequeˆncia de
elementos (ag)g∈G, com ag ∈ K. Tem-se que KG e´ um espac¸o vetorial
sobre K. Geralmente consideramos G ⊆ KG via a inclusa˜o canoˆnica
iG : G→ KG
g 7→
∑
h∈G
δg,h h = g .
Com essa notac¸a˜o, temos que G e´ base do espac¸o vetorial KG.
A estrutura de a´lgebra de KG e´ dada por:∑
g∈G
agg
 ·(∑
h∈G
bhh
)
=
∑
g,h∈G
agbh gh 1 =
∑
g∈G
δg,e g = e .
E a estrutura de coa´lgebra e´ dada pelas transformac¸o˜es lineares definidas
por:
∆(g) = g ⊗ g ε(g) = 1K
∆
∑
g∈G
ag g
 = ∑
g∈G
ag g ⊗ g ε
∑
g∈G
ag g
 = ∑
g∈G
ag .
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Proposic¸a˜o 2.2.5. KG e´ uma a´lgebra e uma coa´lgebra.
Demonstrac¸a˜o. Para mostrar que e´ uma a´lgebra, verificamos a associativi-
dade e a unidade. Basta mostrar que os morfismos que definem o produto e
a unidade satisfazem suas respectivas propriedades nos elementos da base.
A associatividade segue da associatividade do grupo:
g ·KG (h ·KG k) = g(hk) = (gh)k = (g ·KG h) ·KG k ∀g, h, k ∈ G .
A unidade tambe´m segue da unidade do grupo:
1KG · g = eg = g , g ·KG 1KG = ge = g , ∀g ∈ G .
Quanto ao fato de ser coa´lgebra, verificamos abaixo a coassociatividade e
a counidade:
(∆⊗ Id) ◦∆(g) = g ⊗ g ⊗ g = (Id⊗∆) ◦∆(g)
ϕ −1l ◦ (ε⊗ Id) ◦∆(g) = ε(g)g = 1Kg = g
ϕ −1r ◦ (Id⊗ ε) ◦∆(g) = gε(g) = g1K = g , ∀g ∈ G .
Proposic¸a˜o 2.2.6. KG e´ uma bia´lgebra.
Demonstrac¸a˜o. O coproduto e a counidade sa˜o morfismos de a´lgebras, e
portanto KG e´ uma bia´lgebra. De fato, temos:
∆(1KG) = ∆(e) = e⊗ e = 1KG ⊗ 1KG
ε(1KG) = ε(e) = 1K ,
∆
((∑
g
agg
)
·
(∑
h
bhh
))
= ∆
∑
g,h
agbh gh

=
∑
g,h
agbh∆(gh)
=
∑
g,h
agbh gh⊗ gh
=
∑
g,h
agbh (g ⊗ g)(h⊗ h)
=
(∑
g
ag g ⊗ g
)(∑
h
bh h⊗ h
)
= ∆
(∑
g
agg
)
∆
(∑
h
bhh
)
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ε
((∑
g
agg
)
·
(∑
h
bhh
))
= ε
∑
g,h
agbh gh

=
∑
g,h
agbh
=
(∑
g
ag
)(∑
h
bh
)
= ε
(∑
g
agg
)
· ε
(∑
h
bhh
)
.
A ant´ıpoda de KG e´ obtida pela operac¸a˜o de inversa˜o no grupo. Defina
S : KG→ KG ,
pondo S(g) = g−1 e estendendo linearmente.
Proposic¸a˜o 2.2.7. S e´ uma ant´ıpoda para KG. Portanto a a´lgebra de
grupo KG e´ uma a´lgebra de Hopf.
Demonstrac¸a˜o. Vejamos que S e´ uma ant´ıpoda. Temos, para todo g ∈
G ⊆ KG, que
S ∗ Id(g) = µ ◦ (S ⊗ Id) ◦∆(g) = S(g)g = g−1g = e = ε(g)e = η ◦ ε(g)
Id ∗ S(g) = µ ◦ (Id⊗ S) ◦∆(g) = gS(g) = gg−1 = e = ε(g)e = η ◦ ε(g) .
Dessa maneira, KG tem estrutura de a´lgebra de Hopf.
2.2.3 A´lgebra tensorial T (V )
Na sec¸a˜o 1.1.7 vimos a estrutura de a´lgebra da a´lgebra tensorial T (V )
de um espac¸o vetorial V . Relembrando, temos
T (V ) :=
{
n∑
i=1
λiwi | n ∈ N, λi ∈ K, wi = vi,1 ⊗ . . .⊗ vi,ni
}
=
∞⊕
n=0
V ⊗n ,
em que V ⊗0 := K, V ⊗1 := V e V ⊗n = V ⊗ . . .⊗ V (n vezes).
O produto e a unidade sa˜o dados por:
(u1 ⊗ . . .⊗ um)⊗ (v1 ⊗ . . .⊗ vn) = u1 ⊗ . . .⊗ um ⊗ v1 ⊗ . . .⊗ vn
1T (V ) = 1K .
94 Cap´ıtulo 2. A´lgebras de Hopf
A`s vezes denotaremos o produto como · ou mesmo como a justaposic¸a˜o,
ao inve´s de ⊗, quando na˜o houver confusa˜o.
Quando trabalhamos com morfismos de a´lgebras partindo de T (V ),
podemos concluir que sa˜o iguais fazendo as contas para V apenas e usando
a unicidade na propriedade universal da a´lgebra tensorial. Isso sera´ usado
com frequeˆncia a seguir.
Defina o coproduto e a counidade da seguinte forma, para v ∈ V :
∆(1K) = 1K ⊗ 1K ε(1K) = 1K
∆(v) = v ⊗ 1K + 1K ⊗ v ε(v) = 0 ,
e estenda a morfismos de a´lgebras usando a propriedade universal da a´lge-
bra tensorial, dada em 1.1.22. A coassociatividade e o axioma da counidade
sa˜o verificados a seguir. Basta fazermos as contas para v ∈ V ; o caso geral
e´ consequeˆncia da propriedade universal da a´lgebra tensorial. Temos:
(∆⊗ Id) ◦∆(v) = (∆⊗ Id)(v ⊗ 1K + 1K ⊗ v)
= v ⊗ 1K ⊗ 1K + 1K ⊗ v ⊗ 1K + 1K ⊗ 1K ⊗ v
(Id⊗∆) ◦∆(v) = (Id⊗∆)(v ⊗ 1K + 1K ⊗ v)
= v ⊗ 1K ⊗ 1K + 1K ⊗ v ⊗ 1K + 1K ⊗ 1K ⊗ v
ϕ −1l ◦ (ε⊗ Id) ◦∆(v) = ε(v)1K + ε(1K)v = v = Id(v)
ϕ −1r ◦ (Id⊗ ε) ◦∆(v) = vε(1K) + 1Kε(v) = v = Id(v) .
Pela unicidade na propriedade universal da a´lgebra tensorial, temos
(∆⊗ Id) ◦∆ = (Id⊗∆) ◦∆
ϕ −1l ◦ (ε⊗ Id) ◦∆ = Id
ϕ −1r ◦ (Id⊗ ε) ◦∆ = Id .
Como ∆ e ε sa˜o morfismos de a´lgebras (por definic¸a˜o), a a´lgebra tensorial
T (V ) e´ uma bia´lgebra. Veremos a seguir que a a´lgebra tensorial T (V )
admite uma ant´ıpoda, e portanto e´ uma a´lgebra de Hopf. Defina Sop : V →
T (V )op por Sop(v) = −v em v ∈ V e estenda a um morfismo de a´lgebras
pela propriedade universal da a´lgebra tensorial. Enta˜o temos Sop : T (V )→
T (V )op morfismo de a´lgebras dado por
Sop(v1 . . . vn) = (−1)nv1 ·op . . . ·op vn
Sop(1K) = 1K .
Fazendo S : T (V )→ T (V ) com S = Sop, tem-se que S e´ antimorfismo de
a´lgebras, e
S(v1 . . . vn) = (−1)nvn · . . . · v1
S(1K) = 1K .
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Para conferir a propriedade da ant´ıpoda, seja v ∈ V . Temos que os
seguintes morfismos de a´lgebras coincidem em V :
µ ◦ (Sop ⊗ Id) ◦∆(v) = S(v)1K + S(1K)v = −v + v = 0 = η ◦ ε(v)
µ ◦ (Id⊗ Sop) ◦∆(v) = vS(1K) + 1KS(v) = +v − v = 0 = η ◦ ε(v) .
Usamos novamente a propriedade universal da a´lgebra tensorial para obter
que
µ ◦ (Sop ⊗ Id) ◦∆ = η ◦ ε
µ ◦ (Id⊗ Sop) ◦∆ = η ◦ ε .
Como S = Sop, o mesmo vale para S, e portanto S e´ ant´ıpoda para T (V ).
2.2.4 A´lgebra envolvente universal U(g)
O recobrimento universal U(g) de uma a´lgebra de Lie g e´ uma a´lgebra
de Hopf. A definic¸a˜o de uma a´lgebra de Lie g sera´ vista em 3.1.1, e a
definic¸a˜o do recobrimento U(g), na sec¸a˜o 3.2. Por hora, adiantamos que
uma a´lgebra de Lie g e´ um espac¸o vetorial munido de uma operac¸a˜o bilinear
[, ] : g×g→ g com certas propriedades. E seu recobrimento e´ U(g) = T (g)I ,
em que I ⊆ T (g) e´ o ideal gerado pelos elementos ab− ba− [a, b] ∈ T (g).
Enta˜o, em U(g), identificamos os elementos ab − ba e [a, b] da a´lgebra
tensorial.
Por completeza, exibiremos aqui, tambe´m, a estrutura de a´lgebra de
Hopf de U(g). As demonstrac¸o˜es de todas as propriedades sa˜o feitas na
sec¸a˜o 3.2.2. A projec¸a˜o g1 . . . gn = g1 . . . gn de g1 . . . gn ∈ T (g) e´ denotada
apenas por g1 . . . gn. Temos:
g ·U(g) h = g ·T (g) h = gh 1U(g) = 1K
∆(g) = g ⊗ 1K + 1K ⊗ g ε(g) = 0
∆(1K) = 1K ⊗ 1K ε(1K) = 1K
S(1K) = 1K
S(g1 . . . gn) = (−1)ngn . . . g1 ,
com g, h, g1, . . . , gn ∈ g ⊆ U(g).
2.3 Hopf-suba´lgebras, Hopf-ideais e morfis-
mos
Nesta sec¸a˜o, veremos os conceitos de ideal, suba´lgebra e morfismo para
o caso das a´lgebras de Hopf.
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Definic¸a˜o 2.3.1. Seja H uma a´lgebra de Hopf. Um subespac¸o B de H e´
uma Hopf-suba´lgebra se:
1. B e´ suba´lgebra de H, isto e´, µ(B ⊗B) ⊆ B;
2. B e´ subcoa´lgebra de H, isto e´, ∆(B) ⊆ B ⊗B;
3. S(B) ⊆ B.
Observac¸a˜o 2.3.2. Se 1H ∈ B, enta˜o temos η : K → B. Assim, obtemos
que (B,µ|B⊗B , η,∆|B , ε|B , SB) e´ uma a´lgebra de Hopf por si so´.
Definic¸a˜o 2.3.3. Seja H uma a´lgebra de Hopf. Um subespac¸o I ⊆ H e´
um Hopf-ideal se:
1. I e´ um ideal da a´lgebra H, isto e´, µ(H ⊗ I + I ⊗H) ⊆ H;
2. I e´ um coideal da coa´lgebra H, isto e´, ∆(H) ⊆ H ⊗ I + I ⊗ H e
ε(I) = 0;
3. S(I) ⊆ I.
Definic¸a˜o 2.3.4. Sejam H1 e H2 duas a´lgebras de Hopf. Uma transfor-
mac¸a˜o linear f : H1 → H2 e´ um morfismo de a´lgebras de Hopf se:
1. f e´ um morfismo de bia´lgebras, isto e´:
f ◦ µ1 = µ2 ◦ (f ⊗ f)
f ◦ η1 = η2
(f ⊗ f) ◦∆1 = ∆2 ◦ f
ε1 = ε2 ◦ f
2. f preserva a ant´ıpoda:
H1
f //
S1

H2
S2

H1
f
// H2
f ◦ S1 = S2 ◦ f
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Veremos que o item 2 e´, na verdade, automaticamente satisfeito para
morfismos de bia´lgebras entre duas a´lgebras de Hopf.
Proposic¸a˜o 2.3.5. Sejam H1 e H2 duas a´lgebras de Hopf. Seja f : H1 →
H2 um morfismo de bia´lgebras. Enta˜o f ◦ S1 = S2 ◦ f , e f e´ automatica-
mente um morfismo de a´lgebras de Hopf.
Demonstrac¸a˜o. Vamos mostrar que tanto f ◦S1 quanto S2 ◦f sa˜o inversas
de f em relac¸a˜o ao produto de convoluc¸a˜o em Hom(H1, H2), que e´ uma
a´lgebra. Portanto, pela unicidade do inverso multiplicativo, ter´ıamos f ◦
S1 = f ◦ S2. Vejamos que f ◦ S1 e´ o inverso multiplicativo de f :
(f ◦ S1) ∗ f = µ2 ◦ ((f ◦ S1)⊗ f) ◦∆1
= µ2 ◦ (f ⊗ f) ◦ (S1 ⊗ Id) ◦∆1
= f ◦ µ1 ◦ (S1 ⊗ Id) ◦∆1
= f ◦ (S1 ∗ Id)
= f ◦ η1 ◦ ε1
= η2 ◦ ε1
f ∗ (f ◦ S1) = µ2 ◦ (f ⊗ (f ◦ S1)) ◦∆1
= µ2 ◦ (f ⊗ f) ◦ (Id⊗ S1) ◦∆1
= f ◦ µ1 ◦ (Id⊗ S1) ◦∆1
= f ◦ (Id ∗ S1)
= f ◦ η1 ◦ ε1
= η2 ◦ ε1 .
Vejamos agora que S2 ◦ f e´ o inverso multiplicativo de f :
(S2 ◦ f) ∗ f = µ2 ◦ ((S2 ◦ f)⊗ f) ◦∆1
= µ2 ◦ (S2 ⊗ Id) ◦ (f ⊗ f) ◦∆1
= µ2 ◦ (S2 ⊗ Id) ◦∆2 ◦ f
= (S2 ∗ Id) ◦ f
= η2 ◦ ε2 ◦ f
= η2 ◦ ε1
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f ∗ (S2 ◦ f) = µ2 ◦ (f ⊗ (S2 ◦ f)) ◦∆1
= µ2 ◦ (Id⊗ S2) ◦ (f ⊗ f) ◦∆1
= µ2 ◦ (Id⊗ S2) ◦∆2 ◦ f
= (Id ∗ S2) ◦ f
= η2 ◦ ε2 ◦ f
= η2 ◦ ε1 .
Em va´rias passagens, usamos que f e´ morfismo de bia´lgebras. Assim o
resultado fica provado.
2.4 Algumas propriedades da ant´ıpoda
Ja´ obtivemos na observac¸a˜o 2.1.2 que a ant´ıpoda de uma a´lgebra de
Hopf e´ u´nica. Veremos tambe´m que a ant´ıpoda e´ um antimorfismo de
a´lgebras e de coa´lgebras, e algumas outras propriedades relacionadas com
a ant´ıpoda.
Proposic¸a˜o 2.4.1. Seja H uma a´lgebra de Hopf com ant´ıpoda S. Enta˜o:
1. S e´ um antimorfismo de a´lgebras. Isto e´, S : H → Hop e´ morfismo de
a´lgebras, ou, equivalentemente, S : Hop → H e´ morfismo de a´lgebras.
Em outras palavras3,
S ◦ µ = µop ◦ (S ⊗ S) S ◦ µop = µ ◦ (S ⊗ S)
S ◦ η = η S ◦ η = η .
2. S e´ um antimorfismo de coa´lgebras,. Isto e´, S : H → Hcop e´ mor-
fismo de coa´lgebras, ou, equivalentemente, S : Hcop → H e´ morfismo
de coa´lgebras. Em outras palavras4,
∆ ◦ S = (S ⊗ S) ◦∆cop ∆cop ◦ S = (S ⊗ S) ◦∆
ε ◦ S = ε ε ◦ S = ε .
Demonstrac¸a˜o.
1. (S ◦µ = µop ◦ (S⊗S):) Considere Hom(H⊗H,H) com o produto de
convoluc¸a˜o ∗ e unidade 1Hom(H⊗H,H) = η ◦ εH⊗H . Vamos mostrar
3Passamos de S ◦ µ = µop ◦ (S ⊗ S) a S ◦ µop = µ ◦ (S ⊗ S), e vice-versa, aplicando
τ a` direita dos dois lados, e usando que (S ⊗ S) ◦ τ = τ ◦ (S ⊗ S).
4Passamos de ∆◦S = (S⊗S)◦∆cop a ∆cop ◦S = (S⊗S)◦∆, e vice-versa, aplicando
τ a` esquerda dos dois lados, e usando que (S ⊗ S) ◦ τ = τ ◦ (S ⊗ S).
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que tanto S◦µ quanto µop◦(S⊗S) sa˜o inversas de µ ∈ Hom(H⊗H,H)
com relac¸a˜o ao produto de convoluc¸a˜o.
Vejamos que S ◦ µ e´ inversa de µ:
µ ∗ (S ◦ µ) = µ ◦ (µ⊗ (S ◦ µ)) ◦∆H⊗H
= µ ◦ (Id⊗ S) ◦ (µ⊗ µ) ◦∆H⊗H
= µ ◦ (Id⊗ S) ◦∆ ◦ µ = (Id ∗ S) ◦ µ
= η ◦ ε ◦ µ = η ◦ εH⊗H
(S ◦ µ) ∗ µ = µ ◦ ((S ◦ µ)⊗ µ) ◦∆H⊗H
= µ ◦ (S ⊗ Id) ◦ (µ⊗ µ) ◦∆H⊗H
= µ ◦ (S ⊗ Id) ◦∆ ◦ µ = (S ∗ Id) ◦ µ
= η ◦ ε ◦ µ = η ◦ εH⊗H .
Agora, verifiquemos que µop◦(S⊗S) e´ inversa de µ. Sejam h, g ∈ H.
Temos:(
µ ∗ (µop ◦ (S ⊗ S)))(h⊗ g)
=
∑
h,g
µ(h(1) ⊗ g(1)) ·
(
µop ◦ (S ⊗ S))(h(2) ⊗ g(2))
=
∑
g,h
h(1) · g(1) · S(g(2)) · S(h(2))
=
∑
h
h(1) ·
(∑
g
g(1) · S(g(2))
)
· S(h(2))
=
∑
h
h(1) · (Id ∗ S)(g) · S(h(2))
=
∑
h
h(1) · (η ◦ ε)(g) · S(h(2))
=
∑
h
h(1) · (ε(g)1H) · S(h(2))
= ε(g)
∑
h
h(1) · S(h(2)) = ε(g)(Id ∗ S)(h)
= ε(g)(η ◦ ε)(h) = ε(g)ε(h)1H
= η
(
ε(g)ε(h)
)
= η ◦ εH⊗H(h⊗ g)
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(
(µop ◦ (S ⊗ S)) ∗ µ)(h⊗ g)
=
∑
h,g
(
µop ◦ (S ⊗ S))(h(1) ⊗ g(1)) · µ(h(2) ⊗ g(2))
=
∑
g,h
S(g(1)) · S(h(1)) · h(2) · g(2)
=
∑
g
S(g(1)) ·
(∑
h
S(h(1)) · h(2)
)
· g(2)
=
∑
g
S(g(1)) · (S ∗ Id)(h) · g(2)
=
∑
g
S(g(1)) · (η ◦ ε)(h) · g(2)
=
∑
g
S(g(1)) · (ε(h)1H) · g(2)
= ε(h)
∑
g
S(g(1)) · g(2) = ε(h)(S ∗ Id)(g)
= ε(h)(η ◦ ε)(g) = ε(g)ε(h)1H
= η
(
ε(g)ε(h)
)
= η ◦ εH⊗H(h⊗ g) .
Portanto µop ◦ (S ⊗ S) e S ◦ µ sa˜o inversas de µ ∈ Hom(H ⊗H,H)
com relac¸a˜o ao produto de convoluc¸a˜o na a´lgebra Hom(H ⊗H,H).
Como o elemento inverso e´ u´nico numa a´lgebra, temos que
µop ◦ (S ⊗ S) = S ◦ µ .
(S(1H) = 1H :) De fato, temos:
S ∗ Id(1H) = µ ◦ (S ⊗ Id) ◦∆(1H) = η ◦ ε(1H)
=⇒ S(1H) · 1H = ε(1H)1H = 1K1H
=⇒ S(1H) = 1H .
2. (∆ ◦S = (S⊗S) ◦∆cop:) Considere Hom(H,H ⊗H) com o produto
de convoluc¸a˜o ∗ e unidade ηH⊗H ◦ ε. Vamos mostrar que ∆ ◦ S e
(S ⊗ S) ◦∆cop sa˜o inversas de ∆ ∈ Hom(H,H ⊗H) com relac¸a˜o ao
produto de convoluc¸a˜o.
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Verificando que ∆ ◦ S e´ inversa de ∆:
∆ ∗ (∆ ◦ S) = µH⊗H ◦ (∆⊗ (∆ ◦ S)) ◦∆
= µH⊗H ◦ (∆⊗∆) ◦ (Id⊗ S) ◦∆
= ∆ ◦ µ ◦ (Id⊗ S) ◦∆ = ∆ ◦ (Id ∗ S)
= ∆ ◦ η ◦ ε = ηH⊗H
(∆ ◦ S) ∗∆ = µH⊗H ◦ ((∆ ◦ S)⊗∆) ◦∆
= µH⊗H ◦ (∆⊗∆) ◦ (S ⊗ Id) ◦∆
= ∆ ◦ µ ◦ (S ⊗ Id) ◦∆ = ∆ ◦ (S ∗ Id)
= ∆ ◦ η ◦ ε = ηH⊗H ◦ ε .
Verificando que (S ⊗ S) ◦∆cop e´ inversa de ∆:(
∆ ∗ ((S ⊗ S) ◦∆cop))(h)
=
∑
h
∆(h(1)) ·
(
(S ⊗ S) ◦∆cop)(h(2))
=
∑
h
∑
h(1)
h(1)(1) ⊗ h(1)(2)
 ·
∑
h(2)
S(h(2)(2))⊗ S(h(2)(1))

=
∑
h,h(1),h(2)
h(1)(1)S(h(2)(2))⊗ h(1)(2)S(h(2)(1))
=
∑
h
h(1)S(h(4))⊗ h(2)S(h(3))
=
∑
h,h(2)
h(1)S(h(3))⊗ h(2)(1)S(h(2)(2))
=
∑
h
h(1)S(h(3))⊗ (Id ∗ S)(h(2))︸ ︷︷ ︸
(η◦ε)(h(2))
=
(∑
h
ε(h(2))h(1)S(h(3))
)
⊗ 1H
=
(∑
h
h(1)S(h(2))
)
⊗ 1H = (Id ∗ S)(h)︸ ︷︷ ︸
(η◦ε)(h)
⊗1H
= ε(h)1H ⊗ 1H = ηH⊗H ◦ ε(h)
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((
(S ⊗ S) ◦∆cop) ∗∆)(h)
=
∑
h
(
(S ⊗ S) ◦∆cop)(h(1)) ·∆(h(2))
=
∑
h
∑
h(1)
S(h(1)(2))⊗ S(h(1)(1))
 ·
∑
h(2)
h(2)(1) ⊗ h(2)(2)

=
∑
h,h(1),h(2)
S(h(1)(2))h(2)(1) ⊗ S(h(1)(1))h(2)(2)
=
∑
h
S(h(2))h(3) ⊗ S(h(1))h(4)
=
∑
h,h(2)
S(h(2)(1))h(2)(2) ⊗ S(h(1))h(3)
=
∑
h
(S ∗ Id)(h(2))︸ ︷︷ ︸
(η◦ε)(h(2))
⊗S(h(1))h(4)
= 1H ⊗
(∑
h
S(h(1))ε(h(2))h(3)
)
= 1H ⊗
(∑
h
S(h(1))h(2)
)
= 1H ⊗ (S ∗ Id)(h)︸ ︷︷ ︸
(η◦ε)(h)
= ε(h)1H ⊗ 1H = ηH⊗H ◦ ε(h) .
Dessa forma, (S⊗S)◦∆cop e ∆◦S sa˜o inversas de ∆ ∈ Hom(H,H⊗
H) com relac¸a˜o ao produto de convoluc¸a˜o da a´lgebra Hom(H,H⊗H).
Pela unicidade do elemento inverso numa a´lgebra, temos:
(S ⊗ S) ◦∆cop = ∆ ◦ S .
(ε ◦ S = ε:) Seja h ∈ H. Enta˜o temos:
(Id ∗ S)(h) = η ◦ ε(h) =⇒
∑
h
h(1)S(h(2)) = ε(h)1H .
Aplicando ε, e como ε e´ morfismo de a´lgebras, temos:
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∑
h
ε(h(1))ε(S(h(2))) = ε(h) ε(1H)︸ ︷︷ ︸
1K
=⇒
∑
h
ε
(
S
(
ε(h(1))h(2)
))
= ε(h)
=⇒ (ε ◦ S)
(∑
h
ε(h(1))h(2)
)
= ε(h)
=⇒ (ε ◦ S)(h) = ε(h) .
Portanto ε ◦ S = ε.
Proposic¸a˜o 2.4.2. Seja H uma a´lgebra de Hopf com ant´ıpoda S. Sa˜o
equivalentes:
1.
∑
h
S(h(2))h(1) = ε(h)1H para todo h ∈ H ;
2.
∑
h
h(2)S(h(1)) = ε(h)1H para todo h ∈ H;
3. S2 = Id .
Demonstrac¸a˜o.
(1. =⇒ 3.) :
Como Id e´ a inversa de S com relac¸a˜o ao produto de convoluc¸a˜o, basta
mostrar que S2 tambe´m e´ a inversa de S com relac¸a˜o ao produto de con-
voluc¸a˜o. De fato, temos:
(S ∗ S2)(h) =
∑
h
S(h(1)) · S2(h(2))
= S
(∑
h
S(h(2)) · h(1)
)
= S(ε(h)1H)
= ε(h)S(1H)
= ε(h)1H
= η ◦ ε(h) .
Assim, como sabemos que S e´ invers´ıvel e temos que S2 e´ inversa a` direita
de S, temos que S2 deve ser a inversa de S, que e´ Id.
104 Cap´ıtulo 2. A´lgebras de Hopf
(3. =⇒ 1.) :
Pela definic¸a˜o da ant´ıpoda, temos, para todo h ∈ H, que∑
h
S(h(1))h(2) = ε(h)1H .
Aplicando S dos dois lados, e usando que S e´ antimorfismo de a´lgebras,
obtemos∑
h
S(h(2))S
2(h(1)) = ε(h)1H =⇒
∑
h
S(h(2))h(1) = ε(h)1H .
(2. =⇒ 3.) :
Da mesma forma que em 1. =⇒ 3., vamos mostrar que S2 e´ a inversa de
S com relac¸a˜o ao produto de convoluc¸a˜o. De fato:
(S2 ∗ S)(h) =
∑
h
S2(h(1))S(h(2))
= S
(∑
h
h(2)S(h(1))
)
= S(ε(h)1H)
= ε(h)1H
= η ◦ ε(h) .
Portanto, como sabemos que S e´ invers´ıvel e temos que S2 e´ inversa a`
esquerda de S, devemos ter Id = S2.
(3. =⇒ 2.) :
Considere h ∈ H. Pela definic¸a˜o de ant´ıpoda, temos:∑
h
h(1)S(h(2)) = ε(h)1H .
Aplique S dos dois lados da equac¸a˜o, e como S e´ antimorfismo de a´lgebras,
temos:∑
h
S2(h(2))S(h(1)) = ε(h)1H =⇒
∑
h
h(2)S(h(1)) = ε(h)1H .
2.5. A´lgebras de Hopf oposta, co-oposta e oposta-co-oposta 105
Corola´rio 2.4.3. Se H e´ uma a´lgebra de Hopf comutativa ou cocomuta-
tiva, enta˜o
S2 = Id .
Demonstrac¸a˜o. Se H e´ comutativa, enta˜o∑
h
h(1)S(h(2)) = ε(h)1H =⇒
∑
h
S(h(2))h(1) = ε(h)1H ,
e pela proposic¸a˜o 2.4.2, temos que S2 = Id.
Se H e´ cocomutativa, enta˜o∑
h
h(1) ⊗ h(2) =
∑
h
h(2) ⊗ h(1)
=⇒ ε(h)1H =
∑
h
h(1)S(h(2)) =
∑
h
h(2)S(h(1)) ,
e pela proposic¸a˜o 2.4.2, temos que S2 = Id.
2.5 A´lgebras de Hopf oposta, co-oposta e oposta-
co-oposta
Seja H uma a´lgebra de Hopf, e considere o produto oposto µop e o co-
produto cooposto ∆cop. Na sec¸a˜o 1.4.3 foi visto que Hop, Hcop e Hop,cop
sa˜o bia´lgebras tambe´m. Veremos nessa sec¸a˜o que a ant´ıpoda de H tam-
be´m fornece uma ant´ıpoda para Sop,cop e que em determinadas situac¸o˜es
tambe´m temos uma ant´ıpoda para Hop e Hcop.
Proposic¸a˜o 2.5.1. Seja H uma a´lgebra de Hopf. A bia´lgebra Hop,cop e´
uma a´lgebra de Hopf, com ant´ıpoda S.
Demonstrac¸a˜o. Dados f, g : H → H, o produto em Hom(Hop,cop, Hop,cop),
chamado de produto de convoluc¸a˜o, e´ dado por:
f ∗op,cop g = µop ◦ (f ⊗ g) ◦∆cop .
Sabemos que Hop,cop e´ uma bia´lgebra, pela proposic¸a˜o 1.4.12. Resta veri-
ficar a propriedade da ant´ıpoda. Temos que:
S ∗op,cop Id = µop ◦ (S ⊗ Id) ◦∆cop
= µ ◦ τ ◦ (S ⊗ Id) ◦ τ ◦∆
= µ ◦ τ ◦ τ ◦ (Id⊗ S) ◦∆
= µ ◦ (Id⊗ S) ◦∆
= η ◦ ε .
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Da mesma forma, mostra-se que Id ∗op,cop S = η ◦ ε. Portanto Hop,cop e´
uma a´lgebra de Hopf, com ant´ıpoda S.
Proposic¸a˜o 2.5.2. Seja H uma a´lgebra de Hopf. Enta˜o sa˜o equivalentes:
1. S e´ invers´ıvel com relac¸a˜o a` composic¸a˜o de func¸o˜es;
2. a bia´lgebra Hop e´ uma a´lgebra de Hopf.
Caso sejam verdadeiras, a ant´ıpoda de Hop e´ S′ = S−1.
Demonstrac¸a˜o.
(1. =⇒ 2.) :
Como S e´ antimorfismo de coa´lgebras, pela proposic¸a˜o 2.4.1, temos
µop ◦ (S ⊗ S) = S ◦ µ
S ◦ η = η .
O mesmo vale para S−1, pois podemos aplicar (S−1⊗S−1) a` direita e S−1
a` esquerda na primeira equac¸a˜o, e S−1 a` esquerda na segunda. Obtemos
S−1 ◦ µop = µ ◦ (S−1 ⊗ S−1)
e
(∗) η = S−1 ◦ η .
Aplicando a transposic¸a˜o τ a` direita na equac¸a˜o de cima, temos
(∗∗) S−1 ◦ µ = µop ◦ (S−1 ⊗ S−1) ,
ja´ que (S−1 ⊗ S−1) ◦ τ = τ ◦ (S−1 ⊗ S−1).
Considere Hom(Hop, Hop), com o produto de convoluc¸a˜o dado por
f ∗op g = µop ◦ (f ⊗ g) ◦∆ ,
para f, g ∈ Hom(Hop, Hop).
Vamos mostrar a propriedade da ant´ıpoda para S−1:
S−1 ∗op Id = µop ◦ (S−1 ⊗ Id) ◦∆
= µop ◦ (S−1 ⊗ S−1) ◦ (Id⊗ S) ◦∆
(∗∗)
= S−1 ◦ µ ◦ (Id⊗ S) ◦∆
= S−1 ◦ η ◦ ε
(∗)
= η ◦ ε ,
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Id ∗op S−1 = µop ◦ (Id⊗ S−1) ◦∆
= µop ◦ (S−1 ⊗ S−1) ◦ (S ⊗ Id) ◦∆
(∗∗)
= S−1 ◦ µ ◦ (S ⊗ Id) ◦∆
= S−1 ◦ η ◦ ε
(∗)
= η ◦ ε .
Portanto S−1 e´ ant´ıpoda para Hop.
(2. =⇒ 1.) :
Temos que:
(S ◦ S′) ∗ S = µ ◦ ((S ◦ S′)⊗ S) ◦∆
= µ ◦ (S ⊗ S) ◦ (S′ ⊗ Id) ◦∆
= S ◦ µop ◦ (S′ ⊗ Id) ◦∆
= S ◦ η ◦ ε
= η ◦ ε ,
S ∗ (S′ ◦ S) = µ ◦ (S ⊗ (S′ ◦ S)) ◦∆
= µ ◦ (Id⊗ S′) ◦ (S ⊗ S) ◦∆
= µ ◦ (Id⊗ S′) ◦∆cop ◦ S
= µop ◦ (S′ ⊗ Id) ◦∆ ◦ S
= η ◦ ε ◦ S
= η ◦ ε .
Como S e´ invers´ıvel com respeito ao produto de convoluc¸a˜o, com inversa
Id, temos S ◦ S′ = Id = S′ ◦ S. Portanto S e´ invers´ıvel com relac¸a˜o a`
composic¸a˜o de func¸o˜es, com inversa S′ = S−1.
Proposic¸a˜o 2.5.3. Seja H uma a´lgebra de Hopf. Enta˜o sa˜o equivalentes:
1. S e´ invers´ıvel com relac¸a˜o a` composic¸a˜o de func¸o˜es;
2. a bia´lgebra Hcop e´ uma a´lgebra de Hopf.
Caso sejam ambas verdadeiras, a ant´ıpoda de Hcop e´ S′ = S−1.
Demonstrac¸a˜o.
(1. =⇒ 2.) :
Sabemos da proposic¸a˜o 2.4.1 que S e´ antimorfismo de coa´lgebras. Enta˜o:
(S ⊗ S) ◦∆cop = ∆ ◦ S
ε ◦ S = ε
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Da mesma forma que antes, podemos aplicar (S−1 ⊗ S−1) a` esquerda e
S−1 a` direita na primeira equac¸a˜o e S−1 a` direita na segunda. Ficamos
com S−1 antimorfismo de coa´lgebras:
∆cop ◦ S−1 = (S−1 ⊗ S−1) ◦∆
e
(∗) ε = ε ◦ S−1 .
Aplicamos a transposic¸a˜o τ a` esquerda na equac¸a˜o de cima, e ficamos com
(∗∗) ∆ ◦ S−1 = (S−1 ⊗ S−1) ◦∆cop ,
posto que τ ◦ (S−1 ⊗ S−1) = (S−1 ⊗ S−1) ◦ τ .
Agora considamos Hom(Hcop, Hcop), com o produto de convoluc¸a˜o
dado por
f ∗cop g = µ ◦ (f ⊗ g) ◦∆cop ,
para f, g ∈ Hom(Hcop, Hcop). Passamos, enta˜o, a` propriedade da ant´ıpoda
para S−1:
S−1 ∗cop Id = µ ◦ (S−1 ⊗ Id) ◦∆cop
= µ ◦ (Id⊗ S) ◦ (S−1 ⊗ S−1) ◦∆cop
(∗∗)
= µ ◦ (Id⊗ S) ◦∆ ◦ S−1
= η ◦ ε ◦ S−1
(∗)
= η ◦ ε ,
Id ∗cop S−1 = µ ◦ (Id⊗ S−1) ◦∆cop
= µ ◦ (S ⊗ Id) ◦ (S−1 ⊗ S−1) ◦∆cop
(∗∗)
= µ ◦ (S ⊗ Id) ◦∆ ◦ S−1
= η ◦ ε ◦ S−1
(∗)
= η ◦ ε .
Portanto, temos que S−1 e´ ant´ıpoda de Hcop.
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(2. =⇒ 1.) :
Temos que:
(S ◦ S′) ∗ S = µ ◦ ((S ◦ S′)⊗ S) ◦∆
= µ ◦ (S ⊗ S) ◦ (S′ ⊗ Id) ◦∆
= S ◦ µop ◦ (S′ ⊗ Id) ◦∆
= S ◦ µ ◦ (Id⊗ S′) ◦∆cop
= S ◦ η ◦ ε
= η ◦ ε
S ∗ (S′ ◦ S) = µ ◦ (S ⊗ (S′ ◦ S)) ◦∆
= µ ◦ (Id⊗ S′) ◦ (S ⊗ S) ◦∆
= µ ◦ (Id⊗ S′) ◦∆cop ◦ S
= η ◦ ε ◦ S
= η ◦ ε
Como S e´ invers´ıvel com respeito ao produto de convoluc¸a˜o, com inversa
Id, temos S ◦ S′ = Id = S′ ◦ S. Portanto S e´ invers´ıvel com relac¸a˜o a`
composic¸a˜o de func¸o˜es, com inversa S′ = S−1.
2.6 A´lgebra de Hopf do produto tensorial
Sejam B e H duas a´lgebras de Hopf. Na sec¸a˜o 1.4.4 vimos que B ⊗H
e´ uma bia´lgebra, com as operac¸o˜es
µB⊗H = (µB ⊗ µH) ◦ (Id⊗ τ ⊗ Id)
ηB⊗H = (ηB ⊗ ηH) ◦∆K
∆B⊗H = (Id⊗ τ ⊗ Id) ◦ (∆B ⊗∆H)
εB⊗H = µK ◦ (εB ⊗ εH) ,
em que
µK : K⊗K→ K
µK(α⊗ β) = α · β
∆K : K→ K⊗K
∆K(α) = α(1K ⊗ 1K)
e, ale´m disso, µK = ∆
−1
K .
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Resta tentar obter uma ant´ıpoda para B ⊗H. Defina
SB⊗H = SB ⊗ SH .
Conferindo a propriedade da ant´ıpoda:
µB⊗H ◦ (SB⊗H ⊗ IdB⊗H) ◦∆B⊗H
= (µB ⊗ µH) ◦ (Id⊗ τ ⊗ Id) ◦ (SB ⊗ SH ⊗ Id⊗ Id)
◦ (Id ◦ τ ◦ Id) ◦ (∆B ⊗∆H)
= (µB ⊗ µH) ◦ (Id⊗ τ ⊗ Id) ◦ (Id ◦ τ ◦ Id)
◦ (SB ⊗ Id⊗ SH ⊗ Id) ◦ (∆B ⊗∆H)
= (µB ⊗ µH) ◦ (SB ⊗ Id⊗ SH ⊗ Id) ◦ (∆B ⊗∆H)
=
(
µB ◦ (SB ⊗ Id) ◦∆B
)⊗ (µH ◦ (SH ⊗ Id) ◦∆H)
= (ηB ◦ εB)⊗ (ηH ◦ εH)
= (ηB ⊗ ηH) ◦ (εB ⊗ εH)
= (ηB ⊗ ηH) ◦∆K ◦ µK ◦ (εB ⊗ εH)
= ηB⊗H ◦ εB⊗H
µB⊗H ◦ (IdB⊗H ⊗ SB⊗H) ◦∆B⊗H
= (µB ⊗ µH) ◦ (Id⊗ τ ⊗ Id) ◦ (Id⊗ Id⊗ SB ⊗ SH)
◦ (Id ◦ τ ◦ Id) ◦ (∆B ⊗∆H)
= (µB ⊗ µH) ◦ (Id⊗ τ ⊗ Id) ◦ (Id ◦ τ ◦ Id)
◦ (Id⊗ SB ⊗ Id⊗ SH) ◦ (∆B ⊗∆H)
= (µB ⊗ µH) ◦ (Id⊗ SB ⊗ Id⊗ SH) ◦ (∆B ⊗∆H)
=
(
µB ◦ (Id⊗ SB) ◦∆B
)⊗ (µH ◦ (Id⊗ SH) ◦∆H)
= (ηB ◦ εB)⊗ (ηH ◦ εH)
= (ηB ⊗ ηH) ◦ (εB ⊗ εH)
= (ηB ⊗ ηH) ◦∆K ◦ µK ◦ (εB ⊗ εH)
= ηB⊗H ◦ εB⊗H
Com isso, B ⊗H e´ uma a´lgebra de Hopf.
2.7 A´lgebra de Hopf quociente
Daremos uma estrutura de a´lgebra de Hopf para o quociente HI de uma
a´lgebra de Hopf H por um Hopf-ideal I. Observe que a definic¸a˜o de Hopf-
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ideal e´ tal que possibilita transportar a estrutura de H para HI , da mesma
forma que ocorre com as a´lgebras, coa´lgebras e bia´lgebras.
Proposic¸a˜o 2.7.1. Sejam H a´lgebra de Hopf, I ⊂ H Hopf-ideal. Consi-
dere pi : B → BI a projec¸a˜o canoˆnica. Enta˜o existe uma u´nica estrutura de
a´lgebra de Hopf em HI que faz com que pi seja um morfismo de a´lgebras de
Hopf. Essa estrutura e´ dada por:
a · b = a · b ∆H
I
(b) = b(1) ⊗ b(2)
1H
I
= 1H εH
I
(b) = εH(b)
SH
I
(a) = SH(a) .
Demonstrac¸a˜o. Um Hopf-ideal e´ um bi-ideal com a propriedade adicional
de ser invariante pela ant´ıpoda, isto e´, S(I) ⊆ I. Sendo assim, a estru-
tura de bia´lgebra ja´ esta´ garantida pela proposic¸a˜o 1.4.13. Resta obter a
ant´ıpoda.
Defina SH
I
: HI → HI por
SH
I
(a) = SH(a) .
A func¸a˜o esta´ bem definida e e´ um antimorfismo de a´lgebras e de coa´lgebras
(pois SH o e´). Dados a, b ∈ H, a boa definic¸a˜o segue de:
a = b =⇒ a− b ∈ I =⇒ SH(a− b) ∈ I =⇒ SH(a)− SH(b) ∈ I
=⇒ SH(a) = SH(b) =⇒ SH
I
(a) = SH
I
(b) .
Falta apenas mostrar a propriedade da ant´ıpoda. Seja a ∈ H. Temos:
SH
I
∗ IdH
I
(a) = µH
I
◦ (SH
I
⊗ IdH
I
) ◦∆H
I
(a)
= µH
I
◦ (SH
I
⊗ Id)
(∑
a
a(1) ⊗ a(2)
)
=
∑
a
SH(a(1)) · a(2)
=
∑
a
SH(a(1))a(2)
= εH(a)1H
= εH
I
(a)1H
= ηH
I
◦ εH
I
(a) .
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Portanto SH
I
∗ IdH
I
= ηH
I
◦ εH
I
. A outra relac¸a˜o IdH
I
∗ SH
I
= ηH
I
◦ εH
I
se
mostra de forma ana´loga. Portanto HI e´ uma a´lgebra de Hopf.
Por fim, pi e´ um morfismo de a´lgebras de Hopf, pois e´ um morfismo
de bia´lgebras, em decorreˆncia da proposic¸a˜o 1.4.13, e um morfismo de
bia´lgebras e´ automaticamente um morfismo de a´lgebras de Hopf, por causa
da proposic¸a˜o 2.3.5.
A unicidade da estrutura de a´lgebra de Hopf do enunciado e´ con-
sequeˆncia da unicidade da estrutura de bia´lgebra, decorrente da proposic¸a˜o
1.4.13.
Proposic¸a˜o 2.7.2. Sejam B e H duas a´lgebras de Hopf, I ⊆ B um Hopf-
ideal e pi : B → BI a projec¸a˜o canoˆnica. Se f : B → H e´ um morfismo de
a´lgebras de Hopf tal que I ⊆ ker(f), enta˜o existe um u´nico morfismo de
a´lgebras de Hopf f : BI → H tal que
B
f //
pi
&&
H
B
I
f
OO
f ◦ pi = f .
Demonstrac¸a˜o. Seja f : B → H e´ um morfismo de a´lgebras de Hopf com
I ⊆ ker(f). Da proposic¸a˜o 1.4.14, vale que existe u´nico morfismo de bia´l-
gebras f : BI → H tal que f ◦ pi = f . Como, pela proposic¸a˜o 2.3.5, o
morfismo de bia´lgebras preserva a ant´ıpoda, temos que f e´ um morfismo
de a´lgebras de Hopf.
2.8 A´lgebra de Hopf dual
2.8.1 Dimensa˜o finita
Considere uma a´lgebra de Hopf de dimensa˜o finita H. Ja´ vimos antes,
na sec¸a˜o 1.4.6.1, que H∗ e´ uma bia´lgebra, com estrutura dada por:
µH∗ = ∆
∗
H ◦ θ ∆H∗ = θ−1 ◦ µ ∗H
f ∗ g = µK ◦ (f ⊗ g) ◦∆H
f ∗ g(c) = ∑c f(c(1))g(c(2))
ηH∗ = ε
∗
H ◦ ξ εH∗ = ξ−1 ◦ η ∗H ,
1H∗ = εH
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em que temos
ξ : K→ K∗
ξ(λ) = multλ
θ : B∗ ⊗B∗ → (B ⊗B)∗
θ(f ⊗ g)(a⊗ b) = f(a)g(b) .
Como H admite ant´ıpoda SH , e´ poss´ıvel mostrar que H
∗ tambe´m admite
ant´ıpoda, e esta e´ dada pela transposta de SH :
SH∗ = S
∗
H : H
∗ → H∗ .
Antes, precisaremos de um lema para reescrever a transposta do produto
tensorial de duas transformac¸o˜es lineares.
Lema 2.8.1. Dados f1 : V1 →W1 e f2 : V2 →W2 transformac¸o˜es lineares
entre espac¸os vetoriais de dimensa˜o finita, temos
(f1 ⊗ f2)∗ = θV ◦ (f ∗1 ⊗ f ∗2 ) ◦ θ −1W ,
em que
θV : V
∗
1 ⊗ V ∗2 → (V1 ⊗ V2)∗
θW : W
∗
1 ⊗W ∗2 → (W1 ⊗W2)∗
sa˜o dados, para a ∈ V1 e b ∈ V2 por
θV (f ⊗ g)(a⊗ b) = f(a)g(b)
θW (f ⊗ g)(a⊗ b) = f(a)g(b) .
Demonstrac¸a˜o. Sejam w ∗1 ∈W ∗1 e w ∗2 ∈W ∗2 . Enta˜o(
(f1 ⊗ f2)∗ ◦ θW
)
(w ∗1 ⊗ w ∗2 ) =
(
f1 ⊗ f2
)∗(
θW (w
∗
1 ⊗ w ∗2 )
)
=
(
θW (w
∗
1 ⊗ w ∗2 )
) ◦ (f1 ⊗ f2) .
Aplicando em v1 ∈ V1 e v2 ∈ V2, temos:(
(f1 ⊗ f2)∗ ◦ θW
)
(w ∗1 ⊗ w ∗2 )(v1 ⊗ v2)
=
(
θW (w
∗
1 ⊗ w ∗2 )
) ◦ (f1 ⊗ f2)(v1 ⊗ v2)
=
(
θW (w
∗
1 ⊗ w ∗2 )
)
(f1(v1)⊗ f2(v2))
= w ∗1 (f1(v1)) · w ∗2 (f2(v2))
= w ∗1 ◦ f1(v1) · w ∗2 ◦ f2(v2)
=
(
θV (w
∗
1 ◦ f1 ⊗ w ∗2 ◦ f2)
)
(v1 ⊗ v2) .
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Dessa forma, obtemos que(
(f1 ⊗ f2)∗◦θW
)
(w ∗1 ⊗ w ∗2 )
= θV (w
∗
1 ◦ f1 ⊗ w ∗2 ◦ f2)
= θV (f
∗
1 (w
∗
1 )⊗ f ∗2 (w ∗2 ))
= θV ◦ (f ∗1 ⊗ f ∗2 )(w ∗1 ⊗ w ∗2 ) .
Segue que
(f1 ⊗ f2)∗ ◦ θW = θV ◦ (f ∗1 ⊗ f ∗2 ) ,
isto e´, como θW e´ bijetora
5,
(f1 ⊗ f2)∗ = θV ◦ (f ∗1 ⊗ f ∗2 ) ◦ θ −1W .
Proposic¸a˜o 2.8.2. Seja H uma a´lgebra de Hopf de dimensa˜o finita. A
bia´lgebra H∗ admite a ant´ıpoda SH
∗
= S ∗H e portanto e´ uma a´lgebra de
Hopf.
Demonstrac¸a˜o. De fato, transpondo a propriedade da ant´ıpoda para SH ,
temos:
µH ◦ (SH ⊗ IdH) ◦∆H = ηH ◦ εH
=⇒ ∆ ∗H ◦ (SH ⊗ Id)∗ ◦ µ ∗H = ε ∗H ◦ η ∗H
2.8.1
=⇒ ∆ ∗H ◦ θ ◦ (S ∗H ⊗ Id∗) ◦ θ−1 ◦ µ ∗H = ε ∗H ◦ ξ ◦ ξ−1 ◦ η ∗H
=⇒ µH∗ ◦ (S∗H ⊗ Id) ◦∆H∗ = ηH∗ ◦ εH∗
=⇒ S∗H ∗ Id = ηH∗ ◦ εH∗ .
Acima usamos o lema 2.8.1, com V1 = V2 = W1 = W2 = H, para dizer
que (SH ⊗ Id)∗ = θ ◦ (S∗H ⊗ Id∗) ◦ θ−1.
De forma ana´loga, temos:
µH ◦ (Id⊗ SH) ◦∆H = ηH ◦ εH
=⇒ ∆ ∗H ◦ (Id⊗ SH)∗ ◦ µ ∗H = ε ∗H ◦ η ∗H
2.8.1
=⇒ ∆ ∗H ◦ θ ◦ (Id∗ ⊗ S∗H) ◦ θ−1 ◦ µ ∗H = ε ∗H ◦ ξ ◦ ξ−1 ◦ η ∗H
=⇒ µH∗ ◦ (Id⊗ S∗H) ◦∆H∗ = ηH∗ ◦ εH∗
=⇒ Id ∗ S∗H = ηH∗ ◦ εH∗ .
Usamos, novamente, o lema 2.8.1, para obter (Id⊗SH)∗ = θ ◦ (Id∗⊗S∗H)◦
θ−1. Portanto S ∗H e´ uma ant´ıpoda para H
∗.
5Temos que W1 e W2 sa˜o espac¸os vetoriais de dimensa˜o finita, e usamos o item 3.
do lema 1.3.1.
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Ale´m disso, temos a proposic¸a˜o sobre a transposta de um morfismo de
a´lgebras de Hopf.
Proposic¸a˜o 2.8.3. Sejam H e B duas a´lgebras de Hopf e f : H → B um
morfismo de a´lgebras de Hopf. Enta˜o a transposta f∗ : B∗ → H∗ e´ um
morfismo de a´lgebras de Hopf.
Demonstrac¸a˜o. Pela proposic¸a˜o 1.4.17, temos que f∗ e´ morfismo de bia´l-
gebras. Como todo morfismo de bia´lgebras entre a´lgebras de Hopf e´ auto-
maticamente um morfismo de a´lgebras de Hopf (proposic¸a˜o 2.3.5), temos
o resultado.
2.8.2 Dual finito
Nesta sec¸a˜o estenderemos o resultado da sec¸a˜o anterior para o dual
finito H◦ de uma a´lgebra de Hopf H. Ja´ vimos que o dual finito de uma
bia´lgebra tem estrutura de bia´lgebra. Repetimos os morfismos aqui, por
convenieˆncia:
µH◦ = ∆
∗
H ◦ θ ∆H◦ = θ−1 ◦ µ ∗H
f ∗ g = µK ◦ (f ⊗ g) ◦∆H
f ∗ g(c) = ∑c f(c(1))g(c(2))
ηH◦ = ε
∗
H ◦ ξ εH◦ = ξ−1 ◦ η ∗H .
1H∗ = εH
Acima, temos:
ξ : K→ K∗
ξ(λ) = multλ
θ : H∗ ⊗H∗ → (H ⊗H)∗
θ(f ⊗ g)(a⊗ b) = f(a)g(b) .
Ale´m disso, θ e´ injetiva, e restringimos a θ : H∗ ⊗H∗ → θ(H∗ ⊗H∗) para
obter uma bijec¸a˜o. Tambe´m ja´ mostramos que µ ∗H (H
◦) ⊆ θ(H∗ ⊗H∗) (e´
consequeˆncia imediata da definic¸a˜o de H◦), de modo que a fo´rmula para
∆H◦ faz sentido.
Enta˜o resta ver se essa bia´lgebra admite uma ant´ıpoda. Tentaremos
usar a transposta finita S ◦H de SH e repetir as contas do caso de dimensa˜o
finita para mostrar que e´ a ant´ıpoda de H◦. Precisaremos de um lema
muito parecido com o lema 2.8.1. Apenas evitamos tomar θ −1W .
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Lema 2.8.4. Dados f1 : V1 →W1 e f2 : V2 →W2 transformac¸o˜es lineares
entre espac¸os vetoriais, temos
(f1 ⊗ f2)∗ ◦ θW = θV ◦ (f ∗1 ⊗ f ∗2 ) ,
em que
θV : V
∗
1 ⊗ V ∗2 → (V1 ⊗ V2)∗
θW : W
∗
1 ⊗W ∗2 → (W1 ⊗W2)∗
sa˜o dados, para todos a ∈ V1 e b ∈ V2, por
θV (f ⊗ g)(a⊗ b) = f(a)g(b)
θW (f ⊗ g)(a⊗ b) = f(a)g(b) .
Demonstrac¸a˜o. Similar a` do lema 2.8.1 (exceto pela u´ltima linha, onde
invertemos θW ).
Proposic¸a˜o 2.8.5. Seja H uma a´lgebra de Hopf. O dual finito H◦, como
visto nas sec¸o˜es 1.3.3.2 e 1.4.6.2, e´ uma a´lgebra de Hopf, com ant´ıpoda
SH◦ = S
◦
H : H
◦ → H◦ dada por S ◦H = S ∗H restrito a H◦.
Demonstrac¸a˜o. Vamos mostrar que S ◦H : H
◦ → H◦ esta´ bem definida,
isto e´, que S ◦H (H
◦) ⊆ H◦. De fato, dado f ∈ H◦, por f pertencer ao dual
finito, temos que existem fi’s e gi’s em H
∗ tais que f(a·b) = ∑i fi(a)·gi(b)
para todos a, b ∈ H. Enta˜o, como SH e´ antimorfismo de a´lgebras (pela
proposic¸a˜o 2.4.1), temos:
S ◦H (f)(a · b) = (f ◦ SH)(a · b)
= f(SH(b) · SH(a))
=
∑
i
fi(SH(b)) · gi(SH(a))
=
∑
i
(gi ◦ SH)(a) · (fi ◦ SH)(b) .
Portanto S ◦H (H
◦) ⊆ H◦. Para mostrar que S ◦H e´ a ant´ıpoda, fazemos:
µH ◦ (SH ⊗ Id) ◦∆H = ηH ◦ εH
=⇒ ∆ ∗H ◦ (SH ⊗ Id)∗ ◦ µ ∗H = ε ∗H ◦ η ∗H .
Seja p ∈ H◦. Enta˜o, pela condic¸a˜o 2. da definic¸a˜o do dual finito,
no teorema 1.3.13, temos que µ∗H(p) ∈ θ(H∗ ⊗ H∗). Escrevemos enta˜o
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µ∗H(p) = θ(
∑
i fi ⊗ gi), e tambe´m temos ∆H◦(p) =
∑
i fi ⊗ gi. Aplicando
a equac¸a˜o acima em p, temos:
∆ ∗H ◦ (SH ⊗ Id)∗ ◦ µ ∗H (p) = ε ∗H ◦ η ∗H (p)
=⇒ ∆ ∗H ◦ (SH ⊗ Id)∗ ◦ θ
(∑
i
fi ⊗ gi
)
= ε ∗H ◦ η ∗H (p)
2.8.4
=⇒ ∆ ∗H ◦ θ ◦ (S∗H ⊗ Id∗)
(∑
i
fi ⊗ gi
)
= ε ∗H ◦ ξ ◦ ξ−1 ◦ η ∗H (p)
=⇒ µH◦ ◦ (S∗H ⊗ Id) ◦∆H◦(p) = ηH◦ ◦ εH◦(p) .
Note que ∆H◦(p) ∈ H◦ ⊗H◦, pois p ∈ H◦. E, como visto, S ∗H = S ◦H em
H◦ e S ◦H (H
◦) ⊆ H◦. Enta˜o ∆ ∗H ◦ θ esta´ sendo aplicado a um elemento de
H◦ ⊗H◦, como deveria ser. E foi poss´ıvel escrever, enta˜o, ∆ ∗H ◦ θ = µH◦ .
Portanto, temos µH◦ ◦ (S◦H⊗ Id)◦∆H◦ = ηH◦ ◦εH◦ . De forma ana´loga,
mostra-se que µH◦ ◦ (Id⊗S◦H)◦∆H◦ = ηH◦ ◦ εH◦ . Consequentemente, S ◦H
e´ ant´ıpoda para H◦.
Por fim, a “transposta finita” de um morfismo de a´lgebras de Hopf
tambe´m e´ um morfismo de a´lgebras de Hopf, como diz a proposic¸a˜o abaixo.
Proposic¸a˜o 2.8.6. Sejam H e B duas a´lgebras de Hopf e f : H → B
morfismo de a´lgebras de Hopf. Enta˜o a “transposta finita”
f◦ : B◦ → H◦ ,
dada por f◦ = f∗ restrito a B◦ e´ um morfismo de a´lgebras de Hopf.
Demonstrac¸a˜o. Sabemos da proposic¸a˜o 1.4.19 que a “transposta finita”
f◦ esta´ bem definida e e´ morfismo de bia´lgebras. Automaticamente e´
morfismo de a´lgebras de Hopf, em virtude da proposic¸a˜o 2.3.5.
2.9 Dualidade em a´lgebras de Hopf
Existe um conceito de dualidade entre bia´lgebras que e´ um pouco mais
fraco do que o do dual finito. Dados B e C bia´lgebras, podemos considerar
que B e´ o dual de C quando B ∼= C◦. Nesse caso, o isomorfismo φ : B → C◦
define uma forma bilinear por 〈b, c〉 := φ(b)(c), para todos b ∈ B e c ∈ C.
Pelo fato de φ ser morfismo de bia´lgebras, essa forma bilinear guarda certa
compatibilidade com a estrutura de bia´lgebra de B e de C (as dadas por
1. a 4. na definic¸a˜o 2.9.1 abaixo).
118 Cap´ıtulo 2. A´lgebras de Hopf
Podemos generalizar essa noc¸a˜o considerando um cena´rio em que B e
C◦ na˜o sa˜o necessariamente isomorfos, mas sa˜o tais que existe uma forma
bilinear definida em B ⊗ C satisfazendo algumas propriedades de compa-
tibilidade. Escreveremos essa definic¸a˜o de dualidade entre duas bia´lgebras
ou a´lgebras de Hopf, e logo em seguida, provaremos que no caso de se ter
um isomorfismo φ : B → C◦, tambe´m reca´ımos nessa definic¸a˜o por meio
da forma bilinear 〈b, c〉 := φ(b)(c).
Definic¸a˜o 2.9.1. Duas bia´lgebras B e C esta˜o em dualidade se existe uma
forma bilinear 〈·, ·〉 : B × C → K tal que dados b, b′ ∈ B e c, c′ ∈ C, temos
que:
1. 〈b · b′, c〉 = 〈b⊗ b′,∆C(c)〉 ;
2. 〈b, c · c′〉 = 〈∆B(b), c⊗ c′〉 ;
3. 〈1B , c〉 = εC(c) ;
4. 〈b, 1C〉 = εB(b) .
Em 1. e 2., a func¸a˜o bilinear 〈·, ·〉 : (B ⊗B)× (C ⊗ C)→ K e´ dada por
〈b⊗ b′, c⊗ c′〉 = 〈b, c〉 · 〈b′, c′〉 .
Veremos na observac¸a˜o 2.9.2 que essa func¸a˜o bilinear esta´ bem definida.
Observac¸a˜o 2.9.2. A func¸a˜o 〈·, ·〉 : (B ⊗B)× (C ⊗ C)→ K dada por
〈b⊗ b′, c⊗ c′〉 = 〈b · c〉 · 〈b′, c′〉
esta´ bem definida. De fato, considere φc,c′ : B×B → K, para fixados c, c′ ∈
C, dada por φc,c′ = 〈b ·c〉 · 〈b′, c′〉. Temos que φc,c′ e´ bilinear, portanto pela
propriedade universal do produto tensorial, existe u´nica φc,c′ : B⊗B → K
tal que φc,c′ ◦ pi = φc,c′ . Defina φ : C × C → (B ⊗B)∗ por φ(c, c′) = φc,c′ .
Temos que φ e´ bilinear, e aplicamos a propriedade universal do produto
tensorial para obter φ : C ⊗ C → (B ⊗ B)∗ dada por φ(c ⊗ c′)(b ⊗ b′) =
〈b · c〉 · 〈b′, c′〉. Por fim, definimos 〈·, ·〉 : (B ⊗ B) × (C ⊗ C) → K por
〈b⊗ b′, c⊗ c′〉 = φ(c⊗ c′)(b⊗ b′).
Definic¸a˜o 2.9.3. Dizemos que a dualidade e´ separante se
(a)
( ∀c ∈ C, 〈b, c〉 = 0 ) =⇒ b = 0 ;
(b)
( ∀b ∈ B, 〈b, c〉 = 0 ) =⇒ c = 0 .
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No caso em que B e C sa˜o a´lgebras de Hopf, requeremos tambe´m uma
compatibilidade entre as ant´ıpodas.
Definic¸a˜o 2.9.4. Sejam B e C duas a´lgebras de Hopf. Se B e C esta˜o
em dualidade como bia´lgebras, e se valer:
5. 〈SB(b), c〉 = 〈b, SC(c)〉 ,
enta˜o dizemos que B e C esta˜o em dualidade como a´lgebras de Hopf.
Veremos que a condic¸a˜o 5. e´ automaticamente satisfeita.
Proposic¸a˜o 2.9.5. Dadas duas a´lgebras de Hopf B e C, se B e C esta˜o
em dualidade como bia´lgebras, enta˜o esta˜o em dualidade como a´lgebras de
Hopf.
Demonstrac¸a˜o. Primeiramente, note que as formas bilineares
〈·, ·〉 : B × C → K
〈SB(·), ·〉 : B × C → K
〈·, SC(·)〉 : B × C → K
podem ser fatoradas a transformac¸o˜es lineares definidas no produto tenso-
rial, pela propriedade universal. Sejam, respectivamente,
f : B ⊗ C → K
fl : B ⊗ C → K
fr : B ⊗ C → K
f(b⊗ c) = 〈b, c〉
fl(b⊗ c) = 〈SB(b), c〉
fr(b⊗ c) = 〈b, SC(c)〉
essas transformac¸o˜es lineares obtidas pela aplicac¸a˜o da propriedade uni-
versal.
Considere a a´lgebra de convoluc¸a˜o Hom(B ⊗ C,K) = (B ⊗ C)∗. Mos-
traremos que tanto fl como fr sa˜o inversas de f nessa a´lgebra, e portanto,
devem ser iguais.
120 Cap´ıtulo 2. A´lgebras de Hopf
(fl e´ a inversa de f em (B ⊗ C)∗:) De fato, para b ∈ B e c ∈ C, temos:
fl ∗ f(b⊗ c) = µK ◦ (fl ⊗ f) ◦∆B⊗C(b⊗ c)
= µK ◦ (fl ⊗ f)
∑
b,c
b(1) ⊗ c(1) ⊗ b(2) ⊗ c(2)

=
∑
b,c
fl(b(1) ⊗ c(1)) · f(b(2) ⊗ c(2))
=
∑
b,c
〈SB(b(1)), c(1)〉 · 〈b(2) ⊗ c(2)〉
=
∑
b,c
〈
SB(b(1))⊗ b(2), c(1) ⊗ c(2)
〉
=
∑
b
〈
SB(b(1))⊗ b(2),∆C(c)
〉
1.
=
〈∑
b
SB(b(1)) · b(2), c
〉
= 〈εB(b)1B , c〉 = εB(b) · 〈1B , c〉
3.
= εB(b) · εC(c) = µK ◦ (εB ⊗ εC)(b⊗ c)
= εB⊗C(b⊗ c) = 1(B⊗C)∗(b⊗ c) ,
f ∗ fl(b⊗ c) = µK ◦ (f ⊗ fl) ◦∆B⊗C(b⊗ c)
= µK ◦ (f ⊗ fl)
∑
b,c
b(1) ⊗ c(1) ⊗ b(2) ⊗ c(2)

=
∑
b,c
f(b(1) ⊗ c(1)) · fl(b(2) ⊗ c(2))
=
∑
b,c
〈b(1) ⊗ c(1)〉 · 〈SB(b(2)), c(2)〉
=
∑
b,c
〈
b(1) ⊗ SB(b(2)), c(1) ⊗ c(2)
〉
=
∑
b
〈
b(1) ⊗ SB(b(2)),∆C(c)
〉
1.
=
〈∑
b
b(1) · SB(b(2)), c
〉
= 〈εB(b)1B , c〉 = εB(b) · 〈1B , c〉
3.
= εB(b) · εC(c) = µK ◦ (εB ⊗ εC)(b⊗ c)
= εB⊗C(b⊗ c) = 1(B⊗C)∗(b⊗ c) .
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Assim vale fl ∗ f=1(B⊗C)∗=f ∗ fl. Logo fl e´ a inversa de f em (B⊗C)∗.
(fr e´ a inversa de f em (B ⊗ C)∗:) Para b ∈ B e c ∈ C, temos:
fr ∗ f(b⊗ c) = µK ◦ (fr ⊗ f) ◦∆B⊗C(b⊗ c)
= µK ◦ (fr ⊗ f)
(∑
b,c
b(1) ⊗ c(1) ⊗ b(2) ⊗ c(2)
)
=
∑
b,c
fr(b(1) ⊗ c(1)) · f(b(2) ⊗ c(2))
=
∑
b,c
〈b(1), SC(c(1))〉 · 〈b(2) ⊗ c(2)〉
=
∑
b,c
〈
b(1) ⊗ b(2), SC(c(1))⊗ c(2)
〉
=
∑
c
〈
∆B(b), SC(c(1))⊗ c(2)
〉
2.
=
〈
b,
∑
c
SC(c(1)) · c(2)
〉
= 〈b, εC(c)1C〉 = 〈b, 1C〉 · εC(c)
4.
= εB(b) · εC(c) = µK ◦ (εB ⊗ εC)(b⊗ c)
= εB⊗C(b⊗ c) = 1(B⊗C)∗(b⊗ c) ,
f ∗ fr(b⊗ c) = µK ◦ (f ⊗ fr) ◦∆B⊗C(b⊗ c)
= µK ◦ (f ⊗ fr)
(∑
b,c
b(1) ⊗ c(1) ⊗ b(2) ⊗ c(2)
)
=
∑
b,c
f(b(1) ⊗ c(1)) · fr(b(2) ⊗ c(2))
=
∑
b,c
〈b(1), c(1)〉 · 〈b(2) ⊗ SC(c(2))〉
=
∑
b,c
〈
b(1) ⊗ b(2), c(1) ⊗ SC(c(2))
〉
=
∑
c
〈
∆B(b), c(1) ⊗ SC(c(2))
〉
2.
=
〈
b,
∑
c
c(1) · SC(c(2))
〉
= 〈b, εC(c)1C〉 = 〈b, 1C〉 · εC(c)
4.
= εB(b) · εC(c) = µK ◦ (εB ⊗ εC)(b⊗ c)
= εB⊗C(b⊗ c) = 1(B⊗C)∗(b⊗ c) .
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Logo fr ∗ f = 1(B⊗C)∗ = f ∗ fr e fr e´ a inversa de f com relac¸a˜o ao
produto de convoluc¸a˜o em (B ⊗ C)∗.
Dessa forma, fr e fl sa˜o inversas de f na a´lgebra de convoluc¸a˜o (B ⊗
C)∗. Portanto fl = fr, e temos:
〈SB(b), c〉 = fl(b⊗ c) = fr(b⊗ c) = 〈b, SC(c)〉 , ∀b ∈ B, ∀c ∈ C .
Veremos que o conceito de dualidade desse cap´ıtulo engloba a dualidade
usual, conforme comentamos no in´ıcio desta sec¸a˜o.
Proposic¸a˜o 2.9.6. Sejam B e C bia´lgebras. Suponha que exista φ : B →
C◦ morfismo de bia´lgebras. enta˜o B e C esta˜o em dualidade, no sentido
da definic¸a˜o 2.9.1 acima (satisfazem 1. a 4.), com
〈b, c〉 = φ(b)(c) .
Isso tambe´m ocorre se B e C sa˜o a´lgebras de Hopf (tambe´m satisfazem
5.).
Demonstrac¸a˜o. Por φ ser morfismo de bia´lgebras, as propriedades 1. a 4.
valem, como veremos a seguir. No restante da demonstrac¸a˜o, b, b′ ∈ B e
c, c′ ∈ C sa˜o arbitra´rios.
Antes de prosseguir, vamos escrever como o par dual em (B ⊗ B) ×
(C ⊗ C) fica escrito em termos de φ:
〈b⊗ b′, c⊗ c′〉 = 〈b, c〉 · 〈b′, c′〉 = φ(b)(c) · φ(b′)(c′) .
1. Considere a igualdade φ ◦ µB = µC◦ ◦ (φ⊗ φ). Temos que:(
φ ◦ µB(b⊗ b′)
)
(c) = φ(b · b′)(c) = 〈b · b′, c〉
e (
µC◦ ◦ (φ⊗ φ)(b⊗ b′)
)
(c) =
(
∆ ∗C ◦ θ ◦ (φ⊗ φ)(b⊗ b′)
)
(c)
=
(
∆ ∗C
(
θ(φ(b)⊗ φ(b′))))(c)
=
((
θ(φ(b)⊗ φ(b′))) ◦∆C)(c)
=
(
θ(φ(b)⊗ φ(b′)))(∑
c
c(1) ⊗ c(2)
)
=
∑
c
φ(b)(c(1)) · φ(b′)(c(2))
=
∑
c
〈b, c(1)〉 · 〈b′, c(2)〉
= 〈b⊗ b′,∆c(c)〉 .
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Portanto, temos 〈b · b′, c〉 = 〈b⊗ b′,∆c(c)〉.
2. Sabemos que vale ∆c◦ ◦ φ = (φ⊗ φ) ◦∆B . Enta˜o
θ ◦∆C◦ ◦ φ = θ ◦ (φ⊗ φ) ◦∆B ,
e portanto:(
θ ◦∆C◦ ◦ φ(b)
)
(c⊗ c′) = (µ ∗C ◦ φ(b))(c⊗ c′)
=
(
φ(b) ◦ µC
)
(c⊗ c′)
= φ(b)(c · c′)
= 〈b, c · c′〉
e
(
θ ◦ (φ⊗ φ) ◦∆B(b)
)
(c⊗ c′) =
(∑
b
θ
(
φ(b(1))⊗ φ(b(2))
))
(c⊗ c′)
=
∑
b
φ(b(1))(c) · φ(b(2))(c′)
=
∑
b
〈b(1), c〉 · 〈b(2), c′〉
= 〈∆B(b), c⊗ c′〉 .
Logo 〈b, c · c′〉 = 〈∆B(b), c⊗ c′〉.
3. Como φ ◦ ηB = ηc◦ , temos(
φ ◦ ηB(1K)
)
(c) = φ(1B)(c) = 〈1B , c〉
e (
ηC◦(1K)
)
(c) =
(
ε ∗C ◦ ξ(1K)
)
(c)
=
(
ξ(1K) ◦ εC
)
(c)
= 1K · εC(c) = εC(c) .
Logo 〈1B , c〉 = εC(c).
4. Usamos a igualdade εC◦ ◦ φ = εB e obtemos
ξ ◦ εC◦ ◦ φ = ξ ◦ εB .
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Calculamos: (
ξ ◦ εC◦ ◦ φ(b)
)
(1K) =
(
η ∗C ◦ φ(b)
)
(1K)
=
(
φ(b) ◦ ηC
)
(11)
= φ(b)(1C)
= 〈b, 1C〉
e (
ξ ◦ εB(b)
)
(1K) = 1K · εB(b) = εB(b) .
Enta˜o, temos 〈b, 1C〉 = εB(b).
Se B e C sa˜o a´lgebras de Hopf, pela proposic¸a˜o 2.9.5, temos que a pro-
priedade 5. e´ automaticamente satisfeita. Tambe´m podemos mostra´-la
diretamente. Sabemos da proposic¸a˜o 2.3.5 que φ e´ morfismo de a´lgebras
de Hopf. Enta˜o, a propriedade 5. fica:
5. Sabemos que SC◦ ◦ φ = φ ◦ SB e que SC◦ = S ∗C . Enta˜o:(
SC◦ ◦ φ(b)
)
(c) =
(
S ∗C ◦ φ(b)
)
(c)
=
(
φ(b) ◦ SC
)
(c)
= φ(b)(SC(c))
= 〈b, SC(c)〉
e (
φ ◦ SB(b)
)
(c) = φ(SB(b))(c)
= 〈SB(b), c〉 .
Logo 〈b, SC(c)〉 = 〈SB(b), c〉.
No caso de uma forma bilinear qualquer fornecer uma dualidade entre
as bia´lgebras B e C, temos o seguinte:
Proposic¸a˜o 2.9.7. Sejam B, C bia´lgebras. Assumimos que B e C esta˜o
em dualidade, com par dual 〈, 〉. Considere as aplicac¸o˜es:
φl : B → C∗
φr : C → B∗
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dadas, para b ∈ B e c ∈ C, por
φl(b) = 〈b, ·〉
φr(c) = 〈·, c〉 .
Enta˜o:
1. φl e φr sa˜o morfismos de a´lgebras.
2. Se a dualidade for separante, enta˜o os morfismos φl e φr sa˜o injeti-
vos.
3. Se B∗ e C∗ sa˜o bia´lgebras6 , enta˜o φl e φr tambe´m sa˜o morfismos
de coa´lgebras.
Demonstrac¸a˜o.
1. Em consequeˆncia da bilinearidade de 〈·, ·〉, temos que φl e φr sa˜o
transformac¸o˜es lineares.
Sejam b, b′ ∈ B e c, c′ ∈ C. Enta˜o:
φl(b) ∗ φl(b′)(c) =
∑
c
φl(b)(c(1)) · φl(b′)(c(2))
=
∑
c
〈b, c(1)〉 · 〈b′, c(2)〉
=
∑
c
〈b⊗ b′, c(1) ⊗ c(2)〉
= 〈b⊗ b′,∆C(c)〉
= 〈b · b′, c〉
= φl(b · b′)(c) ,
6Isto e´, quando os morfismos canoˆnicos θB : B
∗⊗B∗ → (B⊗B)∗ e θC : C∗⊗C∗ →
(C ⊗ C)∗ sa˜o isomorfismos, e podemos definir as estruturas de bia´lgebra por
µB∗ = ∆ ∗B ◦ θB ∆B∗ = θ−1B ◦ µ ∗B
ηB∗ = ε ∗B ◦ ξ εB∗ = ξ−1 ◦ η ∗B
µC∗ = ∆ ∗C ◦ θC ∆C∗ = θ−1C ◦ µ ∗C
ηC∗ = ε ∗C ◦ ξ εC∗ = ξ−1 ◦ η ∗C
Por exemplo, quando B e C sa˜o de dimensa˜o finita.
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φr(c) ∗ φr(c′)(b) =
∑
b
φr(c)(b(1)) · φr(c′)(b(2))
=
∑
b
〈b(1), c〉 · 〈b(2), c′〉
=
∑
b
〈b(1) ⊗ b(2), c⊗ c′〉
= 〈∆B(b), c⊗ c′〉
= 〈b, c · c′〉
= φl(c · c′)(b) .
Portanto φl(b · b′) = φl(b) ∗ φl(b′) e φr(c · c′) = φr(c) ∗ φr(c′). Ale´m
disso,
φl(1B)(c) = 〈1B , c〉 = εC(c)
φr(1C)(b) = 〈b, 1C〉 = εB(b) ,
e desse modo, φl(1B) = εC = 1C∗ e φr(1C) = εB = 1B∗ .
2. Sejam b ∈ ker(φl) e c ∈ ker(φr). Enta˜o
φl(b) = 0 =⇒ 〈b, c′〉 = 0 ∀c′ ∈ C =⇒ b = 0
φr(c) = 0 =⇒ 〈b′, c〉 = 0 ∀b′ ∈ B =⇒ c = 0 ,
logo φl e φr sa˜o injetivas se a dualidade e´ separante.
3. Suponha que B∗ e C∗ sa˜o bia´lgebras, com a estrutura usual. Os mor-
fismos canoˆnicos θB : B
∗⊗B∗ → (B⊗B)∗ e θC : C∗⊗C∗ → (C⊗C)∗
sa˜o isomorfismos. Tambe´m usaremos o isomorfismo ξ : K→ K∗ dado
por ξ(λ) = multλ e ξ
−1(f) = f(1K).
(φl e´ morfismo de coa´lgebras:) Mostramos que φl preserva o copro-
duto. Seja b ∈ B. Temos que, para todos c, c′ ∈ C:(
µ ∗C (φl(b))
)
(c⊗ c′)
=
(
φl(b) ◦ µC
)
(c⊗ c′)
= φl(b)(c · c′)
= 〈b, c · c′〉 ,
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(
θC((φl ⊗ φl) ◦∆B(b))
)
(c⊗ c′)
=
(∑
b
θC
(
φl(b(1))⊗ φl(b(2))
))
(c⊗ c′)
=
∑
b
φl(b(1))(c) · φl(b(2))(c′)
=
∑
b
〈b(1), c〉 · 〈b(2), c′〉
= 〈∆B(b), c⊗ c′〉
2.
= 〈b, c · c′〉 .
Logo µ ∗C (φl(b)) = θC((φl ⊗ φl) ◦∆B(b) , e aplicando θ −1C , temos
∆C∗ ◦ φl(b) = θ −1C (µ ∗C (φl(b)) = (φl ⊗ φl) ◦∆B(b)
para todo b ∈ B. Portanto ∆C∗ ◦ φl = (φl ⊗ φl) ◦∆B . Mostramos
que φl preserva a counidade: Seja b ∈ B. Vale que:
(
η ∗C (φl(b))
)
(λ) = φl(b)
(
ηC(λ)
)
= φl(b)(λ1C)
= λ 〈b, 1C〉
4.
= λ εB(b)
=
(
ξ(εB(b))
)
(λ)
para todo λ ∈ K. Portanto η ∗C (φl(b)) = ξ(εB(b)), e passando ξ−1
dos dois lados, ficamos com εC∗ ◦ φl(b) = ξ−1 ◦ η ∗C (φl(b)) = εB(b) e
enta˜o, εC∗ ◦ φl = εB . Desse modo, φl e´ um morfismo de coa´lgebras.
(φr e´ morfismo de coa´lgebras:) Mostramos que φr preserva o copro-
duto: Seja c ∈ C. Temos que, para todos b, b′ ∈ B:
(
µ ∗B (φr(c))
)
(b⊗ b′)
=
(
φr(c) ◦ µC
)
(b⊗ b′)
= φr(c)(b · b′)
= 〈b · b′, c〉 ,
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(
θB((φr ⊗ φr) ◦∆C(c))
)
(b⊗ b′)
=
(∑
b
θB
(
φr(c(1))⊗ φr(c(2))
))
(b⊗ b′)
=
∑
c
φr(c(1))(b) · φr(c(2))(b′)
=
∑
c
〈b, c(1)〉 · 〈b′, c(2)〉
= 〈b⊗ b′,∆C(c)〉
1.
= 〈b · b′, c〉 .
Obtemos, enta˜o, que µ ∗B ◦φr(c) = θB((φr⊗φr)◦∆C(c) , e aplicando
θ −1B , temos
∆B∗ ◦ φr(c) = θ −1B ◦ µ ∗C (φl(b)) = (φr ⊗ φr) ◦∆C(c)
para todo c ∈ C. Logo ∆B∗ ◦ φr = (φr ⊗ φr) ◦∆C .
Mostrando que φr preserva a counidade: Seja c ∈ C. Temos que:(
η ∗B (φr(c))
)
(λ) = φr(c)
(
ηB(λ)
)
= φr(c)(λ1B)
= λ 〈1B , c〉
3.
= λ εC(c)
=
(
ξ(εC(c))
)
(λ)
para todo λ ∈ K. Portanto η ∗B (φr(c)) = ξ(εC(c)), e passando ξ−1
dos dois lados, obtemos εB∗ ◦ φr(c) = ξ−1 ◦ η ∗B (φr(c)) = εC(c) e
εB∗ ◦ φr = εC .
Assim, obtemos que φr e´ um morfismo de coa´lgebras.
Capı´tulo3
A´lgebras de Lie e envolto´rio
universal
Nesta sec¸a˜o veremos alguns elementos da teoria de a´lgebras de Lie,
com eˆnfase no que sera´ necessa´rio nos pro´ximos cap´ıtulos deste traba-
lho. Abordaremos principalmente a relac¸a˜o entre as a´lgebras de Lie e as
a´lgebras associativas e bia´lgebras. Por exemplo, na sec¸a˜o 3.1.7 daremos es-
trutura de a´lgebra de Lie para uma a´lgebra associativa qualquer, em 3.1.8
veremos que um certo subconjunto de elementos (chamados primitivos) de
uma bia´lgebra sa˜o uma a´lgebra de Lie. Adicionalmente, na 3.2, veremos
que uma a´lgebra de Lie pode ser imersa numa a´lgebra associativa e, na
verdade, Hopf, conforme 2.2.4.
Com os objetivos deste trabalho em vista, omitimos o estudo de a´l-
gebras de Lie semissimples, split semissimples, solu´veis, nilpotentes, ou o
crite´rio de Cartan. Tambe´m na˜o fora abordado o estudo de grupos de Lie
e sua relac¸a˜o com as a´lgebras de Lie. Estes podem ser encontrados em
va´rios livros cla´ssicos de a´lgebras de Lie, dentre os quais citamos [6] e [7].
3.1 A´lgebras de Lie
3.1.1 Definic¸a˜o e exemplos
A definic¸a˜o de a´lgebra de Lie e´ motivada, principalmente, pelos chama-
dos grupos de Lie, que sa˜o grupos com estrutura adicional de variedade, e
em que as operac¸o˜es de grupo (o produto e a inversa˜o) sa˜o operac¸o˜es con-
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t´ınuas. As a´lgebras de Lie surgem nessa situac¸a˜o como o espac¸o tangente
ao elemento e do grupo.
Definic¸a˜o 3.1.1. Uma A´lgebra de Lie e´ um par (g, [, ]) em que:
1. g e´ um K-espac¸o vetorial;
2. [, ] : g × g → g e´ uma operac¸a˜o bilinear, o colchete de Lie, ou comu-
tador, que satisfaz:
2. (a) “Antissimetria fraca”: [x, x] = 0 , ∀x ∈ g .
2. (b) Identidade de Jacobi:
[
x, [y, z]
]
+
[
y, [z, x]
]
+
[
z, [x, y]
]
= 0 ,
∀x, y, z ∈ g .
A identidade de Jacobi, a primeira vista, na˜o parece ter um papel bem
claro. Entretanto, sera´ muito importante da demonstrac¸a˜o do teorema
de Poincare`-Birkhoff-Witt (teorema 3.3.1) referente a recobrimentos de
a´lgebras de Lie, que sera˜o estudados depois.
Observac¸a˜o 3.1.2. A condic¸a˜o de “antissimetria fraca” [x, x] = 0 garante a
condic¸a˜o abaixo:
2. (c) Antissimetria: [x, y] = −[y, x] , ∀x ∈ g .
De fato, dados x, y ∈ g,
0 = [x+ y, x+ y] = [x, x] + [x, y] + [y, x] + [y, y] = [x, y] + [y, x] ,
portanto vale a condic¸a˜o de antissimetria.
Observac¸a˜o 3.1.3. Quando o corpo K tem caracter´ıstica diferente de 2,
a condic¸a˜o [x, x] = 0 e´ equivalente a` antissimetria. De fato, se vale a
antissimetria, enta˜o 0 = [x, x] + [x, x] = 2[x, x], e se a a caracter´ıstica de
K e´ diferente de 2, temos [x, x] = 0.
Observac¸a˜o 3.1.4. A a´lgebra de Lie e´ uma a´lgebra na˜o associativa em
geral.
Veremos alguns exemplos a seguir.
Exemplo 3.1.5 (A´lgebras de Lie abelianas). Qualquer espac¸o vetorial V
munido de um colchete de Lie nulo [u, v] := 0 para todos u, v ∈ V e´ uma
a´lgebra de Lie. Nesse caso, essas a´lgebras sa˜o chamadas de abelianas. Essa
a´lgebra de Lie e´ associativa.
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Exemplo 3.1.6 (A´lgebra das matrizes Mn = gln). A a´lgebra das matrizes
Mn e´ uma a´lgebra de Lie, com colchete dado pelo comutador [A,B] :=
AB − BA, para todos A,B ∈ Mn. Na sec¸a˜o 3.1.7 a seguir, veremos que
qualquer a´lgebra associativa tem estrutura de a´lgebra de Lie de maneira
ana´loga a esse exemplo. A a´lgebra de matrizes, vista como a´lgebra de Lie,
e´ denotada por gl(n,K) ou mais simplesmente por gln.
Exemplo 3.1.7 (A´lgebra geral linear gl(V )). Seja V um espac¸o vetorial
de dimensa˜o finita. A a´lgebra dos endomorfismos End(V ) tem estrutura
de a´lgebra de Lie dada pelo comutador
[f, g] = f ◦ g − g ◦ f , ∀f, g ∈ End(V ) ,
como no caso da a´lgebra das matrizes. Munido desse colchete, denotamos
End(V ) por gl(V ), e a chamamos de a´lgebra geral linear.
3.1.2 Suba´lgebra de Lie, ideal de Lie e morfismos
Nesta sec¸a˜o definimos suba´lgebras, ideais e morfismos de Lie. Expomos
tambe´m algumas propriedades ba´sicas dessas estruturas.
Definic¸a˜o 3.1.8. Uma suba´lgebra de Lie de g e´ um subespac¸o h ⊆ g que
e´ fechado pelo colchete. Ou seja, [h, h] ⊆ h.
Uma suba´lgebra de Lie h ⊆ g e´ uma a´lgebra de Lie por si so´, com o
comutador herdado da a´lgebra de Lie g.
Exemplo 3.1.9. {0} e g sa˜o suba´lgebras de Lie de g. Sa˜o chamadas
suba´lgebras triviais. Qualquer outra suba´lgebra de Lie que na˜o for trivial
e´ chamada de pro´pria.
Exemplo 3.1.10. O subespac¸o
[g, g] =
{∑
i
[xi, yi] : xi, yi ∈ g
}
e´ uma suba´lgebra de Lie de g, chamada a´lgebra derivada de g.
De fato, devemos checar se
[
[g, g], [g, g]
]
esta´ contido em [g, g]. Mas
isso segue de [g, g] ⊆ g. Portanto [g, g] e´ uma suba´lgebra de Lie de g.
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Definic¸a˜o 3.1.11. Um ideal de Lie de uma a´lgebra de Lie g e´ um subes-
pac¸o I ⊆ g tal que
1. [I, g] ⊆ I ;
2. [g, I] ⊆ I .
Os dois itens sa˜o equivalentes devido a` antissimetria 2.(c), que vale em
toda a´lgebra de Lie.
Exemplo 3.1.12. O subespac¸o
Z(g) = {x ∈ g : [x, y] = 0 ∀y ∈ g}
e´ um ideal de g, chamado de centro de g.
A prova e´ a seguinte. Dados finitos xi ∈ Z(g) e yi ∈ g, temos∑
i
[xi, yi] =
∑
i
0 = 0 ∈ Z(g) .
Portanto
[
Z(g), g
] ⊆ Z(g) e Z(g) e´ um ideal de Lie de g.
Proposic¸a˜o 3.1.13. Se I e J sa˜o dois ideais de g, enta˜o
I + J = {x+ y : x ∈ I, y ∈ J}
[I, J ] =
{∑
i
[xi, yi] : xi ∈ I, yi ∈ J
}
sa˜o ideais de g.
Demonstrac¸a˜o. Sabemos que I + J e [I, J ] sa˜o subespac¸os de g. Devemos
mostrar, enta˜o, que [I + J, g] ⊆ g e que [[I, J ], g] ⊆ g.
Temos que I + J e´ fechado em relac¸a˜o ao colchete de Lie pois dados
x ∈ I, y ∈ J e z ∈ g, temos
[x+ y, z] = [x, z]︸ ︷︷ ︸
∈I
+ [y, z]︸︷︷︸
∈J
∈ I + J .
Tambe´m [I, J ] e´ fechado em relac¸a˜o ao colchete pois dados x ∈ I, y ∈ J e
z ∈ g, temos, pela propriedade de Jacobi, que[
[x, y], z
]
+
[
[y, z], x
]
+
[
[z, x], y
]
= 0 ,
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portanto [
[x, y], z
]
= −[[z, x], y]− [[y, z], x]
=
[
[x, z]︸ ︷︷ ︸
∈I
, y︸︷︷︸
∈J
]
+
[
x︸︷︷︸
∈I
, [y, z]︸︷︷︸
∈J
]
∈ [I, J ] .
Definic¸a˜o 3.1.14. Sejam g e g′ duas a´lgebras de Lie. Uma transformac¸a˜o
linear ϕ : g→ g′ e´ um morfismo de a´lgebras de Lie se for compat´ıvel com
o comutador, isto e´, dados x, y ∈ g,
ϕ([x, y]) = [ϕ(x), ϕ(y)] .
E´ costumeiro denotar os dois colchetes, os de g e g′, pelo mesmo s´ımbolo
[, ], quando na˜o ha´ confusa˜o.
A proposic¸a˜o abaixo relaciona morfismos de a´lgebras de Lie com ideais
e suba´lgebras de Lie.
Proposic¸a˜o 3.1.15. Seja ϕ : g → h um morfismo de a´lgebras de Lie.
Enta˜o:
1. ker(ϕ) e´ um ideal de Lie de g.
2. Im(ϕ) e´ uma suba´lgebra de Lie de h.
Demonstrac¸a˜o.
1. Sabemos que ker(ϕ) e´ subespac¸o de g. Ale´m disso, dados x ∈ ker(ϕ)
e y ∈ g, temos ϕ([x, y]) = [ϕ(x), ϕ(y)] = [0, ϕ(y)] = 0,e portanto
[x, y] ∈ ker(ϕ). Assim, ker(ϕ) e´ um ideal de Lie de g.
2. Resta mostrar que e´ fechado em relac¸a˜o ao comutador. Sejam os
elementos ϕ(x), ϕ(y) ∈ Imϕ. Temos [ϕ(x), ϕ(y)] = ϕ([x, y]) ∈ Im(ϕ).
Portanto Im(ϕ) e´ uma suba´lgebra de Lie de h.
3.1.3 Exemplos cla´ssicos de a´lgebras de Lie
Vamos a alguns exemplos de a´lgebras de Lie cla´ssicas, que sa˜o certas
suba´lgebras de gl(V ) (= End(V )) com V espac¸o vetorial de dimensa˜o fi-
nita. A denominac¸a˜o “cla´ssica” se da´ pelo v´ınculo que estas teˆm com os
chamados grupos de Lie cla´ssicos. Neste trabalho, no entanto, nos restrin-
gimos apenas a`s a´lgebras de Lie, sem abordar sua relac¸a˜o com grupos de
Lie.
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Exemplo 3.1.16 (A´lgebra especial linear sl(V )). Seja V espac¸o vetorial
de dimensa˜o finita. Considere o conjunto de endomorfismos de gl(V ) com
trac¸o1 nulo. Estes formam uma suba´lgebra de Lie de gl(V ), denotada
por sl(V ), e chamada de a´lgebra especial linear. Vejamos que sl(V ) e´
suba´lgebra de Lie de gl(V ). Dados a, b ∈ sl(V ), temos Tr(a) = Tr(b) = 0.
Enta˜o
Tr([a, b]) = Tr(a ◦ b− b ◦ a) = Tr(a ◦ b)− Tr(b ◦ a) = 0 ,
onde usamos as propriedades do trac¸o1
Tr(x ◦ y) = Tr(y ◦ x)
Tr(x+ λy) = Tr(x) + λTr(y) , ∀x, y ∈ End(V ) , ∀λ ∈ K .
Portanto sl(V ) e´ uma suba´lgebra de Lie de gl(V ).
Exemplo 3.1.17 (Suba´lgebras de gl(V ) geradas por uma forma bilinear).
Seja V espac¸o de dimensa˜o finita, e seja f : V ×V → K uma forma bilinear
em V . Seja Xf o subespac¸o de End(V ) definido por
Xf = {x ∈ End(V ) : f(x(u), v) + f(u, x(v)) = 0} .
Vamos mostrar que Xf e´ uma suba´lgebra de Lie de gl(V ) = End(V ). De
fato, dados x, y ∈ Xf , temos:
f
(
[x, y](u), v
)
= f
(
x(y(u))− y(x(u)), v
)
= f
(
x(y(u)), v
)− f(y(x(u)), v)
= −f(y(u), x(v))+ f(x(u), y(v))
= f
(
u, y(x(v))
)− f(u, x(y(v)))
= −f
(
u, x(y(v))− y(x(v))
)
= −f
(
(u, [x, y](v)
)
.
Portanto [x, y] ∈ Xf , e Xf e´ uma suba´lgebra de Lie de gl(V ).
1Lembramos que o trac¸o de um endomorfismo x e´ o trac¸o da matriz da transformac¸a˜o
linear em uma certa base. Mostra-se que o trac¸o independe da base. As propriedades
Tr(x ◦ y) = Tr(y ◦ x)
Tr(x+ λy) = Tr(x) + λTr(y) , ∀x, y ∈ End(V ) , ∀λ ∈ K
se mostram por ca´lculo direto com matrizes.
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Exemplo 3.1.18 (A´lgebra ortogonal o(V )). A a´lgebra ortogonal e´ de-
finida de maneira diferente para espac¸os V de dimensa˜o par ou ı´mpar.
Mas nos dois casos, a definimos por meio de uma forma bilinear, como no
exemplo anterior 3.1.17.
O nome “ortogonal” aparece porque essa e´ a a´lgebra de Lie associada
ao grupo de Lie ortogonal O(V ), o grupo das transformac¸o˜es lineares de
V em V com determinante igual a ±1.
(dim(V ) ı´mpar:) Seja V espac¸o vetorial de dimensa˜o 2l + 1, l ∈ N∗, e
base {e1 . . . e2l+1}. A a´lgebra ortogonal o(V ) e´ a suba´lgebra de Lie Xf de
gl(V ) obtida pela forma bilinear e sime´trica f , que e´ definida pela matriz
2l + 1× 2l + 1 dada por ( 1 0 0
0 0 Idl
0 Idl 0
)
.
Explicitando a forma f , sejam u, v ∈ V escritos na base como
u =
[ u1
u′
u′′
]
v =
[ v1
v′
v′′
]
,
em que u′, u′′, v′, v′′ ∈ Kl (o produto cartesiano de l co´pias de K). Escre-
vendo com uma notac¸a˜o ana´loga a do Rl, temos
f(u, v) = ut
( 1 0 0
0 0 Idl
0 Idl 0
)
v = u1v1 + u
′ · v′′ + u′′ · v′ .
A notac¸a˜o acima imita a do produto interno em Rl, ou seja:
u′ · v′′ = (u′)t v′′
u′′ · v′ = (u′′)t v′ .
(dim(V ) par:) Seja V espac¸o vetorial de dimensa˜o 2l, l ∈ N∗, e base
{e1 . . . e2l}. A a´lgebra ortogonal o(V ) e´ a suba´lgebra de Lie Xf de gl(V )
obtida pela forma bilinear e sime´trica f , definida por(
0 Idl
Idl 0
)
.
Explicitando a forma f , sejam u, v ∈ V , escritos na base como
u =
[
u′
u′′
]
v =
[
v′
v′′
]
,
em que u′, u′′, v′, v′′ ∈ Kl (o produto cartesiano de l co´pias de K). Escre-
vendo com uma notac¸a˜o ana´loga a do Rl, temos
f(u, v) = ut
(
0 Idl
Idl 0
)
v = u′ · v′′ + u′′ · v′ .
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A notac¸a˜o acima imita a do produto interno em Rl:
u′ · v′′ = (u′)t v′′
u′′ · v′ = (u′′)t v′ .
Exemplo 3.1.19 (A´lgebra simple´tica sp(V )). Considere um espac¸o veto-
rial V de dimensa˜o par 2l, l ∈ N∗, e base {e1 . . . e2l}. A a´lgebra simple´tica
sp(V ) e´ a suba´lgebra de Lie Xf de gl(V ) obtida pela forma bilinear e
sime´trica f , que e´ definida por(
0 Idl
−Idl 0
)
.
Ou seja, dados u, v ∈ V , escritos na base como
u =
[
u′
u′′
]
v =
[
v′
v′′
]
,
com u′, u′′, v′, v′′ ∈ Kl, temos
f(u, v) = ut
(
0 Idl
−Idl 0
)
v = u′ · v′′ − u′′ · v′ .
3.1.4 A´lgebra de Lie oposta
Seja g uma a´lgebra de Lie, com produto [, ]. Se tentarmos definir um
outro produto [, ]op invertendo a ordem dos operandos, obtemos a a´lgebra
de Lie oposta, denotada por gop. Temos, enta˜o, para todos a, b ∈ gop,
[a, b]op = [b, a] = −[a, b] ,
e, na verdade, [, ]op = −[, ] (note que numa a´lgebra de Lie sempre vale a
condic¸a˜o de antissimetria, como visto na observac¸a˜o 3.1.2). E´ fa´cil ver que
o comutador oposto satisfaz as relac¸o˜es requeridas numa a´lgebra de Lie.
As a´lgebras de Lie g e gop sa˜o isomorfas, via o isomorfismo de Lie
ω : g→ gop dado por ω(a) = −a. De fato, ω e´ bijec¸a˜o linear e e´ morfismo
de a´lgebras de Lie, pois
[ω(a), ω(b)]op = [−a,−b]op = −[a, b] = ω([a, b]) ,
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3.1.5 A´lgebra de Lie da soma direta
Sejam g e h duas a´lgebras de Lie. Consideremos a soma direta g ⊕ h.
Podemos dar uma estrutura de a´lgebra de Lie a essa soma direta definindo
o comutador entrada a entrada:
[(a, u), (b, v)]g⊕g =
(
[a, b]g, [u, v]h
)
para todos a, b ∈ g, u, v ∈ h. As condic¸o˜es de antissimetria e identidade
de Jacobi sa˜o satisfeitas para [, ]g⊕g, pois sa˜o satisfeitas pelas duas entra-
das, como veremos. Omitiremos os ı´ndices nos comutadores abaixo para
simplificar a notac¸a˜o. Temos, para todos a, b ∈ g e u, v, w ∈ h, que
[(a, u), (a, u)] =
(
[a, a], [u, u]
)
= (0, 0) = 0
e[
(a, u), [(b, v), (c, w)]
]
+
[
(b, v), [(c, w), (a, u)]
]
+
[
(c, w), [(a, u), (b, v)]
]
=
[
(a, u),
(
[b, c], [v, w]
)]
+
[
(b, v),
(
[c, a], [w, u]
)]
+
[
(c, w),
(
[a, b], [u, v]
)]
=
([
a, [b, c]
]
,
[
u, [v, w]
])
+
([
b, [c, a]
]
,
[
v, [w, u]
])
+
([
c, [a, b]
]
,
[
w, [u, v]
] )
=
([
a, [b, c]
]
+
[
b, [c, a]
]
+
[
c, [a, b]
]
,
[
u, [v, w]
]
+
[
v, [w, u]
]
+
[
w, [u, v]
])
= (0, 0) = 0 .
3.1.6 A´lgebra de Lie quociente
A partir de uma a´lgebra de Lie g e de um ideal I ⊆ g podemos dar
uma estrutura de a´lgebra de Lie para o quociente gI .
Proposic¸a˜o 3.1.20. Sejam g a´lgebra de Lie, I ⊆ g ideal de Lie e pi : g→ gI
a projec¸a˜o canoˆnica. Enta˜o existe uma u´nica estrutura de a´lgebra de Lie
para gI tal que a projec¸a˜o canoˆnica e´ um morfismo de a´lgebras de Lie. Essa
estrutura e´ dada por
[a¯, b¯] = [a, b] , ∀a, b ∈ g
Demonstrac¸a˜o.
(Definic¸a˜o do colchete de Lie em gI :)
Sabemos que gI e´ um K-espac¸o vetorial.
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O colchete esta´ bem definido, pois dados a, b ∈ g tais que a¯ = a¯′ e
b¯ = b¯′, temos
a− a′ =: u ∈ I
b− b′ =: v ∈ I ,
portanto, como I e´ ideal de Lie,
[a, b]− [a′, b′] = [a′ + u, b′ + v]− [a′, b′]
= [a′, b′] + [a′, v] + [u, b′] + u, v]− [a′, b′]
= [a′, v] + [u, b′] + [u, v] ∈ I .
O colchete em gI e´, claramente, bilinear, e satisfaz a antissimetria e a
identidade de Jacobi, ja´ que o colchete em g satisfaz tudo isso. Assim gI e´
uma a´lgebra de Lie. Ale´m disso, a projec¸a˜o pi e´ homomorfismo de a´lgebras
de Lie, pois pi([a, b]) = [a, b] = [a¯, b¯] = [pi(a), pi(b)] para todos a, b ∈ g.
(pi e´ um morfismo de a´lgebras de Lie:)
De fato, por definic¸a˜o do comutador em gI , temos para todos a, b ∈ g,
que
pi
(
[a, b]
)
= [a, b] = [a, b] =
[
pi(a), pi(b)
]
.
(Unicidade da estrutura de a´lgebra de Lie em gI :)
Seja [, ]′ outro colchete de Lie em gI tal que para todos a, b ∈ g,
[a, b]′ = [a, b] .
Enta˜o temos
[a, b]′ = [a, b] = [a, b] ,
portanto [, ]′ = [, ].
Proposic¸a˜o 3.1.21. Sejam g, h duas a´lgebras de Lie, I ⊆ g ideal e pi : g→
g
I a projec¸a˜o canoˆnica. Se f : g→ h e´ um morfismo de a´lgebras de Lie com
I ⊆ ker(f), enta˜o existe um u´nico morfismo de a´lgebras de Lie f : gI → h
tal que
g
f //
pi
%%
h
g
I
f
OO
f ◦ pi = f .
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Demonstrac¸a˜o. Fac¸a
f : gI → h
a 7→ f(a) .
Como I ⊆ ker(f), f esta´ bem definida:
a = b =⇒ a− b ∈ I ⊆ ker(f) =⇒ f(a− b) = 0
=⇒ f(a) = f(b) =⇒ f(a) = f(b) .
Ale´m disso, f e´ morfismo de a´lgebras de Lie (decorre de f ser morfismo,
e da estrutura de a´lgebra de Lie no quociente). E por construc¸a˜o, temos
f ◦ pi = f .
Resta apenas verificar a unicidade da f . Se g : gI → h for outro mor-
fismo de a´lgebras de Lie com g ◦ pi = f , enta˜o
g(a) = g ◦ pi(a) = f(a) = f(a)
para todo a ∈ gI . Portanto g = f e a unicidade fica provada.
Corola´rio 3.1.22. Seja f : g→ h morfismo de a´lgebras de Lie. Enta˜o
f :
g
ker(f)
→ Im(f)
a 7→ f(a)
e´ isomorfismo de a´lgebras de Lie, assim
g
ker(f)
∼= Im(f) .
Demonstrac¸a˜o. Usar I = ker(f) na proposic¸a˜o anterior. Obtemos que f e´
morfismo. A sobrejetividade de f e´ imediata e a injetividade vem de
f(a) = 0 =⇒ f(a) = 0 =⇒ a ∈ ker(f) =⇒ a = 0 .
3.1.7 Estrutura de a´lgebra de Lie para uma a´lgebra
associativa
Nesta sec¸a˜o veremos como equipar uma a´lgebra associativa A com uma
estrutura de a´lgebra de Lie. Denotamos por AL o conjunto A equipado
com esta estrutura a ser descrita.
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Definimos AL = A como espac¸os vetoriais. Definimos o colchete de Lie
[, ] : AL ×AL → AL por
[a, b] = a · b− b · a ,
para todos a, b ∈ AL. Essa operac¸a˜o e´ bilinear e satisfaz as identidades
requeridas para a a´lgebra de Lie. De fato, dados a, b, c ∈ AL, temos
[a, a] = a · a− a · a = 0 ,
[a, [b, c]] + [b, [c, a]] + [c, [a, b]] = [a, bc− cb] + [b, ca− ac] + [c, ab− ba]
= a(bc− cb)− (bc− cb)a+ b(ca− ac)+
− (ca− ac)b+ c(ab− ba)− (ab− ba)c
= 0 .
3.1.8 Estrutura de a´lgebra de Lie para os elementos
primitivos de uma bia´lgebra
Comec¸aremos definindo o conjunto de elementos primitivos de uma
bia´lgebra B, e mostraremos que estes formam uma a´lgebra de lie, com o
colchete [a, b] = a · b − b · a, o mesmo colchete de B, visto apenas como
a´lgebra associativa.
Definic¸a˜o 3.1.23. Seja B uma bia´lgebra. Dizemos que b ∈ B e´ um
elemento primitivo se
∆(b) = b⊗ 1B + 1B ⊗ b
O conjunto de todos os elementos primitivos de B e´ denotado por P(B).
Proposic¸a˜o 3.1.24. P(B) e´ uma a´lgebra de Lie, com comutador
[a, b] = a · b− b · a .
Isto e´, P(B) e´ uma suba´lgebra de Lie de BL.
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Demonstrac¸a˜o. Precisamos mostrar que P(B) e´ fechado pelo comutador.
De fato, dados a, b ∈ P(B), temos
∆([a, b]) = ∆(ab− ba)
= ∆(a)∆(b)−∆(b)∆(a)
= (a⊗ 1B + 1B ⊗ a)(b⊗ 1B + 1B ⊗ b)+
− (b⊗ 1B + 1B ⊗ b)(a⊗ 1B + 1B ⊗ a)
= ab⊗ 1B + 1B ⊗ ab− ba⊗ 1B − 1B ⊗ ba
= [a, b]⊗ 1B + 1B ⊗ [a, b] ,
e portanto [a, b] ∈ P(B).
3.1.9 Estrutura de a´lgebra de Lie para as derivac¸o˜es
em uma a´lgebra de Hopf
Definimos abaixo o espac¸o das derivac¸o˜es em uma a´lgebra de Hopf H.
Mostraremos que esse espac¸o e´ uma suba´lgebra de Lie de P(H◦) Aqui, H◦
denota o dual finito de H, que e´ uma a´lgebra (de Hopf), e portanto e´ uma
a´lgebra de Lie com o colchete dado pelo comutador
[f, g] = f ∗ g − g ∗ f , ∀f, g ∈ H◦ .
Observe que, da sec¸a˜o anterior, P(H◦) e´ uma suba´lgebra de Lie de H◦.
Definic¸a˜o 3.1.25. Seja H uma a´lgebra de Hopf. Uma derivac¸a˜o em H e´
um funcional linear δ : H → K tal que
δ(ab) = δ(a)ε(b) + ε(a)δ(b) .
O conjunto de todas as derivac¸o˜es e´ denotado por Derε(H).
Observac¸a˜o 3.1.26. Derε(H) e´ um subespac¸o vetorial de H
∗. De fato,
dados δ, γ ∈ Derε(H) e λ ∈ K, temos
(δ + λγ)(ab) = δ(a)ε(b) + ε(a)δ(b) + λ(γ(a)ε(b) + ε(a)γ(b))
= (δ(a) + λγ(a))ε(b) + ε(a)(δ(b) + λγ(b))
= (δ + λγ)(a)ε(b) + ε(a)(δ + λγ)(b) .
Portanto δ + λγ ∈ Derε(H).
Observac¸a˜o 3.1.27. δ(1H) = 0 para toda derivac¸a˜o δ.
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Proposic¸a˜o 3.1.28. Derε(H) e´ uma suba´lgebra de Lie de P(H
◦), em que
H◦ e´ o dual finito de H. O comutador em Derε(H) e´ dado por
[δ, γ] = δ ∗ γ − γ ∗ δ = µK ◦ (δ ⊗ γ − γ ⊗ δ) ◦∆H
em que ∗ e´ o produto de convoluc¸a˜o em H◦.
Demonstrac¸a˜o. Primeiro, vamos mostrar que Derε(H) ⊆ P(H◦). De fato,
temos, para todo δ ∈ Derε(H) e para todos a, b ∈ A,
δ ◦ µ(a⊗ b) =δ(a)ε(b) + ε(a)δ(b)
=θ(δ ⊗ ε)(a⊗ b) + θ(ε⊗ δ)(a⊗ b)
=θ(δ ⊗ ε+ ε⊗ δ)(a⊗ b)
em que θ : H∗ ⊗H∗ → (H ⊗H)∗ e´ um morfismo injetivo dado por θ(f ⊗
g)(a ⊗ b) = f(a)g(b), que aparece na sec¸a˜o sobre dual finito de a´lgebras
(sec¸a˜o 1.3.3.2).
Portanto µ∗(δ) = θ(δ⊗ε+ε⊗δ) ∈ θ(H∗⊗H∗). Dessa forma, δ satisfaz
o item 2. do teorema 1.3.13 e enta˜o, por definic¸a˜o, pertence ao dual finito
H◦.
Ale´m disso, lembrando que ε = 1H◦ e que ∆H◦ = θ
−1 ◦ µ∗:
∆H◦(δ) = θ
−1 ◦ µ∗(δ)
= θ−1 ◦ θ(δ ⊗ ε+ ε⊗ δ)
= δ ⊗ ε+ ε⊗ δ
= δ ⊗ 1H◦ + 1H◦ ⊗ δ
e temos que toda derivac¸a˜o δ em H e´ um elemento primitivo de H◦.
Resta mostrar que Derε(H) e´ fechado pelo comutador escrito acima.
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Sejam δ, γ ∈ Derε(H) e a, b ∈ H. Temos que:
[δ, γ](ab) = µK ◦ (δ ⊗ γ − γ ⊗ δ) ◦∆(ab)
= µK ◦ (δ ⊗ γ − γ ⊗ δ)(∆(a)∆(b))
= µK ◦ (δ ⊗ γ − γ ⊗ δ)(a(1)b(1) ⊗ a(2)b(2))
= δ(a(1)b(1)) · γ(a(2)b(2))− γ(a(1)b(1)) · δ(a(2)b(2)))
=
(
δ(a(1))ε(b(1)) + ε(a(1))δ(b(1))
) · (γ(a(2))ε(b(2)) + ε(a(2))γ(b(2)))+
− (γ(a(1))ε(b(1)) + ε(a(1))γ(b(1))) · (δ(a(2))ε(b(2)) + ε(a(2))δ(b(2)))
=
(
δ(a(1))γ(a(2))− γ(a(1))δ(a(2))
)
ε(b(1))ε(b(2))+
+ ε(a(1))ε(a(2))
(
δ(b(1))γ(b(2))− γ(b(1))δ(b(2))
)
+
+ ε(a(1))ε(b(2))
(
δ(b(1))γ(a(2))− γ(b(1))δ(a(2))
)
+
+ ε(b(1))ε(a(2))
(
δ(a(1))γ(b(2))− γ(a(1))δ(b(2))
)
= [δ, γ](a)ε(b) + ε(a)[δ, γ](b)+
+ δ(b)γ(a)− γ(b)δ(a) + δ(a)γ(b)− γ(a)δ(b)
= [δ, γ](a)ε(b) + ε(a)[δ, γ](b) .
Dessa forma, [δ, γ] ∈ Derε(H), e enta˜o [Derε(H),Derε(H)] ⊂ Derε(H).
3.2 A´lgebra envolvente universal
Comec¸amos definindo a a´lgebra envolvente universal de uma a´lgebra
de Lie g por meio de uma propriedade universal. No decorrer, exibire-
mos construc¸a˜o de uma a´lgebra que satisfaz essa propriedade. Tambe´m e´
costume denotar a a´lgebra envolvente por recobrimento universal.
3.2.1 Propriedade universal
Definic¸a˜o 3.2.1. Seja g uma a´lgebra de Lie. A a´lgebra envolvente uni-
versal, ou o recobrimento universal de g e´ um par (U, i), em que:
1. U e´ uma a´lgebra associativa e com unidade;
2. i : g→ UL e´ um morfismo de a´lgebras de Lie;
3. vale a seguinte propriedade universal: dados A a´lgebra (associativa
e com unidade) e f : g→ AL morfismo de a´lgebras de Lie, existe um
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u´nico morfismo de a´lgebras f : U → A tal que o diagrama comuta:
g
f //
i
((
AL = A
UL = U
f
OO
f ◦ i = f .
Construiremos a seguir uma a´lgebra que satisfaz essa propriedade uni-
versal. Considere a a´lgebra tensorial T(g) gerada pelo espac¸o vetorial g.
Essa a´lgebra pode ser vista como uma a´lgebra de Lie da maneira padra˜o,
fazendo o comutador ser [a, b]T(g) = a · b − b · a. Mas queremos que esse
comutador coincida com o comutador em g quando nos restringimos a
a, b ∈ g. Assim, fazemos a identificac¸a˜o [a, b]g = a · b− b · a, com a, b ∈ g.
Temos a seguinte definic¸a˜o:
Definic¸a˜o 3.2.2. Escrevemos
U(g) := T(g)
I
,
em que I e´ o ideal em T(g) gerado por elementos da forma a·b−b·a−[a, b]g,
com a, b ∈ g ⊆ T(g). Ale´m disso, fazemos
i : g→ U(g)
x 7→ x ,
que e´ um morfismo de a´lgebras de Lie, ja´ que
i([x, y]g) = [x, y]g = x · y − y · x = [x, y]U(g) .
Aqui consideramos U(g) = U(g)L.
A princ´ıpio na˜o sabemos se o morfismo i e´ injetor. Um corola´rio do
teorema de Poincare`-Birkhoff-Witt 3.3.1 nos garante que isso realmente
ocorre (e´ o corola´rio 3.3.2 a seguir). Como consequeˆncia da propriedade
universal do recobrimento, que veremos na proposic¸a˜o abaixo que (U(g), i)
satisfaz, o morfismo natural iU de qualquer recobrimento (U, iU ) tambe´m
e´ injetor.
Proposic¸a˜o 3.2.3. O par (U(g), i) definido acima satisfaz a propriedade
universal em 3.2.1 e, portanto, e´ a a´lgebra envolvente universal de g.
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Demonstrac¸a˜o. Mostrando a propriedade universal. Seja A uma a´lgebra
(associativa com unidade) e f : g → AL um morfismo de a´lgebras de Lie.
Considerando g apenas como espac¸o vetorial, aplicamos a propriedade uni-
versal da a´lgebra tensorial para f , e conclu´ımos que existe um u´nico mor-
fismo de a´gebras f ′ : T(g)→ A tal que f ′(x) = f(x) para todo x ∈ g.
Aplicamos a propriedade universal do quociente para f ′ (isto e´, a pro-
posic¸a˜o 1.1.16), para obter um u´nico morfismo de a´lgebras f : T(g)I → A
tal que f ◦ pi = f ′. Podemos fazer isso pois temos I ⊆ ker(f ′):
x =
∑
i
ci(ai ⊗ bi − bi ⊗ ai − [ai, bi])di ∈ I ,
implica que
f ′(x) = f ′
(∑
i
ci ⊗ (ai ⊗ bi − bi ⊗ ai − [ai, bi])⊗ di
)
=
∑
i
f ′(ci)(f(ai)f(bi)− f(bi)f(ai)− f([ai, bi]))f ′(di)
=
∑
i
f ′(ci)(f([ai, bi])− f([ai, bi]))f ′(di)
= 0 .
Logo x ∈ ker(f ′) e f esta´ bem definido. Temos tambe´m f ◦ i = f .
Ale´m disso, e´ u´nico tal que f ◦ i = f . De fato, seja g outro morfismo
com g ◦ i = f . Enta˜o, para dado x ∈ T(g)I , temos:
g(x) = g ◦ pi(x) = f(x) = f(x) .
3.2.2 U(g) e´ uma a´lgebra de Hopf
Nesta sec¸a˜o equiparemos U(g) com uma estrutura de a´lgebra de Hopf.
A a´lgebra envolvente universal U(g) e´ o quociente da a´lgebra tensorial T (g)
pelo ideal I ⊆ T (g) gerado pelos elementos ab− ba− [a, b]. Se mostrarmos
que o ideal I e´ um Hopf-ideal, teremos que o quociente U(g) = T (g)I tem
estrutura de a´lgebra de Hopf quociente herdada da a´lgebra tensorial.
Lema 3.2.4. O ideal I = g{ab − ba − [a, b] : a, b ∈ g}g de T (g) e´, na
verdade, um Hopf-ideal.
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Demonstrac¸a˜o. Ja´ temos que I e´ um ideal. Vamos mostrar que e´ um
coideal. De fato, para os geradores ab− ba− [a, b], com a, b ∈ g, temos
∆(ab− ba− [a, b]) = ∆(a)∆(b)−∆(b)∆(a)−∆([a, b])
= (a⊗ 1K + 1K ⊗ a)(b⊗ 1K + 1K ⊗ b)+
− (b⊗ 1K + 1K ⊗ b)(a⊗ 1K + 1K ⊗ a)+
− ([a, b]⊗ 1K + 1K ⊗ [a, b])
= (ab− ba− [a, b])⊗ 1K − 1K ⊗ (ab− ba− [a, b])
∈ I ⊗ T (g) + T (g)⊗ I
ε(ab− ba− [a, b]) = ε(a)ε(b)− ε(b)ε(a)− ε([a, b]) = 0 .
E´ fa´cil ver que o mesmo ocorre se esse elemento gerador for multiplicado
por um elemento de g a` esquerda e a` direita, e se houver uma soma finita
de termos dessa forma. Portanto, ∆(I) ⊆ I ⊗ T (g) + T (g)⊗ I e ε(I) = 0.
Isso significa que I e´ coideal.
Portanto I e´ um bi-ideal. Resta mostrar que S(I) ⊆ I, em que S e´ a
ant´ıpoda de T (g). De fato,
S(ab− ba− [a, b]) = S(ab)− S(ba)− S([a, b])
= ba− ab+ [a, b] ∈ I ,
e o mesmo ocorre se multiplicarmos o elemento gerador a` direita e a` es-
querda por elementos de g e tomarmos somas finitas. Decorre, enta˜o, que
S(I) ⊆ I, e que I e´ um Hopf-ideal.
Portanto, pela sec¸a˜o 2.7.1, temos que U(g) e´ uma a´lgebra de Hopf, com
estrutura tal que a projec¸a˜o pi : T (g) → T (g)I = U(g) e´ um morfismo de
a´lgebras de Hopf. Costuma-se considerar g ⊆ U(g) via a inclusa˜o
ig : g→ U(g)
g 7→ g ,
em que ja´ estamos considerando g ⊆ T (g). Essa inclusa˜o e´ injetora em con-
sequeˆncia do teorema de Poincare`-Birkhoff-Witt (teorema 3.3.1 a seguir);
a injetividade esta´ mostrada no corola´rio 3.3.2.
A estrutura de a´lgebra de Hopf e´ dada, enta˜o, por:
g ·U(g) h = g ·T (g) h = gh 1U(g) = 1K
∆(g) = g ⊗ 1K + 1K ⊗ g ε(g) = 0
∆(1K) = 1K ⊗ 1K ε(1K) = 1K ,
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e a ant´ıpoda e´ dada por
S(1K) = 1K
S(g1 . . . gn) = (−1)ngn . . . g1 ,
com g, h, g1, . . . , gn ∈ g ⊆ U(g).
3.2.3 Extensa˜o de morfismos de Lie para o recobri-
mento universal
Dadas g e h a´lgebras de Lie, e um morfismo de Lie f : g→ h, e´ poss´ıvel
definir um u´nico morfismo de a´lgebras U(f) que estende f aos recobrimen-
tos universais. Considere o seguinte diagrama:
g
f //
ig

h
ih

U(g) U(f) // U(h)
Aplicando a propriedade universal da a´lgebra envolvente para o morfismo
de a´lgebras de Lie ih ◦ f : g→ U(h), existe um u´nico morfismo de a´lgebras
U(f) : U(g)→ U(h)
que faz comutar o diagrama acima, isto e´, tal que
U(f) ◦ ig = ih ◦ f
U(f)(g) = f(g), ∀g ∈ g .
Veremos a seguir que ale´m de morfismo de a´lgebras, U(f) e´ um Hopf-
morfismo.
Lema 3.2.5. Sejam B uma bia´lgebra e g uma a´lgebra de Lie. Considere
um morfismo de a´lgebras de Lie h : g→ BL, em que BL e´ B equipado com
o colchete dado pelo comutador. Pela propriedade universal da a´lgebra
envolvente universal, existe u´nico morfismo de a´lgebras h : U(g)→ BL que
estende h.
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1. Se h(g) ⊆ P(B), enta˜o a extensa˜o h e´ um morfismo de bia´lgebras.
2. Se B e´ uma a´lgebra de Hopf e h(g) ⊆ P(B), enta˜o a extensa˜o h e´
um morfismo de a´lgebras de Hopf.
Demonstrac¸a˜o.
1. Sabemos que h e´ um morfismo de a´lgebras. Enta˜o resta mostrar
que e´ um morfismo de coa´lgebras. Seja g ∈ g. Temos h(g) = h(g)
primitivo em B, portanto
∆B ◦ h(g) = h(g)⊗ 1B + 1B ⊗ h(g)
= (h⊗ h)(g ⊗ 1U(g) + 1U(g) ⊗ g)
= (h⊗ h) ◦∆U(g)(g)
e os morfismos de a´lgebras ∆B ◦ h e (h⊗ h) ◦∆U(g) coincidem em g.
Pela propriedade universal da a´lgebra envolvente, temos que os dois
morfismos coincidem em todo U(g).
Ale´m disso, os elementos primitivos de uma bia´lgebra sa˜o anulados
pela counidade. De fato, dado a ∈ B, temos ∆B(a) = a⊗1B+1B⊗a,
e portanto, expandindo a pelo axioma da counidade,
εB(a) = εB
(
εB(a)1B + εB(1B)a
)
= εB(a) + εB(a) ,
logo εB(a) = 0.
Enta˜o εB ◦ h(g) = 0 = εU(g)(g), e os morfismos εB ◦ h e εU(g) coin-
cidem em g. Tambe´m pela propriedade universal, temos que esses
morfismos sa˜o iguais em todo U(g).
Dessa forma h e´ um morfismo de bia´lgebras
2. Segue do item 1. e da proposic¸a˜o 2.3.5, que diz que todo morfismo
de bia´lgebras entre duas a´lgebras de Hopf preserva ant´ıpoda.
Proposic¸a˜o 3.2.6. Seja f : g → h um morfismo de a´lgebras de Lie. A
extensa˜o U(f) : U(g) → U(h) e´ um morfismo de a´lgebras de Hopf. Ale´m
disso, se f e´ isomorfismo de a´lgebras de Lie, enta˜o U(f) e´ um isomorfismo
de a´lgebras de Hopf.
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Demonstrac¸a˜o. Para a primeira parte, basta aplicar o lema 3.2.5 item 2.
ao morfismo ih ◦ f , ja´ que ih ◦ f(g) ⊆ h = P
(U(h)).
Para a segunda parte, precisaremos do teorema de Poincare`-Birkhoff-
Witt. Essa parte na˜o e´ usada para mostrar o teorema de Poincare`-Birkhoff-
Witt, enta˜o na˜o havera´ problema em usar esse teorema aqui. Seja
{ui, i ∈ I}
base ordenada de g. Enta˜o
{f(ui), i ∈ I}
e´ base de h. Pelo teorema Poincare`-Birkhoff-Witt (teorema 3.3.1), temos
que os seguintes conjuntos sa˜o bases:
{ur1i1 . . . urnin | n ∈ N, rk ∈ N, ik ∈ I, i1 < . . . < in} ⊆ U(g)
{f(ui1)r1 . . . f(uin)rn | n ∈ N, rk ∈ N, ik ∈ I, i1 < . . . < in} ⊆ U(h) .
Note que, pondo F := U(f), temos
f(ui1)
r1 . . . f(uin)
rn = F
(
ur1i1 . . . u
rn
in
)
logo F leva um elemento da base em U(g) em exatamente um elemento da
base em U(h). Portanto, definindo a transformac¸a˜o linear F˜ : U(h)→ U(g)
na base por F˜
(
f(ui1)
r1 . . . f(uin)
rn
)
= ur1i1 . . . u
rn
in
, temos que F˜ e´ a inversa
de F . Portanto F e´ bijec¸a˜o se f o e´.
3.3 Teorema de Poincare`-Birkhoff-Witt
O teorema de Poincare`-Birkhoff-Witt, a ser enunciado abaixo, nos for-
nece uma base para o recobrimento universal U(g) a partir de uma base
de g.
Teorema 3.3.1 (PBW). Seja g uma a´lgebra de Lie e {ui}i∈I uma base
ordenada para g (I e´ um conjunto ordenado). Enta˜o os elementos de U(g)
da forma
ur1i1 . . . u
rn
in
sa˜o uma base para U(g). Acima, temos n ∈ N, r1, . . . , rn ∈ N, i1, . . . , in ∈
I, e i1 < . . . < in.
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Vamos utilizar uma notac¸a˜o conveniente para denotar esses elementos
da base. Considere os multi-´ındices r ∈ N(I) com r = (ri)i∈I , ri’s inteiros
na˜o negativos, e tal que apenas uma quantidade finita de termos na˜o sa˜o
nulos. Se i = i1 < . . . < in sa˜o os ı´ndices tais que ri 6= 0, enta˜o denote:
ur := ur1i1 . . . u
rn
in
.
Uma combinac¸a˜o de elementos da base de U(g) pode ser escrito da seguinte
forma: ∑
r
λ(r)ur ,
em que subentende-se que a soma e´ apenas sobre finitos multi-´ındices, ou
seja, que λ(r) = 0 para quase todo r.
Antes de prosseguir com a demonstrac¸a˜o do teorema, vejamos um co-
rola´rio interessante.
Corola´rio 3.3.2. O morfismo natural i : g → U(g), da propriedade uni-
versal da a´lgebra envolvente, e´ injetor.
Demonstrac¸a˜o. Dado g ∈ ker(i), escreva g = ∑i αiui. Temos i(g) =∑
i αiui = 0
2, e como os elementos ui fazem parte da base de U(g), temos
que os coeficientes αi devem ser nulos. Portanto g = 0 e ker(i) = 0.
Para a demonstrac¸a˜o, precisaremos de alguns lemas. No decorrer, va-
mos denominar os monoˆmios
ui1 . . . uin ∈ T (g), com i1 ≤ . . . ≤ in
como monoˆmios padra˜o.
Em toda a sec¸a˜o, {ui}i∈I e´ uma base ordenada para g.
Lema 3.3.3. Todo elemento de T (g) e´ congruente mod I a uma com-
binac¸a˜o linear de monoˆmios padra˜o. Isto e´, os monoˆmios padra˜o geram
U(g) = T (g)I como espac¸o vetorial.
Demonstrac¸a˜o. Basta mostrar que todo monoˆmio ui1 . . . uin em T (g), cu-
jos ı´ndices na˜o necessariamente esta˜o ordenados, pode ser escrito como
combinac¸a˜o linear de monoˆmios padra˜o mo´dulo I. Procedemos por indu-
c¸a˜o em n, o grau do monoˆmio.
2Nessa equac¸a˜o, os ui’s denotam elementos de U(g). Na verdade, seriam i(ui), mas
e´ costume simplificar a notac¸a˜o denotando-os dessa forma.
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(caso n = 0): ui1 . . . uin := 1 ja´ e´ um monoˆmio padra˜o.
(caso n = 1): ui1 ja´ e´ um monoˆmio padra˜o.
(HI): Todo monoˆmio em T (g) de grau < n pode ser escrito como combi-
nac¸a˜o de monoˆmios padra˜o mod I.
(caso n): Seja ui1 . . . uin um monoˆmio em T (g). Se os ı´ndices ja´ estive-
rem ordenados, esta´ feito. Se na˜o, considerando i1, . . . , in na˜o ordenado,
existe uma permutac¸a˜o σ =
(
i1 i2 ... in
i′1 i
′
2 ... i
′
n
)
que ordena esses ı´ndices, isto e´,
que resulta em i′1 ≤ i′2 ≤ . . . ≤ i′n. Escreva essa permutac¸a˜o como uma
composic¸a˜o de permutac¸o˜es de dois ı´ndices vizinhos: σ = σ′l ◦ . . . σ′1. De-
notaremos com linha as permutac¸o˜es que trocam dois elementos vizinhos.
Com um ligeiro abuso de notac¸a˜o, escreveremos:
σ(ui1 . . . uin) := uσ(i1) . . . uσ(in) .
Afirmac¸a˜o: Seja vi1 . . . vin um monoˆmio em T (g). Para uma permutac¸a˜o
de elementos vizinhos σ′, temos:
ui1 . . . uin = σ
′(ui1 . . . uin) + combinac¸a˜o de monoˆmios padra˜o mod I .
Prova da afirmac¸a˜o. De fato, se σ′ e´ uma permutac¸a˜o que troca dois ele-
mentos vizinhos, digamos ij e ij+1, temos:
ui1 . . . uin = ui1 . . .
(
uijuij+1 − uij+1uij − [uij , uij+1 ]
)
. . . uin
+ ui1 . . . uij+1uij . . . uin + ui1 . . . [uij , uij+1 ] . . . uin
= 0 + σ′(ui1 . . . uin) + ui1 . . . [uij , uij+1 ] . . . uin︸ ︷︷ ︸
grau < n
mod I
(HI)
= σ′(ui1 . . . uin) + combinac¸a˜o de monoˆmios padra˜o mod I .
y
Voltemos a atenc¸a˜o ao monoˆmio ui1 . . . uin e a` permutac¸a˜o σ = σ
′
1 . . . σ
′
l
que ordena os ı´ndices. aplicando a afirmac¸a˜o sucessivamente a`s permuta-
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c¸o˜es σ′1, . . . , σ
′
l de elementos vizinhos, temos que:
ui1 . . . uin = σ
′
1(ui1 . . . uin) + combinac¸a˜o de monoˆmios padra˜o mod I
= σ′2σ
′
1(ui1 . . . uin) + combinac¸a˜o de monoˆmios padra˜o mod I
· · ·
= σ′l . . . σ
′
1(ui1 . . . uin) + combinac¸a˜o de monoˆmios padra˜o mod I
= σ(ui1 . . . uin) + combinac¸a˜o de monoˆmios padra˜o mod I
= combinac¸a˜o de monoˆmios padra˜o mod I .
Note que apo´s a ordenac¸a˜o dos ı´ndices, o monoˆmio σ(ui1 . . . uin) e´ um
monoˆmio padra˜o. Isso encerra a demonstrac¸a˜o do lema.
Lema 3.3.4. Existe uma transformac¸a˜o linear L : T (g)→ T (g) tal que
1. L(1K) = 1K ;
2. Se i1 ≤ . . . ≤ in, isto e´, se ui1 . . . uin e´ um monoˆmio padra˜o, temos
L(ui1 . . . uin) = ui1 . . . uin ;
3. Se ik > ik+1, temos
L(ui1 . . . uikuik+1 . . . uin) = L(ui1 . . . uik+1uik . . . uin)
+ L(ui1 . . . [uik , uik+1 ] . . . uin) .
Demonstrac¸a˜o. Escreva T (V ) = ⊕∞n=0 V ⊗n em termos da sua gradua-
c¸a˜o3. Vamos definir uma famı´lia de transformac¸o˜es lineares {Ln : V ⊗n →
T (g)}∞n=0 indutivamente. Definimos L0, L1 e L2 transformac¸o˜es lineares
na base por
L0(1K) = iK
L1(ui) = ui
L2(ui1ui2) =
{
ui1ui2 , se i1 ≤ i2
ui2ui1 + [ui1 , ui2 ], se i1 > i2 .
Agora supomos Ln′ bem definido para todo n
′ < n, e satisfazendo as
condic¸o˜es:
3Aqui os subespac¸os considerados deveriam ser i ⊗nV (V
⊗n) para serem subconjuntos
da soma direta externa T (V ) =⊕∞n=0 V ⊗n, mas sa˜o denotados simplesmente por V ⊗n
para facilitar.
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(∗) Ln′(ui1 . . . uin) = ui1 . . . uin , para um monoˆmio padra˜o
(∗∗) Ln′(ui1 . . . uin′ ) = Ln′(ui1 . . . uik+1uik . . . uin′ )
+Ln′−1((ui1 . . . [uik , uik+1 ] . . . uin′ ), para ik > ik+1.
Vamos definir Ln da maneira abaixo. Antes, precisamos estabelecer
uma notac¸a˜o. Dado um monoˆmio ui1 . . . uin chamamos de defeitos todos
os pares (ik, il) com k < l e ik > il. Isto e´, todos os pares que na˜o esta˜o
na ordem padra˜o dentro do monoˆmio. Note que se temos d defeitos, o
monoˆmio comporta algum par (ik, ik+1) com defeito; e trocando esses dois
elementos, temos ui1 . . . uik+1uik . . . uin com d− 1 defeitos.
Seja ui1 . . . uin um monoˆmio. Vamos definir Ln indutivamente sobre
o nu´mero de defeitos d no monoˆmio. Se o nu´mero de defeitos e´ d = 0
(monoˆmio e´ padra˜o), definimos
Ln(ui1 . . . uin) = ui1 . . . uin .
Se d = 1, temos um u´nico defeito do tipo (ik, ik+1), e escrevemos
Ln(ui1 . . . uin) = Ln(ui1 . . . uik+1uik . . . uin) + Ln−1(ui1 . . . [uik , uik+1 ] . . . uin)
= ui1 . . . uik+1uik . . . uin + Ln−1(ui1 . . . [uik , uik+1 ] . . . uin) .
Supomos, enta˜o, que Ln esta´ bem definido para qualquer monoˆmio com
menos de d defeitos (d ≥ 2) e que vale
(#)
Ln(ui1 . . . uikuik+1 . . . uin) = Ln(ui1 . . . uik+1uik . . . uin)
+Ln−1(ui1 . . . [uik , uik+1 ] . . . uin)
para qualquer par (ik, ik+1) com defeito. Definimos Ln aplicado a um
monoˆmio de d defeitos ui1 . . . uin assim: consideramos um par (ik, ik+1)
com defeito, e escrevemos
Ln(ui1 . . . uin) = Ln(ui1 . . . uik+1uik . . . uin)︸ ︷︷ ︸
tem d− 1 defeitos
+
+ Ln−1(ui1 . . . [uik , uik+1 ] . . . uin)︸ ︷︷ ︸
esta´ bem definido
.
Resta mostrar que essa definic¸a˜o independe do par de defeitos (ik, ik+1)
considerado. Considere dois pares com defeito (ik, ik+1) e (il, il+1), com
k + 1 ≤ l. Precisamos mostrar que considerando qualquer desses pares,
o resultado de Ln(ui1 . . . uin) continua igual, e a ideia e´ abrir Ln pelos
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dois pares, nas duas ordens poss´ıveis. Teremos de considerar dois casos:
k + 1 < l (quando as permutac¸o˜es de (ik, ik+1) e de (il, il+1) na˜o “intera-
gem”) e k + 1 = l (quando essas permutac¸o˜es “interagem”).
(caso k + 1 < l:) Usando o par (ik, ik+1) para definir Ln(ui1 . . . uin):
Ln(ui1 . . . uin) = Ln
(
ui1 . . . uik+1uik . . . uiluil+1 . . . uin
)︸ ︷︷ ︸
d− 1 defeitos, use (#) para o par (il, il+1)
+
+ Ln−1
(
ui1 . . . [uik , uik+1 ] . . . uiluil+1 . . . uin
)︸ ︷︷ ︸
use (∗∗) para o par (il, il+1)
= Ln
(
ui1 . . . uik+1uik . . . uil+1uil . . . uin
)
+
+ Ln−1
(
ui1 . . . uik+1uik . . . [uil , uil+1 ] . . . uin
)
+
+ Ln−1
(
ui1 . . . [uik , uik+1 ] . . . uil+1uil . . . uin
)
+
+ Ln−2
(
ui1 . . . [uik , uik+1 ] . . . [uil , uil+1 ] . . . uin
)
.
Usando o par (il, il+1) para definir Ln(ui1 . . . uin):
Ln(ui1 . . . uin) = Ln
(
ui1 . . . uikuik+1 . . . uil+1uil . . . uin
)︸ ︷︷ ︸
d− 1 defeitos, use (#) para o par (ik, ik+1)
+
+ Ln−1
(
ui1 . . . uik , uik+1 . . . [uil , uil+1 ] . . . uin
)︸ ︷︷ ︸
use (∗∗) para o par (ik, ik+1)
= Ln
(
ui1 . . . uik+1uik . . . uil+1uil . . . uin
)
+
+ Ln−1
(
ui1 . . . [uik+1 , uik ] . . . uil+1uil . . . uin
)
+
+ Ln−1
(
ui1 . . . uik+1uik . . . [uil , uil+1 ] . . . uin
)
+
+ Ln−2
(
ui1 . . . [uik , uik+1 ] . . . [uil , uil+1 ] . . . uin
)
.
Obtemos que as duas expresso˜es sa˜o iguais.
(caso k + 1 = l:) Temos il = ik+1 e il+1 = ik+2.
Usando o par (ik, ik+1) para definir Ln(ui1 . . . uin):
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Ln(ui1 . . . uin) = Ln
(
ui1 . . . uik+1uikuik+2 . . . uin
)︸ ︷︷ ︸
d− 1 defeitos, use (#) para o par (ik, ik+2)
+
+ Ln−1
(
ui1 . . . [uik , uik+1 ]uik+2 . . . uin
)
= Ln
(
ui1 . . . uik+1uik+2uik . . . uin
)︸ ︷︷ ︸
d− 2 defeitos, use (#) para o par (ik+1, ik+2)
+
+ Ln−1
(
ui1 . . . uik+1 [uik , uik+2 ] . . . uin
)
+
+ Ln−1
(
ui1 . . . [uik , uik+1 ]uik+2 . . . uin
)
= Ln
(
ui1 . . . uik+2uik+1uik . . . uin
)
+
+ Ln−1
(
ui1 . . . [uik+1 , uik+2 ]uik . . . uin
)
+
+ Ln−1
(
ui1 . . . uik+1 [uik , uik+2 ] . . . uin
)
+
+ Ln−1
(
ui1 . . . [uik , uik+1 ]uik+2 . . . uin
)
.
Usando o par (ik+1, ik+2) para definir Ln(ui1 . . . uin):
Ln(ui1 . . . uin) = Ln
(
ui1 . . . uikuik+2uik+1 . . . uin
)︸ ︷︷ ︸
d− 1 defeitos, use (#) para o par (ik, ik+2)
+
+ Ln−1
(
ui1 . . . uik [uik+1 , uik+2 ] . . . uin
)
= Ln
(
ui1 . . . uik+2uikuik+1 . . . uin
)︸ ︷︷ ︸
d− 2 defeitos, use (#) para o par (ik, ik+1)
+
+ Ln−1
(
ui1 . . . [uik , uik+2 ]uik+1 . . . uin
)
+
+ Ln−1
(
ui1 . . . uik [uik+1 , uik+2 ] . . . uin
)
= Ln
(
ui1 . . . uik+2uik+1uik . . . uin
)
+
+ Ln−1
(
ui1 . . . uik+2 [uik , uik+1 ] . . . uin
)
+
+ Ln−1
(
ui1 . . . [uik , uik+2 ]uik+1 . . . uin
)
+
+ Ln−1
(
ui1 . . . uik [uik+1 , uik+2 ] . . . uin
)
.
Subtra´ımos as duas expresso˜es para Ln(ui1 . . . uin), e esperamos que o
resultado se anule. De fato, o primeiro termo das duas se cancela e ficamos
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com:
Ln−1
(
ui1 . . . uik+2 [uik , uik+1 ] . . . uin
)
+
+ Ln−1
(
ui1 . . . [uik , uik+2 ]uik+1 . . . uin
)
+
+ Ln−1
(
ui1 . . . uik [uik+1 , uik+2 ] . . . uin
)
+
− Ln−1
(
ui1 . . . [uik+1 , uik+2 ]uik . . . uin
)
+
− Ln−1
(
ui1 . . . uik+1 [uik , uik+2 ] . . . uin
)
+
− Ln−1
(
ui1 . . . [uik , uik+1 ]uik+2 . . . uin
)
= Ln−1
(
ui1 . . .
[
uik , [uik+1 , uik+2 ]
]
. . . uin
)
+
Ln−1
(
ui1 . . .
[
uik+2 , [uik , uik+1 ]
]
. . . uin
)
+
Ln−1
(
ui1 . . .
[
uik+1 , [uik+2 , uik ]
]
. . . uin
)
= Ln−1
(
ui1 . . .([
uik , [uik+1 , uik+2 ]
]
+
[
uik+1 , [uik+2 , uik ]
]
+
[
uik+1 , [uik+2 , uik ]
])
. . . uin
)
= 0 .
Nessa etapa, usamos a identidade de Jacobi.
Com isso, a famı´lia de transformac¸o˜es lineares {Ln : V ⊗n → T (g)}∞n=0
fica bem definida, e satisfaz (∗) e (∗∗) para todo n ≥ 0. Extra´ımos, usando
a propriedade universal da soma direta, uma transformac¸a˜o linear
L : T (g)→ T (g) .
As condic¸o˜es (∗) e (∗∗), enta˜o, implicam os requisitos do enunciado do
lema.
Vamos a` prova do teorema de Poincare`-Birkhoff-Witt.
Demonstrac¸a˜o do teorema 3.3.1. (PBW) Precisamos mostrar que as clas-
ses dos monoˆmios padra˜o4 ui1 . . . uin ∈ U(g) formam uma base para U(g)
.
4A classe ui1 . . . uin + I e´ denotada, aqui, como ui1 . . . uin ∈ U(g) por simplicidade
da notac¸a˜o. Continuamos chamando-a de monoˆmio padra˜o.
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(Geram o espac¸o:) Pelo lema 3.3.3, os monoˆmios padra˜o geram U(g).
(Sa˜o LI:) Para mostrar a independeˆncia linear, usaremos o lema 3.3.4. Esse
lema nos garante a existeˆncia de uma transformac¸a˜o linear L : T (g) →
T (g) que e´ a identidade quando atua nos monoˆmios padra˜o e e´ tal que:
3. se ik > ik+1, tem-se
L(ui1 . . . uikuik+1 . . . uin) = L(ui1 . . . uik+1uik . . . uin)
+ L(ui1 . . . [uik , uik+1 ] . . . uin) .
Iremos mostrar que:
Afirmac¸a˜o: L se anula no ideal I ⊆ T (g).
Prova da afirmac¸a˜o. Para qualquer elemento da forma
u = ui1 . . .
(
uikuik+1 − uik+1uik − [uik , uik+1 ]
)
. . . uin ,
temos
L(u) = 0 .
De fato se ik = ik+1, temos u = ui1 . . . (0) . . . uin e L(u) = 0.
Se ik > ik+1, usamos o item 3. do lema 3.3.4 no termo ui1 . . . uikuik+1 . . . uin
e temos:
L(u) = L
(
ui1 . . . uikuik+1 . . . uin
)
+
− L(ui1 . . . uik+1uik . . . uin)+
− L(ui1 . . . [uik , uik+1 ] . . . uin)
= 0 .
De forma ana´loga, se ik < ik+1, usamos item 3. do lema 3.3.4 no termo
ui1 . . . uik+1uik . . . uin e temos:
L(u) = L
(
ui1 . . . uikuik+1 . . . uin
)
+
− L(ui1 . . . uik+1uik . . . uin)+
+ L
(
ui1 . . . [uik+1 , uik ] . . . uin
)
= 0 .
Portanto, em qualquer caso, L(u) = 0. Por fim, qualquer elemento de I
se escreve como x(ab − ba − [a, b])y, com x, y ∈ T (g) e a, b ∈ g. Abrindo
158 Cap´ıtulo 3. A´lgebras de Lie e envolto´rio universal
x e y na base de T (g) formada pelos monoˆmios da forma ui1 . . . uin (na˜o
necessariamente com ı´ndices ordenados) e fazendo o mesmo para a, b na
base de g formada pelos ui’s, temos uma combinac¸a˜o linear de elementos da
forma u mencionada acima. Portanto, obtemos L
(
x(ab− ba− [a, b])y) = 0
e L(I) = 0. y
Dessa forma, podemos usar a propriedade universal do quociente T (g)I =
U(g) e extrair L : U(g)→ T (g) dada por L(x) = L(x) 5. Como L e´ a iden-
tidade se aplicada a monoˆmios padra˜o, o mesmo vale para L. Portanto
uma combinac¸a˜o linear nula de monoˆmios padra˜o em U(g) resulta numa
combinac¸a˜o linear nula de monoˆmios padra˜o em T (g), e como os monoˆmios
padra˜o sa˜o LI nesse espac¸o (sa˜o parte da base do espac¸o), temos que todos
os coeficientes da combinac¸a˜o sa˜o nulos. Portanto os monoˆmios padra˜o
sa˜o LI em U(g).
5Do lado esquerdo da igualdade, o termo x refere-se a` classe x+ I.
Capı´tulo4
Bia´lgebras conexas e o teorema
de Milnor-Moore
Neste cap´ıtulo estudaremos alguns tipos especiais de bia´lgebras: as
bia´lgebras conexas com filtrac¸a˜o e as conexas com graduac¸a˜o. Estas bia´l-
gebras teˆm a caracter´ıstica de admitirem uma “decomposic¸a˜o” em subes-
pac¸os componentes; no caso da bia´lgebra com filtrac¸a˜o, essa decomposic¸a˜o
e´ uma unia˜o enumera´vel e no caso da graduac¸a˜o, e´ uma soma direta de
subespac¸os. Essas decomosic¸o˜es devem ser compat´ıveis com a estrutura
de bia´lgebra.
A estrutura de filtrac¸a˜o e de graduac¸a˜o trazem algumas propriedades
novas a` bia´lgebra. Veremos na sec¸a˜o 4.2 que uma bia´lgebra conexa com
graduac¸a˜o e´ automaticamente uma a´lgebra de Hopf. E com relac¸a˜o a`
filtrac¸a˜o, na sec¸a˜o 4.4 veremos que uma bia´lgebra conexa com filtrac¸a˜o, sob
certas hipo´teses (cocomutatividade e corpo de caracter´ıstica nula) tambe´m
e´ uma a´lgebra de Hopf; e e´, na verdade, isomorfo a` a´lgebra de Lie dos seus
elementos primitivos. Este e´ o resultado do teorema de Milnor-Moore.
Pelo fato de a filtrac¸a˜o e a graduac¸a˜o serem uma espe´cie de decom-
posic¸a˜o da bia´lgebra em unia˜o ou soma enumera´vel de subespac¸os, temos
acesso a` induc¸a˜o para provar algumas de suas propriedades.
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4.1 Bia´lgebras conexas com graduac¸a˜o
Uma bia´lgebra conexa com graduac¸a˜o e´ uma bia´lgebra com uma estru-
tura extra: ela admite uma certa decomposic¸a˜o em soma direta enumera´vel
de subespac¸os. Nesta sec¸a˜o, veremos a definic¸a˜o, alguns exemplos e pro-
priedades que sera˜o necessa´rias nas pro´ximas sec¸o˜es.
Definic¸a˜o 4.1.1. Seja B uma bia´lgebra. Dizemos que B e´ uma bia´lge-
bra conexa com graduac¸a˜o se admitir uma decomposic¸a˜o em uma famı´lia
{Bi}∞i=0 de subespac¸os na˜o nulos de B, chamada graduac¸a˜o, tal que:
1. B0 = K · 1B ;
2. B =
∞⊕
i=0
Bi;
3. BnBm ⊆ Bm+n, ∀m,n ≥ 0 ;
4. ∆(Bn) ⊆
n∑
l=0
Bn−l ⊗Bl, ∀n ≥ 0 .
Exemplo 4.1.2 (A´lgebra tensorial T (V )). A a´lgebra tensorial T (V ) e´
uma a´lgebra de Hopf. E´ tambe´m conexa, com graduac¸a˜o dada por1
{V ⊗n}∞n=0. De fato, as propriedades da graduac¸a˜o sa˜o vistas abaixo:
1. V ⊗0 = K1T (V ) ;
2. T (V ) =
∞⊕
n=0
V ⊗n ;
3. V ⊗n ⊗ V ⊗m ⊆ V ⊗(m+n), ∀m,n ≥ 0, ja´ que
(v1 ⊗ . . . vn)⊗ (w1 ⊗ wm) = v1 ⊗ . . . vn ⊗ w1 ⊗ wm ;
1Aqui os subespac¸os considerados sa˜o as incluso˜es i ⊗nV (V
⊗n), mas sa˜o denotados
simplesmente por V ⊗n para facilitar.
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4. ∆(V ⊗n) ⊆
n∑
l=0
V ⊗(n−l) ⊗ V ⊗l, ∀n ≥ 0 , pois
∆(v1 ⊗ . . .⊗ vn) = ∆(v1) . . .∆(vn)
= (v1 ⊗ 1K + 1K ⊗ v1) . . . (vn ⊗ 1K + 1K ⊗ vn)
=
n∑
k=0
∑
σ∈Sn,k
(vσ(1) . . . vσ(k))⊗ (vσ(k+1) . . . vσ(n))
∈
n∑
k=0
V ⊗k ⊗ V ⊗n−k ,
em que Sn,k e´ o conjunto de permutac¸o˜es σ do conjunto {1, . . . , n}
tais que σ(1) < · · · < σ(k) e σ(k + 1) < · · · < σ(n) (σ e´ uma
permutac¸a˜o do tipo “shuffle”)2.
Exemplo 4.1.3 (A´lgebra sime´trica S(V )). Munimos o espac¸o vetorial V
com a a´lgebra de Lie trivial, dada pelo colchete nulo. A a´lgebra sime´trica
S(V ) e´ a a´lgebra envolvente universal dessa a´lgebra de Lie, e portanto e´
uma a´lgebra de Hopf. Essa a´lgebra e´ comutativa. Veremos que tambe´m
admite uma graduac¸a˜o, dada pelo grau dos monoˆmios de S(V ).
Defina Sn(V ) como o subespac¸o gerado pelos monoˆmios de grau n.
Mostraremos as propriedades da graduac¸a˜o:
1. S0(V ) = K1S(V ) ;
2. Sn(V ) =
∞⊕
n=0
Sn(V ).
De fato, seja {vi}i∈I uma base ordenada para V . Pelo teorema de
Poincare`-Birkhoff-Witt, a base PWB de S(V ) e´ formada por elemen-
tos do tipo
vi1 . . . vin , i1 ≤ . . . ≤ in .
Afirmamos que para n ∈ N, o conjunto
βn = {vi1 . . . vin , i1 ≤ . . . ≤ in}
e´ base para Sn(V ). De fato, sabemos que βn e´ LI, e resta apenas
mostrar que gera o subespac¸o. Seja s1 . . . sn um monoˆmio de grau n
2Se k = 0 ou k = n, o conjunto de permutac¸o˜es Sn,k so´ tem uma permutac¸a˜o, a
identidade. O termo (vσ(1) . . . vσ(k)) ⊗ (vσ(k+1) . . . vσ(n)) fica igual a 1K ⊗ (v1 . . . vn)
ou a (v1 . . . vn)⊗ 1K, respectivamente.
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em Sn(V ). Escrevendo cada sj na base de V , temos
s1 . . . sn =
∑
i1,...,in
ai1...in vi1 . . . vin ,
em que ai1...in ∈ K sa˜o escalares.
Podemos comutar os elementos de vi1 . . . vin ate´ obter uma ordenac¸a˜o
em que vi1 . . . vin = viσ(1) . . . viσ(n) com iσ(1) ≤ . . . ≤ iσ(n). Com isso,
vi1 . . . vin esta˜o no conjunto βn, e portanto βn gera Sn(V ) como
espac¸o vetorial. Em consequeˆncia disso, e dos βn’s serem dois a dois
disjuntos, temos S(V ) =
∞⊕
n=0
Sn(V ).
3. Como no exemplo anterior, da a´lgebra tensorial, Sn(V ) · Sm(V ) =
Sn+m(V ).
4. Verificamos que ∆
(Sn(V )) ⊆ n∑
k=0
⊗Sk(V )⊗Sn−k(V ), por uma conta
parecida com a do exemplo da a´lgebra tensorial.
Proposic¸a˜o 4.1.4. Seja B =
∞⊕
n=0
Vn uma bia´lgebra conexa que admite
graduac¸a˜o. Enta˜o
1. ε anula Vn para todo n ≥ 1 ;
2. Para x ∈ Vn, temos
∆(x) = x⊗ 1B + 1B ⊗ x+
n−1∑
j=1
∑
ij
x′j,ij ⊗ x′′j,ij ,
em que x′j,ij ∈ Vj e x′′j,ij ∈ Vn−j.
Demonstrac¸a˜o.
1. Se fosse falso, ter´ıamos um n ≥ 1 minimal tal que ε(Vn) 6= 0. Seja
x ∈ Vn com ε(x) 6= 0. Pela compatibilidade da graduac¸a˜o em relac¸a˜o
ao coproduto (∆(Bn) ⊆
∑n
l=0Bn−l ⊗Bl), temos
∆(x) = x′ ⊗ 1B + 1B ⊗ x′′ +
∑
j
x′j ⊗ x′′j ,
com x′, x′′ ∈ Bn e
∑
j x
′
j ⊗ x′′j ∈
∑n−1
i=1 Bi ⊗ Bn−i. Note que Bi ⊆
ker(ε) para 0 < i < n, pela minimalidade do n.
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Aplicando Id⊗ ε, (omitindo isomorfismo B ⊗K ∼= B) temos:
x = (Id⊗ ε) ◦∆(x) = x′ + 1Bε(x′′) .
Enta˜o, como a soma dos subespac¸os Bk’s e´ direta, temos x = x
′ e
ε(x′′) = 0.
Fazendo a mesma coisa para ε⊗ Id, temos x = x′′ e ε(x′) = 0. Dessa
forma, temos x = x′ = x′′ e ε(x) = 0, uma contradic¸a˜o. Portanto
ε(Vn) = 0 para todo n ≥ 1.
2. Dado x ∈ Bn com n ≥ 1, temos ∆(x) ∈ ∆(Bn) ⊆
∑n
l=0Bn−l ⊗ Bl.
Portanto
∆(x) = x′ ⊗ 1B + 1B ⊗ x′′ +
n−1∑
j=1
∑
ij
x′j,ij ⊗ x′′j,ij ,
em que x′j,ij ∈ Bj e x′′j,ij ∈ Bn−j e x′, x′′ ∈ Bn. Aplicando Id ⊗ ε e
ε⊗ Id dos dois lados, obtemos
x = x′ε(1B) + 0
x = ε(1B)x
′′ + 0 .
Logo x = x′ = x′′.
4.2 Uma bia´lgebra conexa com graduac¸a˜o e´
Hopf
Nesta sec¸a˜o, mostraremos que uma bia´lgebra conexa com graduac¸a˜o
admite, automaticamente, uma ant´ıpoda. Portanto e´ uma a´lgebra de Hopf.
E´ dada uma fo´rmula recursiva para o ca´lculo da ant´ıpoda. Tambe´m temos,
como corola´rio, que essa ant´ıpoda e´ invers´ıvel com relac¸a˜o a` composic¸a˜o
de func¸o˜es.
Teorema 4.2.1. Seja B uma bia´lgebra conexa com graduac¸a˜o. Enta˜o B
tem uma ant´ıpoda e portanto e´ uma a´lgebra de Hopf. A ant´ıpoda S : B → B
e´ dada recursivamente por:
S(1B) = 1B
S(x) = −x−
n−1∑
j=1
∑
ij
S(x′j,ij )x
′′
j,ij
= −x−
n−1∑
j=1
∑
ij
x′j,ijS(x
′′
j,ij ) , ∀x ∈ Bn ,
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em que temos n ≥ 1,
∆(x) = x⊗ 1B + 1B ⊗ x+
n−1∑
j=1
∑
ij
x′j,ij ⊗ x′′j,ij ,
e, ainda, x′j,ij ∈ Bj, x′′j,ij ∈ Bn−j.
Demonstrac¸a˜o. Seja {Bn}∞n=1 uma graduac¸a˜o para B. Defina as transfor-
mac¸o˜es lineares S
(l)
n , S
(r)
n : Bn → B indutivamente por:
S
(l)
0 (1B) = 1B
S(l)n (x) = −x−
n−1∑
j=1
∑
ij
S
(l)
j (x
′
j,ij )x
′′
j,ij , ∀x ∈ Bn
S
(r)
0 (1B) = 1B
S(r)n (x) = −x−
n−1∑
j=1
∑
ij
x′j,ijS
(r)
n−j(x
′′
j,ij ) , ∀x ∈ Bn ,
sendo que
∆(x) = x⊗ 1B + 1B ⊗ x+
n−1∑
j=1
∑
ij
x′j,ij ⊗ x′′j,ij
com x′j,ij ∈ Bj e x′′j,ij ∈ Bn−j .
Afirmac¸a˜o: Temos, para n ≥ 1:
S(l)n = −
n−1∑
k=0
µ ◦ ((S(l)k ◦ pk)⊗ Id) ◦∆
S(r)n = −
n−1∑
k=0
µ ◦ (Id⊗ (S(r)k ◦ pk)) ◦∆ ,
com pk : B → Bk projec¸a˜o canoˆnica. Portanto, S(l)n e S(r)n esta˜o bem
definidas.
Prova da afirmac¸a˜o. De fato, dado x ∈ Bn, e denotando ∆(x) como acima,
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temos:
S(l)n (x) = −x−
n−1∑
j=1
∑
ij
S
(l)
j (x
′
j,ij )x
′′
j,ij
= −1Bx−
n−1∑
j=1
∑
ij
S
(l)
j
(
pj(x
′
j,ij )
)
x′′j,ij
= −S(l)0
(
p0(1B)
)
x−
n−1∑
j=1
∑
ij
S
(l)
j
(
pj(x
′
j,ij )
)
x′′j,ij
= −S(l)0
(
p0(1B)
)
x−
n−1∑
j=1
∑
ij
(
n−1∑
k=1
S
(l)
k
(
pk(x
′
j,ij )
))
x′′j,ij
= −(S(l)0 ◦ p0(1B))x− n−1∑
k=1
n−1∑
j=1
∑
ij
(
S
(l)
k ◦ pk(x′j,ij )
)
x′′j,ij
= −µ
(S(l)0 ◦ p0(1B))⊗ x+ n−1∑
k=1
n−1∑
j=1
∑
ij
(
S
(l)
k ◦ pk(x′j,ij )
)⊗ x′′j,ij

= −µ ◦
(
n−1∑
k=0
(S
(l)
k ◦ pk)⊗ Id
)1B ⊗ x+ n−1∑
j=1
∑
ij
x′j,ij ⊗ x′′j,ij

x∈Bn= −µ ◦
(
n−1∑
k=0
(S
(l)
k ◦ pk)⊗ Id
)x⊗ 1B + 1B ⊗ x+ n−1∑
j=1
∑
ij
x′j,ij ⊗ x′′j,ij

= −
n−1∑
k=0
µ ◦
(
(S
(l)
k ◦ pk)⊗ Id
)
◦∆(x) ,
S(r)n (x) = −x−
n−1∑
j=1
∑
ij
x′j,ijS
(r)
n−j(x
′′
j,ij )
= −x1B −
n−1∑
j=1
∑
ij
x′j,ijS
(r)
n−j
(
pn−j(x
′′
j,ij )
)
= −xS(r)0
(
p0(1B)
)− n−1∑
j=1
∑
ij
x′j,ijS
(r)
n−j
(
pn−j(x
′′
j,ij )
)
= −xS(r)0
(
p0(1B)
)− n−1∑
j=1
∑
ij
x′j,ij
n−1∑
k=1
S
(r)
k
(
pk(x
′′
j,ij )
)
= −x(S(r)0 ◦ p0(1B))− n−1∑
k=1
n−1∑
j=1
∑
ij
x′j,ij
(
S
(r)
k ◦ pk(x′′j,ij )
)
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= −µ
x⊗ (S(r)0 ◦ p0(1B))+ n−1∑
k=1
n−1∑
j=1
∑
ij
x′j,ij ⊗
(
S
(r)
k ◦ pk(x′′j,ij )
)
= −µ ◦
(
n−1∑
k=0
Id⊗ (S(r)k ◦ pk)
)x⊗ 1B + n−1∑
j=1
∑
ij
x′j,ij ⊗ x′′j,ij

x∈Bn= −µ ◦
(
n−1∑
k=0
Id⊗ (S(r)k ◦ pk)
)x⊗ 1B + 1B ⊗ x+ n−1∑
j=1
∑
ij
x′j,ij ⊗ x′′j,ij

= −
n−1∑
k=0
µ ◦
(
Id⊗ (S(r)k ◦ pk)
)
◦∆(x) .
Dessa forma, as S
(l)
n ’s e as S
(r)
n ’s esta˜o bem definidas. y
Defina os mapas S(l), S(r) : B → B pela propriedade universal da soma
direta:
S(l)(
∑
k xk) =
∑
k S
(l)
k (xk)
S(r)(
∑
k xk) =
∑
k S
(r)
k (xk) .
Afirmac¸a˜o: S(l) e´ a ant´ıpoda a` esquerda.
Prova da afirmac¸a˜o. Seja x ∈ Bn com n ≥ 1. Temos:
µ ◦ (S(l) ⊗ Id) ◦∆(x)
= µ ◦ (S(l) ⊗ Id)
x⊗ 1B + 1B ⊗ x+∑
j
∑
ij
x′j,ij ⊗ x′′j,ij

= S(l)(x) + x+
∑
j
∑
ij
S(l)(x′j,ij )x
′′
j,ij
= S(l)n (x) + x+
∑
j
∑
ij
S
(l)
j (x
′
j,ij )x
′′
j,ij
= 0 = ε(x)1B ,
µ ◦ (S(l) ⊗ Id) ◦∆(1B) = µ ◦ (S(l) ⊗ Id)(1B ⊗ 1B) = 1B = ε(1B)1B .
Assim, µ ◦ (S(l) ⊗ Id) ◦∆ = η ◦ ε, e S(l) e´ a ant´ıpoda a` esquerda de B. y
Afirmac¸a˜o: S(r) e´ a ant´ıpoda a` direita.
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Prova da afirmac¸a˜o. Seja x ∈ Bn com n ≥ 1. Temos que:
µ ◦ (Id⊗ S(r)) ◦∆(x)
= µ ◦ (Id⊗ S(r))
x⊗ 1B + 1B ⊗ x+∑
j
∑
ij
x′j,ij ⊗ x′′j,ij

= x+ S(r)(x) +
∑
j
∑
ij
x′j,ijS
(r)(x′′j,ij )
= x+ S(r)n (x) +
∑
j
∑
ij
x′j,ijS
(r)
n−j(x
′′
j,ij )
= 0 = ε(x)1B ,
µ ◦ (Id⊗ S(r)) ◦∆(1B) = µ ◦ (Id⊗ S(r))(1B ⊗ 1B) = 1B = ε(1B)1B .
Portanto, µ ◦ (Id⊗S(r)) ◦∆ = η ◦ ε, e S(r) e´ a ant´ıpoda a` direita de B. y
Enta˜o B admite ant´ıpodas S(r) e S(l) a` direita e a` esquerda, respecti-
vamente. Como a a´lgebra de convoluc¸a˜o de B e´ associativa, as ant´ıpodas
a` direita e a` esquerda sa˜o iguais:
S(l) = S(l) ∗ 1Hom(B,B) = S(l) ∗ Id ∗ S(r) = 1Hom(B,B) ∗ S(r) = S(r) .
Portanto S = S(r) = S(l) e´ ant´ıpoda para B.
Corola´rio 4.2.2. Seja B uma bia´lgebra conexa com graduac¸a˜o e que,
portanto, e´ uma a´lgebra de Hopf. A ant´ıpoda S de B e´ invers´ıvel, e S−1 e´
a ant´ıpoda de Bop e de Bcop.
Demonstrac¸a˜o. Aplicamos o teorema para a bia´lgebra conexa com gradu-
ac¸a˜o Bop, obtendo uma ant´ıpoda S′ para Bop. Pelas proposic¸o˜es 2.5.2 e
2.5.3, temos S invers´ıvel com S′ = S−1. Tambe´m temos S′ ant´ıpoda para
Bcop.
4.3 Bia´lgebras conexas com filtrac¸a˜o
Para o restante do trabalho tambe´m precisaremos do conceito de co-
nexidade por filtrac¸a˜o de uma bia´lgebra. Diz-se que a bia´lgebra e´ conexa
com filtrac¸a˜o quando admite uma espe´cie de decomposic¸a˜o da bia´lgebra,
a “filtrac¸a˜o”, que mante´m compatibilidade com a estrutura de bia´lgebra.
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Definic¸a˜o 4.3.1. Seja B uma bia´lgebra. Dizemos que B e´ conexa com
filtrac¸a˜o se existir uma famı´lia {Bi}∞i=0 de subespac¸os vetoriais de B, com
Bn ( Bn+1, chamada filtrac¸a˜o, tal que:
1. B0 = K · 1B ;
2. B =
∞⋃
i=0
Bi;
3. BnBm ⊆ Bm+n, ∀m,n ≥ 0;
4. ∆(Bn) ⊆
n∑
l=0
Bn−l ⊗Bl, ∀n ≥ 0.
Observac¸a˜o 4.3.2. Uma bia´lgebra conexa com graduac¸a˜o B =
⊕∞
n=0B
′
n
tambe´m e´ conexa com filtrac¸a˜o. A mesma e´ dada por Bn =
⊕n
k=0B
′
k, e
temos B =
⋃∞
n=0
⊕n
k=0B
′
k.
Exemplo 4.3.3 (A´lgebra envolvente universal). Seja g uma a´lgebra de
Lie. A a´lgebra envolvente universal de g, denotada por U(g) e´ uma a´lgebra
de Hopf. Tambe´m e´ conexa com filtrac¸a˜o:
Un = span({g1 . . . gm | m ≤ n, g1, . . . , gm ∈ g} ∪ {1K}) .
De fato, U0 = K1U(g) e U(g) = ∪∞n=0Un. Ale´m disso, o produto e´ compa-
t´ıvel com a filtrac¸a˜o, pois UnUm ⊆ Um+n. Resta checar que o coproduto e´
compat´ıvel com a filtrac¸a˜o, o que ocorre pois
∆(g1 . . . gn) =(g1 ⊗ 1K + 1K ⊗ g1) · · · (gn ⊗ 1K + 1K ⊗ gn)
=
n∑
k=0
∑
σ∈Sn,k
(gσ(1) . . . gσ(k))⊗ (gσ(k+1) . . . gσ(n))
∈
n∑
k=0
Uk ⊗ Un−k
em que Sn,k e´ o conjunto de permutac¸o˜es σ do conjunto {1, . . . , n} tais
que σ(1) < · · · < σ(k) e σ(k + 1) < · · · < σ(n) (σ e´ uma permutac¸a˜o do
tipo “shuffle”)3.
3Se k = 0 ou k = n, o conjunto de permutac¸o˜es Sn,k so´ tem uma permutac¸a˜o, a
identidade. O termo (gσ(1) . . . gσ(k)) ⊗ (gσ(k+1) . . . gσ(n)) fica igual a 1K ⊗ (g1 . . . gn)
ou a (g1 . . . gn)⊗ 1K, respectivamente.
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Exemplo 4.3.4 (A´lgebra sime´trica). Seja V um espac¸o vetorial. S(V ) e´
a a´lgebra sime´trica (a´lgebra livre comutativa, associativa e com unidade,
ou ainda, a´lgebra polinomial) gerada por V . Tambe´m podemos olhar para
S(V ) como sendo a a´lgebra envolvente universal U(V ), com V sendo con-
siderado como a´lgebra de Lie com colchete trivial ([v, w] := 0, ∀v, w ∈ V ).
Sendo uma a´lgebra envolvente universal de uma a´lgebra de Lie, e´ co-
nexa com filtrac¸a˜o, conforme o exemplo anterior.
4.4 Teorema de Milnor-Moore
O teorema de Milnor-Moore nos diz que uma bia´lgebra conexa com
filtrac¸a˜o B, sob certas hipo´teses, pode ser recuperada a partir da a´lgebra
de Lie dos seus elementos primitivos por meio do recobrimento universal.
Em s´ımbolos, B ∼= U(P(V )) como bia´lgebras. Como consequeˆncia disso,
B e´ uma a´lgebra de Hopf, com ant´ıpoda herdada da a´lgebra de Hopf
U(P(V )).
Comec¸aremos enunciando alguns lemas e proposic¸o˜es que nos ajudara˜o
a provar o teorema de Milnor-Moore. O primeiro lema e´ consequeˆncia da
compatibilidade da filtrac¸a˜o com o coproduto da bia´lgebra.
Lema 4.4.1. Seja B =
∞⋃
n=0
Bn uma bia´lgebra conexa com filtrac¸a˜o. Seja
a ∈ Bn. Enta˜o:
∆(a) = a⊗ 1B + 1B ⊗ a+ x
em que x ∈ Bn−1⊗Bn−1. Em particular, B1 ⊆ K1B⊕P(B), em que P(B)
e´ a a´lgebra de Lie dos elementos primitivos de B.
Demonstrac¸a˜o. A filtrac¸a˜o de B e´ compat´ıvel com a estrutura de bia´lgebra,
enta˜o ∆(a) ∈ ∑nk=0Bk ⊗ Bn−k ⊆ Bn ⊗ B0 + B0 ⊗ Bn + Bn−1 ⊗ Bn−1.
Portanto ∆(a) = b⊗ 1B + 1B ⊗ c+ y, com b, c ∈ Bn e y ∈ Bn−1 ⊗ Bn−1.
Agora note que, usando a propriedade da counidade, temos
a = (Id⊗ ε)(∆(a)) = bε(1B) + 1Bε(c) + (Id⊗ ε)(y)
= b+ ε(c)1B + (Id⊗ ε)(y)︸ ︷︷ ︸
∈Bn−1
,
a = (ε⊗ Id)(∆(a)) = ε(b)1B + ε(1B)c+ (ε⊗ Id)(y)
= c+ ε(b)1B + (ε⊗ Id)(y)︸ ︷︷ ︸
∈Bn−1
.
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Assim, b− a, c− a ∈ Bn−1. Enta˜o:
∆(a) = b⊗ 1B + 1B ⊗ c+ y
= a⊗ 1B + 1B ⊗ a+ (b− a)⊗ 1B + 1B ⊗ (c− a) + y
= a⊗ 1B + 1B ⊗ a+ x ,
com x = (b− a)⊗ 1B + 1B ⊗ (c− a) + y ∈ Bn−1 ⊗Bn−1.
Para a outra parte do lema, temos que a ∈ B1 implica ∆(a) = a ⊗ 1B +
1B ⊗ a+ λ(1B ⊗ 1B), para algum λ ∈ K. Portanto
∆(a+ λ1B) = ∆(a) + λ∆(1B)
= a⊗ 1B + 1B ⊗ a+ λ(1B ⊗ 1B) + λ(1B ⊗ 1B)
= (a+ λ1B)⊗ 1B + 1B ⊗ (a+ λ1B) ,
e a + λ1B e´ um elemento primitivo. Assim, a = −λ1B + a + λ1B ∈
K1B ⊕P(B). A soma e´ direta porque K1B ∩P(B) = 0. De fato, se λ1B ∈
P(B), enta˜o ∆(λ1B) = (λ1B)⊗ 1B + 1B ⊗ (λ1B) e ∆(λ1B) = λ(1B ⊗ 1B).
Subtraindo, 0 = λ(1B ⊗ 1B), e λ = 0, e obtemos o desejado.
Iremos introduzir uma notac¸a˜o auxiliar. Removeremos o termo a ⊗
1B + 1B ⊗ a do ∆ original, obtendo uma func¸a˜o coassociativa ∆′, mas que
na˜o respeita o axioma da counidade, nem e´ morfismo de a´lgebras.
Definic¸a˜o 4.4.2. Dado a ∈ B, com B bia´lgebra conexa com filtrac¸a˜o,
pomos:
∆′(a) := ∆(a)− a⊗ 1B − 1B ⊗ a .
Definimos tambe´m:
B′ := ker(ε)
B′n := Bn ∩ ker(ε) .
Observac¸a˜o 4.4.3. ∆′(1B) = −1B ⊗ 1B , portanto ∆′ na˜o e´ morfismo de
a´lgebras.
Observac¸a˜o 4.4.4. Se tentarmos verificar o axioma da counidade, teremos
(ε⊗ Id)(∆′(a)) = (ε⊗ Id)(∆(a)− a⊗ 1B − 1B ⊗ a)
= a− ε(a)1B − a1K = −ε(a)1B ,
e de forma ana´loga, (ε ⊗ Id)(∆′(a)) = −ε(a)1B , de modo que na˜o vale a
propriedade da counidade.
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Observac¸a˜o 4.4.5. Um elemento a ∈ B e´ primitivo se e somente se pertence
ao nu´cleo de ∆′.
Proposic¸a˜o 4.4.6.
1. ∆′ e´ coassociativo;
2. ∆′ e´ cocomutativo se ∆ o for.
Demonstrac¸a˜o.
1. Seja a ∈ B. Temos:
(∆′ ⊗ Id)(∆′(a))
=(∆′ ⊗ Id)(a(1) ⊗ a(2) − a⊗ 1B − 1B ⊗ a)
=a(1)(1) ⊗ a(1)(2) ⊗ a(2) − a(1) ⊗ 1B ⊗ a(2) − 1B ⊗ a(1) ⊗ a(2)
− a(1) ⊗ a(2) ⊗ 1B + a⊗ 1B ⊗ 1B + 1B ⊗ a⊗ 1B + 1B ⊗ 1B ⊗ a ,
(Id⊗∆′)(∆′(a))
=(Id⊗∆′)(a(1) ⊗ a(2) − a⊗ 1B − 1B ⊗ a)
=a(1) ⊗ a(2)(1) ⊗ a(2)(2) − a(1) ⊗ a(2) ⊗ 1B − a(1) ⊗ 1B ⊗ a(2)
+ a⊗ 1B ⊗ 1B − 1B ⊗ a(1) ⊗ a(2) + 1B ⊗ a⊗ 1B + 1B ⊗ 1B ⊗ a .
Portanto (Id⊗∆′)(∆′(a)) = (∆′ ⊗ Id)(∆′(a)).
2. Seja a ∈ B. Como ∆ e´ cocomutativo,
τ ◦∆′(a) = τ(∆(a)− a⊗ 1B − 1B ⊗ a)
= ∆(a)− 1B ⊗ a− a⊗ 1B
= ∆′(a) .
A proposic¸a˜o a seguir refere-se a` uma espe´cie de projec¸a˜o de B em B′.
Uma consequeˆncia que sera´ usada se refere ao fato de o ∆′ aplicado nos
B′n “baixar o grau”, recaindo em B
′
n−1 ⊗B′n−1.
Proposic¸a˜o 4.4.7. Seja pi : B → B′ a projec¸a˜o pi(a) = a−ε(a)1B. Enta˜o:
(pi ⊗ pi) ◦∆ = ∆′ ◦ pi .
Em particular, temos:
∆′(B′n) ⊆ B′n−1 ⊗B′n−1 .
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Demonstrac¸a˜o. Primeiramente, note que a imagem de pi cai em B′ =
ker(ε). De fato, dado a ∈ B, temos ε(pi(a)) = ε(a−ε(a)1B) = ε(a)−ε(a) =
0.
Tambe´m note que pi e´ sobrejetiva, pois dado a′ ∈ B′, temos ε(a′) = 0
e a′ = a′ − ε(a′)1B = pi(a′) ∈ Im(pi).
Seja a ∈ B. Enta˜o:
(pi ⊗ pi)(∆(a)) = (pi ⊗ pi)(a(1) ⊗ a(2))
= (a(1) − ε(a(1))1B)⊗ (a(2) − ε(a(2))1B)
= a(1) ⊗ a(2) + ε(a(1))ε(a(2))(1B ⊗ 1B)+
− ε(a(1))1B ⊗ a(2) − ε(a(2))a(1) ⊗ 1B
= ∆(a) + ε(ε(a(1))a(2))(1B ⊗ 1B)+
− 1B ⊗ ε(a(1))a(2) − ε(a(2))a(1) ⊗ 1B
= ∆(a) + ε(a)1B ⊗ 1B − 1B ⊗ a− a⊗ 1B
= ∆′(a)− ε(a)∆′(1B)
= ∆′
(
a− ε(a)1B
)
= ∆′(pi(a)) .
Portanto (pi ⊗ pi) ◦∆ = ∆′ ◦ pi. Ale´m disso,
∆′(B′n) = ∆
′ ◦ pi(Bn) = (pi ⊗ pi)(∆(Bn))
⊆ (pi ⊗ pi)
(
n∑
l=0
Bn−l ⊗Bl
)
= B′n−1 ⊗B′n−1 ,
pois pi(B0) = pi(K1B) = 0 e Bk ⊆ Bn−1 para k = 1, . . . , n− 1.
A proposic¸a˜o a seguir fornece que a counidade ε anula os elementos
primitivos. Isso ocorre em qualquer bia´lgebra, conforme o argumento a
seguir.
Proposic¸a˜o 4.4.8. Para toda bia´lgebra B vale que P(B) ⊆ ker(ε).
Demonstrac¸a˜o. Para todo elemento primitivo a ∈ P(B) de uma bia´lgebra
B, temos ε(a) = 0, ou seja, a ∈ ker(ε). Isso porque ∆(a) = a⊗1B +1B⊗a
e ε(a) = ε(aε(1B) + 1Bε(a)) = ε(a) + ε(a), onde na primeira igualdade
expandimos a pelo axioma da counidade. Enta˜o P(B) ⊆ ker(ε).
Aqui voltamos a uma bia´lgebra conexa. Obtemos outra informac¸a˜o
decorrente da existeˆncia de uma filtrac¸a˜o: que a counidade anula um certo
pedac¸o de B, possibilitando a decomposic¸a˜o indicada abaixo.
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Lema 4.4.9. Seja B =
∞⋃
n=0
Bn uma bia´lgebra conexa. Enta˜o:
B = B0 ⊕ ker(ε) = K1B ⊕ ker(ε) .
Em consequeˆncia disso,
B = K1B +
∞⋃
n=1
B′n .
Demonstrac¸a˜o. De fato, provemos por induc¸a˜o em n que Bn ⊆ K1B ⊕
ker(ε). O caso n = 1 resulta do lema 4.4.1 e de P(B) ⊆ ker(ε). Supomos
como hipo´tese de induc¸a˜o que Bn−1 ⊆ K ⊕ ker(ε). Para Bn, temos que
todo a ∈ Bn pode ser escrito da forma
a = (Id⊗ ε)(∆(a))
= (Id⊗ ε)(a⊗ 1B + 1B ⊗ a+ x)
= a+ 1Bε(a) + (Id⊗ ε)(x)
usando o axioma da counidade e o lema 4.4.1, com x ∈ Bn−1 ⊗ Bn−1.
Temos que x′ := (Id⊗ ε)(x) ⊆ Bn−1 ⊆ K1B ⊕ ker(ε). Enta˜o, aplicando ε
em a, temos
ε(a) = ε(a) + ε(a) + ε(x′) =⇒ ε(a+ x′) = 0
e portanto a = (a+ x′)− x′ ∈ K1B ⊕ ker(ε).
A soma e´ direta porque K1B ∩ ker(ε) = 0, tendo em vista que λ1B ∈
ker(ε) =⇒ ε(λ1B) = 0 =⇒ λ1K = 0 =⇒ λ = 0 =⇒ λ1B = 0.
O pro´ximo lema faz uso da a´lgebra sime´trica S(V ). Mostra-se uma
condic¸a˜o de injetividade para que um morfismo qualquer de coa´lgebras
com domı´nio nas a´lgebras sime´tricas. A informac¸a˜o da injetividade de
` : S(V )→ B esta´ contida na injetividade em K⊕ V apenas!
Lema 4.4.10. Seja C uma coa´lgebra. Se ` : S(V )→ C e´ um morfismo de
coa´lgebras cuja restric¸a˜o a K⊕ V e´ injetiva, enta˜o ` e´ injetivo.
Demonstrac¸a˜o. Considere a filtrac¸a˜o de S(V ) dada por Sn =
⊕n
k=0 Sk(V ),
em que S0(V ) = K, S1(V ) = V e Sk(V ) e´ o subespac¸o gerado pelos
monoˆmios de grau k. Com essa filtrac¸a˜o, S(V ) e´ uma bia´lgebra conexa.
Vamos provar por induc¸a˜o em n que ` e´ injetiva em Sn.
O caso n = 1 vale por hipo´tese, ja´ que S1 = S0(V )⊕ S1(V ) = K⊕ V .
Suponha enta˜o que ` seja injetiva em Sn, com n ≥ 1. Iremos provar que
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` e´ injetiva em Sn+1 mostrando que o nu´cleo da restric¸a˜o a esse espac¸o e´
nulo.
Seja x ∈ Sn+1 pertencente ao nu´cleo de `, ou seja, `(x) = 0. Se fosse
x = λ1B , enta˜o temos `(x) = 0 =⇒ x = 0 automaticamente. Enta˜o
assumimos tambe´m que x 6= K1B . Pelo lema 4.4.9, temos que x ∈ ker(`).
Ale´m disso:
(`⊗ `)(∆′S(V )(x)) =(`⊗ `)
(
∆S(V )(x)− x⊗ 1S(V ) − 1S(V ) ⊗ x
)
=(`⊗ `)(∆S(V )(x))− `(x)⊗ `(1S(V ))− `(1S(V ))⊗ `(x)
=(`⊗ `)(∆S(V )(x))
=∆C(`(x))
=∆C(0) = 0 .
Mas, pela proposic¸a˜o 4.4.7, temos ∆′S(V )(S
′
n+1) ⊆ S′n ⊗ S′n ⊆ Sn ⊗ Sn,
portanto ∆′S(V )(x) ∈ S′n ⊗ S′n. Pela hipo´tese de induc¸a˜o, ` e´ injetiva em
Sn, e isso implica que ` ⊗ ` e´ injetiva em Sn ⊗ Sn. De fato, ker(` ⊗ `) =
Sn ⊗ ker(`) + ker(`)⊗ Sn = 0, considerando ` restrita em Sn.
Enta˜o, temos:
(`⊗ `)(∆′S(V )(x)) = 0 =⇒ ∆′S(V )(x) = 0 ,
e isso implica que x e´ primitivo, conforme a observac¸a˜o 4.4.5. Ja´ que
S(V ) = U(V ) (com o colchete de Lie nulo em V ), e como os elementos
primitivos de uma a´lgebra envolvente universal sa˜o os pro´prios elementos
da a´lgebra de Lie, temos que x ∈ V . Portanto, lembrando que `(x) = 0
e que ` e´ injetiva em Sn, temos que x = 0. Dessa forma, ` e´ injetiva em
Sn+1.
A seguir temos um lema bastante interessante sobre a chamada aplica-
c¸a˜o de simetrizac¸a˜o, definida abaixo. Surpreendentemente, essa aplicac¸a˜o
e´ um isomorfismo de coa´lgebras (apesar de na˜o ser morfismo de a´lgebras).
Lema 4.4.11. Seja g uma a´lgebra de Lie e K corpo de caracter´ıstica
0. A aplicac¸a˜o de simetrizac¸a˜o ρ : S(g) → U(g), definida nos monoˆmios
g1 . . . gnS(g) por
ρ(g1 . . . gn) :=
1
n!
∑
σ∈Sn
gσ(1) . . . gσ(n)
ρ(1K) := 1K ,
e´ um isomorfismo de coa´lgebras. S(g) e´ a a´lgebra sime´trica de g, que aqui
e´ visto apenas como espac¸o vetorial.
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Demonstrac¸a˜o. Primeiramente, checamos que ρ esta´ bem definida.
Afirmac¸a˜o: ρ esta´ bem definida.
Prova da afirmac¸a˜o. Temos S(g) = T (g)I , com I o ideal gerado pelos ele-
mentos ab − ba − [a, b]S(g) = ab − ba ∈ T (g). Usaremos a propriedade
universal do quociente para mostrar a boa definic¸a˜o.
Seja ρ′ : T (g)→ U(g) dada nos monoˆmios v := v1 . . . vn ∈ T (g) por
ρ′(v1 . . . vn) =
1
n!
∑
σ∈Sn
vσ(1) . . . vσ(n) =
1
n!
∑
σ∈Sn
σ(v) .
Fazemos aqui um pequeno abuso de notac¸a˜o, escrevendo σ(v) = vσ(1) . . . vσ(n).
Precisamos mostrar que I ⊆ ker(ρ′), isto e´, que ρ′ anula I. De fato,
basta mostrarmos que ρ′ anula elementos da forma
v := v1 . . . vk(ab− ba)vk+3 . . . vn , com n ≥ 2 e k ≤ n− 2 .
Entendemos aqui que:
k = 0 =⇒ v1 . . . vk(ab− ba)vk+3 . . . vn := (ab− ba)v3 . . . vn
k = n− 2 =⇒ v1 . . . vk(ab− ba)vk+3 . . . vn := v1 . . . vn−2(ab− ba)
n = 2 =⇒ v1 . . . vk(ab− ba)vk+3 . . . vn := ab− ba .
Escreva v = x− y, com:
x = x1 . . . xn := v1 . . . vk a b vk+3 . . . vn
y = y1 . . . yn := v1 . . . vk b a vk+3 . . . vn .
Seja γ = (k+ 1 k+ 2) ∈ Sn a permutac¸a˜o que troca k+ 1 e k+ 2. Temos,
em todos os casos, que
y = γ(x) .
Portanto, temos
ρ′(v) = ρ′(x)− ρ′(y)
=
1
n!
∑
σ∈Sn
σ(x)− 1
n!
∑
σ∈Sn
σ(y)
=
1
n!
∑
σ∈Sn
σ(x)− 1
n!
∑
σ∈Sn
σ(γ(x))
=
1
n!
∑
σ∈Sn
σ(x)− 1
n!
∑
σ∈Sn
σ(x)
= 0 .
Assim, ρ′ anula I, e ρ fica bem definida. y
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Afirmac¸a˜o: ρ e´ morfismo de coa´lgebras.
Prova da afirmac¸a˜o. Mostraremos que ρ preserva o coproduto e a couni-
dade.
(ρ preserva coproduto:)
Note que para 1K ∈ S(g) vale:
(ρ⊗ ρ) ◦∆S(g)(1K) = 1K ⊗ 1K = ∆U(g) ◦ ρ(1K) .
Seja g1 . . . gn ∈ S(g) um monoˆmio. Calculamos:
(ρ⊗ ρ) ◦∆S(g)(g1 . . . gn)
= (ρ⊗ ρ)((g1 ⊗ 1K + 1K ⊗ g1) · · · (gn ⊗ 1K + 1K ⊗ gn))
= (ρ⊗ ρ)
 n∑
k=0
∑
σ∈Sn,k
gσ(1) . . . gσ(k) ⊗ gσ(k+1) . . . gσ(n)

=
n∑
k=0
∑
σ∈Sn,k
ρ(gσ(1) . . . gσ(k))⊗ ρ(gσ(k+1) . . . gσ(n))
=
n∑
k=0
∑
σ∈Sn,k
∑
γ∈Sk
∑
δ∈Sn−k
1
k!
1
(n− k)!gγ(σ(1)) . . . gγ(σ(k)) ⊗ gδ(σ(k+1)) . . . gδ(σ(n)) .
Tambe´m calculamos:
∆U(g) ◦ ρ(g1 . . . gn)
= ∆U(g)
(
1
n!
∑
ν∈Sn
gν(1) . . . gν(n)
)
=
1
n!
∑
ν∈Sn
∆U(g)
(
gν(1)
)
. . .∆U(g)
(
gν(n)
)
=
∑
ν∈Sn
1
n!
(
gν(1) ⊗ 1K + 1K ⊗ gν(1)
) · · · (gν(n) ⊗ 1K + 1K ⊗ gν(n))
=
n∑
k=0
∑
ν∈Sn
∑
ς∈Sn,k
1
n!
gν(ς(1)) . . . gν(ς(k)) ⊗ gν(ς(k+1)) . . . gν(ς(n)) .
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Seja k ∈ {0, . . . , n} fixo. Se k = 0 ou k = n, os termos∑
σ∈Sn,k
∑
γ∈Sk
∑
δ∈Sn−k
1
k!
1
(n− k)!gγ(σ(1)) . . . gγ(σ(k)) ⊗ gδ(σ(k+1)) . . . gδ(σ(n))∑
ν∈Sn
∑
ς∈Sn,k
1
n!
gν(ς(1)) . . . gν(ς(k)) ⊗ gν(ς(k+1)) . . . gν(ς(n))
correspondem, ambos, a∑
γ∈Sn
1
n!
1K ⊗ gγ(1) . . . gγ(n) (k = 0)
∑
γ∈Sn
1
n!
gγ(1) . . . gγ(n) ⊗ 1K (k = n) .
Consideramos, enta˜o, k ∈ {1, . . . , n− 1}. Vamos comparar os termos:
gγ(σ(1)) . . . gγ(σ(k))⊗ gδ(σ(k+1)) . . . gδ(σ(n)) , σ ∈ Sn,k , γ ∈ Sk , δ ∈ Sn−k
com
gν(ς(1)) . . . gν(ς(k)) ⊗ gν(ς(k+1)) . . . gν(ς(n)) , ν ∈ Sn , ς ∈ Sn,k .
Precisamos saber que relac¸a˜o existe entre estas permutac¸o˜es:
Tipo 1: (γ × δ) ◦ σ, com σ ∈ Sn,k, γ ∈ Sk, δ ∈ Sn−k;
Tipo 2: ν ◦ ς, com ν ∈ Sn, ς ∈ Sn,k.
Escrevemos abaixo o nu´mero de permutac¸o˜es de cada tipo (contando re-
petic¸o˜es, isto e´, maneiras diferentes de se obter a mesma permutac¸a˜o):
# Tipo 1: |Sn,k| · |Sk| · |Sn−k| =
(
n
k
) · k! · (n− k)! = n! ;
# Tipo 2: |Sn| · |Sn,k| = n! ·
(
n
k
)
.
Mostramos que cada permutac¸a˜o do tipo 1 pode ser obtida por exatamente(
n
k
)
permutac¸o˜es do tipo 2. De fato, seja (γ × δ) ◦ σ uma permutac¸a˜o do
tipo 1. Para qualquer uma das
(
n
k
)
permutac¸o˜es ς ∈ Sn,k, existe uma u´nica
permutac¸a˜o ν ∈ Sn tal que ν ◦ ς = (γ × δ) ◦ σ; e´ a permutac¸a˜o dada por
ν = (γ× δ) ◦σ ◦ ς−1. Portanto, alcanc¸amos uma dada permutac¸a˜o do tipo
1 de exatamente
(
n
k
)
maneiras diferentes usando permutac¸o˜es do tipo 2. E,
portanto, cada termo gγ(σ(1)) . . . gγ(σ(k))⊗gδ(σ(k+1)) . . . gδ(σ(n)) e´ alcanc¸ado
de
(
n
k
)
maneiras diferentes por gν(ς(1)) . . . gν(ς(k)) ⊗ gν(ς(k+1)) . . . gν(ς(n)).
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Assim, podemos identificar:∑
ν∈Sn
∑
ς∈Sn,k
1
n!
gν(ς(1)) . . . gν(ς(k)) ⊗ gν(ς(k+1)) . . . gν(ς(n))
=
∑
σ∈Sn,k
∑
γ∈Sk
∑
δ∈Sn−k
1
n!
(
n
k
)
gγ(σ(1)) . . . gγ(σ(k)) ⊗ gδ(σ(k+1)) . . . gδ(σ(n))
=
∑
σ∈Sn,k
∑
γ∈Sk
∑
δ∈Sn−k
1
k!
1
(n− k)!gγ(σ(1)) . . . gγ(σ(k)) ⊗ gδ(σ(k+1)) . . . gδ(σ(n)) .
Isso implica na igualdade
(ρ⊗ ρ) ◦∆S(g)(g1 . . . gn) = ∆U(g) ◦ ρ(g1 . . . gn) .
Portanto (ρ⊗ ρ) ◦∆S(g) = ∆U(g) ◦ ρ.
(ρ preserva counidade:)
Para 1K ∈ S(g), temos:
εS(g) ◦ ρ(1K) = εS(g)(1K) = 1K = εU(g)(1K) .
Agora seja g1 . . . gn ∈ S(g) um monoˆmio. Temos:
εS(g) ◦ ρ(g1 . . . gn) = εS(g)
(
1
n!
∑
σ∈Sn
gσ(1) . . . gσ(n)
)
=
1
n!
∑
σ∈Sn
0
= 0
= εU(g)(g1 . . . gn) .
Portanto, temos εS(g) ◦ ρ = εU(g). y
Afirmac¸a˜o: ρ e´ injetiva.
Prova da afirmac¸a˜o. Usaremos o lema 4.4.10. O morfismo de coa´lgebras ρ
tem domı´nio na a´lgebra sime´trica S(g). Note que ρ restrita a K⊕g ⊆ S(g)
se reduz a` identidade K⊕ g ⊆ S(g)→ K⊕ g ⊆ U(g):
ρ(λ+ g) = ρ(λ) + ρ(g) = λ+
1
1!
g = λ+ g ∈ U(g) .
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Mostraremos, enta˜o, que ker(ρ) = 0. Seja dado λ + g ∈ ker(ρ), em que
λ ∈ K ⊆ U(g) e g ∈ g ⊆ U(g). Pelo corola´rio 3.3.2 do teorema de
Poincare`-Birkhoff-Witt, temos que as incluso˜es naturais iu : g ↪→ U(g) e
is : g ↪→ S(g) sa˜o injetoras. Portanto
λ+ g = λ+ iu(g) = 0 em U(g) a soma e´ direta=⇒ λ = 0, iu(g) = 0 em U(g)
iu e´ injetiva
=⇒ λ = 0 em K e g = 0 em g
=⇒ λ = 0, is(g) = 0 em S(g)
=⇒ λ+ g = λ+ is(g) = 0 em S(g),
e ker(ρ) = 0. y
Afirmac¸a˜o: ρ e´ sobrejetiva.
Prova da afirmac¸a˜o. Considere as filtrac¸o˜es S(g) = ⋃∞n=0 Sn e U(g) =⋃∞
n=0 Un vistas nos exemplos 4.3.4 e 4.3.3. Faremos induc¸a˜o em n para
mostrar que
ρn : Sn → Un
e´ sobrejetiva para todo n ∈ N. Em consequeˆncia disso, ρ e´ sobrejetiva.
(n = 1:) Temos que ρ1 : S1 → U1 e´, como vimos antes, a identidade
K⊕ g ⊆ S(g)→ K⊕ g ⊆ U(g), que e´ sobrejetiva.
Seja n ≥ 1. Supomos que ρn : Sn → Un e´ sobrejetiva (HI). Mostraremos o
caso n+ 1:
(n+ 1:) De fato, seja {ui}i∈I base ordenada de g e
{ui1 . . . uik | i1 ≤ . . . ≤ ik em I}
base de U(g) pelo teorema de Poincare`-Birkhoff-Witt (teorema 3.3.1). Te-
mos que
{ui1 . . . uik | i1 ≤ . . . ≤ ik em I, k ≤ n+ 1}
e´ base do espac¸o Un+1 gerado pelos monoˆmios de grau ≤ n+ 1 . Ja´ temos,
pela (HI), que os monoˆmios de grau ≤ n de Un+1 sa˜o alcanc¸ados por ρn e,
portanto, por ρ. Basta, enta˜o, mostrar que todos os monoˆmios com grau
n+ 1 da base sa˜o alcanc¸ados por ρn+1.
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Considere um monoˆmio da base ui1 . . . uinuin+1 . Podemos, com o au-
x´ılio do comutador [, ], permutar quaisquer dois termos do monoˆmio. Por
exemplo, podemos escrever
ui1ui2 . . . uinuin+1 = ui2ui1 . . . uinuin+1 + [ui1 , ui2 ] . . . uinuin+1 .
Como qualquer permutac¸a˜o σ ∈ Sn+1 e´ pode ser formada por combinac¸a˜o
de permutac¸o˜es de elementos cont´ıguos, podemos escrever
ui1 . . . uinuin+1 = uiσ(1) . . . uiσ(n)uiσ(n+1) + termos com [,] (grau ≤ n) .
Portanto:
ui1 . . . uinuin+1 =
1
(n+ 1)!
(n+ 1)!ui1 . . . uinuin+1
=
1
(n+ 1)!
∑
σ∈Sn+1
uiσ(1) . . . uiσ(n)uiσ(n+1) + termos com [,]
= ρ(ui1 . . . uinuin+1)︸ ︷︷ ︸
∈Im(ρ)
+ termos com [,]︸ ︷︷ ︸
∈Im(ρ) (grau ≤ n e (HI))
∈ Im(ρ)
Logo ρ e´ sobrejetora. y
Com isso, fica provado o lema.
Vamos a` prova do teorema central desta sec¸a˜o.
Teorema 4.4.12 (Milnor-Moore). Seja B uma bia´lgebra conexa e coco-
mutativa, sobre um corpo K de caracter´ıstica 0. Enta˜o
B ∼= U(P(B)) ,
e o isomorfismo e´ J : U(P(B)) → B, a extensa˜o da inclusa˜o canoˆnica
j : P(B) → B via propriedade universal da a´lgebra envolvente (ver defini-
c¸a˜o 3.2.1).
Demonstrac¸a˜o. Comec¸aremos vendo que J e´ um morfismo de bia´lgebra.
Em seguida, mostramos a injetividade e sobrejetividade de J .
(J e´ um morfismo de bia´lgebras:)
Usaremos o lema 3.2.5 para obter que a extensa˜o J da inclusa˜o canoˆ-
nica j e´ um morfismo de bia´lgebras. De fato, temos que j : P(B) → B e´
morfismo de a´lgebras de Lie, com Im(j) ⊆ P(B). Do lema mencionado,
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obtemos que J : U(P(B))→ B e´ um morfismo de bia´lgebras.
A injetividade e´ mais fa´cil de ser demonstrada lanc¸ando-se ma˜o de um
truque. Faremos essa demonstrac¸a˜o primeiro.
(J e´ injetora:)
Considere o morfismo de coa´lgebras J ◦ρ : S(P(B))→ B. Sua restric¸a˜o
a K ⊕ P(B) e´ injetiva, pois e´ igual a` identidade. De fato, dados λ ∈ K e
b ∈ P(B), temos:
J ◦ ρ(λ+ b) = J(ρ(λ))+ J(ρ(b))
= J(λ) + J
(
1
1!b
)
= λ+ J(b)
= λ+ b .
Portanto, pelo lema 4.4.10, temos que J ◦ ρ e´ injetiva em todo S(P(B)).
Como ρ e´ isomorfismo, segundo o lema 4.4.11, conclui-se que J e´ injetiva.
Vamos a` sobrejetividade. Esta e´ a parte mais trabalhosa da demons-
trac¸a˜o, e para mostra´-la, sera´ usado o teorema de Poincare`-Birkhoff-Witt.
(J e´ sobrejetora:)
Seja {ai}i∈I uma base ordenada para a a´lgebra de Lie P(B). Pelo
teorema de Poincare`-Birkhoff-Witt,{
ar | r ∈ N(I)
}
e´ base para U(P(B)), em que denotamos ar := ar1i1 . . . arkik , com ii < . . . < ik
e r1, . . . , rk as entradas na˜o nulas do multi-´ındice r ∈ N(I). Se r = 0, de-
notamos ar = 1K. Tambe´m definimos r! := r1! · · · rk! .
Afirmac¸a˜o: Os elementos{
Ar := 1r!J(a
r) | r ∈ N(I)
}
sa˜o LI em B e formam uma base para a Im(J).
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Prova da afirmac¸a˜o. De fato, temos:∑
r
αrA
r = 0 em B =⇒ J
(∑
r
αr
1
r!a
r
)
= 0
J e´ injetiva
=⇒
∑
r
αr
1
r!a
r = 0 =⇒ αr 1r! , ∀r =⇒ αr = 0 , ∀r ,
portanto sa˜o LI. Geram Im(J) pois dado J(u) ∈ Im(J), com u ∈ U(P(B)),
temos u =
∑
r αra
r, e aplicando J , temos
J(u) = J
(∑
r
αra
r
)
=
∑
r
(αrr!)J
(
1
r!a
r
)
=
∑
r
(αrr!)A
r .
y
Como B e´ uma bia´lgebra conexa, pelo lema 4.4.9, temos B = K1B +⋃∞
n=1B
′
n. Sabemos que K1B ⊆ Im(J), ja´ que J e´ morfismo de bia´lge-
bras (e em particular, 1B = J(1P(B))). E´ suficiente, enta˜o, provar que
B′n ⊆ Im(J) para todo n ≥ 1. Iremos provar por induc¸a˜o em n.
Afirmac¸a˜o: B′n ⊆ Im(J) para todo n ≥ 1.
Prova da afirmac¸a˜o. Faremos induc¸a˜o em n. O caso n = 1 e´ consequeˆncia
do lema 4.4.1; temos
B′1 = B1 ∩ ker(ε) ⊆ (K1B ⊕ P(B))︸ ︷︷ ︸
⊆Im(J)
∩ ker(ε) ⊆ Im(J) .
Supomos que para n ≥ 1 vale B′n ⊆ Im(J) (HI). Mostramos agora que vale
B′n+1 ⊆ Im(J).
Seja a ∈ B′n+1 fixo. Dividiremos a prova de que a ∈ Im(J) em 5 etapas.
Etapa 1: ca´lculo de ∆′B(a).
Tem-se ∆′B(a) ∈ B′n⊗B′n, segundo a proposic¸a˜o 4.4.7. Pela hipo´tese
de induc¸a˜o (HI), temos ∆′B(a) ∈ Im(J)⊗ Im(J), e usando a base de
Im(J) escrita acima, podemos escrever
∆′B(a) =
∑
r,s
λ(r, s)Ar ⊗As
=
∑
r,s 6=0
λ(r, s)Ar ⊗As +
+
∑
s6=0
λ(0, s)1B ⊗As +
∑
r 6=0
λ(r, 0)Ar ⊗ 1B + λ(0, 0)1B ⊗ 1B ,
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com λ(r, s) ∈ K e a soma e´ sobre multi-´ındices r, s ∈ N(I) com apenas
finitas entradas na˜o nulas. Como B′n = Bn ∩ ker(ε), e 1B /∈ ker(ε),
temos que 1B /∈ B′n. Tem-se:∑
s6=0
λ(0, s)1B ⊗As +
∑
r 6=0
λ(r, 0)Ar ⊗ 1B + λ(0, 0)1B ⊗ 1B = 0 .
De fato, considerando que os Ar’s e 1B sa˜o LI em Im(J), e usando o
lema 1.2.16, temos∑
s6=0 λ(0, s)1B ⊗As +
∑
r 6=0
λ(r, 0)Ar ⊗ 1B + λ(0, 0)1B ⊗ 1B ∈ B′n ⊗B′n
As’s e 1B LI=⇒ λ(0, s)1B ,
∑
r 6=0
λ(r, 0)Ar + λ(0, 0)1B ∈ B′n , e
Ar’s e 1B LI=⇒
∑
s6=0
λ(0, s)As + λ(0, 0)1B , λ(r, 0)1B ∈ B′n .
Se algum dos λ(0, s), λ(r, 0), λ(0, 0) fosse diferente de zero, ter´ıamos
1B ∈ B′n, o que na˜o pode ocorrer. Logo, λ(0, s), λ(r, 0), λ(0, 0) = 0.
Portanto, podemos escrever:
(#) ∆′B(a) =
∑
r,s 6=0
λ(r, s)Ar ⊗As .
Etapa 2: ca´lculo de ∆′B(A
r).
Tem-se:
∆U(P(B))(ani ) =
(
∆U(P(B))(ai)
)n
=
(
(ai ⊗ 1K + 1K ⊗ a1)
)n
=
n∑
k=0
(
n
k
)
(ai ⊗ 1K)k · (1K ⊗ ai)n−k
=
n∑
k=0
(
n
k
)
aki ⊗ an−ki ,
∆U(P(B))
(
ani
n!
)
=
n∑
k=0
aki
k!
⊗ a
n−k
i
(n− k)!
=
∑
k+l=n
aki
k!
⊗ a
l
i
l!
.
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Enta˜o:
∆U(P(B))
(
ar1i1
r1!
. . .
arkik
rk!
)
=
( ∑
p1+q1=r1
ap1i1
p1!
⊗ a
q1
i1
q1!
)
. . .
( ∑
pk+qk=rk
apkik
pk!
⊗ a
qk
ik
qk!
)
=
∑
p1+q1=r1
· · ·
∑
pk+qk=rk
(
ap1i1
p1!
· · · a
pk
ik
pk!
)
⊗
(
aq1i1
q1!
· · · a
qk
ik
qk!
)
.
Logo, considerando p, q, r ∈ N(I) multi-´ındices, temos:
∆U(P(B))
(
ar
r!
)
=
∑
p+q=r
ap
p!
⊗ a
q
q!
.
Usando que J e´ morfismo de bia´lgebras, temos:
∆B(A
r) = ∆B
(
1
r!
J(ar)
)
= ∆B ◦ J
(
ar
r!
)
= (J ⊗ J) ◦∆U(P(B))
(
ar
r!
)
= (J ⊗ J)
( ∑
p+q=r
ap
p!
⊗ a
q
q!
)
=
∑
p+q=r
J
(
ap
p!
)
⊗ J
(
aq
q!
)
=
∑
p+q=r
Ap ⊗Aq ,
(##)
∆′B(A
r) = ∆B(A
r)−Ar ⊗ 1B − 1B ⊗Ar
=
( ∑
p+q=r
Ap ⊗Aq
)
−Ar ⊗ 1B − 1B ⊗Ar
=
∑
p+q=r
p,q 6=0
Ap ⊗Aq
Etapa 3: obtendo relac¸o˜es entre os coeficientes λ(r, s).
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Usando os resultados anteriores, conseguimos calcular:
(∆′B ⊗ Id)(∆′B(a))
(#)
= (∆′B ⊗ Id)
∑
p,t 6=0
λ(p, t) Ap ⊗At

=
∑
p,t 6=0
λ(p, t) ∆′B(A
p)⊗At
(##)
=
∑
p,t 6=0
λ(p, t)
 ∑
r+s=p
r,s 6=0
Ar ⊗As
⊗At
=
∑
r,s,t 6=0
λ(r + s, t) Ar ⊗As ⊗At ,
(Id⊗∆′B)(∆′B(a))
(#)
= (Id⊗∆′B)
∑
r,q 6=0
λ(r, q) Ar ⊗Aq

=
∑
r,q 6=0
λ(r, q) Ar ⊗∆′B(Aq)
(##)
=
∑
r,q 6=0
λ(r, q) Ar ⊗
 ∑
s+t=q
s,t6=0
As ⊗At

=
∑
r,s,t 6=0
λ(r, s+ t) Ar ⊗As ⊗At .
Tambe´m temos:
∆′B(a)
(#)
=
∑
r,s 6=0
λ(r, s) Ar ⊗As
τ ◦∆′B(a) = τ
∑
s,r 6=0
λ(s, r) As ⊗Ar
 = ∑
r,s 6=0
λ(s, r) Ar ⊗As .
Lembramos que ∆′B e´ coassociativo e cocomutativo, pela proposic¸a˜o
4.4.6. A coassociatividade nos da´
λ(r + s, t) = λ(r, s+ t) , ∀r, s, t 6= 0
e a cocomutatividade,
λ(r, s) = λ(s, r) , ∀r, s 6= 0 .
Dessas relac¸o˜es, obtemos abaixo que λ(r, s) so´ depende da soma r+s.
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Etapa 4: os coeficientes λ(r, s) so´ dependem de r + s.
Sejam r, s, t, u 6= 0 multi-´ındices tais que r + s = t + u. Vamos
decompor esses multi-´ındices de tal forma que
r = k + l s = m+ n
t = k +m u = l + n .
Para tanto, fixamos i ∈ I e tentamos resolver o seguinte sistema
linear para ki, li,mi, ni ∈ N.
ki +li = ri
ki +mi = ti
+li +mi = ui
+mi +ni = si
.
Escalonando, obtemos um sistema poss´ıvel e indeterminado:
1 1 0 0 | ri
0 −1 1 0 | ti − ri
0 0 1 1 | si
0 0 0 0 | ti − ri + ui − si︸ ︷︷ ︸
=0
 .
Temos, enta˜o:
ki = αi − si + ti = αi − ui + ri
li = −αi + ui
mi = −αi + si
ni = αi ,
para qualquer αi ∈ R. Resta observar que podemos escolher um
αi ∈ N tal que ki, li,mi, ni ≥ 0 e ki, li,mi, ni ∈ N. De fato, as
condic¸o˜es para que isso acontec¸a sa˜o
0 ≤ αi ≤ si
ui − ri ≤ αi ≤ ui .
Basta escolher αi = 0 para os ı´ndices i em que ri, si, ti, ui = 0,
e para os finitos ı´ndices em que algum desses na˜o e´ nulo, defina
αi = ui − ri = si − ti ∈ N se ui − ri ≥ 0 e αi = min(si, ui) se
ui − ri < 0. Dessa forma, conseguimos multi-´ındices k, l,m, n ∈ NI
como requeridos acima.
Tendo a decomposic¸a˜o acima, consideramos os seguintes casos. Note
que λ(p, q) so´ esta´ definido se p, q 6= 0 :
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– Se k 6= 0, fazemos:
λ(r, s) = λ(k + l,m+ n) = λ(k,m+ n+ l)
λ(t, u) = λ(k +m, l + n) = λ(k,m+ n+ l) ;
– Se k = 0, enta˜o como r = k + l 6= 0, temos l 6= 0, e fazemos:
λ(r, s) = λ(l,m+ n)
λ(t, u) = λ(m, l + n) = λ(m+ n, l) = λ(l,m+ n) .
Assim λ(r, s) = λ(t, u) para r + s = t+ u. Portanto λ(r, s) depende
apenas de r + s. Escreveremos enta˜o λ(r, s) = λ(r + s).
Etapa 5: a ∈ Im(J) .
Assim, tem-se
∆′B(a)
(#)
=
∑
r,s 6=0
λ(r, s) Ar ⊗As
=
∑
r,s 6=0
λ(r + s) Ar ⊗As
=
∑
|t|≥2
∑
r+s=t
r,s 6=0
λ(r + s)Ar ⊗As
=
∑
|t|≥2
λ(t)
∑
r+s=t
r,s 6=0
Ar ⊗As
(##)
=
∑
|t|≥2
λ(t)∆′B(A
t)
em que denotamos |t| = |t1| + · · · + |tk|, com t1, . . . , tk as entradas
na˜o-nulas do multi-´ındice t ∈ N(I). Assim
∆′B
a−∑
|t|≥2
λ(t)At
 = ∆′B(a)−∑
|t|≥2
λ(t)∆′B(A
t) = 0 ,
e obtem-se que b := a −∑|t|≥2 λ(t)At e´ primitivo. Por fim, b =
j(b) = J(b) ∈ Im(J), e como todos os At esta˜o em Im(J), temos
a = b+
∑
|t|≥2
λ(t)At ∈ Im(J) .
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Terminamos a induc¸a˜o. Obtemos, enta˜o, que B′n ⊆ Im(J) para todo n ≥ 1
e encerramos a prova da afirmac¸a˜o. y
Da afirmac¸a˜o, conclu´ımos que
B = K1B +
∞⋃
n=1
B′n ⊆ Im(J) ,
e, por conseguinte, que J e´ sobrejetiva. Aqui termina a demonstrac¸a˜o do
teorema.
Observac¸a˜o 4.4.13 (Uso das hipo´teses no teorema). Requerimos que o
corpo tenha caracter´ıstica nula para mostrar a injetividade e sobrejeti-
vidade de J . Foi necessa´ria para termos acesso a` aplicac¸a˜o de simetriza-
c¸a˜o, na prova da injetividade. Na sobrejetividade, em diversas passagens,
tambe´m foi necessa´rio dividir por um elemento do corpo pertencente aos
naturais, que deve-se garantir ser 6= 0.
A conexidade com filtrac¸a˜o de B foi a base da prova da sobrejetividade.
Usamos pela primeira vez para decompor B = K1B +
⋃∞
n=0B
′
n.
A cocomutatividade foi usada na prova da sobrejetividade de J . Usamo-
na apenas para obter λ(r, s) = λ(s, r). E o u´nico momento em que usamos
essa relac¸a˜o foi na prova de que λ(r, s) so´ depende de r + s, e foi apenas
no subcaso em que mostramos λ(r, s) = λ(t, u) para k = 0 !
Uma consequeˆncia desse teorema e´ que a bia´lgebra em questa˜o e´ uma
a´lgebra de Hopf, ja´ que e´ isomorfa a` algebra de Hopf U(P(B)) como bia´l-
gebras.
Corola´rio 4.4.14. Seja B uma bia´lgebra conexa com filtrac¸a˜o. Se B e´
cocomutativa sobre um corpo K de caracter´ıstica 0, enta˜o B e´ uma a´lgebra
de Hopf.
Demonstrac¸a˜o. De fato, pelo teorema de Milnor-Moore, B ∼= U(P(B))
como bia´lgebras. Mas como U(P(B)) tem ant´ıpoda, enta˜o transportando
para B por meio do isomorfismo, B admite uma ant´ıpoda, e e´ uma a´lgebra
de Hopf. Escrevendo isso explicitamente, seja J : U(P(B))→ B o isomor-
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fismo mencionado; temos que SB := J ◦ SU(P(B)) ◦ J−1 e´ uma ant´ıpoda:
SB ∗ Id = µB ◦ (SB ⊗ Id) ◦∆B
= µB ◦
((
J ◦ SU(P(B)) ◦ J−1
)⊗ (J ◦ Id ◦ J−1)) ◦∆B
= µB ◦ (J ⊗ J) ◦ (SU(P(B)) ⊗ Id) ◦ (J−1 ⊗ J−1) ◦∆B
= J ◦ µU(P(B)) ◦ (SU(P(B)) ⊗ Id) ◦∆U(P(B)) ◦ J−1
= J ◦ (SU(P(B)) ∗ Id) ◦ J−1
= J ◦ ηU(P(B)) ◦ εU(P(B)) ◦ J−1
= ηB ◦ εB ,
Id ∗ SB = µB ◦ (Id⊗ SB) ◦∆B
= µB ◦
((
J ◦ Id ◦ J−1)⊗ (J ◦ SU(P(B)) ◦ J−1)) ◦∆B
= µB ◦ (J ⊗ J) ◦ (Id⊗ SU(P(B))) ◦ (J−1 ⊗ J−1) ◦∆B
= J ◦ µU(P(B)) ◦ (Id⊗ SU(P(B))) ◦∆U(P(B)) ◦ J−1
= J ◦ (Id ∗ SU(P(B))) ◦ J−1
= J ◦ ηU(P(B)) ◦ εU(P(B)) ◦ J−1
= ηB ◦ εB .
Observac¸a˜o 4.4.15. Tendo em vista que B e U(P(B)) sa˜o a´lgebras de Hopf,
o morfismo do teorema de Milnor-Moore e´ isomorfismo de a´lgebras de Hopf
tambe´m.
Vimos no teorema 4.2.1 que uma bia´lgebra conexa com graduac¸a˜o e´
uma a´lgebra de Hopf. O corola´rio apresentado acima so´ na˜o e´ um caso
particular do teorema 4.2.1 porque uma bia´lgebra que admite filtrac¸a˜o
na˜o necessariamente admite uma graduac¸a˜o. Apenas o contra´rio e´ va´-
lido garantidamente: uma graduac¸a˜o numa bia´lgebra define uma filtrac¸a˜o
conforme a observac¸a˜o 4.3.2 da definic¸a˜o 4.3.1.
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Capı´tulo5
Rooted trees, a´lgebras de Hopf
e o teorema de Panaite
No presente cap´ıtulo estudaremos algumas a´lgebras sobre grafos do
tipo a´rvore com raiz. As a´lgebras estudadas surgem em contextos dis-
tintos. Uma delas, a a´lgebra de Connes-Kreimer, aparece no contexto
de renormalizac¸a˜o em teoria quaˆntica de campos. A outra a´lgebra, de
Grossman-Larson, surgiu na investigac¸a˜o de certas estruturas de dados
baseadas em a´rvores, com o intuito de se computar operadores diferenciais
de uma maneira eficiente.
Primeiramente abordaremos as definic¸o˜es iniciais, de grafos tipo a´r-
vore com raiz, a´rvores ordenadas, e algumas operac¸o˜es definidas nesses
grafos. Passamos ao estudo da estrutura de a´lgebra de Hopf das a´lgebras
de Connes-Kreimer e de Grossman-Larson. Em seguida, dedicaremos uma
sec¸a˜o ao teorema de Panaite, que ajudara´ a encontrar uma relac¸a˜o entre
essas duas a´lgebras. Na u´ltima sec¸a˜o, mostraremos que a relac¸a˜o entre
essas a´lgebras e´ a dualidade. No decorrer, procuramos abordar tanto o
caso das a´rvores na˜o-ordenadas como o das ordenadas.
5.1 Rooted trees
Comec¸aremos com as definic¸o˜es iniciais a respeito dos grafos tipo a´rvore
com ra´ız. Definiremos a´rvores na˜o-ordenadas e ordenadas, e estabelecere-
mos algumas operac¸o˜es sobre essas a´rvores.
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5.1.1 A´rvores (na˜o-ordenadas)
Definic¸a˜o 5.1.1. Uma a´rvore com raiz, ou rooted tree, e´ um grafo
1. finito;
2. conexo (sempre existe um caminho ligando dois ve´rtices);
3. sem ciclos (existe apenas um caminho ligando dois ve´rtices);
4. com um u´nico ve´rtice “especial”, chamado raiz, do qual apenas par-
tem arestas.
Nas ilustrac¸o˜es das a´rvores, convencionamos desenhar a raiz sempre no
topo da figura, e o sentido das arestas e´ o de cima para baixo, de modo
que na˜o precisamos desenhar flexas nas arestas.
Dado um ve´rtice V , os ve´rtices descendentes, ou ve´rtices filhos, sa˜o os
ve´rtices que esta˜o ligados a V por uma aresta partindo de V .
As folhas sa˜o os ve´rtices que na˜o tem descendentes. O conjunto de
todas as a´rvores na˜o-vazias e´ denotado por RT e o conjunto de todas as
a´rvores de n ve´rtices e´ denotado por RTn.
Uma floresta, ou rooted forest, e´ um grafo finito em que cada compo-
nente e´ uma a´rvore; ou seja, e´ uma palavra em RT. Inclu´ımos o grafo vazio
nessa definic¸a˜o, considerando-o como a palavra nula, e denotamos por 1 .
O conjunto de todas as florestas e´ denotado por RF e o conjunto de todas
as florestas de n ve´rtices e´ denotado por RFn.
K[RT] denota a a´lgebra associativa e com unidade gerada pelas a´rvores.
Exemplo 5.1.2. As a´rvores de 1 ate´ 4 ve´rtices sa˜o explicitadas abaixo:
 ,  ,  ,  ,  ,  ,  ,  .
Exemplo 5.1.3. f =  =  e´ uma floresta com 5 ve´rtices.
Vamos estabelecer algumas operac¸o˜es envolvendo a´rvores.
Definic¸a˜o 5.1.4.
1. O nu´mero de ve´rtices de uma floresta f e´ denotado por #f ou |f |.
2. B+ : K[RT]→ K[RT] leva uma floresta f = t1t2 . . . tn em uma a´rvore
B+(f) da seguinte forma: escreva um novo ve´rtice, que sera´ a raiz
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da B+(f), e ligue-o a` todas as ra´ızes das a´rvores t1 · · · tn da floresta
f ; estenda essa definic¸a˜o por linearidade para todas as somas finitas
de florestas com coeficientes em K. Tambe´m define-se B+(1) = •. A
figura abaixo ilustra a operac¸a˜o em uma a´rvore:
B+ (t1 t2 t3) =
t1 t2 t3
.
Temos que B+ e´ uma transformac¸a˜o linear, mas na˜o e´ morfismo de
a´lgebras, ja´ que
B+
(

)
= 6=  = B
+
(

)
B+ () .
O nu´mero de ve´rtices de B+(f) e´ |f |+ 1, para f floresta.
Toda a´rvore na˜o-nula pode ser decomposta de maneira u´nica em B+
de uma floresta, com nu´mero de ve´rtices menor que a a´rvore original.
Basta deletar a raiz e considerar a floresta formada pelas suba´rvores
que aparecem.
3. B− : K[RT] → K[RT] leva uma a´rvore t numa floresta f = t1 . . . tn
desta forma: delete a raiz de t, e forme uma floresta com as suba´rvo-
res t1 . . . tn que aparecerem; estenda para um morfismo de a´lgebras.
B−

t1 t2 t3
 = t1 t2 t3
B−

t1 t2 t3
·
u1 u2
 = t1 t2 t3 u1 u2 .
O nu´mero de ve´rtices de B−(t) e´ |t| − 1, para uma a´rvore t.
Perceba que se considerarmos os domı´nios restritos
B+ : RF→ RT
B− : RT→ RF ,
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temos o seguinte:
t1 · · · tn B
+
−→
t1 · · · tn
B−−→ t1 · · · tn
1
B+−→  B
−
−→ 1
t1 · · · tn
B−−→ t1 · · · tn B
+
−→
t1 · · · tn

B−−→ 1 B
+
−→  .
Portanto, com essa restric¸a˜o, vale
B+ ◦B− = Id e B− ◦B+ = Id ,
e ha´ uma bijec¸a˜o RF ∼= RT.
5.1.2 A´rvores ordenadas
Definic¸a˜o 5.1.5. Uma a´rvore ordenada, ou a´rvore planar, e´ uma a´rvore
t em que para cada ve´rtice V de t, os ve´rtices filhos de V sa˜o totalmente
ordenados. Para representar as a´rvores planares nas figuras, costuma-se
desenhar os ve´rtices filhos ordenados da esquerda para a direita:

< <
<
.
Uma floresta ordenada , ou floresta planar , e´ um grafo finito em que cada
componente e´ uma a´rvore planar, e as ra´ızes dessas a´rvores tambe´m sa˜o
ordenadas.
K{PRT} e´ a a´lgebra na˜o-comutativa gerada pelas a´rvores planares.
Quando na˜o houver confusa˜o, omitiremos o termo “planar” ou “ordenado”
por simplicidade.
Observac¸a˜o 5.1.6. As a´rvores planares de 1 ate´ 4 ve´rtices sa˜o representadas
abaixo
 ,  ,  ,  ,  ,  ,  ,  ,  .
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Observac¸a˜o 5.1.7. Na˜o podemos mais comutar os ramos das a´rvores, nem
as componentes de uma floresta. Por exemplo,
 6=
 6= .
Observac¸a˜o 5.1.8. Repare que as folhas da a´rvore tambe´m sa˜o ordenadas,
com uma ordem induzida pelos seus ve´rtices “ancestrais”, como na figura
repetida abaixo por convenieˆncia:

< <
<
.
Podemos definir operac¸o˜es ana´logas a`s das a´rvores na˜o-ordenadas.
Definic¸a˜o 5.1.9.
1. O nu´mero de ve´rtices de uma floresta f e´ denotado por #f ou |f |,
da mesma forma que antes.
2. B+ : K{PRT} → K{PRT} leva uma floresta ordenada f = t1t2 . . . tn
em uma a´rvore ordenada B+(f) de forma ana´loga ao caso da K[RT]:
escreva um novo ve´rtice, que sera´ a raiz da B+(f), e ligue-o a` todas
as ra´ızes das a´rvores t1 · · · tn da floresta f , mantendo a ordem em
que as ra´ızes aparecem na floresta; estenda essa definic¸a˜o por linea-
ridade para todas as somas finitas de florestas com coeficientes em
K. Ilustrando, novamente (repare como a ordem e´ mantida):
B+ (t1 t2 t3) =
t1 t2 t3
.
Nesse contexto B+ continua sendo uma transformac¸a˜o linear, sem
ser morfismo de a´lgebras, ja´ que, repetindo a observac¸a˜o para o caso
comutativo,
B+
(

)
= 6=  = B
+
(

)
B+ () .
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O nu´mero de ve´rtices de B+(f) continua sendo |f |+1, para f floresta
ordenada.
Toda a´rvore pode ser decomposta de maneira u´nica em B+ de uma
floresta, com nu´mero de ve´rtices menor que a a´rvore original. Basta
deletar a raiz e considerar a floresta formada pelas suba´rvores que
aparecem, mantendo a ordem.
3. B− : K{PRT} → K{PRT} leva uma a´rvore t numa floresta f =
t1 . . . tn desta forma: delete a raiz de t, e forme uma floresta com
as suba´rvores t1 . . . tn que aparecerem, mantendo a ordem em que os
ve´rtices filhos da ra´ız apareciam na a´rvore; estenda para um morfismo
de a´lgebras. Exemplificando:
B−

t1 t2 t3
 = t1 t2 t3
B−

t1 t2 t3
·
u1 u2
 = t1 t2 t3 u1 u2 .
Da mesma forma que no caso na˜o-ordenado, o nu´mero de ve´rtices de
B−(t) e´ |t| − 1, para t a´rvore ordenada.
Da mesma forma que com o caso das a´rvores na˜o-ordenadas, se consi-
derarmos os domı´nios restritos
B+ : PRF→ PRT
B− : PRT→ PRF ,
temos
t1 · · · tn B
+
−→
t1 · · · tn
B−−→ t1 · · · tn
1
B+−→  B
−
−→ 1
t1 · · · tn
B−−→ t1 · · · tn B
+
−→
t1 · · · tn

B−−→ 1 B
+
−→  .
Portanto, com essa restric¸a˜o, ainda vale
B+ ◦B− = Id e B− ◦B+ = Id ,
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e ha´ uma bijec¸a˜o PRF ∼= PRT.
5.2 A´lgebra de Connes-Kreimer
Nesta sec¸a˜o, apresentaremos a a´lgebra de Connes-Kreimer sobre a´rvo-
res com raiz e mostraremos sua estrutura de a´lgebra de Hopf. Conside-
raremos tambe´m uma versa˜o da a´lgebra de Connes-Kreimer para a´rvores
ordenadas. Tambe´m abordaremos uma propriedade universal associada a
essas a´lgebras.
5.2.1 Versa˜o na˜o-ordenada
5.2.1.1 Estrutura de a´lgebra de Hopf
Definic¸a˜o 5.2.1. A a´lgebra de a´rvores de Connes-Kreimer e´ a a´lgebra li-
vre associativa, comutativa e com unidade gerada por RT, e e´ denotada por
HCK. Em outras palavras, HCK e´ igual, como a´lgebra, a K[RT], que por
sua vez e´ igual ao espac¸o span(RF). A unidade e´ o grafo vazio, denotado
por 1, e o produto e´ a “concatenac¸a˜o” de grafos, como por exemplo:
 ·  = .
Veremos a seguir que e´ poss´ıvel definir uma estrutura de a´lgebra de
Hopf em HCK.
Para obtermos uma estrutura de bia´lgebra, precisamos de um copro-
duto e uma counidade. O coproduto sera´ obtido com o conceito de cortes
admiss´ıveis, definido abaixo.
Definic¸a˜o 5.2.2. Definimos corte e corte admiss´ıvel abaixo:
1. Um corte c em uma a´rvore t e´ uma escolha de arestas de t;
2. Um corte admiss´ıvel c em uma a´rvore t e´ uma escolha de arestas de t
em que qualquer caminho partindo da raiz encontra no ma´ximo uma
aresta cortada.
Vamos excluir o corte nulo (escolha de arestas vazia) desta definic¸a˜o,
por convenieˆncia.
Denote por Adm(t) o conjunto de todos os cortes admiss´ıveis de t.
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Exemplo 5.2.3. Vejamos um exemplo de corte admiss´ıvel e de corte na˜o
admiss´ıvel:
corte admiss´ıvel corte na˜o admiss´ıvel

−−−
−−−
−−− 
−−−
−−−−−−
−−−
Um corte c de uma a´rvore t define uma floresta W c(t) obtida deletando
de t as arestas escolhidas em c. Se o corte e´ admiss´ıvel, a floresta W c(t) vai
ter uma u´nica a´rvore que carrega a raiz de t. Vamos denotar essa a´rvore
por Rc(t), e o restante da floresta, por P c(t).
t P c(t) Rc(t)

−−−
−−− →   
Para facilitar mais adiante, defina:
o corte nulo cn como sendo a escolha de arestas vazia, Rcn(t) = t e
P cn(t) = 1;
o corte total ct, tal que Rct(t) = 1 e P ct(t) = t;
Adm(t) = Adm(t) ∪ {cn, ct} o conjunto de cortes admiss´ıveis esten-
dido de t.
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Uma maneira u´til de pensar nesses cortes e´ a seguinte:
corte total ct corte nulo cn
Rct(t) 1
−−−
P ct(t)  R
cn(t) −−−
P cn(t) 1 .
Agora estamos preparados para definir o coproduto em HCK.
Definic¸a˜o 5.2.4. Dada uma a´rvore t, defina o coproduto por
∆(t) = t⊗ 1 + 1⊗ t+
∑
c∈Adm(t)
P c(t)⊗Rc(t)
=
∑
c∈Adm(t)
P c(t)⊗Rc(t)
e estenda a um morfismo de a´lgebras.
A counidade sera´ dada, para uma a´rvore t, por
ε(t) = δ1,t
e estendemos esta func¸a˜o para um morfismo de a´lgebras tambe´m.
Mais adiante mostraremos que de fato este morfismo de a´lgebras satis-
faz a coassociatividade.
Exemplo 5.2.5. Ca´lculo do coproduto para algumas a´rvores:
∆(1) = 1⊗ 1
∆ () = ⊗ 1 + 1⊗
∆
(

)
= ⊗ 1 + 1⊗+⊗
∆
(

)
= ⊗ 1 + 1⊗+⊗+⊗
∆
(

)
=⊗ 1 + 1⊗+⊗+ 2⊗ .
Para mostrar a coassociatividade, usaremos um lema que diz como ∆
se comporta com relac¸a˜o a` operac¸a˜o B+.
200 Cap´ıtulo 5. Rooted trees, a´lgebras de Hopf e o teorema de Panaite
Lema 5.2.6. Para todo x ∈ HCK,
∆ ◦B+(x) = B+(x)⊗ 1 + (Id⊗B+) ◦∆(x) .
Demonstrac¸a˜o. E´ suficiente mostrar a igualdade para x = t1 . . . tn ∈ RF.
Seja t = B+(x). Vamos olhar para os cortes de t em termos de cortes nas
suba´rvores ti. Observe a seguinte figura:
t

−−−
−−−
t1 t2 t3
c ∈ Adm(t)
↔
t1 t2 t3
  
−
c1 = cn c2 = ct c3 ∈ Adm(t3)
Seja i = 1, 2, . . . , n. Note que todo corte admiss´ıvel estendido c de t que
na˜o e´ ct induz um corte admiss´ıvel estendido ci em ti dado pela colec¸a˜o
das arestas de c que esta˜o em ti, no caso em que essa colec¸a˜o e´ na˜o vazia.
Ou enta˜o, se ha´ um corte de c na aresta que liga a raiz a` suba´rvore ti,
correspondemos ci ao corte total de ti e se na˜o ha´ corte nessa aresta nem
em ti, correspondemos ci ao corte nulo.
Reciprocamente toda colec¸a˜o de cortes admiss´ıveis estendidos ci de ti,
i = 1, 2, . . . , n, fornece um corte admiss´ıvel c de t. Se algum ci for um
corte total, correspondemos a um corte na aresta que liga a raiz a` suba´rvore
ti. O corte total de t seria o u´nico corte admiss´ıvel estendido que na˜o e´
induzido por nenhuma colec¸a˜o de ci’s.
Ale´m disso, temos:
P c(t) = P c1(t1) . . . P
cn(tn)
Rc(t) = B+
(
Rc1(t1) . . . R
cn(tn)
)
.
Continuando o exemplo da figura acima:
P c(t) = P
c1(t1) = 1 P
c2(t2) = P
c3(t3) = 
↔
Rc(t) = R
c1(t1) =  R
c2(t2) = 1 R
c3(t3) = 
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Assim, podemos escrever
∑
c∈Adm(t)∪cn
=
∑
i=1,··· ,n
∑
ci∈Adm(ti)
e portanto:
∆(t) = t⊗ 1 +
∑
c∈Adm(t)∪cn
P c(t)⊗Rc(t)
= t⊗ 1 +
n∑
i=1
∑
ci∈Adm(ti)
P c1(t1) . . . P
cn(tn)⊗B+
(
Rc1(t1) . . . R
cn(tn)
)
= t⊗ 1 + (Id⊗B+)
 n∏
i=1
∑
ci∈Adm(ti)
P ci(ti)⊗Rci(ti)

= B+(x)⊗ 1 + (Id⊗B+)(∆(t1) . . .∆(tn))
= B+(x)⊗ 1 + (Id⊗B+)(∆(x)) .
Teorema 5.2.7. A a´lgebra HCK com o produto, unidade, coproduto e
counidade definidos acima e´ uma bia´lgebra comutativa.
Demonstrac¸a˜o. Por definic¸a˜o, HCK e´ uma a´lgebra comutativa. Tambe´m
temos que ∆ e ε sa˜o morfismos de a´lgebras. Resta mostrar a coassociati-
vidade e a counidade.
(Propriedade da counidade:)
Vamos comec¸ar pela counidade. Para simplificar a notac¸a˜o, os isomor-
fismos A⊗K ∼= A e K⊗A ∼= A sera˜o omitidos. Basta mostrar a propriedade
para t ∈ RT e para t = 1. Se t = 1, temos:
(ε⊗ Id) ◦∆(1) = (ε⊗ Id)(1⊗ 1) = ε(1)1 = δ1,11 = 1 ,
(Id⊗ ε) ◦∆(1) = (Id⊗ ε)(1⊗ 1) = 1ε(1) = 1δ1,1 = 1 .
Por fim, se t ∈ RT, temos:
(ε⊗ Id) ◦∆(t) = (ε⊗ Id)
t⊗ 1 + 1⊗ t+ ∑
c∈Adm(t)
P c(t)⊗Rc(t)

= ε(t)︸︷︷︸
=0
1 + ε(1)︸︷︷︸
=1
t+
∑
c∈Adm(t)
ε(P c(t))︸ ︷︷ ︸
=0
Rc(t)
= t ,
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(Id⊗ ε) ◦∆(t) = (Id⊗ ε)
t⊗ 1 + 1⊗ t+ ∑
c∈Adm(t)
P c(t)⊗Rc(t)

= t ε(1)︸︷︷︸
=1
+1 ε(t)︸︷︷︸
=0
+
∑
c∈Adm(t)
P c(t) ε(Rc(t))︸ ︷︷ ︸
=0
= t .
(Coassociatividade:)
Para mostrar a coassociatividade, considere o ideal:
A = {x ∈ HCK|(∆⊗ Id) ◦∆(x) = (Id⊗∆) ◦∆(x)}
= ker
(
(∆⊗ Id) ◦∆− (Id⊗∆) ◦∆
)
.
Afirmac¸a˜o: Temos que B+(A) ⊆ A.
Prova da afirmac¸a˜o. De fato, seja x ∈ A. Usando o Lema 5.2.6,
(∆⊗ Id) ◦∆(B+(x)) 5.2.6= (∆⊗ Id)
(
B+(x)⊗ 1 + (Id⊗B+) ◦∆(x)
)
= ∆(B+(x))⊗ 1 + (∆⊗ Id) ◦ (Id⊗B+) ◦∆(x)
5.2.6
=
(
B+(x)⊗ 1 + (Id⊗B+) ◦∆(x)
)
⊗ 1 +
+ (∆⊗ Id) ◦ (Id⊗B+) ◦∆(x)
= B+(x)⊗ 1⊗ 1 +
((
(Id⊗B+) ◦∆)(x))⊗ 1 +
+ (Id⊗ Id⊗B+) ◦ (∆⊗ Id) ◦∆(x) ,
(Id⊗∆) ◦∆(B+(x)) 5.2.6= (Id⊗∆)
(
B+(x)⊗ 1 + (Id⊗B+) ◦∆(x)
)
= B+(x)⊗ 1⊗ 1 + (Id⊗ (∆ ◦B+))(x(1) ⊗ x(2))
= B+(x)⊗ 1⊗ 1 + x(1) ⊗∆(B+(x(2)))
5.2.6
= B+(x)⊗ 1⊗ 1 +
+ x(1) ⊗
(
B+(x(2))⊗ 1 + (Id⊗B+) ◦∆(x(2))
)
= B+(x)⊗ 1⊗ 1 + x(1) ⊗B+(x(2))⊗ 1 +
+ x(1) ⊗
(
(Id⊗B+) ◦∆(x(2))
)
= B+(x)⊗ 1⊗ 1 +
((
Id⊗B+)(∆(x)))⊗ 1 +
+ (Id⊗ Id⊗B+) ◦ (Id⊗∆) ◦∆(x) .
Como x ∈ A, temos (∆⊗ Id) ◦∆(x) = (Id⊗∆) ◦∆(x). Assim
(Id⊗∆) ◦∆(B+(x)) = (∆⊗ Id) ◦∆(B+(x)) ,
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enta˜o B+(x) ∈ A. y
Afirmac¸a˜o: Temos RF ⊆ A. Portanto HCK = A.
Prova da afirmac¸a˜o. Provemos que todo f ∈ RF pertence a A por induc¸a˜o
em n = |f |; isso implica HCK = A e enta˜o vale a coassociatividade em
HCK. Se n = 0, temos:
(∆⊗ Id) ◦∆(1) = 1⊗ 1⊗ 1 = (Id⊗∆) ◦∆(1) .
Seja n ∈ N, n 6= 0, e suponha que
(HI) g ∈ RF, |g| < n =⇒ g ∈ A .
Seja f ∈ RF com |f | = n. Se f for apenas uma a´rvore, enta˜o escreva
f = B+(g) para alguma floresta g ∈ RF com |g| = n − 1. Pela (HI),
g ∈ A. Como visto acima, f ∈ B+(A) ⊆ A. Agora se f tiver mais de
uma componente, enta˜o f = t1 · · · tk, com t1, . . . , tk ∈ RT e k > 1. Enta˜o
t1, . . . , tk ∈ A e como A e´ um ideal, f = t1 · · · tk ∈ A. y
Fica provado, enta˜o, que HCK = A.
Agora temos uma estrutura de bia´lgebra para HCK. Mostraremos que
essa bia´lgebra e´ conexa por graduac¸a˜o.
Proposic¸a˜o 5.2.8. A bia´lgebra
HCK =
∞⊕
q=0
HCK(q)
e´ conexa com graduac¸a˜o, em que HCK(q) e´ o subespac¸o vetorial gerado
pelas florestas de q ve´rtices. Portanto admite ant´ıpoda e e´ uma a´lgebra de
Hopf.
Demonstrac¸a˜o. Vamos verificar que {HCK(q)}∞q=0 e´ uma graduac¸a˜o para
HCK, conforme 4.1.1.
1. Temos que HCK(0) = K · 1 e´ o subespac¸o gerado pela a´rvore vazia.
2. Por construc¸a˜o, temos HCK =
⊕∞
q=0HCK(q); a soma e´ direta, pois,
claramente, HCK(p) ∩HCK(q).
3. Como o produto e´ dado pela concatenac¸a˜o de florestas, e´ va´lido que
HCK(p) · HCK(q) ⊆ HCK(p+ q).
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4. Dada t a´rvore com q ve´rtices, temos
∆(t) = t⊗ 1 + 1⊗ t+
∑
c∈Adm(t)
P c(t)⊗Rc(t) .
Repare que, como P c(t) e Rc(t) sa˜o obtidos cortando a a´rvore t,
temos |P c(t)|+ |Rc(t)| = q, e logo
∆(t) ∈
∑
m+n=q
HCK(m)⊗HCK(n)
O mesmo vale para florestas, ja´ que aplicamos ∆ em cada a´rvore com-
ponente. Com isso, ficamos com ∆(HCK(q)) ∈
∑
m+n=qHCK(m) ⊗
HCK(n).
Em seguida exibiremos a ant´ıpoda explicitamente, em termos de cortes.
Teorema 5.2.9. Seja t a´rvore. A ant´ıpoda e´ dada, recursivamente, por
S(1) = 1
S(t) = −t−
∑
c∈Adm(t)
S(P c(t))Rc(t) .
Tambe´m podemos escreveˆ-la usando o conceito de cortes apresentado antes,
e obtemos
S(t) = −
∑
c∈Cut(t)
(−1)ncW c(t) ,
em que
Cut(t) e´ o conjunto de cortes (na˜o totais, mas incluindo o corte nulo
e os cortes na˜o-admiss´ıveis) de t;
Adm(t) e´ o conjunto de cortes admiss´ıveis (excluindo corte nulo e
corte total);
nc e´ o nu´mero de arestas cortadas por c;
W c(t) e´ a floresta obtida deletando-se as arestas de c em t;
P c(t) e Rc(t) esta˜o especificados logo acima da definic¸a˜o 5.2.4.
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Demonstrac¸a˜o. A versa˜o recursiva vem do teorema 4.2.1, em que se obte´m,
para uma bia´lgebra conexa com filtrac¸a˜o B =
⊕∞
n=0Bn, a ant´ıpoda
S(x) = −x−
q−1∑
j=1
∑
ij
S(x′j,ij )x
′′
j,ij ,
onde ∆(x) = x ⊗ 1B + 1B ⊗ x +
∑
j
∑
ij
x′j,ij ⊗ x′′j,ij com x′j,ij ∈ Bj ,
x′′j,ij ∈ Bn−j e x ∈ Bn.
Para o caso em que x = t e´ uma a´rvore, temos ∆(t) = t ⊗ 1 + 1 ⊗ t +∑
c∈Adm(t) P
c(t)⊗Rc(t), e portanto temos
S(t) = −t−
∑
c∈Adm(t)
S(P c(t)) ·Rc(t) .
Para mostrar a segunda fo´rmula, faremos induc¸a˜o em q = |t|.
Para q = 1, temos t = , ∆() = ⊗ 1 + 1⊗ e pela fo´rmula recursiva,
S() = −, que corresponde a` soma sobre todos os cortes de  (so´ tem
o corte nulo) do enunciado, com o sinal correto.
Seja q ≥ 2 e t uma a´rvore com |t| = q. Vamos supor que vale o enunciado
para toda a´rvore t′ com |t′| < q (HI). Por enquanto temos apenas
S(t) = −t−
∑
c′∈Adm(t)
S
(
P c
′
(t)
)
Rc
′
(t) .
Tome um corte c de t na˜o nulo e na˜o total. Considere a a´rvore de W c(t)
que conte´m a raiz original de t. Considere o corte admiss´ıvel c′ constru´ıdo a
partir de c considerando-se apenas as arestas de c “mais pro´ximas” da raiz,
ou seja, tais que o caminho que liga cada aresta dessas a` raiz na˜o intercepta
nenhum corte. Escreva P c(t) = t1 · · · tk e defina ci pela restric¸a˜o de c a ti,
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que e´ um corte na˜o total de ti (pode ser, talvez, o corte nulo).
t

−−−
−−−
−−−
−−−
−−−
W c(t)
    
t

1 ==
2 ==
−−−
3 ==
−−−
c′ → marcado com ===
P c
′
(t) = t1 t2 t3
 
−
−
W c1(t1) W
c2(t2) W
c3(t3)
   
Rc
′
(t) = 
Perceba que
W c(t) = W c1(t1) . . .W
ck(tk) ·Rc′(t) ,
ja´ que um dos pedac¸os de W c(t) conte´m a ra´ız de t e corresponde a Rc
′
(t),
e os demais sa˜o formados pelos cortes de cada um dos k pedac¸os de P c
′
(t).
Ale´m disso, note que o nu´mero de arestas em c pode ser escrito como:
nc = nc′ + nc1 + . . .+ nck = k + nc1 + . . .+ nck .
Pela hipo´tese de induc¸a˜o,
S
(
P c
′
(t)
)
= S(t1) . . . S(tk)
=
 ∑
c1∈Cut(t1)
(−1)nc1+1W c1(t1)
 . . .
 ∑
ck∈Cut(tk)
(−1)nck+1W ck(tk)

=
∑
c1∈Cut(t1)
· · ·
∑
ck∈Cut(tk)
(−1)nc1+...+nck+kW c1(t1) · · ·W ck(tk)
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Aplicando esse resultado em S(t), temos
S(t) = −t−
∑
c′∈Adm(t)
S
(
P c
′
(t)
)
Rc
′
(t)
= −t−
∑
c′∈Adm(t)
∑
ci∈Cut(ti)
0≤i≤k
(−1)nc1+...+nck+kW c1(t1) · · ·W ck(tk)Rc′(t)
= −
∑
c∈Cut(t)
(−1)ncW c(t) .
Fica provada, enta˜o, a segunda fo´rmula.
As primeiras ant´ıpodas sa˜o calculadas no exemplo abaixo:
Exemplo 5.2.10. Ca´lculo da ant´ıpoda para algumas a´rvores, de 1 a 4
ve´rtices, e da floresta nula:
S(1) = 1
S() = −
S
(

)
= −+
S
(

)
= −+ 2−
S
(

)
= −+ 2−
S


 = −+ 2+− 3+
S
(

)
= −+ 2+− 3+
S
(

)
= −+++− 3+
S
(

)
= −+ 3− 3+ .
5.2.1.2 Propriedade universal
Podemos definir a a´lgebra de a´rvores de Connes-Kreimer por meio de
uma propriedade universal associada a` fo´rmula para ∆◦B+ no lema 5.2.6.
Definic¸a˜o 5.2.11. (H, b) e´ a a´lgebra de Connes-Kreimer se
1. H e´ uma a´lgebra associativa, comutativa e com unidade;
2. b : H → H e´ um operador linear;
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e se vale a seguinte propriedade universal:
3.(a) Dadas A a´lgebra associativa, comutativa com unidade e L : A → A
operador linear, existe um u´nico morfismo de a´lgebras φ : H → A tal
que φ ◦ b = L ◦ φ. Isto e´, o diagrama abaixo comuta:
H
φ //
b

A
L

H
φ
// A
3.(b) Se H e A sa˜o a´lgebras de Hopf, e L satisfaz
∆ ◦ L(x) = (Id⊗ L) ◦∆(x) + L(x)⊗ 1A
enta˜o φ e´ um morfismo de a´lgebras de Hopf.
Proposic¸a˜o 5.2.12. (HCK, B+) satisfaz a propriedade universal.
Demonstrac¸a˜o. Considere HCK =
⊕∞
q=0HCK(q) com a graduac¸a˜o usual.
Sejam A a´lgebra comutativa e L : A → A transformac¸a˜o linear. Vamos
mostrar que (HCK, B+) satisfaz a propriedade universal:
3.(a) (Existeˆncia:) Defina as transformac¸o˜es lineares φq : HCK(q) → A
indutivamente por
φ0(1) = 1A
φ1() = φ1 ◦B+(1) = L ◦ φ0(1)
· · ·
φq(t1 . . . tn) = φq1(t1) . . . φqn(tn),
para |t1| = q1, · · · , |tn| = qn e q1 + . . .+ qn = q
φq
(
B+(t1 . . . tn)
)
= L
(
φq1(t1) . . . φqn(tn)
)
,
para |t1| = q1, · · · , |tn| = qn e q1 + . . .+ qn + 1 = q .
Pela propriedade universal da soma direta, tome
φ : HCK =
∞⊕
q=0
HCK(q)→ A
transformac¸a˜o linear tal que φ(f) = φq(f), com f uma floresta de
q ve´rtices. Temos, por construc¸a˜o, que φ e´ morfismo de a´lgebras, e
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que φ ◦B+ = L ◦ φ.
(Unicidade:) Se φ′ : HCK → A e´ outro morfismo de a´lgebras com
φ′ ◦ B+ = L ◦ φ′, enta˜o mostraremos por induc¸a˜o no nu´mero de
ve´rtices q = |f | que φ′(f) = φ(f). Os casos n = 0 e n = 1 sa˜o
va´lidos porque
φ′(1) = 1 = φ(1)
φ′() = φ′ ◦B+(1) = L ◦ φ′(1) = L ◦ φ(1) = φ ◦B+(1) = φ() .
Supomos que φ′(f) = φ(f) para florestas f com |f | < q. Agora seja
f uma floresta com q ve´rtices. Se f = t1 . . . tn tem n > 1 a´rvores
componentes, enta˜o
φ′(f) = φ′(t1) . . . φ′(tn)
(HI)
= φ(t1) . . . φ(tn) = φ(f) .
Se, no entanto, f e´ composto de uma u´nica a´rvore, podemos escrever
f = B+(t1 . . . tn), e temos
φ′(f) = φ′ ◦B+(t1 . . . tn) = L ◦ φ′(t1 . . . tn)
(HI)
= L ◦ φ(t1 . . . tn) = φ ◦B+(t1 . . . tn) = φ(f) .
Portanto φ′ = φ.
3.(b) Ja´ sabemos que φ e´ morfismo de a´lgebras. Precisamos mostrar que
φ tambe´m e´ morfismo de coa´lgebras.
(φ preserva a counidade:) Primeiramente, note que para todo x ∈ A,
temos:
L(x) = ϕ −1l ◦ (εA ⊗ Id) ◦∆A ◦ L(x)
= ϕ −1l ◦ (εA ⊗ Id)
(
(Id⊗ L) ◦∆A(x) + L(x)⊗ 1A
)
= ϕ −1l ◦ (εA ⊗ L)
(
∆A(x)
)
+ ϕ −1l
(
εA(L(x))⊗ 1A
)
= ϕ −1l ◦ (Id⊗ L) ◦ ϕl ◦ ϕ −1l ◦ (εA ⊗ Id)
(
∆A(x)
)
+ εA(L(x))1A
= ϕ −1l ◦ (Id⊗ L) ◦ ϕl(x) + εA(L(x))1A
= L(x) + εA(L(x))1A .
Dessa forma, temos:
εA ◦ L(x) = εA ◦ L(x) + εA(L(x))εA(1A) = εA ◦ L(x) + εA ◦ L(x)
=⇒ εA ◦ L(x) = 0 .
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Sabemos que εA ◦φ e εHCK sa˜o morfismos de a´lgebras de HCK → K.
Para mostrar que os morfismos sa˜o iguais, basta mostrar que sa˜o
iguais aplicados nas a´rvores. Seja t = B+(t1 . . . tn) uma a´rvore com
|t| > 0. Temos:
εA◦φ(t) = εA◦φ◦B+(t1 . . . tn) = εA◦L◦φ(t1 . . . tn) = 0 = εHCK(t) .
Ale´m disso,
εA ◦ φ(1) = εA(1A) = 1K = εHCK(1) .
(φ preserva o coproduto:) Da mesma forma, sabemos que ∆A ◦ φ
e (φ ⊗ φ) ◦ ∆HCK sa˜o morfismos de a´lgebras, e basta mostrar que
coincidem nas a´rvores para concluir que sa˜o iguais. Vamos mostrar
por induc¸a˜o em q = |t| nu´mero de ve´rtices da a´rvore t.
Os casos q = 0 e q = 1 veˆm de
∆A ◦ φ(1) = ∆A(1A) = 1A ⊗ 1A
= (φ⊗ φ)(1⊗ 1) = (φ⊗ φ) ◦∆HCK(1) ,
∆A ◦ φ() = ∆A ◦ φ ◦B+(1) = ∆A ◦ L ◦ φ(1) = ∆A(L(1A))
= (Id⊗ L) ◦∆(1A) + L(1A)⊗ 1A
= 1A ⊗ L(1A) + L(1A)⊗ 1A ,
(φ⊗ φ) ◦∆HCK() = (φ⊗ φ)(⊗ 1 + 1⊗)
= φ()⊗ 1A + 1A ⊗ φ()
= φ(B+(1))⊗ 1A + 1A ⊗ φ(B+(1))
= L(φ(1))⊗ 1A + 1A ⊗ L(φ(1))
= L(1A)⊗ 1A + 1A ⊗ L(1A) ,
donde conclu´ımos que
∆A ◦ φ(1) = (φ⊗ φ) ◦∆HCK(1)
∆A ◦ φ() = (φ⊗ φ) ◦∆HCK() .
Supomos que para toda a´rvore u com |u| < q ve´rtices, temos
(HI) ∆A ◦ φ(u) = (φ⊗ φ) ◦∆HCK(u) .
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Seja t = B+(t1 . . . tn) uma a´rvore de q ve´rtices. Temos |t1|, . . . , |tn| <
q, e
∆A ◦ φ(t) = ∆A ◦ φ ◦B+(t1 . . . tn)
= ∆A ◦ L
(
φ(t1 . . . tn)
)
2.
= (Id⊗ L) ◦∆A
(
φ(t1 . . . tn)
)
+ L
(
φ(t1 . . . tn)
)⊗ 1A
(HI)
= (Id⊗ L) ◦ (φ⊗ φ) ◦∆HCK(t1 . . . tn) + L
(
φ(t1 . . . tn)
)⊗ 1A
=
(
φ⊗ (φ ◦B+)) ◦∆HCK(t1 . . . tn) + φ(B+(t1 . . . tn))⊗ φ(1)
= (φ⊗ φ)
(
(Id⊗B+) ◦∆HCK(t1 . . . tn) +
(
B+(t1 . . . tn)
)⊗ 1)
5.2.6
= (φ⊗ φ) ◦∆HCK
(
B+(t1 . . . tn)
)
= (φ⊗ φ) ◦∆HCK(t) .
Portanto ∆A ◦ φ = (φ ⊗ φ) ◦ ∆HCK . Temos que φ e´ morfismo de
bia´lgebras, e portanto, de a´lgebras de Hopf (conforme a proposic¸a˜o
2.3.5).
5.2.2 Versa˜o ordenada
5.2.2.1 Estrutura de a´lgebra de Hopf
Existe uma versa˜o na˜o comutativa da a´lgebra de Connes-Kreimer estu-
dada anteriormente. Com frequeˆncia, faremos refereˆncia ao caso anterior,
das a´rvores (na˜o-ordenadas), como “caso comutativo”, em contraste ao
“caso na˜o comutativo”, que sera´ visto a seguir.
Definic¸a˜o 5.2.13. A a´lgebra de a´rvores planares de Connes-Kreimer e´
a a´lgebra livre associativa e com unidade gerada por PRT, e e´ denotada
por HCK. A unidade e´ o grafo vazio, denotado por 1, e o produto e´ a
“concatenac¸a˜o” de grafos, respeitando a ordem das ra´ızes que aparecem no
produto. Por exemplo
 ·  =
 6= .
O contexto vai especificar se estamos falando da versa˜o comutativa ou na˜o
comutativa de HCK.
212 Cap´ıtulo 5. Rooted trees, a´lgebras de Hopf e o teorema de Panaite
As definic¸o˜es do coproduto e da counidade sa˜o ana´logas ao caso comu-
tativo. As noc¸o˜es de cortes, cortes admiss´ıveis, entre outros, se estendem
naturalmente para o caso das a´rvores planares, ja´ que a escolha de arestas
na˜o interfere na ordem dos ve´rtices filhos de todos os ve´rtices da a´rvore
planar. Como surgira˜o alguns detalhes em relac¸a˜o a` ordem dos ve´rtices,
repetiremos as definic¸o˜es, destacando os ajustes para o caso na˜o comuta-
tivo.
Definic¸a˜o 5.2.14. Definimos corte e corte admiss´ıvel abaixo, para o caso
ordenado:
1. Um corte c numa a´rvore planar e´ uma escolha de arestas.
2. Um corte admiss´ıvel c numa a´rvore t continua sendo um corte (na˜o
vazio) em que qualquer caminho partindo da raiz encontra no ma´-
ximo uma aresta cortada. Pela observac¸a˜o 5.1.8, as folhas da a´rvore
planar sa˜o ordenadas. Ale´m disso, cada folha e´ ligada de maneira
u´nica a` raiz (considerando ligac¸o˜es de ve´rtice para ve´rtice filho, ape-
nas). Cada caminho desses pode interceptar no ma´ximo um corte.
Enta˜o, podemos ordenar o corte admiss´ıvel pela ordem das folhas
associadas a cada aresta do corte. Por exemplo:

1−−−
2−−−
O conjunto de cortes admiss´ıveis de t a´rvore planar continua sendo
denotado por Adm(t).
Vamos usar a mesma notac¸a˜o para corte nulo cn, corte total ct, e
conjunto dos cortes admiss´ıveis estendido Adm(t) que no caso comutativo.
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Como antes, e´ u´til pensar nos cortes nulo e total como:
corte total ct corte nulo cn
Rct(t) 1
−−−
P ct(t)  R
cn(t) −−−
P cn(t) 1
Um corte admiss´ıvel c em uma a´rvore ordenada t continua a separa´-la,
como no caso anterior, em dois pedac¸os: o Rc(t), composto de uma u´nica
a´rvore e que conte´m a raiz, e P c(t), uma floresta ordenada contendo o
restante dos pedac¸os. Agora devemos tomar cuidado com a ordem dos
ve´rtices filhos. Para Rc(t), a ordem e´ a mesma mantida pela a´rvore or-
denada t. Para P c(t), a ideia e´ que cada suba´rvore obtida com o corte
mante´m a ordenac¸a˜o induzida por t, e podemos ordenar as ra´ızes dessas
suba´rvores de acordo com a ordem do corte admiss´ıvel que as gerou (cada
suba´rvore esta´ associada a uma u´nica aresta do corte).
t P c(t) Rc(t)

1−−−
2−−− →   
Feitas as observac¸o˜es com relac¸a˜o a` ordem das a´rvores num corte ad-
miss´ıvel, passamos a` definic¸a˜o do coproduto.
Definic¸a˜o 5.2.15. Seja uma a´rvore ordenada t. Defina o coproduto em t
por
∆(t) = t⊗ 1 + 1⊗ t+
∑
c∈Adm(t)
P c(t)⊗Rc(t)
=
∑
c∈Adm(t)
P c(t)⊗Rc(t)
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e estenda a um morfismo de a´lgebras. A counidade sera´ dada, para a
a´rvore t, por
ε(t) = δ1,t
e estendemos esta func¸a˜o para um morfismo de a´lgebras tambe´m.
Exemplo 5.2.16.
∆
(

)
= ⊗ 1 + 1⊗+⊗+
+⊗+⊗+⊗+⊗
∆
(

)
= ⊗ 1 + 1⊗+⊗+
+⊗+⊗+⊗+⊗
Os resultados da sec¸a˜o anterior possuem ana´logos para o caso na˜o co-
mutativo. Apenas e´ necessa´rio respeitar a ordem das a´rvores que aparecem
numa floresta, e a ordem dos ve´rtices filhos em todas as a´rvores. Por essa
raza˜o, suas provas sa˜o omitidas.
Lema 5.2.17. Para todo x ∈ HCK, tem-se
∆ ◦B+(x) = B+(x)⊗ 1 + (Id⊗B+) ◦∆(x) .
Teorema 5.2.18. HCK com o produto, unidade, coproduto e counidade
definidos acima e´ uma bia´lgebra (na˜o comutativa).
Proposic¸a˜o 5.2.19. A bia´lgebra
HCK =
∞⊕
q=0
HCK(q)
e´ conexa com graduac¸a˜o, em que HCK(q) e´ o subespac¸o vetorial gerado
pelas florestas ordenadas de q ve´rtices. Portanto admite ant´ıpoda e e´ uma
a´lgebra de Hopf.
O teorema a seguir, sobre a fo´rmula para a ant´ıpoda, tambe´m possui
demonstrac¸a˜o ana´loga ao do caso comutativo. Mas para isso, precisamos
definir adequadamente W c(t) para uma a´rvore, determinando em que or-
dem os pedac¸os de t devem aparecer no produto. Precisamos que seja
obedecida a relac¸a˜o
W c(t) = W c1(t1) . . .W
ck(tk) ·Rc′(t) .
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Aqui, t e´ uma a´rvore ordenada e c ∈ Cut(t) e´ um corte qualquer de t. O
corte c′ ∈ Adm(t) e´ o corte admiss´ıvel obtido a partir de c considerando-se
apenas as arestas que se ligam a` raiz de t sem interceptar outras arestas do
corte. Por fim, tambe´m denotamos P c
′
(t) = t1 . . . tk, com t1, . . . , tk ramos
de t, e os cortes ci sa˜o os cortes em ti induzidos por c. A figura abaixo
ilustra essas definic¸o˜es:
t

−−−
−−−
−−−
−−−
−−−
W c(t)
    
t

1 ==
2 ==
−−−
3 ==
−−−
c′ → marcado com ===
P c
′
(t) = t1 t2 t3
 
−
−
W c1(t1) W
c2(t2) W
c3(t3)
   
Rc
′
(t) = 
Repare que podemos ordenar os termos em W c(t) de maneira u´nica para
obtermos a relac¸a˜o desejada. Ordenamos os pedac¸os de forma indutiva.
Primeiro, constru´ımos c′ a partir de c, e c′ tem uma ordem intr´ınseca.
Usamos c′ para obter P c
′
(t) = t1 . . . tk como acima. Obtemos os cortes ci
de ti, com nci < nc. Colocamos os pedac¸os obtidos na seguinte ordem:
os pedac¸os oriundos da primeira componente t1 primeiro, depois os da
componente t2, e assim por diante, ate´ tk; por u´ltimo, o pedac¸o que conte´m
a raiz de t. Obtemos
W c(t) = W c1(t1) . . .W
ck(tk) ·Rc′(t) ,
a menos da ordem em cada pedac¸o de W ci(ti). Mas cada termo desses
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e´ ordenado pelo mesmo procedimento1, ate´ esgotarmos a quantidade de
pedac¸os.
A figura abaixo ilustra a ordenac¸a˜o dos pedac¸os de W c(t):
t

1−−
2−−
2.1−−
2.1.1−
3−−
3.1−
−3.2
W c(t)
      
W c1(t1) W
c2(t2) W
c3(t3) R
c′(t) .
Com essa definic¸a˜o de W c(t) para o caso ordenado, a fo´rmula para a an-
t´ıpoda no teorema abaixo e´ va´lida.
Teorema 5.2.20. Seja t a´rvore ordenada. A ant´ıpoda e´ dada, recursiva-
mente, por
S(1) = 1
S(t) = −t−
∑
c∈Adm(t)
S
(
P c(t)
)
Rc(t) .
Tambe´m podemos escreveˆ-la em termos de cortes. Temos:
S(t) = −
∑
c∈Cut(t)
(−1)ncW c(t) ,
em que
Cut(t) e´ o conjunto de cortes (na˜o totais, mas incluindo o corte nulo
e os cortes na˜o-admiss´ıveis) de t;
Adm(t) e´ o conjunto de cortes admiss´ıveis (excluindo corte nulo e
corte total);
nc e´ o nu´mero de arestas cortadas por c;
1Consideramos o corte admiss´ıvel c′i constru´ıdo a partir de ci. Obtemos P
c′i (ti) =
ti,1 . . . ti,ki e obtemos cortes ci,j nas componentes ti,j induzidos por ci. Escrevemos
cada W ci (ti) como W
ci,1 (ti,1) . . .W
ci,ki (ti,ki ) ·Rc
′
i (ti), e ordenamos cada W
ci,j (ti,j)
que ainda tiver mais de uma componente pelo mesmo procedimento...
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W c(t) e´ a floresta obtida deletando-se as arestas de c em t, com os
pedac¸os na ordem definida acima;
P c(t) e Rc(t) esta˜o especificados logo acima da definic¸a˜o 5.2.15.
Com isso, HCK tambe´m e´ uma a´lgebra de Hopf no caso na˜o comutativo.
5.2.2.2 Propriedade universal
A a´lgebra de a´rvores ordenadas de Connes-Kreimer tambe´m admite
uma definic¸a˜o por propriedade universal. Tambe´m se usa o comportamento
de ∆ ◦ B+ dado no lema 5.2.17, que e´ ideˆntico ao 5.2.6. Novamente,
a demonstrac¸a˜o e´ ana´loga a` do caso comutativo, apenas cuidando-se a
ordem das a´rvores e suba´rvores.
Definic¸a˜o 5.2.21. (H, b) e´ a a´lgebra de Connes-Kreimer (versa˜o na˜o-
comutativa) se temos
1. H e´ uma a´lgebra associativa e com unidade
2. b : H → H e´ um operador linear
e se a seguinte propriedade universal e´ satisfeita:
3.(a) Dadas A a´lgebra associativa com unidade e L : A → A operador
linear, existe um u´nico morfismo de a´lgebras φ : H → A tal que
φ ◦ b = L ◦ φ. Isto e´:
H
φ //
b

A
L

H
φ
// A
3.(b) Se H e A sa˜o a´lgebras de Hopf, e L satisfaz
∆ ◦ L(x) = (Id⊗ L) ◦∆(x) + L(x)⊗ 1A
enta˜o φ e´ um morfismo de a´lgebras de Hopf.
Proposic¸a˜o 5.2.22. (HCK, B+) satisfaz a propriedade universal.
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5.3 A´lgebra de Grossman-Larson
Definiremos outra a´lgebra de Hopf utilizando os grafos tipo a´rvore como
geradores, obtendo a a´lgebra de Grossman-Larson. Consideraremos sua
versa˜o para a´rvores ordenadas tambe´m.
5.3.1 Versa˜o na˜o-ordenada
Considere o espac¸o vetorial livre gerado pelas a´rvores na˜o vazias RT,
denotado por HGL. Vamos definir uma estrutura de a´lgebra de Hopf nesse
espac¸o.
Definic¸a˜o 5.3.1. Definiremos uma multiplicac¸a˜o da seguinte forma. Da-
das duas a´rvores u 6=  e v, tomamos a primeira, u, deletamos a raiz e
as arestas ligadas a` raiz, ficando com u1, . . . , uk suba´rvores. Penduramos
essas suba´rvores em alguns ve´rtices de v (ligando por uma aresta o ve´rtice
de v com a ra´ız de uma das suba´rvores). Somamos sobre todas as pos-
s´ıveis maneiras de pendurar as suba´rvores nos ve´rtices de v (e´ permitido
pendurar mais de uma suba´rvore num ve´rtice, e deve-se conectar todas as
suba´rvores exatamente uma vez). Essa soma e´ definida como u · v, e tem
|v|k termos (ou, maneiras diferentes de se pendurar). Estendemos essa
definic¸a˜o para HGL por distributividade.
Tambe´m definimos que  · v = v. A unidade para esse produto e´ .
Definiremos tambe´m uma notac¸a˜o auxiliar para esse produto. Seja
σ : Edge(u)→ Vert(v)
uma func¸a˜o, em que Edge(u) e´ o conjunto de arestas que ligam as suba´r-
vores de u a` raiz e Vert(v) e´ o conjunto de ve´rtices de v. Essa func¸a˜o
determina uma maneira de se pendurar as suba´rvores u1, . . . , uk de u nos
ve´rtices de v, da maneira indicada acima (a cada aresta xi ∈ Edge(u) se
corresponde uma u´nica suba´rvore ui, aquela que e´ ligada a` raiz de u por
xi). Denotamos a a´rvore resultante dessa maneira σ de se pendurar por
vσ. Temos vσ ⊇ v, u1, . . . , uk, isto e´, ha´ uma co´pia de cada uma destas
a´rvores em vσ. Se chamarmos de F (u, v) o conjunto de todas as func¸o˜es
Edge(u)→ Vert(v), enta˜o podemos denotar o produto por
u · v =
∑
σ∈F (u,v)
vσ .
Repare que o nu´mero de termos da soma e´ |F (u, v)| = |Vert(v)||Edge(u)| =
|v|k, como antes.
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Exemplo 5.3.2. Um esquema de como calcular o produto:
t1 t2
· =t1 t2
+
t1 t2
+
t1 t2
+
+
t2 t1
+
t2t1
+
t2t1
+
+
t2 t1
+
t1t2
+
t1 t2
= 2
t1 t2
+ 2
t1 t2
+ 2
t1 t2
+
+ 2
t2 t1
+
t2t1
.
Dependendo do formato das a´rvores t1 e t2, e´ poss´ıvel simplificar mais a ex-
pressa˜o. Note que como estamos trabalhando com a´rvores na˜o-ordenadas,
podemos comutar os ramos das a´rvores e permanecer com o mesmo ele-
mento. O nu´mero de termos (antes de juntar) e´ 32 = 9, pois podemos
pendurar a a´rvore t1 de 3 maneiras diferentes, e a a´rvore t2 tambe´m de 3
maneiras diferentes; e as maneiras de pendurar sa˜o independentes.
Exemplo 5.3.3. Mais alguns exemplos
 ·  = ++
 ·  = +
 ·  = 2+
 ·  = 2++
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Observac¸a˜o 5.3.4. Pelo exemplo anterior, podemos ver que o produto na˜o
e´ comutativo.
Na˜o e´ imediato que o produto seja associativo. Veremos na proposic¸a˜o
a seguir.
Proposic¸a˜o 5.3.5. O produto definido acima e´ associativo.
Demonstrac¸a˜o. Pela bilinearidade do produto, basta mostrar a relac¸a˜o (r ·
s) · t = r · (s · t) para r, s, t ∈ RT \ {1}. Faremos uma correspondeˆncia dos
termos da soma (r · s) · t com os termos da soma r · (s · t), em que r, s e t
sa˜o a´rvores na˜o-nulas.
Comec¸aremos fixando uma notac¸a˜o para esta demonstrac¸a˜o. Usare-
mos a notac¸a˜o da definic¸a˜o 5.3.1 (do produto em HGL), repetida aqui por
convenieˆncia. Para dadas u, v ∈ RT \ {1}, considere o conjunto F (u, v)
das func¸o˜es Edge(u) → Vert(v), em que Edge(u) e´ o conjunto de ve´rtices
ligados a` raiz em u e Vert(v) e´ o conjunto dos ve´rtices de v. Cada func¸a˜o
% ∈ F (u, v)
representa uma maneira distinta de se pendurar as suba´rvores de u em v,
e define uma a´rvore v% dada por essa maneira de pendurar. O produto e´
dado, enta˜o, por
u · v =
∑
%∈F (u,v)
v% .
Passamos, enta˜o, a` correspondeˆncia entre os termos de (r · s) · t e de
r · (s · t). Cada termo da soma em (r · s) · t e´ resultado de:
1o pendurar as suba´rvores r1, r2, . . . de r em s de uma maneira dada
por σ ∈ F (r, s), obtendo-se sσ ;
2o pendurar as suba´rvores sσ1 , s
σ
2 , . . . de s
σ em t de uma maneira ρ ∈
F (sσ, t), obtendo-se tρ.

sσs
r1 r2
· · · 
tρ
t
sσ1 sσ2 · · ·
Cada termo da soma que aparece em em r · (s · t) e´ resultado de:
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1o pendurar as suba´rvores s1, s2, . . . de s em t da maneira dada por uma
µ ∈ F (s, t), obtendo-se tµ ;
2o pendurar as suba´rvores r1, r2, . . . de r em t
µ da maneira definida por
uma ν ∈ F (r, tµ), obtendo-se tν .

tµ
t
s1 s2
· · · 
tν
tµ
r1 r2
· · ·
Note que as suba´rvores de sσ podem ser de 3 tipos diferentes, depen-
dendo da maneira de pendurar σ e das suba´rvores penduradas. Apresen-
tamos um esquema de cada um desses tipos abaixo. Cada sl, s
σ
k e rp
representa alguma suba´rvore de s, sσ e r, respectivamente.
Tipo 1: Tipo 2: Tipo 3:

sσksl

sσksl
rp
· · · 
sσkrp
(Cada termo da soma (r · s) · t corresponde a um termo de r · (s · t) :)
Sejam σ ∈ F (r, s) e ρ ∈ F (sσ, t) correspondentes a um termo tρ da
soma (r · s) · t. Exibiremos um termo correspondente em r · (s · t). Isto e´,
definiremos µ ∈ F (s, t), tµ, ν ∈ F (r, tµ) e tν tais que tν = tρ.
Primeiramente, definimos µ ∈ F (s, t) e tµ da seguinte forma. Seja sl
suba´rvore de s. Precisamos determinar onde essa suba´rvore e´ pendurada,
em t. Seja sσk a suba´rvore de s
σ ⊇ s que conte´m sl. Temos dois casos:
Caso 1: sσk e´ do tipo 1:
Temos que sσk esta´ pendurada em um ve´rtice x0 de t ⊆ tρ. Nesse
caso, sl = s
σ
k , e podemos pendurar sl em t no mesmo ve´rtice x0.
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Veja a seguinte figura:

tρ
t
x0
sσksl
→

tµ
t
x0
sl
Caso 2: sσk e´ do tipo 2:
A suba´rvore sσk esta´ pendurada em um ve´rtice x0 de t ⊆ tρ. Como
sl ⊆ sσk engloba a raiz dessa suba´rvore, podemos pendurar sl em x0,
para formar tµ.

tρ
t
x0
sσksl
rp · · ·
→

tµ
t
x0
sl
Agora definimos ν ∈ F (r, tµ) e tν . Seja rp suba´rvore de r. Precisamos
determinar onde essa suba´rvore e´ pendurada em tµ para formar tν = tρ.
Temos que rp ⊆ sσk para alguma suba´rvore sσk de sσ. Temos dois casos a
se considerar:
Caso 1: sσk e´ do tipo 3:
Seja x0 o ve´rtice no qual s
σ
k esta´ pendurado, em t. Como s
σ
k = rp
para alguma suba´rvore rp de r, definimos a maneira de pendurar ν
para formar tν pondo rp pendurado diretamente no ve´rtice x0 em
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t ⊆ tµ. Veja a figura abaixo:

tρ
t
x0
sσkrp
→

tν
t
x0
tµ
rp
Caso 2: sσk e´ do tipo 2:
Nesse caso, temos que rp esta´ pendurado em alguma suba´rvore sl
de s, dentro de alguma suba´rvore sσk de s
σ. Seja x1 o ve´rtice de sl
em que rp esta´ pendurado. Temos que x1 e´ um ve´rtice de t
µ ⊇ sl
tambe´m. Definimos, enta˜o, a maneira ν de pendurar para formar tν
fazendo rp pendurado em x1, conforme a figura abaixo.

tρ
t
sσksl
x1
rp
· · ·
→

tν
t
sl
x1
tµ
rp
Assim, para cada termo tρ da soma em (r · s) · t, obtivemos um termo
tν = tρ da soma em r · (s · t).
(Cada termo da soma r · (s · t) corresponde a um termo de (r · s) · t :)
Sejam µ ∈ F (s, t) e ν ∈ F (r, tµ) correspondentes a um termo tν da
soma em r · (s · t). Exibiremos um termo correspondente em (r · s) · t, isto
e´, definiremos σ ∈ F (r, s), sσ, ρ ∈ F (sσ, t) e tρ tais que tρ = tν .
Comec¸amos obtendo σ ∈ F (r, s) e sσ. Seja rp uma suba´rvore de r.
Precisamos determinar em que ve´rtice de s devemos pendurar rp. Seja x
o ve´rtice de tµ ⊆ tν no qual rp esta´ pendurado (em tν). Temos dois casos
a considerar:
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Caso 1: x e´ um ve´rtice de t:
Definimos a maneira de pendurar rp em s pondo a suba´rvore rp na
raiz de s.

tν
t
x
tµ
rp
→

sσs
rp
Caso 2: x na˜o e´ um ve´rtice de t, e portanto, esta´ em alguma suba´r-
vore sl de s (que esta´ pendurada em t formando t
µ):
Aqui, definimos a maneira de pendurar rp em s (para obter s
σ ao
final) pondo rp no ve´rtice x, que e´ ve´rtice de s.

tν
t
sl
x
tµ
rp
→

sσs
x
rp
Por fim, definimos a maneira ρ ∈ F (sσ, t) de pendurar e o termo tρ a
seguir. Seja sσk uma suba´rvore de s
σ. Precisamos determinar onde, em
t, essa suba´rvore deve ser pendurada. Consideramos os seguintes casos,
conforme os diferentes formatos da suba´rvore sσk .
Caso 1: sσk e´ do tipo 1:
Se sσk = sl, enta˜o quer dizer que em t
ν na˜o ha´ nenhuma suba´rvore
de r pendurada em sl, que e´ pendurada em t. Seja x0 o ve´rtice de
t ⊆ tν em que sl esta´ pendurado. Definimos a maneira de pendurar
sσk em t pondo s
σ
k em x0. A figura abaixo ilustra essa maneira de
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pendurar sσk em t.

tµ
t
x0
sl
→

tρ
t
x0
sσksl
Caso 2: sσk e´ do tipo 2:
Se sσk e´ desse formato, enta˜o existe uma suba´rvore sl de s contida em
sσk . Considerando sl em t
µ, seja x0 o ve´rtice de t ⊆ tµ em que sl esta´
pendurado. Definimos a maneira de pendurar sσk em t pendurando-se
sσk em x0.

tν
t
x0
sl
tµ
rp
→

tρ
t
x0
sl
sσk
rp
· · ·
Caso 3: sσk e´ do tipo 3:
Pela definic¸a˜o de sσ, esse formato de suba´rvore so´ ocorre se rp tiver
sido pendurado diretamente em t (em tν). (Ver caso 1 da definic¸a˜o
de sσ). Seja x0 o ve´rtice de t ⊆ tν em que rp esta´ pendurado. Temos:
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
tν
t
x0
tµ
rp
→

tρ
t
x0
sσkrp
Por fim, conclu´ımos que ha´ uma bijec¸a˜o entre as maneiras de pendurar em
r · (s · t) e em (r · s) · f . Essas maneiras de pendurar produzem os mesmos
elementos tρ = tν . Portanto, temos (r · s) · t = r · (s · t).
Vamos a` definic¸a˜o do coproduto e da counidade.
Definic¸a˜o 5.3.6. ∆ sera´ definido desta forma. Seja t uma a´rvore. Re-
mova a raiz, ficando com t1, . . . , tn a´rvores, e em seguida selecione algumas
dessas suba´rvores. Digamos que foram selecionadas ti1 , . . . , tik e sobraram
tj1 , . . . , tjl , com k + l = n. Adicione uma raiz e pendure todas as suba´r-
vores selecionadas nela. Tambe´m adicione uma nova raiz e pendure as
suba´rvores que sobraram. Ficamos com duas a´rvores, uma para as suba´r-
vores selecionadas e outra para o resto. Colocamos as duas nas entradas
de um tensor, sendo a primeira a selecionada e a segunda a das sobras.
Agora some sobre todas as maneiras de selecionar suba´rvores. Essa soma
sera´ o resultado de ∆(t). Por fim, estenda linearmente para combinac¸o˜es
de a´rvores. Escrevendo de outra forma, temos:
∆(•) = • ⊗ •
∆(t) =
n∑
k=0
∑
σ∈Sn,k
B+
(
tσ(1) . . . tσ(k)
)⊗B+(tσ(k+1) . . . tσ(n))
= t⊗+⊗ t +
n−1∑
k=1
∑
σ∈Sn,k
B+
(
tσ(1) . . . tσ(k)
)⊗B+(tσ(k+1) . . . tσ(n))
=
n∑
k=0
∑
σ∈Sn,k
tσ(1) ⊗ tσ(2) ,
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em que Sn,k e´ o conjunto das permutac¸o˜es σ do tipo“shuffle”de {1, 2, . . . , n},
isto e´, sa˜o permutac¸o˜es tais que:
σ(1) < σ(2) < . . . < σ(l)
σ(l + 1) < σ(l + 2) < . . . < σ(k) ,
e definimos a notac¸a˜o auxiliar:
tσ(1) := B
+
(
tσ(1) . . . tσ(k)
)
tσ(2) := B
+
(
tσ(k+1) . . . tσ(n)
)
.
Se a a´rvore t tem n suba´rvores t1, . . . , tn, o nu´mero de termos da soma e´
n∑
k=0
|Sn,k| =
n∑
k=0
(
n
k
)
= 2n .
A counidade e´ a transformac¸a˜o linear definida na base por ε(t) = δt,•.
Exemplo 5.3.7. Um exemplo do processo de ca´lculo do coproduto:
t B−(t)
t1 t2 t3
→ t1 t2 t3 →
selecionado resto
t1t2t3
t1t2t3
t1 t2t3
t2t3 t1
t2 t1 t3
t1 t3 t2
t3 t1t2
t1t2 t3
∆

t1 t2 t3
 =
t1 t2 t3
⊗+⊗
t1 t2 t3
+
+
t1 t2
⊗
t3
+
t3
⊗
t1 t2
+
+
t1 t3
⊗
t2
+
t2
⊗
t1 t3
+
+
t2 t3
⊗
t1
+
t1
⊗
t2 t3
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Exemplo 5.3.8. Ca´lculo do coproduto das a´rvores com tamanho de 1 ate´
4:
∆ () = ⊗
∆
(

)
= ⊗+⊗
∆
(

)
= ⊗+⊗
∆
(

)
= ⊗+⊗+ 2⊗
∆


 = ⊗+⊗
∆
(

)
= ⊗+⊗
∆
(

)
= ⊗+⊗+⊗+⊗
∆
(

)
= ⊗+⊗+ 3⊗+ 3⊗
Observac¸a˜o 5.3.9. Verificando que ε(t) = δt,• e´ counidade para ∆. Seja
t a´rvore. Em (ε ⊗ Id)(∆(t)) , aplicamos ε na primeira entrada de ∆(t).
O u´nico termo de ∆(t) que na˜o vai se anular e´ o que tem  na primeira
entrada, que e´ ⊗ t. Assim, a menos do isomorfismo canoˆnico K⊗HGL ∼=
HGL,
(ε⊗ Id)(∆(t)) = 1 · t .
A equac¸a˜o (Id⊗ ε)(∆(t)) = t se mostra de forma ana´loga.
Observac¸a˜o 5.3.10. Os elementos da forma B+(t) sa˜o primitivos em HGL.
De fato, seja t a´rvore. Temos B+(t) primitivo pois pela definic¸a˜o do co-
produto (as u´nicas selec¸o˜es de suba´rvores poss´ıveis em B+(t) sa˜o a selec¸a˜o
nula e a total), ∆
(
B+(t)
)
= B+(t)⊗ •+ • ⊗B+(t).
Por outro lado, se u a´rvore e´ um elemento primitivo em HGL, enta˜o
u = B+(t) para alguma a´rvore t. De fato, se na˜o fosse, u conteria pelo
menos duas suba´rvores, e ao calcularmos ∆(u), ale´m de parcelas referentes
a` selec¸a˜o nula e a` selec¸a˜o total, que forneceriam os termos u⊗+⊗ u,
ter´ıamos mais parcelas com outras selec¸o˜es de suba´rvores (e que na˜o podem
se cancelar). Assim, u na˜o poderia ser primitivo, e temos uma contradic¸a˜o.
Dessa forma,
P(HGL) = span{B+(t) : t ∈ RT} .
Proposic¸a˜o 5.3.11. O coproduto e´ coassociativo e cocomutativo.
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Demonstrac¸a˜o. Basta verificar essas propriedades para uma a´rvore t qual-
quer.
(Cocomutatividade do coproduto:)
A cocomutatividade vem do fato de que para qualquer escolha de su-
ba´rvores, podemos fazer a “escolha contra´ria” de suba´rvores (escolhendo
as do resto). Enta˜o na soma que define ∆(t), teremos um termo do tipo
tescolha ⊗ tresto
e outro termo do tipo
tescolha contra´ria ⊗ tresto contra´rio = tresto ⊗ tescolha .
Por exemplo:

/
t1 t2 t3
→
t1
⊗
t2 t3
sel. resto

/
t1 t2 t3
→
t2 t3
⊗
t1
resto sel.
Portanto, o coproduto e´ cocomutativo.
(Coassociatividade do coproduto:)
Para a coassociatividade, procuraremos uma correspondeˆncia entre as par-
celas de (∆⊗ Id) ◦∆(t) e de (Id⊗∆) ◦∆(t). Essas parcelas sa˜o analisadas
mais detalhadamente abaixo:
Caso 1: Um termo da soma em (∆⊗ Id) ◦∆(t) corresponde a sele-
cionar suba´rvores de t e, dentre as selecionadas, selecionar de novo,
e montar o termo
tselecionada2× ⊗ tselecionada ⊗ tresto .

/
t1 t2 t3 t4 t5
→

/
t1 t2
⊗
t3 t4 t5
→
t1
⊗
t2
⊗
t3 t4 t5
sel. resto sel. resto sel.2× sel. resto
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Caso 2: Um termo da soma em (Id⊗∆) ◦∆(t) corresponde a sele-
cionar suba´rvores de t e selecionar dentre as suba´rvores do resto, e
montar o termo
tselecionada primeiro ⊗ tselecionada depois ⊗ tresto .

/
t1 t2 t3 t4 t5
→
t1
⊗

/
t2 t3 t4 t5
→
t1
⊗
t2
⊗
t3 t4 t5
sel.1o resto sel.1o sel.2o resto sel.1o sel.2o resto
E´ poss´ıvel ver que as selec¸o˜es em um caso teˆm relac¸a˜o um para um com
as selec¸o˜es no outro, e os termos correspondentes sa˜o iguais. Assim, como
fazemos a soma sobre todas as selec¸o˜es poss´ıveis, temos (∆⊗ Id) ◦∆(t) =
(Id⊗∆) ◦∆(t) e segue a coassociatividade.
Mostramos agora que HGL e´ uma bia´lgebra com a estrutura acima.
Proposic¸a˜o 5.3.12. Com o produto, unidade, coproduto e counidade de-
finidos acima, HGL e´ uma bia´lgebra cocomutativa.
Demonstrac¸a˜o. Falta verificar que ∆ e ε sa˜o morfismos de a´lgebras. Ja´
temos que
∆(•) = • ⊗ •
ε(•) = 1 .
Basta, enta˜o, mostrar as relac¸o˜es
∆(t · u) = ∆(t) ·∆(u)
ε(t · u) = ε(t) · ε(u)
para a´rvores t, u ∈ RT \ {1}.
(∆ e´ morfismo de a´lgebras:)
Mostraremos uma correspondeˆncia entre os termos das somas de ∆(t·u)
e ∆(t) ·∆(u). Comec¸aremos fixando a notac¸a˜o.
Cada termo da soma em ∆(t · u) e´ resultado de:
1o pendurar as suba´rvores t1, t2, . . . de t em u de uma determinada
maneira, digamos, ρ ∈ F (t, u), obtendo uρ;
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2o cortar e selecionar as suba´rvores de uρ por meio da permutac¸a˜o σ ∈
Sn(uρ),k(uρ), obtendo-se o elemento (u
ρ)σ1 ⊗ (uρ)σ2 (em que n(uρ) e´ o
nu´mero de suba´rvores de uρ e k(uρ) e´ o nu´mero de suba´rvores que
foram selecionadas).

uρu
ti1 ti2 · · · 
(uρ)σ(1)
uρ
(uρ)σ(2)
u
ti1 ti2
· · · · · ·
Cada termo da soma em ∆(t) ·∆(u) e´ resultado de:
1o cortar e selecionar as suba´rvores de t e de u, por meio das permuta-
c¸o˜es γ ∈ Sn(t),k(t) e δ ∈ Sn(u),k(u), e os termos obtidos sa˜o tγ(1) ⊗ tγ(2)
e uδ(1) ⊗ uδ(2);
2o pendurar tγ(1) em u
δ
(1) e t
γ
(2) em u
δ
(2), dos modos dados por µ ∈
F (tγ(1), u
δ
(1)) e ν ∈ F (tγ(1), uδ(1)), obtendo-se (uδ(1))µ ⊗ (uδ(2))ν .

tγ(1)
t
tγ(2)
ti1
ti2
· · ·· · · 
uδ(1)
u
uδ(2)
uj1
uj2
· · ·· · ·

(uδ(1))
µ
uδ(1)
ti1
· · · 
(uδ(2))
ν
uδ(2)
ti2
· · ·
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Ilustramos tambe´m o formato das suba´rvores de uρ. Estas podem ser de
3 tipos diferentes, conforme a figura abaixo:
Tipo 1: Tipo 2: Tipo 3:

uρ
uρluj
· · · 
uρ
uj u
ρ
l
ti
· · ·· · · 
uρ
uρlti
· · ·
Passamos, enta˜o, a` correspondeˆncia entre os termos da soma.
(Cada termo da soma em ∆(t ·u) corresponde a um termo de ∆(t) ·∆(u):)
Sejam dados
ρ ∈ F (t, u), que resulta na a´rvore uρ, e
σ ∈ Sn(uρ),k(uρ), que resulta nas a´rvores (uρ)σ(1) e (uρ)σ(2).
O termo (uρ)σ(1) ⊗ (uρ)σ(2) e´ o termo da soma ∆(t · u) considerado. Exibi-
remos
γ ∈ Sn(t),k(t), δ ∈ Sn(u),k(u), que fornecem as a´rvores tγ(1), tγ(2), uδ(1) e
uδ(2),
µ ∈ F (tγ(1), uδ(1)) e ν ∈ F (tγ(2), uδ(2)), que fornecem as a´rvores (uδ(1))µ
e (uδ(2))
ν
tais que (uδ(1))
µ ⊗ (uδ(2))ν = (uρ)σ(1) ⊗ (uρ)σ(2).
Para definir γ, devemos determinar as condic¸o˜es para uma certa su-
ba´rvore de t ser selecionada (tornando-se, enta˜o, suba´rvore de tγ(1)) ou na˜o
(tornando-se suba´rvore de tγ(2)). Seja ti uma suba´rvore de t. Temos ti
contido em uρ, e portanto esta´ contido em uma u´nica suba´rvore uρl de u
ρ.
Essa suba´rvore esta´ ou em (uρ)σ(1) ou em (u
ρ)σ(2). No primeiro caso, defi-
nimos que ti e´ selecionada para compor t
γ
(1), e no segundo caso, definimos
que ti na˜o e´ selecionada, compondo o termo t
γ
(2).
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
(uρ)σ(1)
uρ
(uρ)σ(2)
uρl
· · ·· · ·
→

tγ(1)
t
tγ(2)
ti
· · ·· · ·

(uρ)σ(1)
uρ
(uρ)σ(2)
uρl
· · ·· · ·
→

tγ(1)
t
tγ(2)
ti
· · ·· · ·
Definimos δ de modo parecido. Seja uj uma suba´rvore de u ⊂ uρ. En-
ta˜o uj esta´ contido numa u´nica suba´rvore u
ρ
l de u
ρ. Se uρl ⊆ (uρ)σ1 , enta˜o
definimos que ui e´ selecionada, compondo u
δ
(1), e se u
ρ
l ⊆ (uρ)σ2 , definimos
que ui na˜o e´ selecionada, compondo o termo u
δ
(2).

(uρ)σ(1)
uρ
(uρ)σ(2)
uρl
· · ·· · ·
→

uδ(1)
u
uδ(2)
uj
· · ·· · ·

(uρ)σ(1)
uρ
(uρ)σ(2)
uρl
· · ·· · ·
→

uδ(1)
u
uδ(2)
uj
· · ·· · ·
Vamos a` definic¸a˜o das maneiras de pendurar µ e ν. Para definir µ,
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precisamos considerar uma suba´rvore de tγ(1) e definir em que ve´rtice de u
δ
(1)
deve ser pendurado. Seja ti um uma suba´rvore de t
γ
(1), e automaticamente,
uma suba´rvore de t. Seja uρl a suba´rvore de u
ρ na qual ti esta´ contido.
A suba´rvore uρl pode ser ou do tipo 2 ou do tipo 3. Temos os dois casos
abaixo.
Caso 1: uρl e´ do tipo 3:
ti esta´ pendurado na raiz de u
ρ. Definimos a maneira de pendurar
ti em u
δ
(1) pondo ti na raiz de u
δ
(1).

(uρ)σ(1)
uρ
(uρ)σ(2)
ti
· · ·· · ·
→

(uδ(1))
µ
ti
· · ·
Caso 2: uρl e´ do tipo 2:
ti esta´ pendurado em um ve´rtice x0 de u, numa suba´rvore uj ⊆ uρl .
Por definic¸a˜o de γ, temos que a suba´rvore uρl esta´ na parte selecio-
nada (uρ)σ(1). Em consequeˆncia, pela definic¸a˜o de δ, temos uj ⊆ uδ(1).
Portanto x0 ∈ uδ(1), e podemos definir a maneira de pendurar ti em
uδ(1) pondo ti em x0.

(uρ)σ(1)
uρ
(uρ)σ(2)
u
x0
ti
· · · · · ·
→

(uδ(1))
µ
uδ(1)
x0
ti
· · ·
Para definir ν, consideramos uma suba´rvore de tγ(2) e definimos em que
ve´rtice de uδ(2) esta deve ser pendurada. Seja ti uma suba´rvore de t
γ
(2),
automaticamente sendo uma suba´rvore de t. Sabemos que ti esta´ contido
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numa u´nica uρl suba´rvore de u
ρ. A suba´rvore uρl pode ser ou do tipo 2 ou
do tipo 3, e como antes, consideramos os dois casos.
Caso 1: uρl e´ do tipo 3:
ti esta´ pendurado na raiz de u
ρ. Definimos a maneira de pendurar
ti em u
δ
(2) pondo ti na raiz de u
δ
(2).

(uρ)σ(1)
uρ
(uρ)σ(2)
ti
· · ·· · ·
→

(uδ(2))
ν
ti
· · ·
Caso 2: uρl e´ do tipo 2:
ti esta´ pendurado em um ve´rtice x0 de u, numa suba´rvore uj ⊆ uρl .
Por definic¸a˜o de γ, temos que a suba´rvore uρl esta´ na parte restante
(uρ)σ(2). Em consequeˆncia, pela definic¸a˜o de δ, temos uj ⊆ uδ(2).
Dessa forma, x0 ∈ uδ(2), e podemos definir a maneira de pendurar ti
em uδ(2) fazendo ti pendurado em x0.

(uρ)σ(1)
uρ
(uρ)σ(2)
u
x0
ti
· · · · · ·
→

(uδ(2))
ν
uδ(2)x0
ti
· · ·
(Cada termo da soma em ∆(t) ·∆(u) corresponde a um termo de ∆(t ·u):)
Agora, sejam dados
γ ∈ Sn(t),k(t), δ ∈ Sn(u),k(u), que fornecem as a´rvores tγ(1), tγ(2), uδ(1) e
uδ(2) e
µ ∈ F (tγ(1), uδ(1)) e ν ∈ F (tγ(2), uδ(2)), que fornecem as a´rvores (uδ(1))µ
e (uδ(2))
ν .
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O termo (uδ(1))
µ ⊗ (uδ(2))ν e´ o termo da soma em ∆(t) ·∆(u) considerado.
Exibiremos
ρ ∈ F (t, u), que resulta na a´rvore uρ e
σ ∈ Sn(uρ),k(uρ), que resulta nas a´rvores (uρ)σ(1) e (uρ)σ(2)
tais que (uρ)σ(1) ⊗ (uρ)σ(2) = (uδ(1))µ ⊗ (uδ(2))ν .
Comec¸amos exibindo ρ. Para defin´ı-lo, precisamos tomar uma suba´r-
vore de t e mostrar como pendura´-la em u. Seja ti uma suba´rvore de t.
Enta˜o e´ uma suba´rvore ou de tγ(1) ou de t
γ
(2).
Caso 1: ti e´ suba´rvore de t
γ
(1):
Considere (uδ(1))
µ. Enta˜o existe um ve´rtice x1 de u
δ
(1) no qual ti esta´
pendurado. Considere x1 em u e defina a maneira de pendurar ti em
u como sendo pendurar ti no ve´rtice x1.

(uδ(1))
µ
uδ(1)
x1
ti
· · ·
→

(uρ)σ(1)
uρ
(uρ)σ(2)
u
x1
ti
· · · · · ·
Caso 2: ti e´ suba´rvore de t
γ
(2):
Considere (uδ(2))
ν . Existe um ve´rtice x2 de u
δ
(2) no qual ti esta´ pen-
durado. Considere x1 em u e defina o modo de pendurar ti em u
como sendo pendurar ti no ve´rtice x2.

(uδ(2))
ν
uδ(2)
x2
ti
· · ·
→

(uρ)σ(1)
uρ
(uρ)σ(2)
u
x2
ti
· · · · · ·
Definimos, agora, σ. Precisamos tomar uma suba´rvore de uρ e decidir
se esta e´ selecionada (tornando-se suba´rvore de (tρ)σ(1)) ou na˜o (tornando-
se suba´rvore de (tρ)σ(2)). Seja u
ρ
l uma suba´rvore de u
ρ. Esta pode ser de
treˆs formatos diferentes. Consideramos cada caso abaixo.
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Caso 1: uρl dos tipos 1 e 2:
Temos uj ⊆ uρl para alguma suba´rvore de u. Definimos uρl ⊆ (uρl )σ(1)
se uj ⊆ uδ(1) e uρl ⊆ (uρl )σ(2) se uj ⊆ uδ(2).

uδ(1)
u
uδ(2)
uj
· · ·· · ·
→

(uρ)σ(1)
uρ
(uρ)σ(2)
uρl
· · ·· · ·

uδ(1)
u
uδ(2)
uj
· · ·· · ·
→

(uρ)σ(1)
uρ
(uρ)σ(2)
uρl
· · ·· · ·
Caso 2: uρl do tipo 3:
Temos uρl = ti para alguma suba´rvore de t. Definimos u
ρ
l ⊆ (uρl )σ(1)
se uj ⊆ tγ(1) e uρl ⊆ (uρl )σ(2) se uj ⊆ tγ(2).

(uρ)σ(1)
uρ
(uρ)σ(2)
uρl
· · ·· · ·
→

tγ(1)
t
tγ(2)
ti
· · ·· · ·

tγ(1)
t
tγ(2)
ti
· · ·· · ·
→

(uρ)σ(1)
uρ
(uρ)σ(2)
uρl
· · ·· · ·
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Terminamos, pois, obtendo a equivaleˆncia entre os termos de ∆(t ·u) e
∆(t) ·∆(u). Com isso conclu´ımos que ∆ e´ um morfismo de a´lgebras.
Passamos, enta˜o, a` verificac¸a˜o de que ε e´ morfismo de a´lgebras.
(ε e´ morfismo de a´lgebras:)
Basta ver que dadas t e u a´rvores, t·u tera´ sempre termos com mais ve´rtices
que , a na˜o ser que t = u = . Portanto
ε(t · u) = 0 = ε(t)ε(u) se t 6= • ou u 6= •
ε(t · u) = ε(•) = 1 = ε(t)ε(u) se t = u = •
e temos que ε e´ morfismo de a´lgebras.
A bia´lgebra HGL admite uma graduac¸a˜o natural dada pelo nu´mero de
ve´rtices das a´rvores, e portanto e´ uma bia´lgebra conexa. Pelo teorema
4.2.1, e´ uma a´lgebra de Hopf.
Proposic¸a˜o 5.3.13. A bia´lgebra
HGL =
∞⊕
q=0
HGL(q)
e´ conexa com graduac¸a˜o. Acima, os subespac¸os HGL(q) sa˜o os espac¸os
gerados pelas a´rvores com nu´mero de ve´rtices igual a q + 1.
Demonstrac¸a˜o. Mostraremos que HGL =
⊕∞
q=0HGL(q) e´ uma graduac¸a˜o
e torna HGL conexa. Temos que:
1. HGL(0) = K ;
2. Por construc¸a˜o, HGL =
∞⊕
q=0
HGL(q) ;
3. O produto u·v de a´rvores com tamanho |u| = p+1 e |v| = q+1 produz
uma soma de a´rvores com tamanho |u · v| = |u|+ |v| − 1 = p+ q+ 1,
portanto HGL(p) · HGL(q) ⊆ HGL(p+ q) ;
4. Seja t uma a´rvore com |t| = q + 1. As parcelas de ∆(t) consistem
na concatenac¸a˜o via B+ de algumas suba´rvores de t na primeira
entrada do tensor e do restante das suba´rvores concatenadas via
B+ na segunda entrada. Lembramos que |B+(x)| = |x| + 1 para
qualquer a´rvore x. Se l+1 e´ a ordem da a´rvore que ficou na primeira
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entrada, enta˜o q − l + 1 e´ a ordem da a´rvore na segunda entrada
do produto tensorial. Portanto ∆(t) ∈
q∑
l=0
HGL(l) ⊗ HGL(q − l), e
∆(HGL(q)) ⊆
q∑
l=0
HGL(l)⊗HGL(q − l).
Proposic¸a˜o 5.3.14. HGL e´ uma a´lgebra de Hopf, com ant´ıpoda dada
recursivamente por:
S(•) = •
S(t) = −t−
k−1∑
l=1
∑
σ∈Sn,k
S
(
B+
(
tσ(1) . . . tσ(l)
)) ·B+(tσ(l+1) . . . tσ(k))
= −t−
k−1∑
l=1
∑
σ∈Sn,k
S
(
tσ(1)
) · tσ(2) ,
em que:
t = B+(t1 . . . tn) e´ uma a´rvore com n suba´rvores;
Sn,k e´ o conjunto das permutac¸o˜es do tipo “shuffle” de {1, 2, . . . , n},
isto e´, permutac¸o˜es σ tais que
σ(1) < σ(2) < . . . < σ(k)
σ(k + 1) < σ(k + 2) < . . . < σ(n) ;
tσ(1) = B
+
(
tσ(1) . . . tσ(l)
)
e tσ(2) = B
+
(
tσ(l+1) . . . tσ(k)
)
.
Demonstrac¸a˜o. Segue do teorema 4.2.1 e da definic¸a˜o do coproduto.
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Exemplo 5.3.15. Ca´lculo da ant´ıpoda para a´rvores de 1 a 4 ve´rtices:
S() = 
S
(

)
= −
S
(

)
= −
S
(

)
= + 2
S


 = −
S
(

)
= −
S
(

)
= + + 2 
S
(

)
= −− 3− 6− 6
5.3.2 Versa˜o ordenada
Nesta sec¸a˜o construiremos uma versa˜o da a´lgebra de Grossman-Larson
usando a´rvores ordenadas. Denote por HGL o espac¸o vetorial gerado pelas
a´rvores ordenadas na˜o vazias PRT \ {1}. Usaremos, por simplicidade, a
mesma notac¸a˜o do caso das a´rvores (na˜o-ordenadas), e ficara´ especificado
pelo contexto a que caso estamos nos referindo.
Repetiremos as definic¸o˜es e proposic¸o˜es, ana´logas a`s da sec¸a˜o ante-
rior, chamando a atenc¸a˜o para as diferenc¸as, que consistem em preservar
a ordenac¸a˜o nas a´rvores. As demonstrac¸o˜es das proposic¸o˜es, por serem
essencialmente as mesmas, sera˜o omitidas.
Definic¸a˜o 5.3.16. Definimos o produto entre duas a´rvores na˜o-ordenadas
e estendemos por bilinearidade.
Dadas duas a´rvores u 6=  e v, tomamos a primeira, u, deletamos a
ra´ız e seus ve´rtices, ficando com u1, . . . , uk suba´rvores. Penduramos essas
suba´rvores em alguns ve´rtices de v (ligando por uma aresta o ve´rtice de
v com a ra´ız de uma das suba´rvores). Somamos sobre todas as poss´ıveis
maneiras de pendurar as suba´rvores nos ve´rtices de v, e a soma e´ definida
como u · v. E´ permitido pendurar mais de uma suba´rvore num ve´rtice, e
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deve-se conectar todas as suba´rvores exatamente uma vez, como no caso
das a´rvores na˜o-ordenadas.
A diferenc¸a, nesse caso, e´ que devemos manter a ordem das suba´rvores
quando estas sa˜o penduradas no mesmo ve´rtice. Tambe´m quando pen-
duramos uma suba´rvore num ve´rtice que tenha outros galhos (da a´rvore
original) e´ importante observar a maneira como a suba´rvore e os galhos
esta˜o intercalados. Desse modo, se temos
u v
u1 u2
e  ,
enta˜o
u1 u2
e´ uma maneira permitida de pendurar,
u2 u1
na˜o e´ uma maneira permitida de pendurar,
e temos que
u2u1
,
u2 u1
e
u2 u1
sa˜o maneiras diferentes de pendurar.
Tambe´m definimos que  · v = v, e portanto, a unidade para esse
produto e´ .
Exemplo 5.3.17. Segue abaixo um esquema de ca´lculo do produto. Com-
pare com o caso das a´rvores na˜o-ordenadas do exemplo 5.3.2.
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t1 t2
·  =t1 t2
+
t1t2
+
t1 t2
+
t2t1
+
+
t2t1
+
t2t1
+
t2t1
+
t2t1
+
+
t2t1
+
t1 t2
+
t1t2
+
t2t1
+
+
t2t1
+
t1 t2
+
t1t2
+
t2t1
+
+
t1t2
+
t1t2
+
t1t2
+
t1t2
+
+
t1 t2
+
t1 t2
Na˜o e´ poss´ıvel juntar alguns desses termos se na˜o soubermos o formato
das a´rvores ordenadas t1 e t2.
Exemplo 5.3.18. Seguem mais alguns exemplos. Compare com o exem-
plo 5.3.3 do caso das a´rvores na˜o-ordenadas.
 ·  = +++ 2
 ·  = ++
 ·  = + 3+
 ·  = 2+ 3+ 2 + .
Observac¸a˜o 5.3.19. Pelo exemplo anterior, podemos ver que o produto do
caso na˜o-ordenado continua sendo na˜o comutativo.
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Da mesma forma que no caso das a´rvores (na˜o-ordenadas), esse produto
e´ associativo. A demonstrac¸a˜o segue a mesma ideia da do caso das a´rvores
na˜o ordenadas, com uma complicac¸a˜o adicional devido ao fato de poder-
mos pendurar de maneiras diferentes num mesmo ve´rtice (intercalando as
suba´rvores nos ramos ja´ existentes).
Proposic¸a˜o 5.3.20. O produto definido acima e´ associativo.
O coproduto e´ ana´logo ao caso das a´rvores na˜o-ordenadas.
Definic¸a˜o 5.3.21. ∆ e´ definido, para t = B+(t1 . . . tn) a´rvore ordenada,
por
∆(•) = • ⊗ •
∆(t) =
n∑
k=0
∑
σ∈Sn,k
B+
(
tσ(1) . . . tσ(k)
)⊗B+(tσ(k+1) . . . tσ(n))
= t⊗+⊗ t +
n−1∑
k=1
∑
σ∈Sn,k
B+
(
tσ(1) . . . tσ(k)
)⊗B+(tσ(k+1) . . . tσ(n))
=
n∑
k=0
∑
σ∈Sn,k
tσ(1) ⊗ tσ(2) ,
em que Sn,k e´ o conjunto das permutac¸o˜es σ do tipo“shuffle”de {1, 2, . . . , n},
isto e´, sa˜o permutac¸o˜es tais que
σ(1) < σ(2) < . . . < σ(l)
σ(l + 1) < σ(l + 2) < . . . < σ(k) .
Tambe´m definimos a seguinte notac¸a˜o auxiliar, como antes:
tσ(1) := B
+
(
tσ(1) . . . tσ(k)
)
tσ(2) := B
+
(
tσ(k+1) . . . tσ(n)
)
.
A diferenc¸a desse caso, das a´rvores ordenadas, e´ que a operac¸a˜o B+ pre-
serva a ordem das a´rvores componentes da floresta ordenada. Note que a
permutac¸a˜o do tipo “shuffle” tambe´m mante´m a ordem das suba´rvores da
a´rvore t nas duas componentes tensoriais do coproduto.
Se a a´rvore t tem n suba´rvores t1, . . . , tn, o nu´mero de termos da soma
continua sendo
n∑
k=0
|Sn,k| =
n∑
k=0
(
n
k
)
= 2n .
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A counidade e´ a transformac¸a˜o linear definida na base por ε(t) = δt,•.
Observac¸a˜o 5.3.22. Os elementos da forma B+(t) sa˜o primitivos em HGL,
e
P(HGL) = span{B+(t) : t ∈ PRT} .
Exemplo 5.3.23. Ca´lculo do coproduto das a´rvores de tamanho ate´ 4:
∆ () = ⊗
∆
(

)
= ⊗+⊗
∆
(

)
= ⊗+⊗
∆
(

)
= ⊗+⊗+ 2⊗
∆


 = ⊗+⊗
∆
(

)
= ⊗+⊗
∆
(

)
= ⊗+⊗+⊗+⊗
∆
(

)
= ⊗+⊗+⊗+⊗
∆
(

)
= ⊗+⊗+ 3⊗+ 3⊗
Proposic¸a˜o 5.3.24. O coproduto e´ coassociativo e cocomutativo.
Proposic¸a˜o 5.3.25. HGL e´ uma bia´lgebra cocomutativa.
Proposic¸a˜o 5.3.26. A bia´lgebra
HGL =
∞⊕
q=0
HGL(q)
e´ conexa com graduac¸a˜o. Acima, os subespac¸os HGL(q) sa˜o os espac¸os
gerados pelas a´rvores ordenadas com nu´mero de ve´rtices igual a q + 1.
Proposic¸a˜o 5.3.27. A a´lgebra HGL e´ uma a´lgebra de Hopf, com ant´ıpoda
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dada recursivamente, para t = B+(t1 . . . tn), por:
S(•) = •
S(t) = −t−
k−1∑
l=1
∑
σ∈Sn,k
S
(
B+
(
tσ(1) . . . tσ(l)
)) ·B+(tσ(l+1) . . . tσ(k))
= −t−
k−1∑
l=1
∑
σ∈Sn,k
S
(
tσ(1)
) · tσ(2) ,
em que Sn,k e´ o conjunto das permutac¸o˜es do tipo “shuffle” de {1, 2, . . . , n},
isto e´, permutac¸o˜es σ tais que
σ(1) < σ(2) < . . . < σ(k)
σ(k + 1) < σ(k + 2) < . . . < σ(n) .
Usamos tambe´m a notac¸a˜o auxiliar do coproduto:
tσ(1) = B
+
(
tσ(1) . . . tσ(l)
)
tσ(2) = B
+
(
tσ(l+1) . . . tσ(k)
)
.
Exemplo 5.3.28. Ca´lculo da ant´ıpoda aplicada nas a´rvores ordenadas
com tamanho de 1 ate´ 4:
S() = 
S
(

)
= −
S
(

)
= −
S
(

)
= 3+ 2
S


 = −
S
(

)
= −
S
(

)
= + 2+ 2+ 2 
S
(

)
= + 2+ 2+ 2 
S
(

)
= −19− 9− 21− 21− 6 .
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5.4 Teorema de Panaite
As a´lgebras de Connes-Kreimer e de Grossman-Larson sa˜o a´lgebras de
Hopf conexas que admitem graduac¸a˜o. Exploraremos a relac¸a˜o entre essas
duas a´lgebras no restante do trabalho.
Para mostrar a relac¸a˜o entre essas duas a´lgebras, sera´ necessa´rio mos-
trar o teorema de Panaite. Inicialmente, prepararemos a notac¸a˜o para
abordar esse teorema. No decorrer, faremos uso do teorema de Milnor-
Moore (teorema 4.4.12), e portanto sera´ necessa´rio assumir que o corpo K
tenha caracter´ıstica nula.
O teorema de Panaite caracteriza a a´lgebra de Grossman-Larson HGL
como a a´lgebra envolvente universal de uma certa a´lgebra de Lie z. Essa
a´lgebra de Lie esta´ no dual da a´lgebra de Connes-Kreimer, e sera´ definida
adequadamente no decorrer da sec¸a˜o.
Primeiramente, estabelecemos uma notac¸a˜o para os cortes admiss´ıveis
que selecionam apenas uma aresta. Sera´ u´til distingu´ı-los dos demais.
Definic¸a˜o 5.4.1. Seja t ∈ RT ou t ∈ PRT. Chamamos de cortes elemen-
tares de t os cortes c ∈ Cut(t) que pegam apenas uma aresta de t. Os
cortes elementares sa˜o cortes admiss´ıveis, e denotamos o conjunto de cor-
tes elementares por Adm1(t). O conjunto de cortes admiss´ıveis que pegam
mais de uma aresta e´ denotado por Adm>1(t).
Observac¸a˜o 5.4.2. Seja t ∈ RT ou t ∈ PRT, e seja c ∈ Adm(t). Observe
que sa˜o equivalentes:
1. c ∈ Adm1(t) e´ corte elementar;
2. P c(t) e´ uma a´rvore (ordenada ou na˜o-ordenada, dependendo do con-
texto);
3. P c(t) e Rc(t) sa˜o a´rvores (ordenadas ou na˜o-ordenadas).
De fato, 2. ⇔ 3. e´ imediato pois Rc(t) sempre e´ uma a´rvore. E 1. ⇔ 2.
porque o nu´mero de a´rvores em P c(t) e´ igual ao nu´mero de arestas cortadas
por c ∈ Adm(t).
No restante da sec¸a˜o adotaremos a notac¸a˜o abaixo para os coeficientes
dos termos do produto em HGL e do coproduto em HCK.
Definic¸a˜o 5.4.3. Sejam u, v, r ∈ RT. Denote por:
n(u, v; r) o coeficiente em r do produto B+(u) ·HGL v, ou seja, o
nu´mero de maneiras de se pendurar u em v e obter r;
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m(u, v; r) o coeficiente em u ⊗ v de ∆HCK(r), ou seja, o nu´mero de
cortes (elementares) c de r tais que P c(r) = u e Rc(r) = v.
Nessa notac¸a˜o, temos
B+(u) ·HGL v =
∑
r
n(u, v; r)r
∆HCK(r) = r ⊗ 1 + 1⊗ r +
∑
u,v
m(u, v; r)u⊗ v +
∑
c∈Adm>1(r)
P c(r)⊗Rc(r) .
As somas sa˜o sobre todas as a´rvores (ordenadas ou na˜o-ordenadas, depen-
dendo do contexto em que estivermos), e apenas uma quantidade finita
de coeficientes e´ na˜o-nula em cada soma. Usaremos essa notac¸a˜o tanto no
contexto das a´rvores na˜o-ordenadas como no das a´rvores ordenadas.
Ha´ relac¸a˜o entre esses dois coeficientes, nos dois contextos. No caso das
a´rvores ordenadas, esses coeficientes sa˜o iguais, e no caso na˜o-ordenado,
a relac¸a˜o e´ simples, mas exige alguns coeficientes multiplicativos para dar
conta da comutatividade dos ramos das a´rvores. Veremos essas relac¸o˜es
no comec¸o das pro´ximas sec¸o˜es.
5.4.1 Versa˜o para a´rvores na˜o-ordenadas
No caso das a´rvores na˜o-ordenadas, podemos comutar os ramos de uma
a´rvore e na˜o alteramos a a´rvore considerada. Em particular, vamos voltar
nossa atenc¸a˜o para as permutac¸o˜es entre ramos ideˆnticos.
Definic¸a˜o 5.4.4. Seja t ∈ RT uma a´rvore na˜o-ordenada. Dado um ve´rtice
V de t, podemos definir uma a´rvore tV com V como raiz e formada apenas
pelos ve´rtices descendentes de V , com as mesmas arestas que tinham em
t. Definimos tambe´m t \ tV como sendo a a´rvore t excluindo-se o ramo tV .
A figura abaixo ilustra essa definic¸a˜o.
t tV t \ tV
V →  
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Definic¸a˜o 5.4.5. Definimos:
1. Dado um ve´rtice W de t, seja SG(t,W ) o grupo de permutac¸o˜es de
ramos ideˆnticos de t saindo de W sem permutar os“sub-ramos”desses
ramos, isto e´, trocando apenas a ordem dos ve´rtices filhos de W , sem
trocar a ordem de outros ve´rtices descendentes.
Se W tem n ve´rtices filhos e n ramos ideˆnticos pendurados, o grupo
SG(t,W ) e´ isomorfo a Sn.
Numa situac¸a˜o mais geral, seja W com n = α1+. . . αk ve´rtices filhos,
em que para cada i = 1, . . . , k, temos αi ramos ideˆnticos (a um ramo
ti). Aqui consideramos todos os ti’s distintos. A figura abaixo ilustra
o formato dos ramos pendurados a W considerados:

W
t1
. . .
t1 t2
. . .
t2
. . .
tk
. . .
tk︸ ︷︷ ︸
α1 vezes
︸ ︷︷ ︸
α2 vezes
︸ ︷︷ ︸
αk vezes
Temos que o grupo SG(t,W ) e´ isomorfo a Sα1 × . . .× Sαk .
2. SG(t) como o grupo de todas as permutac¸o˜es de ramos ideˆnticos
de t, saindo de um mesmo ve´rtice (e todas as composic¸o˜es dessas
permutac¸o˜es).
Temos o produto direto de grupos
SG(t) =
∏
W∈Vert(t)
SG(t,W ) ;
3. Fix(V, t) como o subgrupo de SG(t) que mante´m fixo o ve´rtice V ;
4. Fix(c, t) como o subgrupo de SG(t) que mante´m fixa a aresta c, isto
e´, mante´m fixos os ve´rtices ci e cf , origem e te´rmino da aresta c;
5. Fix(tV , t) o subgrupo de SG(t) que mante´m todos os ve´rtices de tV
fixos, em que V e´ um ve´rtice de t e tV e´ a a´rvore formada por todos
os ve´rtices descendentes de V em t, com as mesmas arestas de t;
6. st := |SG(t)| o nu´mero de permutac¸o˜es poss´ıveis entre ramos ideˆnti-
cos. Chamamos st de fator de simetria de t.
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Exemplo 5.4.6. Seja
t =

(1)
(1.1) (1.2)
(1.1.1) (1.1.2) (1.1.3) (1.2.1) (1.2.2) (1.2.3)
.
Considere as permutac¸o˜es de ramos ideˆnticos p1, p2 e p3 dadas abaixo:
p1 :

(1)
(1.1) (1.2)
(1.1.1) (1.1.1) (1.1.1) (1.2.1) (1.2.2) (1.2.3)
←→
(trocar t(1.1) ↔ t(1.2))
p2 :

(1)
(1.1) (1.2)
(1.1.1) (1.1.1) (1.1.1) (1.2.1) (1.2.2) (1.2.3)
→ →
←−
(trocar t(1.2.1) → t(1.2.2) → t(1.2.3) → t(1.2.1))
p3 : (trocar t(1.1.1) ↔ t(1.2.2))
Temos que
p1, p2 ∈ SG(t) e p3 /∈ SG(t) .
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Para a permutac¸a˜o de ramos ideˆnticos estar em SG(t), podemos permutar
ramos que estejam ligados a um mesmo ve´rtice (como no caso de p1 e p2),
mas na˜o podemos permutar ramos ideˆnticos presos a ve´rtices diferentes
(como em p3).
Ale´m disso, sejam c a aresta que liga (1) a (1.2) e V o ve´rtice (1.1).
Temos que p2 na˜o muda c, V nem tV de lugar, portanto
p2 ∈ Fix(c, t) , p2 ∈ Fix(V, t) e p2 ∈ Fix(tV , t) .
Por fim, o fator de simetria de t e´
st = 2! · 3! · 3! = 72 .
Proposic¸a˜o 5.4.7. Podemos escrever o fator de simetria st por meio de
uma fo´rmula recursiva. Para a a´rvore vazia e a a´rvore de um ve´rtice,
temos:
s1 = 1
s• = 1 .
Para t = B+(tα11 · · · tαkk ), com a´rvores distintas t1, . . . , tk, o fator de sime-
tria e´ dado por:
st = sB+(tα11 ···t
αk
k
) = s
α1
t1 α1! · · · sαktk αk! .
Demonstrac¸a˜o. De fato, considere a seguinte figura:
t
t1 . . . t1 t2 . . . t2 . . . tk . . . tk︸ ︷︷ ︸
α1 vezes
︸ ︷︷ ︸
α2 vezes
︸ ︷︷ ︸
αk vezes
Uma permutac¸a˜o de ramos ideˆnticos de t corresponde exatamente a
uma permutac¸a˜o de ramos ideˆnticos SG(t, raiz) (quantidade: α1! . . . αk!)
combinada (de maneira independente) com
α1 permutac¸o˜es de ramos ideˆnticos de t1 (quantidade: s
α1
t1 ) ,
...
αk permutac¸o˜es de ramos ideˆnticos de tk (quantidade: s
αk
tk
) .
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O nu´mero de permutac¸o˜es de ramos ideˆnticos de t e´, enta˜o,
st = α1! . . . αk! · sα1t1 · sαktk .
Proposic¸a˜o 5.4.8. Seja t uma a´rvore e c uma aresta de t, partindo do
ve´rtice ci ao ve´rtice cf .
1. O conjunto das permutac¸o˜es que fixam a aresta c pode ser escrito
por:
Fix(c, t) = Fix
(
B+(tcf ), t
)× SG(tcf ) .
2. Vale a seguinte igualdade de permutac¸o˜es:
Fix
(
ci, t \ tcf
)
= Fix
(
B+(tcf ), t
)
,
em que t \ tcf e´ a a´rvore obtida deletando-se o ramo tcf de t.
Demonstrac¸a˜o.
1. Veja a seguinte figura.

t
B+(tcf )
ci
c
tcf cf
· · ·
· · ·
· · ·
Como desejamos fixar apenas ci e cf , podemos fazer isso fixando os
ve´rtices de B+(tcf ) (e permutando os ramos iguais fora de B
+(tcf )) ,
e, independentemente, permutando os ramos de tcf dentro deB
+(tcf ).
Com isso, temos
Fix(c, r) = Fix
(
B+(tcf ), r
)× SG(tcf ) .
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2. Note que t \ tcf e´ ideˆntico a t quando se colapsa o ramo B+(tcf ) de
t num ve´rtice • (nomeado por ci).

t
B+(tcf )
ci
c
tcf cf
· · ·
· · ·
· · · 
t
ci
· · ·
· · ·
· · ·
Fixar B+(tcf ) em t, e permutar os outros ramos, e´ equivalente, enta˜o,
a fixar o ve´rtice ci em t \ tcf e permutar os outros ramos.
Com essa notac¸a˜o, veremos a relac¸a˜o entre os coeficientes n(u, v; r) e
m(u, v; r).
Lema 5.4.9. Sejam u, v, r ∈ RT. Temos
n(u, v; r)sr = m(u, v; r)susv ,
em que, relembrando,
n(u, v; r) e´ o coeficiente em r do produto B+(u) ·HGL v, ou seja, e´ o
nu´mero de maneiras de se pendurar u em v e obter r
m(u, v; r) e´ o coeficiente em u⊗ v de ∆HCK(r), ou seja, e´ o nu´mero
de cortes (elementares) c de r tais que P c(r) = u e Rc(r) = v
st e´ o fator de simetria de t ∈ RT.
Demonstrac¸a˜o. Mostramos, primeiramente, que ambos os coeficientes se
anulam simultaneamente. Ou, de modo equivalente, ambos sa˜o na˜o nulos
simultaneamente.
Afirmac¸a˜o: n(u, v; r) 6= 0 sse m(u, v; r) 6= 0.
Prova da afirmac¸a˜o. De fato, se n(u, v; r) 6= 0, enta˜o e´ poss´ıvel obter r
pendurando u em algum ve´rtice V de v. Tomando como corte elemen-
tar c exatamente a aresta que e´ formada ao pendurar u em V , obtemos
P c(r) = u e Rc(r) = v, de modo que m(u, v; r) 6= 0. Reciprocamente,
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se m(u, v; r) 6= 0, enta˜o e´ poss´ıvel cortar com c uma aresta de forma que
P c(r) = u e Rc(r) = v. Denotando por V o ve´rtice origem da aresta
cortada, temos que V tambe´m e´ ve´rtice de v; e se pendurarmos u em V ,
recobramos r. Portanto n(u, v; r) 6= 0. y
Suponha agora que ambos m(u, v; r), n(u, v; r) sa˜o na˜o nulos. Fixe c
um corte elementar tal que P c(r) = u e Rc(r) = v. Denote por ci e cf
os ve´rtices inicial e final da aresta c. Temos que ci e´ um ve´rtice de r e
tambe´m de v, e cf e´ um ve´rtice de r mas tambe´m corresponde a` raiz de
u. Ainda, temos rcf = P
c(r) = u.

r
v
ci
c −−−
ucf
Note que pelo item 1. proposic¸a˜o 5.4.8 anterior,
Fix
(
B+(rcf ), r
)× SG(rcf )
e´ o grupo de permutac¸o˜es que fixam a aresta c de r. Portanto, a quantidade
de classes de permutac¸o˜es (de ramos ideˆnticos) em r que mudam c de lugar
para um mesmo lugar e´:
|SG(r)|
|Fix(B+(rcf ), r)× SG(rcf )| = |SG(r)||Fix(B+(rcf ), r)× SG(u)| .
Todas as permutac¸o˜es que trocam c de lugar produzem os mesmos ele-
mentos P c(t) = u e Rc(t) = v. E temos que m(u, v; r) e´ a quantidade de
classes de permutac¸o˜es que mudam c para um mesmo lugar. Enta˜o
m(u, v; r) =
∣∣∣∣∣ SG(r)Fix(B+(rcf ), r)× SG(u)
∣∣∣∣∣
=
|SG(r)|
|Fix(B+(rcf ), r)| · |SG(u)|
=
sr
|Fix(B+(rcf ), r)| · su .
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Por outro lado, observe que
Fix(ci, v)
e´ o grupo das permutac¸o˜es que fixam o ve´rtice ci, e portanto a quantidade
de classes de permutac¸o˜es (de ramos ideˆnticos) em v que mudam o ve´rtice
ci de lugar, para um mesmo lugar, e´:
|SG(v)|
|Fix(ci, v)| .
Temos que n(u, v; r) e´ essa quantidade de classes, portanto:
n(u, v; r) =
∣∣∣∣ SG(v)Fix(ci, v)
∣∣∣∣
=
|SG(v)|
|Fix(ci, v)|
=
sv
|Fix(ci, v)| .
Agora, note que ha´ uma correspondeˆncia Fix
(
B+(rcf ), r
)
= Fix(ci, v), pelo
item 2. da proposic¸a˜o 5.4.8 (em que v = r \ rcf ). Portanto:
|Fix(B+(rcf ), r)| = |Fix(ci, v)|
=⇒ sr
m(u, v; r) · su =
sv
n(u, v; r)
=⇒ n(u, v; r)sr = m(u, v; r)susv .
Definimos abaixo um conjunto de funcionais em HCK. Descobriremos
que esses funcionais teˆm uma relac¸a˜o interessante com a a´lgebra HGL.
Definic¸a˜o 5.4.10. Seja t ∈ RT \ {1}. Defina os funcionais Zt, Z ′t ∈ H◦CK
pondo
Zt(f) = δt,f
Z ′t(f) = stδt,f
para todo f ∈ RF.
Denote o espac¸o vetorial gerado por esses funcionais por
z := span
{
Zt | t ∈ RT \ {1}
}
= span
{
Z ′t | t ∈ RT \ {1}
}
.
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Observac¸a˜o 5.4.11. Zt e Z
′
t sa˜o derivac¸o˜es. De fato, dados f1, f2 ∈ RF ⊆
HCK, temos:
Zt(f1 · f2) =
{
1, f1 = 1, f2 = t ou f1 = t, f2 = 1
0, caso contra´rio
= Zt(f1)ε(f2) + ε(f1)Zt(f2)
Z ′t(f1 · f2) =
{
st, f1 = 1, f2 = t ou f1 = t, f2 = 1
0, caso contra´rio
= Z ′t(f1)ε(f2) + ε(f1)Z
′
t(f2) .
O produto f1 · f2 e a counidade ε(f) = δf,1, aqui, sa˜o em HCK. Dessa
forma, Zt, Z
′
t ∈ Derε(HCK), como afirmado.
Isso tambe´m implica que Zt, Z
′
t ∈ H◦CK, pois satisfazem a condic¸a˜o 1.
do teorema 1.3.13.
Observac¸a˜o 5.4.12. Por Zt e Z
′
t serem derivac¸o˜es, temos Zt(1) = 0 e
Z ′t(1) = 0.
Veremos como esses funcionais se comportam com relac¸a˜o ao produto
de convoluc¸a˜o em H◦CK.
Proposic¸a˜o 5.4.13. Para a´rvores u, v ∈ RT \ {1}, temos
1. Zu ∗ Zv(t) =
∑
r∈RT
m(u, v; r)Zr(t) , ∀t ∈ RT \ {1};
2. [Zu, Zv] =
∑
r∈RT
(
m(u, v; r)−m(v, u; r))Zr ;
3. Z ′u ∗ Z ′v(t) =
∑
r∈RT
n(u, v; r)Z ′r(t) , ∀t ∈ RT \ {1};
4. [Z ′u, Z
′
v] =
∑
r∈RT
(
n(u, v; r)− n(v, u; r))Z ′r .
De 2. ou 4. segue que z e´ uma suba´lgebra de Lie de Derε(HCK).
Demonstrac¸a˜o. Sabemos que o colchete de duas derivac¸o˜es e´ uma deriva-
c¸a˜o. Portanto, em 2. e em 4., precisamos apenas mostrar a igualdade para
a´rvores. Mas estas seguem de 1. e 3., respectivamente, lembrando que o
colchete em Derε(HCK) e´ dado pelo comutador
[g, h] = g ∗ h− h ∗ g, ∀g, h ∈ Derε(HCK) .
Portanto basta mostrar 1. e 3..
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1. Temos Zu∗Zv = µK◦(Zu⊗Zv)◦∆HCK . Seja t ∈ RT\{1}. Escrevemos
∆HCK(t) = t⊗1+1⊗t+
∑
c∈Adm1(t)
P c(t)⊗Rc(t)+
∑
c∈Adm>1(t)
P c(t)⊗Rc(t) .
Aplicando Zu ⊗ Zv, sobra apenas a soma sobre cortes elementares
c ∈ Adm1(t), ja´ que Zu e Zv se anulam em 1 e em florestas com mais
de uma componente2. Portanto
Zu ∗ Zv(t) =
∑
c∈Adm1(t)
Zu
(
P c(t)
) · Zv(P c(t)) .
Ale´m disso, os termos Zu
(
P c(t)
) · Zv(P c(t)) se anulam, a na˜o ser
que P c(t) = u e Rc(t) = v, quando valem 1. Assim, a soma fica igual
ao nu´mero m(u, v; t) de cortes elementares que fornecem P c(t) = u
e Rc(t) = v. Decorre que:
Zu ∗ Zv(t) = m(u, v; t)
=
∑
r∈RT
m(u, v; r)δr,t
=
∑
r∈RT
m(u, v; r)Zr(t) .
3. De forma ana´loga ao item acima, consideramos o produto Z ′u ∗Z ′v =
µK ◦ (Z ′u ⊗ Z ′v) ◦∆HCK , tomamos t ∈ RT \ {1} e escrevemos
∆HCK(t) = t⊗1+1⊗t+
∑
c∈Adm1(t)
P c(t)⊗Rc(t)+
∑
c∈Adm>1(t)
P c(t)⊗Rc(t)
Aplicamos Z ′u ⊗Z ′v, e como antes, sobra apenas a soma sobre cortes
elementares c ∈ Adm1(t) porque Z ′u e Z ′v se anulam em 1 e em
florestas com mais de uma componente2. Obtemos
Z ′u ∗ Z ′v(t) =
∑
c∈Adm1(t)
Z ′u
(
P c(t)
) · Z ′v(P c(t)) .
Aqui temos uma pequena modificac¸a˜o: os termos Z ′u
(
P c(t)
)·Z ′v(P c(t))
se anulam a na˜o ser que P c(t) = u e Rc(t) = v, quando valem susv.
2Note que Rc(t) e´ uma a´rvore se, e somente se, o corte c e´ elementar (c ∈ Adm1(t)).
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Nesse caso, a soma vale m(u, v; t) · susv. Portanto
Z ′u ∗ Z ′v(t) = m(u, v; t) · susv
=
∑
r∈RT
m(u, v; r)susvδr,t
5.4.9
=
∑
r∈RT
n(u, v; r)srδr,t
=
∑
r∈RT
n(u, v; r)Z ′r(t) ,
onde usamos o lema 5.4.9.
Vamos ao teorema que identifica U(z) com a a´lgebra de Grossman-
Larson HGL.
Teorema 5.4.14 (Panaite, versa˜o para a´rvores na˜o-ordenadas). A a´lgebra
de Hopf de Grossman-Larson e´ isomorfa ao recobrimento da a´lgebra de Lie
z. Em outras palavras,
HGL ∼= U(z)
como a´lgebras de Hopf. Lembramos que o corpo K considerado tem carac-
ter´ıstica nula.
Demonstrac¸a˜o. Primeiramente, observamos que HGL e´ uma bia´lgebra co-
nexa e cocomutativa sobre um corpo de caracter´ıstica nula. Podemos, en-
ta˜o, usar o teorema de Milnor-Moore, e escrever que HGL ∼= U
(
P(HGL)
)
como a´lgebras de Hopf. Se mostrarmos que z ∼= P(HGL), obtemos via pro-
posic¸a˜o 3.2.6 que U(z) ∼= U(P(HGL)), e portanto, que HGL ∼= U(z), como
queremos demonstrar.
Basta mostrar a seguinte afirmac¸a˜o:
Afirmac¸a˜o: z e P(HGL) sa˜o a´lgebras de Lie isomorfas via
ψ : z→ P(HGL)
Z ′t → B+(t) .
Prova da afirmac¸a˜o. Comec¸aremos mostrando que ψ e´ bijec¸a˜o.
(Sobrejetividade:) Os elementos de HGL da forma B+(t) = ψ(Z ′t) sa˜o
primitivos e geram o espac¸o vetorial P(HGL). Portanto ψ e´ sobrejetiva.
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(Injetividade:) Temos ker(ψ) = 0 pois∑
i
aiZ
′
ti ∈ ker(ψ) =⇒ ψ
(∑
i
aiZ
′
ti
)
= 0 =⇒
∑
i
aiB
+(ti) = 0
=⇒ ai = 0,∀i =⇒
∑
i
aiZ
′
ti = 0 .
Veremos agora que ψ e´ morfismo de a´lgebras de Lie. E´ suficiente mos-
trar que [ψ(Z ′u), ψ(Z
′
v)] = ψ
(
[Z ′u, Z
′
v]
)
para geradores Z ′u, Z
′
v ∈ z. Temos
[ψ(Z ′u), ψ(Z
′
v)] = [B
+(u), B+(v)] = B+(u)·HGLB+(v)−B+(v)·HGLB+(u) .
Podemos escrever:
B+(u) ·HGL B+(v) =
∑
t∈RT
n(u,B+(v); t)t
= B+(uv) +
∑
r∈RT
n(u, v; r)B+(r) .
A primeira igualdade segue da definic¸a˜o dos coeficientes n(u,B+(v); t) (sa˜o
os coeficientes de t do produto B+(u) ·HGL B+(v)). A segunda vem por
identificac¸a˜o dos termos da soma em t. O termo t = B+(uv) corresponde
a pendurar u na raiz de B+(v), e so´ ha´ uma maneira de obteˆ-lo. A soma
em r corresponde aos outros termos, em que u e´ pendurado em outros
ve´rtices de B+(v) que na˜o sejam a raiz; isso e´ o mesmo que pendurar em
v, obtendo r, e depois aplicar B+, obtendo t = B+(r).
O mesmo argumento vale para mostrar que:
B+(v) ·HGL B+(u) =
∑
t∈RT
n(v,B+(u); t)t
= B+(vu) +
∑
r∈RT
n(v, u; r)B+(r) .
Portanto, temos:
[ψ(Z ′u), ψ(Z
′
v)] = B
+(u) ·HGL B+(v)−B+(v) ·HGL B+(u)
=
∑
r∈RT
(
n(u, v; r)− n(v, u; r))B+(r)
=
∑
r∈RT
(
n(u, v; r)− n(v, u; r))ψ(Z ′r)
= ψ
(∑
r∈RT
(
n(u, v; r)− n(v, u; r))Z ′r
)
= ψ
(
[Z ′u, Z
′
v]
)
,
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e terminamos a afirmac¸a˜o. y
Feita a afirmac¸a˜o, terminamos a prova do teorema.
5.4.2 Versa˜o para a´rvores ordenadas
A relac¸a˜o entre os coeficientes n(u, v; r) e m(u, v; r), no caso das a´rvores
ordenadas, e´ a igualdade.
Lema 5.4.15. Dados u, v, r ∈ PRT, temos
n(u, v; r) = m(u, v; r) .
Assim, para a´rvores ordenadas, o nu´mero n(u, v; r) de maneiras de se
pendurar u em v e ganhar r e´ o mesmo nu´mero m(u, v; r) de cortes ele-
mentares c que resultam em P c(r) = u e Rc(r) = v.
Demonstrac¸a˜o. Da mesma forma que no caso das a´rvores ordenadas (lema
5.4.9), temos
n(u, v; r) 6= 0 sse m(u, v; r) 6= 0 .
Para o caso em que ambos n(u, v; r),m(u, v; r) 6= 0, faremos uma corres-
pondeˆncia 1-1 entre as maneiras de se obter r pendurando u em v e os
cortes c ∈ Adm1(r) que fornecem P c(r) = u e Rc(r) = v.
Dados r, u, v ∈ PRT, o ve´rtice V de v tal que u pendurado em V resulta
em r e´ u´nico. De fato, tomando r e considerando todos os seus ramos com
mesmo formato u, para obter v devemos deletar de r um desses ramos u.
Ramos do tipo u pendurados em ve´rtices diferentes, ao serem deletados,
produzem a´rvores diferentes3, e so´ uma delas pode ser v. Para ramos u
pendurados no mesmo ve´rtice de r, ha´ mais de uma maneira de deletar
um ramo u para ficar com v.
Por exemplo, considerando
r =
u u uu
u 6=  ,
obtemos a´rvores diferentes se deletarmos u destas duas maneiras diferentes

−
u u uu 
−
u u uu
3Lembrando que as a´rvores aqui sa˜o ordenadas.
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e obtemos a´rvores iguais se deletarmos u destas duas maneiras diferentes

−
u u uu 
−
u u uu
.
Enumeramos dois casos:
Caso 1: Se temos ramos u repetidos em V , enta˜o o nu´mero de cortes
m(u, v; r) sera´ igual ao nu´mero de suba´rvores com formato u repe-
tidas em r. Mas o nu´mero n(u, v; r) de maneiras de se pendurar u
em v para se obter r tambe´m sera´ igual a esse nu´mero m(u, v; r),
pois temos exatamente m(u, v; r) maneiras de intercalar o u entre os
ramos de v com mesmo formato.
Por exemplo, se temos V igual a` raiz de v e
r =
u u u
v =

u u u 6= 
enta˜o temos 3 maneiras de pendurar u em v para obter r e temos 3
maneiras de cortar r em u = P c(r) e v = Rc(r).
Caso 2: Se ha´ apenas um ramo igual a u pendurado em V , enta˜o so´
ha´ uma maneira de se obter r pendurando u em v: e´ identificando a
u´nica posic¸a˜o da suba´rvore de r que e´ igual a u e identificando essa
posic¸a˜o em v para se inserir u e obter r. E a u´nica forma de cortar
r em u = P c(r) e v = Rc(r) e´ identificar que suba´rvore pendurada a`
raiz de r e´ igual a u, e fazer o corte logo acima da mesma.
Por exemplo, se V e´ igual a` raiz de v e
r =
u
v =

u 6= ,
enta˜o a u´nica maneira de se obter r pendurando u em v e´ pendurando
u entre o primeiro e o segundo ve´rtice-filho de V em v.
Assim, o nu´mero n(u, v; r) de maneiras de se pendurar u em v para obter
r e´ o mesmo que o nu´mero m(u, v; r) de cortes em r tais que P c(r) = u e
Rc(r) = v.
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Como no caso de a´rvores na˜o-ordenadas da sec¸a˜o anterior, definimos
um conjunto de funcionais em HCK, e encontraremos uma relac¸a˜o entre os
mesmos e a a´lgebra de Grossman-Larson HGL sobre a´rvores ordenadas.
Definic¸a˜o 5.4.16. Seja t ∈ PRT a´rvore ordenada na˜o vazia. Definimos
Zt ∈ HgrCK ⊆ H∗CK funcionais lineares por
Zt(f) = δt,f
para toda floresta f ∈ PRF.
Denote o espac¸o vetorial gerado por esses funcionais por
z := span{Zt | t ∈ PRT na˜o vazia} .
Observac¸a˜o 5.4.17. Zt e´ uma derivac¸a˜o. A prova e´ ideˆntica a` do caso das
a´rvores na˜o-ordenadas. Dadas duas florestas f1, f2 ∈ PRT ⊆ HCK, temos:
Zt(f1 · f2) =
{
1, f1 = 1, f2 = t ou f1 = t, f2 = 1
0, caso contra´rio
= Zt(f1)ε(f2) + ε(f1)Zt(f2) .
Portanto Zt(f1 · f2) = Zt(f1)ε(f2) + ε(f1)Zt(f2) e z ⊆ Derε(HCK).
Mostraremos que z ⊆ Derε(HCK) e´ uma suba´lgebra de Lie de Derε(HCK).
Para tanto, vamos calcular o comutador de dois elementos de z.
Proposic¸a˜o 5.4.18. Para a´rvores ordenadas u, v ∈ PRT, temos que:
1. Zu ∗ Zv(t) =
∑
r∈PRT
m(u, v; r)Zr(t) =
∑
r∈PRT
n(u, v; r)Zr(t) ,
∀t ∈ PRT \ {1};
2. [Zu, Zv] =
∑
r∈PRT
(
m(u, v; r)−m(v, u; r))Zr
=
∑
r∈PRT
(
n(u, v; r)− n(v, u; r))Zr .
Em consequeˆncia disso, z ⊆ Derε(HCK) e´ uma suba´lgebra de Lie de Derε(HCK).
Demonstrac¸a˜o. O item 2. segue de 1., sabendo-se que os dois lados da
igualdade sa˜o derivac¸o˜es. A prova de 1. segue a mesma sequeˆncia da prova
da proposic¸a˜o 5.4.13.
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1. Temos Zu∗Zv = µK◦(Zu⊗Zv)◦∆. Seja t ∈ PRT\{1}. O coproduto
de t fica
∆(t) = t⊗1+1⊗t+
∑
c∈Adm1(t)
P c(t)⊗Rc(t)+
∑
c∈Adm>1(t)
P c(t)⊗Rc(t) .
Ao aplicar Zu ⊗ Zv, resta apenas a soma em c ∈ Adm1(t) ja´ que Zu
e Zv se anulam em 1 e em florestas com mais de uma componente.
Ficamos com
Zu ∗ Zv(t) =
∑
c∈Adm1(t)
Zu
(
P c(t)
)
Zv
(
Rc(t)
)
.
Ale´m disso, os termos Zu
(
P c(t)
)
Zv
(
Rc(t)
)
se anulam a na˜o ser que
P c(t) = u e Rc(t) = v, e nesse caso, valem 1. Enta˜o a soma fica
igual ao nu´mero m(u, v; t) ∈ K de cortes com uma aresta tais que
P c(t) = u e Rc(t) = v. Assim,
Zu ∗ Zv(t) = m(u, v; t)
=
∑
r∈PRT
m(u, v; r)δt,r
=
∑
r∈PRT
m(u, v; r)Zr(t) ,
e terminamos a demonstrac¸a˜o.
Vamos ao teorema que relaciona as a´lgebras de Hopf U(z) e HGL no
caso na˜o-comutativo.
Teorema 5.4.19 (Panaite, versa˜o para a´rvores ordenadas). A a´lgebra de
Hopf de Grossman-Larson e´ isomorfa a` a´lgebra envolvente universal de z.
Isto e´,
HGL ∼= U(z)
como a´lgebras de Hopf.
Assumimos que o corpo K tenha caracter´ıstica nula.
Demonstrac¸a˜o. HGL e´ uma bia´lgebra conexa e cocomutativa. Pelo teo-
rema de Milnor-Moore (teorema 4.4.12), HGL ∼= U(P(HGL)) como a´lge-
bras de Hopf. Para mostrar o isomorfismo do teorema, mostraremos uma
bijec¸a˜o entre as a´lgebras de Lie z e P(HGL). A extensa˜o canoˆnica a` algebra
envolvente universal, enta˜o, sera´ um isomorfismo entre as a´lgebras de Hopf
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U(z) e U(P(HGL)), conforme a proposic¸a˜o 3.2.6.
Afirmac¸a˜o: Defina ψ : z→ P(HGL) transformac¸a˜o linear por
ψ(Zt) := B
+(t) .
Afirmamos que ψ e´ um isomorfismo de a´lgebras de Lie.
Prova da afirmac¸a˜o. Primeiramente mostraremos que ψ e´ bijec¸a˜o.
(Sobrejetividade:) Conforme a observac¸a˜o 5.3.22, os elementos da forma
ψ
(
Zt
)
= B+(t) sa˜o primitivos e geram o espac¸o vetorial P(HGL). Obte-
mos, enta˜o, que ψ e´ sobrejetiva.
(Injetividade:) Temos ker(ψ) = 0 pois valem as implicac¸o˜es
∑
i
aiZti ∈ ker(ψ) =⇒ ψ
(∑
i
aiZti
)
= 0
=⇒
∑
i
aiB
+(ti) = 0
=⇒ ai = 0,∀i =⇒
∑
i
aiZti = 0 .
Ale´m disso, ψ e´ um morfismo de a´lgebras de Lie. E´ suficiente mostrar
que para u, v ∈ PRT, vale
[ψ(Zu), ψ(Zv)] = ψ([Zu, Zv]) .
Comec¸aremos calculando
[ψ(Zu), ψ(Zv)] = [B
+(u), B+(v)]
= B+(u) ·HGL B+(v)−B+(v) ·HGL B+(u) .
Mas podemos reescrever os produtos da seguinte forma:
B+(u) ·HGL B+(v) =
∑
r∈PRT
n(u,B+(v); r)r
= B+(uv) +B+(vu) +
∑
r∈PRT
n(u, v; r)B+(r) .
Os dois primeiros termos correspondem a pendurar u na raiz de B+(v); po-
demos fazer isso de duas maneiras: pendurando u antes de v e pendurando
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u depois de v 4. A soma no terceiro termo corresponde a`s outras formas
de pendurar u em B+(v) (nos ve´rtices que na˜o sa˜o a raiz de B+(v)). Do
mesmo modo, temos
B+(v) ·HGL B+(u) =
∑
r∈PRT
n(v,B+(u); r)r
= B+(vu) +B+(uv) +
∑
r∈PRT
n(v, u; r)B+(r) .
Com isso, temos
[ψ(Zu), ψ(Zv)] = [B
+(u), B+(v)]
= B+(u) ·B+(v)−B+(v) ·B+(u)
=
∑
r
(
n(u, v; r)− n(v, u; r))B+(r)
= ψ
(∑
r
(
n(u, v; r)− n(v, u; r))Zr)
= ψ
(
[Zu, Zv]
)
.
y
Portanto ψ e´ um isomorfismo de a´lgebras de Lie, e sua extensa˜o canoˆ-
nica Ψ: U(z) → U(P (HGL)) e´ um isomorfismo de a´lgebras de Hopf pela
proposic¸a˜o 3.2.6.
5.5 Dualidade entre HCK e HGL
No que segue, veremos que as a´lgebras de Hopf HCK e U(z) encontram-
se em dualidade de maneira natural. Isso acontece nos dois contextos con-
siderados. Do teorema de Panaite, temos que HGL ∼= U(z). Concluiremos,
posteriormente, que as a´lgebras de Connes-Kreimer HCK e de Grossman-
Larson HGL esta˜o em dualidade. Por fim, verificaremos se a dualidade
obtida e´ separante. No caso das a´rvores na˜o-ordenadas isso e´ verdade.
Entretanto, no caso das a´rvores ordenadas, foi poss´ıvel exibir um contrae-
xemplo para uma das propriedades da dualidade separante.
4Para a multiplicac¸a˜o emHGL, no caso na˜o-comutativo, a ordem em que penduramos
num mesmo ve´rtice importa, e produz termos distintos. Isto e´, preservando a ordem
das duas a´rvores do produto, deve-se intercalar a maneira de pendurar as suba´rvores
da primeira entrada com os ramos que ja´ estavam na a´rvore. Consulte a definic¸a˜o 5.3.1
e o exemplos que seguem, para ver com mais detalhes como funciona essa alternaˆncia
na hora de pendurar as a´rvores para fazer o produto.
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5.5.1 Versa˜o na˜o-ordenada
Comec¸amos considerando a inclusa˜o canoˆnica i : z → H ◦CK, que e´ um
morfismo de a´lgebras de Lie. Note que i(z) = z ⊆ Derε(HCK), e como as
derivac¸o˜es sa˜o elementos primitivos no dual, temos i(z) ⊆ Derε(HCK) ⊆
P(H ◦CK). Podemos, enta˜o, usar o lema 3.2.5, item 2., para estender i a
i : U(z) → H ◦CK morfismo de a´lgebras de Hopf. Enta˜o, pela proposic¸a˜o
2.9.6, temos U(z) e HCK em dualidade via
〈u, f〉 = i(u)(f), ∀u ∈ U(z),∀f ∈ HCK .
Essa dualidade e´ separante. Para mostrar essa afirmac¸a˜o, escreveremos
alguns lemas.
Lema 5.5.1. Sejam n ≥ 2 e t1, . . . , tn ∈ RT e u1, . . . , un ∈ RT a´rvores
na˜o vazias. Temos
1. Zt1 ∗ . . . ∗ Ztn(u1 . . . un) =
∑
σ∈Sn Zt1(uσ(1)) . . . Ztn(uσ(n)) .
Ale´m disso, para g ∈ RF floresta com pelo menos uma a´rvore componente,
temos
2. Zt1 ∗ . . . ∗ Ztn(u1 . . . ung) = 0 ,
isto e´, Zt1 ∗ . . . ∗ Ztn aplicado a florestas com mais de n componentes e´
nulo.
Demonstrac¸a˜o.
(1.): Primeiramente, temos a igualdade5
Zt1 ∗ . . . ∗ Ztn = (Zt1 ⊗ . . .⊗ Ztn) ◦∆n−1 ,
em que e´ a expansa˜o do coproduto em HCK feita n−1 vezes (em qualquer
uma das entradas tensoriais).
Precisamos calcular
∆n−1(u1 . . . un) = ∆n−1(u1) . . .∆n−1(un) .
5A menos do isomorfismo K⊗ . . .⊗ K ∼= K dado pelo produto em K.
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Seja i = 1, . . . , n. Temos:
∆1(ui) = ui ⊗ 1 + 1⊗ ui +
∑
ci∈Adm(ui)
P ci(ui)⊗Rci(ui)
∆2(ui) = ui ⊗ 1⊗ 1 + 1⊗ ui ⊗ 1 + 1⊗ 1⊗ ui +
+
∑
ci∈Adm(ui)
∆1
(
P ci(ui)
)⊗Rci(ui) + ∑
ci∈Adm(ui)
P ci(ui)⊗Rci(ui)⊗ 1
...
∆n−1(ui) = ui ⊗ 1⊗ . . .⊗ 1 + . . .+ 1⊗ . . .⊗ 1⊗ ui + F1,i ,
em que F1,i e´ uma soma de tensores com pelo menos duas a´rvores distri-
bu´ıdas nas n entradas tensoriais; pode ser que as duas estejam na mesma
entrada ou na˜o.
Fazemos o produto sobre todos os i’s, obtendo
n∏
i=1
∆n−1(ui) =
n∏
i=1
(
ui ⊗ 1⊗ . . .⊗ 1 + . . .+ 1⊗ . . .⊗ 1⊗ ui
)
+ F1 .
O termo restante F1 e´ o resultado do produto de parcelas dos ∆n−1(ui)’s
em que pelo menos uma delas e´ uma parcela de F1,i. Essa parcela, de
F1,i, e´ um tensor com pelo menos duas a´rvores, e os outros termos que
veˆm multiplicando teˆm pelo menos uma a´rvore cada. Enta˜o os termos de
F1 teˆm n + 1 a´rvores distribu´ıdas nas n entradas tensoriais. Assim, para
cada termo da soma F1, pelo menos uma das entradas tem mais de uma
a´rvore6.
Ainda, reescrevemos o produto da seguinte forma:
n∏
i=1
(
ui⊗ 1⊗ . . .⊗ 1 + . . .+ 1⊗ . . .⊗ 1⊗ ui
)
=
∑
σ∈Sn
uσ(1)⊗ . . . uσ(n) +F2 ,
em que F2 e´ uma soma de tensores em que pelo menos uma das entradas
tem mais de uma a´rvore.
Por fim, aplicamos Zt1⊗. . .⊗Ztn e fazendo o produto. Os termos das somas
F1 e F2 se anulam porque cada tensor dessas somas tem uma entrada,
digamos j, com mais de uma a´rvore, e Ztj anula essa entrada. Assim,
sobra apenas a soma em σ ∈ Sn, e temos:
Zt1 ∗ . . . ∗ Ztn(u1 . . . un) =
(
Zt1 ⊗ . . .⊗ Ztn
)(
∆n−1(u1 . . . un)
)
=
∑
σ∈Sn
Zt1
(
uσ(1)
)
. . . Ztn
(
uσ(n)
)
.
6Usamos o conhecido “princ´ıpio da casa dos pombos”.
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Com isso, provamos o item 1.
(2.): Precisamos calcular ∆n−1(u1 . . . ung). Podemos reaproveitar algumas
contas da prova do item 1.:
∆n−1((u1 . . . ung) =
(
n∏
i=1
∆n−1(ui)
)
·∆n−1(g)
=
(∑
σ∈Sn
uσ(1) ⊗ . . . uσ(n) + F2 + F1
)
·∆n−1(g) .
O resultado desse produto sera´ uma soma de tensores em que pelo menos
uma componente tensorial conte´m mais de uma a´rvore. E as entradas com
mais de uma a´rvore sa˜o anuladas pelos Zti ’s. Portanto Zt1 ⊗ . . . ⊗ Ztn
anula ∆n−1(u1 . . . ung) e temos
Zt1 ∗ . . . ∗ Ztn(u1 . . . ung) =
(
Zt1 ⊗ . . .⊗ Ztn
)(
∆n−1(u1 . . . ung)
)
= 0 .
Vemos, agora, que a dualidade e´ separante.
Proposic¸a˜o 5.5.2. A dualidade entre U(z) e HCK dada por
〈u, f〉 = i(u)(f), ∀u ∈ U(z),∀f ∈ HCK
e´ separante. Isto e´, valem as seguintes propriedades:
(a)
( ∀f ∈ HCK , 〈u, f〉 = 0 ) =⇒ u = 0 ;
(b)
( ∀u ∈ U(z) , 〈u, f〉 = 0 ) =⇒ f = 0 .
Demonstrac¸a˜o. Provamos as duas propriedades da dualidade separante
abaixo.
(a)
( ∀f ∈ HCK , 〈u, f〉 = 0 ) =⇒ u = 0 :
Seja u ∈ U(z) tal que 〈u, f〉 = 0 para todo f ∈ HCK. Temos, enta˜o:
〈u, f〉 = 0 , ∀f ∈ HCK =⇒ i(u)(f) = 0 , ∀f ∈ HCK
=⇒ i(u) = 0
Para mostrar que u = 0, basta mostrar que i e´ injetiva. Mostraremos
isso a seguir. Considere a aplicac¸a˜o de simetrizac¸a˜o ρ : S(z) → U(z), que
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sabemos ser um isomorfismo de coa´lgebras (pelo lema 4.4.11 do cap´ıtulo
anterior). Considere o seguinte morfismo de coa´lgebras:
i ◦ ρ : S(z)→ H ◦CK .
Mostramos que esse morfismo e´ injetivo em K⊕ z. De fato, note que dados
λ ∈ K e z ∈ z, temos que:
(i ◦ ρ)(λ) = λ · (i ◦ ρ)(1K) = λ 1H ◦
CK
= λ εHCK
(i ◦ ρ)(z) = i ( 11!z) = i(z) = z .
Portanto, se λ+ z ∈ K⊕ z pertence ao kernel da restric¸a˜o de i ◦ ρ, enta˜o
(i ◦ ρ)(λ+ z) = 0 =⇒ λ εHCK + z = 0 em H ◦CK
=⇒ λ εHCK(1) + z(1) = 0
=⇒ λ = 0 .
Na penu´ltima passagem, aplicamos em 1 ∈ HCK. E na u´ltima, temos que
εHCK(1) = δ1,1 = 1 e que, como z ∈ z ⊆ Derε(HCK) e´ derivac¸a˜o, vale
z(1) = 0. Como λ = 0, enta˜o temos
λ εHCK + z = 0 =⇒ z = 0 em H ◦CK ⊇ z .
Portanto λ + z = 0 em S(z), e i ◦ ρ e´ um morfismo de coa´lgebras injetivo
em K ⊕ z. Pelo lema 4.4.10, obtemos que i ◦ ρ e´ injetivo em todo o seu
domı´nio. Por fim, como ρ e´ uma bijec¸a˜o, temos que i e´ injetiva.
(b)
( ∀u ∈ U(z) , 〈u, f〉 = 0 ) =⇒ f = 0 :
Seja f ∈ HCK, e escreva f na base RF como f =
∑
g∈RF agg. Suponha
que para todo u ∈ U(z) tenhamos
(∗)
∑
g∈RF
ag i(u)(g) = i(u)(f) = 〈u, f〉 = 0 .
Mostraremos por induc¸a˜o no nu´mero de a´rvores das florestas g componen-
tes de f que os coeficientes ag sa˜o todos nulos.
(Caso n = 0): O coeficiente ag e´ nulo para g = 1. De fato, tome u = 1K
em (∗). Com isso temos i(1K) = 1H ◦
CK
= εHCK e portanto
0 =
∑
g∈RF
ag i(u)(g) =
∑
g∈RF
ag εHCK(g) =
∑
g∈RF
ag δ1,g = a1 .
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(Caso n = 1): Tomamos t a´rvore qualquer e u = Zt ∈ U(z) em (∗). Temos
i(Zt) = i(Zt) = Zt, portanto
0 =
∑
g∈RF
ag i(u)(g) =
∑
g∈RF
ag Zt(g) =
∑
g∈RF
ag δt,g = at .
Vamos ao passo de induc¸a˜o. Seja n ≥ 2. Supomos que os coeficientes
ag se anulam para todas as florestas g com menos de n componentes (HI).
Mostraremos, enta˜o, que ag = 0 para florestas g com n a´rvores componen-
tes. Considere u = Zt1 . . . Ztn , para dadas t1, . . . , tn ∈ RT \ {1} quaisquer.
Temos:
i(u) = i
(
Zt1 . . . Ztn
)
= i
(
Zt1
) ∗ . . . ∗ i(Ztn)
= i
(
Zt1
) ∗ . . . ∗ i(Ztn)
= Zt1 ∗ . . . ∗ Ztn .
Aplicamos esse u na equac¸a˜o (∗). Ja´ temos, pela (HI), que a soma e´
apenas sobre as florestas no mı´nimo n componentes. Pelo lema 5.5.1,
item 2., a soma sobre as florestas com mais de n componentes e´ nula, ja´
que estamos aplicando Zt1 ∗ . . . ∗ Ztn . A soma e´, enta˜o, apenas sobre as
florestas com exatamente n componentes. Podemos escrever
∑
g∈RF =∑
u1,...,un∈RT\{1}
u1≤...≤un
, em que fixamos uma ordem (arbitra´ria) para RT \ {1}
apenas para na˜o repetir termos na soma, ja´ que termos da forma u1u2 . . . un
e u2u1 . . . un sa˜o iguais, por exemplo.
A soma em (∗) fica:
0 =
∑
u1,...,un∈RT\{1}
u1≤...≤un
au1...un
(
Zt1 ∗ . . . ∗ Ztn
)
(u1 . . . un)
5.5.1, 1.
=
∑
u1,...,un∈RT\{1}
u1≤...≤un
au1...un
∑
σ∈Sn
Zt1(uσ(1)) . . . Ztn(uσ(n))
=
∑
u1,...,un∈RT\{1}
u1≤...≤un
au1...un
∑
σ∈Sn
δt1,uσ(1) . . . δtn,uσ(n)
=
∑
σ∈Sn
atσ(1)...tσ(n)
= n! at1...tn .
Como o corpo K tem caracter´ıstica nula, temos at1...tn = 0. Conclu´ımos a
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induc¸a˜o. Dessa forma, temos ag = 0 para todo g ∈ RF, e
f =
∑
g∈RF
ag g = 0 ,
como quer´ıamos mostrar.
As a´lgebras de Hopf U(z) e HCK esta˜o em dualidade separante. Usa-
mos a versa˜o para a´rvores na˜o-ordenadas do teorema de Panaite (teorema
5.4.14) para obter que U(z) e´ isomorfo a HGL como a´lgebras de Hopf. Ob-
temos, assim, que as a´lgebras HCK e HGL esta˜o em dualidade separante.
5.5.2 Versa˜o ordenada
Obtemos uma dualidade entre U(z) e HCK da mesma forma que para
o caso na˜o-ordenado. Consideramos a inclusa˜o i : z → H ◦CK, que e´ um
morfismo de a´lgebras de Lie. Checamos que i(z) = z ⊆ Derε(HCK) ⊆
P(H ◦CK). Podemos, assim, usar o lema 3.2.5, item 2., para estender i ao
morfismo de a´lgebras de Hopf i : U(z)→ H ◦CK. Pela proposic¸a˜o 2.9.6, U(z)
e HCK esta˜o em dualidade via o par dual
〈u, f〉 = i(u)(f), ∀u ∈ U(z),∀f ∈ HCK .
Investigamos, enta˜o, se essa dualidade e´ separante. Apesar da semelhanc¸a
com o caso na˜o-ordenado, a resposta e´ na˜o! Veremos que apenas uma das
condic¸o˜es para ser separante e´ satisfeita.
Precisaremos de uma versa˜o ordenada do lema 5.5.1.
Lema 5.5.3. Sejam n ≥ 2 e t1, . . . , tn ∈ PRT e u1, . . . , un ∈ PRT a´rvores
ordenadas na˜o vazias. Temos
1. Zt1 ∗ . . . ∗ Ztn(u1 . . . un) =
∑
σ∈Sn Zt1(uσ(1)) . . . Ztn(uσ(n)) .
Ale´m disso, para g ∈ PRF floresta ordenada com pelo menos uma a´rvore
componente, temos
2. Zt1 ∗ . . . ∗ Ztn(u1 . . . ung) = 0 ,
isto e´, Zt1 ∗ . . . ∗ Ztn aplicado a florestas com mais de n componentes e´
nulo.
Demonstrac¸a˜o. E´ ideˆntica a` do caso ordenado, no lema 5.5.1, trocando RT
por PRT. Note que na˜o utilizamos comutatividade das a´rvores na floresta
para mostrar esse lema.
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O resultado principal e´ a seguinte proposic¸a˜o.
Proposic¸a˜o 5.5.4. A dualidade entre U(z) e HCK dada por
〈u, f〉 = i(u)(f), ∀u ∈ U(z),∀f ∈ HCK
satisfaz a seguinte propriedade:
(a)
( ∀f ∈ HCK , 〈u, f〉 = 0 ) =⇒ u = 0 .
Ha´ um contraexemplo para a propriedade
/(b)
( ∀u ∈ U(z) , 〈u, f〉 = 0 ) =⇒ f = 0 ,
portanto essa dualidade na˜o e´ separante.
Demonstrac¸a˜o.
(a)
( ∀f ∈ HCK , 〈u, f〉 = 0 ) =⇒ u = 0 :
A demonstrac¸a˜o e´ igual a` da proposic¸a˜o 5.5.2, item (a), trocando HCK e z
na˜o-ordenados por suas verso˜es ordenadas.
/(b)
( ∀u ∈ U(z) , 〈u, f〉 = 0 ) /=⇒ f = 0 :
Na˜o podemos repetir a prova da proposic¸a˜o 5.5.2, item (b), pois na˜o vale
em geral que ∑
σ∈Sn
atσ(1)...tσ(n) = 0 =⇒ n! at1...tn = 0 .
E´ justamente esse o ponto que motiva o contraexemplo. Exibiremos f ∈
H′CK tal que f 6= 0 e 〈u, f〉 = 0 para todo u ∈ U(z).
Seja
f =  −  6= 0 .
Mostraremos que 〈u, f〉 = 0 para todo u ∈ U(z). Tomamos a base {Zt | t ∈
PRT\{1}} de z, com uma ordem qualquer fixada, e aplicando o teorema de
Poincare`-Birkhoff-Witt (teorema 3.3.1), para obter a base PBW de U(z),
formada pelos elementos
Zt1 . . . Ztn , t1 ≤ . . . ≤ tn .
Basta mostrar que 〈u, f〉 = 0 para u elemento da base PBW. Para u = 1K,
temos:
〈u, f〉 = i(1K)(f)
= εHCK
(
 − 
)
= εHCK () εHCK
(

)
− εHCK
(

)
εHCK ()
= 0 · 0− 0 · 0 = 0 .
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Para u = Zt, com t ∈ PRT \ {1}, temos:
〈u, f〉 = i(Zt)(f)
= Zt
(
 − 
)
= Zt
(
 
)
− Zt
(
 
)
= 0− 0 = 0 .
Calculamos, agora, para u = Zt1Zt2 , em que t1, t2 ∈ PRT \ {1}. Temos:
〈u, f〉 = i(Zt1Zt2)(f)
= Zt1 ∗ Zt2
(
 − 
)
= Zt1 ∗ Zt2
(
 
)
− Zt1 ∗ Zt2
(
 
)
5.5.3, 1.
= Zt1 ()Zt2
(

)
+ Zt2 ()Zt1
(

)
+
− Zt1
(

)
Zt2 ()− Zt2
(

)
Zt1 ()
= 0 .
Para u = Zt1Zt2Zt3 , com t1, t2, t3 ∈ PRT \ {1}, temos que calcular
i(Zt1Zt2Zt3) = Zt1 ∗ Zt2 ∗ Zt3 = (Zt1 ⊗ Zt2 ⊗ Zt3) ◦∆2 ,
com ∆2 o coproduto em HCK aplicado duas vezes em qualquer posic¸a˜o
tensorial. Calculamos enta˜o:
∆ () = ⊗ 1 + 1⊗
∆2 () = ⊗ 1⊗ 1 + 1⊗⊗ 1 + 1⊗ 1⊗
∆
(

)
= ⊗ 1 + 1⊗+⊗
∆2
(

)
= ⊗ 1⊗ 1 + 1⊗⊗ 1 + 1⊗ 1⊗ +
+⊗⊗ 1 +⊗ 1⊗+ 1⊗⊗
∆2
(
 
)
= ⊗ 1⊗ 1 +⊗⊗ 1 +⊗ 1⊗ +
+⊗⊗ 1 + 1⊗⊗ 1 + 1⊗⊗ +
+⊗ 1⊗+ 1⊗⊗+ 1⊗ 1⊗ +
+⊗⊗ 1 +⊗⊗ 1 +⊗⊗︸ ︷︷ ︸ +
+⊗ 1⊗+⊗⊗︸ ︷︷ ︸+⊗ 1⊗ +
+⊗⊗︸ ︷︷ ︸+1⊗⊗+ 1⊗⊗
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∆2
(
 
)
= ⊗ 1⊗ 1 +⊗⊗ 1 +⊗ 1⊗ +
+⊗⊗ 1 + 1⊗⊗ 1 + 1⊗⊗ +
+⊗ 1⊗+ 1⊗⊗+ 1⊗ 1⊗ +
+⊗⊗ 1 +⊗⊗ 1 +⊗⊗︸ ︷︷ ︸ +
+⊗ 1⊗+⊗⊗︸ ︷︷ ︸+⊗ 1⊗ +
+⊗⊗︸ ︷︷ ︸+1⊗⊗+ 1⊗⊗ .
Ao aplicarmos Zt1 ⊗ Zt2 ⊗ Zt3 em ∆2
(
−
)
, sobram apenas os
termos destacados. Temos enta˜o:
Zt1 ∗ Zt2 ∗ Zt3(f) = Zt1 ⊗ Zt2 ⊗ Zt3
(
∆2
(
−
))
= 3 Zt1()Zt2()Zt3()− 3 Zt1()Zt2()Zt3()
= 0 .
Portanto, para u = Zt1Zt2Zt3 , temos 〈u, f〉 = 0.
Por fim, para u = Zt1Zt2Zt3Zt4 , u = Zt1Zt2Zt3Zt4Zt5 , etc, devemos
calcular ∆3(f), ∆4(f), etc, aplicar Ztj cada entrada tensorial j e multipli-
car todas as entradas para obter 〈u, f〉.
Mas o ca´lculo de ∆3(f), ∆4(f), etc vai sempre gerar termos com pelo
menos uma entrada tensorial sendo 1. De fato, temos pelo menos 4 entra-
das tensoriais, e as florestas  e  teˆm apenas 3 ve´rtices cada. Ainda,
cada parcela do coproduto conserva o mesmo nu´mero de ve´rtices que a
floresta que esta´ sendo operada. Enta˜o as parcelas de ∆3(f), ∆4(f), etc,
devem ter, todas, 3 ve´rtices distribu´ıdos por entre as 4, 5, etc entradas
tensoriais. Pelo menos uma delas fica sem ve´rtices, como afirmado.
Portanto, ao aplicar os Ztj ’s e multiplicar sobre todas as entradas de
cada tensor da soma, temos que pelo menos um dos Ztj ’s vai atuar em 1
e resultar em 0, anulando cada parcela da soma. Enta˜o temos 〈u, f〉 = 0.
Dessa forma, obtivemos f ∈ HCK na˜o nulo tal que 〈u, f〉 = 0 para todo
u ∈ U(z), e a propriedade (b) na˜o e´ va´lida.
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Considerac¸o˜es finais
Revisa˜o dos pontos principais
Reservamos este cap´ıtulo para revisar os principais pontos estudados
no presente trabalho. Para estudar as a´lgebras de Connes-Kreimer e de
Grossman-Larson constru´ıdas sobre grafos do tipo a´rvore, foi necessa´rio
estudar alguns elementos da teoria de a´lgebras de Hopf e de Lie. Esses
pre´-requisitos foram estudados nos treˆs primeiros cap´ıtulos. Tambe´m foi
necessa´rio estudar bia´lgebras conexas com filtrac¸a˜o e com graduac¸a˜o, re-
sultando no cap´ıtulo 4 deste material.
A parte principal do trabalho encontra-se no cap´ıtulo 5, em que fazemos
um estudo das a´lgebras de Connes-Kreimer e de Grossman-Larson. No de-
correr desse cap´ıtulo, abordamos uma versa˜o para a´rvores na˜o-ordenadas
dessas duas a´lgebras. Terminamos o trabalho mostrando que ha´ uma du-
alidade entre essas duas a´lgebras. O par dual obtido e´ separante no caso
das a´rvores na˜o-ordenadas, pore´m no caso das a´rvores ordenadas, o par
dual ana´logo na˜o possui uma das propriedades de par separante. Um con-
traexemplo para essa propriedade foi dado no final do cap´ıtulo 5.
Estudos posteriores
A dualidade entre as a´lgebras de Connes-Kreimer e de Grossman-
Larson foi obtida, no presente trabalho, por meio de um par dual. Os
artigos [18] e [15] apresentam a ideia de se considerar o dual graduado da
a´lgebra de Connes-Kreimer. Seguindo essa linha, o artigo [18] mostra que
H grCK ∼= HGL , no caso das a´rvores na˜o-ordenadas
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e o artigo [15], que
H grCK ∼= HCK , no caso das a´rvores ordenadas .
Uma outra possibilidade de estudo seria a abordagem de outras a´l-
gebras sobre a´rvores presentes na literatura. Mencionamos a a´lgebra de
Calaque, Ebrahimi-Fard & Manchon, que e´ estudada nos artigos [12] e [13].
Ainda, pode-se tentar estender essas a´lgebras para outros grafos tipo
a´rvore, como as a´rvores com ro´tulos (ou decoradas), a´rvores bina´rias ou
a´rvores m-a´rias. Ou ainda, procurar as aplicac¸o˜es na teoria quaˆntica de
campos, como a renormalizac¸a˜o de divergeˆncias em expanso˜es perturbati-
vas.
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