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La virtualisation est aujourd’hui omniprésente dans les systèmes distribués à grande
échelle. À la base du « cloud computing », on la retrouve aussi dans nombre de clusters
privés. L’utilisation de machines virtuelles (VM, de l’anglais Virtual Machine) permet
en eet aux fournisseurs d’infrastructure d’introduire dynamicité (déploiement à la
volée, migration, . . . ) et sécurité (isolation des applications, sauvegarde du contexte,
. . . ). Cette exibilité est à la base du succès des IaaS (Infrastructure-As-A-Service), sec-
teur dont la croissance est la plus rapide dans le marché du cloud computing estimé à
9 milliards dollars en 2013 [35].
Des applications de plus en plus complexes ont grandement bénécé de cette virtua-
lisation massive. Ainsi, on observe le déploiement d’architectures N-tier toujours plus
complexes, et l’on parle aujourd’hui de constellations de VMs. Chacune des VMs se voit
alors coner un rôle précis et coopère avec les autres pour assurer un service global,
comme le montre la gure 1.1 qui résume les diérents schémas préconisés par Ama-
zon [4]. Outre leur nombre, on assiste à hyper-spécialisation des VMs. Les machines
nissent donc par héberger un ensemble hétérogène de services (serveurs web, bases
de données, répartiteurs de charge, routeurs,. . . ) qui engendrent autant de charges dif-
férentes. Certaines VMs orientées données génèreront énormément d’entrées/sorties
(E/S) tandis que d’autres, plus orientées traitements, solliciteront plus le processeur et
la mémoire.
De nombreux travaux ont étudié le placement et l’ordonnancement des VMs sur les
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Figure 1.1 – Architectures N-tier préconisées par Amazon
machines [2, 45, 103]. Cependant, l’utilisation des ressources allouées pose un nouveau
dé. En eet, la virtualisation massive génère une fragmentation des ressources phy-
siques disponibles, en particulier de la mémoire. Dans les environnements virtualisés
les machines physiques sont partitionnées : leur mémoire est divisée et répartie entre
les VMs. Comme il est dicile d’anticiper les besoins en mémoire d’une application,
la quantité de mémoire allouée aux VMs est généralement surdimensionnée.
Le problème vient du fait que la mémoire des VMs est généralement dénie de ma-
nière statique : elle est souvent choisie parmi un ensemble de congurations prédénies
oertes par le fournisseur de cloud [16]. Cette fragmentation prédénie de la mémoire
des VMs entraîne une sous-utilisation de la mémoire avec une implication forte sur
les performances. En eet, certaines VMs peuvent voir leurs performances impactées
parce qu’elles n’ont pas assez de mémoire, alors que d’autres pourraient utiliser moins
de mémoire sans dégrader leurs performances.
Couplée à l’hyper-spécialisation des VMs, la fragmentation de leur mémoire im-
pacte particulièrement les performances des applications orientées données. En eet,
les systèmes d’exploitation mettent généralement leur mémoire inutilisée au prot de
ces applications en l’utilisant comme cache : les données déjà lues sont conservées
en mémoire pour accélérer leurs futurs accès. Historiquement, diérents types d’ap-
plications partageaient la même mémoire, une application eectuant beaucoup d’E/S
pouvait donc proter de la faible activité d’une application orientée traitement. Cepen-
dant, l’hyper-spécialisation des VMs a changé la donne, les applications sont isolées et
il n’est plus possible de faire bénécier de la mémoire inutilisée d’une VM à une autre.
S’il existe des solutions permettant de réattribuer dynamiquement la quantité de
mémoire allouée aux VMs (memory ballooning [10, 56, 104]), elles sont dicilement
automatisables sans pénaliser les performances des applications [5, 85]. De plus, ces
approches sont limitées aux VMs hébergées sur la même machine physique, elles ne
permettent donc pas de réutiliser la mémoire inutilisée d’une VM s’exécutant sur une
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autre machine. Dans ce contexte, fournir la possibilité de mutualiser la mémoire inuti-
lisée à l’échelle d’un centre de données doit permettre d’améliorer les performances et
le niveau de consolidation.
Cette thèse propose donc une nouvelle approche pour mutualiser la mémoire inuti-
lisée entre VMs d’un centre de données. Elle s’inscrit dans le cadre du projet Nu@ge 1,
l’un des cinq projets retenus pour réaliser un cloud français indépendant dans le cadre
du grand emprunt.
1.1 Contributions
Les principales contributions de cette thèse sont d’une part l’élaboration d’un sys-
tème de cache réparti transparent et ecace permettant d’exploiter la mémoire in-
utilisée des VMs, et d’autre part la réalisation de mécanismes permettant de détecter
dynamiquement l’(in)activité d’une VM en termes de besoins en mémoire, de façon à
automatiser le niveau de contribution au cache réparti des VMs impliquées.
Caches répartis pour les environnements virtualisés. Compte tenu de la diver-
sité des applications déployées dans les clouds, il est important de disposer d’un méca-
nisme transparent, le moins intrusif possible, pour mutualiser la mémoire inutilisée des
VMs. En eet, les solutions « classiques » reposant sur l’utilisation d’APIs dédiées [34]
ou sur des systèmes de chiers spéciques [6, 7, 28], impliquent des contraintes fortes
pour les applications. Ainsi, la première partie de cette thèse a proposé de nouveaux
mécanismes permettant de concevoir un cache réparti le plus transparent possible.
Ces mécanismes ont permis la réalisation de Puma 2, un cache réparti mutualisant
la mémoire inutilisée des machines virtuelles pour améliorer les performances des ap-
plications qui eectuent beaucoup d’E/S [TSI-2015, SYSTOR’15, ComPAS’2014]. L’ori-
ginalité de Puma réside dans son approche système, au cœur du noyau Linux, ce qui
lui permet à la fois d’être transparent pour les applications et de ne pas dépendre d’un
système de chiers spécique.
Dynamicité des caches répartis. Une des dicultés posée par les caches répartis
est de savoir à quel moment un nœud devient inactif, pour que sa mémoire inutilisée
puisse être prêtée au cache réparti. De même, lorsqu’un nœud redevient actif, il doit
être capable de récupérer ecacement la mémoire qu’il a prêté pour ne pas être péna-
lisé. Il convient alors de traiter le cas où une application alloue de la mémoire (malloc)
et le cas où une application eectue beaucoup d’E/S (page cache).
1. http://www.nuage-france.fr
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— Allocations demémoire. Puma étant directement intégré au sein du page cache
du noyau Linux, ses données sont naturellement expulsées du cache lors d’une
allocation de mémoire. Cependant, il est important d’évincer en priorité les don-
nées hébergées par un nœud Puma, plutôt que ses données locales. Ainsi, nous
proposons des modications aux stratégies de gestion du cache du noyau Linux
an de les rendre moins prioritaires.
— Entrées/sorties. Nous avons instrumenté le noyau Linux et proposé dans [Com-
pas’2015] des métriques qui permettent de dénir le niveau d’activité « cache »
du système. Ainsi, lorsque le niveau d’activité « cache » détecté est élevé le sys-
tème refuse de prêter de la mémoire au cache réparti. Inversement, lorsque le
niveau d’activité « cache » diminue, le système accepte de prêter de la mémoire
inutilisée. Implémentés dans Puma, ces métriques permettent d’automatiser la
distribution de la mémoire entre les nœuds du cache réparti en fonction de leur
activité.
1.2 Organisation du manuscrit
Cette thèse est organisée de la façon suivante
— Chapitre 2 : Caches répartis dans les systèmes de stockage distribués.
Ce chapitre présente un état de l’art des caches et des caches répartis dans le
contexte des systèmes de stockage distribués et des environnements virtualisés.
— Chapitre 3 : Contexte et prérequis techniques. Nous exposons dans ce cha-
pitre les prérequis techniques nécessaires à la compréhension de cette thèse.
Nous nous concentrons sur le fonctionnement des systèmes de chiers du noyau
Linux, ainsi qu’aux diérents caches dont ils dépendent. Nous abordons égale-
ment la gestion de la mémoire du noyau Linux, en particulier dans le contexte
des caches des systèmes de chiers.
— Chapitre 4 : Puma : mutualisation de la mémoire inutilisée des machines
virtuelles. Ce chapitre présente notre première contribution de cette thèse, Puma.
Nous y décrivons son architecture et ses mécanismes qui nous ont permis de le
rendre ecace et compatible avec les applications et les systèmes de chiers
existants. Ces travaux ont été publiés dans [TSI-2015, SYSTOR’15, ComPAS’2014].
— Chapitre 5 : Évaluation de Puma. Ce chapitre présente une évaluation ex-
haustive des performances de Puma et des diérents mécanismes que nous y
avons introduit. Nous décrivons plusieurs analyses de sensibilité (types d’accès,
temps de réponse), et nous montrons à travers plusieurs benchmarks et appli-
cations (BLAST, Postmark, TPC-C et TPC-H) que Puma permet d’améliorer les
performances des applications qui eectuent beaucoup d’E/S. Cette évaluation
fait partie de nos travaux publiés dans [TSI-2015, SYSTOR’15, ComPAS’2014].
— Chapitre 6 : Gestion dynamique du cache entre machines virtuelles. La
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seconde contribution de cette thèse est présentée dans ce chapitre, et s’intéresse
à l’automatisation du partage de la mémoire dans les caches répartis. Nous étu-
dions en particulier diérents mécanismes permettant à Puma d’ajuster dyna-
miquement la quantité mémoire qu’un nœud ore au cache réparti en fonction
de ses besoins. Ces travaux ont été publiés dans [Compas’2015].
— Chapitre 7 : Évaluation de l’automatisation de Puma. Ce chapitre décrit une
évaluation de l’automatisation de Puma et montre les limites de notre approche.
— Chapitre 8 : Conclusions et perspectives. Ce chapitre conclut ce manuscrit
et présente les perspectives ouvertes par cette thèse.
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Caches répartis dans les systèmes de
stockage distribués
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La vitesse d’accès aux données a toujours été l’un des points critiques des systèmes
informatiques. Une des approches classiques pour améliorer la performance des accès
aux données repose sur l’utilisation des caches, que l’on peut retrouver à la fois au
niveau matériel et logiciel. Au niveau matériel on trouve par exemple les caches des
processeurs (caches L1, L2, L3, TLB, etc.) ou des périphériques de stockage (mémoire
vive intégrée aux contrôleurs). Au niveau logiciel, les caches peuvent être gérés par
le système d’exploitation comme le cache d’i-node ou le page cache (présentés dans le
chapitre 3), ou par les applications comme les caches des navigateurs web. Cette thèse
s’intéresse à des caches plus complexes qui peuvent être répartis entre plusieurs entités,
telles que des processus, des machines virtuelles (VMs) ou des machines physiques.
Ce chapitre est une étude bibliographique sur les caches répartis et leur utilisation.
Dans un premier temps, nous présentons un historique des caches répartis (section
2.1), puis la section 2.2 détaille les propriétés importantes des caches. Nous analysons
dans la section 2.3 les diérents types de caches répartis et leurs algorithmes, puis
nous présentons dans la section 2.4 les propriétés des caches répartis et les diérentes
solutions qui ont été proposées pour les respecter. Enn, la section 2.5 s’intéresse aux
particularités des environnements virtualisés et identie les approches existantes en
matière de caches répartis adaptés à la virtualisation et au cloud computing, puis la
section 2.6 conclut ce chapitre.
2.1 Historique des caches
Un cache est un espace de stockage utilisé pour conserver des données à forte lo-
calité spatiale ou temporelle. La mémoire utilisée pour le cache est plus rapide que
l’espace de stockage principal, ce qui permet au processeur de travailler avec des co-
pies des données dans le cache plutôt que dans l’espace de stockage principal, plus
lent.
John von Neumann évoque déjà en 1947 l’utilisation d’une hiérarchie de mémoires
pour palier le cout 1 extrême des mémoires rapides [22]. L’idée d’utiliser la hiérarchie
des mémoires en exploitant la localité temporelle a été introduite en 1965 par Maurice
Wilkes sous le nom de slave memory [108], et consistait à ajouter au processeur un
espace de stockage rapide qui lui permet de conserver « sous la main » les dernières
instructions qu’il a exécutées. Le terme cache est apparu quelques années plus tard, en
1968, avec le calculateur IBM System/360-85 [64] qui fut l’un des premiers calculateurs
1. Le lecteur pourrait, commemes encadrants, être surpris de l’absence d’accent sur certaines lettres.
En eet, cette thèse utilise certaines rectications orthographiques du français portées par la réforme
de 1990 [62]. En particulier, vous ne trouverez pas d’accent circonexe sur la lette « u » lorsque celui-ci
n’est pas nécessaire, notamment pour les mots cout et surcout.












Systèmes de fichiers distribués
NFS, Ceph, HDFS, . . .
Figure 2.1 – Hiérarchie des mémoires
à intégrer un cache au sein de son processeur. De nos jours, les processeurs intègrent
plusieurs niveaux de cache de capacité croissante.
Si les premiers caches ciblaient principalement l’accélération des accès à la mé-
moire, le principe a rapidement été étendu aux périphériques, et notamment aux disques.
Parallèlement, la généralisation des systèmes de chiers distribués a conduit à l’intro-
duction de caches pour diminuer la charge des serveurs de chiers et mieux passer
à l’échelle : en ajoutant aux machines clientes un cache (local) pour les données du
système de chiers distribué, on réduit les accès aux serveurs. Les caches pour les
environnements distribués apparaissent en particulier avec le système de chiers dis-
tribué Andrew File System [75, 88]. De nos jours, on utilise des caches locaux sur des
SSDs (Solid State Drive) pour accélérer les accès aux disques durs classiques (HDDs) [8,
54, 79]. Ces diérents niveaux dans la hiérarchie des mémoires sont représentés dans
la gure 2.1.
Ce n’est qu’au début des années 90 que seront introduits les caches répartis entre
plusieurs nœuds. Ainsi, partant du constat que la latence d’accès à un autre nœud dans
un réseau local (LAN ) est plus faible que la latence d’accès à un disque dur, Douglas
Comer et James Grioen proposent d’utiliser la mémoire en réseau fournie par des
serveurs pour étendre la mémoire locale de nœuds clients [26].
2.2 Propriétés des caches
Les caches sont des systèmes complexes caractérisés par un ensemble de propriétés,
nous présentons les principales dans cette section. Nous discutons notamment de la
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localisation des données dans le cache, des diérentes stratégies de caches, de la gestion
des écritures ainsi que du choix des données à évincer du cache.
2.2.1 Placement et localisation des données
La méthode de placement d’une donnée dans un cache est une caractéristique im-
portante qui peut avoir une grande inuence sur les performances du cache. Une mé-
thode simple consiste à appliquer une fonction de hachage à l’identiant de la donnée
pour obtenir le numéro d’une « case » du cache dans laquelle sera stockée la donnée.
Par exemple, dans le contexte des caches CPU, on parlera de cache à correspondance
directe, où chaque ligne de mémoire ne peut aller que dans une seule ligne de cache
prédénie. Cette méthode permet une localisation rapide d’une donnée, au prix d’un
taux demiss plus élevée : deux données chaudes peuvent être placées dans la même case
et s’évincer mutuellement. Lorsqu’une donnée peut aller dans plusieurs emplacements
de caches distincts, on parlera de cache associatif à N voies pour N emplacements dis-
tincts [42]. Le choix du nombre de voies est alors un compromis entre le cout de la
recherche et le taux de miss : plus le nombre de voies est élevé, plus le taux de miss
sera faible, mais la localisation des données sera plus couteuse. Ce type d’approche
peut également s’appliquer pour des caches locaux sur disque de taille xe, où la fonc-
tion de hachage permet de calculer l’emplacement de la donnée [101]. Avec des caches
répartis, une table de hachage distribuée peut être utilisée pour déterminer le ou les
nœud(s) du cache réparti où sera envoyée la donnée [31, 33, 49].
Lorsque l’on souhaite pouvoir placer les données n’importe où dans le cache, il est
nécessaire de conserver certaines métadonnées pour permettre de retrouver ces don-
nées. Ces métadonnées décrivent la correspondance entre l’identiant de la donnée et
le numéro de la case du cache dans laquelle elle a été placée. Dans le cas d’un cache
réparti, ces métadonnées peuvent être locales, distribuées ou conées à un nœud res-
ponsable de centraliser les accès aux métadonnées (manager) [28, 31, 87].
2.2.2 Algorithmes de remplacement de cache
Lorsque le cache est plein, il est nécessaire de choisir une donnée victime à évincer
du cache pour prendre sa place. Le choix de cette donnée est coné à l’algorithme de
remplacement de cache. Idéalement, celui-ci devrait choisir la donnée qui ne sera plus
utilisée pendant la plus grande période de temps [13]. Comme il n’est pas possible de
prévoir l’avenir, la plupart des algorithmes de remplacement de cache reposent sur le
principe de localité [32] :
— localité spatiale : si une donnée est référencée à un instant particulier, il y a de
fortes chances que les données voisines soient accédées prochainement ;
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— localité temporelle : une donnée référencée à un instant particulier a de fortes
chances d’être accédée à nouveau dans un futur proche.
De nombreux algorithmes de remplacement de cache ont été imaginés pour ré-
soudre diérents problèmes (types d’accès, taille de cache, latence, etc.). Les plus clas-
siques comme LRU (Least Recently Used) ou FIFO (First-in, First-out) disposent de mul-
tiples variantes permettant d’améliorer de taux de succès (hit) du cache dans certains
cas ou de limiter le cout d’exécution de l’algorithme. Par exemple, Second-chance est
une variante de FIFO dans laquelle la donnée la plus ancienne est maintenue dans la
liste FIFO si elle a été utilisée pendant sa durée de vie dans la liste. CLOCK est une amé-
lioration de cet algorithme qui repose sur une liste circulaire, ce qui permet d’éviter
d’avoir à déplacer des données dans la liste.
Les algorithmes de remplacement de cache peuvent également être combinés pour
former de nouveaux algorithmes. Par exemple, 2Q (Two Queue) [51] repose sur une
liste FIFO et une liste LRU. Lors de l’entrée d’une donnée dans le cache, elle est placée
dans la liste FIFO. Si elle est référencée alors qu’elle est déjà dans cette liste, elle est
considérée comme étant chaude et est promue dans la LRU. L’algorithme utilisé par le
noyau Linux, que nous détaillons dans la section 3.3, ressemble à l’algorithme 2Q.
2.2.3 Inclusivité des caches
Dans les systèmes de cache à plusieurs niveaux, que l’on retrouve par exemple dans
les processeurs (caches L1, L2) ou dans les caches pour les systèmes de chiers distri-
bués (cache en mémoire et cache sur le disque local) se pose la question de la redon-
dance des données présentes dans les caches. Par exemple, dans certains processeurs
les données présentes dans le cache L1 sont également présentes dans le cache L2,
c’est ce qu’on appelle un cache strictement inclusif : chaque niveau de cache inférieur
(cache L1) est un sous-ensemble du cache de niveau supérieur (cache L2). À l’inverse,
un cache exclusif est un cache dans lequel une donnée ne peut se trouver que dans un
seul niveau de cache.
L’avantage d’un cache exclusif est qu’il ore plus d’espace de cache qu’un cache
inclusif puisque la taille du cache est la somme de tous les niveaux de cache. Les
caches strictement inclusifs ont en revanche des opérations beaucoup plus simples,
par exemple l’accès à une donnée présente dans un cache de niveau supérieur a sim-
plement besoin d’être copiée dans le cache de niveau inférieur, alors que dans le cas
d’un cache exclusif il est également nécessaire de supprimer la version du niveau su-
périeur.
Une stratégie hybride, appelée non-inclusive [114], consiste à relâcher la contrainte
d’inclusivité de la stratégie strictement inclusive. Ainsi, une donnée peut être évincée
d’un cache de plus haut niveau pour faire de la place à une nouvelle donnée, tout en
conservant les copies présentes dans les caches de niveau inférieur, qui peuvent être
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évincées s’il est nécessaire de récupérer de la place. Avec cette stratégie, la quantité de
cache réellement disponible est proche d’une stratégie exclusive [50].
2.2.4 Politiques d’écritures
Lorsque des données d’un cache sont modiées, elles doivent être écrites sur le
périphérique de stockage d’origine. Le moment où ces données sont écrites dépend de
la politique d’écriture. Le choix peut avoir un impact déterminant sur les performances
des écritures. On distingue principalement deux politiques d’écritures, write-through
et write-back [42].
Write-through. Les données sont écrites de façon synchrone sur le périphérique de
stockage d’origine, ce qui a l’avantage de garantir que la version présente dans le cache
est identique à celle présente sur le périphérique d’origine. Cependant, cette politique
a le défaut d’être lente, puisque les accès en écriture au cache vont à la vitesse du
périphérique d’origine.
Write-back. L’écriture des données modiées sur le périphérique d’origine est dié-
rée, jusqu’à l’expiration d’une certaine durée ou jusqu’à ce que la donnée soit évincée
du cache. L’avantage de cette politique est sa performance, puisque les écritures vont
à la vitesse du cache. De plus, les données modiées plusieurs fois ou modiées puis
supprimées nécessitent beaucoup moins d’entrées/sorties (E/S). Cependant, en cas de
panne il est possible de perdre les données qui n’ont pas été écrites.
2.3 Caches répartis
Cette section présente les deux grandes catégories de caches répartis : les caches
distants (section 2.3.1) pour lesquels des nœuds agissent exclusivement comme client
ou serveur de cache, et les caches collaboratifs (section 2.3.2) où le statut des nœuds
peut varier en fonction des besoins et de leur charge.
2.3.1 Caches distants
Introduits par Comer et Grionen [26], les caches distants sont des caches répartis
dans lesquels on distingue les serveurs de cache, qui fournissent de la mémoire comme
support de stockage pour le cache, et les clients, qui utilisent ce cache et qui ne commu-
niquent pas entre eux. Un exemple d’une telle architecture est présenté dans la gure


















(b) Exemple de cache collaboratif
Figure 2.2 – Caches répartis
2.2a, dans laquelle le clientC accède à des données du cache des serveurs Si et Sj pour
résoudre des miss dans son cache local.
Ce type d’architecture a été utilisé par exemple par les auteurs de CaaS [39], un
système de cache élastique développé pour proposer du cache à la demande à des ser-
veurs de calcul dans le cadre du cloud. Dans cette architecture, des serveurs demémoire
mettent à disposition des serveurs de calcul des chunks de mémoire qui sont accédés
en réseau pour faire du cache. Ce type d’architecture est utilisé indirectement par les
systèmes de chiers répartis client/serveur comme NFS [90], qui reposent en partie sur
le cache des serveurs.
2.3.2 Caches collaboratifs
Les caches collaboratifs sont une évolution des caches distants dans laquelle des
nœuds peuvent interagir pour accéder aux données du cache qui sont réparties dans
leurs mémoires. Le et al. [60, 61] font la diérence entre les architectures de cache ré-
parti asymétriques et symétriques : les premières sont des architectures client/serveur,
équivalentes des caches distants présentés dans la section précédente, et dans les se-
condes tous les nœuds peuvent potentiellement répondre à un miss d’un autre nœud.
La gure 2.2b illustre le fonctionnement d’un cache collaboratif composé de 3 nœuds
(Ni , Nj et Nk ). Dans cet exemple, le nœud Ni obtient des blocs de données directement
depuis les nœuds Nj et Nk (1). Dans le même temps, le nœud Nk obtient un bloc depuis
le nœud Nj (2).
Les travaux de Dahlin et al. [31] ont permis d’identier plusieurs algorithmes de
caches collaboratifs, dont l’un de ces algorithmes, N-Chance Forwarding, a été amélioré
par la suite par Sarkar et Hartman [87] an de le rendre plus décentralisé. Dans cette
section, nous proposons d’analyser les diérents algorithmes qui ont été proposés par










Figure 2.3 – Algorithme de cache collaboratif Direct Client Cooperation
ces travaux.
2.3.2.1 Direct Client Cooperation
L’idée de l’algorithme Direct Client Cooperation [31] est d’utiliser directement la
mémoire d’autres nœuds comme espace de stockage supplémentaire pour le cache, et
ressemble donc à une variante des caches distants décrits dans la section 2.3.1 où les
nœuds n’ont pas de fonction dédiée.
Dans cet algorithme, un nœud transfère un bloc qu’il doit évincer de son cache à un
autre nœud, inactif, ce qui lui permet d’avoir à disposition un cache «privé» réparti sur
d’autres nœuds et qui agit comme une extension de son cache local. Ces autres nœuds
peuvent évincer de leur cache les blocs qu’ils hébergent lorsqu’ils ont besoin de place.
Lorsqu’un nœud ne possède pas un bloc dans son cache local ou privé, il le demande
directement au serveur de stockage et ne prote donc pas des potentiels autres nœuds
qui ont déjàmis cette donnée dans leur cache (local ou privé). Cet algorithme est illustré
par la gure 2.3. Dans cet exemple, le nœud Ni fait unmiss sur le bloc b et vérie dans
ces métadonnées (1) si b a été précédemment placé dans un autre nœud. Il contacte
ensuite le nœud Nj pour obtenir une copie du bloc b qu’il héberge dans le cache privé
de Ni (2), puis le bloc b est transmis à Ni (3).
L’inconvénient de cet algorithme est qu’il ne permet pas aux nœuds de mettre en
commun les blocs qu’ils pourraient partager (déduplication) puisque les espaces de
cache privés sont gérés indépendamment les uns des autres. Ainsi, un nœud qui n’a
jamais lu un bloc ira nécessairement le lire depuis le disque, même si un autre nœud
possède ce bloc dans son cache.
2.3.2.2 Greedy Forwarding
Cet algorithme, également proposé par Dahlin et al. [12, 31], permet de traiter le
cache de tous les nœuds du système comme une ressource globale qui peut être utili-











Figure 2.4 – Algorithme de cache collaboratif Greedy Forwarding
sée pour satisfaire un miss. Initialement, l’algorithme fonctionne exactement comme
s’il n’y avait pas de cache collaboratif : lorsqu’un nœud ne trouve pas un bloc dans son
cache local, il le demande au serveur de stockage. Le serveur de stockage possède des
métadonnées sur l’emplacement des blocs au sein du cache collaboratif. Ainsi, lorsqu’il
reçoit une demande de lecture, il la transmet au nœud qui possède le bloc correspon-
dant. Dans le cas où aucun nœud n’ayant le bloc n’existe, le serveur le lit depuis le
disque, le transmet au nœud qui en a fait la demande puis met à jour ses métadonnées.
La gure 2.4 présente un exemple d’exécution de l’algorithme Greedy Forwarding.
Le nœud Ni ne dispose pas du bloc b dans son cache et envoie une requête au serveur S
(1). Le serveur S transmet la requête au nœud Nj parce qu’il sait qu’il a précédemment
donné b à Nj (2), puis Nj transmet le bloc b à Ni (3). À la n de l’opération, le serveur
sait que Ni et Nj possèdent le bloc b (4).
Un avantage de cet algorithme est qu’il n’est pas contraignant pour les nœuds :
l’absence de contrôle du serveur leur permet de gérer leur cache local comme ils l’en-
tendent tout en permettant aux autres d’en proter. En revanche, l’absence de coor-
dination directe entre eux augmente le nombre de copies des blocs et diminue donc
l’espace utile disponible, ce qui réduit le taux de hit global.
2.3.2.3 Centrally Coordinated Caching
Dahlin et al. [31] ont également proposé l’algorithmeCentrally Coordinated Caching
an d’ajouter de la coordination à l’algorithmeGreedy Forwarding. L’idée est de réduire
le nombre de copies des blocs et donc d’augmenter le taux de hit global. Dans cet
algorithme, chaque nœud partitionne son cache en une partition gérée localement par
le nœud et en une partition gérée globalement par le serveur de stockage. Si un nœud ne
trouve pas un bloc dans son cache local, il envoie une requête au serveur de stockage.
Le serveur de stockage peut alors (i) transmettre directement le bloc, s’il le possède
dans son cache local ; (ii) transmettre la requête au nœud qui possède le bloc dans












Figure 2.5 – Algorithme de cache collaboratif Centrally Coordinated Caching
sa partition globale, s’il existe ; (iii) lire le bloc depuis le disque, le stocker dans son
cache local et le transmettre au nœud. Lorsque le serveur doit évincer des blocs de
son cache, il les envoie dans la partition de mémoire gérée globalement d’un nœud du
cache collaboratif.
Un exemple d’exécution de cet algorithme est présenté dans la gure 2.5. Dans cet
exemple, le nœud Ni fait un miss sur le bloc b1, il le demande donc au serveur S (1).
Le serveur S récupère le bloc b1 depuis le disque et l’ajoute dans son cache local (2)
mais doit d’abord évincer le bloc b2 pour libérer de la place, il décide donc de le placer
dans la partition globale du nœud Nj (3). Il peut ensuite transférer le bloc b1 au nœud
Ni (4). Un futur accès d’un nœud au bloc b2 se déroulera de la même façon qu’avec
l’algorithme Greedy Forwarding.
Un des avantages de cet algorithme est qu’il permet d’obtenir un taux de hit impor-
tant dans le cache global puisque sa gestion par le serveur permet d’éviter les doublons.
Cependant, le taux de hit local des nœuds s’en retrouve pénalisé puisque ceux-ci ne
maîtrisent plus le choix des données puisque c’est le serveur qui le leur impose. Ils sont
donc amputés d’une partie de leur cache local.
2.3.2.4 Hash-Distributed Caching
Cet algorithme est une variante de l’algorithme Centrally Coordinated Caching, éga-
lement proposée par Dahlin et al. [31], dans laquelle les métadonnées permettant de
localiser les nœuds repose sur une table de hachage distribuée. Ainsi, lors d’un miss,
la table de hachage distribuée indique le nœud où le bloc doit être présent. Si le bloc
n’est pas dans le cache global, le nœud qui héberge la partition transfère la requête
au serveur qui pourra alors lire le bloc depuis le disque et le transmettre au nœud qui
l’a demandé. Hash-Distributed Caching ore des performances équivalentes à l’algo-
rithme Centrally Coordinated Caching mais a l’avantage de ne pas charger le serveur
pour localiser les blocs dans le cache global.
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2.3.2.5 N-Chance Forwarding
L’algorithme N-Chance [31] est similaire à l’algorithme Greedy Forwarding et per-
met d’améliorer le taux de hits dans le cache global en évinçant prioritairement les
blocs qui disposent de plusieurs copies dans le cache global, tout en permettant aux
nœuds actifs d’utiliser ecacement leur cache local. Cet algorithme est notamment
utilisé par le système de chiers xFS [6].
Dans cet algorithme, avant d’expulser un bloc du cache global on lui laissen chances.
Pour cela, lorsqu’un nœud doit remplacer un bloc de son cache, il vérie si sa copie du
bloc est un singleton, c’est-à-dire l’unique copie de ce bloc présente dans un cache. Si
c’est un singleton, il place un compteur de recirculation à n, transfère le bloc à un autre
nœud choisi aléatoirement pour qu’il soit placé dans son cache et envoie un message
au serveur pour l’informer du nouvel emplacement du bloc. Lorsqu’un bloc avec un
compteur de recirculation doit être remplacé, le compteur est décrémenté et le bloc est
transféré à un autre nœud choisi aléatoirement, sauf lorsque le compteur de recircu-
lation devient nul : le bloc est alors supprimé du cache. Lorsqu’un nœud accède à un
singleton, le compteur de recirculation est réinitialisé. Cet algorithme est une généra-
lisation de l’algorithme Greedy Forwarding où n = 0.
2.3.2.6 Hint-based collaborative caching
Sarkar et Hartman ont proposé une amélioration de l’algorithme N-Chance Forwar-
ding [87] permettant de réduire la dépendance aux serveurs de métadonnées (mana-
gers) : pour localiser les blocs, les nœuds utilisent des informations locales, possible-
ment incorrectes, plutôt que les informations globales correctes fournies par les ma-
nagers.
Par exemple, lors de l’ouverture d’un chier par un nœud, le manager lui envoie les
informations de localisation de chaque bloc du chier dans les caches d’autres nœuds.
Lorsque ce nœud eectue un miss dans son cache local sur un bloc, il consulte les
informations de localisation pour savoir quel nœud possède le bloc dans son cache,
évitant ainsi le manager.
Le nœud qui reçoit la requête transmet le bloc au demandeur s’il le possède, sinon
il consulte ses propres informations de localisation et transfère la requête à un autre
nœud qui a précédemment possédé ce bloc. Si tel n’est pas le cas, la requête est retrans-
mise récursivement jusqu’à ce qu’un nœud ait le bloc dans son cache ou qu’il n’ait pas
d’information de localisation pour ce bloc.
Lorsqu’un nœud doit remplacer un bloc de son cache, il doit choisir le bloc qui
est le moins utile au cache global. Pour cela, on distingue les master-copies qui sont
les copies de bloc récupérées depuis le serveur des autres copies qui sont supprimées
prioritairement. Chaque nœud associe un âge au bloc le plus ancien de sa LRU locale











Figure 2.6 – Algorithme Hint-based collaborative caching
et maintient une structure contenant les âges des plus anciens blocs des autres nœuds.
Lorsqu’un nœud doit remplacer une master-copy de son cache, il la transfère au nœud
qui possède le bloc le plus ancien.
Un exemple de hit dans le cache global est présenté dans la gure 2.6 : le nœud Ni
ne possède pas le bloc b dans son cache, il consulte alors sa table de hints pour savoir
quel est le dernier nœud connu qui possède b (1). Il transmet ensuite sa requête au
nœud Nj , qui ne possède plus le bloc b (2). La table de hints de Nj lui indique que Nk
possède le bloc b, il transmet donc la requête à Nk (3) qui possède eectivement le bloc
b. Nk peut ensuite envoyer directement à Ni le bloc b (4).
Dans des travaux visant à comparer l’intérêt d’un cache collaboratif à un cache
orienté contenu spécialisé, Cuenca-Acuna et NGuyen [30] ont proposé des améliora-
tions à l’algorithme proposé par Sarkar et Hartman. En eet, lors des mesures de per-
formances, les auteurs ont remarqué que les master-copies peuvent se retrouver sup-
primées du cache collaboratif alors que des copies sont encore présentes : les master-
copies des blocs les moins utilisés sont remplacées et les copies (non-master) de blocs
utilisés sont conservées. Les auteurs ont alors proposé de modier la politique de rem-
placement de la LRU globale en remplaçant prioritairement les blocs qui ne sont pas
des master-copies, même si des copies non-master sont plus récentes, ce qui permet de
conserver les master-copies dans le cache global. À terme, cette politique de remplace-
ment fait que le cache global ne contient que des master-copies.
2.4 Propriétés des caches répartis
Cette section présente les propriétés des caches répartis. Nous commençons par
discuter de la cohérence des données dans la section 2.4.1, puis de la tolérance aux
fautes dans la section 2.4.2. Nous présenterons ensuite les problèmes d’intégrité et de
condentialité que posent les caches répartis dans la section 2.4.3, puis nous terminons
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cette section par la généricité des caches répartis (section 2.4.4).
2.4.1 Accès concurrents et cohérence des données
L’introduction d’un niveau de cache supplémentaire partagé entre plusieurs nœuds
d’un système distribué complexie la gestion des accès concurrents aux données pour
assurer leur cohérence. Si les accès en écritures sont de plus en plus présents, en par-
ticulier dans les clouds [15], plusieurs études basées sur des analyses de traces d’en-
trée/sortie de systèmes de chiers distribués ont montré que les accès partagés étaient
peu nombreux et que les accès partagés en écriture le sont encore moins [9, 63]. Ainsi,
la gestion de la cohérence des données des systèmes de stockage répartis reposent le
plus souvent sur des approches centralisées.
Une approche souvent utilisée est celle utilisant des baux de Gray et Cheriton [37],
qui permettent de gérer ces accès concurrents. Le principe est de coner la gestion
des droits d’accès à un chier (lecture, écriture, . . . ) à un serveur, qui peut ensuite
donner un bail à un client. Lorsque le bail expire, le client doit obtenir un nouveau
bail auprès du serveur pour eectuer ses opérations. Lorsqu’un client demande des
droits contradictoires avec un ou plusieurs baux en cours (conits lecteur(s)/écrivain),
le serveur peut révoquer les baux pour donner un bail au nouveau client.
Beaucoup de systèmes de chiers distribués tels que NFS [81, 90], Ceph [106] et
Sprite [78] reposent sur ce genre de mécanismes pour gérer et optimiser les accès par-
tagés. Par exemple, dans Ceph, un serveur de métadonnées concède des droits à des
clients pour mettre en cache les blocs d’un chier. Lorsqu’un client génère un conit
lecteur/écrivain, le serveur de métadonnées révoque les droits de mise en cache des
clients et les force à eectuer des entrées/sorties synchrones, ce qui permet au système
de chiers distribué de respecter le modèle de cohérence spécié par POSIX [48] :
“
Chaque lecture (read) consécutive à une écriture (write), même avec des
processus diérents, doit renvoyer les données modiées par l’écriture.
”Plusieurs travaux visant à améliorer les performances de NFS ont également dû
tenir compte de la cohérence des données. C’est le cas par exemple de NFS-cc [112] et
de NFS-CD [11]. NFS-cc est une version du système de chiers distribué NFS modiée
par l’ajout d’un cache collaboratif. Pour que NFS-cc conserve le modèle de cohérence
d’origine deNFS (close-to-open [81, 90]), le serveur retransmet les requêtes de blocs avec
les attributs des chiers au client qui possède le bloc an que celui-ci puisse vérier
si sa copie du bloc est à jour. De façon similaire, NFS-CD permet de « déléguer » le
rôle de serveur pour un chier donné à un client à qui seront transférées toutes les
requêtes concernant ce chier, ce qui permet de diminuer la charge du serveur. Dans
cette architecture, appelée cluster-delegation, le client qui agit comme serveur a pour
rôle de sérialiser les conits, exactement comme un serveur NFS classique.
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Une autre approche permettant de contourner le problème des accès partagés, pro-
posée par Cortes et al. [28], consiste à ne pas utiliser de cache local. Les blocs de
données passent directement du cache global (coopératif) vers l’espace d’adressage
de l’utilisateur, évitant ainsi une recopie dans le cache local : puisqu’il n’y a plus de
réplication dans le cache local, il n’y a plus de problème de cohérence (au sens POSIX ).
Il est cependant nécessaire de ne pas avoir de réplication dans le cache global.
2.4.2 Tolérance aux fautes
Comme tout système distribué, les caches répartis peuvent subir des pannes qu’il
est important de tolérer pour éviter des pertes de données et garantir des propriétés
de vivacité. Nous nous intéressons plus particulièrement aux pannes franches, dans
lesquelles un nœud s’arrête de fonctionner et ne répond plus, et éventuellement aux
pannes franches avec reprise, dans lesquelles un nœud qui s’est arrêté de fonctionner
recommence à participer au cache réparti. Le cas des fautes byzantines est indirecte-
ment et partiellement géré via les mécanismes de contrôle d’intégrité qui peuvent être
mis en place.
Caches en lecture seule. Les caches en lecture seule simplient la gestion de la
cohérence puisque les données du cache et les données du périphérique de stockage
principal sont synchronisées. Cependant, il est important de détecter les pannes des
nœuds du système de cache réparti an de garantir certaines propriétés comme la
vivacité. Pour cela, des mécanismes de monitoring peuvent être mis en place pour
surveiller la disponibilité des nœuds du système et éviter d’attendre indéniment une
donnée d’un nœud du cache réparti.
Caches en écriture. Les caches répartis plus complexes qui permettent notamment
les écritures diérées doivent nécessairement disposer demécanismes de tolérance aux
pannes pour éviter les pertes de données. Gray et Cheriton proposent l’utilisation de
leases [37] qui permettent de garantir la cohérence des données et donc éviter la perte
de mise à jour en donnant aux clients des baux d’une durée limitée. Une fois le bail
expiré, le client doit synchroniser sa donnée sur le support de stockage principal. Les
leases permettent de tolérer les pannes (non-byzantines), à condition de maîtriser la
dérive des horloges du système.
La réplication est également une approche qui a été utilisée dans le cadre des sys-
tèmes de caches répartis. C’est notamment le cas de NFS-CD [11, 12], où les auteurs
proposent de répliquer les écritures de façon synchrone dans la mémoire de N nœuds
pour tolérer au plusN−1 fautes. Dans NFS-CD toutes les écritures sont, à terme, écrites
sur un support stable, partagé entre les nœuds.
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Dans le système de chiers réparti PAFS [28, 29], des buers sont distribués sur plu-
sieurs nœuds et les auteurs proposent l’utilisation de mécanismes de calcul de parité
similaire au RAID 5 [80], et de serveurs de parité qui sont responsables de la mainte-
nance des informations de parité et de la reconstruction de blocs en cas de faute.
2.4.3 Sécurité
Un cache réparti peut permettre de déplacer des données vers le cache d’une ma-
chine cible avant de les supprimer du cache local. Beaucoup de systèmes de caches
coopératifs supposent que l’environnement dans lequel ils sont déployés est sûr [33,
87, 112] : les machines peuvent se faire conance. Or, si les nœuds du cache réparti
ne sont pas tous de conance, par exemple dans le contexte d’un cloud public, il de-
vient nécessaire d’inclure dans le système de cache réparti des mécanismes permettant
d’assurer l’intégrité et la condentialité des données conées à des machines tierces.
Garantir l’intégrité des données consiste à pouvoir armer que les données ont
ou n’ont pas été altérées. Une approche simple dans le cas de caches distants consiste
à conserver un hash des blocs qui sont transmis à d’autres nœuds, ce qui permet de
vérier l’intégrité du bloc lorsqu’on le récupère. Cependant, ce type d’approche peut
devenir couteux, en particulier si on veut autoriser la modication des données par
certains nœuds : il faudra dans ce cas recalculer le hash. Shrira et Yoder [91] ont proposé
une solution basée sur du hachage incrémental [14], permettant de garantir l’intégrité
des données exportées chez d’autres nœuds tout en leur permettant la modication
partielle de celles-ci sans qu’il soit nécessaire de recalculer le hash sur toute la donnée.
Garantir la condentialité consiste à s’assurer qu’une donnée ne puisse pas être
lue par une entité (un nœud) non autorisée. Uneméthode couramment utilisée consiste
à utiliser le chirement, soit en chirant les communications entre deux nœuds de
conance, soit en chirant les données que l’on souhaite placer dans le cache réparti.
Un exemple de système de cache réparti garantissant à la fois des contraintes d’inté-
grité et de condentialité est proposé avec le système de chiers distribué Shark [7].
Dans ce système, le serveur de chiers distribue aux clients autorisés des jetons per-
mettant à un client de prouver aux autres qu’il a le droit de lire un chier particulier.
Un client utilise un jeton pour calculer l’index d’un bloc et consulter un annuaire dis-
tribué pour savoir quels nœuds possèdent ce bloc. Le jeton est ensuite utilisé pour
sécuriser le canal de communication entre les nœuds pendant les échanges en utilisant
un chirement symétrique tel qu’AES.
2.4.4 Généricité
Une des caractéristiques des caches répartis qui nous intéresse particulièrement
concerne la généricité. En eet, s’ils peuvent s’implanter à plusieurs niveaux au sein












Figure 2.7 – Les diérentes couches d’un système d’exploitation
d’un système d’exploitation (voir gure 2.7), les diérentes approches impliquent cer-
taines contraintes sur le type d’applications qui pourront s’en servir.
Certains caches répartis se situent au niveau applicatif , dans l’espace utilisateur.
C’est le cas par exemple de Memcached [34], un cache réparti principalement utilisé
pour conserver en cache le résultat de requêtes à des bases de données. Le défaut de
ce type d’approche est que les applications qui l’utilisent doivent être conçues pour,
ou spécialement adaptées pour utiliser l’API oerte par le service de cache. C’est le cas
par exemple du serveur de base de données PostgreSQL [94] pour lequel une extension
a été développée pour fournir une interface à Memcached (pgmemcache).
Les approches intégrées au système d’exploitation ont l’avantage d’être plus modu-
laires et peuvent être utilisées avec les applications sans qu’il ne soit nécessaire de les
adapter. Il est par exemple possible de proposer un cache réparti au niveau du sys-
tème de chiers [6, 7, 28], ce qui permet de proter des fonctionnalités oertes par les
couches inférieures du système (buering, prefetching, . . . ). Cependant, de multiples
systèmes de chiers existent, chacun proposant des fonctionnalités variées (chire-
ment, compression, copy-on-write, etc.), voire sont spécialisés pour des supports de
stockage utilisant des technologies particulières comme la mémoire ash [59, 111] ou
le Shingled Magnetic Recording (SMR) [58, 95].
Une alternative consiste à se rapprocher du périphérique de stockage en se plaçant
au niveau de la couche bloc [39], mais ce type d’approche présente un autre inconvé-
nient : certains systèmes de chiers, notamment les systèmes de chiers distribués tel
que NFS, ne reposent pas sur la présence d’un périphérique bloc, ce qui rend ce type
de cache inapproprié.



















(b) Hyperviseur de type 2
Figure 2.8 – Les diérents types d’hyperviseurs
Comme nous le verrons dans le chapitre 4, une autre solution, que nous avons pri-
vilégiée au travers de cette thèse, consiste à se placer à un niveau intermédiaire,
directement dans le page cache du système d’exploitation (voir section 3.2.3, ce qui
permet de rendre compatible le cache réparti avec n’importe quel système de chiers.
2.5 Application aux environnements virtualisés
L’avènement du cloud computing a permis de démocratiser l’usage des techniques
de virtualisation. Leurs avantages sont multiples :
— Consolidation des ressources : plusieurs petits serveurs physiques peuvent être
consolidés au sein d’un seul serveur physique de plus grande capacité.
— Isolation des applications : des applications qui autrefois partageaient le même
système d’exploitation peuvent désormais être isolées les unes des autres dans
des machines virtuelles (VMs), et disposer chacune de son propre système d’ex-
ploitation.
— Provisioning : de nouvelles VMs peuvent être facilement déployées.
— Continuité de service : les VMs peuvent être déplacées d’une machine physique
à une autre, par exemple en prévision d’une maintenance nécessitant un redé-
marrage.
2.5.1 Di	érents types d’hyperviseurs
La plupart des méthodes de virtualisation reposent sur un hyperviseur, parfois ap-
pelé moniteur de machines virtuelles (VMM, pour virtual machine monitor), qui corres-
pond au système d’exploitation installé directement sur la machine physique (hôte) et







Figure 2.9 – Virtualisation au niveau système d’exploitation (isolateur)
qui a pour rôle d’exécuter des VMs. Les VMs exécutent le système d’exploitation invité.
Les hyperviseurs peuvent être regroupés en 3 catégories :
Type 1. Les hyperviseurs de type 1 (gure 2.8a), appelés parfois natifs ou baremetal
s’exécutent directement sur le matériel de la machine hôte et exécutent les VMs
dans des processus. VMware ESXi [104], Xen [10], Microsoft Hyper-V [102] et
KVM [56] sont des exemples de tels hyperviseurs.
Type 2. Les hyperviseurs de type 2 (gure 2.8b) s’exécutent au dessus du système
d’exploitation existant (hôte) de la même façon que les autres applications. VM-
ware Workstation [21] et VirtualBox [105] sont des exemples de tels hypervi-
seurs.
Type 3. À l’inverse des hyperviseurs de type 1 et 2, la virtualisation au niveau sys-
tème d’exploitation [74, 93] (gure 2.9), qu’on appelle plutôt conteneurs, ne re-
pose pas sur des mécanismesmatériels ou sur des modications du système d’ex-
ploitation invité. Cette approche repose sur des mécanismes d’isolation fournis
par le système d’exploitation hôte similaires au chroot, comme le cloisonne-
ment des diérents espaces de noms du noyau (cgroups), permettant d’isoler les
ressources des diérents conteneurs. Ainsi, si la littérature ne dénit pas d’hy-
perviseur de type 3, le rôle joué par le système d’exploitation hôte est ici proche
de celui joué par les hyperviseurs. LXC (Linux Containers), Docker [71] et Linux-
VServer [93] sont des exemples d’hyperviseurs au niveau système d’exploitation.
2.5.2 Techniques de virtualisation
Plusieurs méthodes de virtualisation existent, notamment la virtualisation complète
(full virtualization), la paravirtualisation et la virtualisation assistée par le matériel. Le
choix de l’une de ces méthodes est un compromis entre les performances de la VM et
le niveau d’isolation et de transparence exigé.
Virtualisation complète. La virtualisation complète permet d’exécuter un système
d’exploitation invité sans aucune modication, au prix d’une importante dégradation
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des performances. En eet, les opérations privilégiées exécutées par le système d’ex-
ploitation invité doivent être trappées par l’hyperviseur puis émulées (translation de
code) pour pouvoir être exécutée dans des conditions sûres avant de lui rendre la main.
Cependant, cela permet d’exécuter n’importe quel système d’exploitation, ce qui ex-
plique que beaucoup d’hyperviseurs supportent ce mode de virtualisation.
Paravirtualisation. La paravirtualisation est une technique de virtualisation qui a
été introduite an de palier le problème de performances de la virtualisation complète.
Celle-ci présente des interfaces spéciques aux VMs pour réduire le surcout de la vir-
tualisation. Les systèmes d’exploitation invités sont désormais « conscients » qu’ils
s’exécutent au sein d’une VM et utilisent ces interfaces pour éviter à l’hôte d’ému-
ler certaines opérations privilégiées et limiter ainsi le surcout de la virtualisation. Le
support de la paravirtualisation peut être fourni par l’intermédiaire d’APIs telles que
paravirt_ops, spécialisée dans les opérations privilégiées (CPU, MMU, etc.) ou virtio
[84], spécialisée dans la paravirtualisation des E/S.
Virtualisation assistée par le matériel. La virtualisation assistée par le matériel
permet de palier les défauts de la paravirtualisation, qui peut nécessiter de lourdes mo-
dications des systèmes d’exploitation invités. Pour cela, des extensions matérielles
ont été ajoutées aux processeurs, telles qu’Intel VT-d ou AMD-V [1], et permettent
d’exécuter des VMs dans un nouveau mode privilégié pour éviter d’avoir à émuler cer-
tains mécanismes, tels que la shadow page table. De nos jours, beaucoup d’hyperviseurs
supportent ce mode de virtualisation [10, 56, 102, 104]. Couplé avec de la paravirtuali-
sation, on parlera de virtualisation hybride [76].
2.5.3 Mécanismes de gestion de la mémoire pour les machines
virtuelles
Le nombre de VMs pouvant être hébergées sur un même hôte est souvent limité par
la quantité de mémoire disponible. Cependant, plusieurs mécanismes permettent aux
hôtes d’allouer plus demémoire aux VMs que ce qu’ils possèdent (memory overcommit-
ment). Le swap est une approche existante dans d’autres contextes qui a été améliorée
spéciquement pour répondre aux besoins des hyperviseurs [5]. Une autre solution
est le memory ballooning [104], qui permet de redimensionner dynamiquement la
quantité de mémoire attribuée à une VM.
Swap. Une approche classique permettant allouer plus de mémoire que l’on en pos-
sède consiste à placer des pages des processus dans un espace d’échange appelé swap,
généralement placé sur un disque dur. Lorsque ces pages sont écrites dans le swap
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(swap out), elles peuvent être réattribuées à d’autres processus. Lorsque le processus
tente d’accéder à une page swappée, le matériel déclenche une faute de page qui peut
être traitée par le système d’exploitation, lequel devra alors charger la page depuis le
swap (swap in).
Le principe est le même avec des VMs, celles-ci étant vues comme des processus
par l’hyperviseur. Cependant, les VMs gèrent elles même leur espace mémoire, elles
disposent notamment d’un espace de cache permettant d’accélérer les E/S. La diculté
ici est que l’hôte n’a pas connaissance de l’utilisation qui est faite de cette mémoire :
une page de cache du système d’exploitation invité pourrait alors être déchargée dans
le swap, alors qu’elle est déjà présente sur le disque (en tant que bloc d’un chier), ce
qui dégraderait les performances. C’est ce qu’on appelle le gap sémantique [24].
Pour limiter les eets du gap sémantique, Amit et al. ont proposé VSwapper [5],
un gestionnaire de swap utilisé par l’hyperviseur KVM qui lui permet notamment de
détecter qu’une page physique (de l’invité) contient un bloc disque nonmodié, et qu’il
n’est donc pas nécessaire la swapper. La particularité de leur approche est qu’elle ne
nécessite aucune modication au sein du système d’exploitation invité, l’hyperviseur
est capable de « deviner » l’usage qui est fait des pages en monitorant les accès au
périphérique bloc virtuel de la VM.
De façon similaire, Jones et al. [52] ont proposé des techniques qui permettent de
deviner les pages du page cache du système d’exploitation invité en utilisant un moni-
toring de l’activité disque de la VM.
Memory ballooning. Pour changer dynamiquement la quantité de mémoire allouée
à une VM, Waldspurger et al. [104] ont proposé un mécanisme appelé ballooning. Leur
approche consiste en l’ajout d’un pilote dans la VM chargé d’allouer de la mémoire
(gonage du ballon). La mémoire allouée est épinglée (memory pinning) et rendue à
l’hyperviseur qui peut la réattribuer à une autre VM (gure 2.10), laquelle pourra dé-
goner son ballon pour augmenter sa quantité de mémoire. Cette solution a été depuis
adaptée à d’autres hyperviseurs comme Xen [10] ou KVM [56, 89].
Si le ballooning permet de redimensionner dynamiquement la mémoire, il est ra-
rement automatique et est généralement contrôlé manuellement. Cependant, il peut
être automatisé depuis l’hyperviseur en utilisant des techniques d’échantillonnage des
pages utilisées [104] ou d’approximations de la LRU [116], ou à l’aide d’un contrôleur
externe à l’hyperviseur tel que MoM (Memory Overcommitment Manager) [65]. Dans
KVM, l’automatisation du ballooning [23] repose sur des informations sur la pression
mémoire en provenance des VMs.
L’approche à base de ballons présente deux défauts majeurs principalement dus au
gap sémantique entre les VMs et l’hyperviseur :
— il est dicile de tenir compte des applications intensives en E/S, qui allouent
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Figure 2.10 – Le gonement du ballon augmente la pression mémoire de l’invité et le
contraint à swapper. Le dégonement du ballon permet de réduire la pression mémoire
et donc de réduire le swap [5, 104].
peu de mémoire mais nécessitent beaucoup de cache pour atteindre des perfor-
mances acceptables ;
— une fois que la mémoire a été réattribuée, il est dicile, voire impossible, de la
récupérer sans swapper [46, 85, 104], ce qui dégrade les performances globales
des applications.
2.5.4 Réduction de l’empreinte mémoire
De façon orthogonale, des techniques permettant de réduire l’empreinte mémoire
des VMs telles que la déduplication [73] ou la compression [100] sont souvent utili-
sées pour attribuer plus de mémoire aux VMs que n’en possède la machine physique.
Une des méthodes de déduplication est le partage transparent de pages [20] : l’hy-
perviseur scanne périodiquement la mémoire de chaque VM, et lorsque des pages iden-
tiques sont trouvées, elles sont partagées de sorte que les VMs accèdent aux mêmes
pages physiques. L’hyperviseur peut ensuite détecter une modication de la page par
l’une des VMs (faute de page) et la dupliquer si nécessaire (copy-on-write). L’inconvé-
nient majeur est que scanner la mémoire consomme du temps processeur et de la bande
passante mémoire. Pour réduire le cout de ce scan, il est possible de paravirtualiser le
mécanisme (i.e., la VM fournit des indications à l’hyperviseur) de façon à limiter les
pages scannées à celles qui orent le plus de chances d’être partagées, en se concen-
trant par exemple sur les pages du page cache [57]. C’est ce type d’approche qui a été
utilisé par Satori [73] et KSM++ [72] pour limiter le surcout de la déduplication.
La réduction de l’empreinte mémoire des VMs peut aussi passer par des techniques
de compression [100], souvent associées à la déduplication [38].
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2.5.5 Caches collaboratifs dans lesmachines virtuelles : approches
existantes
À notre connaissance, peu de solutions de caches spécialisés pour les environne-
ments virtuels ont été proposés. Dans cette section, nous proposons d’en étudier deux :
XHive [55] et Mortar [46].
XHive. XHive [55] est un cache collaboratif pour l’hyperviseur Xen qui repose sur
l’analyse des accès aux périphériques blocs virtuels des VMs. Les auteurs de XHive
utilisent un algorithme de cache collaboratif similaire à N-Chance, présenté dans la
section 2.3.2.5.
La diculté est ici, pour l’hyperviseur, de savoir quand une VM est inactive de façon
à lui envoyer les blocs singletons. Ce problème est similaire à celui posé par lememory
ballooning, en eet nous avons vu dans la section précédente que cette approche pose
deux problèmes : d’une part l’hyperviseur ne sait pas à quoi sert la mémoire qu’il prend
à une VM ; et d’autre part une fois que la mémoire a été donnée à une autre VM il est
dicile de la récupérer. Ceci est d’autant plus dommageable dans le cadre d’un cache
collaboratif, notamment parce que « prêter » de la mémoire au cache ne devrait pas
impacter les performances.
Les auteurs de XHive proposent d’adopter une approche contributive, dans laquelle
l’hyperviseur stocke temporairement les singletons évincés par les VMs dans une mé-
moire tampon. Les VMs peuvent ensuite, volontairement, collecter les blocs dans leur
mémoire pour libérer le tampon de l’hyperviseur.
Si leur approche est intéressante, elle se retrouve fortement limitée par la taille de
ce tampon, la mémoire disponible pour l’hyperviseur Xen n’est en eet que de 10 Mo.
Ce tampon peut rapidement saturer lors d’une charge intensive en E/S, rendant le mé-
canisme de cache complètement inecace. De plus, XHive nécessite de lourdes modi-
cations à la fois à l’hyperviseur, qui monitore les accès aux périphériques de stockage
et coordonne les accès au cache, et aux systèmes d’exploitation invités, chargés de
collecter les données du cache. Ces choix limitent fortement l’utilisation de cette ap-
proche à des VMs adaptées à un hyperviseur spécique. De plus, l’approche centralisée
sur l’hyperviseur limite l’usage d’une telle solution à un seul nœud, ce qui ne permet
pas de consolider l’utilisation de la mémoire à l’échelle d’un cluster ou d’un centre de
données.
Mortar. Hwang et al. [46] se sont intéressés au problème du surdimensionnement
(overprovisionning), où l’hyperviseur possède plus de mémoire qu’il n’en alloue aux
VMs. La diculté ici est d’attribuer cette mémoire libre aux VMs sous forme de cache
pour qu’elle puisse être utile et facilement récupérée. Dans ce contexte, une approche
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reposant sur dumemory ballooning n’est pas viable, car une fois donnée aux VMs il est
dicile de récupérer la mémoire puisque l’hyperviseur ne sait pas quel en sera l’usage.
Les auteurs ont proposéMortar, un framework permettant à l’hyperviseur d’utiliser
sa mémoire libre pour fournir un cache clé-valeur aux VMs. Appliqué par exemple à
Memcached [34], ce cache peut être utilisé par des applications existantes (qui utilisent
Memcached) pour qu’elles puissent « placer » des objets dans cette mémoire gérée par
l’hyperviseur. Les données stockées ainsi sont en lecture seule et peuvent donc être
réclamées facilement, ce qui permet de récupérer rapidement la mémoire s’il faut la
réattribuer lors d’un pic de charge ou lors du démarrage d’une nouvelle VM.
Si Mortar règle le problème de surdimensionnement des machines physiques, Birke
et al. [16] ont montré que dans un contexte de cloud privé d’entreprises, où les pro-
priétaires des VMs disposent d’un usage exclusif des machines physiques, le niveau de
surdimensionnement est plutôt faible : la quantité de mémoire allouée par l’hypervi-
seur pour les VMs était proche de la quantité de mémoire physique disponible.
2.6 Discussion
La fragmentation de la mémoire dans les environnements virtualisés a lourdement
impacté les performances des applications qui eectuent beaucoup d’E/S. En eet, leurs
performances dépendent en partie de la quantité de mémoire inutilisée disponible, qui
est alors utilisée par le système d’exploitation pour du cache (page cache). En frag-
mentant la mémoire, chaque VM dispose de moins de cache : celles qui n’en n’ont pas
besoin en « gaspillent », alors que d’autres, orientées données, en auraient besoin de
plus.
Une approche classique pour mutualiser de la mémoire est d’utiliser un système
de cache réparti. Cependant, la plupart des solutions de caches répartis existantes re-
posent sur une adaptation des applications [34] ou sur des systèmes de chiers spéci-
ques [6, 7, 28]. Or, dans ce type d’environnement la diversité des applications nécessite
une solution aussi transparente que possible.
Une autre approche, spécique aux environnements virtualisés, consiste à redimen-
sionner dynamiquement la mémoire des VMs pour éviter de la gaspiller (memory bal-
looning). Cependant, ses limites sont vite atteintes lors d’un pic d’activité : le gap sé-
mantique entre les VMs et l’hyperviseur l’empêche de récupérer ecacement la mé-
moire qu’il a donné, même si elle est utilisée pour faire du cache.
Nous avons vu dans ce chapitre d’autres approches reposant à la fois sur l’hypervi-
seur et le système d’exploitation invité [46, 55]. Cependant, elles sourent de problèmes
majeurs :
— en introduisant des modications à la fois à l’hyperviseur et au système d’exploi-
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tation invité, elles limitent fortement le nombre d’environnements dans lesquels
elle peut être utilisée ;
— en reposant sur l’hyperviseur, il n’est plus possible d’envisager une mutualisa-
tion de la mémoire inutilisée à l’échelle d’un centre de données ;
— ces approches reposent toutes sur la présence de mémoire au sein de l’hypervi-
seur, ce qui n’est pas envisageable dans des environnements fortement consoli-
dés, où l’hyperviseur ne dispose plus de mémoire libre, tels qu’on les retrouve
dans les clouds privés [16].
Pour ces raisons, nous pensons qu’une approche plus classique, reposant sur un
réseau performant entre les VMs et les nœuds, permet d’orir susamment de per-
formances pour mutualiser la mémoire à l’échelle d’un centre de données. Cependant,
an d’orir un maximum de transparence tout en limitant l’intrusivité du mécanisme,
une approche plus « bas niveau », située au cœur de la gestion des caches existants du
système, nous semble nécessaire.
Chapitre 3
Contexte et prérequis techniques
Sommaire
3.1 Principes des systèmes de chiers . . . . . . . . . . . . . . . . . . . . . . 32
3.2 Les diérents caches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2.1 dentry cache . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2.2 Cache d’inode . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2.3 Page cache . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.2.4 Buer cache . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.2.5 Unication du page cache et du buer cache . . . . . . . . . . . . . . 39
3.3 Gestion de la mémoire . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.3.1 Récupération de la mémoire et activation des pages . . . . . . . . . . 40
3.3.2 Shadow page cache : estimation de la taille du working set . . . . . . 41
3.3.3 Détection des accès au cache avec l’API cleancache . . . . . . . . . . 42
3.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
Ce chapitre présente et dénit les diérents éléments techniques nécessaires à la
compréhension de la réalisation de notre cache réparti, présenté dans le chapitre 4. Le
noyau Linux dispose de plusieurs sous-systèmes et couches d’abstraction permettant
d’étendre ses fonctionnalités. Parmi ceux-ci, nous nous intéressons plus particulière-
ment au Virtual File System (VFS), qui permet l’accès aux chiers, et au page cache,
dont le but est d’accélérer les accès aux données. La réalisation d’un cache réparti in-
tégré au noyau passe par la compréhension de ces diérentes couches d’abstractions.
Outre le VFS, les mécanismes de la gestion de la mémoire ont leur importance, puisque
leur action sera déterminante sur l’ecacité du cache réparti. En eet, c’est à ce ni-
veau que le déplacement d’une donnée d’un cache « local » vers un cache « distant »
va se décider. Une des dicultés de cette thèse a été de maîtriser ces abstractions et
ces sous-systèmes car ils sont complexes et peu documentés.































Figure 3.1 – Interactions entre les diérentes abstractions fournies par le VFS, la mé-
moire et le périphérique de stockage
Dans un premier temps, ce chapitre présente de façon simpliée les grands principes
des systèmes de chiers par l’intermédiaire du VFS (section 3.1). Ensuite, la section 3.2
dénit les diérents caches présents au sein du noyau Linux et permet d’identier
précisément ceux qui nous intéressent. Enn, la section 3.3 étudie le fonctionnement
de la mémoire du noyau Linux, en particulier les algorithmes de récupération de la
mémoire et d’estimation de la taille du working-set sur lesquels reposent une partie de
nos travaux.
3.1 Principes des systèmes de chiers
L’accès à un chier par un processus implique l’activation de plusieurs mécanismes
complexes du noyau qui ne sont pas directement liés à une opération d’entrée/sortie
(E/S) mais dont la maîtrise est cruciale pour ne pas dégrader les performances. La plu-
part de ces mécanismes font partie ou « traversent » le VFS, qui est la couche d’abs-
traction fournie par le noyau Linux et qui permet aux diérents systèmes de chiers
de coexister. Ces mécanismes peuvent être représentés par les diérents objets qu’ils
manipulent : chiers (le), inodes, chemins (dentry) et espace d’adressage. La gure 3.1
illustre les interactions entre des processus et les principaux objets abstraits par le VFS.
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Fichiers. La structure file est la représentation d’un chier ouvert par un processus
(mode d’ouverture, position dans le chier, etc.). C’est notamment cette structure qui
permet à plusieurs processus de manipuler le même chier indépendamment l’un de
l’autre. Il est également possible de partager un même chier ouvert, par exemple lors-
qu’un processus eectue un fork, le processus ls hérite des descripteurs de chiers
ouverts du processus père. Dans l’exemple de la gure 3.1, le processus p2 est un ls
du processus p1 et a hérité des descripteurs de p1.
Inodes. Un chier est représenté en mémoire par un inode qui permet de décrire les
propriétés du chier (numéro d’inode, droits d’accès, taille, emplacement des blocs sur
le disque, etc.). À noter que cet objet est la version abstraite fournie par le VFS, qui est
diérent des inodes spéciques à chaque système de chiers présents physiquement
sur le disque. Les chiers sont identiés par leur numéro d’inode, mais les utilisateurs
utilisent généralement un nom, qui est représenté en mémoire par la structure dentry
et qui permet d’associer un nom à un inode. Dans la gure 3.1, les processus p1 et p3
ouvrent trois fois le même chier :
— p1 ouvre le chier deux fois en utilisant le même nom ;
— p3 ouvre le chier en utilisant un autre nom : il s’agit d’un lien physique.
Pages. En mémoire, les données lues d’un chier sont stockées dans des pages, dont
la taille dépend de l’architecture matérielle. Typiquement, la taille des pages est de 4 Ko
sur les architectures x86 et x86-64. Ces pages sont associées à un inode par l’intermé-
diaire d’un espace d’adressage spécique représenté par la structure address_space.
Au sein de cette structure, les pages sont identiées par un index, qui correspond à leur
emplacement virtuel relativement au début du chier (oset). Cette structure stocke
les pages dans un arbre radix, dont l’implémentation a l’avantage d’être compacte
et ore des accès en lecture wait-free (à l’aide de RCUs (read-copy-update)). Chaque
inode a donc son propre arbre radix. Une illustration de l’arbre radix est présente dans
la gure 3.5.
Les structures page permettent de représenter les pages de la mémoire physique
et leurs propriétés, telles que les droits d’accès, le type de page, les ags, etc. Géné-
ralement, on utilise le terme de page frame lorsque l’on parle de l’espace d’adressage
physique, c’est-à-dire des pages physiques présentes dans la RAM, et le terme de page
lorsque l’on parle de l’espace d’adressage linéaire (ou virtuel) du système.
Blocs. Les pages associées aux inodes contiennent un ou plusieurs blocs lus depuis
le disque : le bloc est l’unité de base utilisée par les systèmes de chiers. Un bloc repré-
sente un ou plusieurs secteurs consécutifs du périphérique de stockage : le secteur est
l’unité de base manipulée par les périphériques bloc et représente un ensemble d’octets
contigus. La taille des blocs est dénie par le système de chiers et est au minimum



















Figure 3.2 – Caches disques du VFS
égale à la taille d’un secteur (512 octets) et au maximum égale à la taille d’une page. Un
bloc lu est stocké dans une page et représenté par un block buer. Une conguration
classique est d’utiliser une taille de bloc égale à la taille d’une page, ce qui permet de
se passer de ce niveau d’indirection.
3.2 Les diérents caches
Le VFS fournit un ensemble de caches spécialisés pour permettre aux systèmes de
chiers de conserver en mémoire des données pour accélérer leurs futures opérations.
Ces caches, illustrés dans la gure 3.2, sont présentés dans les sections suivantes. Le
dentry cache est un cache permettant d’accélérer la correspondance entre le nom d’un
chier et son inode (section 3.2.1). Le cache d’inode permet de conserver en mémoire
les inodes des chiers après leur utilisation (section 3.2.2). Le page cache conserve en
mémoire les données des chiers qui ont été accédés par l’intermédiaire du système
de chiers (section 3.2.3). Le buer cache, qui n’est pas représenté sur la gure 3.1, est
utilisé pour conserver des blocs disque en mémoire lorsqu’un périphérique bloc est
accédé en mode bloc (section 3.2.4). Nous expliquons dans la section 3.2.5 pourquoi le
buer cache n’est pas représenté dans cette gure.
3.2.1 dentry cache
Lors de l’ouverture d’un chier par un processus, par exemple à l’aide de l’appel
système open, le dentry cache fournit le chemin du chier au système de chiers qui
doit retrouver l’inode correspondant. Ce chemin contient le nom de chaque répertoire à
traverser pour obtenir le chier. Chaque répertoire successif du chemin, en commen-
çant par la racine, est représenté par un inode qu’il est nécessaire de localiser pour
connaitre via son dentry l’inode du répertoire suivant. Pour accélérer les prochains
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/ spam ham eggs.txt ......
dentry cache
Figure 3.3 – Résolution d’un nom de chier à l’aide du dentry cache
accès à ce chemin, le noyau Linux dispose d’un cache appelé dentry cache, qui conserve
en mémoire les dentry déjà résolus. Les dentry présents dans ce cache sont mainte-
nus dans une liste LRU qui permet de récupérer automatiquement l’espace occupé par
les dentry les moins récemment utilisés en cas de pression mémoire.
Lorsque les dentry correspondant au chemin ne sont pas dans le dentry cache, il est
nécessaire d’eectuer une lecture depuis le périphérique pour l’obtenir. La gure 3.3
illustre la résolution du chier dont le nom est /spam/ham/eggs.txt. Ce chemin est
composé de 4 dentry : / , spam , ham et eggs.txt . Le dentry cache ne contient
que la racine ( / ) et le répertoire spam , il est donc nécessaire d’eectuer 2 lectures
depuis le périphérique bloc :
1. pour localiser l’inode du répertoire /spam/ham qui contient le chier eggs.txt ;
2. pour récupérer l’inode de eggs.txt
Le prochain accès au chier /spam/ham/eggs.txt ne nécessitera pas d’accès au pé-
riphérique de stockage pour trouver son numéro d’inode, sauf si la pression mémoire
exercée sur le système nécessite la récupération des dentry qui composent son che-
min.
3.2.2 Cache d’inode
Les inodes du VFS, que l’on appelle également inodes virtuels, sont des représen-
tations en mémoire des inodes du système de chiers, qui sont eux appelés inodes
disque. Un inode disque permet de décrire les métadonnées d’un chier, telles que
le propriétaire, les droits ou la date de dernière modication, ainsi que les blocs qui
le composent. L’inode disque est stocké directement sur le périphérique de stockage,
contrairement à l’inode virtuel qui n’est présent qu’en mémoire et inclut, notamment,
les informations de l’inode disque.
Les données des chiers sont stockées sur le disque dans des blocs, dont la taille
est dénie par le système de chiers. Classiquement, les inodes disque des systèmes
de chiers sous Unix permettent d’accéder directement aux premiers blocs du chier,
les autres pouvant être accédés via un ou plusieurs blocs d’indirection. Ainsi, pour lire
un bloc d’un chier il est nécessaire d’accéder à l’inode et éventuellement à plusieurs
blocs d’indirection pour pouvoir le localiser.
Les systèmes de chiers récents comme Btrfs [83] ou ext4 [69] reposent sur le
concept d’extents. Un extent est une zone de stockage contigüe réservée pour le chier.





















Figure 3.4 – Virtualisation et page cache du système d’exploitation
Les extents sont de taille variable, ce qui permet à de petits chiers d’être représentés
par 1 seul extent, par exemple de 64 ko, et à de plus gros chiers d’être représentés par
seulement quelques extents, jusqu’à 128 Mo par extent par exemple pour le système
de chiers ext4. L’intérêt des extents par rapport aux blocs d’indirection est qu’ils per-
mettent de réduire le nombre d’indirections nécessaires à la lecture d’un bloc, et donc
le nombre d’E/S. De plus, les blocs du chier au sein d’un extent sont contigus, ce qui
permet de limiter la fragmentation du chier.
De façon similaire au dentry cache, le rôle du cache d’inodes est de conserver ces
informations en mémoire pour réduire le nombre d’opérations d’E/S liées aux inodes.
Au sein de ce cache les inodes sont maintenant dans une liste LRU pour les réclamer
en cas de pression mémoire.
3.2.3 Page cache
Lorsque le système est inactif (avec des processus consommant peu de mémoire),
l’essentiel de la mémoire est remplie par un cache appelé page cache. L’objectif de ce
cache est de conserver les données lues depuis le disque an d’améliorer les perfor-
mances des accès aux chiers. Lorsque l’activité du système augmente, la mémoire se
remplit des pages des processus actifs, ce qui réduit la taille du page cache.
Les pages des processus sont appelées pages anonymes (pile, tas, etc.), à l’inverse
des pages du page cache qui ont une représentation sur le disque (chiers). Dans la
gure 3.4, nous avons représenté les pages anonymes (a) et les pages du page cache
(b) pour chaque machine virtuelle (VM). Les pages anonymes font également partie du
page cache, où elles disposent de leur propre LRU. Lorsqu’elles doivent être évincées,
par exemple en cas de forte pression mémoire, elles sont swappées sur le disque. Ce-
pendant, pour des questions de simplicité dans la suite de cette thèse nous considérons
que le page cache n’est composé que de pages provenant de chiers. Nous reviendrons
sur ce détail dans la section 3.3.1.





























Figure 3.5 – Organisation du page cache
Les systèmes de chiers utilisent le page cache pour limiter les accès au périphé-
rique de stockage et accélérer les accès aux données. Lorsque qu’un processus veut
lire une donnée dans un chier, le système de chiers regarde si celle-ci n’est pas déjà
présente dans le page cache, dans ce cas elle peut être directement copiée dans l’espace
d’adressage du processus sans nécessiter l’accès au périphérique de stockage. Lorsque
la page n’est pas présente dans le page cache, le système de chiers y ajoute une nou-
velle page, non initialisée, puis prépare les opérations d’E/S nécessaires pour qu’elle
soit remplie.
Le page cache est intégré directement dans les inodes du VFS, chaque inode contient
une structure address_space qui représente l’espace d’adressage du chier et contient
un arbre radix, dans lequel sont placées les pages lues. Les pages du page cache
sont également liées entre elles dans une liste LRU, indépendamment de la structure
address_space dans laquelle elles sont, ce qui permet d’implémenter l’algorithme de
remplacement de pages global basé sur l’algorithme LRU. Nous détaillons le fonction-
nement de cet algorithme dans la section 3.3.1. Cette organisation du page cache est
illustrée dans la gure 3.5.
Chaque page du page cache représente une zone contigüe dans l’espace d’adressage
du chier correspondant de la taille d’une page, et est composée d’un ou plusieurs
blocs lus depuis le disque. Les pages sont identiées par un index, commençant à 0,
qui indique la position de la page au sein du chier. Par exemple dans la gure 3.5, la
page d’index 0 contient les données de l’inode du premier octet jusqu’à l’octet 4095,
la page d’index 3 les données de l’inode de 12 ko à 16 ko, et la page d’index 130 les
données de 520 ko à 524 ko. Il est donc facile de retrouver une page dans le page cache
lorsque l’on sait à quelle position relativement au début chier elle se trouve.



















Figure 3.6 – Blocs contigus sur le disque
Lorsque les blocs qui composent la page ne sont pas contigus sur le disque, on
associe à la page des descripteurs (buers) qui permettent de décrire chaque bloc de
la page indépendamment les uns des autres : c’est ce que l’on appelle une buer-page,
présentée dans la section suivante.
3.2.4 Buer cache
Le VFS manipule les données des périphériques par pages, dont chacune est com-
posée d’un ou plusieurs blocs. Le buer cache est un cache qui permet d’accélérer les
accès à chacun de ces blocs individuellement. Les systèmes de chiers accèdent aux
données sur le disque avec la granularité du bloc, qui est une suite contiguë de sec-
teurs du périphérique bloc. Lors de la lecture d’un chier, chaque bloc qui le compose
est placé dans un block buer qui est lui-même au sein d’une page du page cache. La
gure 3.6 illustre la représentation en mémoire d’une page d’un chier au sein du page
cache : un chier en mémoire est une suite logique de pages, chacune contenant un ou
plusieurs blocs qui correspondent à une suite de secteurs.
Lorsqu’on veut lire un octet d’un chier, il faut retrouver le numéro du bloc disque
correspondant au bloc logique qui contient la position de l’octet relative au début du
chier. Par exemple, avec des pages de 4 ko et des blocs 1 ko, retrouver le caractère à
la position 5000 revient à trouver le numéro de bloc physique correspondant au bloc
logique 4, lui-même présent au sein de la page d’index 1.
Lorsque les blocs d’une page sont contigus sur le disque (gure 3.6), il sut de déter-
miner le numéro de bloc physique du premier bloc de la page, puis ensuite d’eectuer
une E/S de la taille d’une page : c’est le cas notamment si le système de chiers a pu
allouer les blocs des pages de façon contiguë sur le périphérique, ou lorsque la taille
d’un bloc est la même que la taille d’une page.
À l’inverse, la gure 3.7 illustre le cas où les blocs d’une page ne sont pas contigus
sur le disque : même si on souhaite lire entièrement la page, il est nécessaire de sou-
mettre plusieurs petites E/S au pilote de périphérique, une pour chaque bloc de celle-ci.
Pour repérer les diérents blocs qui composent la page et pour mémoriser la corres-
pondance entre le numéro de bloc logique et le numéro de bloc physique, on associe à



















Figure 3.7 – Blocs non-contigus sur le disque
chaque bloc une structure buffer_head qui contient ces informations.
3.2.5 Unication du page cache et du buer cache
Dans les versions du noyau Linux antérieures à la version 2.4.10 (2001), le page
cache et le buer cache étaient indépendants et des mécanismes lourds et complexes
étaient présents pour assurer leur cohérence. Aujourd’hui, le buer cache à proprement
parler n’existe plus, les pages du page cache référencent les structures buffer_head
et inversement. On peut donc dénir le buer cache actuel comme le sous-ensemble
de pages du page cache qui ont des buffer_head associés. En eet, lorsqu’une page
ne contient qu’un seul buer, ce qui est le cas par exemple pour des pages de 4 ko,
il n’est pas nécessaire de créer des buffer_head. Les structures buffer_head sont
créées dans les situations suivantes :
— lorsqu’on accède directement à un périphérique bloc, il est alors lu bloc par bloc,
par exemple lors de la lecture d’un inode, d’un superbloc ;
— lorsque les blocs qui constituent une page ne sont pas contigus sur le périphé-
rique bloc ;
— lorsqu’une page est incomplète, par exemple en n de chier.
Les buffer_head sont également chaînés entre eux, ce qui permet de localiser ra-
pidement une page dans le page cache qui correspond à un numéro de bloc physique
donné. Les relations entre les buffer_head et les pages du page cache sont représen-
tées dans la gure 3.8.
3.3 Gestion de la mémoire
Cette section présente trois mécanismes de gestion de la mémoire du noyau Linux
qu’il nous semble important d’étudier an d’aider à la compréhension de cette thèse. Le
premier est l’algorithme de récupération de mémoire du noyau Linux, présenté dans
la section 3.3.1, qui a pour rôle d’évincer les pages du page cache pour libérer de la
mémoire. Le second est le shadow page cache (section 3.3.2), dont l’objectif est d’amé-
liorer la détection des pages « chaudes » du page cache. Enn, nous présentons dans la
















Figure 3.8 – Page cache unié [18]
section 3.3.3 l’API cleancache, qui permet de capturer les accès et les évictions du page
cache.
3.3.1 Récupération de la mémoire et activation des pages
L’algorithme de récupération de mémoire (PFRA, pour Page Frame Reclaiming Al-
gorithm) du noyau Linux a pour rôle de libérer des pages du page cache. Les pages
libérées sont appelées pages victimes. Cet algorithme se déclenche en cas de pression
mémoire, par exemple lorsqu’un processus tente d’allouer de la mémoire, ou lorsque
le processus noyau kswapd se réveille.
Le noyau Linux privilégie l’éviction des pages les moins utilisées en premier. Pour
cela, les pages du page cache sont stockées dans deux listes LRU : les listes actives et in-
actives. Lors d’un premier accès à une page, celle-ci est placée en tête de la liste inactive.
Lorsqu’une page est accédée une seconde fois, elle est considérée comme « chaude »
et est promue dans la liste active, qui a pour objectif de conserver en mémoire les don-
nées les plus utilisées. L’algorithme de récupération de la mémoire du noyau Linux est
similaire à l’algorithme 2Q que nous avons présenté dans la section 2.2.2.
La gure 3.9 est un exemple du fonctionnement des listes LRU du noyau Linux.
Dans cet exemple, lors de la première lecture de la page  , la page  , qui est en queue
de liste inactive, est évincée pour faire de la place. Lors d’un accès à la page  , celle-ci
est promue dans la liste active car elle était déjà présente dans la liste inactive.
An de ne pas se retrouver dans une situation où toutes les pages du page cache
seraient actives, le noyau Linux tente de rééquilibrer la taille de ces listes lors de l’exé-
cution de l’algorithme de récupération de mémoire. Pour cela, lorsque la liste active














Figure 3.9 – Fonctionnement des listes LRU du noyau Linux
devient plus grande que la liste inactive, les pages les plus anciennes (i.e., en queue) de
la liste active sont désactivées jusqu’à ce que la liste inactive redevienne plus grande
que la liste active. Ainsi, la liste active ne représente généralement pas plus de 50% de la
taille du page cache. En revanche, s’il n’y a pas de pression mémoire, aucune page n’est
évincée et un grand nombre de pages inactives peuvent être activées, ce qui explique
pourquoi il est possible d’avoir une liste active bien plus grande que la liste inactive.
La plupart du temps, les pages propres du page cache sont évincées en priorité parce
que c’est peu coûteux : elles ont une version identique sur le disque et peuvent donc
être simplement libérées. Si des pages du page cache sont sales (c’est-à-dire modiées),
elles doivent d’abord être écrites sur le disque. Le noyau déclenche alors leur écriture
et les remet en tête de liste inactive pour les réclamer plus tard, lorsqu’elles seront
propres. On retrouve le même mécanisme lorsqu’une E/S est en cours sur une page ou
lorsqu’une page est verrouillée (mlock). Ces cas particuliers démontrent à quel point
l’implémentation d’un algorithme de récupération de la mémoire est complexe.
3.3.2 Shadow page cache : estimation de la taille du working set
Le découpage en deux listes a pour eet de bord de diminuer le temps que passe
une nouvelle page dans le cache avant son éviction. En eet, il est possible qu’une page
soit évincée de la liste inactive du page cache juste avant un nouvel accès à celle-ci,
qui aurait dû la promouvoir dans la liste active. Ce cas peut se produire, par exemple,
lorsque la distance, en termes de nombre de pages accédées entre les deux accès, est
supérieure à la taille de la liste inactive, mais inférieure à la totalité de la taille du page
cache. Dans ce cas, l’E/S qui en découle aurait pu être évité.
Pour corriger ce problème, le noyau Linux dispose depuis sa version 3.15 (2014) d’un
mécanisme permettant de conserver l’historique des pages évincées [27, 107], que l’on
appelle le shadow page cache. Le principe de cemécanisme est demaintenir la fréquence
des accès aux pages pour savoir si elles sont su³samment utilisées pour les activer
directement, y compris lorsqu’elles ne sont plus dans le cache. Cependant, monitorer
la fréquence des accès aux pages est extrêmement coûteux, c’est pourquoi l’approche
adoptée est une approximation qui consiste à déterminer la distance moyenne entre









Figure 3.10 – Shadow page cache, après éviction de la page  (gure 3.9)
deux accès à unemême page pour savoir si elle aurait dû être activée. L’implémentation
de ce calcul dans le noyau Linux consiste à compter le nombre de pages évincées de la
liste inactive entre les deux accès à une même page.
Le shadow page cache repose sur l’arbre radix utilisé pour stocker les pages du pages
cache. En eet, lorsqu’une page est évincée du page cache, l’entrée correspondante de
l’arbre radix persiste, puisque celui-ci ne stocke que des pointeurs vers des structures
page (section 3.1). Ainsi, lors de l’éviction d’une page, le nombre de pages évincées
de la liste inactive depuis le démarrage de la machine est stocké directement dans le
nœud de l’arbre radix qui référençait la page évincée. Lorsqu’une page évincée est
accédée depuis le disque, la valeur stockée dans l’arbre radix est comparée à la valeur
courante : si la distance est plus faible que la totalité de page cache (shadow hit), le
système la considère comme chaude et l’active immédiatement. La gure 3.10 illustre
ce mécanisme.
3.3.3 Détection des accès au cache avec l’API cleancache
La complexité des mécanismes de gestion de la mémoire et du page cache du noyau
Linux rendent di³ciles la détection des accès au cache et des évictions des pages de la
mémoire. An de faciliter la mise en œuvre de ce type de cache, Magenheimer et al.
ont proposé l’API cleancache [66]. Cette API dénit un ensemble de hooks placés au
sein du noyau Linux qui permettent de détecter les évictions de pages propres du page
cache (opération put) et les accès au page cache (opération get). D’autres opérations
permettant d’invalider les données du cache (pages, inodes ou systèmes de chiers
entiers) sont fournies pour maintenir le cache dans un état cohérent.
Cette API repose sur le principe de « mémoire transcendante » [68], qui permet au
noyau d’accéder à de la mémoire qu’il ne peut pas directement adresser. Pour cela,
l’opération put associe à une page un identiant unique, composé par exemple de
l’UUID (Universally Unique Identier) du système de chier, du numéro d’inode et de
l’index de la page, et cone la page à l’implémentation de cette API (backend). À l’in-
verse, l’opération get demande au backend la page correspondante à un identiant
unique.
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Dans sa spécication, cleancache est déni comme étant « éphémère » : les données
qui y sont placées ont une durée de vie inconnue et peuvent disparaître du cache à
n’importe quel moment. C’est pourquoi cette API est conçue pour ne traiter que les
pages propres du page cache, les pages sales étant écrites sur le disque avant d’être
conées à cette API.
3.4 Conclusion
La réalisation d’un cache réparti intégré au cœur du noyau Linux nécessite de maî-
triser des mécanismes clés relatifs à la gestion des chiers et des caches, tels que le VFS,
le page cache ou le PFRA. En eet, ces sous-systèmes ne sont pas des boîtes noires
dont l’accès n’est possible qu’au travers d’APIs clairement dénies, mais plutôt des
structures de données (LRU, arbres radix, etc.) et algorithmes (PFRA) « ouverts », qui
peuvent être manipulés directement par d’autres sous-systèmes du noyau Linux.
Ce chapitre a présenté une vue d’ensemble de la gestion des chiers et de lamémoire
sous Linux. Nous nous sommes intéressés en particulier à dénir les diérents caches
qu’on peut retrouver au sein d’un système d’exploitation et aux mécanismes de gestion
et de récupération de la mémoire sur lesquels reposent nos contributions présentées
dans les chapitres suivants.
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Ce chapitre présente notre contribution, Puma 1, un cache réparti permettant de
mutualiser la mémoire inutilisée des machines virtuelles pour améliorer les perfor-
mances des applications qui eectuent un grand nombre d’entrées/sorties (E/S). Com-
paré aux caches répartis existants, Puma a l’avantage de fonctionner avec les appli-
cations existantes, sans modications. De plus, Puma est directement intégré au page
cache du noyau Linux, ce qui lui permet de ne pas dépendre d’un système de chiers
1. Pour Pooling Unused memory in virtual MAchines
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spécique. Enn, comme nous le verrons dans le chapitre 6, cette approche permet à
un nœud ayant prêté de la mémoire au cache réparti de la récupérer ecacement.
La section 4.1 présente les objectifs de Puma puis la section 4.2 décrit son archi-
tecture. Nous expliquons notamment les choix de conception qui permettent à Puma
de limiter son empreinte mémoire et de s’adapter au temps de réponse des nœuds. La
section 4.3 décrit l’implémentation de Puma, les structures de données utilisées et les
interactions avec le noyau Linux. Nous expliquons également la méthode utilisée pour
maintenir les caches de Puma cohérents. La section 4.4 conclut ce chapitre en résumant
les objectifs de Puma, son architecture et les bénéces attendus.
4.1 Principes de Puma
Le principal objectif de Puma est de mutualiser la mémoire inutilisée des machines
virtuelles (VMs) pour le bénéce d’autres VMs qui exécutent des applications qui eec-
tuent un grand nombre d’E/S. L’une des contraintes imposées par le projet dans lequel
s’inscrit cette thèse (nu@age) est de pouvoir fairemigrer facilement les VMs d’un nœud
à un autre, ce qui implique que le mécanisme de cache fourni par Puma ne doit pas être
limité aux VMs colocalisées. Pour cela, nous avons choisi une approche « classique »
orientée réseau, où les nœuds Puma communiquent entre eux via un réseau TCP. Cette
approche semble raisonnable compte tenu de l’architecture cible, où les VMs disposent
d’un réseau paravirtualisé performant et où les nœuds physiques sont interconnectés
via un réseau à hautes performances tel que du 10 GbE ou de l’InniBand. Une grande
partie des mécanismes présentés dans cette thèse resteraient corrects avec d’autres
moyens de communication. Nous discuterons de ce point dans le chapitre 8.
Notre approche repose notamment sur l’API cleancache, présentée dans la sec-
tion 3.3.3, qui permet d’implémenter un cache ne supportant que des pages propres.
Nous avons choisi de conserver cette restriction dans Puma pour les raisons suivantes :
— Si un processus qui s’exécute sur le nœud qui participe au cache a besoin d’al-
louer de la mémoire, les pages propres qu’il héberge peuvent être récupérées
sans synchronisation.
— Les écritures sont souvent non bloquantes parce que les écritures sur le disque
sont généralement diérées, les possibilités d’augmentation des performances
sont donc faibles. À l’inverse, lire un bloc depuis le disque est une opération
bloquante et aussi lente que la latence du disque.
— Gérer des pages sales dans un cache coopératif pose des problèmes de perfor-
mances parce qu’il faut traiter les problèmes de cohérence en cas de panne. Le
cout inhérent d’un tel mécanisme limite l’intérêt d’une telle approche compte
tenu du faible gain de performances à espérer.
En choisissant de ne traiter que les pages propres du page cache, la gestion des
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pannes devient simple : en cas de panne, une version à jour des pages reste disponible
depuis le disque. Cette approche permet également de récupérer rapidement la mé-
moire prêtée par un nœud, puisqu’il est possible d’évincer les données hébergées sans
synchronisation ni risque d’incohérence, ce qui donne un avantage certain à Puma, si-
milaire à celui oert par XHive [55] décrit dans la section 2.5.5, mais sans les limitations
liées à l’hyperviseur.
4.2 Architecture générale de Puma
Cette section présente l’architecture générale de Puma et les diérents mécanismes
que nous avons introduits an de limiter son empreinte mémoire, d’éviter les dégra-
dations de performances et d’utiliser au mieux le cache disponible.
4.2.1 Positionnement dans la pile système
Une des approches utilisées pour concevoir un cache collaboratif pour les environ-
nements virtualisés consiste à proposer un périphérique bloc virtuel au-dessus d’un
périphérique bloc cible. Cette approche, utilisée par exemple par XHive [55] ou CaaS
[39], peut reposer sur des mécanismes génériques oerts par le système d’exploitation
hôte, tels que device-mapper sous Linux [101]. Elle a l’avantage de ne pas nécessiter
une adaptation des applications existantes. Le périphérique bloc virtuel peut ainsi cap-
turer chaque accès au disque, c’est-à-dire chaque défaut de cache depuis le page cache.
Il peut ensuite faire une recherche dans le cache collaboratif pour tenter de trouver la
donnée correspondante.
Si cette approche semble simple et élégante, elle limite la portée du cache coopé-
ratif aux périphériques blocs, ce qui empêche les systèmes de chiers distribués d’en
bénécier alors qu’ils sont largement utilisés dans le cloud. De plus, en embarquant
la logique du cache au sein du périphérique bloc virtuel, on interdit à la VM d’en bé-
nécier si elle souhaite accéder à des périphériques blocs de façon indépendante de
l’hyperviseur, par exemple via un protocole tel qu’iSCSI.
Pour toutes ces raisons, nous avons adopté une approche plus générale, qui capture
directement les défauts de cache et les évictions du page cache local. Cette approche
repose en partie sur l’API cleancache que nous avons présenté dans la section 3.3.3. Les
gures 4.1 et 4.2 illustrent notre implémentation des opérations get et put de cette API,
où VM1 utilise la mémoire inutilisée de VM2. Chaque défaut de cache du page cache
peut entraîner une opération get, tandis que chaque éviction du page cache implique
une opération put. Dans la suite, get et put font référence à notre implémentation de
l’API oerte par cleancache.












































Figure 4.2 – Architecture de Puma : l’opération put envoie une page dans le cache
distant
Opération get. Lors d’un défaut sur une page du page cache local (étape 1 de la
gure 4.1), Puma vérie dans ses métadonnées si cette page a déjà été envoyée dans
le cache réparti (2). Ces métadonnées contiennent les identiants des pages qui ont
été envoyées sur un autre nœud lors d’une opération put et sont utilisées pour éviter
d’envoyer des requêtes get inutiles. Lorsque l’identiant de la page est présent dans
les métadonnées, Puma envoie une requête au nœud qui l’héberge (3), qui lui renverra
la page (4).
Opération put. Lorsqu’une page victime est choisie par le Page Frame Reclaiming
Algorithm (PFRA) pour libérer de la mémoire (étapes 1 et 2 de la gure 4.2), une opé-
ration put peut être exécutée (3) si Puma décide que cela en vaut la peine (en tenant
compte des mécanismes décrits dans les sections 4.2.3 et 4.2.4). Puma copie ensuite le
contenu de la page dans un tampon pour que la page puisse être libérée (4). Enn, la
page contenue dans le tampon est envoyée à un autre nœud pour qu’il la stocke (5).
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4.2.2 Gestion de la mémoire
Si l’API cleancache permet d’implémenter des opérations détectant les accès et les
évictions du page cache, leur implémentation nécessite de tenir compte de la pression
mémoire en jeu. En eet, l’opération put est appelée directement par le PFRA lorsqu’il
tente de libérer de la mémoire. Or cette opération nécessite un minimum de mémoire,
par exemple pour allouer les structures de données nécessaires à l’envoi de la page,
comme des tampons réseau ou des métadonnées locales. Le traitement de cette opéra-
tion doit donc éviter toute allocation de mémoire qui pourrait conduire à une nouvelle
activation du PFRA, entraînant un nouvel appel à l’opération put, et ainsi de suite.
En pratique, cela ne mènerait pas à un crash du noyau mais à un échec de l’opération
put. La page évincée ne serait alors pas envoyée dans le cache distant, ce qui laisserait
le système dans un état correct puisque Puma n’envoie dans le cache distant que des
pages propres du page cache. Cependant, il est important de limiter au maximum les
échecs lors de l’envoi des pages, d’une part pour éviter le cout de traitement d’une page
qui n’est nalement pas envoyée, d’autre part pour tirer le maximum de performances
du cache.
Pour tenir compte de la pression mémoire et améliorer les performances globales
du cache, Puma repose sur les mécanismes décrits dans les sections suivantes.
4.2.2.1 Préallocation des messages
L’une des limites des approches existantes reposant sur cette API, telles que zcache
[67], est qu’en cas de forte pression mémoire, notamment lors d’une d’activité inten-
sive en E/S, le mécanisme se retrouve de fait désactivé parce qu’il devient impossible
d’allouer la mémoire nécessaire au placement des données dans le cache réparti. Pour-
tant, il nous semble essentiel de maximiser les chances de placer les données dans le
cache réparti pour les raisons suivantes :
— Les données qui ne sont pas envoyées dans le cache sont potentiellement chaudes :
les futurs accès généreront des accès disque et contribueront au ralentissement
des performances de l’application.
— Les accès au périphérique de stockage eux-mêmes peuvent générer de la pression
mémoire. En eet, une donnée lue depuis le disque doit être placée dans une page,
qui doit être allouée. De plus, même si ces accès ne doivent pas être mis en cache
(accès séquentiels), ils peuvent impliquer l’éviction de pages chaudes du page
cache qui ne pourront pas être placées dans le cache réparti si le mécanisme se
désactive.
Avec Puma, nous nous eorçons d’envoyer les pages dans le cache réparti lors de
leur éviction an d’augmenter les chances d’un hit. Ainsi, pour favoriser la réussite des
opérations put, la mémoire nécessaire pour traiter les requêtes est allouée depuis un
pool de mémoire pré-allouée. Grâce à cela, nous n’ajoutons pas de pressionmémoire au
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PFRA. Ainsi, chaque page qui doit être envoyée dans le cache est d’abord copiée dans
une page provenant de ce pool, puis envoyée en zero-copy pour limiter la mémoire né-
cessaire pour l’envoi. La page est ensuite libérée lors de la réception de l’acquittement
envoyé par le nœud destinataire.
Cependant, si le pool de mémoire est trop petit les pages peuvent ne pas être en-
voyées dans le cache réparti. Pour limiter cela, nous avons calibré la taille du pool
pour que la majorité des évictions puissent être envoyées dans le cache. Combiné au
mécanisme de gestion des accès séquentiels présenté dans la section 4.2.4, nous avons
observé lors de nos évaluations que moins de 1% des pages n’étaient pas envoyées dans
le cache réparti.
4.2.2.2 Agrégation des requêtes de la fenêtre de préchargement
Un des défauts majeurs de l’API cleancache est que sa fonction get doit être appelée
à chaque lecture d’une page. Par exemple, cela a un impact sur algorithme de préchar-
gement de pages du noyau Linux, qui consiste à lire en avance, et de façon asynchrone,
une séquence de pages par anticipation qui pourraient être utilisées par l’application.
Dans son cas, un appel bloquant à cette fonction sera eectué pour chaque page de la
fenêtre de préchargement. Ce défaut n’a que peu d’importance pour les implémenta-
tions existantes de cette API telles que zcache [67], qui fonctionnent principalement
localement et sont donc peu impactées par la latence. Cependant, dans le cas de Puma,
chaque opération get implique 1 RTT, qui peut s’élever à plusieurs centaines de mi-
crosecondes.
Pour éviter de bloquer les processus à chaque fois qu’une page est lue, nous avons
étendu l’API cleancache pour que l’opération get accepte qu’un groupe de pages puisse
être demandé. Ainsi, nous pouvons rassembler toutes les pages de la fenêtre de pré-
chargement au sein d’une seule opération get, moins couteuse. Cette approche nous
permet également de proter de l’algorithme de préchargement de pages déjà présent
au sein du noyau.
4.2.2.3 Agrégation des requêtes d’envoi
Le PFRA choisit généralement plusieurs dizaines de pages victimes pour éviter que
l’on fasse appel à lui trop souvent. Or la fonction put de l’API cleancache, qui a pour
objectif de « placer » une page dans le cache, soure du même défaut que la fonction
get : celle-ci est appelée chaque fois qu’une page est évincée du cache par le PFRA. La
diculté ici est double :
— Envoyer chaque page indépendamment les unes des autres peut s’avérer extrê-
mement coûteux en raison des métadonnées associées à chaque message. En ef-
fet, il n’est pas nécessaire de «bloquer » le PFRA pendant l’envoi d’une page dans
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le cache puisque celle-ci est en voie d’être libérée dénitivement de la mémoire,
ce qui peut être fait dans un second temps, de façon asynchrone.
— La libération d’une page du page cache par le PFRA s’eectue sous la protec-
tion d’un spinlock qui interdit toute opération bloquante. Il devient donc dicile
d’eectuer des E/S réseau immédiatement pour placer la page dans le cache.
La solution que nous proposons est d’utiliser un tampon de messages dans lequel
les pages à envoyer sont simplement placées en attente. Ainsi, nous avons étendu l’API
cleancache pour permettre au PFRA d’informer l’implémentation de cette API qu’il a
terminé son exécution. Ceci permet de vider le tampon et d’envoyer simultanément
plusieurs messages put. On arrive ainsi non seulement à réduire l’empreinte mémoire
en évitant la multiplication de petits messages, mais aussi à améliorer la latence car les
E/S réseau sont eectuées en dehors de la section critique du PFRA.
4.2.3 Gestion des pannes et du temps de réponse
Si le fait de se limiter à un cache en lecture a réduit les problèmes de cohérence
liés aux pannes, celles-ci peuvent tout de même dégrader les performances. Ainsi, une
panne d’un nœud ou un ralentissement du réseau peut conduire le noyau à rester blo-
qué indéniment ou dégrader les performances.
Puisque Puma repose sur un faible temps de réponse, il monitore la latence réseau
entre les nœuds pour éviter de dégrader les performances. En cas d’augmentation de
la latence réseau, un nœud Puma peut arrêter d’utiliser le cache réparti pour basculer
sur des accès disque classiques. Pour cela, les nœuds Puma échangent périodiquement
des messages (ping) et calculent la moyenne glissante de la latence courte Lshort (les 15
dernières secondes) et longue Llonд. La première permet de détecter un pic de latence
tandis que la seconde permet de mesurer le temps de réponse moyen.
Nous dénissons deux seuils Slonд et Sshort . Lorsque l’une de ces moyennes dépasse
l’un de ces seuils, le nœud Puma arrête d’envoyer des messages put et get. Lorsque
le temps de réponse repasse en dessous d’un autre seuil, le nœud Puma recommence
à envoyer des messages put ou get. Le seuil de désactivation de Puma et diérent du
seuil d’activation, ce qui permet de créer un cycle d’hystérésis. Les valeurs de Sshort et
de Slonд sont choisies de façon expérimentale en fonction du système cible, nous les
avons xées à Sshort = [1.5ms, 40ms] et Slonд = [1ms, 1.5ms] lors de notre évaluation
(section 5.5).
4.2.4 Gestion des accès séquentiels
Les accès séquentiels sont particulièrement diciles à accélérer. En eet, les disques
durs actuels peuvent orir une bande passante de plusieurs centaines de Mo/s, ce qui
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peut être plus important que la bande passante réseau utilisable par Puma. De plus,
les accès séquentiels sont généralement anticipés (prefetching), ce qui implique que la
latence des accès disque est amortie. Enn, certains accès séquentiels, tels que des ux
vidéo, tiennent dicilement dans le cache. Les y placer expulserai alors d’autres don-
nées, potentiellement plus importantes. Pire, un tel ux peut « s’expulser » lui même
du cache s’il est trop grand (thrashing), ce qui dégraderait considérablement les per-
formances du système.
Dans cette situation, Puma pourrait ralentir les performances d’une application qui
eectue beaucoup d’accès séquentiels. Pour limiter ce risque, nous avons introduit une
option ltre à Puma qui permet de ltrer les accès séquentiels pour que ceux-ci ne
soient pas envoyés dans le cache distant.
Lorsque cette option est activée, Puma détecte les accès séquentiels en provenance
du disque et marque les pages correspondantes de sorte que, lorsque celles-ci sont
évincées du cache local, Puma ne les envoie pas dans le cache distant. L’intérêt de
l’option ltre est multiple.
— Limitation des envois : les pages marquées ne sont pas envoyées dans le cache
distant, ce qui veut dire que nous évitons le surcout (CPU et réseau) d’une opé-
ration put.
— Limitation des accès : lors d’un second accès à ces pages, elles ne sont pas
présentes dans le cache réparti (puisque le ltre l’a empêché), ce qui permet à
Puma de ne pas ralentir l’application en allant chercher ces pages depuis un autre
nœud. En revanche, si le second accès n’est pas séquentiel, les pages ne sont pas
marquées et pourront être envoyées dans le cache réparti lors de leur éviction.
— Optimisation de la taille du cache : ne pas envoyer les pages accédées sé-
quentiellement permet d’économiser de la place dans le cache distant, et donc
de permettre à d’autres types d’accès plus lents de tenir dans le cache.
L’option ltre est évaluée en détails dans les sections 5.3 et 5.4.1. Notons que dans
certaines circonstances, par exemple lorsque la bande passante du disque est faible,
cette option peut être désactivée par l’administrateur pour que tous les types d’accès
(y compris séquentiels) puissent reposer sur le cache réparti.
4.2.5 Stratégies de cache
Nous avons vu dans la section 2.2.3 que la stratégie de cache adoptée est une pro-
priété déterminante [25, 110, 113]. Dans le cas de Puma, nous avons choisi d’implémen-
ter deux stratégies de cache réputées, exclusive (stricte) et non-inclusive, an d’étudier
leurs performances (chapitre 5). Cette section rappelle les principes de ces deux stra-
tégies de cache et détaille leur implémentation au sein de Puma.
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4.2.5.1 Exclusive
Un cache exclusif a l’avantage de proposer plus de capacité de cache qu’un cache
inclusif [110] : le cache réparti est utilisé en supplément du cache local, la capacité totale
de cache est donc la somme du cache local et du cache réparti. L’implémentation d’une
telle stratégie de cache dans Puma est relativement simple : lorsqu’un nœud demande
une page à un autre nœud du cache, ce dernier la retire de sa mémoire pour garantir la
propriété d’exclusivité. Le nœud qui reçoit la page mettra à jour ses métadonnées lors
de la réception pour en tenir compte.
La simplicité et l’optimisation de l’utilisation de la mémoire s’accompagnent néan-
moins d’un surcout. En eet, un des défauts de cette stratégie est qu’un nœud peut
envoyer la même page à plusieurs reprises dans le cache réparti, ce qui peut devenir
problématique, d’une part parce que cela implique un cout d’envoi (CPU et réseau), et
d’autre part parce que nous avons vu qu’il est dicile de contrôler la pression mémoire
(décrite dans la section 4.2.2).
4.2.5.2 Non-inclusive
Si une stratégie de cache strictement inclusive a le défaut de limiter considérablement
la quantité de cache disponible, une stratégie non-inclusive [50, 114] permet de relâcher
la propriété d’inclusivité. Une stratégie de cache non-inclusive est donc une stratégie
de cache où la propriété d’inclusion n’est pas garantie. Ainsi, la taille totale du cache
disponible est plus proche d’une stratégie exclusive, alors qu’avec une stratégie de
cache strictement inclusive elle serait dumax entre la taille du page cache et celle du
cache réparti.
L’implémentation de cette stratégie dans Puma a pour objectif de réduire la charge
des nœuds et l’utilisation du réseau. Pour cela, un nœud qui reçoit une requête get
conserve les pages concernées en mémoire même après les avoir envoyées. Ainsi, les
pages chaudes restent dans le cache réparti, ce qui permet d’éviter aux nœuds d’avoir
à renvoyer ces pages dans le cache réparti si elles sont de nouveau choisies comme
victimes. Cependant, cette stratégie peut entraîner des problèmes de cohérence que
nous décrivons dans la section 4.3.3.
4.3 Implémentation
Nous avons implémenté Puma dans le noyau Linux 3.15.10. L’essentiel de notre
implémentation est contenue dans environ 8000 lignes de code isolées au sein d’un
module. Des modications mineures du cœur du noyau Linux ont été nécessaires et
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concernent environ 500 lignes de code localisées principalement dans les sous-systèmes
VFS et mm (Memory Management).
4.3.1 Stockage des métadonnées
Chaque nœud Puma doit conserver pour chaque page envoyée dans le cache réparti
des métadonnées permettant de la localiser et de gérer les problèmes de cohérence
(décrits dans la section 4.3.3). Ces métadonnées incluent quelques bits (present, busy)
qui permettent de savoir si une page est présente dans le cache ou si elle est en cours
d’envoi. D’autres bits peuvent être utilisés pour déterminer le nœud Puma où la page
a été envoyée précédemment.
An de limiter le surcout de ces métadonnées, nous avons utilisé un arbre radix,
dont l’API est fournie par le noyau Linux et est déjà utilisé pour le stockage des pages
du page cache local (voir section 3.1). L’intérêt de cette structure de données réside dans
sa compacité. En eet, si dans le cas du page cache celle-ci est utilisée pour eectuer une
correspondance entre un index dans le chier et une structure page (pointeur), dans
notre cas, nous embarquons directement les métadonnées dont nous avons besoin dans
l’espace réservé au pointeur.
Concrètement, pour chaque page (4 ko) stockée dans un autre nœud Puma, un nœud
doit conserver seulement quelques bits embarqués au sein d’un seul entier de 64 bits,
ce qui veut dire que nous avons besoin de seulement 2 Mo de mémoire (complexité
spatiale amortie) sur un nœud pour gérer 1 Go de données envoyées à d’autres nœuds.
Notons pour nir qu’un nœud a toujours la possibilité de réclamer la mémoire utili-
sée pour les métadonnées ; dans ce cas il lui sut d’invalider les pages correspondantes
hébergées sur d’autres nœuds.
4.3.2 Stockage des pages
Un nœud Puma héberge des pages du cache réparti dans un arbre radix, de façon
similaire au page cache existant du noyau Linux. Les pages sont également placées
directement au sein des listes LRU du noyau Linux, ce qui permet de reposer sur le
PFRA existant pour réclamer ces pages.
Une évolution de cette implémentation présentée dans le chapitre 6 consiste à ne
placer ces pages que dans la liste inactive d’un nœud qui héberge les pages, et de ne
jamais les promouvoir dans la liste active : un processus qui nécessite de la mémoire
réclamera donc ces pages plus rapidement que les pages locales du page cache.
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4.3.3 Cohérence des caches
Les nœuds Puma agissent uniquement sur des pages propres, ce qui facilite la ges-
tion de la cohérence des données, notamment en cas de panne. Cependant, dans le cas
d’une stratégie non-inclusive, nous n’avons aucun moyen de savoir si une page pré-
sente dans le cache réparti a été modiée par son propriétaire. En eet, si le noyau
Linux est capable d’identier les pages sales à l’aide du bit dirty qui leur est associé,
elles sont écrites sur le disque avant leur éviction, et donc avant que l’opération put
ne soit appelée, ce qui ne les rend pas identiable par Puma. Ce problème est connu
sous le nom du « problème du ABA » [44] : une variable est lue deux fois et a la même
valeur (A) ; la conclusion est que l’état du système n’a pas changé, alors qu’entre les
deux lectures un processus concurrent a modié la variable deux fois (B puis A). Ici,
nous pouvons observer l’état du bit dirty, mais il peut changer d’état plusieurs fois
entre deux observations.
Ainsi, un nœud peut héberger une ancienne version d’une page modiée, il est
donc nécessaire de la mettre à jour ou de l’invalider. Pour régler ce problème, nous
avons ajouté aux bits existants des pages un nouveau bit dirtied, qui est positionné
à chaque fois qu’une page est modiée et est remis à zéro par Puma. Nous pouvons
ensuite contrôler la présence de ce bit lors de l’éviction d’une page par Puma pour
savoir si celle-ci doit être renvoyée dans le cache réparti ou non.
Une seconde cause possible pouvant entraîner des problèmes de cohérence est la
mise en tampon des pages avant leur envoi. En eet, une page modiée puis évincée
peut être placée dans le tampon alors qu’un processus tente de la lire (via une opération
get). Ceci peut conduire à un scénario où la requête pour la page atteint le nœud (qui
stocke potentiellement une ancienne version de la page) avant la nouvelle version.
Nous résolvons ce problème de concurrence en ajoutant un bit de synchronisation
(busy) aux métadonnées de Puma. Ainsi, dans cette situation le processus est bloqué
en attendant que l’envoi de la page dans le cache réparti soit terminé.
4.4 Conclusion
Ce chapitre a présenté Puma, un système de cache réparti générique capable de
mutualiser la mémoire inutilisée dans les environnements virtualisés. Pour rendre ce
mécanisme ecace et limiter son surcout, nous l’avons conçu pour ne gérer que les
pages propres du page cache qui peuvent être réclamées sans aucune synchronisation.
Puma repose sur des mécanismes existants du noyau Linux, tels que son page cache,
ses LRUs et ses APIs du système de chiers virtuel (VFS), ce qui lui permet d’être
agnostique aux périphériques blocs, aux systèmes de chiers et aux hyperviseurs. De
plus, il peut fonctionner à la fois avec des VMs locales, en bénéciant des techniques de
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paravirtualisation des réseaux, et distantes. Le chapitre suivant présente une évaluation
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Ce chapitre présente les résultats des expérimentations que nous avons eectuées
avec Puma. Nous commençons par présenter la plateforme expérimentale et les bench-
marks que nous utilisons, et nous dénissons les métriques sur lesquelles repose une
partie de notre évaluation (section 5.1). Nous présentons nos évaluations des perfor-
mances des diérentes stratégies de cache dans la section 5.2, puis nous montrons
l’intérêt du ltrage des accès séquentiels dans la section 5.3. La section 5.4 montre les
gains de performances observés avec diérentes applications. La section 5.5 étudie le
comportement de Puma lorsque la latence réseau est dégradée. Nous comparons les
performances de Puma avec les performances d’un cache SSD dans la section 5.6, puis
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nous montrons dans la section 5.7 comment Puma peut être utilisé dans un contexte
de cloud privé avec plusieurs machines physiques.
5.1 Protocole expérimental
Les expérimentations présentées dans ce chapitre ont été eectuées sur les nœuds
du cluster Paranoia de la plateforme Grid’5000 [17] (site de Rennes). Chacun de ces
nœuds est équipé de 2 processeurs Intel Xeon E5-2660v2 (4 cœurs avec hyper-threading),
de 128 Go de mémoire et d’une carte Ethernet 10 Gb/s. Ils disposent aussi de 5 disques
SAS de 600 Go, que nous avons congurés en RAID 0 an d’obtenir des performances
maximales.
Les benchmarks ont été déployés dans des machines virtuelles (VMs) reposant sur
l’hyperviseur KVM [56] avec la version 1.7.50 de QEMU. Nous avons conguré les VMs
en suivant les recommandations de fournies par IBM [47]. Ainsi, tous les disques vir-
tuels sont paramétrés pour contourner le page cache du système hôte pour éviter le
« double cache » (hôte et invité). Nous utilisons également l’ordonnanceur d’entrées/
sorties (E/S) deadline, qui ore de meilleurs performances que d’autres ordonnanceurs
(tel que CFQ, par défaut sous Linux) et des garanties sur le temps de réponse des re-
quêtes d’E/S. Nous avons installé le système de chiers ext4 à la fois dans l’hôte et
dans les VMs. Les VMs possèdent 2 vCPU et une quantité de mémoire variable. (voir
section 5.1.3). Une image disque dédiée est utilisée pour le stockage des données des
expériences. Nous utilisons le framework de paravirtualization VirtIO [84] pour amé-
liorer l’ecacité des E/S (disque et réseau) et ainsi obtenir des performances proches
des standards industriels.
Pour déployer nos expériences, nous avons utilisé la plateforme d’expérimentations
Mosbench [19] que nous avons modiée pour permettre l’exécution des expériences
dans des VMs. Chaque expérimentation est eectuée sur une VM dédiée après une
phase de chaue susamment longue pour que l’ensemble des caches soient entière-
ment remplis. Les expériences sont reproduites 10 fois, puis nous calculons la moyenne
et un intervalle de conance à 95% en utilisant la distribution t de Student. Nous avons
systématiquement observé un faible écart type, c’est pourquoi nous avons décidé de
ne pas le représenter sur les gures an d’améliorer leur lisibilité.
5.1.1 Benchmarks
L’évaluation d’un système tel qu’un cache réparti ou un système de chiers est une
tâche complexe et les biais peuvent être multiples. Par exemple, Traeger et al. ont mon-
tré que de nombreuses évaluations de systèmes de chiers reposent sur un benchmark
de compilation [99], du noyau Linux par exemple, alors que cette tâche est surtout
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Benchmark
Type d’accès
Aléatoires Séquentiels Lectures Écritures
Lectures aléatoires +++ ∅ +++ ∅
Lectures séquentielles ∅ +++ +++ ∅
BLAST – ++ +++ ∅
Postmark ++ – – ++
TPC-C ++ – ++ +
TPC-H + + ++ –
Table 5.1 – Synthèse des benchmarks utilisés pour l’évaluation de Puma
limitée par la puissance de calcul disponible (CPU). Tarasov et al. ont poursuivis ces
travaux, et montrent qu’il n’existe pas de benchmark standard pour évaluer un système
de chiers [96]. Pour ces raisons, nous avons choisi plusieurs benchmarks et applica-
tions pour mesurer les diérents aspects de Puma. Une synthèse des benchmarks que
nous utilisons est présentée dans le tableau 5.1.
5.1.1.1 Microbenchmarks
Filebench [70] est un générateur de charge d’E/S qui peut être conguré via un lan-
gage de modélisation de charge. Il comporte plusieurs types de charges prédénies
qui peuvent être facilement modiées. Parmi ces charges, nous utilisons les micro-
benchmarks de lectures aléatoires (section 5.2) et séquentielles (section 5.3) pour éva-
luer Puma. Nous préférons utiliser les autres applications décrites plus loin dans cette
section, plus réalistes, plutôt que les autres générateurs fournis avec Filebench. Nous
utilisons la version 1.4.9.1 de Filebench.
Lectures aléatoires. Elles sont eectuées par un unique thread à des positions aléa-
toires au sein d’un chier. Nous l’avons conguré pour utiliser un chier de 4 Go
(contigu sur le disque), en eectuant des lectures de 4 ko pendant 10 minutes. Les expé-
riences eectuées avec des lectures aléatoires dépendent principalement de la latence
des E/S. Filebench mesure le nombre moyen d’E/S complétées par seconde.
Lectures séquentielles. Nous utilisons un chier de 4 Go qui est lu séquentielle-
ment, en boucle, pendant 10 minutes. Les lectures séquentielles sont peu sensibles à
la latence mais dépendent fortement de la bande passante disponible et de l’ecacité
de l’algorithme de préchargement du noyau. Nous mesurons le débit moyen obtenu
pendant la durée de l’expérience (Mo/s).
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5.1.1.2 Applications
Applications scientiques. BLAST [3] (Basic Local Alignment Search Tool) est un
outil utilisé par les chercheurs en bio-informatique pour trouver les régions similaires
entre une séquence donnée et une base de données de séquences de nucléotides ou
d’acides aminés. BLAST fonctionne essentiellement en parcourant la base de données
pour trouver des sous-séquences similaires à la requête. Cet outil génère une grande
quantité d’E/S, dont une large partie est séquentielle. Pour nos expérimentations, nous
avons utilisé la base de données patnt qui a une taille d’environ 3 Go. Il a été montré
que 90% des requêtes soumises par les chercheurs en bio-informatique comprenaient
entre 300 et 600 caractères [82], nous avons choisi d’extraire aléatoirement 5 séquences
de 600 caractères de la base de données, qui nous servent de requêtes pour nos expé-
riences.
Applications intensives en écritures. Postmark [53] est un benchmark quimesure
la performance d’un système de chiers en générant une charge typique d’applications
de type serveur d’e-mails. Postmark génère des opérations à la fois sur les données et
les métadonnées des chiers, et est composé de multiples petites écritures. Il dénit
une transaction comme étant une lecture ou un ajout à un chier existant suivi de la
création ou de la suppression d’un chier.
Nous utilisons la version 1.51 de Postmark, avec une conguration où plus de 80%
des E/S sont des écritures. Rappelons que Puma est un cache réparti en lecture seule,
c’est donc une conguration défavorable pour Puma puisque ces écritures doivent
d’abord être synchronisées sur le périphérique de stockage avant de pouvoir être en-
voyées dans le cache réparti. Nous avons conguré Postmark pour générer 20 000 tran-
sactions sur 25 000 chiers. Chaque chier a une taille choisie aléatoirement entre 512
octets et 64 ko, ce qui nous donne un total d’environ 3,5 Go de données. Postmark est
conguré pour générer d’une part le même ratio de lectures/ajouts et d’autre part le
même ratio de créations/suppressions.
Bases de données. Les benchmarks de traitement transactionnel en ligne (OLTP)
mesurent la capacité d’un système à traiter des transactions qui mêlent accès et mises
à jour de données en temps réel. Ces systèmes sont utilisés par exemple pour les réser-
vations de billets pour des compagnies aériennes ou les systèmes de paiements ban-
caires. Pour nos évaluations, nous avons utilisé les benchmarks TPC-C [98] et TPC-H
[97] pour évaluer Puma avec une charge typique de serveurs de base de données. Ces
deux benchmarks ont été déployés sur la version 9.3.1 de PostgreSQL avec une implé-
mentation open source de TPC-C [109] et de TPC-H [115].
TPC-H dénit un ensemble de 22 transactions complexes, dont la majorité est en
lecture seule. Il génère un type de charge que l’on retrouve dans les grandes entreprises
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qui analysent une grande quantité de données, typique de l’informatique décisionnelle.
Nous l’avons conguré avec un facteur d’échelle de 3, ce qui est équivalent à un jeu
de données d’environ 3 Go. TPC-H mesure un débit en termes de nombre de requêtes
complétées par heure.
TPC-C simule un environnement de traitement transactionnel en ligne (OLTP) ty-
pique d’entreprises de commerce électronique. Environ 2/3 des E/S générées par ce
benchmark sont des lectures, et 1/3 sont des écritures. Nous l’avons conguré pour
qu’il dénisse 40 entrepôts, ce qui est équivalent à un jeu de données d’environ 4 Go.
TPC-C mesure le nombre de transactions « New-Order » exécutées par minute et leur
temps de réponse. Dans notre évaluation, nous avons uniquement retenu le temps de
réponse (9e décile) car nous pensons que c’est cette métrique qui permet de mieux
mesurer l’expérience ressentie par l’utilisateur de bout en bout.
5.1.2 Paramètres
Cette section présente les diérents paramètres, de Puma et de notre plateforme,
que nous faisons varier dans nos évaluations.
Taille du cache. Un paramètre important lorsque l’on évalue un cache est sa taille :
s’il est susamment grand pour que toutes les données puissent y être placées en
même temps, on évaluera alors l’ecacité des mécanismes permettant d’y accéder.
Inversement, s’il est trop petit on évaluera les diérents mécanismes permettant d’op-
timiser le choix des données à placer dans le cache. Pour faire varier la taille du cache
qu’ore Puma, nous utilisons une VM qui ore une quantité de cache diérente à
chaque expérience.
Ainsi, nos expérimentations utilisent 2 VMs : VM1, où les benchmarks sont exécu-
tés, qui possède 1 Go de mémoire ; et VM2, qui ore sa mémoire inutilisée à VM1 via
Puma. Nous exécutons également ces expériences au sein d’un VM seule (référence)
qui possède, elle, 1 Go de mémoire mais n’utilise pas Puma. C’est cette référence qui
nous permet de calculer l’accélération ou le ralentissement obtenu avec Puma (voir sec-
tion 5.1.3.1. Dans ce chapitre, nous nous intéressons à la performance du benchmark
qui s’exécute sur VM1.
Stratégie de cache. Les diérentes stratégies de cache implémentées dans Puma
(non-inclusive et exclusive) sont présentées dans la section 5.2. Cependant, toutes les
expériences sont produites avec ces deux stratégies à des ns de comparaison.
Filtre des accès séquentiels. L’option ltre de Puma, permettant de ltrer les accès
séquentiels, est analysée en détails dans la section 5.3. Cependant, an d’étudier l’eet
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de cette option dans d’autres contextes, toutes les expériences sont eectuées avec et
sans celle-ci an de comparer les résultats.
Résumé. Dans nos expériences nous évaluons Puma en faisant varier la quantité de
cache oerte par une VM (VM2). Ainsi, l’axe des abscisses de la plupart des courbes
présentées ici représente la taille totale de cache disponible (page cache local + cache
réparti). Nous faisons également varier la stratégie de cache et l’activation de l’option
ltre de Puma, ainsi les courbes seront présentées comme suit :
stratégie de cache exclusive, avec ltrage des accès séquentiels ;
stratégie de cache exclusive, sans ltrage des accès séquentiels ;
stratégie de cache non-inclusive, avec ltrage des accès séquentiels ;
stratégie de cache non-inclusive, sans ltrage des accès séquentiels.
5.1.3 Métriques
Nous avons retenu diérentes métriques nous permettant d’étudier Puma sous plu-
sieurs angles. Parmi celles-ci, nous utilisons des métriques applicatives pour mesu-
rer les performances des applications, ainsi que des métriques relevant d’informations
fournies par Puma ou par le système, qui nous permettent de comprendre certains
scénarios.
5.1.3.1 Métriques applicatives
Dans l’ensemble de nos expériences, basées sur les applications décrites précédem-
ment, nous mesurons les performances en faisant varier la taille d’une VM inactive
(VM2) qui ore sa mémoire inutilisée à une autre VM active (VM1) à l’aide de Puma.
Ensuite, nous calculons l’accélération obtenue par rapport à une VM seule, sans cache
additionnel (référence).
Le calcul de l’accélération dépend de la métrique retenue pour chaque application,
qui peut être une durée (temps d’exécution, latence, etc.), ou un indice de performance









si Tactive < Tré f érence
Avec cette métrique, une valeur supérieure à 1 indique une amélioration des perfor-
mances. Par exemple, 1,25 indique une augmentation des performances de +25%, et
une valeur de 2 indique une multiplication des performances par 2 (+100%). Une valeur
inférieure à 1 indique une dégradation des performances. Cependant, cette métrique
nous semble dicilement compréhensible, c’est pourquoi nous préférons calculer le
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ralentissement R :
R =







si Tactive > Tré f érence
Cette métrique permet d’indiquer à quel point l’application est ralentie. Par exemple,
si le ralentissement est égal à 1, cela veut dire que le temps d’exécution a été doublé
(+100%), si cette valeur est égale à 0,25, le temps d’exécution a été augmenté de +25%.
Dans le reste de l’évaluation, on dira que la performance a été diminuée (÷2, −25%,
etc.).
Pour un indice de performances, les calculs de l’accélération et du ralentissement









si Pactive > Pré f érence
R =







si Pactive < Pré f érence
5.1.3.2 Métriques de Puma
Certaines de nos expériences nécessitent d’analyser certaines métriques internes de
Puma. Parmi celles-ci, nous étudierons le nombre de put et le nombre de get.
Nombre de get/io. Le taux de hit est unemétrique importante pour un cache. Cepen-
dant, le mesurer précisément sans impacter les performances est dicile : un surcout
non négligeable serait alors ajouté lors de chaque accès au page cache local. Pour nous
en approcher, nous mesurons le nombre de pages récupérées depuis le cache réparti
divisé par le nombre de lectures eectuées par l’application. Ici, le nombre de lectures
correspond au nombre d’appels systèmes read eectués. Cette métrique permet d’es-
timer le taux de hit du cache réparti : la valeur get/io augmente proportionnellement
au taux de hit.
Nombre de put/io. De façon similaire, nous mesurons le nombre de pages envoyées
dans le cache distant en fonction du nombre d’appels système read eectués. Cette
métrique est intéressante pour mesurer l’ecacité des stratégies de cache de Puma :
plus cette valeur est élevée, plus il est nécessaire d’envoyer une page (locale) évincée
dans le cache réparti. Inversement, une valeur faible traduit le fait qu’une page (locale)
évincée n’a pas besoin d’être envoyée dans le cache réparti car déjà présente, ce qui
limite l’encombrement réseau généré par Puma.
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5.1.3.3 Métriques système : accès aux disques
Lors de nos expériences, nous monitorons un grand nombre de paramètres du sys-
tème qui nous permettent d’analyser les résultats. Dans cette thèse, nous avons isolé
deux paramètres importants que nous utilisons dans la section 5.4.2.
Nombre de lectures. Nous mesurons le nombre de requêtes de lecture soumises
au périphérique bloc. Cette valeur correspond aux lectures qui nissent eectivement
sur le disque : un accès à une page qui est présente dans le cache local ou réparti
n’augmente pas cette valeur.
Nombre d’écritures. Nous mesurons également le nombre de requêtes d’écriture
soumises au périphérique bloc. De même, cette valeur correspond aux écritures qui
nissent sur le disque : une écriture diérée incrémentera cette valeur uniquement
lors de l’écriture eective des pages correspondantes sur le disque.
5.2 Lectures aléatoires : de l’intérêt des stratégies de
cache
Dans cette section, nous proposons d’étudier les eets des diérentes stratégies de
cache implémentées au sein de Puma à l’aide dumicrobenchmark de lectures aléatoires.
Les résultats de cette expérience sont présentés dans la gure 5.1. Avec des accès aléa-
toires, le taux de hit devrait augmenter de façon linéaire avec la quantité de cache dis-
ponible. Cependant, on remarque que les performances obtenues avec ce benchmark
augmentent de façon exponentielle. Ceci s’explique par le fait que les performances
du cache dépendent de la vitesse des accès au périphérique de stockage « lent » (lors
d’un défaut de cache) : si le temps de réponse moyen d’un accès au disque est de plu-
sieurs millisecondes, le temps de réponse moyen que nous avons mesuré avec Puma
est de 200µs. Ainsi, un faible taux de défauts de cache est susant pour écrouler les
performances.
Pour expliquer les diérences entre les stratégies de cache exclusives et non-inclusives,
nous mesurons le nombre d’opérations get et put par E/S eectuées par le benchmark
de lectures aléatoires. La gure 5.2a montre le nombre d’opérations get par E/S ef-
fectuées par le benchmark de lectures aléatoires. Comme nous nous y attendions, le
nombre de pages récupérées depuis le cache distant augmente linéairement avec la
quantité de mémoire disponible pour le cache (et donc, avec le taux de hit). On re-
marque que les stratégies exclusives eectuent plus d’opérations get (et donc plus de
hits distants) que les stratégies inclusives, et ce jusqu’à ce que la totalité du jeu de
5.2. Lectures aléatoires : de l’intérêt des stratégies de cache 65
Figure 5.1 – Performance des accès aléatoires
(a) Nombre de get (b) Nombre de put
Figure 5.2 – Nombre de get/put pour le benchmark de lectures aléatoires
données tienne dans le cache. Ce résultat est cohérent avec la mesure de performance
présentée dans la gure 5.1, où les stratégies exclusives sont plus e³caces que les stra-
tégies non-inclusives parce qu’elles bénécient d’un cache plus grand.
La gure 5.2b montre le nombre d’opérations put par E/S eectuées par le bench-
mark de lectures aléatoires. Avec une stratégie de cache non-inclusive, on remarque
que le nombre de pages envoyées dans le cache décroît en même temps que la taille du
cache augmente. À l’inverse, avec une stratégie de cache exclusive le nombre d’opéra-
tions put est constant. Ces résultats sont cohérents avec le fonctionnement des straté-
gies de cache décrites dans la section 4.2.5 : avec une stratégie exclusive, une page lue
depuis le cache est retirée, et doit donc être renvoyée lors de son éviction. À l’inverse,
avec une stratégie non-inclusive, la page reste dans le cache et n’a pas besoin d’être
renvoyée.
Ici, l’intérêt d’une stratégie non-inclusive peut être observé lorsque le jeu de don-
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Figure 5.3 – Performance des accès séquentiels
nées tient entièrement dans le cache. Sur la gure 5.1, on remarque que, lorsque le
chier utilisé tient entièrement dans le cache, les stratégies de cache non-inclusives
sont plus e³caces que les stratégies de cache exclusives, ce qui illustre le surcout de
l’opération put de Puma. Enn, ces gures montrent que dans le cas de lectures aléa-
toires le ltre d’accès séquentiels (présenté dans la section 4.2.4) n’a pas d’impact.
5.3 Accès séquentiels : de l’intérêt du  ltre
Dans cette section, nous étudions les performances de Puma en présence d’accès
séquentiels, et nous montrons qu’avec l’option ltre, décrite dans la section 4.2.4, Puma
est capable de détecter les accès séquentiels pour éviter d’avoir un impact négatif sur
les performances.
Avec l’utilisation de disques durs performants, il devient particulièrement di³cile
d’améliorer les performances d’une charge composée en majorité d’accès séquentiels.
En eet, ces types d’accès sont déjà largement optimisés par le système à l’aide d’al-
gorithmes de préchargement (readahead), les performances ne sont alors limitées que
par la bande passante disponible. Or, dans une conguration utilisant plusieurs disques
en parallèle, telle que le RAID 0, cette bande passante se retrouve démultipliée par le
nombre de disques utilisés ce qui rend d’autant plus di³cile l’amélioration des perfor-
mances des accès séquentiels.
La gure 5.3 montre l’accélération mesurée avec Puma et des accès séquentiels.
Comme nous nous y attendions, avec les congurations sans ltre Puma dégrade les
performances lorsque le jeu de données ne tient pas dans le cache (−25%). En eet,
les pages sont systématiquement évincées du cache avant de pouvoir être touchées, il
ne reste donc que le cout de Puma. Cependant, avec le ltre nous détectons les accès
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séquentiels et le nombre de pages envoyées dans le cache réparti est réduit à zéro,
Puma ne génère donc pas de surcout.
Lorsque le jeu de données tient dans le cache, la stratégie de cache exclusive dé-
grade toujours les performances et la moitié de la bande passante réseau disponible est
utilisée pour envoyer les pages dans le cache de Puma. Avec la stratégie non-inclusive,
lorsque le jeu de données tient dans le cache, les pages lues restent dans le cache, la
totalité de la bande passante réseau peut donc être utilisée pour récupérer des pages du
cache et améliorer les performances. Mais dans ce cas, le gain est très réduit, de +20%
contre ×35 avec des lectures aléatoires, car les accès séquentiels au disque sont déjà
très optimisés.
Lorsque l’on active l’option ltre de Puma, les pages lues séquentiellement depuis
le disque ne sont pas envoyées dans Puma. Ces accès ne sont donc pas optimisés, mais
nous évitons de dégrader les performances.
5.4 Performances des benchmarks applicatifs
Cette section présente une analyse des performances obtenues avec des macro-
benchmarks et de vraies applications. La section 5.4.1 présente les résultats obtenus
avec BLAST, dont la particularité est d’avoir une charge principalement séquentielle.
La section 5.4.2 étudie le comportement de Puma en présence d’importantes écritures
à l’aide de Postmark. Enn, la section 5.4.3 présente les performances obtenues avec
Puma avec une charge générée par un serveur de bases de données.
5.4.1 BLAST : une charge partiellement séquentielle
Nous avons vu qu’il est dicile d’améliorer les performances d’une charge inten-
sive en E/S séquentielles, notamment à cause de la latence du disque qui s’en retrouve
masquée par le mécanisme de préchargement. La gure 5.4 montre l’accélération ob-
tenue avec BLAST en utilisant Puma. Comme nous nous y attendions, Puma dégrade
les performances lorsque l’option ltre n’est pas activée et que la base de données de
BLAST ne tient pas en mémoire. Lorsque la base de données tient dans le cache, Puma
est capable d’améliorer les performances de BLAST jusqu’à +30% avec une stratégie
de cache non-inclusive.
Étonnamment, lorsque que nous activons l’option ltre de Puma, les performances
sont améliorées de +45% avec une stratégie de cache non-inclusive, et de +35% avec
une stratégie exclusive. En eet, comme expliqué dans la section 4.2.4, le bénéce de
l’optionltre est double : (i) l’application n’est pas ralentie par la bande passante réseau,
plus lente que la bande passante du disque dur, et (ii) le cache réparti est consacré aux
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Figure 5.4 – Accélération obtenue avec BLAST
Figure 5.5 – Accélération obtenue avec Postmark
accès aléatoires, plus lents, ce qui permet d’envoyer plus rapidement des messages get
puisque les les d’attente de Puma ne sont pas surchargées.
5.4.2 Postmark : expérimentations en présence d’écritures
Postmark est conçu pour simuler la charge générée par des applications comme des
serveurs d’e-mails qui eectuent beaucoup d’écritures, ce qui pourrait être un des pires
scénarios pour Puma puisqu’il ne gère pas les écritures. Cependant, comme le montre
la gure 5.5, Puma est capable d’améliorer les performances de Postmark même s’il
n’est pas conçu pour : une petite quantité de cache est su³sante pour améliorer les
performances de 10%, et il peut multiplier les performances par 3 lorsque l’ensemble
des données tient dans le cache.
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(a) Nombre moyen de lectures/transaction (b) Nombre moyen d’écritures/transaction
Figure 5.6 – Accès au périphérique de stockage avec Postmark
Pour comprendre pourquoi Puma est capable d’améliorer les performances d’une
charge intensive en écritures telle que générée par Postmark, nous avons mesuré le
nombre d’E/S envoyées au périphérique bloc pour chaque transaction exécutée. Rap-
pelons que, comme nous l’avons expliqué dans la section 5.1.3.3, le nombre de lec-
tures correspond au nombre de requêtes de lecture soumises au périphérique bloc. De
même, le nombre d’écritures correspond au nombre de requêtes d’écriture soumises au
périphérique bloc. Les résultats de cette expérience sont présentés dans la gure 5.6.
Comme nous nous y attendions, Puma réduit le nombre de lectures eectuées par tran-
saction (gure 5.6a) pour atteindre une valeur proche de zéro. Il est important de noter
qu’il n’est pas possible d’atteindre zéro lecture avec ce benchmark, parce que celui-ci
génère de nouvelles données, et en modie d’autres, ce qui implique parfois des don-
nées invalidées dans le cache, qui doivent donc être relues depuis le disque.
Lorsque l’on regarde la gure 5.6b, on remarque que Puma est également capable
de réduire le nombre d’écritures, ce qui est contradictoire avec la conception même de
Puma. Ceci est lié au fait que dans ce benchmark les écritures sont buerisées par le
page cache, elles sont donc écrites sur le périphérique bloc lorsque le PFRA choisi de
les évincer pour récupérer de la mémoire. Cependant, pour évincer une page sale de
la mémoire, le PFRA doit d’abord attendre qu’elle soit écrite sur le disque, il a donc
tendance à réclamer en priorité les pages propres. Ainsi, en augmentant la taille du
cache à l’aide de Puma, il y a plus de place dans le cache local, ce qui permet de diérer
plus d’écritures puisque les pages propres peuvent rapidement être évincées et placées
sur un autre nœud Puma.
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Figure 5.7 – Accélération obtenue avec TPC-C
5.4.3 Bases de données
Les benchmarks TPC-C et TPC-H génèrent une forte pression sur le périphérique
de stockage avec beaucoup d’E/S concurrentes, et sont très dépendants de la taille du
cache [42]. Comme le montrent les gures 5.7 et 5.8, Puma est capable d’améliorer les
performances de ces deux benchmarks même avec une faible quantité de cache, avec
une amélioration d’aumoins+12% avec TPC-C et+5% avec TPC-H. La concurrence des
E/S produites par ces benchmarks peut être observée à l’aide de la stratégie de cache
exclusive lorsque l’option ltre est activée. Elle est moins e³cace que la version non l-
trée et atteint très rapidement ses limites : alors que les autres stratégies continuent de
bénécier des augmentations de la taille du cache jusqu’à multiplier les performances
par 12 avec TPC-C et par 4 avec TPC-H, la stratégie exclusive avec l’option ltre ne
dépasse pas un facteur 2,5 avec TPC-C et un facteur 1,5 avec TPC-H.
Ceci est principalement causé par deux facteurs :
— La plupart des E/S sont un mélange d’accès aléatoires et de séquences de taille
moyenne. Avec une stratégie de cache non-inclusive (et l’option ltre activée),
lorsqu’une page est accédée de façon aléatoire, elle reste dans le cache même
lorsqu’elle est accédée une seconde fois de façon séquentielle. Dans le cas de la
stratégie de cache exclusive avec ltre, les pages récupérées depuis le cache sont
retirées de celui-ci lors de leur accès.
— Les accès séquentiels ne sont pas aussi rapides qu’avec le benchmark de lec-
tures séquentielles (section 5.3) ou BLAST (section 5.4.1) parce que plusieurs ux
concurrents génèrent des E/S séquentielles. Ces diérents ux s’entrelacent, ce
qui a tendance à augmenter le temps d’accès au disque (seek time). Ainsi, les per-
formances de ces E/S peuvent être plus facilement améliorées en utilisant Puma.
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Figure 5.8 – Accélération obtenue avec TPC-H
5.5 Analyse de la sensibilité au temps de réponse
La gestion du temps de réponse est un problème important pour Puma, c’est pour-
quoi nous avons ajouté un mécanisme de monitoring du temps de réponse entre les
nœuds pour éviter de dégrader les performances. Ce mécanisme a été décrit dans la
section 4.2.3. Dans cette section, nous montrons que grâce à ce mécanisme, Puma est
capable de limiter son activité pour éviter d’avoir un impact négatif sur les perfor-
mances des applications
Le problème du temps de réponse peut avoir essentiellement deux causes distinctes :
— une augmentation du temps de traitement par les nœuds, par exemple en cas
d’activités concurrentes ;
— une variation de la latence réseau entre les nœuds.
Pour montrer l’impact d’un fort temps de réponse, nous avons utilisé Netem [41] pour
injecter de la latence réseau entre les nœuds Puma, et nous avons mesuré l’accéléra-
tion obtenue avec nos diérentes applications en faisant varier la latence injectée. La
gure 5.9 présente les résultats de ces expériences.
Comme nous pouvions nous y attendre, l’accélération des applications obtenue avec
Puma décroît à mesure que la latence réseau augmente. Pire encore, lorsque la latence
réseau devient trop élevée Puma sans son mécanisme de gestion du temps de réponse
dégrade de façon signicative les performances. Les applications qui sont les plus in-
tensives en E/S sont rapidement impactées par la latence réseau : les performances de
Postmark se retrouvent dégradées dès 500µs de latence injectée, et 1.5ms de latence
est su³sant pour augmenter considérablement le temps de réponse des transactions
de TPC-C.
La gure 5.10 montre les résultats de ces expériences en activant le mécanisme
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Figure 5.9 – Puma sans contrôle du temps de réponse
Figure 5.10 – Puma avec contrôle du temps de réponse
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de contrôle du temps de réponse de Puma présenté dans la section 4.2.3. Nous l’avons
conguré de façon empirique en choisissant Sshort = [1.5ms, 40ms] et Slonд = [1ms, 1.5ms].
Globalement, on peut observer que ce mécanisme permet à Puma de ne pas ralentir les
applications en cas d’augmentation du temps de réponse. La seule exception notable
concerne Postmark lorsque nous avons injecté 500µs de latence réseau, où dans ce cas
Sshort et Slonд doivent être choisis pour être plus agressifs.
5.6 Comparaison avec un cache sur un SSD
Les disques SSD (Solid State Drive) sont des supports de stockage qui utilisent de la
mémoire ash, contrairement aux disques dur classiques (HDD) qui utilisent des sup-
ports magnétiques. Ils permettent un plus faible temps d’accès et une meilleure bande
passante. Cependant, le cout des SSD reste élevé, ce qui ne permet pas de les utiliser
pour remplacer les HDD [77], ils sont donc souvent utilisés comme périphériques de
cache [8, 54, 79]. Leur fragilité rend cependant cette approche couteuse comparée à
Puma, qui consiste à réutiliser des ressources existantes. Cependant, il nous semble
intéressant de comparer Puma à de tels caches, c’est pourquoi cette section compare
les performances de Puma avec celles d’un cache SSD.
Parmi les solutions de cache sur disque existantes, nous avons choisi d’utiliser dm-
cache [8], d’une part parce qu’il était déjà intégré au noyau Linux au moment où nous
avons eectué cette expérimentation, et d’autre part parce qu’il a été montré qu’il
était plus performant que les autres approches [92]. Le module dm-cache du noyau
Linux permet de créer un périphérique bloc virtuel par-dessus un périphérique bloc
réel (HDD) et un périphérique de cache (SSD). Lorsqu’une opération est soumise au
périphérique bloc, dm-cache tente d’abord de l’exécuter sur le périphérique de cache.
Les nœuds de la plateforme Grid’5000 utilisés lors des expériences précédentes
ne disposaient malheureusement pas de SSD, nous avons donc utilisé une machine
de notre laboratoire. Cette machine est équipée d’un processeur Intel Core i7-2600
(3.4 GHz), de 8 Go de RAM, d’un disque dur classique de 1 To avec une vitesse de ro-
tation de 7200 rpm et d’un SSD Samsung 840 Pro 128GB qui est utilisé exclusivement
pour dm-cache. Les résultats présentés dans cette section peuvent donc être légèrement
diérents de ceux présentés dans les sections précédentes.
Nous avons conguré dm-cache au sein d’une VM possédant 1 Go de mémoire pour
qu’il utilise un périphérique de cache de 5 Go, c’est-à-dire que l’ensemble des données
de nos benchmarks tiennent dans le cache. Nous avons également lancé ces bench-
marks avec Puma et 2 VMs, la première possédant 1 Go de mémoire et la seconde
capable d’orir 5 Go de cache distant.
Nous avons résumé les résultats de ces expériences dans le tableau 5.2. Ces résul-
tats montrent qu’en présence d’accès aléatoires Puma est bien plus ecace qu’un cache
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Lectures aléatoires Postmark BLAST TPC-H
Puma ×38 +55% +267% +218%
dm-cache ×19 ×10 +98% +128%
Table 5.2 – Comparaison des performances entre un cache SSD (dm-cache) et Puma
SSD, alors que nous nous attendions à obtenir des performances similaires. La princi-
pale raison vient du surcout de la virtualisation lié aux changements de contexte entre
les VMs et l’hyperviseur [36, 40, 86]. Ce surcout impacte particulièrement les appli-
cations qui eectuent beaucoup d’E/S à cause des interruptions VM Exit déclenchées
lorsqu’une E/S se termine. Ainsi, alors que nous avons mesuré 150µs de latence réseau
entre les VMs de Puma, ce qui est relativement élevé (les VMs étant colocalisées), nous
avons mesuré un temps d’accès au SSD depuis la VM de plus de 200µs.
Les résultats des diérents benchmarks permettent de montrer les avantages et les
inconvénients de deux approches. Avec BLAST, le SSD n’est que très peu impacté par
le temps d’accès puisque ceux-ci sont principalement séquentiels. Ainsi, le cache SSD
fournit des performances du même ordre de grandeur que celles fournies par Puma.
Cependant, avec cette machine la bande passante réseau disponible pour Puma est
plus élevée que celle disponible avec notre SSD, ce qui permet à Puma d’obtenir de
meilleures performances que dm-cache.
Avec TPC-H, Puma reste meilleur qu’un cache SSD, mais les écritures générées
par ce benchmark (environ 10%) nissent par devoir être écrites sur le disque. Ainsi,
puisque nous ne gérons pas les écritures et que les écritures sur un SSD sont bien plus
rapides que sur un disque dur classique, la diérence entre le cache SSD et Puma est
réduite.
Ce phénomène est amplié avec Postmark, puisque la majorité de la charge générée
par ce benchmark contient des écritures. Ici, le SSD est bien plus rapide que Puma
puisque nous ne gérons pas les écritures, qui nissent par être écrites sur le disque
dur classique. Le cache SSD est 10 fois plus rapide que la conguration de référence,
ce qui nous montre que le coût des écritures sur un disque magnétique est important :
même si la conguration de référence a plus de mémoire pour diérer les écritures,
elles nissent par devoir être écrites sur le disque magnétique, alors qu’avec le cache
SSD elles peuvent être écrites directement sur le SSD.
5.7 Étude de cas : le cloud privé
Pour illustrer l’intérêt de Puma, nous considérons un scénario dans lequel une en-
treprise possède ou loue son propre cloud privé, composé de plusieurs nœuds intercon-
nectés par un réseau performant. Une partie de l’activité de cette entreprise repose sur
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Figure 5.11 – Accélération obtenue avec les diérents benchmarks et des VMs héber-
gées sur des nœuds diérents
une base de données, elle déploie donc dans son cloud une VM avec 10 Go de mémoire
pour y placer sa base de données. Elle possède également une autre VM de 10 Go sur un
second nœud qui peut être utilisée en secours en cas de panne du premier nœud. Dans
cette situation, la première VM pourrait utiliser la mémoire inutilisée de la seconde
VM, pour étendre ses capacités de cache et donc ses performances.
Pour simuler cette étude de cas, nous avons utilisé 2 nœuds du cluster Paranoia de la
plateforme Grid’5000, dont les caractéristiques sont présentées dans la section 5.1. Ces
nœuds sont interconnectés par un réseau Ethernet 10 Gbit/s. Sur le premier nœud, nous
avons déployé une VM qui possède 10 Go demémoire, et nous y exécutons TPC-C pour
représenter l’activité de l’entreprise. Nous avons conguré TPC-C pour qu’il utilise
150 entrepôts, ce qui génère environ 15 Go de données. Les 10 Go de mémoire de la
VM ne sont donc pas su³sants pour que les données tiennent dans le cache, mais
assez pour que celle-ci fournisse des performances acceptables (le temps de réponse
des transactions est inférieur à 2 secondes).
Sur le second nœud, nous déployons une VM de secours qui possède 10 Go de mé-
moire, et peut être utilisée en cas de panne de la première. Ainsi, tant qu’il n’y a pas
de panne, la VM de secours peut orir sa mémoire inutilisée à la VM principale en
utilisant Puma et le réseau Ethernet à 10 Gbit/s.
Les résultats de cette expérience sont présentés dans la gure 5.11. Nous présen-
tons également les résultats de cette expérience avec TPC-H en utilisant 2 VMs conte-
nant 10 Go de mémoire, et nous avons reproduit les résultats des autres benchmarks
présentés dans la section 5.1 dans leur conguration avec 8 Go de mémoire (1 + 7).
Étonnamment, les performances de Puma dans cette conguration sont proches des
performances avec des VMs colocalisées : en eet, comme nous l’avons déjà expliqué,
la virtualisation des E/S est un réel problème, et l’utilisation d’un réseau performant
ne fait qu’ajouter quelques dizaines de microsecondes de latence. Malgré tout, Puma
reste capable d’améliorer les performances des applications de façon importante, et la
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latence entre deux VMs situées sur des machines physiques diérentes n’est supérieure
que de quelques dizaines de microsecondes si l’on utilise un réseau performant.
5.8 Conclusion
Ce chapitre a présenté une évaluation poussée de Puma à l’aide de divers micro-
benchmarks et applications. Nous avons montré dans la section 5.2 qu’une stratégie
non-inclusive a l’avantage d’être moins coûteuse en échanges de messages, bien que
moins ecace qu’une stratégie exclusive en termes de taux de hit. Lors d’accès séquen-
tiels, nous avons montré dans la section 5.3 que l’activation du ltre présenté dans la
section 4.2.4 permet d’éviter de dégrader les performances des applications. De plus,
l’analyse des performances de Puma de la section 5.4 montre qu’en présence d’accès
mixtes (aléatoires/séquentiels), l’activation d’option ltre permet d’éviter le thrashing
sur le cache réparti. Enn, le temps de réponse entre les nœuds Puma est critique
puisque Puma repose sur une faible latence pour améliorer les performances. Notre
évaluation du mécanisme de contrôle du temps de réponse de Puma (section 5.5) a
montré que l’on pouvait désactiver Puma lorsque le temps de réponse devient trop
élevé pour éviter de dégrader les performances.
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Nous avons vu dans le chapitre 4 que Puma est directement intégré au page cache
du noyau Linux et manipule uniquement des pages « propres », ce qui lui permet d’être
ecace et transparent vis-à-vis des applications. Cependant, un des aspects que nous
n’avons pas encore abordé dans ce manuscrit concerne la conguration de Puma. Dans
la solution présentée précédemment, celle-ci est essentiellement statique ; la quantité
de mémoire prêtée par un nœud est xe et prédénie. Cette hypothèse est peu réaliste
en pratique, en particulier si le nœud est amené à exécuter lui aussi des applications
intensives en E/S.
Dans ce chapitre, nous étudions diérents mécanismes permettant à Puma d’ajus-
ter automatiquement la quantité de mémoire oerte au cache réparti, sans pénaliser
l’activité locale. Nous nous intéressons dans un premier temps à la récupération de la
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mémoire prêtée par un nœud Puma, puis nous étudions les possibilités de détection de
variations d’activité pour mettre d’activer ou de désactiver Puma automatiquement.
Si de nombreuses approches ont été faites dans ce sens [43, 65, 116], elles sont ici
dicilement adaptables. En eet, Puma est interfacé avec des mécanismes bas niveau
du noyau Linux, il se doit donc de limiter tant son empreinte mémoire et que son cout
CPU. L’originalité des mécanismes proposés dans ce chapitre réside dans leur utilisa-
tion des fonctionnalités existantes du noyau Linux pour ajuster automatiquement la
quantité de mémoire prêtée. On limite ainsi leur impact tant sur les performances de
Puma que sur celles du noyau.
6.1 Méthodologie
L’objectif étant à la fois d’automatiser le partage et de minimiser l’impact sur le
noyau, la solution que nous proposons doit à la fois être ecace et peu intrusive.
Le noyau d’un système d’exploitation étant par dénition un logiciel complexe, il est
très dicile d’anticiper les eets de bord des mécanismes proposés. Pour bien com-
prendre la solution que nous apportons il est nécessaire d’associer à sa description un
ensemble de micro-expérimentations. Ce chapitre présentera donc non-seulement les
mécanismes mais aussi les résultats des micro-expériences. Le chapitre 7 présentera
lui une étude exhaustive de la solution retenue.
Pour évaluer Puma en présence d’activité sur plusieurs nœuds, nous avons utilisé 2
machines virtuelles (VMs), la première (VM1) possède 512Mo demémoire, et la seconde
(VM2) possède 700 Mo de mémoire. Nous injectons une charge à l’aide du benchmark
de lectures aléatoires de Filebench [70] présenté dans la section 5.1 avec des blocs de
64 ko, et nous monitorons le nombre d’entrées/sorties (E/S) complétées par seconde.
Nous mesurons également les variations de la consommation mémoire (page cache,
listes LRU, pages hébergées, etc.). An de représenter un scénario dans lequel les VMs
se « gênent » mutuellement nous avons utilisé un chier de 500 Mo, ce qui contraint
VM1 à utiliser la mémoire inutilisée de VM2 pour obtenir de meilleures performances,
alors que VM2 a besoin de la totalité de sa mémoire de disponible. La plateforme d’ex-
périmentations utilisée est présentée en détails dans le chapitre 7.
Dans le reste de ce chapitre, nous représentons dans les résultats de nos expériences
la période d’activité de l’activité de VM1 par , et la période de l’activité de VM2
par .
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6.2 Récupération ecace du cache pour de lamémoire
anonyme
Lorsqu’un nœud Puma prête de la mémoire, il doit être capable de la récupérer
rapidement, en particulier lorsqu’un processus tente d’allouer de la mémoire. Dans le
cas contraire, le processus serait ralenti et pourrait crasher (OOM-kill) à l’image de ce
que l’on peut observer avec le ballooning [46, 85, 104].
Pour rendre ce mécanisme à la fois automatique et ecace, les pages hébergées par
Puma sont directement intégrées dans les listes Least Recently Useds (LRUs) du noyau
Linux (section 4.3.2). Ainsi, la récupération de lamémoire occupée par ces pages s’eec-
tue de la même manière que les pages locales, via le Page Frame Reclaiming Algorithm
(PFRA). Dans le cas où le PFRA choisit d’évincer l’une de ces pages, Puma l’évince
immédiatement et notie de manière asynchrone le nœud d’origine pour qu’il main-
tienne ses métadonnées. Notons que, comme nous le décrivions dans la section 4.3.3,
Puma ne manipule que des pages propres, il n’est donc pas nécessaire de les renvoyer
au nœud client pour qu’il les écrive sur son disque.
6.3 Récupération ecace de lamémoire pour du cache
Si, comme nous venons de le voir, le problème de la récupération de la mémoire
prêtée dans le cas de la mémoire anonyme (malloc) était déjà pris en compte intrin-
sèquement par le design de Puma (intégration dans le page cache), il n’en va pas de
même lorsqu’une VM doit récupérer les pages pour son propre cache.
Pour commencer nous nous intéressons, dans cette section, à des scénarios exclusifs,
où les nœuds Puma n’ont pas d’activité mémoire simultanée. La section suivante (6.4)
sera, elle, consacrée au cas plus complexe d’une double activité : les nœuds utilisant
leurs caches au même moment.
Nous analysons dans un premier temps le comportement de Puma lorsqu’un nœud
qui ore sa mémoire commence une activité intensive en E/S alors que les nœuds à qui
il prêtait sa mémoire ne sont plus actifs. Nous étudions ensuite le scénario inverse : un
nœud Puma devient inactif après une activité intensive en E/S et prête sa mémoire à
un autre nœud actif.
6.3.1 Accélérer la récupération : limitation de Puma à la liste in-
active
Par dénition un cache utilise la mémoire libre pour accélérer les futurs accès aux
données. Puma continue donc de stocker les pages des nœuds lorsque ces derniers
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Figure 6.1 – Comparaison du comportement d’un nœud Puma lorsque les pages dis-
tantes sont stockées dans la totalité du page cache ou uniquement dans les pages in-
actives (VM1 puis VM2)
arrêtent de faire des E/S. Cependant, Puma a aussi pour objectif d’être transparent, i.e.,
de ne pas ralentir les nœuds qui orent leur mémoire. Ainsi, un nœud Puma doit être
capable de récupérer ecacement sa propre mémoire pour le bénécie de son cache
local, géré par le système, sans être pénalisé par les pages d’autres nœuds qu’il héberge.
Une première étape vers cet objectif est de pouvoir récupérer cette mémoire lorsqu’elle
devient inutile pour les autres nœuds.
Pour évaluer le comportement de Puma dans cette situation, nous lançons le bench-
mark de lectures aléatoires sur la VM1 pendant 400 secondes, puis nous lançons ce
même benchmark sur la VM2 pendant 800 secondes. Pendant toute la durée de l’expé-
rience, nousmesurons les variations de l’utilisation de la mémoire du la VM2. Les résul-
tats de cette expérience sont présentés dans la gure 6.1a. Initialement, on remarque
que la VM1 rempli la mémoire de la VM2 avec ses pages, représentées par la courbe
Puma dans les gures. Dans la suite de ce chapitre, les pages de la VM1 stockées par la
VM2 seront appelées pages distantes. Notons que, comme nous l’avons décrit dans la
section 3.3.1, la liste active est ici plus grande que la liste inactive puisque la pression
mémoire sur la VM2 est nulle pendant les 400 premières secondes.
Lorsque l’activité de la VM1 s’arrête que celle de la VM2 démarre, on remarque que
la VM2 récupère lentement les pages de la VM1 qu’elle héberge : lorsque le bench-
mark démarre sur la VM2, les pages actives hébergées sont rapidement récupérées,
mais seulement à hauteur de 50%, le reste étant récupéré à une vitesse beaucoup plus
faible. En eet, si les premiers 50% sont réclamés en seulement 30 secondes, ce qui cor-
respond à la vitesse des lectures aléatoires sur le disque, le reste est réclamé en 5min.
Le problème ici est que la désactivation d’une page active distante la place en tête de
la liste inactive, et donc avec une priorité plus élevée qu’une page locale déjà présente
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dans cette liste.
An de donner une priorité plus élevée aux pages locales, nous avons choisi de ne
stocker les pages distantes de Puma que dans la liste inactive, ce qui par construc-
tion leur donne une plus faible priorité que les pages locales puisque celles-ci peuvent
être activées. La gure 6.1b montre l’évolution de la mémoire de la VM2 après cette
modication. Comme prévu, les pages distantes sont récupérées beaucoup plus rapi-
dement puisque celles-ci ne sont stockées que dans la liste inactive, ce qui permet au
benchmark de la VM2 d’atteindre sa performance maximale plus rapidement.
6.3.2 Prêter toute sa mémoire : rééquilibrage des listes LRUs
Comme nous allons le voir dans cette section, la solution présentée précédemment,
maintenir les pages de Puma dans la liste inactive, induit un biais sur le taux de partage
maximum.
En eet, lorsqu’un nœud Puma termine son activité intensive en E/S, il doit être ca-
pable de fournir de nouveau samémoire inutilisée à d’autres nœuds Puma. Le problème
est ici l’inverse de celui étudié dans la section précédente : les pages locales ancienne-
ment actives occupent de la mémoire qu’il doit être possible de prêter à d’autres nœuds.
Cependant, nous venons de limiter le placement des pages distantes à la liste inactive,
il devient donc impossible de prêter plus de 50% du total du cache d’un nœud Puma.
Pour montrer ce problème, nous avons inversé l’ordre d’exécution des benchmarks
de la section précédente. Ainsi, nous avons lancé le benchmark de lectures aléatoires
sur la VM2 pendant 400 secondes, puis pendant 800 secondes sur la VM1. La gure 6.2a
montre l’évolution de la mémoire de la VM2. On remarque que la VM1 n’est pas capable
d’emprunter plus de 50% du cache disponible de la VM2.
Pour permettre à une VM d’emprunter plus de mémoire à une autre VM sans la
pénaliser, nous avons modié le noyau Linux pour que des pages actives puissent être
désactivées plus fréquemment. En eet, comme expliqué dans la section 3.3.1 le PFRA
équilibre la taille des listes actives et inactives lorsqu’il récupère de la mémoire uni-
quement lorsque taille (LRUactive ) > taille (LRUinactive ), c’est pourquoi le page cache
tend à contenir environ 50% de pages de chaque type.
Ainsi, pour que Puma puisse utiliser plus de 50% de lamémoire nous désactivons des
pages actives lorsque plus de 90% des pages de la liste inactive contient des pages dis-
tantes. Pour éviter que des pages chaudes ne soient activées/désactivées trop souvent,
nous avons limité ce mécanisme pour qu’il reste un minimum de pages actives. Nous
avons expérimentalement xé cette limite à 10% de pages actives. La gure 6.2b montre
l’évolution de la mémoire de la VM2 une fois ce mécanisme activé. On remarque que
Puma est maintenant capable d’utiliser tout le page cache, dans les limites que nous
avons xées.
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Figure 6.2 – Comparaison du comportement d’un nœud Puma lorsque les pages dis-
tantes sont stockées uniquement dans les pages inactives et lorsque Puma désactive des
pages actives lorsque plus de 90% des pages inactives sont des pages distantes (VM2
puis VM1)
6.4 Gestion de la concurrence des accès au cache
Nous avons montré dans la section précédente que Puma est capable de détecter
et de récupérer de la mémoire inutilisée au prot d’un autre nœud ou pour lui-même.
Cependant, il est possible qu’une activité s’exerce sur un nœud qui prête de la mémoire,
dans ce cas il est nécessaire de ne pas dégrader les performances des applications qui s’y
exécutent. Ainsi, on parlera d’activité concurrente lorsqu’une VM active (VM1) se sert
de lamémoire inutilisée d’une autre VM inactive (VM2) qui nit par redevenir active. La
diculté est ici de déterminer à quel moment l’activité commence et s’arrête, de façon
à être capable de prêter de la mémoire à d’autres nœuds en dehors de ces périodes
d’activité.
An d’étudier le comportement de Puma dans cette situation, nous reprenons le
benchmark Filebench en continu sur la VM1, puis nous exécutons en parallèle le même
benchmark sur la VM2. Les résultats de cette expérience sont présentés dans la -
gure 6.3. La gure 6.3a montre l’évolution de la mémoire de la VM2. On remarque
que, grâce aux mécanismes introduits dans la section 6.3, Puma récupère rapidement
une partie des pages qu’il héberge pour son propre usage. Cependant, l’activité concur-
rente diminue la quantité de mémoire utilisable par la VM2 puisque VM1 continue de
lui envoyer ses pages évincées.
Les conséquences sur les performances sont énormes, comme lemontre la gure 6.3b.
Cette gure présente l’évolution au cours de l’expérience des ES/s pour les deux VMs.
Elle montre une baisse des performances de la VM2 s’expliquant simplement par la di-
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(b) Performance des benchmarks de lectures
aléatoires sur les 2 nœuds Puma
Figure 6.3 – Comportement de Puma en présence de workloads concurrents plusieurs
nœuds
minution du nombre de pages hébergées par Puma. Mais cette gure montre surtout
que les performances de la VM2 restent très faibles (800 ES/s) en comparaison des per-
formances qu’elle aurait obtenu sans l’activation de Puma (37 000ES/s, noté référence
sur la gure). Puma avait pourtant rendu près de 2/3 de la mémoire (gure 6.3a), mais
cela reste insusant par rapport aux besoins de la VM1. L’eet de Puma est donc ici
désastreux puisqu’aucune des deux VMs n’atteint des performances acceptables. En
conclusion, Puma ne doit pas rendre une partie de sa mémoire, mais toute la mémoire
nécessaire au bon fonctionnement de la VM2.
Nous proposons donc d’ajouter un mécanisme permettant de détecter l’activité sur
la VM2 pour désactiver temporairement Puma. Pour ce faire, se reposer simplement
sur l’activité CPU n’est pas une solution viable car Puma serait amené à se désactiver
même si de la mémoire reste disponible.
Puma n’empiétant que sur la mémoire du cache, nous proposons de ne le désactiver
qu’une fois une activité intensive en E/S est détectée sur le nœud, ce qui lui permet-
trait de récupérer sa mémoire sans être dérangé par une autre VM qui continue de lui
envoyer des pages. Cette section présente deux heuristiques permettant de détecter
une activité « cache » dans le but de désactiver Puma. Ces heuristiques reposent sur
des mécanismes existants du noyau Linux : le shadow page cache, dont le fonctionne-
ment a été présenté dans la section 3.3.2, et l’algorithme de récupération de la mémoire
(PFRA), qui a été présenté dans la section 3.3.1.














































(b) Performance des benchmarks de lectures
aléatoires sur les 2 VMs
Figure 6.4 – Comportement de Puma en présence de workloads concurrents sur plu-
sieurs nœuds et en désactivant Puma lors d’un hit dans les shadow pages de la VM2
6.4.1 Détection d’une activité via le shadow page cache
Une première approche pour détecter une activité intensive en E/S est d’utiliser
l’algorithme d’estimation du working set présenté dans la section 3.3.2, qui repose sur
un shadow page cache. En eet, lorsque cet algorithme détecte un shadow hit, cela veut
dire qu’une page chaude a été évincée du page cache parce que la liste inactive est
trop petite. Ceci peut être causé par Puma, puisque des pages distantes peuvent avoir
« poussé » cette page chaude dehors. Dans le cas contraire, cela veut dire que la VM
subit une forte charge en termes d’E/S et nécessite plus de cache. Ainsi, nous décidons
de désactiver Puma à chaque fois que cet algorithme détecte un shadow hit pour faire en
sorte qu’un nœud n’accepte plus qu’on lui envoie des pages. Le service ne se réactivera
qu’en l’absence de shadow hit pendant un délais, que nous avons xé empiriquement
à 3 secondes lors de nos expériences.
Nous avons reproduit l’expérience précédente en désactivant Puma lors d’un sha-
dow hit dans le page cache de la VM2. Ces résultats sont présentés dans la gure 6.4.
Dans ces résultats, nous avons indiqué les périodes pendant lesquelles Puma est actif
sur la VM2 (vert) et inactif (rouge). Sur la gure 6.4a, on remarque que Puma arrive
à détecter l’activité et à se désactiver, ce qui lui permet de récupérer la mémoire dé-
diée aux pages distantes. Enn, sur la gure 6.4b on observe que les performances
du benchmark sur la VM2 sont proches de notre référence. Cependant, on remarque
sur ces deux gures que Puma se réactive par courtes périodes pendant la durée du
benchmark, ce qui provoque de larges variations dans les performances mesurées. En
eet, le mécanisme de réveil montre ses limites : la VM2 utilise la totalité de son cache
local sans pour autant générer de shadow hit. C’est le cas lorsque les données à forte
localité tiennent entièrement dans la mémoire. Pour limiter ces variations une seconde














































(b) Performance des benchmarks de lectures
aléatoires sur les 2 VMs
Figure 6.5 – Comportement de Puma en présence de workloads concurrents sur plu-
sieurs nœuds et en désactivant Puma lorsqu’une page active de la VM2 est désactivée
métrique pour détecter l’activité est donc nécessaire.
6.4.2 Détection d’une activité via l’augmentation de la pression
mémoire
Une seconde méthode pour détecter une activité cache repose sur le rééquilibrage
des listes actives/inactives tel que décrit dans la section 3.3.1. En eet, lorsqu’il y a une
activité intensive en E/S le PFRA décide de désactiver une page active pour rééquilibrer
les listes. Cette situation ne peut se produire qu’en cas de pression mémoire et lorsque
la taille de la liste active est supérieure à la taille de la liste inactive. Or, si la liste active
est plus grande que la liste inactive, cela veut dire que des pages inactives ont pu être
activées et donc que la VM2 possède une activité susamment importante en E/S au
point d’activer des pages et d’en réclamer.
La gure 6.5 montre les résultats de l’expérience précédente en désactivant Puma
pendant 3 secondes lorsque que les listes LRU sont rééquilibrées par le PFRA. Compa-
rée à l’approche précédente, on remarque que ce détecteur est beaucoup plus précis :
Puma ne se réactive pas avant que le benchmark ne se termine. Cependant, cette ap-
proche nécessite un délai important avant d’être ecace, puisqu’il faut attendre que
50% du page cache soit occupé par des pages actives avant que le PFRA ne commence à
rééquilibrer les listes. En eet, on peut remarquer qu’il s’écoule environ 1 minute entre
le début du benchmark de la VM2 et l’arrêt de Puma, alors que l’approche précédente
désactivait Puma immédiatement.














































(b) Performance des benchmarks de lectures
aléatoires sur les 2 VMs
Figure 6.6 – Comportement de Puma en présence de workloads concurrents sur plu-
sieurs nœuds et en combinant les 2 approches
6.4.3 Combinaison des deux approches
An de bénécier des avantages des deux approches, nous proposons de les combi-
ner pour détecter l’activité d’une VM à la fois rapidement (1re approche, shadow page
cache) et de façon stable (2e approche, pression mémoire). Nous avons reproduit l’ex-
périence précédente et nous présentons les résultats dans la gure 6.6. Comme nous
pouvions nous y attendre, la combinaison des deux approches permet de détecter l’ac-
tivité de la VM2 rapidement, ce qui permet de désactiver Puma pour que celle-ci puisse
utiliser son cache sans être pénalisé par la VM1.
6.5 Discussion
Ce chapitre a présenté plusieurs mécanismes permettant à Puma d’ajuster dynami-
quement la quantité de mémoire qu’un nœud accepte de prêter à d’autres nœuds. Ces
mécanismes reposent notamment sur l’intégration des pages distantes au sein du page
cache du noyau Linux ce qui permet de les récupérer automatiquement en reposant sur
l’algorithme de récupération de la mémoire existant. Nous nous reposons également
sur cet algorithme pour détecter une reprise d’activité du nœud, ce qui lui permet de
suspendre temporairement le service de cache qu’il ore à d’autres nœuds an de ne
pas dégrader ses propres performances. Couplé à une autre approche basée sur l’acti-
vité du shadow page cache du noyau Linux, nous arrivons à détecter rapidement une
reprise d’activité cache et à suspendre Puma de façon continue jusqu’à ce que l’activité
ne s’arrête.
Il reste cependant dicile de détecter le moment exact où l’activité cache d’une
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VM reprend. En eet, une approche « naïve » et précise consisterait à désactiver Puma
lors d’un accès disque ou d’une activation d’une page. Dans ce cas, Puma risquerai
d’être désactivé en permanence, ne serait-ce que parce que certaines tâches du système
telles que les journaux font régulièrement de courtes E/S, qui désactiveraient le service
alors qu’elles ne nécessitent pas particulièrement de cache. Ainsi, si nos heuristiques
permettent de détecter une reprise d’activité, elles nécessitent un certain temps avant
que l’activité ne soit réellement détectée :
— pour le shadow page cache, un hit dans celui-ci ne peut se produire que lorsqu’une
page, potentiellement chaude, a déjà été évincée ;
— pour le rééquilibrage des listes LRU, il faut attendre que :
1. le page cache soit entièrement rempli, sinon le PFRA ne s’active pas ;
2. la taille de la liste active atteigne 50% de la totalité du page cache.
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Ce chapitre présente une évaluation globale des mécanismes de gestion dynamique
de la mémoire de Puma présentés dans le chapitre 6. Nous présentons dans un pre-
mier temps la plateforme et les benchmarks que nous avons utilisé (section 7.1). La
section 7.2 démontre l’ecacité de Puma à récupérer la mémoire prêtée par un nœud
pour allouer de lamémoire anonyme. Nous présentons dans la section 7.3 le surcout des
mécanismes de partage dynamique du cache de Puma. La section 7.4 présente quant
à elle une analyse de sensibilité au seuil de désactivation des pages actives, puis la
section 7.5 conclut ce chapitre.
7.1 Plateforme expérimentale
Les expérimentations présentées dans ce chapitre ont été eectuées sur une station
de travail équipée d’un processeur Intel Core i7-2600 (3.4 GHz), de 8 Go de RAM et d’un
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disque dur classique de 1 To avec une vitesse de rotation de 7200 rpm. L’environnement
utilisé est similaire à celui présenté dans la section 5.1, que nous rappelons brièvement
ici.
Les benchmarks sont déployés dans des machines virtuelles (VMs) en utilisant l’hy-
perviseur KVM [56] avec la version 1.7.50 de QEMU. Les disques virtuels sont paramé-
trés pour contourner le page cache du système hôte et nous utilisons l’ordonnanceur
d’entrées/sorties (E/S) deadline et le système de chiers ext4. Nous utilisons également
le framework de paravirtualization VirtIO [84] pour accélérer les E/S. Les VMs utilisées
sont identiques à celles utilisées dans les chapitres 5 et 6 et sont déployées à l’aide de
notre plateforme d’expérimentations dérivée de Mosbench [19].
7.1.1 Benchmarks
Les évaluations de ce chapitre reposent essentiellement sur deuxmicrobenchmarks,
le premier a pour objectif de générer des E/S, le second permet de générer des alloca-
tions de mémoire pour simuler une application gourmande en mémoire.
Lectures aléatoires. Nous utilisons Filebench [70], présenté dans la section 5.1.1,
pour générer des lectures aléatoires simulant une activité intensive en E/S. Nous avons
modié le benchmark d’origine de façon à reporter en temps réel le nombre d’E/S par
seconde, avec une granularité de 5 secondes. En eet, le résultat du benchmark original
est une métrique nale, or nous voulons ici étudier l’évolution des performances au
cours du temps.
Nous utilisons dans ce chapitre des blocs de 64 ko, la taille du chier utilisé est
variable, elle est précisée lors de la description de chacune des expériences.
Allocations de mémoire. An de générer des allocations de mémoire, nous avons
développé un microbenchmark qui alloue (malloc) progressivement toute la mémoire
de la VM sur laquelle il s’exécute. Ces allocations sont eectuées par petits fragments,
de taille xe, que nous validons en écrivant des données dans chacun d’eux pour s’as-
surer que les pages ont réellement été allouées à la VM par le système d’exploitation.
Nous mesurons le temps nécessaire pour créer chaque fragment (allocation+écriture),
ce qui permet de mesurer le ralentissement dû à Puma subit par la VM. Une fois la mé-
moire allouée, le benchmark temporise puis libère progressivement la mémoire.
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Figure 7.1 – Performances de Filebench en nombre d’opérations par seconde dans la
VM1
7.2 Évaluation de la récupération automatique du cache
pour de la mémoire anonyme
Cette section a pour objectif d’évaluer les performances de la récupération de la
mémoire pour allouer des pages anonymes, tel que décrit dans la section 6.2. Nous
commençons par analyser le comportement de la récupération de la mémoire (sec-
tion 7.2.1), puis nous étudions son ecacité dans la section 7.2.2. Enn, nous démon-
trons l’intérêt de Puma comparé à une approche à base de ballooning automatique au
travers d’une étude de cas dans la section 7.2.3.
7.2.1 Analyse de la récupération de la mémoire
Cette section a pour objectif d’analyser le comportement de Puma lorsqu’il doit ré-
cupérer sa mémoire pour des pages anonymes. C’est le cas par exemple lorsqu’un pro-
cessus alloue de la mémoire (malloc). Pour cela, nous avons utilisé deux VMs, VM1 et
VM2. La première (VM1) possède 1 Go de mémoire et exécute le benchmark de lectures
aléatoires présenté dans la section 7.1.1, en utilisant un chier de 4 Go. Ainsi, celui-
ci ne tient pas dans le cache, elle utilisera donc Puma pour bénécier de la mémoire
inutilisée de VM2.
La seconde VM (VM2) possède 4,5 Go de mémoire, qui peuvent être prêtés par Puma
en utilisant la stratégie de cache non-inclusive. Sur cette VM, nous exécutons le bench-
mark d’allocations de mémoire après 10min. Celui-ci est conguré pour allouer 90% de
la mémoire de la VM2 en 10min, puis d’attendre 10min avant de libérer progressive-
ment la mémoire allouée.
La gure 7.1 montre les performances de Filebench en nombre d’opérations par
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(a) Mémoire de la VM1 (lectures aléatoires) (b) Mémoire de la VM2 (allocations de mé-
moire)
Figure 7.2 – Utilisation de la mémoire avec une gestion dynamique Puma et des be-
soins variables
seconde dans la VM1. On y distingue clairement trois phases.
1. Avant que la VM2 ne commence son activité mémoire, l’ensemble des données
tiennent dans le cache (local+distant) et les performances sont au plus haut.
2. Lorsque que l’activitémémoire commence, les performances s’eondrent rapide-
ment. En eet comme nous l’avons vu dans la section 5.2, quelques accès disque
sont susants pour ralentir considérablement ce type d’application.
3. Enn, la VM2 ralentissant son activité mémoire, le cache distant peut se remplir
progressivement, ce qui permet d’augmenter le taux de hit de la VM1 et donc ses
performances.
Pour analyser le comportement de Puma lors des transitions de phases, et donc
celui du mécanisme de récupération présenté dans la section 6.2, nous avons mesuré
l’évolution de l’utilisation de la mémoire dans la VM2. Ainsi, la gure 7.2b présente la
quantité de mémoire inutilisée (libre) de la VM2, ainsi que celle occupée par Puma et
par les pages anonymes.
Sur cette gure, on peut voir que le démarrage du benchmark d’allocations de mé-
moire (à 10min) induit dynamiquement une réduction de la taille de Puma. Les pages
ainsi récupérées sont alors allouées au benchmark. Notons que la baisse de perfor-
mances observée dans la gure 7.1 ne suit pas la même pente : elle est beaucoup plus
rapide. Ceci peut être surprenant sachant que nous n’avons pas choisi une charge
séquentielle, particulièrement sensible aux évictions, mais une charge aléatoire. Ce-
pendant, les temps d’accès au disque sont extrêmement longs, ce qui dégrade rapi-
dement les performances. Ainsi, les performances des lectures aléatoires (gure 7.1)
s’eondrent en quelques dizaines de secondes, alors que les allocations de mémoire du
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(a) Référence (b) Ballooning automatique (c) Puma
Figure 7.3 – Latence des allocations de mémoire
benchmark de la VM2 sont congurées pour s’étaler sur 10 minutes. Pour les mêmes
raisons, la hausse des performances n’est obtenue qu’une fois l’essentiel des données
mises en cache dans Puma.
Pour nir, notons que la libération de la mémoire est plus rapide que le rythme des
évictions vers Puma, ce qui explique qu’une partie des pages restent libres pendant
plusieurs minutes. Ceci est lié à la vitesse des lectures aléatoires sur le disque par la
VM1, plus lentes que la libération de la mémoire par la VM2.
L’analyse de la gure 7.2a, pendant de la gure 7.2b sur la VM1, est moins intui-
tive. En eet, lorsque la VM2 réduit dynamiquement la taille du cache (entre 10min et
20min), l’utilisation de la mémoire locale de la VM1 pour du cache augmente. Ceci peut
sembler paradoxal, puisqu’elle aurait dû pouvoir utiliser cette mémoire locale avant
que Puma ne s’active. Ce phénomène s’explique par la réduction du nombre des méta-
données utilisées pour localiser les pages envoyées à la VM2 qui libère de la mémoire,
permettant ainsi d’étendre le cache local.
7.2.2 Ecacité de la récupération : vitesse des allocations
Pour vérier l’ecacité du mécanisme, nous avons mesuré le temps de chaque al-
location de mémoire. Les résultats sont présentés dans la gure 7.3 sous forme de gra-
phiques temporels, où chaque point indique le temps d’une allocation (échelle loga-
rithmique). On y compare 3 congurations :
— Référence (gure 7.3a) : exécution du benchmark d’allocations de mémoire sur
une VM sans aucun mécanisme de partage de la mémoire.
— Ballooning automatique (gure 7.3b) : exécution de Filebench et du bench-
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mark d’allocations de mémoire dans deux VMs, de la même façon que décrite
précédemment (voir section 7.2.1), mais en utilisant un ballooning automatique
pour KVM [23] (voir section 2.5.3). Dans cette conguration, nous avons xé la
quantité de mémoire de la VM1 (qui exécute Filebench) à 1 Go, et celle de la VM2
(qui eectue les allocations de mémoire) à 4,5 Go. Pour reproduire un environ-
nement dans lequel toute la mémoire est utilisée par les VMs, nous avons limité
la mémoire de l’hôte à 6 Go. L’hôte dispose également d’un espace de swap, qu’il
peut utiliser si nécessaire.
— Puma : même conguration que précédemment (section 7.2.1).
Avec la conguration de référence (gure 7.3a), les allocations demémoire prennent
moins de 1 ms avec un écart type de 0,1.
Lorsque l’on utilise le ballooning automatique (gure 7.3b), les allocations de mé-
moire prennent 20 ms enmoyenne, avec un important écart type (76), certaines valeurs
que nous n’avons pas représentées sur cette gure dépassent 1 s. Cette latence est cau-
sée par la VM1 qui exécute le benchmark de lectures aléatoires : toute la mémoire est
utilisée pour son propre cache, et il n’est pas possible de dégoner le ballon de la VM2
pour son activité mémoire sans swapper. Ceci est causé par le gap sémantique entre
l’hyperviseur et les VMs : l’hôte ne sait pas que la mémoire est utilisée pour du cache
et peut donc être récupérée. Il est alors impossible de récupérer la mémoire sans ajouter
de couteux mécanismes de synchronisation (entre VMs et hyperviseur).
Avec Puma (gure 7.3c), comme nous embarquons la logique dans les VMs, nous
pouvons récupérer la mémoire utilisée pour du cache sans l’aide de l’hyperviseur. En
eet, la mémoire prêtée via Puma ne peut, par choix de conception, servir qu’à stocker
des pages de cache propres. Récupérer la mémoire peut donc se faire sans aucune syn-
chronisation, ce qui rend notre approche particulièrement ecace. Dans ce contexte,
nous avons mesuré en moyenne 1,8ms de latence pour les allocations de mémoire, avec
un écart type de 2,2.
7.2.3 Étude de cas : la consolidation sur un serveur unique
Pour illustrer l’intérêt de Puma comparé à une approche reposant sur le ballooning,
cette section propose d’étudier le scénario d’une entreprise consolidant ses activités
au sein d’un unique serveur. Ainsi, nous prenons l’exemple d’une entreprise dans le
domaine des nouvelles technologies qui déploie une base de données dans une VM,
et un système de gestion de versions ou un serveur d’intégration continu (activité de
développement) dans une autre VM.
Pour consolider son activité, cette entreprise achète une machine puissante ca-
pable d’accueillir ses deux VMs en même temps. Cependant, compte du tenu du prix
d’une telle machine, elle souhaite exploiter au maximum ses capacités. Cela passe par
exemple par l’utilisation d’une approche à base de ballooning automatique. En eet, si
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TPC-C (temps de réponse) 1 git clone 3 git clone
Référence 3,354s 215s 204s
Auto-ballooning crash 339s 447s
Puma 1,186s 184s 251s
Table 7.1 – Temps de réponse du ballooning automatique.
l’activité de la base de données peut être continue, l’activité « développement » ne l’est
pas : elle est composée de longues périodes d’inactivité et de pics d’activité. C’est le cas
par exemple si les développeurs de l’entreprise pensent à transférer leurs travaux en
cours lors d’une pause, à l’heure du gouter. Cette opération, ponctuelle, peut nécessiter
une large quantité de mémoire (recompilation, tests unitaires, etc.).
Pour représenter ce scénario, nous utilisons un nœud du cluster Paranoia de la pla-
teforme Grid’5000 [17] (site de Rennes), dont les caractéristiques sont décrites dans
la section 5.1. Nous avons limité la quantité de mémoire de ce nœud à 16 Go pour
simplier notre expérience : utiliser toute la mémoire disponible (128 Go) la rendrait
excessivement longue. Nous réservons 2 Go de ce nœud au système d’exploitation hôte,
ce qui laisse environ 14 Go de mémoire qui peuvent être répartis entre les VMs.
Dans ces expériences, nous utilisons une première VMdans laquelle nous déployons
TPC-C, décrit dans la section 5.1.1, pour simuler l’activité de cette entreprise. Nous le
congurons pour qu’il utilise 150 entrepôts, ce qui donne un jeu de données d’environ
15 Go. Cette VM dispose de 10 Go de mémoire, ce qui est susant pour orir des
performances acceptables (de l’ordre de la seconde).
Pour simuler l’activité de développement de l’entreprise, nous avons déployé un
serveur Git sur une seconde VM qui contient un miroir du dépôt Git du noyau Linux.
Avec ce serveur, chaque git clone génère un pic d’utilisation de la mémoire. En eet,
dans sa conguration de base, lors d’un git clone un serveur Git doit allouer de la
mémoire : il génère une archive du dépôt, en mémoire, et la compresse pour l’envoyer
au client. Dans le cas d’un dépôt important, tel que celui du noyau Linux, cette action
peut consommer une quantité de mémoire importante. Nous avons conguré cette VM
pour qu’elle dispose de 4 Go de mémoire.
Notre simulation de ce scénario repose sur l’exécution de TPC-C en continu sur la
première VM. Pendant son exécution nous eectuons un ou trois git clone concur-
rents du dépôt de la seconde VM depuis une autre machine, cliente. Nous mesurons le
temps d’exécution du git clone : plus cette opération dure longtemps, plus le temps
du gouter du développeur sera court. Nous reportons pour TPC-C le temps de réponse
des transactions (9e décile).
Le tableau 7.1 présente les résultats de cette expérience sans mécanisme de partage
de la mémoire (Référence), avec du ballooning automatique (Auto-ballooning) et
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Figure 7.4 – Mémoire disponible sur la VM Git avec Puma et du ballooning automa-
tique
avec Puma. Sans aucun mécanisme de partage, les performances de TPC-C sont accep-
tables et les git clone s’exécutent en isolation de la base de données.
Lorsque l’on active le ballooning automatique, la VM exécutant TPC-C a initiale-
ment récupéré la mémoire libre de la VM Git, ce qui a amélioré ses performances. Ce-
pendant, à cause du gap sémantique entre les VMs et l’hyperviseur, celui-ci n’a pas pu
récupérer la mémoire pour la rendre à la VM Git, ce qui l’a forcé à swapper des pages
des VM, et donc réduit considérablement les performances des git clone (+219%). De
plus, si les performances de TPC-C étaient excellentes (0,123s de temps de réponse),
son système d’exploitation invité a ni par tuer (OOM-kill) le système de gestion de
base de données (ici PostgreSQL), par manque de mémoire, lorsque les git clone se
sont exécutés sur l’autre VM.
À l’inverse, si nous utilisons Puma les git clone restent ralentis (+23%), mais les
performances de TPC-C peuvent être améliorées (×3) lorsque l’activité de la VM de
développement est faible, sans faire crasher PostgreSQL.
Pour mieux comprendre pourquoi le ballooning automatique ne fonctionne pas, et
pour montrer pourquoi l’approche choisie par Puma est ecace, nous avons mesuré
la quantité de mémoire utilisable par la VM Git dans les deux cas (gure 7.4). Pour
Puma, nous représentons la quantité de mémoire libre disponible dans la VM moins
la quantité de pages distantes hébergées. Dans le cas du ballooning automatique nous
mesurons la quantité de mémoire disponible pour la VM (mémoire de la VM moins la
taille du ballon).
Sur ces courbes, on distingue clairement trois phases. Initialement, il n’y a presque
pas de mémoire : celle-ci est soit prêtée au cache réparti (via Puma), soit donné à l’autre
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VM (via le ballooning automatique). La seconde phase de ces courbes (à 1’30") corres-
pond au moment où nous eectuons les git clone, ce qui nécessite de la mémoire.
On remarque clairement que Puma est capable de récupérer sa mémoire (prêtée) plus
rapidement que le ballooning automatique (donnée). En eet, dans le cas du ballooning
automatique, l’hyperviseur doit swapper des pages des VMs pour pouvoir augmenter
la quantité de mémoire de la VM hébergeant le serveur Git, ce qui est extrêmement
lent. Ces résultats sont cohérents avec ce que nous avons observé dans les expériences
précédentes (gures 7.2b et 7.3). Lors de la troisième phase (à 3’30" pour Puma), les git
clone se sont terminés et Puma recommence à prêter sa mémoire la VM TPC-C.
7.3 Surcout du mécanisme de partage automatique
L’introduction demécanismes de partage automatique de lamémoire a pour objectif
d’automatiser le fonctionnement de Puma tout en limitant le surcout du service oert.
Nous nous concentrons dans cette section sur l’activité concurrente de deux VMs, où
une première VM (VM1) bénécie d’une seconde VM (VM2), inactive. Comme nous
l’avons détaillé dans la section 6.4, l’objectif est ici de détecter que VM2 redevient active
pour éviter de dégrader ses performances.
Nous mesurons dans cette section l’ecacité de la solution présentée dans la sec-
tion 6.4.3. Pour rappel, celle-ci est composée d’un mécanisme de détection d’activité
cache reposant sur le shadow page cache, et d’un autremécanisme reposant sur la désac-
tivation des pages actives.
Nous utilisons le benchmark de lectures aléatoires sur les deux VMs pour géné-
rer une activité concurrente. Les lectures aléatoires sont eectuées dans un chier de
512 Mo. La première VM possède 448 Mo de mémoire, le chier ne tient donc pas dans
le cache. La seconde VM possède 768 Mo de mémoire, ce qui permet au chier d’y te-
nir pour obtenir des performances maximales. Ainsi, la VM1 peut utiliser la mémoire
de la VM2 pour obtenir de meilleures performances, mais lorsque la VM2 commence
son activité elle a besoin de récupérer la mémoire qu’elle prête pour maximiser ses
performances.
Pour cela, nous lançons ce benchmark sur la VM1 pendant 20min. En parallèle, nous
lançons au bout d’environ 7min (1/3 de 20min) le même benchmark sur VM2, pendant
une durée d’environ 7min. Le but étant de mesurer le surcout lié à Puma. Idéalement
les performances du benchmark de la VM2 devraient être proches des performances
obtenues en l’absence de Puma.
Nous considérons 4 congurations diérentes qui permettent de situer le surcout
de Puma en version automatique.
— Puma désactivé : dans cette conguration Puma est absent, la VM2 s’exécute en
parfaite isolation de la VM1 et devrait donc avoir les meilleures performances
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(a) Puma désactivé (b) Puma statique
(c) Puma manuel (d) Puma automatique
Figure 7.5 – Surcout du mécanisme de partage automatique
possibles. En revanche, les performances de la VM1 sont limitées puisqu’elle ne
bénécie pas de la mémoire inutilisée de la VM2.
— Puma « statique » : cette conguration reprend Puma tel que présenté dans le
chapitre 4, où sa conguration est entièrement « statique » : la VM1 bénécie de
la mémoire inutilisée de la VM2, mais celle-ci n’est pas capable de la récupérer
intelligemment.
— Pumamanuel : nous désactivons Pumamanuellement lorsque le benchmark de
la VM2 démarre, puis nous réactivons Puma lorsqu’il se termine. Cette congu-
ration permet de simuler une heuristique « parfaite » où Puma est capable de
détecter immédiatement un changement d’activité.
— Puma automatique : Puma détecte automatiquement un changement d’acti-
vité en composant les heuristiques présentées dans la section 6.4.3, basées sur le
shadow page cache et la désactivation des pages actives.
Les résultats de ces expériences sont présentés dans la gure 7.5. Dans ces courbes,
le benchmark de la VM1 s’exécute pendant toute la durée de l’expérience. Le début et
la n du benchmark de la VM2 est indiqué par des pointillés verticaux. Nous a³chons
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également sur le haut des gures l’état de Puma (actif/inactif).
Puma désactivé. La gure 7.5a présente les résultats de cette expérience avec la
conguration sans Puma. Ici, la VM2 utilise pleinement toute sa mémoire pour accélé-
rer les E/S du benchmark de lectures aléatoires, jusqu’à atteindre 34 500 ES/s.
Les performances du benchmark de la VM1 ne dépasseront pas 2 700 ES/s. Notons
que, lors du démarrage du benchmark de la VM2, les performances de la VM1 chutent
parce que le disque dur principal de la machine hôte est partagé entre les deux VMs.
Lorsque la totalité des données manipulées par la VM2 tiennent dans le cache, le disque
dur redevient exclusivement utilisé par la VM1 qui retrouve donc ses performances
maximales.
Puma statique. Les performances de Puma en version statique sont présentées dans
la gure 7.5b. Dans cette conguration, qui correspond à la version de Puma présen-
tée dans le chapitre 4, la VM2 n’est pas capable de récupérer ecacement la mémoire
qu’elle prête à la VM1 : ces résultats sont similaires à ceux observés dans la section 6.4
(gure 6.3).
Contrairement à l’expérience sans Puma (gure 7.5a), ici Puma permet d’améliorer
les performances de la VM2 : celle-ci atteint 8 000 ES/s lorsque la VM2 n’a pas d’activité.
En revanche, les performances de laVM2 sont limitées par l’activité de laVM1, la vitesse
des lectures aléatoires ne dépassent pas 300 ES/s.
Pumamanuel. Dans la version manuelle de Puma, nous désactivons Puma avant de
démarrer le benchmark de lectures aléatoires sur la VM2, et nous le réactivons lorsque
ce benchmark est terminé. Cette expérience représente les performances qui seraient
obtenues sur les deux VMs avec une heuristique parfaite, capable de détecter un chan-
gement d’activité immédiatement.
Les résultats pour cette conguration sont présentés dans la gure 7.5c. On re-
marque que les performances des lectures aléatoires de la VM2 sont proches d’une
conguration sans Puma, où la VM1 est parfaitement isolée (gure 7.5a). On y observe
un léger ralentissement de la VM2 par rapport à la conguration sans Puma (3,5%). Ce
ralentissement est causé par le surcout de Puma lors de l’éviction des pages distantes
qu’il héberge : il doit, par exemple, informer la VM1 de l’éviction des pages pour qu’elle
mette à jour ses métadonnées.
Les performances des lectures aléatoires de la VM1 sont identiques à Puma statique
lorsque la VM2 n’a pas d’activité, et identiques à la conguration sans Puma lorsque la
VM2 a une activité.
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Puma automatique. La gure 7.5d présente les résultats de cette expérience avec
l’heuristique que nous avons présentée dans la section 6.4.3. L’allure globale des per-
formances des deux VMs est proche de ce qu’on obtient avec la conguration ma-
nuelle. On note cependant trois diérences : (i) les performances maximales de la VM2
arrivent plus tard (environ 30 secondes) qu’avec la conguration manuelle ; (ii) les per-
formances des lectures aléatoires de la VM1 diminuent en deux temps lorsque la VM2
démarre son activité ; et (iii) le rétablissement des performances de la VM1 est plus lent.
Ces diérences sont liées au fait que notre heuristique ne peut détecter immédiate-
ment qu’une activité intensive en E/S a commencé sur la VM2. En eet, comme nous
l’expliquions dans la section 6.5, il est nécessaire d’attendre qu’une page de la VM2
récemment évincée soit accédée de nouveau pour que l’heuristique basée sur le sha-
dow page cache détecte l’activité. De même, l’heuristique basée sur le rééquilibrage des
listes LRU nécessite que la liste active atteigne 50% de la totalité du page cache.
Ainsi, le délai nécessaire pour détecter l’activité augmente le temps nécessaire pour
que la VM2 atteigne ses performances maximales, puisque pendant ce temps le cache
est partagé entre les deux VMs.
De même, la première baisse de performance des lectures aléatoires de la VM1 est
liée à l’éviction d’une partie de ses pages distantes par la VM2, elle doit donc eectuer
des E/S sur le disque, plus lent. Ensuite, comme Puma reste activé plus longtemps que
dans la conguration manuelle, la VM1 continue de lui envoyer des pages ce qui lui
permet de disposer d’un cache plus grand pendant plus de temps.
Cette étude de performances a montré que les mécanismes d’automatisation de
Puma que nous avons introduits dans le chapite 6 permettent d’obtenir des perfor-
mances proches d’une solution idéale qui détecterait un changement d’activité immé-
diatement.
7.4 Analyse du seuil de désactivation des pages
Nous avons vu dans la section 6.3.2 qu’il est nécessaire de modier l’équilibre des
listes LRU du noyau Linux si l’on veut pouvoir prêter plus de 50% de la mémoire. Pour
cela, lorsque le nombre de pages distantes au sein de la LRU inactive dépasse un cer-
tain seuil nous déclenchons le mécanisme du Page Frame Reclaiming Algorithm (PFRA)
chargé de désactiver un groupe de pages actives (généralement 32).
Pour évaluer l’impact du choix du seuil de désactivation des pages, nous avons re-
produit l’expérience décrite dans la section 6.3.2 en faisant varier ce seuil. Pour rappel,
cette expérience consiste à exécuter le benchmark de lectures aléatoires sur deux VMs
(VM1 et VM2). Les lectures aléatoires sont eectuées dans un chier de 512 Mo, il tient
dans la mémoire de la VM2, qui possède 768 Mo de mémoire, mais pas dans celle de la
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Figure 7.6 – Performance du benchmark de lectures aléatoires en faisant varier le seuil
de désactivation des pages actives – VM2 puis VM1
VM1, qui ne possède que 448 Mo de mémoire.
Dans cette expérience, nous exécutons d’abord le benchmark sur la VM2 pendant
environ 7min, puis sur la VM1 pendant environ 14min. Ainsi, la VM1 devra utiliser la
mémoire inutilisée de la VM2 an d’obtenir des performances maximales. Nous faisons
varier le seuil de désactivation des pages actives, de 50% à 99%. Nous présentons les
performances des lectures aléatoires de la VM1 dans la gure 7.6.
Sur ces résultats, on remarque d’abord une première phase pendant laquelle ce seuil
n’a aucun impact. Il s’agit du temps nécessaire pour que la VM1 ait remplit son propre
cache local et commence à envoyer des pages à la VM2. Ceci s’observe très bien lorsque
l’on regarde le nombre de pages actives et de pages hébergées (distantes) de la VM2
présenté dans les gures 7.7 et 7.8. Sur ces courbes, on remarque que des pages sont
envoyées sur la VM2 au bout de 1’30".
Une seconde phase peut être observée sur ces courbes, entre 1’30" et 2’. En eet, sur
la gure 7.6 on remarque une augmentation brutale des performances, peu importe le
seuil de désactivation des pages choisi. Cette période correspond aumoment où la VM1
bénécie du cache de la VM2, jusqu’à atteindre le seuil de désactivation des pages que
nous avons conguré.
Enn, lorsque ce seuil est dépassé des pages actives peuvent être désactivées pour
fournir plus de mémoire à VM1 : c’est ce qu’on observe sur toutes les gures à partir
de 2’. Le choix de ce seuil est déterminant pour les performances de la VM1. En eet,
un seuil trop élevé (99%) ne permet pas de désactiver des pages actives su³samment
souvent, la taille du cache oerte augmente donc lentement. À l’inverse, un seuil plus
bas permet de désactiver des pages actives plus souvent, pour le bénéce de la VM1.
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Figure 7.7 – Variation du nombre de pages actives sur la VM2
Figure 7.8 – Variation du nombre de pages distantes hébergées par la VM2
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On remarque cependant qu’en dessous de 80% le gain observé est négligeable.
7.5 Conclusion
Ce chapitre a présenté une évaluation des mécanismes permettant d’automatiser
Puma que nous avons présenté dans le chapitre 6. Nous avons montré que l’intégration
de Puma au sein des listes LRU du noyau Linux permettait de récupérer ecacement
la mémoire pour des pages anonymes. En particulier, Puma est capable de récupérer la
mémoire 10 fois plus rapidement que des approches agnostiques au page cache telles
que le ballooning.
Lorsque Puma doit récupérer la mémoire prêtée pour son propre cache, nous avons
montré que nos heuristiques (combinées), en permettant de détecter une reprise d’ac-
tivité, permettaient d’atteindre des performances proches d’une heuristique idéale, où
la reprise d’activité serait détectée immédiatement. Cependant, il reste dicile de dé-
tecter à l’avance une reprise d’activité, c’est pourquoi il subsiste un délai de plusieurs
dizaines de secondes entre la reprise et sa détection.
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8.1 Synthèse
Les travaux présentés dans cette thèse s’inscrivent dans le contexte du cloud com-
puting et des environnements virtualisés. Les architectures de type cloud reposent en
grande partie sur l’utilisation de la virtualisation. C’est en eet un élément clé, qui
permet au cloud d’orir exibilité, portabilité et isolation. Un des usages de la virtua-
lisation consiste à remplacer une multitude de petits serveurs physiques par un seul,
puissant, sur lequel sera déployé autant de machines virtuelles (VMs) que d’applica-
tions à isoler. L’avantage d’une telle approche est indéniable : réduction des couts et
de la consommation énergétique (moins de serveurs), simplication de la maintenance
(migrations), élasticité (ajout ou suppression de VMs), etc.
L’isolation entre les applications apportée par la virtualisation a cependant un prix :
la fragmentation de la mémoire. En eet, la quantité de mémoire allouée à une VM
par l’administrateur dépend souvent du pire cas estimé, par exemple lors des pics de
charge. En dehors de ces périodes, la mémoire allouée aux VMs est sous-utilisée. Si les
systèmes d’exploitation exploitent cettemémoire inutilisée, par exemple pour accélérer
les entrées/sorties (E/S) en faisant du cache, cela ne bénécie qu’aux applications dont
les performances sont étroitement liées à l’ecacité des E/S. Ainsi, les VMs dont les
performances ne reposent pas sur des E/S ecaces « gaspillent » cette mémoire, qui
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pourrait être utilisée par les autres VMs.
Les travaux présentés dans cette thèse ont porté sur des mécanismes permettant de
réutiliser intelligemment la mémoire inutilisée des VMs pour le bénécie des VMs dont
les performances des applications sont directement liées à l’ecacité des E/S. Pour cela,
la solution que nous proposons intégrera les propriétés suivantes :
— la diversité des environnements et des applications déployés dans les VMs néces-
site un mécanisme générique, capable de fonctionner ecacement sans nécessi-
ter d’adapter les applications existantes ou l’environnement dont elles dépendent
(i.e., système de chiers) ;
— la variabilité de la charge des VMs, en particulier dans les clouds, nécessite un
mécanisme capable de s’adapter automatiquement pour prêter ou récupérer sa
mémoire en fonction des besoins des VMs.
Pour répondre à ces problématiques, nous avons proposé Puma 1 [TSI-2015, SYS-
TOR’15, ComPAS’2014], un système de cache réparti capable de mutualiser la mémoire
inutilisée des VMs à l’échelle d’un centre de données. Notre approche au niveau du
noyau des VMs est indépendante des périphériques blocs, des systèmes de chiers et
de l’hyperviseur. Puma repose sur la présence d’un réseau performant entre les VMs,
que l’on retrouve naturellement entre des VMs colocalisées et facilement entre les ser-
veurs des centres de données d’aujourd’hui. Cette approche « réseau » permet à Puma
de fonctionner à la fois localement, entre des VMs hébergées sur le même hôte, et en
réseau, entre des VMs hébergées sur plusieurs hôtes.
Une des caractéristiques clé de Puma est que la mémoire n’est pas « donnée » d’une
VM à une autre, mais « prêtée » : les VMs s’échangent des copies des pages, mais restent
maîtres de leur propre mémoire. Contrairement au memory ballooning, nous avons
choisi de ne traiter que les pages propres, ce qui permet de simplier la gestion de
la cohérence et de récupérer facilement la mémoire prêtée à d’autres VMs. De plus,
Puma est directement intégré au sein du page cache du noyau Linux, ce qui permet (i)
de récupérer rapidement la mémoire prêtée si un processus local en a besoin ; et (ii)
si une VM qui prête sa mémoire a besoin de récupérer son cache, nous donnons une
priorité plus faible aux pages hébergées pour qu’elles soient évincées plus rapidement.
Une des dicultés majeures dans la réalisation d’un tel cache est de ne pas dégra-
der les performances. Nous avons identié plusieurs scénarios pouvant dégrader les
performances, notamment lors d’une panne ou d’un ralentissement d’un nœud Puma,
lors d’accès séquentiels et lors d’une variation d’activité sur un nœud, par exemple
lors d’un pic d’activités. Ce dernier scénario a fait l’objet d’une contribution dédiée
[Compas’2015] (chapitres 6 et 7).
Pour éviter les dégradations de performances liées à des variations d’activité, nous
avons déni deux métriques nous permettant de détecter une reprise d’activité d’une
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VM qui ore sa mémoire au cache réparti. Ces métriques reposent sur deux méca-
nismes existants de la gestion de la mémoire du noyau Linux : le rééquilibrage des
listes actives/inactives et le shadow page cache. Lorsqu’une reprise d’activité est dé-
tectée, Puma est désactivé temporairement ce qui lui permet de récupérer sa mémoire
plus rapidement et de ne pas être dérangé par d’autres VMs qui voudraient lui en em-
prunter.
Nous avons montré grâce à une évaluation approfondie que notre approche permet
aux applications qui eectuent beaucoup d’E/S d’utiliser dynamiquement la mémoire
inutilisée d’autres VMs pour améliorer leurs performances. Nos évaluations ont reposé
sur les benchmarks TPC-C, TPC-H, Postmark et BLAST en utilisant des VMs colocali-
sées ou hébergées sur des hôtes diérents. Ces évaluation démontrent l’ecacité qu’a
Puma à accélérer de façon importante les performances d’applications qui eectuent
beaucoup d’E/S, de +12% en récupérant 500 Mo de mémoire inutilisée, et jusqu’à 4
fois plus en réutilisant 6 Go de mémoire dans le cas de TPC-C. Nous avons également
montré qu’une VM était capable de récupérer rapidement la mémoire qu’elle «prête » à
une autre, jusqu’à 10 fois plus rapidement qu’une approche reposant sur du ballooning
automatique. Lors de nos évaluations, Puma était capable de détecter une variation
d’activité, notamment en termes d’E/S, ce qui permet de désactiver le service de cache
réparti pour éviter de dégrader les performances.
8.2 Perspectives
Ces travaux ouvrent plusieurs perspectives, à plus ou moins court terme, que nous
détaillons dans cette section.
Amélioration de la détection de l’activité
Les perspectives à court terme concernent l’amélioration de la détection de l’activité
d’une VM, que nous avons présenté dans le chapitre 6 et évalué dans le chapitre 7. Il est
en eet dicile de détecter à quel moment le page cache redevient important pour les
performances des applications. Nos évaluations ont montré que les métriques choisies
impliquent nécessairement un délai avant la détection, qui peut être non négligeable
si la VM possède une grande quantité de mémoire. Il sera nécessaire d’approfondir ces
évaluations, notamment à l’aide de traces et d’applications réelles, pour déterminer
dans quelle mesure ce délai de détection impacte les performances des applications
qui eectuent beaucoup d’E/S.
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Gestion des écritures synchrones
Dans cette thèse, nous avons choisi de ne pas traiter les écritures dans le cache ré-
parti, d’une part an de simplier le problème, et d’autre part parce que la majorité des
accès en écritures sont diérés dans le cache local (voir chapitre 4). Cependant, les écri-
tures synchrones sont essentielles pour les applications qui ont de fortes contraintes de
cohérence et de durabilité, telles que les bases de données ou les systèmes de stockage
de type clé/valeur.
Une extension de Puma aux écritures est possible, mais il est alors nécessaire de
mettre en place desmécanismes plus complexes de tolérance aux fautes et de cohérence
de données. En eet, si un nœud eectue une écriture synchrone dans le cache réparti,
cette écriture doit à terme être propagée sur le périphérique de stockage concerné. Ceci
implique soit que le cache réparti (i.e., les nœuds qui le composent) ait un accès aux pé-
riphériques de stockage des autres nœuds, soit qu’on limite la possibilité d’écrire dans
le cache aux environnements reposants sur un périphérique de stockage partageable
entre les nœuds (i.e., iSCSI, système de chiers distribué, etc.). De plus, des mécanismes
de redondance des données du cache réparti doivent être mis en place pour tolérer les
fautes des nœuds qui hébergent ces données. Ces diérents systèmes auront nécessai-
rement un impact sur les performances du cache réparti.
Paravirtualisation de Puma
Un des défauts majeurs de Puma est que la communication entre les VMs se fait via
un réseau TCP/IP. L’inconvénient est ici la latence supplémentaire, même lorsque les
VMs sont colocalisées. Comme nous l’avons vu dans le chapitre 5, le cout de la latence
réseau n’est pas négligeable, et est amplié par le surcout de la virtualisation [36, 40,
86]. Une approche plus ecace consisterait à communiquer directement avec les autres
VMs en utilisant unmoyen de communication paravirtualisé, reposant par exemple sur
l’API VirtIO [84]. Il serait alors possible d’échanger directement deux pages mémoire
des VMs, plutôt que d’envoyer des copies des pages en réseau. L’hyperviseur jouerait
alors le rôle de coordinateur pour garantir l’échange des pages entre les VMs.
Ce type d’approche pourrait facilement être intégré dans Puma. En eet, la couche
de communication réseau est indépendante des diérents mécanismes que nous avons
décrits dans le chapitre 4, il serait donc possible de la remplacer par une couche de
communication paravirtualisée. Cependant, cette opération aurait un cout non négli-
geable :
— il serait nécessaire demodier l’hyperviseur pour coordonner les échanges, Puma
deviendrait donc limité à un hyperviseur spécique ;
— il ne serait plus possible de mutualiser la mémoire de VMs qui sont hébergées sur
des hôtes diérents, à moins de conserver les deux couches de communication
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et de détecter si deux VMs sont colocalisées.
Vers un ballooning adapté au cache
Une approche, concurrente à celle que nous proposons avec Puma, consisterait à
réaliser un ballooning spécialisé pour du cache. En eet, le problème majeur du bal-
looning classique est qu’il ne fait pas la diérence entre les pages du page cache et
les pages anonymes (gap sémantique). C’est pour cette raison qu’il lui est dicile de
récupérer de la mémoire après l’avoir attribuée à une VM : si celle-ci s’en sert pour des
pages anonymes, elle refusera de la rendre.
Pour réaliser un tel ballooning, nous pourrions contraindre le driver du ballon, qui
se situe dans la VM, à ne coner les pages qu’il reçoit lorsqu’il se dégone au reste du
système que si elles servent au page cache. Ainsi, il y aurait toujours un minimum de
pages dans le page cache qui seraient réclamables : l’hyperviseur sait alors qu’il peut
demander à la VM de goner son ballon d’autant qu’il lui a permis de se dégoner
précédemment.
Demême que pour la paravirtualisation de Puma, le défaut de cette solution est de se
limiter aux VMs hébergées par le même hôte. Une approche hybride serait de combiner
Puma (actuel) pour mutualiser la mémoire inutilisée entre des VMs hébergées sur des
hôtes diérents avec cette approche lorsque les VMs en jeu sont colocalisées.
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Maxime Lorrillere
Caches collaboratifs noyau adaptés aux environnements virtualisés
Résumé
Avec l’avènement du cloud computing, la virtualisation est devenue aujourd’hui in-
contournable. Elle ore isolation et exibilité, mais implique une fragmentation des
ressources, notamment de la mémoire. Les performances des applications qui eec-
tuent beaucoup d’entrées/sorties (E/S) en sont particulièrement impactées. En eet,
celles-ci reposent en grande partie sur la présence de mémoire libre, utilisée par le
système pour faire du cache et ainsi accélérer les E/S. Ajuster dynamiquement les res-
sources d’une machine virtuelle devient donc un enjeu majeur.
Dans cette thèse nous nous intéressons à ce problème, et nous proposons Puma,
un cache réparti permettant de mutualiser la mémoire inutilisée des machines vir-
tuelles pour améliorer les performances des applications qui eectuent beaucoup d’E/
S. Contrairement aux solutions existantes, notre approche noyau permet à Puma de
fonctionner avec les applications sans adaptation ni système de chiers spécique.
Nous proposons plusieurs métriques, reposant sur des mécanismes existants du noyau
Linux, qui permettent de dénir le niveau d’activité « cache » du système. Ces mé-
triques sont utilisées par Puma pour automatiser le niveau de contribution d’un nœud
au cache réparti. Nos évaluations de Puma montrent qu’il est capable d’améliorer si-
gnicativement les performances d’applications qui eectuent beaucoup d’E/S et de
s’adapter dynamiquement an de ne pas dégrader leurs performances.
Abstract
With the advent of cloud architectures, virtualization has become a key mechanism
for ensuring isolation and exibility. However, a drawback of using virtual machines
(VMs) is the fragmentation of physical resources. As operating systems leverage free
memory for I/O caching, memory fragmentation is particularly problematic for I/O-
intensive applications, which suer a signicant performance drop. In this context,
providing the ability to dynamically adjust the resources allocated among the VMs is
a primary concern.
To address this issue, this thesis proposes a distributed cache mechanism called
Puma. Puma pools together the free memory left unused by VMs: it enables a VM to
entrust clean page-cache pages to other VMs. Puma extends the Linux kernel page
cache, and thus remains transparent, to both applications and the rest of the operating
system. Puma adjusts itself dynamically to the caching activity of a VM, which Puma
evaluates by means of metrics derived from existing Linux kernel memory manage-
ment mechanisms. Our experiments show that Puma signicantly improves the per-
formance of I/O-intensive applications and that it adapts well to dynamically changing
conditions.
