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Abstract
We consider the challenging problem of zero-shot video object segmentation (VOS).
That is, segmenting and tracking multiple moving objects within a video fully automati-
cally, without any manual initialization. We treat this as a grouping problem by exploiting
object proposals and making a joint inference about grouping over both space and time.
We propose a network architecture for tractably performing proposal selection and joint
grouping. Crucially, we then show how to train this network with reinforcement learning
so that it learns to perform the optimal non-myopic sequence of grouping decisions to
segment the whole video. Unlike standard supervised techniques, this also enables us to
directly optimize for the non-differentiable overlap-based metrics used to evaluate VOS.
We show that the proposed method, which we call ALBA outperforms the previous state-
of-the-art on three benchmarks: DAVIS 2017 [2], FBMS [20] and Youtube-VOS [27].
Figure 1: Our ALBA for zero-shot video segmentation takes as input region proposals (left),
selects and groups over time the moving ones (middle), to mimic the ground truth (right).
1 Introduction
Video object segmentation (VOS) aims to segment and track objects within a video. This
can be thought of as a grouping problem, where a video is a collection of image regions
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(pixels, parts or objects) and segmentation is the selection and assignment or grouping of
these regions together within and across frames.
Region selection can be informed by appearance cues like, “this object is likely to be
moving, because it is a dog"; and temporal features learned from the optical flow could
learn things like “this object is moving independently". At the same time, region grouping
may also be informed by appearance cues, for example assigning adjacent or similar-looking
regions to the same object or leveraging knowledge like person-like regions are more likely to
appear above bicycle-like regions than vice-versa. Grouping may also benefit from temporal
information through alignment of the current frame with the previous frame, as offset by
optical flow. Taking such a grouping perspective, we would ideally like to find an assignment
of labels to regions that makes a coherent decision about region grouping both spatially
within frames and temporally, across frames. However, exhaustively considering the entire
joint space of potential assignments to regions is intractable, even for videos just a few
seconds long.
In the deep learning era, the majority of studies [8] address the VOS problem at the
pixel level, with fully convolutional networks that perform dense pixel-wise classification at
every frame. Spatial coherence is maintained through convolution or recurrence [8, 22], and
temporal coherence is maintained through recurrence [22], memory [21] or attention [32].
All these methods address the grouping aspect of the VOS problem in an implicit way.A
minority of studies have considered explicit grouping based on object proposals, focusing
on issues such as: learning good representations to inform the grouping decision (e.g. from
flow, images, saliency, etc) [11, 31], and efficiently searching the joint space of groupings
to find solutions that approximate the global optimum such as via multi-hypothesis tracking
[26] or differentiable analogies to the Hungarian algorithm [31].
Despite extensive excellent work in both families of approaches, existing methods have
limitations that arise from the near ubiquitous use of supervised learning for training. In
particular: (1) For models that sequentially consider individual frames or grouping decisions,
training with supervised learning provides a kind of teacher-forcing [1, 15]. That is, from the
perspective of any given decision, the preceding decisions benefit from supervision during
training in a way that they do not during testing. This creates a mismatch between training
and testing conditions termed exposure bias [15]. This results in increased error at testing,
since the model has not been trained to make optimal decisions when using its own open-loop
predictions as history. (2) The use of supervised learning means that prior work is almost
always trained by pixel-wise cross-entropy loss. This provides a strong form of supervision
that is easy to differentiate from end-to-end learning. However optimising pixel-wise loss
does not necessarily maximise the segment-overlap type of metrics of interest in VOS.
To address these issues, we introduce a reinforcement learning-based method for VOS.
Training with reinforcement learning (RL) enables us to (1) Train the model to directly
optimize the intersection over union (IoU)-style metrics of interest in VOS, (2) Optimize
for a policy that makes the best sequence of hard assignment decisions both within and
across-frames. Crucially, RL training enables these decisions to be non-myopic, rather than
greedy [31]. A non-myopic grouper makes each decision to maximise the expected overall
segmentation performance of a video, rather than merely the expected result of an individual
grouping decision.
Specifically, we propose a simple and effective framework for segmentation by proposal
grouping. Our simple relational [16, 19] architecture takes as input common cues (image,
flow) along with the current proposal and the groups so far. It then computes the relation
(group or not) between each proposal and available groups. This recurrent assignment of
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labels to proposals enables efficient joint decision-making about the within-frame grouping
– exploiting shape, appearance, and motion cues. Temporally-coherent assignment is further
enabled through a very light-weight temporal recurrence.
We call the proposed method ALBA (for Advanced Learning for Boosted Accuracy).
Without bells and whistles, we observe that RL with ALBA improves 6% over using tradi-
tional supervised learning on DAVIS 2017. The final results outperform the state-of-the-art in
the DAVIS 2017 [2] validation set, FBMS [20] and the recent large-scale Youtube-VOS [27].
2 Related Work
The video object segmentation problem is studied in different flavours and under different
constraints. Depending on the type of labels at training time, we find instance segmentation,
semantic segmentation, plenoptic segmentation or motion segmentation. Depending on the
input at test time, we find one-shot segmentation (where the initial frame ground truth is
given), interactive, or zero-shot. Depending on the type of scenes, we find single-object and
multi-object segmentation. While ideas may be applicable to more than one of these problem
categories, for simplicity we focus on the most relevant to us, which are those that address
the same problem definition as us: zero-shot, multiple-object, instance segmentation.
Zero-Shot Object Segmentation in Video. The zero-shot (also referred to as “un-
supervised") multi-object setting in video segmentation provides specific challenges. The
first is the selection of the right objects to track. While in one-shot (or “semi-supervised")
the relevant objects are given, in the zero-shot they need to be discovered. Research ef-
forts have taken a variety of approaches to address this issue, including the use of annotated
eye-tracking data [24] that contains information about the importance of objects, modelling
saliency [17] in the appearance, or learning attention [32]. The second is the tracking of
multiple instances of objects, where object identities are to be matched over time. While the
single-object segmentation problem can be solved with little or no temporal information [13],
matching objects across frames requires more sophisticated temporal modelling. Recent ef-
forts have leveraged recurrent networks [17, 22], graphs [23] or attention [28]. While these
efforts have yielded great progress in the benchmarks over the years, we may say that most
of the focus has been on enriching representations through elaborate models, keeping the
optimization process fixed, as supervised learning. Instead, our approach is to use a fairly
simple representation, and focus on the optimization.
Reinforcement Learning in Vision and Video. Reinforcement learning (RL) is con-
ventionally used for tackling sequential decision making problems such as robot control or
game-playing [14]. In recent years RL has increasingly been exploited in computer vision,
where sequential decision problems also arise. For example: deciding which sequence of
augmentation operators to apply in data augmentation pipelines [4], sequence of image pro-
cessing operators to apply in image restoration [29], or which sequence of words to predict
in image captioning [12]. Most related to our problem, RL has often been exploited in object
tracking [3, 30], where decisions about object locations and identities at time t obviously
affects the inference about these objects at time t+1. In the VOS problem, a related sequen-
tial decision-making problem arises as prior grouping decisions within a frame or at earlier
frames affect the labelling decision for the subsequent regions. However, very few studies
have attempted to apply RL to VOS. The main example thus far [6] essentially uses RL
to solve a single object semi-supervised bounding-box tracking problem and then performs
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conventional segmentation within the tracked bounding box. In contrast, our framework
performs multi-object VOS, directly optimised by RL. Please note that despite the simi-
lar name, [5] is completely unrelated as it uses a fixed segmentation module to improve
RL-game playing, rather than RL to improve segmentation. Besides enabling learning of
sequential decision policies RL also enables the optimization of non-differentiable rewards.
This has been exploited in other tasks such as captioning [12] (to optimize language metrics)
and tracking [3, 30] (to optimize IoU metrics). In this paper we exploit RL-based train-
ing to optimize such overlap-based metrics for video segmentation, rather than conventional
pixel-wise cross-entropy.
3 Method
Our overall goal is to process a sequence of video frames It with multiple moving objects,
and generate a sequence of segmentation tensors Mt that label each pixel with the consistent
instance identity. So that each moving object in the video is tracked by a tube in Mt . Our
framework generates object proposals and optical flow fields at every frame using off-the-
shelf methods. These are fed to our selection network, that rejects stationary proposals and
accepts moving proposals. Our assignment network then considers all proposals in one frame
given the previous frame’s segmentation, and makes a joint decision for how to group the
current frame’s proposals. Segmenting a video can thus be seen as a sequence of within-
frame and across-frame grouping decisions. As a sequential decision problem, we train our
model with reinforcement learning to optimise the total prediction-groundtruth overlap for
the whole video. We explain each of these components in the following sections.
3.1 Architecture
The architecture is summarized in Fig. 2. We process a sequence of images It . For each frame
t we generate an associated optical flow image (ut ,vt) along with a set of object proposals
{pi, fi,bi}t , each described by a mask pi, deep image feature fi and bounding box bi. As
output, we produce a segmentation tensor Mt at every frame that labels each pixel with a
persistent object ID or as background. For image size w×h and max number of objects Kmax
then Mt ∈ {1,0}w×h×Kmax . We can then project Mt to a 2D segmentation in {0, . . . ,Kmax}w×h.
Selection Network. We run an off-the-shelf category-agnostic proposal generator with
low threshold to ensure all objects are considered with low false-positive rate. Our selection
network then considers each proposal i in turn, and accepts it as moving, or rejects it as
stationary/background. It consists of a convolutional encoder module that inputs the depth
concatenated RGB image, flow image, and proposal mask. The flow images are cropped
to focus on the current region using its bounding box bi. After processing by the selection
encoder and pooling out spatial information, the appearance feature vector fi is fused before
further processing by a MLP to produce a single binary output. This setup enables the
selection network to detect moving foreground objects by performing spatial reasoning about
shape (from the proposal), motion (from flow) and appearance (RGB, deep feature), while
avoiding distraction (due to cropping).
Assignment Network. The goal of the assignment network is to take the sequence of
selected proposals pt = {pi,t} for each frame t and group them into a consistent set of objects
over time. If we denote the grouping label of proposal i as mi, then the goal at each frame
is to make a joint decision about p(Mt |pt , It ,ut ,vt , ft ,Mt−1) where ft contains the appearance
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<latexit sha1_base 64="PTBwwDV2tfCkZG+xeuA1w/0IbBU=">AA AB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0 GPRi8eK9gPaUDbbSbt0swm7G6GE/gQvHhTx 6i/y5r9x2+agrQ8GHu/NMDMvTAXXxvO+ndLa +sbmVnm7srO7t3/gHh61dJIphk2WiER1Qqp RcIlNw43ATqqQxqHAdji+nfntJ1SaJ/LRTFI MYjqUPOKMGis9RH3ed6tezZuDrBK/IFUo0O i7X71BwrIYpWGCat31vdQEOVWGM4HTSi/TmF I2pkPsWippjDrI56dOyZlVBiRKlC1pyFz9P ZHTWOtJHNrOmJqRXvZm4n9eNzPRdZBzmWYG JVssijJBTEJmf5MBV8iMmFhCmeL2VsJGVFFm bDoVG4K//PIqaV3UfK/m319W6zdFHGU4gVM 4Bx+uoA530IAmMBjCM7zCmyOcF+fd+Vi0lpx i5hj+wPn8AUUkjcY=</latexit><latexit sha1_base 64="PTBwwDV2tfCkZG+xeuA1w/0IbBU=">AA AB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0 GPRi8eK9gPaUDbbSbt0swm7G6GE/gQvHhTx 6i/y5r9x2+agrQ8GHu/NMDMvTAXXxvO+ndLa +sbmVnm7srO7t3/gHh61dJIphk2WiER1Qqp RcIlNw43ATqqQxqHAdji+nfntJ1SaJ/LRTFI MYjqUPOKMGis9RH3ed6tezZuDrBK/IFUo0O i7X71BwrIYpWGCat31vdQEOVWGM4HTSi/TmF I2pkPsWippjDrI56dOyZlVBiRKlC1pyFz9P ZHTWOtJHNrOmJqRXvZm4n9eNzPRdZBzmWYG JVssijJBTEJmf5MBV8iMmFhCmeL2VsJGVFFm bDoVG4K//PIqaV3UfK/m319W6zdFHGU4gVM 4Bx+uoA530IAmMBjCM7zCmyOcF+fd+Vi0lpx i5hj+wPn8AUUkjcY=</latexit><latexit sha1_base 64="PTBwwDV2tfCkZG+xeuA1w/0IbBU=">AA AB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0 GPRi8eK9gPaUDbbSbt0swm7G6GE/gQvHhTx 6i/y5r9x2+agrQ8GHu/NMDMvTAXXxvO+ndLa +sbmVnm7srO7t3/gHh61dJIphk2WiER1Qqp RcIlNw43ATqqQxqHAdji+nfntJ1SaJ/LRTFI MYjqUPOKMGis9RH3ed6tezZuDrBK/IFUo0O i7X71BwrIYpWGCat31vdQEOVWGM4HTSi/TmF I2pkPsWippjDrI56dOyZlVBiRKlC1pyFz9P ZHTWOtJHNrOmJqRXvZm4n9eNzPRdZBzmWYG JVssijJBTEJmf5MBV8iMmFhCmeL2VsJGVFFm bDoVG4K//PIqaV3UfK/m319W6zdFHGU4gVM 4Bx+uoA530IAmMBjCM7zCmyOcF+fd+Vi0lpx i5hj+wPn8AUUkjcY=</latexit><latexit sha1_base 64="PTBwwDV2tfCkZG+xeuA1w/0IbBU=">AA AB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0 GPRi8eK9gPaUDbbSbt0swm7G6GE/gQvHhTx 6i/y5r9x2+agrQ8GHu/NMDMvTAXXxvO+ndLa +sbmVnm7srO7t3/gHh61dJIphk2WiER1Qqp RcIlNw43ATqqQxqHAdji+nfntJ1SaJ/LRTFI MYjqUPOKMGis9RH3ed6tezZuDrBK/IFUo0O i7X71BwrIYpWGCat31vdQEOVWGM4HTSi/TmF I2pkPsWippjDrI56dOyZlVBiRKlC1pyFz9P ZHTWOtJHNrOmJqRXvZm4n9eNzPRdZBzmWYG JVssijJBTEJmf5MBV8iMmFhCmeL2VsJGVFFm bDoVG4K//PIqaV3UfK/m319W6zdFHGU4gVM 4Bx+uoA530IAmMBjCM7zCmyOcF+fd+Vi0lpx i5hj+wPn8AUUkjcY=</latexit>
I
<late xit sha1_ base64="n RAJNhMEY HCrj/BVl5 Oh8TzR1B0 =">AAAB6H icbVBNS8N AEJ3Ur1q/ qh69LBbBU 0lE0GPRi 95asB/Qhr LZTtq1m03 Y3Qgl9Bd4 8aCIV3+SN /+N2zYHbX 0w8Hhvhpl 5QSK4Nq7 77RTW1jc2 t4rbpZ3dv f2D8uFRS8 epYthksYh VJ6AaBZfY NNwI7CQKa RQIbAfj2 5nffkKleS wfzCRBP6J DyUPOqLFS 475frrhVd w6ySrycVC BHvV/+6g1 ilkYoDRN U667nJsbP qDKcCZyWe qnGhLIxHW LXUkkj1H4 2P3RKzqwy IGGsbElD5 urviYxGW k+iwHZG1I z0sjcT//O 6qQmv/YzL JDUo2WJRm ApiYjL7mg y4QmbExBL KFLe3Eja iijJjsynZ ELzll1dJ6 6LquVWvcV mp3eRxFOE ETuEcPLiC GtxBHZrAA OEZXuHNe XRenHfnY9 FacPKZY/g D5/MHnv2M zQ==</lat exit><late xit sha1_ base64="n RAJNhMEY HCrj/BVl5 Oh8TzR1B0 =">AAAB6H icbVBNS8N AEJ3Ur1q/ qh69LBbBU 0lE0GPRi 95asB/Qhr LZTtq1m03 Y3Qgl9Bd4 8aCIV3+SN /+N2zYHbX 0w8Hhvhpl 5QSK4Nq7 77RTW1jc2 t4rbpZ3dv f2D8uFRS8 epYthksYh VJ6AaBZfY NNwI7CQKa RQIbAfj2 5nffkKleS wfzCRBP6J DyUPOqLFS 475frrhVd w6ySrycVC BHvV/+6g1 ilkYoDRN U667nJsbP qDKcCZyWe qnGhLIxHW LXUkkj1H4 2P3RKzqwy IGGsbElD5 urviYxGW k+iwHZG1I z0sjcT//O 6qQmv/YzL JDUo2WJRm ApiYjL7mg y4QmbExBL KFLe3Eja iijJjsynZ ELzll1dJ6 6LquVWvcV mp3eRxFOE ETuEcPLiC GtxBHZrAA OEZXuHNe XRenHfnY9 FacPKZY/g D5/MHnv2M zQ==</lat exit><late xit sha1_ base64="n RAJNhMEY HCrj/BVl5 Oh8TzR1B0 =">AAAB6H icbVBNS8N AEJ3Ur1q/ qh69LBbBU 0lE0GPRi 95asB/Qhr LZTtq1m03 Y3Qgl9Bd4 8aCIV3+SN /+N2zYHbX 0w8Hhvhpl 5QSK4Nq7 77RTW1jc2 t4rbpZ3dv f2D8uFRS8 epYthksYh VJ6AaBZfY NNwI7CQKa RQIbAfj2 5nffkKleS wfzCRBP6J DyUPOqLFS 475frrhVd w6ySrycVC BHvV/+6g1 ilkYoDRN U667nJsbP qDKcCZyWe qnGhLIxHW LXUkkj1H4 2P3RKzqwy IGGsbElD5 urviYxGW k+iwHZG1I z0sjcT//O 6qQmv/YzL JDUo2WJRm ApiYjL7mg y4QmbExBL KFLe3Eja iijJjsynZ ELzll1dJ6 6LquVWvcV mp3eRxFOE ETuEcPLiC GtxBHZrAA OEZXuHNe XRenHfnY9 FacPKZY/g D5/MHnv2M zQ==</lat exit><late xit sha1_ base64="n RAJNhMEY HCrj/BVl5 Oh8TzR1B0 =">AAAB6H icbVBNS8N AEJ3Ur1q/ qh69LBbBU 0lE0GPRi 95asB/Qhr LZTtq1m03 Y3Qgl9Bd4 8aCIV3+SN /+N2zYHbX 0w8Hhvhpl 5QSK4Nq7 77RTW1jc2 t4rbpZ3dv f2D8uFRS8 epYthksYh VJ6AaBZfY NNwI7CQKa RQIbAfj2 5nffkKleS wfzCRBP6J DyUPOqLFS 475frrhVd w6ySrycVC BHvV/+6g1 ilkYoDRN U667nJsbP qDKcCZyWe qnGhLIxHW LXUkkj1H4 2P3RKzqwy IGGsbElD5 urviYxGW k+iwHZG1I z0sjcT//O 6qQmv/YzL JDUo2WJRm ApiYjL7mg y4QmbExBL KFLe3Eja iijJjsynZ ELzll1dJ6 6LquVWvcV mp3eRxFOE ETuEcPLiC GtxBHZrAA OEZXuHNe XRenHfnY9 FacPKZY/g D5/MHnv2M zQ==</lat exit>
{0, 1}
<latexit sha1_base64="JfCP5ydONHjnMOWIuujRi/DksWQ=">AAAB7nic bVBNS8NAEJ3Ur1q/qh69LBbBg5REBD0WvXisYD+gCWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzwlQKg6777ZTW1jc2t8rblZ3dvf2D6uFR 2ySZZrzFEpnobkgNl0LxFgqUvJtqTuNQ8k44vpv5nSeujUjUI05SHsR0qEQkGEUrdfzcvfD8ab9ac+vuHGSVeAWpQYFmv/rlDxKWxVwhk9SYnuemGORUo2C STyt+ZnhK2ZgOec9SRWNugnx+7pScWWVAokTbUkjm6u+JnMbGTOLQdsYUR2bZm4n/eb0Mo5sgFyrNkCu2WBRlkmBCZr+TgdCcoZxYQpkW9lbCRlRThjahig 3BW355lbQv655b9x6uao3bIo4ynMApnIMH19CAe2hCCxiM4Rle4c1JnRfn3flYtJacYuYY/sD5/AF5EI79</latexit><latexit sha1_base64="JfCP5ydONHjnMOWIuujRi/DksWQ=">AAAB7nic bVBNS8NAEJ3Ur1q/qh69LBbBg5REBD0WvXisYD+gCWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzwlQKg6777ZTW1jc2t8rblZ3dvf2D6uFR 2ySZZrzFEpnobkgNl0LxFgqUvJtqTuNQ8k44vpv5nSeujUjUI05SHsR0qEQkGEUrdfzcvfD8ab9ac+vuHGSVeAWpQYFmv/rlDxKWxVwhk9SYnuemGORUo2C STyt+ZnhK2ZgOec9SRWNugnx+7pScWWVAokTbUkjm6u+JnMbGTOLQdsYUR2bZm4n/eb0Mo5sgFyrNkCu2WBRlkmBCZr+TgdCcoZxYQpkW9lbCRlRThjahig 3BW355lbQv655b9x6uao3bIo4ynMApnIMH19CAe2hCCxiM4Rle4c1JnRfn3flYtJacYuYY/sD5/AF5EI79</latexit><latexit sha1_base64="JfCP5ydONHjnMOWIuujRi/DksWQ=">AAAB7nic bVBNS8NAEJ3Ur1q/qh69LBbBg5REBD0WvXisYD+gCWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzwlQKg6777ZTW1jc2t8rblZ3dvf2D6uFR 2ySZZrzFEpnobkgNl0LxFgqUvJtqTuNQ8k44vpv5nSeujUjUI05SHsR0qEQkGEUrdfzcvfD8ab9ac+vuHGSVeAWpQYFmv/rlDxKWxVwhk9SYnuemGORUo2C STyt+ZnhK2ZgOec9SRWNugnx+7pScWWVAokTbUkjm6u+JnMbGTOLQdsYUR2bZm4n/eb0Mo5sgFyrNkCu2WBRlkmBCZr+TgdCcoZxYQpkW9lbCRlRThjahig 3BW355lbQv655b9x6uao3bIo4ynMApnIMH19CAe2hCCxiM4Rle4c1JnRfn3flYtJacYuYY/sD5/AF5EI79</latexit><latexit sha1_base64="JfCP5ydONHjnMOWIuujRi/DksWQ=">AAAB7nic bVBNS8NAEJ3Ur1q/qh69LBbBg5REBD0WvXisYD+gCWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzwlQKg6777ZTW1jc2t8rblZ3dvf2D6uFR 2ySZZrzFEpnobkgNl0LxFgqUvJtqTuNQ8k44vpv5nSeujUjUI05SHsR0qEQkGEUrdfzcvfD8ab9ac+vuHGSVeAWpQYFmv/rlDxKWxVwhk9SYnuemGORUo2C STyt+ZnhK2ZgOec9SRWNugnx+7pScWWVAokTbUkjm6u+JnMbGTOLQdsYUR2bZm4n/eb0Mo5sgFyrNkCu2WBRlkmBCZr+TgdCcoZxYQpkW9lbCRlRThjahig 3BW355lbQv655b9x6uao3bIo4ynMApnIMH19CAe2hCCxiM4Rle4c1JnRfn3flYtJacYuYY/sD5/AF5EI79</latexit>
Is object i 
moving with 
objects 1..m?
M
LP
fi
<latexit sha1_base64="PTBwwDV2tfCkZG+xeuA1w/0IbBU=">AAAB6nicbVBNS8NAEJ3 Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbSbt0swm7G6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTAXXxvO+ndLa+sbmVnm7srO7t3/gHh61dJIphk2WiER1QqpRcIlNw43ATqqQxqHAd ji+nfntJ1SaJ/LRTFIMYjqUPOKMGis9RH3ed6tezZuDrBK/IFUo0Oi7X71BwrIYpWGCat31vdQEOVWGM4HTSi/TmFI2pkPsWippjDrI56dOyZlVBiRKlC1pyFz9PZHTWOtJHNrOmJqRXvZ m4n9eNzPRdZBzmWYGJVssijJBTEJmf5MBV8iMmFhCmeL2VsJGVFFmbDoVG4K//PIqaV3UfK/m319W6zdFHGU4gVM4Bx+uoA530IAmMBjCM7zCmyOcF+fd+Vi0lpxi5hj+wPn8AUUkjcY= </latexit><latexit sha1_base64="PTBwwDV2tfCkZG+xeuA1w/0IbBU=">AAAB6nicbVBNS8NAEJ3 Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbSbt0swm7G6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTAXXxvO+ndLa+sbmVnm7srO7t3/gHh61dJIphk2WiER1QqpRcIlNw43ATqqQxqHAd ji+nfntJ1SaJ/LRTFIMYjqUPOKMGis9RH3ed6tezZuDrBK/IFUo0Oi7X71BwrIYpWGCat31vdQEOVWGM4HTSi/TmFI2pkPsWippjDrI56dOyZlVBiRKlC1pyFz9PZHTWOtJHNrOmJqRXvZ m4n9eNzPRdZBzmWYGJVssijJBTEJmf5MBV8iMmFhCmeL2VsJGVFFmbDoVG4K//PIqaV3UfK/m319W6zdFHGU4gVM4Bx+uoA530IAmMBjCM7zCmyOcF+fd+Vi0lpxi5hj+wPn8AUUkjcY= </latexit><latexit sha1_base64="PTBwwDV2tfCkZG+xeuA1w/0IbBU=">AAAB6nicbVBNS8NAEJ3 Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbSbt0swm7G6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTAXXxvO+ndLa+sbmVnm7srO7t3/gHh61dJIphk2WiER1QqpRcIlNw43ATqqQxqHAd ji+nfntJ1SaJ/LRTFIMYjqUPOKMGis9RH3ed6tezZuDrBK/IFUo0Oi7X71BwrIYpWGCat31vdQEOVWGM4HTSi/TmFI2pkPsWippjDrI56dOyZlVBiRKlC1pyFz9PZHTWOtJHNrOmJqRXvZ m4n9eNzPRdZBzmWYGJVssijJBTEJmf5MBV8iMmFhCmeL2VsJGVFFmbDoVG4K//PIqaV3UfK/m319W6zdFHGU4gVM4Bx+uoA530IAmMBjCM7zCmyOcF+fd+Vi0lpxi5hj+wPn8AUUkjcY= </latexit><latexit sha1_base64="PTBwwDV2tfCkZG+xeuA1w/0IbBU=">AAAB6nicbVBNS8NAEJ3 Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbSbt0swm7G6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTAXXxvO+ndLa+sbmVnm7srO7t3/gHh61dJIphk2WiER1QqpRcIlNw43ATqqQxqHAd ji+nfntJ1SaJ/LRTFIMYjqUPOKMGis9RH3ed6tezZuDrBK/IFUo0Oi7X71BwrIYpWGCat31vdQEOVWGM4HTSi/TmFI2pkPsWippjDrI56dOyZlVBiRKlC1pyFz9PZHTWOtJHNrOmJqRXvZ m4n9eNzPRdZBzmWYGJVssijJBTEJmf5MBV8iMmFhCmeL2VsJGVFFmbDoVG4K//PIqaV3UfK/m319W6zdFHGU4gVM4Bx+uoA530IAmMBjCM7zCmyOcF+fd+Vi0lpxi5hj+wPn8AUUkjcY= </latexit>
En
co
de
r
pi
<latexit sha1_base64="JL3Wpb1QX8jd/m qnwR2ah6rFk6A=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbTbt 0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw6HnfTmltfWNzq7xd2dnd2z9wD4 9aJsk0402WyER3Qmq4FIo3UaDknVRzGoeSt8Px7cxvP3FtRKIecZLyIKZDJSLBKFrpIe2L vlv1at4cZJX4BalCgUbf/eoNEpbFXCGT1Jiu76UY5FSjYJJPK73M8JSyMR3yrqWKxtwE+fz UKTmzyoBEibalkMzV3xM5jY2ZxKHtjCmOzLI3E//zuhlG10EuVJohV2yxKMokwYTM/iYDoT lDObGEMi3srYSNqKYMbToVG4K//PIqaV3UfK/m319W6zdFHGU4gVM4Bx+uoA530IAmMBjCM 7zCmyOdF+fd+Vi0lpxi5hj+wPn8AVRgjdA=</latexit><latexit sha1_base64="JL3Wpb1QX8jd/m qnwR2ah6rFk6A=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbTbt 0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw6HnfTmltfWNzq7xd2dnd2z9wD4 9aJsk0402WyER3Qmq4FIo3UaDknVRzGoeSt8Px7cxvP3FtRKIecZLyIKZDJSLBKFrpIe2L vlv1at4cZJX4BalCgUbf/eoNEpbFXCGT1Jiu76UY5FSjYJJPK73M8JSyMR3yrqWKxtwE+fz UKTmzyoBEibalkMzV3xM5jY2ZxKHtjCmOzLI3E//zuhlG10EuVJohV2yxKMokwYTM/iYDoT lDObGEMi3srYSNqKYMbToVG4K//PIqaV3UfK/m319W6zdFHGU4gVM4Bx+uoA530IAmMBjCM 7zCmyOdF+fd+Vi0lpxi5hj+wPn8AVRgjdA=</latexit><latexit sha1_base64="JL3Wpb1QX8jd/m qnwR2ah6rFk6A=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbTbt 0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw6HnfTmltfWNzq7xd2dnd2z9wD4 9aJsk0402WyER3Qmq4FIo3UaDknVRzGoeSt8Px7cxvP3FtRKIecZLyIKZDJSLBKFrpIe2L vlv1at4cZJX4BalCgUbf/eoNEpbFXCGT1Jiu76UY5FSjYJJPK73M8JSyMR3yrqWKxtwE+fz UKTmzyoBEibalkMzV3xM5jY2ZxKHtjCmOzLI3E//zuhlG10EuVJohV2yxKMokwYTM/iYDoT lDObGEMi3srYSNqKYMbToVG4K//PIqaV3UfK/m319W6zdFHGU4gVM4Bx+uoA530IAmMBjCM 7zCmyOdF+fd+Vi0lpxi5hj+wPn8AVRgjdA=</latexit><latexit sha1_base64="JL3Wpb1QX8jd/m qnwR2ah6rFk6A=">AAAB6nicbVBNS8NAEJ3Ur1q/oh69LBbBU0lE0GPRi8eK9gPaUDbbTbt 0swm7E6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvTKUw6HnfTmltfWNzq7xd2dnd2z9wD4 9aJsk0402WyER3Qmq4FIo3UaDknVRzGoeSt8Px7cxvP3FtRKIecZLyIKZDJSLBKFrpIe2L vlv1at4cZJX4BalCgUbf/eoNEpbFXCGT1Jiu76UY5FSjYJJPK73M8JSyMR3yrqWKxtwE+fz UKTmzyoBEibalkMzV3xM5jY2ZxKHtjCmOzLI3E//zuhlG10EuVJohV2yxKMokwYTM/iYDoT lDObGEMi3srYSNqKYMbToVG4K//PIqaV3UfK/m319W6zdFHGU4gVM4Bx+uoA530IAmMBjCM 7zCmyOdF+fd+Vi0lpxi5hj+wPn8AVRgjdA=</latexit>
u
<latexit sha1_base64="HdrHs+9WrEY+c6 wp70bq3BGtMmw=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48t2A9oQ9lsJ+3 azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+f ikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipmQ7K FbfqLkDWiZeTCuRoDMpf/WHM0gilYYJq3fPcxPgZVYYzgbNSP9WYUDahI+xZKmmE2s8Wh87 IhVWGJIyVLWnIQv09kdFI62kU2M6ImrFe9ebif14vNeGNn3GZpAYlWy4KU0FMTOZfkyFXyI yYWkKZ4vZWwsZUUWZsNiUbgrf68jppX1U9t+o1ryv12zyOIpzBOVyCBzWowz00oAUMEJ7hF d6cR+fFeXc+lq0FJ585hT9wPn8A4a2M+Q==</latexit><latexit sha1_base64="HdrHs+9WrEY+c6 wp70bq3BGtMmw=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48t2A9oQ9lsJ+3 azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+f ikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipmQ7K FbfqLkDWiZeTCuRoDMpf/WHM0gilYYJq3fPcxPgZVYYzgbNSP9WYUDahI+xZKmmE2s8Wh87 IhVWGJIyVLWnIQv09kdFI62kU2M6ImrFe9ebif14vNeGNn3GZpAYlWy4KU0FMTOZfkyFXyI yYWkKZ4vZWwsZUUWZsNiUbgrf68jppX1U9t+o1ryv12zyOIpzBOVyCBzWowz00oAUMEJ7hF d6cR+fFeXc+lq0FJ585hT9wPn8A4a2M+Q==</latexit><latexit sha1_base64="HdrHs+9WrEY+c6 wp70bq3BGtMmw=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48t2A9oQ9lsJ+3 azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+f ikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipmQ7K FbfqLkDWiZeTCuRoDMpf/WHM0gilYYJq3fPcxPgZVYYzgbNSP9WYUDahI+xZKmmE2s8Wh87 IhVWGJIyVLWnIQv09kdFI62kU2M6ImrFe9ebif14vNeGNn3GZpAYlWy4KU0FMTOZfkyFXyI yYWkKZ4vZWwsZUUWZsNiUbgrf68jppX1U9t+o1ryv12zyOIpzBOVyCBzWowz00oAUMEJ7hF d6cR+fFeXc+lq0FJ585hT9wPn8A4a2M+Q==</latexit><latexit sha1_base64="HdrHs+9WrEY+c6 wp70bq3BGtMmw=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lEqMeiF48t2A9oQ9lsJ+3 azSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+f ikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ3dzvPKHSPJYPZpqgH9GR5CFn1FipmQ7K FbfqLkDWiZeTCuRoDMpf/WHM0gilYYJq3fPcxPgZVYYzgbNSP9WYUDahI+xZKmmE2s8Wh87 IhVWGJIyVLWnIQv09kdFI62kU2M6ImrFe9ebif14vNeGNn3GZpAYlWy4KU0FMTOZfkyFXyI yYWkKZ4vZWwsZUUWZsNiUbgrf68jppX1U9t+o1ryv12zyOIpzBOVyCBzWowz00oAUMEJ7hF d6cR+fFeXc+lq0FJ585hT9wPn8A4a2M+Q==</latexit>
v
<latexit sha1_base64="Y1VFGg6QQHrr// k/0PvW2lPMVyo=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cW7Ae0oWy2k3b tZhN2N4US+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+f ikpeNUMWyyWMSqE1CNgktsGm4EdhKFNAoEtoPx/dxvT1BpHstHM03Qj+hQ8pAzaqzUmPTL FbfqLkDWiZeTCuSo98tfvUHM0gilYYJq3fXcxPgZVYYzgbNSL9WYUDamQ+xaKmmE2s8Wh87 IhVUGJIyVLWnIQv09kdFI62kU2M6ImpFe9ebif143NeGtn3GZpAYlWy4KU0FMTOZfkwFXyI yYWkKZ4vZWwkZUUWZsNiUbgrf68jppXVU9t+o1riu1uzyOIpzBOVyCBzdQgweoQxMYIDzDK 7w5T86L8+58LFsLTj5zCn/gfP4A4zGM+g==</latexit><latexit sha1_base64="Y1VFGg6QQHrr// k/0PvW2lPMVyo=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cW7Ae0oWy2k3b tZhN2N4US+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+f ikpeNUMWyyWMSqE1CNgktsGm4EdhKFNAoEtoPx/dxvT1BpHstHM03Qj+hQ8pAzaqzUmPTL FbfqLkDWiZeTCuSo98tfvUHM0gilYYJq3fXcxPgZVYYzgbNSL9WYUDamQ+xaKmmE2s8Wh87 IhVUGJIyVLWnIQv09kdFI62kU2M6ImpFe9ebif143NeGtn3GZpAYlWy4KU0FMTOZfkwFXyI yYWkKZ4vZWwkZUUWZsNiUbgrf68jppXVU9t+o1riu1uzyOIpzBOVyCBzdQgweoQxMYIDzDK 7w5T86L8+58LFsLTj5zCn/gfP4A4zGM+g==</latexit><latexit sha1_base64="Y1VFGg6QQHrr// k/0PvW2lPMVyo=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cW7Ae0oWy2k3b tZhN2N4US+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+f ikpeNUMWyyWMSqE1CNgktsGm4EdhKFNAoEtoPx/dxvT1BpHstHM03Qj+hQ8pAzaqzUmPTL FbfqLkDWiZeTCuSo98tfvUHM0gilYYJq3fXcxPgZVYYzgbNSL9WYUDamQ+xaKmmE2s8Wh87 IhVUGJIyVLWnIQv09kdFI62kU2M6ImpFe9ebif143NeGtn3GZpAYlWy4KU0FMTOZfkwFXyI yYWkKZ4vZWwkZUUWZsNiUbgrf68jppXVU9t+o1riu1uzyOIpzBOVyCBzdQgweoQxMYIDzDK 7w5T86L8+58LFsLTj5zCn/gfP4A4zGM+g==</latexit><latexit sha1_base64="Y1VFGg6QQHrr// k/0PvW2lPMVyo=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi8cW7Ae0oWy2k3b tZhN2N4US+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+f ikpeNUMWyyWMSqE1CNgktsGm4EdhKFNAoEtoPx/dxvT1BpHstHM03Qj+hQ8pAzaqzUmPTL FbfqLkDWiZeTCuSo98tfvUHM0gilYYJq3fXcxPgZVYYzgbNSL9WYUDamQ+xaKmmE2s8Wh87 IhVUGJIyVLWnIQv09kdFI62kU2M6ImpFe9ebif143NeGtn3GZpAYlWy4KU0FMTOZfkwFXyI yYWkKZ4vZWwkZUUWZsNiUbgrf68jppXVU9t+o1riu1uzyOIpzBOVyCBzdQgweoQxMYIDzDK 7w5T86L8+58LFsLTj5zCn/gfP4A4zGM+g==</latexit>
I
<latexit sha1_base64="nRAJNhMEYHCrj/ BVl5Oh8TzR1B0=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi95asB/QhrLZTtq 1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8u FRS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfj25nffkKleSwfzCRBP6JDyUPOqLFS475f rrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3R KzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4Qm bExBLKFLe3EjaiijJjsynZELzll1dJ66LquVWvcVmp3eRxFOEETuEcPLiCGtxBHZrAAOEZX uHNeXRenHfnY9FacPKZY/gD5/MHnv2MzQ==</latexit><latexit sha1_base64="nRAJNhMEYHCrj/ BVl5Oh8TzR1B0=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi95asB/QhrLZTtq 1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8u FRS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfj25nffkKleSwfzCRBP6JDyUPOqLFS475f rrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3R KzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4Qm bExBLKFLe3EjaiijJjsynZELzll1dJ66LquVWvcVmp3eRxFOEETuEcPLiCGtxBHZrAAOEZX uHNeXRenHfnY9FacPKZY/gD5/MHnv2MzQ==</latexit><latexit sha1_base64="nRAJNhMEYHCrj/ BVl5Oh8TzR1B0=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi95asB/QhrLZTtq 1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8u FRS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfj25nffkKleSwfzCRBP6JDyUPOqLFS475f rrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3R KzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4Qm bExBLKFLe3EjaiijJjsynZELzll1dJ66LquVWvcVmp3eRxFOEETuEcPLiCGtxBHZrAAOEZX uHNeXRenHfnY9FacPKZY/gD5/MHnv2MzQ==</latexit><latexit sha1_base64="nRAJNhMEYHCrj/ BVl5Oh8TzR1B0=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE0GPRi95asB/QhrLZTtq 1m03Y3Qgl9Bd48aCIV3+SN/+N2zYHbX0w8Hhvhpl5QSK4Nq777RTW1jc2t4rbpZ3dvf2D8u FRS8epYthksYhVJ6AaBZfYNNwI7CQKaRQIbAfj25nffkKleSwfzCRBP6JDyUPOqLFS475f rrhVdw6ySrycVCBHvV/+6g1ilkYoDRNU667nJsbPqDKcCZyWeqnGhLIxHWLXUkkj1H42P3R KzqwyIGGsbElD5urviYxGWk+iwHZG1Iz0sjcT//O6qQmv/YzLJDUo2WJRmApiYjL7mgy4Qm bExBLKFLe3EjaiijJjsynZELzll1dJ66LquVWvcVmp3eRxFOEETuEcPLiCGtxBHZrAAOEZX uHNeXRenHfnY9FacPKZY/gD5/MHnv2MzQ==</latexit> Mt 1
<latexit sha1_base64="ne7potaNNGgBUg rWB01rtK73riw=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBiyWRgh6LXrwIFewHtKFstpt 26WYTdidCCf0RXjwo4tXf481/47bNQVsfDDzem2FmXpBIYdB1v53C2vrG5lZxu7Szu7d/UD 48apk41Yw3WSxj3Qmo4VIo3kSBkncSzWkUSN4Oxrczv/3EtRGxesRJwv2IDpUIBaNopfZ9 P8MLb9ovV9yqOwdZJV5OKpCj0S9/9QYxSyOukElqTNdzE/QzqlEwyaelXmp4QtmYDnnXUkU jbvxsfu6UnFllQMJY21JI5urviYxGxkyiwHZGFEdm2ZuJ/3ndFMNrPxMqSZErtlgUppJgTG a/k4HQnKGcWEKZFvZWwkZUU4Y2oZINwVt+eZW0LqueW/UeapX6TR5HEU7gFM7Bgyuowx00o AkMxvAMr/DmJM6L8+58LFoLTj5zDH/gfP4A0F+PNg==</latexit><latexit sha1_base64="ne7potaNNGgBUg rWB01rtK73riw=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBiyWRgh6LXrwIFewHtKFstpt 26WYTdidCCf0RXjwo4tXf481/47bNQVsfDDzem2FmXpBIYdB1v53C2vrG5lZxu7Szu7d/UD 48apk41Yw3WSxj3Qmo4VIo3kSBkncSzWkUSN4Oxrczv/3EtRGxesRJwv2IDpUIBaNopfZ9 P8MLb9ovV9yqOwdZJV5OKpCj0S9/9QYxSyOukElqTNdzE/QzqlEwyaelXmp4QtmYDnnXUkU jbvxsfu6UnFllQMJY21JI5urviYxGxkyiwHZGFEdm2ZuJ/3ndFMNrPxMqSZErtlgUppJgTG a/k4HQnKGcWEKZFvZWwkZUU4Y2oZINwVt+eZW0LqueW/UeapX6TR5HEU7gFM7Bgyuowx00o AkMxvAMr/DmJM6L8+58LFoLTj5zDH/gfP4A0F+PNg==</latexit><latexit sha1_base64="ne7potaNNGgBUg rWB01rtK73riw=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBiyWRgh6LXrwIFewHtKFstpt 26WYTdidCCf0RXjwo4tXf481/47bNQVsfDDzem2FmXpBIYdB1v53C2vrG5lZxu7Szu7d/UD 48apk41Yw3WSxj3Qmo4VIo3kSBkncSzWkUSN4Oxrczv/3EtRGxesRJwv2IDpUIBaNopfZ9 P8MLb9ovV9yqOwdZJV5OKpCj0S9/9QYxSyOukElqTNdzE/QzqlEwyaelXmp4QtmYDnnXUkU jbvxsfu6UnFllQMJY21JI5urviYxGxkyiwHZGFEdm2ZuJ/3ndFMNrPxMqSZErtlgUppJgTG a/k4HQnKGcWEKZFvZWwkZUU4Y2oZINwVt+eZW0LqueW/UeapX6TR5HEU7gFM7Bgyuowx00o AkMxvAMr/DmJM6L8+58LFoLTj5zDH/gfP4A0F+PNg==</latexit><latexit sha1_base64="ne7potaNNGgBUg rWB01rtK73riw=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69LBbBiyWRgh6LXrwIFewHtKFstpt 26WYTdidCCf0RXjwo4tXf481/47bNQVsfDDzem2FmXpBIYdB1v53C2vrG5lZxu7Szu7d/UD 48apk41Yw3WSxj3Qmo4VIo3kSBkncSzWkUSN4Oxrczv/3EtRGxesRJwv2IDpUIBaNopfZ9 P8MLb9ovV9yqOwdZJV5OKpCj0S9/9QYxSyOukElqTNdzE/QzqlEwyaelXmp4QtmYDnnXUkU jbvxsfu6UnFllQMJY21JI5urviYxGxkyiwHZGFEdm2ZuJ/3ndFMNrPxMqSZErtlgUppJgTG a/k4HQnKGcWEKZFvZWwkZUU4Y2oZINwVt+eZW0LqueW/UeapX6TR5HEU7gFM7Bgyuowx00o AkMxvAMr/DmJM6L8+58LFoLTj5zDH/gfP4A0F+PNg==</latexit>
Mt
<latexit sha1_base64="bHz3gsFj9qncjbS+f4P5und0KO8=">AAAB7HicbVBNS8NAEJ3 Ur1q/qh69LBbBU0lE0GPRixehgmkLbSib7aZdutmE3YlQQn+DFw+KePUHefPfuG1z0NYHA4/3ZpiZF6ZSGHTdb6e0tr6xuVXeruzs7u0fVA+PWibJNOM+S2SiOyE1XArFfRQoeSfVnMah5 O1wfDvz209cG5GoR5ykPIjpUIlIMIpW8u/7OU771Zpbd+cgq8QrSA0KNPvVr94gYVnMFTJJjel6bopBTjUKJvm00ssMTykb0yHvWqpozE2Qz4+dkjOrDEiUaFsKyVz9PZHT2JhJHNrOmOL ILHsz8T+vm2F0HeRCpRlyxRaLokwSTMjsczIQmjOUE0so08LeStiIasrQ5lOxIXjLL6+S1kXdc+vew2WtcVPEUYYTOIVz8OAKGnAHTfCBgYBneIU3RzkvzrvzsWgtOcXMMfyB8/kD9D2O xA==</latexit><latexit sha1_base64="bHz3gsFj9qncjbS+f4P5und0KO8=">AAAB7HicbVBNS8NAEJ3 Ur1q/qh69LBbBU0lE0GPRixehgmkLbSib7aZdutmE3YlQQn+DFw+KePUHefPfuG1z0NYHA4/3ZpiZF6ZSGHTdb6e0tr6xuVXeruzs7u0fVA+PWibJNOM+S2SiOyE1XArFfRQoeSfVnMah5 O1wfDvz209cG5GoR5ykPIjpUIlIMIpW8u/7OU771Zpbd+cgq8QrSA0KNPvVr94gYVnMFTJJjel6bopBTjUKJvm00ssMTykb0yHvWqpozE2Qz4+dkjOrDEiUaFsKyVz9PZHT2JhJHNrOmOL ILHsz8T+vm2F0HeRCpRlyxRaLokwSTMjsczIQmjOUE0so08LeStiIasrQ5lOxIXjLL6+S1kXdc+vew2WtcVPEUYYTOIVz8OAKGnAHTfCBgYBneIU3RzkvzrvzsWgtOcXMMfyB8/kD9D2O xA==</latexit><latexit sha1_base64="bHz3gsFj9qncjbS+f4P5und0KO8=">AAAB7HicbVBNS8NAEJ3 Ur1q/qh69LBbBU0lE0GPRixehgmkLbSib7aZdutmE3YlQQn+DFw+KePUHefPfuG1z0NYHA4/3ZpiZF6ZSGHTdb6e0tr6xuVXeruzs7u0fVA+PWibJNOM+S2SiOyE1XArFfRQoeSfVnMah5 O1wfDvz209cG5GoR5ykPIjpUIlIMIpW8u/7OU771Zpbd+cgq8QrSA0KNPvVr94gYVnMFTJJjel6bopBTjUKJvm00ssMTykb0yHvWqpozE2Qz4+dkjOrDEiUaFsKyVz9PZHT2JhJHNrOmOL ILHsz8T+vm2F0HeRCpRlyxRaLokwSTMjsczIQmjOUE0so08LeStiIasrQ5lOxIXjLL6+S1kXdc+vew2WtcVPEUYYTOIVz8OAKGnAHTfCBgYBneIU3RzkvzrvzsWgtOcXMMfyB8/kD9D2O xA==</latexit><latexit sha1_base64="bHz3gsFj9qncjbS+f4P5und0KO8=">AAAB7HicbVBNS8NAEJ3 Ur1q/qh69LBbBU0lE0GPRixehgmkLbSib7aZdutmE3YlQQn+DFw+KePUHefPfuG1z0NYHA4/3ZpiZF6ZSGHTdb6e0tr6xuVXeruzs7u0fVA+PWibJNOM+S2SiOyE1XArFfRQoeSfVnMah5 O1wfDvz209cG5GoR5ykPIjpUIlIMIpW8u/7OU771Zpbd+cgq8QrSA0KNPvVr94gYVnMFTJJjel6bopBTjUKJvm00ssMTykb0yHvWqpozE2Qz4+dkjOrDEiUaFsKyVz9PZHT2JhJHNrOmOL ILHsz8T+vm2F0HeRCpRlyxRaLokwSTMjsczIQmjOUE0so08LeStiIasrQ5lOxIXjLL6+S1kXdc+vew2WtcVPEUYYTOIVz8OAKGnAHTfCBgYBneIU3RzkvzrvzsWgtOcXMMfyB8/kD9D2O xA==</latexit>
Assignment Network
kMk+ 1
<latexit sha1_base64="K2FXcO5YdXB/fuz2qoq3VZpLHpQ=">AAAB+3icbZBNS8NAEIYnftb6FevRy2IRBKEkIuix6MWLUMF+QBPKZjttl242YXcjltC/4sWDIl79I978NyZtDtr6wsLDOzPM7BvEgmv jON/Wyura+sZmaau8vbO7t28fVFo6ShTDJotEpDoB1Si4xKbhRmAnVkjDQGA7GN/k9fYjKs0j+WAmMfohHUo+4IyazOrZFU+0UBlyRzyVw5lb7tlVp+bMRJbBLaAKhRo9+8vrRywJURomqNZd14mNn1JlOBM4LXuJxpiyMR1iN0NJQ9R+Ort9Sk4yp08GkcqeNGTm/p5Iaaj1JAyyzpCakV6s5eZ/tW5iBld+ymWcGJRsvmiQCGIikgdB+lwhM2KSAWWKZ7cSNqKKMpPFlYfgLn55GVrnNdepufcX1fp1EUcJjuAYTsG FS6jDLTSgCQye4Ble4c2aWi/Wu/Uxb12xiplD+CPr8wcazZMq</latexit><latexit sha1_base64="K2FXcO5YdXB/fuz2qoq3VZpLHpQ=">AAAB+3icbZBNS8NAEIYnftb6FevRy2IRBKEkIuix6MWLUMF+QBPKZjttl242YXcjltC/4sWDIl79I978NyZtDtr6wsLDOzPM7BvEgmv jON/Wyura+sZmaau8vbO7t28fVFo6ShTDJotEpDoB1Si4xKbhRmAnVkjDQGA7GN/k9fYjKs0j+WAmMfohHUo+4IyazOrZFU+0UBlyRzyVw5lb7tlVp+bMRJbBLaAKhRo9+8vrRywJURomqNZd14mNn1JlOBM4LXuJxpiyMR1iN0NJQ9R+Ort9Sk4yp08GkcqeNGTm/p5Iaaj1JAyyzpCakV6s5eZ/tW5iBld+ymWcGJRsvmiQCGIikgdB+lwhM2KSAWWKZ7cSNqKKMpPFlYfgLn55GVrnNdepufcX1fp1EUcJjuAYTsG FS6jDLTSgCQye4Ble4c2aWi/Wu/Uxb12xiplD+CPr8wcazZMq</latexit><latexit sha1_base64="K2FXcO5YdXB/fuz2qoq3VZpLHpQ=">AAAB+3icbZBNS8NAEIYnftb6FevRy2IRBKEkIuix6MWLUMF+QBPKZjttl242YXcjltC/4sWDIl79I978NyZtDtr6wsLDOzPM7BvEgmv jON/Wyura+sZmaau8vbO7t28fVFo6ShTDJotEpDoB1Si4xKbhRmAnVkjDQGA7GN/k9fYjKs0j+WAmMfohHUo+4IyazOrZFU+0UBlyRzyVw5lb7tlVp+bMRJbBLaAKhRo9+8vrRywJURomqNZd14mNn1JlOBM4LXuJxpiyMR1iN0NJQ9R+Ort9Sk4yp08GkcqeNGTm/p5Iaaj1JAyyzpCakV6s5eZ/tW5iBld+ymWcGJRsvmiQCGIikgdB+lwhM2KSAWWKZ7cSNqKKMpPFlYfgLn55GVrnNdepufcX1fp1EUcJjuAYTsG FS6jDLTSgCQye4Ble4c2aWi/Wu/Uxb12xiplD+CPr8wcazZMq</latexit><latexit sha1_base64="K2FXcO5YdXB/fuz2qoq3VZpLHpQ=">AAAB+3icbZBNS8NAEIYnftb6FevRy2IRBKEkIuix6MWLUMF+QBPKZjttl242YXcjltC/4sWDIl79I978NyZtDtr6wsLDOzPM7BvEgmv jON/Wyura+sZmaau8vbO7t28fVFo6ShTDJotEpDoB1Si4xKbhRmAnVkjDQGA7GN/k9fYjKs0j+WAmMfohHUo+4IyazOrZFU+0UBlyRzyVw5lb7tlVp+bMRJbBLaAKhRo9+8vrRywJURomqNZd14mNn1JlOBM4LXuJxpiyMR1iN0NJQ9R+Ort9Sk4yp08GkcqeNGTm/p5Iaaj1JAyyzpCakV6s5eZ/tW5iBld+ymWcGJRsvmiQCGIikgdB+lwhM2KSAWWKZ7cSNqKKMpPFlYfgLn55GVrnNdepufcX1fp1EUcJjuAYTsG FS6jDLTSgCQye4Ble4c2aWi/Wu/Uxb12xiplD+CPr8wcazZMq</latexit>
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Figure 2: Overview of the architecture. The selection network discriminates between moving
and non-moving objects proposals (pi). Given a moving object i, the assignment network
assigns an ID based on coherent movement, appearance and shape, IDs assigned to objects
in the previous frame Mt−1, and IDs assigned so far in the current frame Mt .
features for all selected proposals and Mt = {mi}t denotes the labels of all proposals in the
frame, or equivalently its segmentation. To make this joint inference, we use the tractable
recurrent factorisation:
p(Mt |pt , It ,ut ,vt , ft ,Mt−1) =∏
i
p(mi,t |M<i,t , pi,t , It ,ut ,vt , fi,t ,Mt−1) (1)
where M<i,t indicates the segmentation/grouping decisions in frame t so far, prior to region
i. That is, we consider each proposal i in turn and assign it an object label based on its shape
and appearance (pi,t , fi,t ), the shared conditioning information (It ,ut ,vt ), as well as the labels
assigned to each proposal in the frame thus far M<i,t and labels in the prior frame Mt−1.
To define the probability p(mi,t = k|pi,t , . . .) that a proposal pi,t is assigned to object
k ∈ {1 . . .Kmax}, we take a softmax over logits lki,t . Our assignment net predicts each logit
lki,t by a Siamese relational network [16, 19] that ‘compares’ each proposal i with putative
grouping target k. Specifically, the assignment network contains a CNN encoder module
that inputs the depth concatenated images (It ,ut ,vt , pi,t ,Mkt−1,M
k
<i,t) where M
k
<i,t and M
k
t−1
denote taking the k-th object slice out of the corresponding tensors. These are processed and
spatially pooled, before fusing with the appearance feature fi by concatenation, and then fed
into an MLP module that generates the logit lki,t . After the assignment network generates all
the logits for one proposal we have defined p(mi,t | . . .) and we choose the max. Once an
assignment decision is made, we update Mi,t which is fed to the next iteration of Eq. 1. The
proposed masks are sorted by the confidence level of the proposal generator [7]. In this way,
we sequentially label each region in each frame, and each frame in the video.
3.2 Training
Our overall pipeline is to pre-train the selection and assignment networks with supervised
learning based to warm them up, before subsequently fine-tuning the assignment network
with reinforcement learning.
Ground Truth Generation. In order to pre-train our network with supervised learning,
we need ground truth labels for selection and assignment/grouping of the initial mask pro-
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posals. While the segmentation datasets provide ground truth assignments at the pixel level,
this only helps us partially. For supervised learning at the proposal level, we need the optimal
assignment given a set of mask proposals. Since this optimal assignment is costly to find,
we use an approximation based on defining a greedy oracle with respect to the ground truth.
We generate the selection network ground truth of whether objects are moving or not by
iterating over the proposed masks and selecting those that overlap with any object instance
in the ground truth more than 0.2. We generate the ground truth for assignments by iterating
over the selected masks and matching those that improve the current IoU of any the object
instance. Note that this is not a perfect solution as different mask ordering (by confidence in
our case) may lead to different solutions, and no ordering may be a global optima. We report
the performance of this greedy oracle in the experiments. But note that this only applies to
our supervised stage, our RL stage can potentially improve on this.
Supervised Pre-Training. Given the generated ‘ground-truth’, we train the selection net
and assignment net by supervised learning with logloss and cross-entropy respectively. After
training, our selection network has 90% accuracy (DAVIS 2017) on selecting true moving
objects for subsequent consideration by the assignment network.
Training with Reinforcement Learning. RL algorithms are formalized by defining their
state space, action space, transition function and reward. From this perspective, our state
space consists of the set inputs to the assignment network including common (image, flow,
etc) and specific to the current proposal (current mask, appearance, etc). Our action space
is the set of possible grouping assignments for the current proposal. The transition function
updates the state to provide the next proposal (within frame boundaries), and also next frame
(across frame boundaries). It also updates the ‘grouping so far’ M<i,t channel of the state
with the results of the previous grouping action. Finally, we need to define the reward.
The reward Rv for video v is the discounted sum of rewards per frame Rv = ∑t γ trvt , where
rvt = overlap(Mt ,GTt), and γ = 0.99. Overlap is quantified by J&F-mean metric. We then
use vanilla policy gradient [25] training to optimize for the expected reward across all videos.
Implementation and Training Details. We choose as mask proposal generator the widely
used MaskRCNN [7], without fine-tuning it. Note that this network is trained in the COCO
dataset, where categories sometimes do not overlap with those found for example on the
DAVIS 2017 dataset. Therefore, we use a low-confidence threshold of 0.05, to avoid dis-
carding potential valid object instances. Even if the class is not correct because it was not
in the training set, MaskRCNN tends to detect object-like regions. For the optical flow es-
timation we use the PWC-Net [18]. We enlarge the training set by doing some basic data
augmentation, flipping all images horizontally. We train each of the selection and assign-
ment networks for 30 epochs and use Adam optimizer with a learning rate of 1e-4. We use a
batch size of 16 and reshape the flow and mask features to 256x256. For the RL part, we use
a single agent that maximises the discounted reward. The encoder has 9 convolutional layers
and 4 max-pooling layers and results in an output that corresponds to high level features.
The MLP in the selection and assignment network consists of 5 FC layers each.
4 Experiments
We show experimental results of the proposed ALBA network. First, we test each of the
proposed components in an ablation study, and observe that they all have a significant im-
pact in the performance. In particular, training the network with RL is the component that
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improves most. We then compare the proposed method to current state-of-the-art methods,
and observe that it outperforms all published previous work.
Datasets and Settings. We use three datasets for our experiments. We use the DAVIS
2017 [2] since it is the most widely used dataset for zero-shot, multi-object, instance seg-
mentation benchmark. It contains 60 training and 30 validation sequences with 4209 and
1999 frames respectively. The performance metrics are region similarity or intersection over
union J, and the boundary accuracy F . We use J&F-Mean as the overlap metric for reward
on all three datasets. We also use the very recent YouTube-VOS [27], which is the the largest
video object segmentation dataset to date, and a very promising benchmark. While it does
not include an official benchmark for the zero-shot segmentation problem, it can be easily
adapted by simply not using the first frame as input. Previous zero-shot methods [22] have
also used that approach. The YouTube-VOS includes 3,471 and 474 videos in the training
and validation set respectively. Finally, we use the FBMS [20] dataset, which contains 59
video sequences, 29 are training and 30 for testing.
Baselines. For the ablation study we use the output from the object proposal generator
(MaskRCNN [7]) as a lower bound baseline. As an upper bound we use the generated ground
truth described in Sec. 3.1. For the comparison to current state-of-the-art we simply use
the top-performing methods from the DAVIS 2017 benchmark 1, which include AGS [24],
RVOS [22] and PDB [17]. It is worth noting that AGS is the top-performing of the three, but
uses additional annotations of the saliency in DAVIS 2017. None of the other two methods
or our own makes use of this additional labels.
4.1 Ablation Study
We test the different components of the proposed ALBA network and show the results in
Table 1. We start with the selection network (referred to as S in the table), which discards
non-moving objects. The assignment is done by simply assigning a new object identity to
each proposed mask. We observe that the selection network improves 4.4% over the vanilla
MaskRCNN results. While DAVIS 2017 does not penalize selecting non-moving objects,
we attribute this improvement to reducing the number of possible mistakes at the assignment
stage. We then show the results of adding a simple assignment network that takes in two
proposals and predicts whether they belong to the same object. This assignment network is
denoted A in the table. Compared to the naïve assignment, the simple assignment network
improves significantly. We then add the more sophisticated assignment network from Fig. 2,
which includes the temporal component (T) Mt−1 and observe that this improves results
further, due to object labels being more consistent over time. Finally, we train the assignment
network using RL, as described in Sec. 3.2, and observe a 5.5% increase in performance.
Since the architecture is unchanged in this step, this is attributable to the switch form greedy
(supervised) to non-myopic optimisaton of assignment as well as optimizaton of the target
J&F metric. This large jump shows the value of our contribution in terms of introducing RL
to the VOS problem.
We also show some sample qualitative results in Fig. 3. It is worth noting that the se-
lection network correctly cleans up the initial proposals, for example in the case of crowded
scenes like the breakdancing and the biking scene.
1https://davischallenge.org/davis2017/soa_compare.html
8 GOWDA ET AL.: ALBA: REINFORCEMENT LEARNING FOR VOS
Method J&F-Mean J-Mean J-Recall J-Decay F-Mean F-Recall F-Decay
MRCNN 38.9 37.0 42.3 0.3 40.9 43.0 2.5
S 43.3 41.1 46.7 -0.3 45.5 47.8 5.0
S+A 49.6 49.3 52.7 4.3 49.9 51.8 2.5
S+A+T 52.9 52.4 55.1 4.1 53.4 54.6 2.1
S+A+T+RL 58.4 56.6 63.4 7.7 60.2 63.1 7.9
Oracle 64.1 62.9 72.0 -2.0 65.3 73.1 1.7
Table 1: S: Selection network, A: Assignment Network, T: Temporal information, RL: Op-
timized with Reinforcement Learning. Results of different components of the proposed net-
work on DAVIS 2017 validation set.
Figure 3: Zero-shot segmentation results. From left to right: original image with maskRCNN
results super-imposed, optical flow estimation, ground truth, results from our method.
4.2 Comparison to State-of-the-art
We now compare the full proposed ALBA method to the current state-of-the-art . The nu-
merical results are shown in Table 2 for DAVIS2017, Table 4 for FBMS and Table 3 for
Youtube-VOS respectively. The results show that ALBA consistently outperforms alterna-
tives across different datasets, although they come from different sources and thus expose
different challenges. For example, the criteria for different datasets are slightly different in
each dataset; objects that move together are grouped together in FBMS, while objects that
are semantically different are distinct in the others – creating differences for person plus
horse type examples. Meanwhile Youtube-VOS introduces unseen object classes between
training and testing. Qualitative results comparing ALBA to state-of-the-art alternatives on
the DAVIS dataset are shown in Fig. 4.
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Figure 4: Qualitative comparison to state-of-the-art on DAVIS 2017. From left to right:
AGNN, PDB, AGS, ALBA , ground truth.
Method
Add.
Data
Post
Process.
J&F
Mean
J
Mean
J
Recall
J
Decay
F
Mean
F
Recall
F
Decay
PDB [17] 7 3 55.1 53.2 58.9 4.9 57.0 60.2 6.8
RVOS [22] 7 7 41.2 36.8 40.2 0.5 45.7 46.4 1.7
ALBA 7 7 58.4 56.6 63.4 7.7 60.2 63.1 7.9
AGS [24] 3 3 57.5 55.5 61.6 7.0 59.5 62.8 9.0
Table 2: Comparison to other state-of-the-art on the DAVIS 2017 validation set.
Method J-seen J-unseen F-seen F-unseen
RVOS [22] 44.7 21.2 45.0 23.9
ALBA 53.8 34.4 51.6 35.8
Table 3: Results on Youtube-VOS dataset.
Method MAT [32] MBN [10] PDB [17] IET [9] ALBA
J-mean 76.1 73.9 74.0 71.9 77.6
F-score - 83.2 84.9 82.8 84.4
Table 4: Results on FBMS dataset.
5 Conclusion
We considered the zero-shot video object segmentation task as a selection and grouping prob-
lem over generic object proposals, and discussed how training such a model with RL enables
better global decision-making and direct optimization of overlap metrics. We showed that
our grouping architecture surpasses previous approaches when trained with RL. We believe
that this is the first demonstration of RL in VOS and hope that it leads others to leverage this
technique for VOS, VIS and related tasks in future.
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