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INTRODUCTION
The classical TjonWu equation has the form
u(t, x)
t
+u(t, x)=|

x
dy
y |
y
0
u(t, y&z) u(t, z) dz . (0.1)
The unknown u(t, x) is defined for t0, x0 and satisfies conditions
|

0
u(t, x) dx=|

0
xu(t, x) dx=1, u(t, x)0 . (0.2)
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Equation (0.1) was derived from the Boltzmann equation by a use of the
Abel transformation [10]. It has a simple physical interpretation. For
every fixed t0 the function u(t, } ) is the density distribution function of
the energy of a particle in an ideal gas. Namely in the time interval
(t, t+2t) a particle changes its energy with the probability 2t+o(2t) and
the change is described by the operator
(Pv)(x)=|

x
dy
y |
y
0
v( y&z) v(z) dz . (0.3)
In order to understand the action of P consider three independent random
variables !1 , !2 and ’, such that !1 , !2 have the same density distribution
function v and ’ is uniformly distributed on the interval [0, 1]. Then Pv is
the density distribution function of the random variable
’(!1+!2) . (0.4)
Physically this means that the energies of the particles before a collision are
independent quantities and that a particle after collision takes the ’ part of
the sum of the energies of the colliding particles.
The assumption that ’ has the density distribution function of the form
1[0, 1] is quite restrictive. In general, if ’ has the density distribution h, then
the random variable (0.4) has the density distribution function
(Pv)(x)=|

0
h \xy+
dy
y |
y
0
v( y&z) v(z) dz . (0.5)
The object of our paper is to study the asymptotic behavior of solutions of
the equation
u$+u=Pu , (0.6)
where u: R+  L1(R+) is an unknown function and P is the operator
given by formula (0.5). Of course h cannot be completely arbitrary, since
conditions (0.2) should be preserved.
The classical equation (0.1) has a stationary solution of the form
u
*
(x)=e&x. M. F. Barnsley and G. Turchetti [3] proved that this solution
is asymptotically stable in the class of all initial functions u0(x)=u(0, x)
satisfying the normalizing conditions (0.2) for t=0 and the additional
condition
|

0
u0 (x) ex2 dx< . (0.7)
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This result was generalized in [4] and condition (0.7) was replaced by
|

0
xnu0 (x) dx< for n=2, 3, ... (0.8)
In 1990 Z. Kie*ek [6] succeded in proving that the stationary solution u
*
is asymptotically stable if (0.8) is satisfied only for n=2.
The purpose of our paper is to prove that the generalized equation (0.5)
has a unique stationary solution and that this solution is asymptotically
stable for all normalized initial conditions. In particular condition (0.8) can
be completely omitted. The proof of the asymptotic stability is based on
some special property of the KantorovichRubinstein metric in the space of
probabilistic measures which we call the maximum principle. This power-
full tool was recently used by H. Gacki in the proof of the stability of
iterated function systems [5].
It is interesting to compare our stability results with the known proper-
ties of the original Boltzmann equation. In general the right hand side of
the Boltzmann equation cannot be written in the form &u+Pu where P
is a positive operator. This makes the situation much more difficult and as
the result the set of initial functions for which the asymptotic stability is
proved is quite restricted (see [1] and [9]).
The outline of the paper is as follows. In Section 1 we recall some known
results concerning the existence and the stability of ordinary differential
equations in Banach spaces. We show that an equation of the form (0.6)
may be considered in a convex closed subset of a Banach space. In Section
2 we prove the existence and the uniqueness of the Cauchy problem for
equation (0.5). We also show that this equation has a stationary solution
u
*
and that u
*
(x)>0 for x>0. The positivity of u
*
plays an important
role in the proof of the stability given in Section 3. Namely it allows to
apply the maximum principle in order to show that the Kantorovich
Rubinstein distance between u
*
and an arbitrary solution u is decreasing in
time.
1. A STABILITY CRITERION
Let (E, & }&) be a Banach space and let D be a closed, convex, nonempty
subset of E. By R+ we will denote the closed half line [0, ). In the space
E we consider an evolutionary differential equation
du
dt
=&u+Pu for t # R+ , (1.1)
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with the initial condition
u(0)=u0 , u0 # D , (1.2)
where the given operator P acts from D into D.
A function u: R+  E is called a solution of problem (1.1), (1.2) if it is
strongly differentiable on R+ , u(t) # D for all t # R+ and u satisfies relation
(1.1), (1.2).
We start from recalling the following proposition which usually is stated
in the case D=E.
Proposition 1.1. Assume that the operator P satisfies the Lipschitz con-
dition
&Pv&Pw& l &v&w& for v, w # D, (1.3)
where l is a nonnegative constant. Then for every u0 # D there exists the
unique solution u of problem (1.1), (1.2).
The standard proof of the Proposition 1.1 is based on the fact, that a
function u: R+  D is the solution of (1.1), (1.2) iff it is continuous and
satisfies the integral equation
u(t)=e&tu0+|
t
0
e&(t&s)Pu(s) ds for t # R+ . (1.4)
Due to completness of D the integral on the right hand side is well
defined and equation (1.4) may be solved by the method of successive
approximations.
Observe that for every point u0 # D and every continuous function
u: R+  D the right hand side of (1.4) is also a function with values in D.
The solutions of (1.1) generate a semigroup of operators (Pt)t0 on D
given by the formula
Pt u0=u(t) for t # R+ , u0 # D . (1.5)
We say that a solution u of (1.1), (1.2) is compact if the range of u is a
relatively compact set in the space E.
In order to formulate a stability criterion for equation (1.1) we assume
that on the set D it is given an additional metric d, generated by a norm
weaker than the initial norm & }& in E.
Theorem 1.1. Assume that the operator P satisfies the Lipschitz condi-
tion (1.3). If P has a fixed point u
*
# D (Pu
*
=u
*
) such that the inequality
d (Pv, u
*
)<d (v, u
*
) for v # D, v{u
*
(1.6)
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holds, then
lim
t  
&u(t)&u
*
&=0 (1.7)
for every compact solution u of (1.1), (1.2).
Proof. Using (1.4) and (1.6) it is easy to show that
d (Ptu0 , u*)<d (u0 , u*) for t>0, u0 {u* , u0 # D . (1.8)
Since u is a compact solution, its limit set 0 is a nonempty, compact, sub-
set of (E, & }&). This set is invariant, i.e., Pt (0)=0 for t # R+ . Moreover
lim
t  
(inf [&u (t)&v& : v # 0])=0 .
To prove (1.7) it suffices to show that 0=[u
*
]. Suppose not. Let
:=sup[d (v, u
*
) : v # 0]>0 .
Since the metric d is weaker than the metric generated by the norm of E,
the function v  d (v, u
*
) is continuous and there exists a point v # 0 such
that :=d (v , u
*
). Fix an arbitrary number t0>0. Since the set 0 is Pt
invariant there exists a point u # 0 such that Pt0 u =v . Evidently u {u*.
Thus according to (1.8) we have
:=d(v , u
*
)=d(Pt0 u , u*)<d(u , u*):
which is impossible. The proof is completed. K
2. STATIONARY SOLUTION OF THE TJONWU EQUATION
Let (L1, 0 , & }&1, 0) be the space of real valued integrable functions on R+
considered with the usual norm
&v&1, 0=|

0
|v(x)| dx .
For v # L1, 0 , q0, the value
mq (v)=|

0
xq |v(x)| dx
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is called the qth moment of v. By (L1, q , & }&1, q), q1 we denote the
Banach space
L1, q=[v # L1, 0 : mq (v)<+]
considered with the norm
&v&1, q=&v&1, 0+mq (v) .
The elements of the set
D0=[v # L1, 0 : v0 a.e. in R+ , &v&1, 0=1]
are called densities. Further for q1 define the subset Dq of D0 by the
formula
Dq=[v # L1, q : v # D0 , m1 (v)=1] .
Of course every set Dq is a closed, convex subset of the space L1, q .
In this section we will study the generalized TjonWu equation
u(t, x)
t
+u(t, x)=|

0
h \xy+
dy
y |
y
0
u(t, y&z) u(t, z) dz , (2.1)
for t # R+ , x # R+ . Denoting by P the operator given by formula (0.5), we
may consider equation (2.1) as an ordinary differential equation in the
Banach spaces L1, 0 and L1, q for q1.
In our study of equation (2.1) we make the following assumptions
concerning the function h:
(a1) There exists p>1 such that
h # D0  L1, p , 2m1 (h)=1, k :=2mp (h)<1;
(a2) sup [xh(x): x # R+]<+;
(a3) there is a number ’>0 such that
h(x)>0 for 0<x<’ .
Observe that the function q  [2mq (h)]1(q&1) for q>1 is increasing.
Thus without any loss of generality we may assume additionally that p2.
Assumption (a1) implies that the image of a density v by operator P is
a density and the first moment of v and Pv are equal. It also allows to
evaluate the pth moment of Pv. Namely we have the following lemma.
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Lemma 2.1. Assume that the density h satisfies assumption (a1). Then
P(Di)/Di for i=0, 1, p (2.2)
and
&Pv&Pw&1, i(&v&1, i+&w&1, i) &v&w&1, i (2.3)
for v, w # L1, i , i=0, 1. Moreover we have
mp (Pv)k[mp (v)+1] (2.4)
and
&Pv&Pw&1, p(&v&1, p+&w&1, p) &v&w&1, p (2.5)
for v, w # Dp .
Proof. Fix v # Di , i # [0, 1, p]. We have
mi (Pv)=|

0
|

0
h \xy+
xi
y _ |
y
0
v( y&z) v(z) dz& dy dx
=|

0
yih( y) dy } |

0
|

0
(x+z) i v(x) v(z) dx dz .
(2.6)
From this and condition (a1) it follows directly that Pv # Di for v # D i with
i=0 and i=1. Now assume that v # Dp . The assumptions m1 (v)=1, p2
imply mp&1(v)1. Using the obvious inequality
(x+z) px p+ pz p&1x+z p for x, z # R+ (2.7)
and (2.6) we obtain
mp (Pv)  mp (h) [2mp (v)+ p] .
Thus (2.4) holds, which in turn implies Pv # Dp .
To prove (2.3) and (2.5) observe that
mi (Pv&Pw)=|

0
xi } |

0
h \xy+
dy
y |
y
0
[v( y&z) v(z)&w( y&z) w(z)] dz } dx
mi(h) } |

0
|

0
(x+z)i |v(x) v(z)&w(x) w(z)| dx dz
mi(h) } |

0
|

0
(x+z)i ( |v(z)|+|w(z)|) |v(x)&w(x)| dx dz
(2.8)
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for v, w # L1, i , i # [0, 1, p]. Hence, we obtain
&Pv&Pw&1, 0(&v&1, 0+&w&1, 0) &v&w&1, 0 (2.9)
for v, w # L1, 0 and
m1 (Pv&Pw) 12 [(m1 (v)+m1 (w)) &v&w&1, 0
+(&v&1, 0+&w&1, 0) m1 (v&w)]
(2.10)
for v, w # L1, 1 . Inequalities (2.9), (2.10) imply (2.3). Now assume that
v, w # Dp . From (2.8) and (2.7) we have
mp (Pv&Pw) 12 [mp (v)+mp (w)] &v&w&1, 0
+2m1 (v&w)+mp (v&w)
(2.11)
for v, w # Dp . Inequalities (2.9), (2.10), (2.11) imply (2.5). This completes
the proof.
Using Lemma 2.1 and Proposition 1.1 it is easy to prove the following
Theorem 2.1. Assume that the density h satisfies condition (a1). Then
for every fixed i # [0, 1, p] and u0 # Di there exists a unique solution
u : R+  Di of problem (2.1), (1.2).
Proof. Observe that &v&1, i=2i for v # Di , i # [0, 1]. Thus from
inequality (2.3) it follows that
&Pv&Pw&1, i2i+1 &v&w&1, i for v, w # Di , i # [0, 1]. (2.12)
Further we know that Di are closed, convex subsets of L1, i and that
P(Di)/Di for i # [0, 1]. Therefore, for i=0 and i=1 the statement of the
theorem is immediate consequence of Proposition 1.1. Now assume that
u0 # Dp . Define
Drp=[v # Dp : mp (v)r] for r1 . (2.13)
Using (2.2) and (2.4) it is easy to verify that
P(Drp)/D
r
p for r
k
1&k
. (2.14)
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Choosing r sufficiently large we may also assume that uo # D rp . For every
r1 the set Drp is a closed, convex subset of L1, p . If r is fixed, then for
v, w # Drp inequality (2.5) gives
&Pv&Pw&1, p  2(r+1) &v&w&1, p (2.15)
and Proposition 1.1 is again applicable. K
Remark 2.1. If u0 # D0 , then the solution u given by Theorem 2.1 is
also unique in the whole space L1, 0 . This fact follows immediately from
inequality (2.3). Namely for i=0 this inequality shows that the right hand
side of (2.1) is locally Lipschitzean.
In our further considerations an important role will be played by a sub-
set G of Drp . To construct this subset consider a nonnegative function .
defined on an interval (0, $), $>0, such that
lim
x  0
.(x)=0 . (2.16)
Having ., $ and positive numbers r and c we denote by G=G(r, c, $, .)
the set of all v # Drp satisfying the following two conditions:
|
x
0
v( y) dy.(x) for 0<x<$ , (2.17)
xv(x)c for a.e. x # R+ . (2.18)
The constant p appearing in the definition of G is the same as in (a1).
G is a convex, closed subset of the space L1, 1 . It is a weakly compact set
in L1, 1 too. We have the following
Theorem 2.2. Assume conditions (a1) and (a2). Then for every r>0,
c>0, $>0 and .: (0, $)  R+ satisfying (2.16) the set P ( G(r, c, $, .)) is
a compact subset of L1, 1 . Moreover there exist numbers r0>0, c0>0,
$0>0 and a function .0 on (0, $0) satisfying (2.16) such that
P (G(r, c, $, .0))/G(r, c, $, .0) and G(r, c, $, .0){< (2.19)
for every rr0 , cc0 and 0<$$0 .
Proof. As we already observed G=G(r, c, $, .) is a weakly compact
subset of L1, 1 . Its image by the convolution operator v  v*=v V v is also
a weakly compact set. The operator P is the product of the convolution
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operator v  v* and the integral operator Q : L1, 1  L1, 1 given by the
formula
(Qw)(x)=|

0
h \xy+
1
y
w( y) dy for w # L1, 1 . (2.20)
This implies that P(G) is a compact subset of L1, 1 .
In order to prove conditions (2.19) choose $0 # (0, 12] such that
H(x)=|
x
0
h( y) dy 18 for x # (0, $0] .
We will define .0 as a nonnegative solution of the functional equation
H(x)+[.(x)]2=.(x2) for 0<x<$0 , (2.21)
satisfying condition (2.16). Such a solution can be constructed using the
step by step method of the theory of functional equations (see [7]
Sect. 5.3A). Namely, first we define .1 : [$20 , $0]  R+ as a linear function
satisfying conditions .1 ($0)= 14 and
.1 ($20)=H($0)+[.1 ($0)]
2.
Then for every integer n1 we define the function .n+1 : [$n+1 , $n]  R+
by the condition
.n+1 (x2)=H(x)+[.n (x)]2 for x # [$n , $n&1] ,
where $n=$2
n
0 . Finally the function .0 is defined by the formula
.0 (x)=.n (x) for x # [$n , $n&1); n=1, 2, ... .
By an induction argument it is easy to verify that .0 maps (0, $0) into
[0, 14]. Moreover .0 is a continuous increasing solution of (2.21). Thus
there exists the limit a=limx  0 .0 (x) and it satisfies equation
a=H(0)+a2=a2.
Since the value a=1 is excluded (a 14), we have a=0 and condition (2.16)
is satisfied. Now define
r0=max {4, k1&k= , c0=max(2, \0) , (2.22)
where
\0=sup[xh(x): x # R+].
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From (2.14) it follows that P(Drp)/D
r
p for rr0 . Having defined r0 , c0 , $0
and .0 we can verify inclusion (2.19). Choose v # G=G(r, c, $, .0) with
rr0 , cc0 and 0<$$0 . Then Pv # Drp . Define
F (x)=|
x
0
(Pv)(z) dz=|
x
0 _|

0
h \zy+
1
y
v*( y) dy& dz.
This gives
F (x)=|

0
H \xy+ v*( y) dy|

- x
H \xy+ v*( y) dy+|
- x
0
v*( y) dy
H(- x)+{ |
- x
0
v( y) dy=
2
.
Hence, according to (2.17) and (2.21) with .=.0 we obtain
|
x
0
(Pv)(z) dz.0 (x) for x # (0, $0).
Further due to (2.18)
x(Pv)(x)=|

0
h\xy+
x
y
v*( y) dyc |

0
v*( y) dy=c
for x # R+ . This finishes the proof of the inclusion P(G)/G.
It is easy to verify that the density v=1(12, 32) belongs to the set
G(r, c, $, .0) for r4, c2, $12. Thus the set G(r, c, $, .0) for rr0 ,
cc0 , 0<$$0 is nonempty. The proof of the theorem is completed. K
Corollary 2.1. Assume conditions (a1), (a2). Then the operator P has
a fixed point u
*
# G(r0 , c0 , $0 , .0).
Proof. The existence of a fixed point is an immediate consequence of
the SchauderMazur fixed point theorem applied to the set G.
Lemma 2.2. Assume (a1). Then there exists a number ;>1 such that the
following condition holds:
If v # L1, 0 and v(x)>0 for x # (a, b), then (Pv)(x)>0 for x # (;a, ;b).
Proof. Since 2m1 (h)=1, there exists a number ;>1 such that
|
;2+=
;2&=
h(x) dx>0 for = # (0, 12). (2.23)
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Now fix v # L1, 0 and assume that v(x)>0 for x # (a, b). Then the con-
volution v*=v V v is positive on the interval (2a, 2b). According to the
definition of P we have
(Pv)(x)=|

0
1
y
h \xy+ v*( y) dy
=|

0
h( y)
1
y
v*\xy+ dy|
x2a
x2b
h( y)
1
y
v* \xy+ dy . (2.24)
The function y  (1y) v*(xy) is positive in the interval (x2b, x2a).
Further for x # (;a, ;b) the number 12 ; belongs to the (open !) interval
(x2b, x2a). According to (2.23) this implies (Pv)(x)>0 and completes the
proof. K
Lemma 2.3. Assume (a3). Then for every v # D0 there exists a number
_>0 such that
(Pv)(x)>0 for 0<x<_. (2.25)
Proof. Fix v # D0 . Evidently v*=v V v is positive on an interval (a, b).
From (2.24) it follows that
(Pv)(x)|
xa
xb
h( y)
1
y
v*\xy+ dy . (2.26)
Define _=’b. The function y  (1y) v*(xy) is positive in the interval
(xb, xa). Moreover, for x # (0, _) the interval (xb, xa) intersects with
(0, ’). According to condition (a3) the integrand in (2.26) is positive for
y # (’, xa). Thus (Pv)(x)>0 for x # (0, _). The proof is completed. K
Proposition 2.1. Assume (a1), (a3). If v # D0 is a fixed point of the
operator P, then v(x)>0 for x>0.
Proof. From Lemmas 2.2 and 2.3 it follows that v(x)>0 for
x # (0, ;n_), n=1, 2, ... . Since ;>1, this completes the proof. K
Evidently every fixed point of the operator P is a stationary solution of
equation (2.1). In the next section we will show that this solution is
globally asymptotically stable in D1 .
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3. STABILITY
Our main tool in the study of asymptotic properties of equation (2.1) is
the Kantorovich metric [8] (also known as the Huchinson metric). It may
be defined for a large class of probabilistic measures and it is frequently
used in the theory of fractals [2]. We will define the Kantorovich metric
in the set D1 .
Let C be the vector space of real valued continuous functions defined on
R+ . For f # C and v # L1, 0 we write
( f, v) =|

0
f (x) v(x) dx .
By K we denote the set of functions f # C satisfying the additional
condition
| f (x)& f ( y)||x& y| for x, y # R+ . (3.1)
The Kantorovich distance between the functions v, w # D1 is given by the
formula.
dK (v, w)=sup[( f, v&w); f # K] . (3.2)
Evidently
dK (v, w)&v&w&1, 1 for v, w # D1 . (3.3)
From the classical results of Kantorovich and Rubinstein (see [8], Sect.
6.1) adopted to the metric space (D1 , dK) it is easy to derive the following
result:
KantorovichRubinstein Maximum Principle. For every v, w # D1 there
exists a function f # K such that
dK (v, w)=( f, v&w) . (3.4)
Moreover if v{w, then there exist two distinct points a, b # R+ such that
every function f # K satisfying (3.4) can be written in the form
f (x)=%x+_ for x # [a, b] , (3.5)
where % and _ are constants and %2=1.
Introducing the bilinear form T : C_L1, 0  C by the formula
T( f, v)(x)=|

0
|

0
f (z( y+x)) h(z) v( y) dy dz (3.6)
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for x # R+ , f # C, v # L1, 0 , it is easy to verify the equality
( f, Pv&Pw) = (T( f, v+w), v&w) for f # C, v, w # L1, 0 .
(3.7)
Using formula (3.7) and the KantorovichRubinstein Principle we may
prove the following
Theorem 3.1. Assume (a1) and (a3). Then
dK (Pv, Pw)dK (v, w) for v, w # D1 . (3.8)
Moreover, if v{w and v(x)+w(x)>0 for x>0, then inequality (3.8) is
strict.
Proof. Using conditions 2m1 (h)=1, m1 (v+w)=2 it is easy to show
that T( f, v+w) # K for f # K. This implies the weak version of (3.8). In
fact
dK (Pv, Pw)=sup [(T( f, v+w), v&w); f # K]
sup [(g, v&w); g # K]=dK (v, w).
To prove the second part of the theorem consider two different densities
v, w # D1 , such that v(x)+w(x)>0 for x>0 and suppose that
dK (Pv, Pw)=dK (v, w) . (3.9)
According to the maximum principle there exists f0 # K such that
dK(Pv, Pw)= ( f0 , Pv&Pw) . (3.10)
Applying formula (3.7) to ( f0 , Pv&Pw) and using (3.9) and (3.10) we
obtain
dK (v, w)= ( f1 , v&w) , (3.11)
where
f1=T( f0 , v+w) . (3.12)
The function f1 is again an element of K. By the maximum principle
applied to the equality (3.11) there exists a nontrivial interval [a, b] and
constants %, _ (%2=1) such that
f1 (x)=%x+_ for axb .
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Since the derivative f $0 (x) exists a.e. in R+ , we may differentiate f1 using
formula (3.12). According to (3.6) this gives
%=|

0
f $0 (z) ux(z) dz for x # [a, b] , (3.13)
where
ux(z)=|

0
2z
y2
h \zy+ qx( y) dy , (3.14)
and
qx( y)={012 [v( y&x)+w( y&x)]
for 0 yx
for y>x.
Evidently qx( y)>0 for y # (x, ). Since h(z)>0 for 0<z<’, the
integrand in (3.14) is positive for y>max(x, ’z). Thus ux(z)>0 for z>0.
Moreover a simple calculation shows that ux is a density. We have also
| f $0(z)|1 a.e. in R+ . This and the positivity of the density ux imply that
(3.13) can be satisfied if and only if f $0(z)=% a.e. in R+ . Therefore
f0(z)=%z+_1 for z # R+ , where _1 is a constant. Since Pv and Pw belong
to D1 we have ( f0 , Pv&Pw) =0. According to (3.10) and (3.9) this
implies v=w which is a contradiction. The proof is completed. K
Theorem 3.2. Assume (a1)(a3). Let u be a solution of (2.1) with the
initial condition u(0)=u0 satisfying relation
u0 # G=G(r, c, $, .0) , (3.15)
where rr0 , cc0 and 0<$<$0 . Moreover let u* # G be a stationarysolution of Equation 2.1. Then
lim
t  
&u(t)&u
*
&1, 1=0 . (3.16)
Proof. The proof is based on Proposition 1.1 and Theorem 1.1. Admit
E=L1, 1 and D=G. We know that G is a P invariant, closed, convex sub-
set of L1, 1 and that P satisfies the Lipschitz condition in D (inequality
(2.3)). Thus by Proposition 1.1 there is a unique solution u : R+  G
satisfying the condition u (0)=u0 . By the uniqueness property (Remark
2.1), we have u(t)=u (t) for all t # R+ . Now we are in position to verify
conditions of Theorem 1.1. We set d=dK . Since u*(x)>0 for x>0, from
Theorem 3.1 it follows that
d(Pv, u
*
)=d(Pv, Pu
*
)<d(v, u
*
) for v # D1 ,
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v{u
*
. It remains to verify that u is a compact solution. From formula
(1.4) it follows that the values u(t) for t0 belong to the convex, closed
hull of the set G0=[u0] _ P(G). By Theorem 2.2 the set G0 is compact in
L1, 1 . Thus, by the Mazur theorem, the convex, closed hull of G0 has the
same property. The proof is completed. K
The main disadvantage of Theorem 3.2 is that the initial values u0 are
restricted to the set G. Using some special properties of the Kantorovich
metric it is possible to generalize Theorem 3.2 and to prove condition
(3.16) for an arbitrary u0 # D1 .
Lemma 3.1. The set
G = .
rr0 , cc0 , $ # (0, $0]
G(r, c, $, .0) (3.17)
is dense in D1 with respect to the L1, 1 norm.
Proof. Fix a density v # D1 and a number =>0. For every integer n>1
define
vn (x)=1[1n, n](x) } 1[0, n](v(x)) v(x) for x # R+ .
Since v # D1 , it is obvious that
lim
n  
&v&vn&1, 1=0 . (3.18)
Define :n=1&&vn&1, 0 and ;n=1&m1(vn). Evidently :n0, ;n0.
Moreover :n=0 if and only if ;n=0. We have also &v&vn&1, 1=:n+;n .
Consider first the case when :n>0 for all n>1. Define
wn (x)=
:2n
;n
1[cn , cn+=n](x) ,
where cn=;n 2:n and =n=;n :n . It is easy to verify that
&wn&1, 0=:n and m1(wn)=;n .
Therefore
&vn+wn &1, 0=1, m1 (vn+wn)=1
and consequently vn+wn # D1 for all n>1. Finally we have
&v&(vn+wn)&1, 1&v&vn&1, 1+&wn&1, 1
=&v&vn&1, 1+:n+;n=2 &v&vn&1, 1 .
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According to (3.18)
lim
n  
&v&(vn+wn)&1, 1=0 .
Now choose an integer m such that 2 &v&vm&1, 1=. Set v~ =vm+wm . The
function v~ is bounded and it vanishes in the intervals [0, min[1m, cm])
and (max[m, cm+=m], ). Thus v~ belongs to the set G(r, c, $, .0) with suf-
ficiently small $, large r and large c. This finishes the proof in the case when
:n>0 for all n>1. If :n=0 for some n=m, simply set v~ =vm . The remain-
ing part of the proof is obvious.
Theorem 3.3. Assume (a1), (a2) and (a3). Then there exists a unique
stationary solution u
*
# D1 of equation (2.1). Moreover
lim
t  
&u(t)&u
*
&1, 1=0 (3.19)
for every solution u of (2.1) with the initial condition u(0)=u0 # D1 .
Proof. According to Corollary 2.1 there exists a stationary solution u
*
.
which belongs to the set G(r0 , c0 , $0 , .0). By Theorem 3.2 the solution u*
is asymptotically stable in every larger set G(r, c, $, .0) with rr0 , cc0
and $ # (0, $0]. From this it follows that u* is a unique stationary solution
in the set G given by formula (3.17). Now fix an u0 # D1 and an =>0.
According to Lemma 3.1 there exists a set G=G(r, c, $, .0) and a point
v0 # G such that
dK (u0 , v0)&u0&v0&1, 1= . (3.20)
Denote by u and v the solutions of (2.1) satisfying initial conditions
u(0)=u0 and v(0)=v0 . Using condition (3.8) and formula (1.4) it is easy
to show by the Gronwall inequality that
dK (u(t), v(t)dK (u0 , v0)= for all t # R+ . (3.21)
Since v0 # G, from Theorem 3.2 it follows that
lim
t  
dK (v(t), u*)= limt  
&v(t)&u
*
&1, 1=0 . (3.22)
Further, since =>0 was arbitrary, relation (3.22) and inequality (3.21)
imply that
lim
t  
dK (u(t), u*)=0 . (3.23)
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To complete the proof it sufficies to show that the solution u is compact in
L1, 1 topology. Again fix an =>0. Since u* # D1 , there exist numbers a>0
and A>0 such that
|
a
0
(1+x) u
*
(x) dx<= and |

A
(1+x) u
*
(x) dx<= .
The Alexandrov theorem applied to the weak limit (3.23) implies that
|
a
0
(1+x) u(t)(x) dx<= and |

A
(1+x) u(t)(x) dx<= (3.24)
for sufficiently large t, say tt0 . From the continuity of the function
u : R+  L1, 1 it follows that the set [u(t): 0tt0] is compact in L1, 1 .
Therefore, changing the limit of integrations a and A if necessary, we may
admit that conditions (3.24) are satisfied for all t # R+ . From condition
(a2) and the definition of c0 (see (2.22)) it follows that
x(Pw)(x)c0 for w # D0 .
Applying this to formula (1.4) we obtain
u(t)(x)u0 (x)+
c0
a
for axA, t # R+ . (3.25)
Since &u(t)&1, 12 and the number =>0 was arbitrary, inequalities (3.24)
and (3.25) imply that the set U=[u(t): t # R+] is relatively weakly com-
pact in L1, 1 . From formula (1.4) it follows that u(t) for t # R+ belongs to
the convex, closed hull of the set [u0] _ P(U). Since P maps weakly com-
pact sets of L1, 1 into compact sets of L1, 1 , the solution u is compact. This
completes the proof. K
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